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Esta tesis se ha desarrollado en el laboratorio MAGNETRANS, en
el departamento de F´ısica de la Materia Condensada de la UAM. Los
dos temas principales de esta tesis han sido, por un lado el estudio de
transporte y ruido en uniones tu´nel magne´ticas superconductoras epi-
taxiales, y por otro lado el estudio de ruido a baja frecuencia y espec-
troscop´ıa de tu´nel inela´stico en uniones tu´nel magne´ticas moleculares
con la barrera compuesta por mole´culas de Perylenetetracarboxylic
dianhydride (PTCDA).
El estudio de pel´ıculas finas ha permitido un adelanto en muchas
a´reas tecnolo´gicas como en dispositivos magne´ticos de grabacio´n, dis-
positivos electro´nicos semiconductores, LEDs, ce´lulas solares y dispo-
sitivos de almacenamiento de informacio´n. A mediados del siglo XX
hab´ıa estudios que se centraban en las propiedades magne´ticas de los
materiales en uso. Sin embargo en las u´ltimas de´cadas la investigacio´n
ha virado hacia estudiar el transporte de esp´ın a trave´s de heteroes-
tructuras dando origen al campo de la espintro´nica.
La espintro´nica es el campo de estudio del momento angular intr´ınse-
co del electro´n (esp´ın) adema´s de su carga fundamental. El origen de
la espintro´nica data de experimentos de tu´nel a trave´s de uniones fe-
rromagne´tico/superconductor llevadas a cabo por Meservey y Tedrow
y experimentos con uniones tu´nel magne´ticas hechos por Jullie`re en
1970. Sin embargo no ser´ıa hasta 1985 cuando la espintro´nica emer-
giese como un campo de estudio propio con los experimentos de inyec-
cio´n de corriente de esp´ın polarizada desde un metal ferromagne´tico
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a un metal normal realizados por Johnson y Silsbee y el posterior
descubrimiento de la magnetoresistencia gigante (GMR) hecho inde-
pendientemente por Albert Fert et al. y Peter Gru¨nberg et al. en 1988
(ganadores del Nobel en 2007). Estos descubrimientos dieron lugar al
nacimiento de los dispositivos espintro´nicos tales como discos duros
(principios de siglo), va´lvulas de esp´ın o uniones tu´neles magne´ticas.
Actualmente la espintro´nica es la base de muchas ramas de inves-
tigacio´n, por ejemplo en sensores de campo magne´tico, detectores de
campo lejano (espincaloritro´nica), opto-espintro´nica, bater´ıas de spin,
computadores cua´nticos, etc. Sin embargo donde ma´s e´xito ha tenido
la espintro´nica es en dispositivos para el almacenamiento de datos. El
l´ımite pra´ctico para la utilizacio´n de estos dispositivos es la relacio´n
sen˜al/ruido (signal to noise ratio o SNR). Debido a esta limitacio´n
es impresicindible el estudio de las distintas fuentes de ruido en es-
tos dispositivos. Su comprensio´n es fundamental para su utilizacio´n y
mejora hacia un desarrollo de dipositivos espintro´nicos ma´s pequen˜os
con alto rendimiento.
Estudiaremos los diferentes aspectos fundamentales de transporte
electro´nico y ruido en voltaje a bajas frecuencias (hasta 102.4 kHz)
en nuevos tipos de uniones tu´nel magne´ticas con barreras orga´nicas e
inorga´nicas. La motivacio´n principal es investigar los mecanismos f´ısi-
cos detra´s del transporte de carga y esp´ın en uniones tu´nel magne´ti-
cas donde un electrodo ferromagne´tico se ha sustitu´ıdo por un mate-
rial superconductor o donde la barrera esta´ compuesta por mole´culas
orga´nicas.
Este trabajo esta´ organizado en los siguientes cap´ıtulos:
• El cap´ıtulo 1 presenta una breve introduccio´n al campo de la es-
pintro´nica y la motivacio´n de e´sta tesis introduciendo conceptos
ba´sicos sobre dispositivos tu´nel magne´ticos y ruido en sistemas
espintro´nicos.
• El cap´ıtulo 2 explica las te´cnicas experimentales usadas y los
me´todos de ana´lisis de datos empleados.
• El cap´ıtulo 3 se centra en la descripcio´n, medidas de conduc-
tancia y estados magne´ticos en las uniones compuestas por V/
4
MgO/Fe, V/MgO/Fe/MgO/Fe y Fe/MgO/V/MgO/Fe a tempe-
raturas por encima de la temperatura cr´ıtica del Vanadio. Se
estudia el comportamiento de la imanacio´n de la capa ferro-
magne´tica blanda de Fe de 10 nm de espesor, donde se dan las
condiciones de competicio´n entre la anisotrop´ıa de forma y de
superficie, cuando es sometida a un campo magne´tico externo a
bajas temperaturas.
• El cap´ıtulo 4 estudia las propiedades en el transporte de esp´ın
en uniones V/MgO/Fe, V/MgO/Fe/MgO/Fe y Fe/MgO/V/MgO/
Fe adema´s de en uniones V/MgO/Au usadas como muestras de
control. Se investiga la posible conversio´n de pares de Cooper
entre tipo “singlete” y tipo “triplete” a trave´s de medidas de con-
ductancia donde las anomal´ıas esta´n asociadas a quasi-part´ıculas
con largo alcance de penetracio´n. Adicionalmente, con la ayuda
de colaboradores, se ha desarrollado un modelo teo´rico para cal-
cular la anisotrop´ıa magne´tica de la conductancia a voltaje cero.
• El cap´ıtulo 5 investiga la interaccio´n electro´n-fono´n en uniones
tu´nel magne´ticas moleculares basadas en mole´culas de PTCDA
usando medidas de conductancia y ruido a baja frecuencia. Tam-
bie´n se ha propuesto, en colaboracio´n con teo´ricos, un modelo
que describe las anomal´ıas en ruido causadas por las interaccio-
nes electro´n-fono´n.




1.1. Overview and motivation
Thin films have enabled a wide range of technological breakthroughs
in areas such as magnetic recording media, electronic semiconductor
devices, LEDs, material coatings, solar cells and the matter of con-
cern of this manuscript, storage. Magnetic thin films have been widely
studied for this purpose. At the beginning (by the middle of 20th
century) the studies were focused on the properties of the magnetic
materials used, but during the last two decades research has turned to-
wards studying the transport of spin through heterostructures giving
rise to the field of spintronics.
Spintronics is the field of study of the intrinsic angular momentum
(spin) of the electron in addition to its fundamental electronic charge.
In this section we will briefly go over the recent history of spintronics
which will serve as context and motivation for the results presented in
this thesis.
The origins of spintronics can be traced to the tunneling exper-
iments through ferromagnet/superconductor pioneered by Meservey
and Tedrow and initial experiments on magnetic tunnel junctions by
Jullie`re in the 1970s, although emerging as a proper field when observ-
ing the spin-polarized electron injection from a ferromagnetic metal
to a normal metal by Johnson and Silsbee (1985) and the discovery
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of the giant magnetoresistance (GMR) independently by Albert Fert
et al. and Peter Gru¨nberg et al. in 1988 (Nobel Prize awarded in
2007). This discoveries gave birth to a large variety of spintronic de-
vices such as hard disk drives (early 2000’s), spin valves or magnetic
tunnel junctions (MTJs).
Magnetic tunnel junctions come up from replacing the non-magnetic
spacer layer in old magnetic multilayered systems with a non-magnetic
insulating layer. Is in this type of structures where the tunnel magne-
toresistance effect (TMR) occurs. In the case of magnetic field sensors,
TMR based devices should have overridden GMR based ones due to
their lower power consumption, size, easy data reading, etc. The signal
to noise ratio (SNR) of the TMR based devices has been until recently
insufficiently high for general applications however, modern hard disk
drives and magnetoresistive random access memories (MRAMs) are
based on the TMR effect. In the case of spintronic oscillators, the
phase noise and the low power delivered despite their reduced size,
dispelled their general use in more complex devices. Because of these
limitations, the understanding and control of noise sources in spin-
tronic devices is a crucial aspect that is often overlooked.
The main motivation of this thesis is to investigate different fun-
damental aspects of electron transport and low frequency (up to 102.4
kHz) voltage fluctuations (noise) in novel types of MTJs with organic
and inorganic barriers. The MTJs studied in this thesis include differ-
ent materials or configurations all of which are currently the focus of
intense investigation in the area of spintronics. The main motivation
is to clarify the physical mechanisms behind electron and spin trans-
port, such as magnetic tunnel junctions where one electrode has been
replaced by a superconducting material or where the barrier is made
of organic molecules.
The manuscript is organized in the following chapters:
• Chapter 1 presents a brief introduction to the spintronics field
and the motivation behind this thesis introducing basic concepts
about magnetic tunnel devices and noise in spintronic systems.




• Chapter 3 focuses in the description, conductance measure-
ments and magnetic states of the V/MgO/Fe, V/MgO/Fe/MgO/
FeCo and Fe/MgO/V/MgO/FeCo samples at temperatures above
the critical temperature of the superconducting transition of
Vanadium. The magnetization of the soft (10 nm thick) ferro-
magnetic electrode, with competing shape and surface anisotropies,
conforming these samples is studied at low temperatures and in
the presence of an external applied magnetic field.
• Chapter 4 studies the superconducting electron and spin trans-
port properties in V/MgO/Fe, V/MgO/Fe/MgO/FeCo and Fe/
MgO/V/MgO/FeCo samples and additionally in V/MgO/Au
samples taken as “control samples”. The possibility of singlet-
triplet cooper pair conversion is investigated through measure-
ments where long-range particle penetration is responsible of
conductance anomalies. Moreover a theoretical model made in
collaboration is proposed here to calculate the conductance mag-
netic anisotropy.
• Chapter 5 studies the electron-phonon interaction in organic
(PTCDA based) MTJs using conductance and low frequency
noise measurements. A vibrational-heating model is proposed,
with the help of collaborators, to describe the noise anomalies
caused by electron-phonon interaction.
• Chapter 6 summarizes the general conclusions of this thesis.
1.2. Magnetoresistance
Magnetoresistance is the property of a material or heterostructure
to change its electrical resistance when a magnetic field is applied.
There are a variety of effects that can be called magnetoresistive: some
occur in bulk non-magnetic metals or clean structured semiconductors
(e.g. geometrical magnetoresistance), while others take place in mag-
netic materials (e.g. anisotropic magnetoresistance (AMR)). Finally,
the matter of concern here, in multilayer systems (e.g. magnetic tunnel
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junctions, GMR, TMR, etc) magnetoresistance may take place. The
emphasis is going to be towards explaining TMR, however it would be
pedagogical to explain AMR and GMR first.
The anisotropic magnetoresistance (AMR) physical origin arises
from the interplay between magnetization and spin-orbit interaction.
It was discovered by William Thomson in 1857 (Lord Kelvin)1 in iron
and nickel (ferromagnetic materials). The electron cloud about each
nucleus deforms slightly as the direction of the magnetization rotates,
and this deformation changes the probability of scattering undergone
by the conduction electrons when traversing the lattice. The magnetic
anisotropy in magnetic conductors is characterized by the resistivity
of the material and depends on the angle between the external applied
magnetic field and current running through the material. A simplified
picture of the effect is shown in figure 1.1.
a) b) c)
MM
Figure 1.1: AMR effect. The distorted electron clouds of each atom
scatter more electrons when the field is applied parallel a) to the di-
rection of the current, while the scattering is minimal when they are
perpendicular b). c) Variation of the resistance with the angle between
current and magnetization. Figure adapted from ref.2
As mentioned before, the discovery of the giant magnetoresis-
tance3, 4 (GMR) was done in a multilayered system of ferromagnetic
(FM) and non-magnetic (NM) conductive layers which show antifer-
romagnetic coupling5, 6. The simplest configuration would be a two
ferromagnetic layered structure separated by a thin non-magnetic layer
(see figure 1.2). This configuration is called a spin valve. The origin
of the GMR effect is the spin dependent scattering of electrons in the
magnetic layers forming the structure. The schematic in figure 1.2 is
10
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referred as the two-current model, where the current through the junc-
tion is separated in two parallel currents, one of spin-up and one of
spin-down electrons. Depending whether the magnetization direction
of both ferromagnets is parallel (P state) or anti-parallel (AP state)
there will be two resistance levels. The low state resistance (P state)
where the majority of electrons have a spin parallel to the magnetiza-
tion direction thus having a minimum scattering, and the high state
resistance (AP state) where the majority of electrons coming from the
first FM layer will have a high probability of scattering in the second
FM layer. These two resistance states are used to read data bits in
magnetic hard disk drives.
Figure 1.2: GMR effect. a) Minimal scattering when the magnetiza-
tion of the layers are parallel (P state). b) Multilayers with alternat-
ing magnetization (anti-ferromagnetic system) present high scattering
probabilities (AP state). c) Typical dependence of the resistance with
the applied field for two exchange coupled ferromagnetic layers7. Fig-
ure adapted from ref.2
1.2.1. Tunnel Magnetoresistance (TMR)
A Magnetic Tunnel Junction (MTJ) is a device consisting of two
FM electrodes separated by a thin insulating layer. If the insulator is
thin enough (typically a few nanometers), electrons can tunnel from
one electrode into the other. Since this process is forbidden in classi-
cal physics, the TMR is a strictly quantum mechanical phenomenon.
The physics of these quantum systems is known as Mesoscopic and
Nanoscopic Physics, indicating that the system dimensions involved
11
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are somewhere in between the macroscopic physics and the nanoscopic
world of the atoms.
Figure 1.3: Simplified picture of the TMR effect for 100 % polarized
ferromagnets. a) In the P state the spin majority electrons from the
top electrode easily find available majority states in the bottom layer
to tunnel into. b) In the AP state the spin majority electrons from the
top layer may only tunnel into the scarcely available minority states
of the bottom layer. c) TMR vs external magnetic field.
It is necessary to emphasize that from now on we are going to
differentiate between in-plane magnetization when the magnetization
direction is along the surface of the layers and out-of-plane magneti-
zation when the magnetization is perpendicular to the layer surface
although unless otherwise stated we will refer to in-plane magnetiza-
tion as simply magnetization.
Classically, the magnetization direction of both FM layers is changed
with an externally applied magnetic field Hext and each FM has a dif-
ferent coercive field H1c and H2c thereby if H1c > H2c the FM1 will be
the hard FM layer and the FM2 will be the soft FM layer. Sweeping
Hext (see figure 1.3 c) we are able to control whether the magnetiza-
tion angle between both FM electrodes is parallel (P state in figure
1.3 a) or anti-parallel (AP state in figure 1.3 b).
Similarly as what happens in the GMR effect, the TMR effect is
defined as the difference of resistance between the P state and the AP
state normalized by the P state resistance:





Before diving into more complexity, we will describe in more detail
the tunneling transport phenomena in these type of structures.
1.3. Electron tunneling
One of the main experimental tools throughout this thesis will
be the study of physical mechanisms of electron transport in hybrid
structures through the characterization of the electron tunneling con-
ductance. Therefore it is of fundamental importance to understand
first the basics of the tunneling procedures in simple structures. After
that we will introduce magnetic and superconducting materials.




Figure 1.4: Schematic of a rectangular potential barrier of width d
showing the transmission wave function. Figure adapted from ref.2
In classical physics, a particle needs to have at lest the energy of
the potential barrier to overcome it. In quantum mechanics however,
a particle with less energy than the barrier potential could tunnel
through with a probability that decays exponentially with the barrier
width (figure 1.4). Let’s consider a rectangular potential barrier of
width d and height V0, and an incoming wave from the left. The
solutions to the wavefunction in each region are:
13
1. Introduction
ψ1(x) = eikx + re−ikx x ≤ 0
ψ2(x) = Aeiκx +Be−iκx 0 ≤ x ≤ d









is the wavevector inside the barrier, r denotes the reflected amplitude
and t the transmitted. Applying the continuity conditions on the
wavefunction an its derivative at x = 0 and x = d, one obtains the
value of the coefficients A and B. The case which we are interested is
when the particle energy is 0 < E < V0, which in the case of weak
tunneling (T  1) yields a transmission probability T ∝ e−2κd.
As is described in ref.2, considering the three dimensional problem
where the particle propagates in the Z direction and tunnels through
a rectangular potential barrier. Addressing the problem using separa-
tion of variables solves the problem with a plane wave in the X and Y
directions (let us call it Φ(z)) propagating in the Z direction, i.e.:
Ψ(x, y, z) = Φ(z)ei(kxx+kyy)
In Φ(z), k should be replaced by kz with κ and kz presenting the










Electron tunneling processes have found numerous applications in
physics, chemistry and technology. As to physical applications, closely
related to the present thesis, one could mention the Josephson effect,
the tunneling magnetoresistance, or just the well known diodes or
transistors.
Now consider the particle tunneling between two metals. In figure
1.5a) without an applied potential difference (V0 = 0) and at zero
temperature, tunneling is not possible because both electrode levels
are filled. The electric field changes the shape of the barrier bringing
some empty levels in correspondence with the filled ones on the other
14
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side of the barrier. In this case the tunneling can happen with the
transmission probability previously calculated.
The current through a tunnel junction may be expressed as a func-




ρL(E)ρR(E + eV )|M |2f(E)(1− f(E + eV ))dE (1.2)
where ρ is the density of states of the left (ρL) or right (ρR) elec-
trode, |M |2 is the transmission probability, f(E) the occupied states












Figure 1.5: Energy diagram for tunneling between a) two identi-
cal metals with an applied potential difference V0 (Simmon’s model8)
and b) two different metals with an asymmetric electrode barrier
(Brinkman’s model9).
Using Simmon’s fit8 (see figure 1.5), which is a very useful ap-
proximation of the equation 1.2 for the tunneling current, we may
obtain some important parameters of the barrier fitting the following





























2m and where the fitting parame-
ters are the barrier height ϕ¯ and the barrier thickness d (in A˚).
In practice we will use a slightly more complex approximation with
the Brinkman’s model9 which takes into account the case of an asym-
metric barrier where the two electrodes of the junction have different
barrier potential:



























fitting parameters are the barrier mean height ϕ¯, the barrier asymme-
try ∆ϕ and the barrier thickness d (in A˚).
1.3.2. Tunneling procedures between magnetic ma-
terials
Magnetization of the electrodes (ferromagnets) greatly affects the
tunneling processes that we are studying. In the model10 that was
proposed by Jullie´re in 1975 for tunnel junctions with amorphous bar-
riers, the difference in resistance between the two magnetic states is
determined by the spin polarization of the ferromagnets. Thereby
electron spin role appears on the scene.
The band structure E(k) of a ferromagnet (FM) can be described
as the sum of two sets of bands, one with electrons with spin up (↑)
and the other with electrons with spin down (↓). Electrons within
the FM will tend to align their spin with the direction of the FM
magnetization shifting the two bands, the majority spin band where
most of the electrons with spin aligned to the magnetization will be
located and the minority spin band where the rest of the electrons with
opposite spin will be located. An electron current passing throughout
a FM will be polarized. To describe the degree of polarization we can
define a spin polarization P parameter as:
16
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Parallel magnetization Anti-parallel magnetization
EF EF
DOS FM2DOS FM1 DOS FM2DOS FM1
EF V0 V0
FM1 FM2I FM1 FM2I
EF
Figure 1.6: Jullie´re model10 explains the difference of resistance be-
tween P and AP magnetic states because of the shifting of the density
of states (DOS) in the FM. Majority electrons easily find available
energy states in P state while much fewer majority electrons find va-








where niσ is obtained from the spin dependent density of states.
Non-magnetic materials have the same number of spin up and spin
down electrons yielding P = 0 whereas a fully spin-polarized FM at
EF gives P = 1. In the case of different FM electrodes, Pi denotes
the polarization of each one (i = 1, 2) and then the TMR may be
expressed as a function of the polarization:




















The model above works in the regime where the tunneling barrier
has to be thick enough in order to have a very small overlap of the elec-
tron wavefunctions. Jullie´re’s model implies that the TMR depends
17
1. Introduction
exclusively on the density of states (DOS) of the electrodes near the
Fermi level EF thus being effective only for small applied voltages. It
does not take into account the influence of the filtering properties of
the barrier or the influence of interface states11.
Having in mind this considerations, the Jullie´re model is valid
mainly for MTJs with amorphous barriers such as AlOx, where multi-
ple symmetries of the electron wavefunction merge with evanescent
states within the barrier and have finite tunneling probabilities12.
Moreover the model assumes that tunneling probabilities are equal
for all the Bloch states in the electrodes which corresponds to symme-
try independent or incoherent tunneling, meaning that there is no
preferred symmetry in momentum space for the tunneling electrons.
To help the reader, so far the concepts explained are shared in-
troduction to both organic and superconducting spintronics. Now we
split paths and continue with concepts leading to superconducting
spintronics setting aside organic spintronics till section 1.6. We are
going to introduce the concept of coherent magnetic tunneling which
is essential in the case of having epitaxial junctions (in contrast to
incoherent tunneling in amorphous junctions) as is the case with the
superconducting spintronics experiments.
1.3.3. Coherent magnetic tunneling in Fe/MgO/Fe
The concept of coherent magnetic tunneling12 implicates the con-
dition of wavefunction matching at the interface in contrast to the
wavefunction coupling mentioned previously in amorphous barriers.
Fe, Ni and Co (and some of their alloys) owe their magnetic proper-
ties to unfilled 3d orbitals, and Bloch states with different symmetries
of wave functions exist in these materials. In this context, coher-
ent tunneling indicates that electrons with a given symmetry tunnel
maintaining their symmetry state into the other electrode (see fig-
ure 1.9b). We are going to focus on the matching properties of the
Fe/MgO/Fe structure which will be the case study for some of our
samples.
Electrons conducting in iron, may have one of the following sym-




Figure 1.7: a) Reciprocal representation of the bcc Fe lattice. Z
direction corresponds to the propagation of electrons perpendicular to
the (100) plane in real space. Bulk band structure diagram for the b)
majority and c) minority spin of bcc Fe12. Figure adapted from ref.13
spin polarization at EF ), ∆2, and ∆5 (d states which often have a
much smaller or even negative spin polarization at EF ). The ∆1
band is fully spin-polarized at the Fermi energy, which makes the P
state conductance much larger than the AP state one. Therefore, a
very large TMR effect is expected, a similar situation could be found
for other FM metals and alloys based on Fe and Co (bbc FeCo, bcc
CoFeB, and some Heusler alloys)14.
In order to avoid electron structural disturbances, the lattice mis-
match between different materials should be minimized. Let us now
therefore explain briefly the lattice matching properties of these mate-
rials looking at figure 1.8. Crystalline MgO [001] barriers can be epi-
taxially grown over bcc Fe [001] with a 3% lattice mismatch (see the
matching lattices in figure 1.8), which is compensated by lattice dis-
locations formed at the interface. Such a high quality interface allows
coherent tunneling to take place. Theoretical calculations predicted
a huge increase of the TMR value, for epitaxial Fe[001]/MgO[001]/
Fe[001] tunnel junctions with crystalline MgO barriers15, 16, and were
later confirmed experimentally17, 18.


















Figure 1.8: Epitaxial growth of Fe on MgO with only a 3% lattice
mismatch. The Fe lattice is rotated by 45◦ with respect to to the MgO
lattice12. Figure has been adapted from ref.12.
and those symmetries are linked to the spin orientation, we could have
a highly spin-polarized tunneling current between irons because of
majority carriers having ∆1 symmetry (see figure 1.7b). Incidentally,
since this spin polarized state is prohibited in the AP state, this would
lead to a high TMR ratio. However, for this effect to occur, the
filtering of the other symmetries (∆2 , ∆5) by the MgO barrier is
essential (see figure 1.9).
The influence of the thickness of the insulating barrier is rather
complex as in the small thickness regime the contribution of k 6= 0
electrons to the tunneling current is enhanced. The tunnel transmis-
sion becomes strongly affected by resonant tunneling mechanism19.
These resonant effects increase locally the conductance distribution
in particular points in the two-dimensional Brillouin zone. In order
to study how these effects influence the tunneling transport, the dy-
namic conductance measurements are typically used. Apart from this
technique, it seems necessary to use additional tools from which one



























Figure 1.9: Electron tunneling through a) an amorphous Al-O barrier
where symmetries merge between them and b) an crystalline MgO [001]
barrier12 where all symmetries except ∆1 are filtered. c) Tunneling
DOS for k‖ = 0 for Fe(100)—8MgO—Fe(100) and for the particular
majority parallel alignment (the other possible configurations show
similar behavior). The ∆1 symmetry is weakly filtered through the 8
MgO layers. Figures adapted from refs.12, 15
1.3.4. Tunneling between different single crystalline
materials: case of study in V/MgO/Fe
We will now consider what happens when an electron tunnels co-
herently from one material to a different one. We are going to illus-
trate the example using iron (Fe) and vanadium (V) because they are
the two materials involved in our measurements.
As we have discussed in the previous 1.3.3 subsection, electrons
tunneling coherently conserve their symmetry while tunneling. This
means that in order to tunnel (have a high tunneling probability) they
must find the same symmetry at the other side of the barrier.
Examining the band structure for bcc V and Fe in the (100) direc-
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Figure 1.10: Band structure model for electron transport between V
and Fe. In Fe, the solid red lines are majority carriers and dashed blue
lines correspond to minority carriers. Figure adapted from refs.20,21
tion (figure 1.10), we see that the dominant conduction band of V at
the Fermi level is of ∆2 symmetry. However, ∆2 symmetry is absent
in the Fe majority channel near the Fermi level (EF )15. Thereby the
conductivity through Fe↔V is mediated only by a small portion of
the minority channel electrons whose symmetry match. The effect is
a dramatic increase of the normal resistivity, which can be compared
conveniently with previous MTJs measured in this laboratory made
of Fe/MgO/Fe2. Moreover, due to the strong spin filtering of the
MgO barrier (see figure 1.9) the conduction of ∆2 states is strongly
suppressed which contributes acutely to the effect.
Electron tunneling symmetries however could be modified by spin-
orbit effects. These procedures are essential in layered systems where
interfaces break the inversion symmetry of the material’s crystalline
structure creating electric and magnetic surface fields.
1.3.5. Spin-orbit coupling (SOC)
The so called spin-orbit coupling (SOC) (also called spin-orbit ef-
fect or spin-orbit interaction (SOI)) refers to the general interaction of
the electron spin with its motion. Depending on the crystal symme-
tries of a material the SOC takes on different functional forms, par-
ticularly in systems lacking space inversion symmetry (be it in bulk,
hybrid structures, junctions) SOC induces spin-orbit fields which rep-
22
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resent an emergent phenomenon in modern spintronics22, 23.
To describe electron spin in the presence of SOC, one of the most
common approaches is the one presented by Fabian et al. in ref.23
in which they consider a FM/semiconductor/normal-metal MTJ. The
semiconductor is assumed to lack bulk inversion symmetry. The bulk
inversion assymetry of the semiconductor together with the structure
inversion asymmetry of the heterojunction give rise to the Dressel-
haus (D) and Bychkov-Rashba (BR) SOIs, respectively. The model
Hamiltonian describing the tunneling across the heterojunction reads:





+ Vi − ∆i2 ni · σ; i = l, c, r
where m∗i and Vi are the effective mass and potential energy, re-
spectively, in the FM (i = l), semiconductor (i = c), and normal-metal
(i = r) regions. ∆i is the exchange energy, ni defines the magneti-
zation direction with respect to the [100] direction and σ is a vector
whose components are the Pauli matrices.







The Dresselhaus parameter γ(z) has a finite value γ in the semi-
conductor region, where the bulk inversion asymmetry is present, and
vanishes elsewhere, i.e., γl = γr = 0. For the system here studied, the
Bychkov-Rashba SOI inside the semiconductor can be neglected and






αi(σ × p)δ(z − zi) = 1~
∑
i=l,r
αi(σxpy − σypx)δ(z − zi);
where, αl(αr) denotes the SOI strength at the left (right) interface
zl = 0(zr = d).
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With this theoretical description we relate how SOC (Bychkov-
Rashba interaction strength is αi, Dresselhaus interaction strength is γ
influences the electron spin σ. The theory is based on the experiments
from ref.24 where they use a Fe/GaAs/Au junction. That approach is
also valid for our system (Fe/MgO/V) because instead of a 8 nm thick
GaAs semiconductor we have a thin (2 nm thick) MgO insulator and
the SOC effects here arise due to interfacial surface asymmetry.
Figure 1.11: Rashba SOC at the interface of a FM layer. a) Rashba
magnetic field (BR) and the exchange splitting (J0S). E is the Rashba
electric field and θ the magnetization direction. Band structure and
spin orientation for majority (red) and minority (blue) carriers in the
case of b) a non-magnetic electrode, c) FM electrode with out-of-plane
magnetization (θ = 0), d) FM electrode with in-plane magnetization
(θ = pi/2). δ is the effective spin orientation. Figure adapted from
ref.25.
We should mention also that SOC anisotropy may the respon-
sible for having a perpendicular magnetic anisotropy (PMA) which
often arises in ultra-thin FM layers when the thickness of the layer is
small (typically of a few nm) because of the competition between the
shape volume anisotropy versus the surface anisotropy. The Rashba
24
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magnetic field appears because of the structure inversion asymmetry
happening at the interface of a material as we have mentioned already.
The resulting Rashba field is proportional to the cross product of the
interfacial electric field and the electron momentum (BR ∝ k × E).
An adapted sketch explaining this effect can be found in figures 1.11
and 1.12, where in addition to explaining SOC effects, they specifically
address them in insulator/FM/(insulator or metal) junctions.
Figure 1.11 shows how the dispersion relations (band structure)
may be affected by the SOC at the interface, therefore how the spin of
electrons is shifted (δ) depending on the direction of the magnetization
(θ) in the FM. It is important to emphasize again that in MTJs when
an electron tunnels, the strongest influence in the tunneling proce-
dures comes from the local characteristics (magnetization, symmetry
matching and filtering, electric fields, etc.) near the interfaces of the
insulator. We will discuss (in chapter3) how magnetic anisotropies
(in particular surface anisotropies) affect the magnetization direction
in our MTJs in the case of competing in-plane versus out-of-plane
anisotropies.
The orientation of the effective magnetization of the FM is studied
in figure 1.12. It shows how the Rashba magnetic field BR is act-
ing upon the electrons tunneling in the mentioned MTJ. It is known
that the large surface electric field give rise to a spin-splitting of the
conduction electrons due to Rashba SOC25. For a magnet, this same
splitting is modified by the exchange field resulting in a large magnetic
anisotropy that can explain the electric field, thickness and material
dependence reported in many experiments.
For a perfectly symmetric heterostructure shown in figure 1.12a)
we can see how there is an electric field E at each interface region of
the FM. For a given wavevector k, the Rashba field BR proportional
to k × E, has an opposite sign at the two surfaces and the average
field is zero. If a gate voltage is applied across the structure then
the symmetry is broken and a net Rashba field influence the electrons
(see figure 1.12b). The gate voltage dependence of the anisotropy is
shown in figure 1.12c). The interfacial electric field E causes a lateral
shift of the parabola as indicated by V0 for the case i). The interfacial
field is shifted far beyond the external field range (for cases ii) and iii)
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Figure 1.12: Rashba magnetic field dependence on interfacing ma-
terials and gate voltage. At each interface, the Rashba magnetic field
BR ∝ k×E is proportional to the cross product of the electron wave
vector and the surface electric field. a) The average BR is zero. b)
An external gate voltage Vg breaks the symmetry (the average BR is
not zero). c) Vg dependence of the anisotropy energy. The asymmetry
may also appear due to having the FM (e.g. a 3d FM such as Fe)
between two different materials: in parts d) and f) the metal is a 4d
transition metal and in parts e) and d) its a 5d metal. Figure adapted
from Ref.25.
arising a close to linear dependence. The materials used in the growth
of the junctions influence also the net Rashba field, particularly the
materials used for capping the FM electrode. Usually a normal metal
is used as a cap (in our case is Au), figure 1.12d) and e) shows how
the net Rashba field arises when using a 4d or 5d transition metal.
The latter situation is particularly favorable since the intrinsic Rashba
fields have the same sense and add. In addition, the 5d elements (e.g.
Au, Pt, Ta) have larger SOC, resulting in a larger αR and hence are
more likely to produce a sizable PMA. Experiments in ref.26 indeed




1.3.6. Anisotropic tunneling magnetoresistance due
to SOC (TAMR)
We are going to discuss how, besides PMA, the presence of SOC
could show up in the form of an anisotropic tunneling magnetoresis-
tance between ferromagnet and normal metal.
In a spin valve, the TMR comes from the change of resistance
due to the relative orientation between the two FM electrodes mag-
netization, which is due to the differences in the spin polarizations
of majority and minority carriers at the Fermi energy. However the
absolute orientation of the magnetization in the FM with respect to
the MTJ (the crystallographic orientations) influences also the TMR.
This crystalline anisotropy affecting the TMR has been named tun-
neling anisotropic magnetoresistance (TAMR)27, 28. It is interesting
the fact that, regarding TAMR, there is no need to have two different
FM electrodes to measure TMR, only one is enough. This effect in
single FM junctions has been studied in (Ga,Mn)As/Al2O3/Au27 and
Fe/GaAs /Au24 sandwiches. The TAMR then will have different val-
ues for the in-plane and the out-of-plane configurations (the reference






where [ref ] indicates the crystallographic direction taken as a refer-
ence (say, an easy, or hard axis) and φ denotes the angle with respect
to the [ref ] direction.
From the many studies of the TAMR effect22, 27, 28, 24, it has become
clear that the responsible mechanisms could be different depending on
the systems. One of the point of views with the broadest agreement
is presented in refs.23, 24 where the authors propose that the uniax-
ial anisotropy in epitaxial tunnel junctions comes from the interfer-
ence of Dresselhaus and Bychkov-Rashba spin-orbit interactions. This




Figure 1.13: In-plane rotations showing different TAMR behaviors
at low temperatures. Parts a) and b) show the in-plane rotations from
Moser et al. in Fe/GaAs/Au MTJs made at Hmod =5 kOe. Both the
calculated and measured TAMR is roughly 0.3% either for positive a)
or negative b) applied bias. Figure adapted from Ref.24.
additionally we can introduce another magnetocrystalline anisotropy
called perpendicular magnetic anisotropy (PMA) which to some ex-
tent appears in thin FM films29. PMA and its effects on the magnetic
states of our junctions are some of our experimental results thus will
be discussed in a separate chapter 3.4.3.
We have gone step by step explaining the possible mechanisms of
electrons conducting through our MTJs above the critical temperature
of (bulk) Vanadium (TC = 5.4K). Decreasing the temperature below
TC makes the superconductive effects to emerge. Superconductivity
is a complex macroscopic quantum phenomena which is not going to
be formally treated here, but we will only take the necessary ingredi-
ents to explain and understand the effects and results obtained. We
will start describing the conductance mechanisms in superconducting
tunnel junctions (SCTJs) and finally we will introduce the interaction
of magnetism with superconductivity.
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1.4. Tunneling involving superconducting
materials
At present, the superconducting electronics field is a well-established
branch of engineering30, 31. There are already a great amount of ap-
plications of this in different areas such as information technology,
radiofrequency technology, electrical and magnetic measures of high
precision or electromedicine.
A good motivation may start by enumerating the advantages of the
superconducting electronics with respect to the well-established semi-
conductor electronics. For example, once the electrical resistances
disappears so do the parasitic heat losses which occur in the circuit
resistances and connections of semiconductor devices. The supercon-
ductor components have therefore exceptionally high frequency tol-
erance compared to the semiconductor electronics, such as, if they
are used as sensors, their sensitivity can be only constrained by the
Heisenberg uncertainty principle.
The race in electronics towards the miniaturization of its different
components have given many problems such as the heat losses in the
integrated circuits of semiconductors will be appreciable, or when one
has a nanometric-size electronic device, the dimensions of the system
are comparable to the Fermi wave length of the electrons within the
system.
Devices considered in this thesis are not based on the idea of
communication between superconductors (which is typical in super-
conducting electronics) but rather designed to investigate the inter-
action between superconductivity and ferromagnetism mediated by
spin-orbit interaction. In this section we will start describing what
a superconducting junction (SCJ) is and how the electron transport
is treated theoretically. Then we will explain briefly the Blonder-
Tinkham-Klapwijk (BTK) model32 concentrating in its tunneling limit.
Afterwards we will explain the Andreev reflection conducting process





We may start by a brief clarification on the difference between an
electron current flowing through a junction (meaning extensive junc-
tion) and the general theoretical approach. Often, the theoretical
method to explain the current flow through a junction is consider-
ing one electron tunneling through a single conducting channel. This
is called a single quantum point contact (SQPC) and it can be ex-
trapolated to the case of an extensive junction if the sample is almost
fully epitaxial which means that each conducting channel has a similar
electron transmission. The transmission (τ) of the junction will deter-
mine if the electron conduction regime is in the tunneling range (low
transmission) or in the metallic contact range (high transmission).
Let τi be the probability of an electron tunneling in a SQPC (where
0 ≤ τi ≤ 1). Thereby, that the current through a SQPC depends on
this transmission probability (I(τi)). In an extensive film, the amount
of conduction channels (SQPC) is proportional to its cross-sectional
area A. Ideally, if the interface has been perfectly growth, the trans-
mission probability of each channel will be similar and very small








where τi is the transmission probability of each channel, Ii is a
single channel contribution to the current, n is the number of channels,
τ is the mean transmission value and I is the total current through
the junction. The picture is that if every channel is a resistor, then
a junction is just a bunch of resistors in put in parallel, thus the
total conductance through the junction will be the direct sum of the
individual conductances of each channel.
When a junction has any of the electrodes made of a supercon-
ducting material, if the temperature drops below a critical value TC ,
superconductivity arises and makes tunneling at low voltages (below
the superconducting gap ∆) quite exotic33. Giaever (1960) discovered
it in a Al/Al2O3/Pb junction (see figure 1.14b,c) when measuring the
current versus voltage curve (I-V curve). The derivative of the I-V
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curve, the differential conductance G, resembles the Bardeen-Cooper-
Schriefer (BCS) density of states for quasiparticle excitations (see fig-
ure 1.14a). Looking at figure 1.14a showing the density of states of a
NIS junction its clear that tunneling processes are forbidden for en-
ergies below the gap ∆ of the superconductor. Thus, a priori, the
conductance of low-energy electrons (eV < ∆) will be zero, and the
conductance of high-energy electrons (eV > ∆) will be the expected







































Figure 1.14: a) Normal/Insulator/Superconductor (NIS) junction
energy diagram at T = 0K. The particle can only tunnel if eV > ∆.
b) Tunnel current through a Al/Al2O3/Pb junction as a function of
voltage. Curve (5) corresponds to T=1.6 K, H=0 Oe (Pb supercon-
ducting). c) Normalized (at normal state) conductance from curve (5)
in part b). Figures adapted from ref.34.
Nevertheless, there are possibilities for the electron to tunnel even
at energies below the SC gap. To explain the basics of the subgap
electron transmission procedures, one must start with the BTK model.
1.4.2. BTK model
Blonder, Tinkham and Klapwijk developed a model based on the
scattering formalism to describe N-S and S-S contacts35, 32, 36. In their
model the excitations of a clean superconductor are described by the
Bogoliubov-de Gennes equations37. In order to simulate the scat-
tering that takes place in the junctions they used a repulsive δ-like
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potential located in the interface between electrodes, whose strength
is controlled by a parameter Z = H/~νF which is the transparency
of the barrier, proportional to the barrier height H and inversely pro-
portional to the Fermi velocity νF , and is related to the transmission
parameter τ = 1/(1 + Z2). As it is explained in detail in ref.32, the
BTK model has been developed for the case of a N-S junction. The
model obtains the current as a function of Z, ranging from the case
of a tunnel barrier, where it’s recovered the results of the traditional
tunnel theory (Z  1), to the case where there is no scattering in the

















Figure 1.15: a) Single particle (Ψi) tunneling in a NS junction. b)
IV curve for different transparencies: Z = 0 metallic contact limit and
Z  1 tunnel regime. c) Differential conductance for different barrier
transparencies. Figure adapted from ref.32.
Traditionally, quantum transport in microelectronic is calculated
using one of the following approaches: The scattering formalism in
which transport properties are expressed in terms of the scattering
matrix of the system. This can be pictured as replacing the device by
an appropriate scattering matrix. BTK model35 uses this approach for
the superconducting case. Another technique is that of the semiclas-
sical Green functions. In this case the problem consist of determining
the Green functions for the uncoupled electrodes and finally connect
them in the interfaces by means of suitable boundary conditions. Fi-
nally there is a different point of view developed by Cuevas38 which
consists in using a Hamiltonian approach with infinite order pertur-
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bation terms.
Before continuing with the quantum transport formalism of a NIS
junction, lets first consider the processes happening at the interface.
As we have discussed previously there are two main regimes depending
on the energy the incident electrons have, namely the subgap (eV <
∆) and the overgap (eV > ∆) regime. Henceforth we are going to
delve into the subgap regime processes given that the overgap regime
is straightforward the case of a simple NIN junction.
When a normal metal is adjacent to a superconductor, the su-
perconducting condensate ‘leaks’ from the superconductor part into
the overlaying metal layer. This behavior is known as the proximity
effect 39. Essentially we are looking at the way the electronic reser-
voirs are communicating and the picture is that the interface is not
a sharp abrupt change from single electrons (in the normal metal) to
Cooper pairs (in the superconductor) but more like there is a region
of influence in the neighborhood of the interface. To clarify this we
can divide the proximity effect in two: First, the Andreev reflection,
where a normal electron incident into the S/N interface is paired with
an electron inside the Fermi sea by the S energy gap, leaving a hole
excitation, and second, the propagation length of this electron/hole
phase-correlated pair.
1.4.3. Conventional Andreev Reflection
At the boundary between a normal metal and a superconductor
Andreev Reflection40 occurs. Conventionally, in this process an elec-
tron above the Fermi level is converted into a hole below the Fermi
level with opposite spin and a Cooper pair is formed inside the super-
conductor (see figure 1.16a).
Depending on different junction parameters such as the thickness of
the barrier, the quality of the layer matching characteristics or the spin
filtering of the barrier, Andreev reflection can present a very important
charge transmitting channel. Indeed, continuing with the previous
discussion of the quantum transport formalism using the approach
made by Cuevas38 taking into account the contribution to the charge
transport, which is called ‘branch crossing’ in the BTK language, that
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is no other than the Andreev reflection term we have the equation for






(2− τ)2 − 4(1− τ)(eV/∆)2 eV ≤ ∆
τ





in terms of the gap of the superconductor ∆ and the barrier trans-
mission coefficient τ which in the small bias regime where the normal
system exhibits an Ohmic response is taken as a constant. It is clear
that in the tunneling regime, where we have a small transmission co-

























 Δ= 0.8 meV
Figure 1.16: a) Conventional Andreev Reflection sketch in a NIS
junction. b) Normalized conductance of a NIS junction changing the
barrier transmission coefficient (tunneling regime τ  1), calculated
with equation 1.8.
Now we have a charge transmission procedure that can explain to
some extent the finite conductance value in the subgap regime. There
are other mechanisms that can make the subgap conductance finite,
such as the gapless superconductivity 41 which is associated with the
presence of magnetic impurities or the presence of external magnetic
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fields in thin films. Moreover, when carriers go through a SC/FM
interface they experience an spin-dependent phase angle resulting in
spin-mixing and the formation of a bound state called the Andreev
bound state (ABS). With point contact Andreev reflection (PCAR)
measurements it is possible to extract the value of the spin mixing
angle42. In addition, experiments with carbon nanotubes grown be-
tween SC leads show properties of these molecules such as the energy
levels, their relative spin orientation and the coupling to the leads43,
which is relevant for applications such as SQUIDs.
So far we have considered a NIS junction configuration and while
we will extensively discuss the influence having a FM substituting the
NM in the next section, we can include at this point the expansion
of equation 1.8 given by Ref.44 considering a FIS junction. In this
case, there are two transmission coefficients, one for majority (τ↑) and
one for minority (τ↓) carriers, the reflection probabilities being rσ =√






(1 + r↑r↓)2 − 4r↑r↓(eV/∆)2 eV ≤ ∆
τ↑τ↓ + (τ↑ + τ↓ − τ↑τ↓)
√
1− (∆/eV )2[
1− r↑r↓ + (1 + r↑r↓)
√
1− (∆/eV )2
]2 eV > ∆
(1.9)
This formula in the absence of spin polarization (τ↑ = τ↓) reduces
to the BTK result (equation 1.8). The normal state conductance is
given by GN = (e2/h)(τ↑ + τ↓) and the current polarization is defined
by P = |τ↑ − τ↓|/(τ↑ + τ↓).
This model fits perfectly to an Al/Co point contact (see Fig-
ure1.17) described in the paper44 and is a good and easy model for
extracting some quantitative parameters such as the carrier trans-
parencies (τ↑ and τ↓) and the current polarization (P).
The measurements from figure 1.17 were made at T ≈ 100mK and
the parameters from the fit to model 1.9 give all similar values which in
average are ∆ = 0.19meV, τ↑ = 0.40, τ↓ = 0.98, P = 41%. This result
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c) d)
Figure 1.17: Normalized conductance (black dots) of an Al/Co point
contact and the fit to equation 1.9 (red solid line) for different Co
thicknesses. a) dCo = 6nm, b) dCo = 12nm, c) dCo = 24nm and d)
dCo = 50nm. Figure adapted from ref.44.
a FM indeed giving a high transmission an a moderately strong spin
polarization.
This is already a very complete model in spite of the fact that
it doesn’t take into account spin-flip processes that might take place
at the interface (spin-active interface) between two materials, so lets
focus in the interplay between Andreev Reflection and ferromagnetism
in the presence of a spin-active interface.
1.4.4. Unconventional Andreev Reflection
Previous models of Andreev reflection have only take into account
the formation of conventional Cooper pairs (anti-parallel coupling) but
not a parallel spin coupling (spin triplet). Such correlations could
be induced at the interface between a SC and a FM due to SOC or
magnetic inhomogeneities. This section aims to describe the origin of
spin triplet correlation at FM/SC interfaces.
In a superconductor (SC), the conduction electrons of opposite
spin and momentum form Cooper pairs near the Fermi surface46 and
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Figure 1.18: Top: FS junction. m is the magnetization vector in
spherical coordinates defined by the polar angle Θ and azimuthal an-
gle Φ. The electron current I, flows perpendicular to the interface.
Bottom: Scattering processes at the FS interface with SOC. Electron
(holes) are depicted by full (empty) circles. Vertical arrows denote the
spin. a) Specular reflection, b) Andreev reflection, c) holelike transmis-
sion, and d) electronlike transmission. e)-h) Corresponding spin-flip
counterparts. Figure adapted from Ref.45
in a ferromagnet (FM) the conduction electrons tend to align with the
ferromagnet magnetization, this two effects are in principle mutually
exclusive. Traditionally, the mix of ferromagnetism and superconduc-
tivity has seemed incompatible because the magnetic exchange field in
a ferromagnet tends to polarize the spin of the electrons thus breaking
apart the opposite-spin singlet the Cooper pairs are. However, exper-
iments found Josephson coupling between superconducting electrodes
separated afar by a ferromagnetic spacer47. This has been considered a
proof of the equal-spin triplet pairing spin triplet, which is not affected
by the exchange field and can therefore propagate over long distances
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into the FM. Several works39, 48, 49, 50, 51, 52 studying quasiparticle and
electron interference effects in the conductance across the FM/SC in-
terfaces demonstrate the long-range propagation of superconducting
correlations, and imply the occurrence of unconventional equal-spin
Andreev reflection.
In particular, Bergeret et al.51, 52 study theoretically the singlet to
triplet spin conversion in SC/FM structures in the presence of SOC. In
ref.51 a SU(2) (special unitary group) has been developed to unify all
models describing the long-range proximity effect in SC/FM structures

















Figure 1.19: Part a) shows the SF interface for the geometry system
used. Part b) shows the spatial dependence of the amplitude of all
components of the condensate function. The exchange field h in F
is homogeneous and points in the z direction. The SOC is isotropic
inside the F. Figure adapted from Ref.52
Looking at ref.52 we find an extensive theoretical demonstration
of how SOC, among other interfacial effects such as magnetic inho-
mogeneities, may act as a source of long-range triplet correlations
(LRTC) in SC/FM structures. The Usadel’s equation to describe the
superconducting condensate is:
D∇2fˆ − 2|ω|fˆ − isgn(ω){hˆ, fˆ} = 0 (1.10)
where the superconducting condensate components fˆ = fs1ˆ+fat σa
are the singlet scalar component fs and the triplet vector component
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f
‖
t and f⊥t which are the spatial parallel and perpendicular compo-
nents with respect to the exchange field (hˆ) of the ferromagnet, ω is
the Matsubara frequency, D is the diffusion constant and T the tem-
perature. The authors conclude that LRTC are possible if the SC/FM
structure has SOC due to the lack of inversion symmetry (explained
in 1.3.5) and if the FM has perpendicular magnetization.
Three spin-related effects are needed for explaining how a su-
percurrent could be generated and sustained in a s-wave(SC)/half-
metal(FM)/s-wave(SC) junction: spin-mixing, spin-filtering and spin-
flip processes48. As explained in section 1.3.2 in a FM the transmission
probabilities of majority and minority carriers differ not only in mag-
nitude but also through the phases they pick up upon scattering at
the interface, effect named spin-mixing.
The spin-flip process is related to the Rashba SOC happening at
the interface due to the lack of space inversion symmetry, and in the
non-superconducting state has been addressed in section 1.3.5. In
ref.45 the authors theoretically address the interplay of magnetism
and spin-orbit fields when the Andreev reflection mechanism is in play.
The most robust anisotropy is the out-of-plane one (plane being the
interface) and more subtle is the in-plane anisotropy. They find also
that the resulting magnetic anisotropy, termed magnetoanisotropic
Andreev Reflection (MAAR), should be giant in comparison to the
TAMR27, 28 (its normal-state counterpart) reaching a universal be-
havior in the half-metallic case (see Figure 1.20b).
We can address now the challenge posed with the model describe
in equation 1.9(from Ref.44). Figure 1.18b) shows how the subgap
conductance can be finite for a strong spin polarization (P > 80%)
involving indispensably SOC at the interface, otherwise it vanishes.
As in the case of the TAMR, the MAAR definition (reference sys-






Figure 1.20: Part a) shows the calculated in-plane (top) and out-
of-plane (bottom) MAAR for different SOC strengths at P = 0.4.
Part b) shows the calculated in-plane (top) and out-of-plane (bottom)
MAAR and TAMR as a function of spin polarization P at a selected
SOC strength. Red arrows show the ratio between MAAR/TAMR.
All calculations were made at zero bias conductance G(V = 0) and for











The out-of-plane MAAR depends, in general on Φ, but authors45
choose the yz (Φ = −90◦) plane as its reference. The calculated
MAAR (shown in Figure 1.20a) shows a nonmonotonic dependence
on SOC. In the presence of a moderate barrier (Z = 1) MAAR gets
strongly enhanced due to the additional contribution from spin-flip
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AR. Compared to TAMR (see Figure 1.20b), the (calculated) magni-
tude of MAAR is giant, varying by orders of magnitude upon chaning
the spin polarization P (we have mentioned the experimentally mea-
sured in-plane TAMR in Fe/GaAs/Au junctions is less than a per-
cent24). For a strong spin polarized current the ratio MAAR/TAMR
climbs to mor than 102. The experimental realization of MAAR (in
contrast to TAMR) should be complicated because magnetization of
the FM is rotated by an external magnetic field whose presence can
affect the SC decreasing the SC gap thus influencing the value of the
zero bias conductance.
We finish here the theoretical introduction related to electron tun-
nel in superconducting spintronics. Before addressing the other main
subject (organic spintronics) it is necessary first to introduce the con-
cept of noise fluctuations in the low frequency range.
1.5. Low frequency noise (LFN)
This section describes the main contributions to low frequency
noise (< 102.4kHz) that are observed in spintronic devices. As it is
explained in chapter 2, we measure the voltage signal response (which
will have a certain amount of noise) of the electron transport through
magnetic tunnel junctions. But before going to each particular noise
source, let us first give a brief definition of what is noise.
1.5.1. Formal description of noise fluctuations
Noise is defined as the random fluctuations of a physical quantity.
In electronic devices, this quantity is the voltage and/or the current
measured at the device terminals. In general, the random nature of
this inherent noise comes from the thermal motion and intrinsic prop-
erties of the building blocks of this devices, such as the generation and
recombination of carriers, the discreteness of the current, the influence
of magnetic fluctuations on the carriers transport or the existence of
carrier traps. Noise measurements can give us information of all this
properties of the system that, sometimes, are not accessible by other
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techniques though in any case can complement any study made using
some other technique. Besides, noise is in general a figure of merit of a
device, as it determines the noise floor and thus the signal-noise ratio
(SNR) of a system.
1.5.1.1. Stochastic processes
First we define a time dependent variable x(t) which will have
fluctuations. This fluctuations are the expected value of the squared
deviation from the mean 〈δx2〉, that is, the variance. The first of these
processes ever studied was the random motion of microscopic particles
submerged in a fluid, namely Brownian motion53.
This phenomenon, named after the botanist Robert Brown, con-
sists on the movement of big or slow particles compared to smaller or
quicker ones forming the environment of the big ones. For example,
he was looking through a microscope at particles trapped in cavities
inside pollen grains in water (environment), he noted that the parti-
cles moved through the water, but he was not able to determine the
mechanisms that caused this motion. The Brownian motion of a par-
ticle in a liquid is due to the instantaneous imbalance in the combined
forces exerted by collisions of the particle with the much smaller liquid
molecules (which are in random thermal motion) surrounding it.
Given a system in thermodynamic equilibrium state, the fluctuation-
dissipation theorem states that the thermal fluctuations of a physical
variable are related to the impedance of the physical variable54. It as-
sumes that the response of a system in equilibrium to a small applied
force is the same as its response to a spontaneous fluctuation. The
thermal noise in a resistor is a manifestation of this theorem, where
the voltage is the generalized force and the role of dissipation is played
by the electrical resistance and the temperature55. Another example
of the fluctuation dissipation theorem is the magnetic noise observed
in soft ferromagnets, which comes from a frequency independent imag-
inary permeability at low temperature56.
So now let us define a stochastic variable X(t), with a distribution
function FX(x) defined as the probability P of the variable X being
equal or smaller than a certain value x :
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FX(x) = P (X ≤ x)





The statistics moments mn associated to the random variable may





The first moment corresponds to the mean value of our random





The first central moment (x−m1) corresponds to the fluctuation
(δx) of our random variable x with respect to the mean value, so µ1
corresponds to the average value of δx, which for a random process is
zero. The second central moment µ2 corresponds to the average value
of δx2, i.e. the variance σ2. Figure 1.21 shows the first four statistic
moments.
The Central Limit Theorem (CLT) states that if the process under
study can be modeled as a sum of N random variables, then indepen-
dently of the distribution of each variable, the distribution of the sum
will approach a gaussian distribution if N is large enough. Only the
first two moments, mean and variance, are non-zero for a gaussian
distribution. Therefore, if we can guarantee that our process has a
gaussian probability density, determined by a mean m1 and a variance
µ2, determining these two quantities experimentally will be enough to
characterize the random process. In the context of electronic trans-
port through spintronic devices, the first and second moments may
be obtained by measuring the voltage (mean) and its variance, which

















Figure 1.21: Diagram showing the first four statistic moments. Fig-
ure adapted from ref.2
1.5.2. Time series analysis
The noise in electronic devices may be understood using the fluctuation-
dissipation theorem if we take the voltage as the general force. Then,
if we design an experiment which measures the variance of our gen-
eralized force, (〈V 2〉), at the thermal equilibrium and at some fixed
frequency bandwidth ∆f , the spectral density function SV may be




The frequency-dependent spectral density is obtained by differen-





Thereby, the spectral density show us how a signal or a time series
is distributed with frequency.
For convenience we are going to discuss an alternative way of defin-
ing the spectral density of a process using the correlation function.
The correlation function is a measure of the similarity between
two signals X(t), Y (t), when one of them is delayed by a lag τ . The
44
1.5 Low frequency noise (LFN)
definition slides the Y (t) function along the time axis, and calculates
the integral of their product at each position. When the functions
match, the correlation is maximized. The formula is:






X(t)Y (t+ τ)dt (1.13)
The autocorrelation function of a variable X(t) is defined as the








Finally, the Wiener-Khinchin theorem relates the autocorrelation









From now on we will refer the fluctuations as a spectral density
instead of a variance.
Now, in spintronics, the signals we are interested in measuring
have a very small amplitude, and they need to be treated (amplified,
filtered, etc) appropriately through some electronic system, say an
amplifier. One could think of the amplifier as a ’black box’ with an
input signal Vin(t) and an output signal Vout(t). Both are related
through their power spectral densities SinV (f), SoutV (f) and the transfer
function H(f) of the amplifier through the relation:
SoutV (f) = SinV (f)|H(f)|2 (1.17)
valid only if the setup does not add any noise, which is never the
case. The modeling of the amplifiers noise and how to avoid it is
explained in chapter 2.
The minimum level of noise intrinsic to the system is called noise
floor. Thus all the noise measured should be significantly higher than
the noise floor. The SNR is defined as the ratio between the signal
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power and the noise floor power. Ideally, the SNR should be as high
as possible.
There are two main techniques of obtaining the spectral densisty
of a signal: either using the fast Fourier transform (FFT) or a filtering
technique.
The FFT method is the one used for low frequency measurements,
where a resolution from a fraction of Hz up to tens of kHz is needed.
In order to obtain the spectrum, the signal is sampled by 2N points
during a times T with a resolution in time of ∆t. The FFT of this
discrete time trace is calculated, giving a spectrum with N data points
(or bins) up to a maximum frequency fmax = 1/2∆t and a frequency
step of ∆f = 1/T .
In the filtering technique, the spectral density for a range of fre-
quencies (or span) is obtained by sweeping the central frequency of the
filter. Since the band-width is inversely proportional to the duration
of one measurement, having a high resolution in frequency (a small
frequency step) would take a very long time. So this technique is used
for the detection of high frequency dynamics (in the range of GHz),
where having a resolution of kHz is quite sufficient. As we are dealing
with low frequency noise we will use the FFT method for extracting
a signal’s spectral density.
Now we will describe the most relevant, intrinsic to magnetic tun-
nel junctions, low frequency noise sources shown in figure 1.22.
1.5.3. White noise
White noise or frequency independent noise. This random fluc-
tuation has a constant power spectral density, therefrom comes its
name from an analogy with the white light, which contains light of
all visible frequencies. In spintronic systems, this fluctuation has two
components: thermal and shot noise.
1.5.3.1. Thermal noise
Thermal or Johnson-Nyquist noise was discovered in 1928 by John
B. Johnson at Bell Labs57, who described his results to his co-worker
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Figure 1.22: Diagram of the main noise contributions in spintronic
systems. Note that this thesis focus in low frequency noise (up to a
hundreds of kHz), thus the ferromagnetic resonance (FMR) will not
be discussed. Figure adapted from ref.2
Harry Nyquist who produced a theory explaining the observation55.
The thermal noise in a conductor at thermodynamic equilibrium de-
pends on its resistance and temperature. It is due to the random
motion of the electric charges caused by thermal agitation. As pre-
viously mentioned, this noise is the manifestation of the fluctuation-
dissipation theorem54 relating the dissipation in a dynamic system
(resistance), to the thermal fluctuations of the system (voltage fluctu-
ations) at equilibrium. The spectra density SV of the voltage due to
thermal noise is given by:
SV = 4kBTR (1.18)
where kB is Boltzman’s constant, T is the equilibrium temperature
and R is the electrical resistance of the device. Measuring thermal
noise can be used to calibrate our experimental setups quite straight-
forwardly (see chapter 2).
1.5.3.2. Shot noise
In statistics, the Poisson distribution expresses the probability of
a number of events occurring in a fixed interval of time (or space) if
the events occur with a known average rate (or mean), and are inde-
pendent of the time elapsed since the last event. The name is in honor
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of Sime´on Denis Poisson (1781-1840) who introduced it and its first
practical application was carried out by Ladislaus Borkiewicz in 1898
when he studied the number of Prussian soldiers accidentally killed by
horse kicks. A wide variety of processes obey Poisson statistics, from
the emission of electrons in a vacuum tube to the photons gathered
per pixel in a CCD camera, or the number of molecules found in a
small volume at a time lapse.
A discrete random variable X is said to follow a Poisson distribu-
tion with a mean λ > 0, if the probability of having k events in a given
interval P (X = k) for k = 0, 1, 2 . . . is given by:
f(k;λ) = P (X = k) = λ
ke−λ
k! (1.19)
When the average number of events occurring in the fixed interval
of time or space becomes very large, i.e., λ → ∞, the Poisson dis-
tribution is equivalent to the Gaussian distribution, as seen in figure
1.23a.





























Figure 1.23: a) Poisson distribution for different number of events λ.
b) Thermionic emission randomness coming from the cathode-anode
emission. c) Quantum tunneling randomness coming from the trans-
mission probability. Figure adapted from ref.2
In electronic devices, the discreteness of the electron current is the
cause of the shot noise. It was first detected by Schottky in 1918 in a
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vacuum tube, where electrons are emitted from the cathode electrode
to the anode. In this system, the thermionic emission is the random
process (see figure 1.23b), in contrast to quantum tunneling where the
random process comes from the transmission probability (see figure
1.23c). Both systems follow a Poisson probability distribution where,
focusing at the vacuum tube one, the mean squared fluctuation of the
number of emission events equals the average count of the emission
events. Thereby, the spectral density of the current fluctuations is
given by Schottky’s formula S = 2eI, where e is the charge of the
electron and I the average current. The value 2eI is referred to as
the Poissonian or full shot noise. Shot noise presents a frequency
independent spectrum (whit noise) up to a certain cut-off frequency,
typically in the GHz range. This cut-off frequency in the time domain
is near the times an electron takes to travel through the conductor58.
In mesoscopic devices like point contacts or tunnel junctions how-
ever, the randomness dwell from the transmission probability T of an
electron tunneling from one lead to another. Indeed, the tunneling
regime is only when this transmission is very small (T  1), which







where V is the bias voltage, Tn is the transmission probability in
the n channel and h is Planck’s constant. This equation yields the
Poissonian value only in the limit of a low transparency system, such
as we mentioned, a tunnel junction. Variations in the transparency
of the system may lead to sub-Poissonian or, even, super-Poissonian
shot noise59.
For convenience we are going to define also the Poissonian voltage
shot noise:
SV = 2eIR2d (1.21)
where Rd is the differential resistance of the device. This equa-
tion describes white noise only at zero temperature, since for T > 0
and V = 0 the system would exhibit zero fluctuations at zero bias,
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which violates the fluctuation-dissipation theorem. Avoiding this is
straightforward by adding the thermal noise.
Shot noise and thermal noise are often, and incorrectly, viewed as
additive and independent noise sources. This independence has been
questioned for a long time and it can be shown that both types of noise
have the same explanation if the electrical conductance is treated as
a quantum-mechanical transmission phenomenon60.
The joint expression for voltage white noise60 (shot noise and ther-
mal) for a tunnel junction is:






We will derive this equation in the following subsection in an in-
tuitive way.
1.5.4. Unified equation for tunnel junctions
Instead of using the mathematical derivation presented above59,
we are now going to derivate it from the same physical model but
using several assumptions from various branches of physics and signal
analysis61.
Consider an ideal tunnel junction: two metal contacts A and B
separated by a thin insulating barrier (vacuum or dielectric). The
junction is connected to an ideal voltage source which applies a con-
stant bias voltage V.
Be I(t) the current flowing through the circuit, which is kept at
a constant temperature T. The current is an electric current made of
electrons (discrete carriers), thus each have charge q.
Considering electrons as quantum-mechanical particles, there is a
finite probability per unit of time that an electron (instantaneously)
tunnels from lead A to B (noted by PAB) and vice versa (noted by
PBA).
Suppose the detector of our thought experiment allows us to watch
individual electrons tunneling through the barrier, because its sam-
pling time τ is small enough. The bandwidth of the measurements
would be:
50
1.5 Low frequency noise (LFN)
∆f = 12τ (1.23)
Three different events are possible:
1. An electron tunnels A→ B. Then I(1) = +q/τ , occurring with
a probability PI(1) = τPAB.
2. No electrons tunnel, so I(0) = 0, occurring with a probability
PI(0) = 1− (PAB + PBA)τ .
3. An electron tunnels B → A. Then I(−1) = −q/τ , occurring
with probability PI(−1) = τPBA.
Since this are all the possible outcomes, the average and mean











(PAB + PBA) (1.25)
Let us think of the electron tunneling event as a transition between
two states A or B. Then nA, nB represent the occupation of the states
A and B. If the system is in a steady state, nA and nB are constant
and the following is true:
PABnA = PBAnB (1.26)
This assumption is extracted from the detailed balance principle62,
which informally states that for kinetic systems which are decomposed
into elementary processes, then “At equilibrium, each elementary pro-
cess should be equilibrated by its reverse process”.
The two states A and B have energies EA and EB so EA−EB = qV .
























which combined, along with equation 1.23, yields:












Finally, denoting the resistance of the junction by R, the voltage
spectral density is:
SV = SIR2 =
〈I2〉
∆f R






This type of noise, also named as pink noise or flicker noise, is an
ubiquitous type of noise found in many physical, biological and even
economic systems. For example the fluctuations of the sea level, the
intensity in a music recording, the human heart rates or the electrical
currents in semiconductor devices all present 1/f noise.
It was discovered in 1925 by Johnson, in an experiment designed
to test Schottky’s theory of shot noise in vacuum tubes. After almost
a century of research, the origin of 1/f noise in solid state remains
unclear and only phenomenological models are used to characterize it.
The noise spectra in spintronic devices (as well as in electronic
ones or other systems in nature) present a dependence, in some range
of frequency, of the form 1/fβ, with β generally close to 1. These
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fluctuations are attributed to fluctuations in the conductance, for ex-
ample, in Si MOSFETs, the resistance of the channel fluctuates due
to electron capture into and emission from traps that lie in the oxide
layer. In a MOSFET with a large area (> 1µm2), 1/f noise appears
from a superposition of the effects of a large number of traps with
various activation energies and relaxation times64, 65.
A fluctuation which is characterized by a single relaxation time τ
is defined by a spectral density which follows a Lorentzian function of
frequency:
SX(f) = 〈X2〉 4τ1 + ω2τ 2
Considering that the kinetics of the fluctuating quantity X(t) may
be described as a superposition of several relaxation processes with
different relaxation times (or even a continuous distribution of relax-
ation times), schematically represented in figure 1.24. Then the spec-
tral density of such a process is given by the average of the Lorentzian
spectral density of this distribution weighted by the number of sub-
systems pX(τ) each with a different relaxation time τ and the corre-







1 + ω2τ 2dτ (1.28)
The spectral density is inversely frequency dependent SX(f) ∝ 1/f
at some interval of frequency if pX(τ) ∝ 1/τ . Du Pre´66 and Van
der Ziel67 proposed that the fluctuations are a result of the super-
position of activation processes with different relaxation times (τ =
τ0e
−(E/kBT )) with activation energies E. Then if the distribution acti-
vation energies FX(E) is chosen to be constant, the distribution re-
laxation times pX(τ) has the required form, since:
pX(τ)dτ = FX(E)dE ⇒ pX(τ) = FX(E)/(dτ/dE) = kBTFX(E)/τ
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Figure 1.24: Sketch of 1/f noise as a sum of defects with different
relaxation times. Figure adapted from ref.2
There is a phenomenological description of the 1/f noise propose
by Hooge68 which describes the 1/f noise in terms of the variation of
the density of charge carriers, which is proportional to the dimension-
less Hooge parameter α. The Hooge parameter allows comparing




where V is the applied DC voltage and Ω the volume or lateral
size of the conductive region. In the case of tunnel junctions, the noise
power is normalized by the cross-sectional area A of the junction, so





The exponent β varies between 0.9 and 1.4, and variations from
this range are usually due to additional noise contributions, such as
random telegraph noise69 or generation-recombination processes65.
Almost all electronic devices have 1/f noise associated with low
frequency fluctuations in resistance. Spintronic devices, like GMR or
TMR systems, are influenced by defects in their structure which give
rise to 1/f noise. Besides, due to the link between magnetic order and
54
1.5 Low frequency noise (LFN)
conductivity in spintronic devices, these may exhibit an additional 1/f
noise source. This term is directly related to the magnetization noise
that can be described using the fluctuation-dissipation theorem.
1.5.6. Thermal magnetic fluctuations
In ferromagnetic systems, the energy losses can be described by the
complex susceptibility χ(ω) = χ′(ω)+ iχ′′(ω). This quantity is depen-
dent on frequency and its real and imaginary parts are described as
the in-phase and out-phase, respectively, response of the magnetiza-
tion to a small AC magnetic field. By using this quantity the thermal





where Ω is the volume of the ferromagnetic body. The observation
of this noise in a ferromagnet was reported at low frequencies70, 71. The
obtained power spectrum is in accord with ferromagnetic frequency
independent losses, thus the fluctuations exhibit 1/f noise.
1.5.7. Magnetic noise in spintronics
We have already mentioned that in magnetoresistive devices, due
to the link between magnetization and resistivity, the measured re-
sistance fluctuations come from the electrode’s magnetic noise. This
relationship was first reported in multilayer structures which exhibited
GMR72. In that work, Hardner accurately predicted 1/f noise from a
fluctuation-dissipation relation using the imaginary (or out-of phase)
susceptibility of the system, and it was found that the fluctuations
in resistance where proportional to the magnetization noise and the
derivative dR(H)/dH (see figure 1.25). Also it shows that at H=0 Oe
the 1/f noise predicted by the fluctuation-dissipation theorem under-
estimates the resistance noise actually observed. This failure of the
fluctuation-dissipation theorem is, in fact, expected as in this field re-
gion the main noise contribution is the domain wall dynamics, as long
as domain walls are out of thermodynamic equilibrium. This out of
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equilibrium noise is called Barkhausen noise and has been observed in
other spintronic devices as magnetic tunnel junctions73. Indeed this
kind of noise is not 1/f noise but seems rather 1/f 2 noise, which is
consistent with random walk dynamics and avalanches, as is expected
in domain wall dynamics which may contribute to noise in the small
field range.
The equilibrium noise is exhibited by every spintronic system, e.g.
magnetic tunnel junctions, limits the use of GMR or TMR systems
in magnetic field sensing and high frequency applications. In general,
the design of sensors using crossed anisotropy74 or easy axis biasing75
neglects the Barkhausen noise. However, the presence of this kind
of noise and its proportionality to the sensitivity (dR/dH) is a big
drawback for using them in general applications.
Figure 1.25: Hooge parameter α obtained from the resistance noise
measurements and the AC susceptibility. Figure adapted from ref.72
1.5.8. Random telegraph noise (RTN)
Random telegraph noise is an electronic noise characterized by
a time-dependent signal where step-like transitions between two or
more discrete voltage (or current) levels take place at random times,
as shown in figure 1.26a. RTN can be originated by different mecha-
nisms depending on the structure being studied, like random trapping
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and releasing of charge carriers at defect sites in bulk semiconductor
crystals or local changes in the magnetization of a FM electrode.
The characteristic times τi of the levels can be obtained from the
histogram of the time trace, or by a theoretical fit of the noise power
spectrum, shown in figure 1.26b. For a two-level RTN, the spectral





(1 + (2piTf)2) (1.32)
with T = (1/τup + 1/τdown)−1, where τup and τdown are the charac-
teristic dwell times of each level. This equation can be generalized for
multilevel RTN.
Analyzing this type of noise may be quite useful for determining
different properties, depending on the nature of the fluctuations. If
the RTN is due to charge trapping/detrapping, for example in oxide
traps in MOSFETS77, then properties like the trap depth may be
extracted from the dependence of ln(τup/τdown) with the voltage. An
Arrhenius-type dependence is supposed for each characteristic time,
and so one obtains:





V + . . .
)
where K is a constant, xT the trap depth, t the oxide thickness and
V the applied voltage. Other terms which depend on the temperature
may be added to estimate surface potentials, etc.
Another origin of the resistance fluctuations may be the occurrence
of magnetization fluctuations in the electrodes of a MTJ. In this case,
the fluctuating magnetic moment may be calculated from the loga-
rithmic dependence with the applied magnetic field. Again using an
Arrhenius law for each characteristic time, one arrives at76:




where K is a constant, ∆m is the fluctuating magnetic moment




































Figure 1.26: Typical RTN a) time trace with step-like fluctuations
and b) a Lorentzian noise spectrum, fit with equation 1.32 calculated
from the up and down lifetimes. Figure adapted from ref.76
We are going to address now the subject of organic spintronics,
which is the other type of samples measured during this thesis. Here-
after we will describe the theory of electron tunneling through or-
ganic barriers as well as the resulting noise fluctuations. To clarify
the reader, in the following part we don’t have coherent tunneling
because the layers are not epitaxially grown, and all of the samples
under study have an organic Perylenetetracarboxylic diAnhydride
C24H8O6 (PTCDA) barrier sandwiched between two FM. Regarding
the application of the external magnetic field, we have made only
studies changing the magnetization of the FM from parallel (P) to
anti-parallel (AP) (in-plane) magnetic configurations.
1.6. Organic spintronics
In this section we are going to study the role of the barrier in MTJs
when its made of an organic material, i.e. the so-called organic mag-
netic tunnel junctions (OMTJs). The concept of single molecules or
small groups of them conducting electrical current originated in the
seventies78. Currently organic electronics is among the most promis-
ing candidates to substitute traditional Si based electronics. General
interest in organic semiconductors arouse because of their promising
features, such as the capability to form self-assembled layers, mechan-
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ical flexibility, lower fabrication costs or higher efficiency. Nowadays
they are used in everyday technology as, OLEDs, OFETs, photovoltaic
cells, etc.
Historically, the first step in the search of new materials suitable
for organic spintronics at room temperature, a direct spin polarized
injection regarding an organic semiconductor was made by Dediu
et al.79 using sexithienyl (T6). The authors reported on having a
strong magnetoresistance (up to 30%) on planar heterojunctions of
LSMO/T6/LSMO. These junctions have been grown using thick or-
ganic semiconductor barriers (about 150 nm thick) in order to avoid
pinholes inside the organic barrier. Another early study from Xiong
et al.80 this time using Alq3 as the organic spacer in LSMO/Alq3/Co
heterojunctions directly noticed that layers of Alq3 below 100 nm thick
present a linear IV response which is a clear sign of having pinholes
inside the barrier. The authors report a 40% TMR value in thicker
Alq3 heterojunctions.
The solution for decreasing the thickness down to several mono-
layers of this organic heterojunctions came through the incorporation
of an aluminum oxide buffer layer, by the hand of Santos et al.81.
The authors studied the Alq3 barrier thickness dependence of con-
ductance using a thin (0.6 nm thick) Al2O3 buffer layer between the
FM electrode and the organic Alq3 spacer. The ultrathin Al2O3 layer
avoided the creation of pinholes leading to a thinner but still good-
quality barrier. A few years later, a similar study made by Schoonus
et al.82 corroborated the exponential dependence of the sample resis-
tance with increasing thickness (see figure 1.27). Both studies81, 82
found a relatively small value of the TMR (∼ 10%) in these samples
made of a thin Alq3 film deposited over a Al2O3 buffer layer.
A different route to avoid the pinhole formation in OMTJs is
through the decrease of the lateral junction size. In that direction,
Barraud et al.83 found that by downscaling to nanosized junctions (see
figure 1.28a) made of LSMO/Alq3/Co may provide TMR values close
to 300% (see figure 1.28c). The thickness Alq3 spacer was controlled
by a nanoindent made in the Alq3 performed with a conductive tip
AFM allowing the thickness control (see figure 1.28b). In this work83
the authors suggest the possibility of studying the role of the organic
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Figure 1.27: Room-temperature resistance (circles, right axis) and
TMR (squares, left axis) for variable Alq3 thicknesses. Dotted and
full lines are models taking into account hybridization of the Alq3/Co
interface. Figure adapted from ref.82












Figure 1.28: a) Schematic of the OMTJ. b) Sample resistance vs.
Alq3 thickness showing an exponential dependence. c) TMR vs. ap-
plied field measured at 2 K and 10 mV. The inset IV curves were




It is known that electrons tunneling through organic barriers loose
some energy during the process generating molecular vibrations called
phonons. These interactions can be studied with IETS yielding the
spectra of the molecular adsorbates with high resolution and high sen-
sitivity. Due to that it has proven to be an effective tool to characterize
the quality of a molecular barrier.
The work presented by Galbiati et al.84 address the investigation
of transport through molecules by a combined TMR and IETS study.
This time the authors use a Co/Al2O3(2.5 nm)/Alq3(20 nm)/Co junc-
tions (100 × 100µm2 size) to sort out if the effective spin dependent
transport is carried out by the organic spacer or not, comparing their
results with short-circuited junctions fabricated on the same wafer.
The value of TMR∼ 20% (see figure 1.29b) in the reference sample
confirms the quality of the Al2O3 barrier. The value of TMR∼ 8%
(see figure 1.29a) in the sample with the Alq3 barrier however doesn’t
clarify the question whether the MR signal comes from the organic
or from the inorganic spacer. To verify this point, the authors adopt
the IETS technique (see figure 1.29c) where one can relate the peaks
observed in the second derivative of the current (d2I/dV 2) signal to
the molecular vibrations exited by the electrons tunneling through the
barrier. The comparison between the reference sample and the sample
with the organic Alq3 barrier clearly show peaks which are only visible
in the Alq3 one. Moreover those peaks are identified (see figure 1.29c)
comparing them to the infrared and Raman spectra of Alq3. Thereby,
IETS allows to make a fingerprint of the transport through molecules
inside each junctions85, 86.
To further confirm that IETS is a powerful tool to discriminate
between spin injection into the organic layer and an inorganic shot-
circuited contact, in this same paper84 the authors fabricated another
sample “sample 2”(see figure 1.30c) which was located during the
growth nearby “sample 1” in the same wafer and presents the same
structure and both have been grown exactly under the same condi-
tions.





Figure 1.29: TMRs taken with V=20 mV of the sample with the
organic barrier named sample 1 a) and the reference sample b), the
insets show a schematic representation of the junction with the ex-
pected morphology of the top interface. Part c) compares the IETS
of both samples showing the correlation of the IETS peaks with the
bulk Alq3 Raman spectra. Measurements were made at 2 K. Figure
adapted from ref.84
1.30b) might look similar, their IETS (figure 1.30a) plainly displays a
totally different behavior.
It is increasingly clear that, although the structural details of or-





Figure 1.30: Part a) shows the comparison of the IETS curves for
samples 1, 2 and reference. Part b) shows the TMR of sample 2 taken
with V=20 mV. Measurements were made at 2 K. Part c) shows the
sketch of the sample 2 with the pinhole structure. Figure adapted from
ref.84
injection and extraction of charge carriers and for the resulting TMR.
The theoretical model from Shi et al.87 demonstrate the experimen-
tally observed rapid decrease of the TMR in an organic spin valve with
increasing applied bias in addition to relating short range tunneling
process in thin films, which is very sensitive to details on the organic
DOS, with a macroscopic device model.
1.6.2. PTCDA organic barrier
So far the reader should have noticed the general use of Alq3 as
the organic spacer in researches. Here we explain why PTCDA has




Many investigation regarding organic spintronics have attempted
to insert thin insulating layers (e.g. Al2O3) between the organic and
the FM layers to improve the spin injection efficiency81,88,89. How-
ever, such insulating layers give rise to a measurable TMR becoming
effective tunneling barriers on their own (see TMR in figure 1.27). We
aim to study the spin transport mechanisms through organic layers
without any other effective barrier influence. Although initial organic
spin valves that achieved measurable TMRs used thick Alq3 layers,
other organic layers were being exploited and PTCDA was beginning
to show success in conforming organic thin-film transistors and organic
LEDs presenting good adhesion and small roughness when deposited
on chosen substrates90. In the work presented by Li et al.91 the au-
thors report a TMR ratio of ∼ 20% with a 1.25 nm thick PTCDA
barrier.
a) b)
Figure 1.31: Part a) shows the TMR curves dependence on the
PTCDA thickness measured at room tempreature. Part b) shows the
junction conductance vs PTCDA thickness showing the characteristic
exponential behavior. The PTCDA barrier was grown over the AlOx
layer. Figure adapted from ref.91
At the interface between the organic PTCDA layer and the FM
electrodes of either side, a thin AlOx layer was made by partially ox-
idizing an aluminum layer in an oxygen plasma. As is well known,
the metals are likely to react the anhydride (C-O) end groups of
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the PTCDA molecule resulting in the formation of a mixed oxidation
layer92. The AlOx layer is the key point in suppressing pinhole forma-
tion at the interface with both FM layers as well as not showing any
TMR ratio when there is no PTCDA spacer (see figure 1.31a). This is
an indication that the partially oxidized Al layer alone do not act as an
effective spin-transport barrier for the 0.6 nm thick AlOx selected91.
In addition to that, the constant slope of the junction conductance as
function of the PTCDA thickness implies that the probable diffusion
of metallic Al on the PTCDA layer, which the authors calculate a
maximum reach of 2 nm, have a very small influence on the junction
conductance of the spin valve.
1.6.3. Studying molecular dynamics through LFN
Another possible tool of characterization of interfacial molecule
dynamics could be LFN.
The motion of organic adsorbates on a surface may lead to fluctua-
tions or switching of the tunneling current. Many studies93, 94 focus in
the motion of particles on a surface induced, for example, by thermal
activation or by the interaction with the tip of a scanning tunneling mi-
croscope (STM). These analysis give insight into dynamics on a single
atomic or molecular level but are not normally a useful tool to study
dynamics in detail, as STM is intrinsically a slow technique. With the
study of LFN, for example, with the characterization of RTN in the
signal one could measure the hopping rate, the noise amplitude and the
relative occupation of the involved states in single-molecules. In par-
ticular, Schaffert et al.95 presents a complete constant-current image of
several isolated copper phthalocyanine molecules (CuPc) on Cu(111),
ranging from dynamical processes on surfaces to the underlying elec-
tronic structure on the single-molecule level. Another study presented
by Tsutsui et al.96 makes molecular imaging by measuring the current
passing through a molecule, this time its a 1.6-hexanedithiol (HDT)
molecule, which is trapped between two Au nanoelectrodes. In this
study the authors calculate the effective temperature due to phonon




Exciting molecules by applying bias induces molecular dynamics
which could appear in the form of either vibrational heating or even
cooling86 (local heating/cooling). Those effects remain totally unclear
in the case of OMTJs, particularly how the magnetic state of the
electrodes could affect molecular vibrational dynamics.
In order to get inside this problem we shall use both tools LFN and
IETS to characterize the electron tunneling mechanisms in Perylenete-
tracarboxylic dianhydride (PTCDA) molecules conforming the barrier
of a organic spin-valve (chapter 5). Moreover we will study the mag-
netic control of over vibrational heating of these molecules by changing
the magnetic state of the FM electrodes.
Summarizing the introductory chapter, first we have briefly de-
scribed the general physical electron tunneling mechanisms regarding
magnetic tunnel junctions (MTJs). Second, we have addressed the
subject of superconducting spintronics starting with coherent tunnel-
ing in epitaxial heterojunctions and explaining how SOC affects the
FM electrode’s magnetization. Then we have introduced the concept
of electronic noise and the different types of LFNs as they are one
of the tools we use to measure the MTJs. Finally we explained the
other main subject of this thesis which is organic spintronics. With
this we conclude the introduction and go to the experimental set-up




In this chapter we will describe the different experimental tech-
niques we used to perform the different experiments which mainly
have to do with measuring DC voltage versus current (IV curves) and
measuring voltage fluctuations (electronic noise) in MTJs. The exis-
tent set-ups have been described in detail in the PhD theses of the
previous students of the group97, 13, 2 although during the fulfillment
of this thesis, a new room temperature set-up was built. It follows
exactly the same electronic schematic as the cryogenic one (described
in figure 2.1). One of the purposes of this new set-up is to measure
MTJs at room temperature easier than in the cryogenic set-up which
is very convenient for example for testing the quality of a MTJ before
mounting the samples on the cryogenic system, or, when a measure-
ment involves applying an external magnetic field, the fact that the
cryogenic magnetic coils (made of Nb-Ti) are not prepared for work-
ing over their critical temperature, etc. Nevertheless the main body
of this thesis is still related to cryogenic experiments.
In addition to all the cryogenic set-up configuration the previous
PhD students made, there was (and still is) a lot of room for im-
provement. Automation of an experiment is a basic problem in order
to maximize the use of both time and resources. The following sec-
tions will briefly illustrate each of these experimental designs in detail,
pointing out their improvements or modifications with respect to the
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previous configuration. A good example of one of the improvements
made is related with the IV curves measurements which have been
made much more detailed in this thesis than in the previous ones. We
realized that we had to select a fixed range of precision in both the
current source and the voltmeter in order to avoid artificial peaks ap-
pearing in the conductance appearing always at specific biases when
one of the devices had to change its range in order not to overload.
This adjustment is not necessary if the selected step of the IV curve is
much broader than the minimum step a particular range of the device
is capable of.
As important as the experimental tools are the computer programs
of analysis to extract the parameters of interest for each particular
measurement (Hooge factor, Fano factor, IETS peaks, etc.). A big
amount of time has been spent developing and improving the analysis
procedures.
2.1. Modeling the low frequency set-up
We are going to describe the set-up system for measuring the drop
of voltage across a MTJ as well as the spectral density of the voltage
fluctuations as a function of the applied current, the external magnetic

















Figure 2.1: Circuit schematic of the low frequency measurement sys-
tem. Figure adapted from ref.13
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The experiment consists in measuring a MTJ which has 4 termi-
nals, 2 for running the current through it and 2 where the voltage is
read. Both the room temperature set-up and the cryogenic one have
the same electronic diagram (figure 2.1), the electron current is sup-
plied by either a Keithley 220 or a Keithley 6221 low noise current
sources, this current produces a voltage signal (DC voltage + fluctu-
ations) which is first duplicated and amplified by two nearly identical
homemade preamplifiers (design and specifications in ref.97). Then,
the voltage is registered by a Digital Multimeter PCI Board (DMM-
552-PCI) from one of the channels. Each channel, denoted by X and
Y, is then amplified a second time by Stanford Research SR560 com-
mercial amplifiers, which additionally filter out the DC part of the
signal. These amplifiers also have a bandpass filter with a range from
0 Hz to 1 MHz. Finally both signals, each containing a two-stage
amplified and filtered signal, are sent to a Stanford Research SR785
spectrum analyzer which as a bandwidth up to 102.4kHz.
By configuring the amplification gains and filters identically, to the
spectrum analyzer will reach two signals which are nearly identical but
independent from one another, both channels containing the sample
noise signal δVRS plus a random noise δVamp due to the amplification
and filtering stage. The noise due to the electronics of the voltage
measuring part is of the same magnitude for both channels but the
noise of one channel is uncorrelated (independent) from the noise in
the other channel.
Let us model the noise contribution of the amplifying circuit. We
consider the voltage and current noise of the preamplifying stage only,
since the signal reaches the second amplifying stage with enough am-
plitude so that the noise from the second amplifiers may be disre-
garded. The preamplifier is considered to have voltage e2N and current
i2N noise sources, so δVpreamp = e2N + i2NZ2S, where ZS is the sample
impedance. We will not consider the noise coming from the current
source for two reasons: First because we will subtract the value of the
power spectral density at zero bias when analyzing the measurement
data and second because the current sources has a 1/f type of noise,
comparing the values given by the manufacturers with the measured











Figure 2.2: Model of the noise sources from the amplifying circuit.
Figure adapted from ref.97
eral orders of magnitude). Therefore, the circuit is modeled as shown
in figure 2.2, where (from left to right): The current source sends a
‘noiseless’ current to the sample under study (ZS), then, connected
in parallel to the sample is the preamplifier, which has voltage and
current noise sources and an input impedance Zin and finally G repre-
sents an ideal and noiseless amplifier, containing both the preamplifier
and commercial amplifiers gain.
Considering the preamplifiers from both X and Y channels to have
the same i2N , the total fluctuations reaching the spectrum analyzer will
be:
SV = e2Nx + e2Ny + δVZS + 2i2NZ2S (2.1)
It its clear that the only uncorrelated noise is the noise coming
from the sample (δVZS), thereby to avoid the correlated noise we use
the cross-correlation technique (next subsection). The details of how
equation 2.1 is derived and the features of the preamplifier electronics
can be found in Ref.97.
2.1.1. Cross-correlation
The cross-correlation technique is, in signal processing, a measure
of similarity of two series as a function of the displacement of one rel-
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ative to the other. It has applications in pattern recognition, electron
tomography, averaging, cryptanalysis, neurophysiology and our case,
single particle analysis.
The spectrum analyzer can be configured to directly measure the
cross-spectrum (or cross-correlation spectrum) of the two signals X(t)
and Y (t) (equation 1.13). Each of the two channels previously men-
tioned contains the signal of interest VZS and the voltage noise of its
preamplifier, i.e. X(t) = VZS + Xpre(t) and Y (t) = VZS(t) + Ypre(t).



































the only nonzero term is the V ∗ZS(t)VZS(t + τ) which is the only
term containing only the voltage fluctuations of the sample without
any influence from the electronics.
The spectrum analyzer used in the experiments obtains the cross-
spectrum, which is given by:
F{RXY } = (F{X(t)})∗ · F{Y (t)} (2.2)
Additionally, the final spectrum measurement is improved by aver-
aging many cross-correlation spectra at each voltage. This procedure
reduces the variance of our measurement by 1/N (the deviation as
1/
√
N), with N the number of averages. The number of averages is
chosen so obtaining one averaged spectrum dos not take more than a
few seconds, as the time T for taking one average is given by the ∆f
and fmax settings of the spectrum analyzer (see subsection 1.5.2).
The simplest way to check the correct calibration of the setup is
by measuring the thermal noise of a resistor. With this procedure we
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calibrated the gain values of our homemade preamplifiers, moreover it
has been for few years now a lab activity made by undergraduate or
master students to estimate the value of Boltzmann’s constant. Figure
2.3 shows how a good estimation of kB can be obtained from the slope























Figure 2.3: Estimation of kB from the thermal noise of several resis-
tors at room temperature. Figure adapted from ref.2.
2.2. Room temperature set-up
The aim of making a room temperature set-up (very similar elec-
tronically to the one described in figure 2.1) is to simplify the mea-
surement procedure. In the cryogenic set-up it takes about a week to
change the samples inside the cryostat due to the time spent in heat-
ing up and cooling down. In this set-up one can change the sample
in several minutes. The room temperature set-up (figure 2.4) has an
add-on which consists in another cylindrical vacuum tube which has an
optical window right above the sample position to allow the illumina-
tion of the sample. Currently is the only system in our laboratory that
combines the LF noise measurements with the illumination in vacuum
72
2.3 Cryogenic set-up
conditions. It has been used to measure noise under photo-doping con-
dition in MoS2 transistors98, to pre-test samples before putting them
inside the cryostat set-up or to measure them at room temperature,
and to make the previously mentioned lab activity for master students
estimating the Boltzmann’s constant.
Figure 2.4: Room temperature set up. Highlighted in red are the
Helmholtz coils, in green the pre-amplifier and in yellow the vacuum
chamber containing the sample.
2.3. Cryogenic set-up
Our cryogenic set-up consists on a Janis cryostat, which has an
outer liquid nitrogen reservoir, and an inner liquid 4He reservoir. A
3He (closed-circuit) insert which allows us to cool down samples in
vacuum down to T = 0.3K.
The basics of the cooling system is the evaporative cooling,
which consists on reducing the temperature of a liquid by reducing
the vapor pressure on top of that liquid. The nitrogen is used only for
thermally isolate better the 4He reservoir (and for pre-cooling down
from room temperature firstly before siphoning liquid 4He). Focusing
in the two working substances (4He and 3He), 4He boiling point is 4.2K
and with evaporative cooling we decrease the 4He liquid down below
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Figure 2.5: Cryogenic set up. Highlighted with its real color is the
JANIS cryostat, in purple are the two-stage amplifiers, the 2 channel
home-made amplifier is the one on top of the cryostat and one com-
mercial amp. for each channel, in dark green is the spectrum analyzer;
on top of it, in light blue, is the Helium level control, in red is the 3D
vector superconducting coils current source, in dark blue is the ther-
mometer, in orange is the low noise current source for the sample and
finally in yellow is the ARDUINO board for remote control.
2K, then comes the part of the 3He, whose boiling point is 3.2K, and
consequently is condensed by the 4He at 2K surrounding it. When
enough 3He has condensed, an active carbon cryopump which is inside
the 3He closed-circuit pumps to make evaporative cooling (this time
on the 3He liquid) decreasing the temperature down to T = 0.3K.
The external magnetic field is applied to the samples in any direc-
tion of space by a 3D superconducting magnet (shown in figure 2.6),
composed of a single coil for the Z-axis and two Helmholtz coils for
the X and Y axes. The coils were calibrated at T = 4.2K (submerged
in liquid 4He). The X, Y and Z axes can produce magnetic fields up to
B = 1T , 1T and 3.5T respectively. The field vs. current calibration
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can be checked in Ref.13, 2.
Figure 2.6: a) Photo of one of the superconducting shunts used. b)
Electric diagram of the shunt thermal switch. c) 3D vector magnet.
Highlighted in yellow is the Z axis 3.5T, and in red and blue are the Y
axis and X axis 1T Helmholtz coils respectively. Highlighted in purple
is one of the three superconducting shunts. d) LabVIEW window of the
program controlling simultaneously the three current sources. Figure
adapted from ref.2
There was an important modification made in the previous thesis2
which is the addition of a superconducting shunt (heater) to each coil
of the magnet. The function of each shunt is to connect or disconnect
each coil to its current source electric circuit by a thermal switch,
leaving a permanent electric current inside the superconducting coils.
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This is very useful for experiments, in particular for noise experiments,
due to the intrinsic electronic noise produced by any running electronic
device.
The last upgrade of the set-up is the sample holder. There are
samples, in particular PTCDA samples, that should not be exposed
to the atmosphere for long due to oxidation of the AlOX layer (which
degrades the sample). This required that the process of contacting
them to the sample holder and then attach it to the cryostat must
be made in the quickest way possible. With the new configuration of
the sample holder, the process of attaching it to the cryostat has been
reduced from several minutes (between 10 to 30 minutes) down to a
simple plug-and-play procedure.
2.4. Automation and remote control
Starting from the developments made by former phD students, in
this thesis we have upgraded the cryogenic set-up. Let’s address a list
of the set-up former issues and the given solutions:
% Previous to this thesis the 3D vector superconducting magnet
had only been used in one direction (Z axis coil in figure 2.6).
! We have developed a software that controls simultaneously (see
figure 2.6 d) the three current sources and ables us to rotate
the magnetic field in any direction of the space. Moreover,
we chose spherical coordinates to work with because they are
more straightforward to our experiments, thus our software di-
rectly transform them to the components of each superconduct-
ing magnet coil. In addition to this, we take into account possible
misalignments between the sample and the 3D superconducting
magnet orientation.
! The thermometer was fully remote controlled already, but some
functionalities were not programmed such as automatic cryo-
genic pump cycle in order to cool down to T = 0.3K.
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% The low noise current source was not used to its full precision.
The precision of a current source is the minimum current step
the device can vary at a given current range.
! In this thesis we have exploit to its maximum the precision of
each device. Briefly said, each device’s precision depends on
the working range selected for the device, if one wants to use
a device to its maximum precision the device’s range must be
adjusted. In the case of the low noise current source in particu-
lar the current step also must be adjusted. To further illustrate
the importance of this, we acquired a new PCI multimeter card
replacing the previous voltmeter (DT330 acquisition board) be-
cause its precision limit was not good enough for our purposes.
% Finally, there was an issue regarding the fact that our experi-
ments, in particular the noise experiments, are extremely sensi-
tive to electronic noise. All devices produce undesired electronic
noise just by the fact of being running, thereby they were, if
possible, turned off during experiments. A good example is ex-
periments made with a fixed external magnetic field. As ex-
plained above, we can left a constant external magnetic field
and switch off the superconducting magnet current source but
when we want to make another experiment at a different mag-
netic field, we need to turn on this current source, change it and
switch it off again.
! This had to be made by hand until we acquired an ARDUINO
board (see figure 2.5) which controls remotely two relays, one
switches the 3D magnet current source, and the other the ther-
mometer. Now the student can switch these two devices re-





We have made a small improvement to the cryostat set-up regard-
ing the safety and efficiency of the helium siphoning procedure. Gen-
erally cryostats must be often refilled with liquid helium in order to
maintain their functionalities, the frequency of this refillings varies
from hours to several days depending on their configuration and/or
the measurements taking place. In this particular cryostat, the 4He
reservoir is closed by a cap (see figure 2.7a). At one point during
the siphoning process one must remove the cap and insert the siphon
tube. By removing the cap we open the 4He reservoir to the atmo-
sphere therefore the higher pressured 4He evaporated gas will flow out.
It is compulsory to wear protection gloves during the siphoning pro-
cess, however protective gloves reduce the user precision needed for
hitting upon the small conduct accurately with the siphon tube, for
this reason experienced researchers usually don’t wear gloves.
With the new configuration (shown in figure 2.7b) we highly cut
down the 4He leakage because the valve is closed while removing the
cap and is opened only when the siphon tube is in fact inserted. This
avoids 4He to leak out of the reservoir improving the efficiency of 4He
losses in addition to avoiding burning injuries (shown in figure 2.7c)
which are likely to happen in these type of research laboratories where
usually a new inexperienced phD student replaces the experienced old
one every few years.
It is of utmost importance to know that the cap is one of the
security gas exits of the He reservoir. It will pop out if the inside
pressure rises above a threshold level, thereby it is essential that the
new security system remains with the valve open at all times besides
the siphoning process.
2.6. Data analysis and simulations
The analysis of the experimental raw data provides the information
needed to characterize the samples measured, i.e. the conductance
curve, IETS, critical temperature, Hooge factor, Fano factor, etc. The
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Figure 2.7: a) Previous configuration (simple cap). b) Current con-
figuration (valve + cap). c) Example of a burn made by the cold He
gas stream while siphoning.
process of analysis depends on the information we want to obtain and
in can have several steps depending on its complexity, i.e. in order to
get the energy gap of our superconducting samples, before fitting to
the model (equation 1.9) we need to calculate the conductance of the
IV curve.
2.6.1. IV curve analysis
The main goal of this measurement is to obtain the conductance
of the sample G = dI
dV
and the second derivative which provides in-




The analysis process begins reading the raw data of the bunch of
IV curves measured. After cleaning each IV curve or even deleting
some if needed, to derivate each IV curve we use the linear fit (the
user selects the amount of points to fit) method which ables us to
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derivate and smooth the derivative in the same step. Then we average
all the bunch of IV curves and get a single averaged IV curve, its
conductance and its IETS.
In the case of study of phonon modes, we then overlap the positive
bias part of the conductance (or the IETS) with its negative bias
part, to see which modes match and therefore extract the vibrational
phonon modes resonant energy.
The course of action has been taking the necessary number of IV
curves according to the noise of the sample. The tolerance has been
chosen as roughly to get the standard deviation of each voltage point,
when the IV curves are averaged, to be a few orders of magnitude lower
than the actual voltage value. If a particular study needed more res-
olution then more IV curves were taken (i.e. in IETS measurements).
Each IV curve voltage point was taken after waiting almost 1 or 2
seconds (depending on the voltage step) in order to steady the system
after the change of current. Mainly, a single IV curve was selected to
last for 2 and a half hours.
2.6.2. MAAR analysis
The magnetoanisotropic Andreev reflection (MAAR) is measured
rotating the external magnetic field with the aim of rotating the mag-
netization of the soft ferromagnet maintaining the hard one fixed. As
we have mentioned, there may be some misalignment between the
sample and 3D superconducting magnet directions. Measuring this
misalignment angles is easy because any perpendicular component of
the magnetic field in the superconducting sample affects greatly the
superconductivity more than any in-plane field.
To introduce this misalignment in the spherical coordinates given
to the current source program, we must beforehand make an Euler
angular transformation. Due to our sample’s crystallographic symme-
try, from the three Euler angles, in aircraft terminology: roll, pitch
and yaw, we are only going to consider the out-of-plane angles (with
respect to the sample) which are the pitch and yaw (see figure 2.8).
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α
β
Figure 2.8: Misalignment angles, pitch (α) and yaw (β). The sample
plain is rotated from the initial (full-red dashed line) to the corrected
one (multicolored dotted line). The black and red arrows are just a
guide for the eye referred to the initial plane.
2.6.3. 1/f noise analysis
As has been mentioned in section 1.5.5 the 1/f noise is described by
the Hooge phenomenological function 1.30. From the cross-correlated










so making a linear fit y(x) = mx+n to the logarithm of the power
spectrum (where x = f), α = Aen/V 2 and β = −m. Each parameter
is obtained with its standard deviation.
The range of frequencies for which the fit is carried out is user-
selected beforehand (see figure 2.9b). Also, the band-pass filtering
made by the SR560 amplifiers is undone by dividing the spectra by
the filter’s transfer function. For this, the high-pass and low-pass
cutoff frequencies must be inserted in the analysis program as well.
The spectra is cleaned from unwanted peaks (i.e. from the power grid
50Hz and its multiples). In order to do that, the lowest bias spectra
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Figure 2.9: Example of a Hooge analysis of a 1/f bias dependent
measurement. Part a) shows the zero bias noise spectrum from where
the electronic circuit peaks will be removed (green points) manually
by the user drawing a black line. Part b) shows a specific bias noise
spectrum where the linear fit (red line) will give a value of the Hooge
parameter (α). We also check that β is close to 1.
the electronic circuit will be best distinguished when bias dependent
noise sources are negligible. The user manually draws a line (black
line on figure 2.9a) and all the undesired peaks above (green points)
will be automatically removed from the spectrum’s data. An example
of a successful fitting (red line) is shown in figure 2.9b.
2.6.4. Shot noise analysis
For spectra presenting a frequency independent region (i.e. flat
power spectrum), we have two different options for extracting the
value of shot noise.
If the spectrum has at low frequency a 1/f -like behavior and is
frequency independent at higher frequencies, we can make a similar





where SwhiteV corresponds to the white noise (shot noise and thermal
noise). If we take β = 1, a fit of the type y(x) = a/x + b yields
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α = aA/V 2 and b = SwhiteV . An example of this fitting is shown in
figure 2.10a.
Another alternative it to calculate the histogram of the spectrum.
Since the flat part of the spectrum oscillates around the value cor-
responding to the white noise amplitude, the resulting histogram is
a Gaussian curve centered at SwhiteV . By fitting the histogram with
y(x) = A exp−(x− x0)
2
σ2
, the white noise amplitude is given by x0
and its standard deviation by σ. An example of this fitting is shown
in figure 2.10b.
Figure 2.10: Fit of a) Hooge‘s formula to a spectrum presenting 1/f
and white noise and b) a Gaussian distribution to the histogram of a
flat spectrum presenting shot noise only. Figure adapted from ref.2
When we are at low temperatures (T = 0.3K) thus eV  kBT ,
then the white noise obtained corresponds to the shot noise from the
sample, plus some electronic noise from the experimental setup. As-
suming the latter noise contribution constant with the applied bias,
we extrapolate the value of noise from the electronics from shot noise
measurements. The shot noise must scale linearly with the voltage
(eq. 1.22), and must be zero at zero bias. So the noise from the elec-
tronics is estimated as the offset which must be subtracted so the noise
level at zero bias is zero corresponding to the shot noise behavior. For
higher temperatures, also the thermal noise is subtracted from the
measurements using again relation 1.22.
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2.6.5. Random telegraph noise analysis
As has been described in section 1.5.8 the analysis of the RTN
noise consists in fitting the spectra to the Lorentzian function 1.32.
The parts of a spectrum that we want to localize are the one showing
a humped slope (see figure 2.11).










Figure 2.11: Example of a RTN analysis on a specific bias noise
spectrum. The humped slope (red curve) is fitted to the Lorentzian
function 1.32 to extract the characteristic dwell times (τup and τdown)
and the voltage difference between the two levels (∆V ).
These humped parts of the spectra are selected either directly
by the software-user or by a software function which searches for a
concave behavior in each spectrum with a particular tolerance. Fi-
nally the selected hump is fitted to 1.32 extracting three parameters
∆V, τup and τdown, which are the voltage difference between the two-
levels, and the characteristic dwell times of each level respectively.
Usually τup and τdown are similar so we represent the average value
(τ) for convenience.
2.6.6. Micro-magnetic simulations
A new computer has been purchased in order to host a brand new
TITAN X graphic card (GPU) courtesy of the NVIDIA corp. through
their GPU Grant Program. This computer has been used to perform
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the new micro-magnetic simulations using MUMAX3 code99. With
the simulations we have reproduced the magnetic behavior of our 10
nm thick Fe layers conforming the V/MgO/Fe/MgO/Fe/Co multilayer
superconducting MTJs. The complete description of the simulation





Normal state conductance and
magnetic properties of fully
epitaxial MTJs
In this chapter, we start with the original results of the studies
made throughout this thesis. We are going to start with MTJs that
have one of their electrodes made of Vanadium. Before delving into
superconducting spintronics we shall discuss their normal state prop-
erties and the control we developed over the magnetization of the
FM electrodes. Theoretical predictions straightforwardly relate mag-
netization orientation, SOI and superconductivity mediated by triplet
cooper-pair generation in these type of epitaxial FM/SC junctions45,52.
The Fe/MgO interfaces under study potentially fulfill the necessary
conditions (10 nm thick Fe layer provides competition between mag-
netic anisotropies, Fe/MgO interfaces show strong SOI and presence
of perpendicular to the plane magnetization) for having this type of
superconductivity.
In order to independently study magnetization, in this chapter
we will focus in normal state measurements (at temperatures above
the critical temperature TC of each sample) which will show only the
effect of the magnetization reorientation while in the next chapter we
will introduce superconductivity with lower temperature experiments
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(below TC).
After a brief introduction, we will explain the sample growth of the
different types of junctions (single and double barrier). The double-
barrier (with two FM electrodes) samples are highly sensitive to any
change of the relative orientation between their two FM magnetiza-
tions. The single-barrier (with one FM electrode) samples however
show the more subtle magnetoresistive effects due to the change of
their FM magnetization orientation. We will explain the role of the
perpendicular magnetic anisotropy (PMA) in the magnetization ori-
entation of all the Fe layers and why having a thickness of 10 nm is
optimum for our goals100.
3.1. Introduction
Magnetic tunnel junctions (MTJs) form the fundamental building
blocks of diverse spintronic applications, ranging from magnetic field
sensors to spin torque oscillators. Recent trends in spintronics take
advantage of the interface related perpendicular magnetic anisotropy
(PMA) providing both large tunneling magnetoresistance (TMR), en-
hanced thermal stability101, low spin torque switching currents102,103
and record low lateral sizes104.
The magnetization of thin FM films, is usually controlled by apply-
ing an external magnetic field. Because in our SC-MTJs we have SC
layers and FM layers connected through 2 nm thick MgO barriers, we
cannot separate the effect of actively controlling the FM magnetization
without affecting the SC state at the same time. The solution to avoid
using an external field to keep the magnetization aligned in a partic-
ular direction is to find the possible remanent (zero applied external
field) magnetization configurations. These remanent magnetization
states will show different interactions with the superconducting order
parameter in the presence of a strong SOC in the FM without the
effect of an active external magnetic field suppressing the SC.
Then, to be able to study independently the magnetic effects in FM
films we have to work at a range of temperatures over Vanadium’s crit-
ical temperature. We are going to study mainly two different of mag-
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netization states, the in-plane states and the out-of-plane states. In or-
der to do this we shall use the competition between volume/shape and
surface anisotropies. The magnetization zero-temperature orientation
of thin FM films depends on the film magnetic field history and is a
result of the competition between their different magnetic anisotropies
(volume/shape, surface, crystalline, etc.) which is normally expressed
as a sum of the corresponding terms, Keff = KV + KS/t where t is
the thickness of the FM thin film.
a) b)
 
 t  = 10 nm
?
t  >> 10 nm




Figure 3.1: Part a) shows the effective anisotropy constant Keff
times teff − tdl as a function of teff − tdl deduced from SQUID-
VSM, FMR, and MOKE measurements at room temperature for both
V/Fe/MgO and Cr/Fe/MgO systems. In the inset are plotted the areal
magnetization versus Fe thickness showing that tdl = 0 for Fe on Cr
and tdl = 3A˚ for Fe on V. In part b) we show the magnetization ori-
entation at different limits of the FM layer thickness and the specific
case of study t = 10 nm (the question mark remarks the challenge
of controlling FM magnetization). Figure a) has been adapted from
ref.105
The investigation made by Lambert et al.105 focuses on the study
of this competition in Fe/MgO bilayers grown on top of different ma-
terials (V and Cr). When the Fe/MgO bilayer is grown on top of
V it shows a deadlayer (not magnetically active) thickness (tdl = 0.3
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nm) in contrast to the Fe/MgO bilayer grown on top of Cr where
(tdl = 0) (see figure 3.1a). Essentially the competition between vol-
ume and surface anisotropy is calculated, and the authors conclude
that the volume anisotropy (KV ) is small compared with the surface
anisotropy (KS) for the thicknesses considered (t < 2 nm). Because
of this the magnetization of the films studied tend to stay naturally
oriented out-of-plane (PMA).
Our Fe/MgO bilayers are made of a 10 nm thick magnetically soft
Fe layer (see figure 3.1b) and therefore, further down in this chapter,
we are going to study as well the competition between volume and
surface anisotropies in section 3.4.3. Micro-magnetic simulations were
made using MuMax399 taking advantage of the calculated parameters
from ref.105 in order to understand how can we control the remanent
FM magnetization orientation applying an external magnetic field.
Now we continue the chapter with the description of the growth
and normal state properties of SC-MTJs before the thorough study of
the different possible magnetic configurations of the FM electrodes.
3.2. Sample growth and junction types
The fabrication of the epitaxial magnetic tunnel junctions with su-
perconducting electrodes was carried out by the group of professors
Coriolan Tiusan and Michael Hehn within a collaboration project be-
tween the Magnetrans-UAM group and the Institute Jean Lamour,
Nancy Universite` (France). Details on the growth method (for a dif-
ferent type of samples measured also in this laboratory) are described
in ref.106.
The complete structures are, for the single-barrier samples (con-
tacted layers in red):
• MgO(100) substrate/MgO(10 nm)/Cr(2 nm)/V(40 nm)/MgO(2
nm)/Fe(10 nm)/Au(15 nm)
and for the double-barrier samples:
• MgO(100) substrate/MgO(10 nm)/Cr(2 nm)/V(40 nm)/MgO
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(2 nm)/Fe(10 nm)/MgO (2 nm)/Fe(10 nm)/Co (20 nm)/Au(15
nm)
• MgO(100) substrate/MgO(10 nm)/Fe(45 nm)/MgO (2 nm)/V(40
nm)/MgO (2 nm)/Fe(10 nm)/Co (20 nm)/Au(15 nm)
The MTJs were elaborated by molecular beam epitaxy (MBE) in
a chamber with a base pressure of 1.33 × 10−10 mbar. The samples
were epitaxially grown on (100) MgO substrates, previously annealed











Figure 3.2: Realistic sketch of our SC-MTJs. a) SIF , b) SIFIF and
c) FISIF layer configurations.
3.2.1. Single-Barrier junctions
Below we describe in more details the single barrier (SB) junctions.
The mentioned first annealing stage (of the MgO substrate) does not
completely remove the carbon impurities from the substrate. In order
to trap the C on the substrate, a 10 nm thick seed MgO underlayer
can be grown at 400◦C on the substrate before the deposition of the
2 nm thick Cr layer deposited at 30◦C. Then a 40 nm thick V layer is
deposited at 28◦C and is annealed at 400◦C during 10 min and again
at 500◦C during 30 min to improve the surface quality. After this
the 2 nm thick MgO barrier is grown with a Knudsen cell which slow
down the deposition rate, from ∼ 1A˚/s down to few monolayers per
minute. In this regime, when growing the tunnel barrier, the thickness
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is counted using reflectance high-energy electron diffraction (RHEED)
intensity oscillations. Annealing improves the surface quality (see fig-
ure 3.3a) indicated as the full continuous lines, in contrast to a rough


















Figure 3.3: Sample growth data from SIF junctions. Reflectance
high-energy electron diffraction (RHEED) measurements: a) after an-
nealing the V layer at two different angles of the surface square lattice
and b) after the deposition of the MgO insulating barrier. Figures by
courtesy of C. Tiusan et al.107, CNRS IJL Nancy/Technical University
of Cluj Napoca.
Then the 10 nm thick Fe layer (soft FM) was grown on top of the
insulating MgO barrier at 89◦C, and afterwards annealed at 400◦C for
20 min. Finally the MTJ stacks are capped with a Au protective layer
15 nm thick grown at 121◦C.
The contacted layer configuration is V/MgO/Fe, and is referred to
in this thesis as a superconductor/insulator/ferromagnet (SIF) junc-
tion (see figure 3.2a). In the particular cases where the experiments
are made at temperatures higher than Vanadium’s TC the junction
will be named NIF (normal-metal/insulator/ferromagnet).
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3.2.2. Double-Barrier MTJs
We have measured two types of layered configurations in the dou-
ble barrier (DB) junctions, one is the V/MgO/Fe/MgO/Fe/Co, which
is referred to in this thesis as superconductor/insulator/ferromagnet/
insulator/ferromagnet (SIFIF) junction, and the Fe/MgO/V/MgO/
Fe/Co, which is referred to in this thesis as ferromagnet/insulator/
superconductor/insulator/ferromagnet (FISIF) junction. Again re-
garding the nomenclature, at above Vanadium’s TC measurements,
the samples will be named NIFIF and FINIF.
Starting with the SIFIF sample, again after the 10 nm underlayer
of MgO, a 2 nm thick Cr layer was deposited at 31.7◦C, followed by a
40 nm thick V layer grown at 29.1◦C. Then the sample is annealed at
500◦C for 30 min, and again at 220◦C for 45 min (RHEED patterns in
figure 3.4a). After this, the first 2 nm thick MgO barrier is deposited
(figure 3.4b) at 72◦C, then the first 10 nm thick Fe (soft FM) layer is
grown at 64.5◦C and afterwards annealed at 400◦C for 20 min (figure
3.4c). Now the second 2 nm thick MgO barrier is deposited (figure
3.4d) at 80.2◦C. After this the second 10 nm thick Fe layer is grown at
72◦C and annealed also at 400◦C for 20 min. Then a 20 nm Co layer
is grown at 97◦C, conforming together (the Fe/Co bilayer) the hard
FM. Finally the MTJ stacks are capped with a Au protective layer 15
nm thick grown at 80◦C.
Ending the growth description with the FISIF sample, after the 10
nm underlayer of MgO, a 45 nm thick first Fe (soft FM) layer is grown
at 29.6◦C and annealed at 500◦C for 30 min (RHEED patterns in figure
3.5a). After this the first 2 nm thick MgO barrier was deposited at
72.8◦C (figure 3.5b) followed by the 40 nm thick V layer grown at
67.6◦C. Then the sample was annealed at 450◦C for 30 min (figure
3.5c). After this the second 2 nm thick MgO barrier was deposited at
106◦C (figure 3.5d). Then the second 10 nm thick Fe layer is grown
at 89◦C and annealed also at 400◦C for 20 min and a 20 nm Co layer
is grown at 86◦C, conforming together (the Fe/Co bilayer) the hard
FM. Finally the MTJ stacks are capped with a Au protective layer 15
nm thick grown at 77◦C.
After the MBE growth, all the MTJs were patterned with lateral
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Figure 3.4: Sample growth data from SIFIF samples. Reflectance
high-energy electron diffraction (RHEED) measurements: a) after an-
nealing the V layer at two different angles of the surface square lattice,
b) after the deposition of the first MgO insulating barrier, c) after an-
nealing the first Fe layer (soft FM) and d) after the deposition of the
second MgO insulating barrier. Figures by courtesy of C. Tiusan et
al.107, CNRS IJL Nancy/Technical University of Cluj Napoca.
sizes from 10 to 60 µm by a combination of UV lithography and Ar
ion etching, controlled step-by-step in situ by Auger spectroscopy106.
The photo-lithography protocol consists in 4 steps (see figure 3.6).
First step consist of patterning the top electrode, the flat sample is
covered with a photo-resistive mask using UV lithography and then
etched with an Ar ion beam (see figure 3.6a). Second step aims to
patterns the bottom electrode, from step 1 the sample is covered again
with a photo-resistive mask using UV lithography and then etched
with an Ar ion beam (see figure 3.6b). Third step encapsulates the
structure with SiO2, from step 2 the sample is covered with a photo-
resistive mask but this time is used to protect the top and bottom
electrodes from the SiO2 sputtering (see figure 3.6c). Finally step 4
consists in sputtering the Al contacts (another photo-resistive mask
is used to separate top from bottom contacts) leading to the final
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Figure 3.5: Sample growth data from FISIF samples. Reflectance
high-energy electron diffraction (RHEED) measurements: a) after an-
nealing the first Fe layer (soft FM) at two different angles of the surface
square lattice, b) after the deposition of the first MgO insulating bar-
rier, c) after annealing the V layer and d) after the deposition of the
second MgO insulating barrier. Figures by courtesy of C. Tiusan et
al.107, CNRS IJL Nancy/Technical University of Cluj Napoca.
structure (see figure 3.6d).
During the work on this thesis we have measured only samples
of the same area (400µm2) for an easy comparison with only a few
exceptions which we will point out specifically. The selection of that
particular area is also because our electronic circuit set-up is designed
to measure samples with resistances in the range from about 1kΩ to
several 100kΩ (see electronic circuit details in section 2.1).
3.3. Normal state conductance
We start with the discussion of the conductance measurements
made above the critical temperature in order to compare the varia-
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Figure 3.6: Photo-lithography protocol steps: patterning the top a)
and bottom b) electrodes (steps 1 and 2), c) SiO2 encapsulation ox-
ide (step 3), d) sputtering of the metallic contacts (step 4), e) stack
of masks. Figures by courtesy of C. Tiusan et al.107, CNRS IJL
Nancy/Technical University of Cluj Napoca.
tion of the conductance with the introduction of a V electrode or when
V is inserted in between Fe layers. The introduction chapter explained
the concepts of coherent tunneling between different materials (section
1.3.4) when strong SOC is present at their interfaces (section 1.3.5).
Magnetism is going to be fully addressed in the following section3.4.
All the measurements shown below have been made in the same mag-
netic state (P state) and at a fixed low temperature above the critical
one (typically at 10 K).
A total of 15 samples have been measured: 4 SIF, 5 SIFIF and 6
FISIF samples. We start by comparing the normal state conductance
of each of the different types of samples in order to get some statistics.
We observe from figure 3.7 that each type of sample shows a very
similar bias dependent conductance. This might look obvious but
taking into account the amount of particularities of measuring each
of them separately this can be taken as one proof of the extreme
quality of the fabrication process. In the particular case of the NIF
type, the conductace of two of them is very similar whereas one is
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Figure 3.7: Normal state conductance (at T=10K) showing the dif-
ferent sample’s statistics for a) the NIF type, b) the NIFIF type and c)
the FINIF type. A total of 15 samples have been studied but only in 3
of each type we made proper normal state conductance measurements
(colored curves correspond each to a different individual sample).
10% higher. This accounts for the fact that real samples have slightly
different behaviors and its very difficult to account for that when they
are selected in the stage when they are contacted (previous to their
measuring).
Let’s now compare them with one another. Looking at the two
graphs shown in figure 3.8 it seems clear that the conductance behavior
has to be analyzed separately in the low bias and in the high bias
regime. The low bias regime shows that the conductance is the lowest
in the FINIF sample, being an order of magnitude below in comparison
with one of the NIF and the NIFIF samples. These differences could
be explained by coherent tunneling. Indeed, looking at the conduction
band structure model (see figure 3.9), one observes that near the Fermi
level V has only ∆2 states which are not present in Fe for the majority
channel, therefore the conductance is expected to be very low in the
barrier when tunneling Fe↔V.
The dramatic decrease of the normal resistivity of our V/MgO/Fe
junctions compared to the previously studied Fe/MgO/Fe MTJs2 is
an evidence of the restrictions of MgO filtering added to the non-
matching symmetries of this two different materials (see figure 3.9).
Such restrictions should be reduced only above 2.3 eV leading to a ∆1
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Figure 3.8: Conductance comparison at the a) low bias and b) high
bias ranges between the three samples under study. Measurements
made at T=10K and in P state (case of NIFIF and FINIF). In part b)
the quasi-parabolic dependence of tunneling conductance versus bias


































Figure 3.9: Band structure model for electron transport between Fe
and V. Inside the bulk Fe, the solid (dotted) lines refer to Fe majority
(minority) carriers. MgO filters nearly all symmetries except for ∆1.
Coloured arrows depict symmetry matching. DOS calculation made
by C. Tiusan using the program Wien2k.108
contribution to conductance which is weakly filtered by the MgO bar-
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rier. However, the thin MgO barrier usually can not sustain such high
bias and it may break down before (creating a hotspot or a pinhole).
On the other hand, in the high bias regime (figure 3.8b) we can see
the expected parabolic conductance behavior typical of MTJs109–111.
The difference in the parabolas between the SB-MTJs and the DB-
MTJs is explained because of sequential tunneling. As the voltage
increases sequential tunneling helps electrons to increase their tunnel
transparency (case of DB-MTJs). It is not until ranges of more than 1
V when electrons start having open the ∆2 majority channel in Fe (see
figure 3.9). The small increase at low bias of the NIF conductance is
understood as due to the defects (which have energy typically in the
range of tens of mV) helping the electrons to overcome the barrier.








































Figure 3.10: NIF conductance increasing the applied voltage step by
step with the aim to reach the breakdown threshold. The maximum
applied bias for parts (a-d) was correspondingly 0.25, 0.7, 1.2 and 2 V.
The sample endured up to 2.2 V. The measurements were made at a
base temperature of 5 K.
A very interesting study was made for a NIF sample when we
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increased step-by-step the voltage in order to reach the threshold
at which the sample would breakdown creating pinholes (see figure
3.10). The sample endured 2.2 V and then the conductance increased
suddenly due to the creation of pinholes (high transmitting channels
across the barrier). The reproducibility of each curve is really good
taking into account that above 1 V the joule effect could increase the
sample’s temperature a few degrees. The previously mentioned incre-
ment of conductance below 150 mV clearly seen in figures 3.10a and b
could be linked to an opening of conductance channels due to defect
scattering. This scattering is expected to change the orbital symmetry
of electrons and may transform ∆2 channels into highly transmitting
∆1 channels not filtered by the MgO barrier. At very high voltages
the conductance shows a trend towards a parabolic dependence on
the voltage (figure 3.10c). When the maximum range of 2 V is used
we can see the appearance of the extra peak in conductance followed
by a conductance reduction for the positive biases. We attribute this
behavior to the appearance at the Fermi level of ∆2 channel and at
the same time disappearance of the ∆1 conductance channel for the
majority Fe carriers (see figure 3.9).
To finish the study of the normal conductance we are going to fit
the IV curve for each type of sample to Brinkman’s model9. The fit-
ting parameters will give us a rough idea of the average height, the
asymmetry and the thickness of the barrier. Because of the simplicity
of the model it doesn’t take into account coherent tunneling, spin fil-
tering, SOC, possible defects, etc. Therefore we will use the obtained
information only to have an approximated idea of the barrier parame-
ters. The correlation between the SB-MTJs and the DB-MTJs within
Brinkman’s model should only be clear in the barrier thickness com-
parison which should be bigger in the DB-MTJs than in the SB-MTJs.
Looking at the obtained fitting parameters (see figure 3.11) for
the NIF and NIFIF samples we see that they roughly agree with the
thickness of the barrier (d) in the growth description. This is not
the case for the FINIF junctions. If we look at the average height
of the barrier (ϕ¯) it agrees at high voltages with the fact that the
NIF sample has the lowest conductance of the three types of junctions
studied (see figure 3.8b). The asymmetry of the barrier (∆ϕ) is the
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Figure 3.11: Brinkman’s fit9 of a high bias IV curve measurement
made at T=5K on a NIS sample. The fitting parameters are the av-
erage barrier height (ϕ¯), the asymmetry of the barrier (∆ϕ) and the
thickness of the barrier (d).
lowest in the case of the FINIF sample which agrees with the fact that
this sample is the only one of the three types which has a symmetric
layer configuration.
From this paragraph we conclude on the epitaxial nature of the
junctions under study. Low bias excess conductance in SB junctions
point out towards orbital symmetry braking at the interface which
could be due to SOC among other factors such as surface states. Now
we are going to describe the different magnetic states of the FM elec-
trodes studying the competition between their magnetic anisotropies.
It is of utmost importance to understand the behavior of the magne-
tization for the next chapter when superconductivity comes into play.
3.4. Magnetic states
The field of spintronics takes advantage of the conduction electron
intrinsic angular momentum (spin) and its associated magnetic mo-
ment, in addition to its fundamental electronic charge. One way of
interacting with the spin, is through the magnetization of a FM. Elec-
trons traveling through a FM material tend to align their spin with
the surrounding FM magnetization defining the magnitude of spin
current polarization P (given by expression 1.5). In our experiments
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we can change the magnetization of the FM by applying and external
magnetic field in any direction of space (3D vector magnet).
The reference system (figure 3.12) for the experiments on the study
of the possible remanent states in 10 nm thick Fe electrodes has been
chosen following the reference frame of the 3D vector SC magnet.
Thereby, the external magnetic field maximum ranges are: HZ−MAX =
3.5 T, HX−MAX = 1 T and HY−MAX = 1 T. All the experimental
data, in reference to the magnetic field application, shown in this the-
sis has been previously re-calibrated taking into account the possible
misalignment explained in section 2.6.2.
Figure 3.12: Experimental reference axis system in a sketch of a SIF
sample, X is the out-of-plane direction and Y and Z the in-plane direc-
tions. Illustrated in the sketch is a rotation of the external magnetic
field (H) in the YZ plane.
As mentioned, in our DB-MTJs one of the electrodes is made to be
a soft FM and the other a hard FM. A typical in-plane TMR of each of
the DB-MTJs is shown in Figure3.13. Experimentally, the detection
of the magnetic state of the FM magnetization is made by measuring
the field dependent conductance (or resistance) across the junction at
low biases not exceeding 10 mV.
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3.4.1. In-plane magnetization measurements
The magnetization’s behavior (remanence, coercive fields, etc) de-
pends on the competition between crystalline, volume (or shape) and
surface anisotropies, as well as the interaction between both FM layers
(exchange) in the case of the DB-MTJs. Due to the growth of the sam-
ples, the plane of the layers and the crystalline Fe bcc easy axis are the
same (100)106. Because of that, in addition to the shape anisotropy,
the coercive fields of the FM layers are lower in the in-plane directions
than in the out-of-plane one and thereby the FM magnetization will
follow much easily the external magnetic field if its applied in-plane.




































Figure 3.13: Example of a typical in-plane TMR in a NIFIF a) and
a FINIF b), both taken at T=5K. In-plane coercive fields are, for the
NIFIF HC−soft ∼ 5− 10Oe and HC−hard ∼ 400Oe, and for the FINIF
HC−hard ∼ 400Oe. The normal TMR in the NIFIF junction contrast
with the inverse TMR in the FINIF junction. Green arrows indicate
the hysteresis cycle history.
The in-plane TMR measurements have been always the first ex-
periments done in all samples measured. In DB-MTJs TMR mea-
surements also provide an indirect view of the quality of the sample.
For our NIFIF samples the estimated maximum value of the TMR
is around 40% (see figure 3.13a), and for our FINIF samples it was
around −3% (see figure 3.13b). We will address this characteristic in
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next section 3.4.2. If the value of the TMR is lower than the mentioned
one, it would be a clear sign that the selected sample is of poor quality,
normally due to problems during its growth or that some hotspots or
pinholes might have appeared. These low quality samples normally
had a exceedingly high noise level and a very high conductance most
probably because of the presence of highly transmitting channels (no
longer in the tunneling regime). Those samples (usually a minority)
were directly discarded.
Figure 3.13 demonstrates that the two DB-MTJs have qualitatively
different magnetic behaviors. The two FM layers are, in both samples
and at low temperatures, anti-ferromagnetically (AF) coupled, which
means that the dipole interaction is strong enough to overcome the ex-
change interaction between them. However, such effects are relatively
weak in the NIFIF, where one can achieve a parallel FM configuration
without an external field applied (figure 3.13a). In order to achieve a
parallel magnetic configuration in the FINIF sample one must apply
a strong in-plane field, and the only remanent magnetic configuration
possible is anti-parallel (figure 3.13b).
We have already mentioned that to study the interaction between
SC and FM (to be introduce in the next chapter), it is important to
have the different remanent magnetic configurations available. The
in-plane rotation sketched in figure 3.14a in the NIFIF sample, shows
the three different in-plane magnetic configurations possible: Parallel
(P), Anti-parallel (AP) and perpendicular (Perp.). By making a rota-
tion with an external field lower than the hard FM coercive field, we
maintained the hard FM magnetization fixed and rotated only the soft
FM magnetization (figure 3.14b). The three in-plane (Perp. state out
of plane will be discussed further below) magnetic configurations stay
(in the NIFIF sample) remanent during an extended period of time
(more than weeks experimentally). It is clear (from figures 3.14b,c)
that the soft FM magnetization follows the external field in jumps
between four different directions which correspond to the direction of
the Fe crystallographic easy axis.
Then, in the NIFIF sample, figure 3.14 demonstrates that the three
in-plane magnetic configurations (P, AP and Perp.) can be perfectly
controlled with the external magnetic field. As shown in figure 3.13a
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Figure 3.14: In-plane rotation of the magnetization of the soft FM
layer in the NIFIF sample. a) Front view sketch of a spin-valve
Fe/MgO/FeCo. The magnetization of the FeCo (hard FM2, grey ar-
row) remain fixed, and the magnetization of Fe (soft FM1, red arrow)
rotates. Part b) and c) shows the same rotation made at an exter-
nal field with a module of 200 Oe in a cartesian and a polar plots
respectively.
and in our further experiments these magnetic configurations may
remain remanent.
Having demonstrated the existance of those three different mag-
netic states at low temperatures ables us to apply the Slonczewski
formula112 to evaluate the spin polarization of the FM electrodes (P).
The total resistance across the NIFIF sample is the straightforward
sum of the resistance across its two tunnel barriers, the NIF and the






G2(1 + P 2 cos θ)
(3.1)
where GNIF = G1 is constant and GFIF = G2(1+P 2 cos θ) depends
on θ which is the angle between the two FM magnetizations (i →
P=0◦, AP=180◦ and Perp.=90◦). Solving formula 3.1 for the values
from figure 3.14b, we obtain a rough value of the polarization P ≈ 0.7
which confirms the effective spin filtering made by the MgO barriers.
In the NIF sample, an in-plane rotation does not show any differ-
ence in resistance because it only has a single FM layer. But as we
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mentioned in 1.3.6 the absolute orientation of the single FM magneti-
zation with respect to the crystallographic axis might show a magne-
toresistive effect (TAMR). We can compare the experimental results
from Moser et al.24 where they study a Fe/GaAs/Au MTJs with our
own V/MgO/Fe samples (shown in figure 3.15). Both are in-plane























Figure 3.15: In-plane rotations of low bias conductance made on the
NIF sample at 10 K. The rotations were me with an external field
applied of Hmod =0.5kOe (blue) and Hmod =2kOe (red). The applied
bias was V=5mV. Due to the measurement resolution limit (∼ 1% we
can’t appreciate any finite TAMR.
Comparing results shown in figures 3.13a and b, we observe that
the TMR of the FINIF sample shows a different behavior than the
TMR of the NIFIF one. In the FINIF MTJ, the only in-plane rema-
nent magnetic configuration at zero external field is AP. For achieving
a P state one must apply a high external magnetic field, on the other
hand, the Perp. state is impossible to achieve due to the AF coupling.
We will discuss in the next paragraph the behavior of the electrodes
magnetization in the FINIF layer configuration.
3.4.2. TMR in FINIF samples
As explained in section 1.2.1, in a TMR measurement in classic
FIF junctions, the parallel state (P state) is usually the low resistance
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state whereas the anti-parallel state (AP state) is the high resistive
one. When P state is the high resistance and AP state the lower
one then there is a so called inverse TMR. In the FINIF samples, a
polarized electron penetrates into the normal-metal from one of the
electrodes but because the thickness of the normal-metal is larger than
the spin conservation (spin decay) length, the electron gets depolar-
ized. Indeed, the TMR is decreased from 40% in the NIFIF samples
roughly to a 3% shown in the FINIF samples (see figure 3.13).
The inversion of the TMR is an issue that has been addressed
in many recent studies113, 114, 115, 116. Below we briefly discuss a few
possible reasons for the observed inverse TMR.
The investigation made by De Teresa et al.116 and Sunaga et al.114
take into account the possible influence of the density of states (DOS)
of the material in the form a peak distortion of the DOS when the
junctions in the high bias regime. Other sources of having inverse
TMR have been studied by Gao et al.113 in FeCo/MgO interfaces
where they found an inverse TMR attributed to the oxidation of the
FeCo/MgO interface providing a negative spin polarization.
Finally, one should not exclude that ∆2 channel blocking of the
transport through V to be the origin of the inverse TMR (see sketch
in figure 3.16).
In the higher conducting P state where the 2 MgO barrier are
transpartent for ∆1 current and only two SOC events are needed at
MgO/V interfaces to provide high current. On the other hand on the
AP state ∆2 and ∆5 states in Fe are less transparent for the MgO and
with one or two scattering events in order a lower current through the
device may be expected.
3.4.3. Out-of-plane magnetization and PMA
We have already pointed out that in the absence of metastable
states, the equilibrium orientation of the magnetization of a thin FM
film is a result of the competition between the crystalline, shape (or
volume) and surface anisotropies. The crystallographic axis in our
samples matches the plane of the sample thus the competition comes
from shape versus surface anisotropies. If the thickness of the ex-
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Majority Fe Minority Fe
Figure 3.16: Band structure model for electron transport in the
FINIF junction. On the P state (upper part), the ∆2 channel is blocked
in both interfaces whereas on the AP state (lower part) the ∆2 channel
is only blocked between the Fe majority channel and V.
tensive FM layer substantially exceeds values of about 10 nm, the
shape anisotropy dominates and tends to align the magnetization in-
plane. On the contrary if the film is thinner than 2 nm the surface
anisotropy tends to align the magnetization out of plane, leading to
PMA. Recent trends in spintronics using magnetic tunnel junctions
(MTJs) take advantage of PMA to provide large tunneling magne-
toresistance (TMR), enhanced thermal stability101, low spin torque
switching currents102, 103 and record small lateral sizes104.
Previously we have discussed only in-plane measurements. As we
show, our 10 nm thick Fe layers ables us to change the magnetization
of the film either in-plane or out-of-plane and that the magnetization
stays remanent at low temperatures when switching off the external
field as it is shown in figure 3.17b. To detect a change in the resistance
across the junction we need a sensor, which is the second FM. Thereby
we measure in this way the change of the relative orientation between
two FM. The sample with the highest TMR is the NIFIF, thus we
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are going to study the out-of-plane magnetization behavior with this
sample (sketch in figure 3.17a).
Out of plane
In-plane























Figure 3.17: Part a) shows a sketch of the NIFIF sample indicating
the in-plane and out-of-plane directions. Part b) shows a room tem-
perature TMR made sweeping the field both in-plane and out-of-plane.
Three remanent magnetic states are clearly distinguishable P, AP and
Perp. states.
One of the main experimental findings of the present work is that
the out of plane TMR of the NIFIF sample shows an asymmetric be-
havior at low temperatures (see figure3.18a). We note that both the
out of plane an the in-plane TMR are symmetric at room temperature
(see figure3.17b) and the in-plane TMR continues to behave symmet-
rically at low temperatures (see figure3.18b). On the contrary, the out
of plane TMR changes its behavior when the temperature is decreased
below 80 K. This is a robust response taking place in all the NIFIF
samples measured. Moreover the hysteresis cycle has qualitatively
the same asymmetry whichever the sweeping direction of the external
magnetic field we choose. Figures 3.18a and 3.19a cycle histories are
0kOe → +3kOe → -3kOe → +3kOe → 0kOe, starting from P state
(in-plane).
We have planned different measurements with distinct magnetic
field histories to figure out the behavior of the out of plane magne-
tization including changes in the starting magnetization state (P or
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Figure 3.18: Part a) shows a perpendicular asymmetric TMR taken
at T=5K. Red arrows indicate the hysteresis cycle history. Part b)
shows how the in-plane TMR remains symmetric at low temperatures
increasing just the hard coercive fields. All TMRs were measured at
V=5mV.
AP in-plane states), and changes in the temperature. For most of the
measurements we even repeated them but with opposite sweeping his-
tory (see figure 3.19b) and the cycle remains with the same asymmetry
just changing the switching fields (soft FM out-of-plane coercive field).
Moreover, we made measurements up to Hext = 7kOe (the limit of our
SC magnets is 10kOe) with the idea of looking if the switching field
for the positive direction of the external magnetic field wasn’t reached
at 3kOe (figure 3.18a) and the result is that it should be higher than
7kOe.
Figure 3.20 shows the comparison between high field perpendicular
TMRs starting from P (figure 3.20a) and AP (figure 3.20b) states at
high (T=80 K) and low temperatures (T=0.3 K) (the measurements
are different from the one shown in figure 3.19). Even with an external
perpendicularly applied field of Hext = 7kOe there is no switch on the
magnetization of the soft FM layer, which remains parallel to the
hard one. A strong magnetization asymmetry in the angle between
the soft and hard layers is evident. Only in the negative perpendicular
direction there is a change in the relative orientation between the two
magnetizations. First the soft layer switches to a Perp. state (step
with about a 10% of TMR). Such Perp. state however, due to the
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Figure 3.19: Perpendicular TMRs made at 5 K. Hysteresis cycle
history of: a) 0kOe → +3kOe → -3kOe → +3kOe → 0kOe and b)
0kOe → -3kOe → +3kOe → -3kOe → 0kOe.





































Figure 3.20: High field perpendicular TMRs at different tempera-
tures and for a different sample from the one shown in figure 3.18a.
Starting the measurement from a) P state and b) AP state. Colored
arrows indicate the hysteresis magnetic field sweep history. Three re-
manent magnetic states are achievable: P, AP (in-plane states), and
Perp. (out-of-plane state). The latter can only be achieved by apply-
ing a negative external magnetic field. Hysteresis cycle history: 0kOe
→ +7kOe → -7kOe → +7kOe → 0kOe
antiferromagnetic coupling of the electrodes, becomes unstable when
continuing the increase of the field and ends switching into AP state.
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The difference in the switching field value to from in-plane states (P
or AP) to Perp. if compared with the previous figure 3.18a could be
attributed to the increment on the saturating fields used in addition
to the fact that the low temperature (T=0.3 K) measurement was
made below the critical temperature of V, thereby the magnetic field
becomes nonuniform and might contribute to this effect.
Additionally the Perp. state becomes more robust (even rema-
nent at zero field) at low temperatures which agrees with our T=0K
simulations discussed below. As expected, in the limit of higher neg-
ative fields, the relative angle between magnetization of the soft and
hard layers reduces approaching gradually towards P state which is
expected to occur above 16 kOe which is outside our experimental
range. Heating up to 80 K substantially suppresses the metastable
Perp. state for the initial P alignment while it stays present for the
initial AP alignment. We tentatively link this difference to the follow-
ing idea. Domain walls probably present in the AP state may stabilize
a metastable Perp. state even at high temperatures.
In the FINIF sample we observe that the AF coupling is much
stronger that the influence of PMA, thus its effect could be neglected.
As shown in figure 3.21 there is no hysteresis in the cycle when sweep-
ing the external magnetic field out of plane. At zero field the ground
magnetic state is AP state (due to AF coupling). When an out-of-
plane external field is applied, at the beginning (0-4kOe) there is just
a small rotation of the AP state and if the field continues to increase
(above 4kOe) then the soft FM starts to rotate to a Perp. state but as
there is no jump-like transition it is difficult to assert the exact value
of the external field for reaching a full Perp. state.
3.5. Simulations of PMA
In order to understand deeper the mechanism behind different
magnetization orientations due to competing anisotropies we have car-
ried out micromagnetic simulations. Although the simulations were
done for the structure which consisted of two FM layers (one of then
soft and the other hard), we concentrate here mainly on the case when
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Figure 3.21: Part a) shows a sketch of the FINIF sample indicating
the in-plane and out-of-plane directions. Part b) shows a perpendicular
TMR measured at T=5K normalized by the P state resistance taken
from figure 3.13b. Green arrows indicate the hysteresis cycle history.
the coupling between them is negligible. This allows us to better un-
derstand the grund and metastable states of the single FM layer with
the competing anisotropies and with the possibility of having broken
symmetry at one of the interfaces. In order to thoroughly investigate
the behavior of the soft FM layer magnetization, we have simulated its
magnetic field dependence at T=0K by using MuMax3 code99. The
PMA is characterized by an effective anisotropy constant (Keff ) that
has a volume contribution (KV ) and a surface or interface contribution
(KS).
Keff = KV +K(I)S /t+K
(II)
S /t
where K(I)S and K
(II)
S are the surface anisotropies at the interfaces
(I) and (II) respectively, and t is the FM layer thickness. As men-
tioned, the competition between volume and surface anisotropies is
the key factor to manipulate the FM thin layer magnetization (see
figure 3.22).
Surface anisotropies KS may range between KS ≈ 1 × 10−3J/m2
in ultrathin Co, Fe and Ni films117 and KS ≈ 3 − 4 × 10−3J/m2 in
CoFeB/Pt interfaces118. It appeared that MgO/Fe interfaces show
PMA substantially exceeding the values reported for the prototype
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d   10 nm∼
d >> 10 nm
d < 2 nm
Figure 3.22: Competition between shape and surface anisotropies
dependence on the film thickness. Part a) shows an in-plane magneti-
zation in the limit of thick FM films, part b) an out-of-plane magne-
tization in the limit of thin FM films and part c) shows how with 10
nm thick films one can switch with an external magnetic field between
the magnetization directions in-plane and out-of-plane. Part d) shows
the sketch describing the system used in the micro-magnetic simula-
tions. Pink stripes indicate the presence of PMA within the FM (at
the interfaces).
Co/Ni(111) system119. First-principles calculations give values of KS
ranging between 1.5×10−3J/m2 and 1.8×10−3J/m2 (see ref.120) in rea-
sonable agreement with experiments101, 121, 105. The main source of the
PMA at MgO/Fe interface has been suggested to be the SOC emerg-
ing from the reduced interfacial symmetry of the Fe d-orbitals and O
p-orbitals. Changing the nature of the normal-metal in NM/Fe/MgO
(NM=V;Cr)105, the transition between in-plane and out-of-plane anisotropy
remains between 4 and 6 Fe monolayers. The critical thickness of the
spin reorientation transition101 is difficult to increase above a few nm
without the need of a permanent application of an external magnetic
field stimulus122. Reducing the bulk magnetization through doping
with V or Cr impurities the bulk Fe reduces the easy-plane demag-
netizing energy and moves slightly the critical thickness of the spin
reorientation transition123. Decreasing the temperature down to 5K
has rather limited impact on the critical thickness for the spontaneous
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out-of-plane magnetization alignment and leads to the PMA and the
saturation magnetization enhancement124, 125. The most common fer-
romagnetic thin film used is grown by Molecular Beam Epitaxy (MBE)
and typically incorporate 10 nm thick Fe (or FeCo) soft (or hard) FM
layers usually separated by MgO barriers110, 106, this thickness allows
the magnetization of the film to be controlled due to the competition
between its magnetic anisotropies.
Figure 3.22d shows the simulated soft Fe layer interfaced by two
MgO barriers. The simulation parameters used for Fe are: satura-
tion magnetization Ms = 1700 × 103A/m, exchange stiffness Aexch =
21 × 10−12J/m, damping α = 0.02 and cubic anisotropy Kc = 4.8 ×
104J/m3, the interfacial layers with PMA include the surface anisotropy
term KS. The results are independent on whether the MgO is rep-
resented as vacuum or as a weakly (with a susceptibility of 10−7)
diamagnetic material. The parameters used for Cobalt are: Ms =
1400 × 103A/m, exchange stiffness Aexch = 30 × 10−12J/m, damping
α = 0.02. To simulate the extensive in-plane dimension (in conpari-
son with the thickness), the simulated structure is set to 50× 50 nm2
with periodic boundary conditions. The space was discretized in
16 × 16 × 147 cells. With this discretization we have solved the mi-
cromagnetic problem using different models (see figure 3.23) of the
interface anisotropies.
The spin reorientation transition has been simulated in different
ways. One is model M1 which uses a single step variation of the
PMA within the first atomic layer 3.23. This corresponds to the vac-
uum/Fe/vacuum case discussed in ref.120. The other model M2(i-iii)
allows different PMA variations in steps of half a lattice period a/2
(i.e. Fe atomic layer). The model M2i, which shows an oscillatory
decay of PMA inside the Fe is the closest to the numerical predictions
for the MgO/Fe/MgO structure120.
Model M2i uses the following uniaxial surface anisotropy KS dis-
tribution in percentages: 65% for the first layer of Fe atoms and 30%
for the second one. The third layer, following the DFT results120,
has a uniaxial in-plane anositropy (instead of out-of-plane) of roughly
10% (shown as a “negative” contribution in figure 3.23). Finally 5%
is assigned to the forth layer. In general, the concentration of the
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Figure 3.23: Sketch of the different possible distributions of the sur-
face anisotropy KS explored in simulations. The blue prism represents
the PMA variation within model M1, in this case, all concentrated in
the first interfacial atomic layer. There are three other configurations
within model M2(i-iii) represented by red, green and grey prisms. The
total energy corresponding to PMA has been kept constant.
surface anisotropy KS within the first four atomic Fe layers quali-
tatively follows the DFT results120. It also introduce the predicted
Friedel-like decay of the surface anisotropy between in-plane and out-
of-plane (PMA) anisotropies. The other versions of the model M2(ii
and iii) modify the Friedel-type PMA decay in a more monotonous
PMA variation.
In figure 3.24 we see the different magnetization reorientation tran-
sitions (magnetization jumps) when simulating the effect of an exter-
nal perpendicular magnetic field on the 10 nm thick Fe layer. The
different models keep the total PMA energy fixed. The introduction
of the Friedel-like PMA variation120 (model M2i) softens the reorien-
tation transition with respect to models M2ii-iii. Although the M1
PMA distribution softens also the reorientation transition, it reduces
the nonvolatility of the zero field remanent magnetic state, in contrast
to the experimental observations.
Few factors may contribute to some discrepancies between experi-
ments and simulations. The presence of asymmetrically located inter-
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Figure 3.24: Simulation of the normalized, by the saturation mo-
ment (Msat), perpendicular (z) component of the magnetization of the
interfacial first layer of the 10 nm thick Fe using the different mod-
els. The inset represents the variation of the maximum (normalized
by the saturation magnetization) jump in the z component magneti-
zation during the spin reorientation transition (KS) when simulated
with model M2i for two different spatial distributions of the saturation
magnetization. Red arrows indicate the magnetic field sweep history.
facial defects could lead to a higher order contribution to the PMA126.
Among other possible sources of the discrepancies could be the value
of the effective Fe moment in the proximity to the Fe/MgO interface.
Some reports point towards an enhanced (up to 25%127,128) interfacial
magnetic moment at the ferromagnet/oxide interface. Our simula-
tions however show that critical values of the surface anisotropy KS,
needed for the spin reorientation transition, are closer to those ob-
tained by DFT once we reduce the saturation magnetization (Msat)
only at the first interfacial atomic layers at both interfaces (see inset
to figure 3.26). Looking at the inset of figure 3.24, the curve 1 uses
a constant value of Msat = 1700× 103 A/m while curve 2 is obtained
by using a 25% reduced interfacial values of Msat. The first plateau
in both dependences correspond to a transition between near in-plane
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to near out of plane magnetizations while the second plateau corre-
sponds to magnetization jumps between two opposite close to out of
plane magnetizations. Additionally looking at curve 1 (on the inset of
figure 3.24), we see that the magnetization full flip (from up to down
or viceversa out-of-plane) does not happen for PMA values below ap-
proximately KS = 5 × 10−3J/m2. If we use KS > 6.4 × 10−3J/m2
the reorientation transition tends to take place directly between two
nearly perpendicular magnetization states, i.e. without locking the
magnetization in the intermediate (close to in-plane) state (shown in
the inset of figure 3.24 in the part where ∆mZ/Msat > 1). Simula-
tions show that the spin flip transition is rather weakly affected by
the presence of the Fe layer cubic anisotropy (see figure 3.27). This
demonstrates that it is mainly a demagnetization energy competing
with PMA which provides the spin reorientation transition.












Figure 3.25: Simulation of the complete MgO/Fe/MgO/Fe/Co sys-
tem. Variation of the magnetization jump on the 10nm thick soft Fe
layer, using model M1 with the soft Fe layer ferromagnetically coupled
to the hard Fe/Co layer with an energy density of RKKY= 10−2J/m2.
Blue solid line serves as a guide for the eye.
Regarding the interaction between the soft FM (Fe layer) and the
hard FM (FeCo layer), the spin reorientation transition could be af-
fected by either a ferromagnetic (see figure 3.25) or an antiferromag-
netic (see figure 3.26) coupling between the two electrodes. For the
simulations shown in figures 3.25 and 3.26 we used an energy density of
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Figure 3.26: Simulation of the complete MgO/Fe/MgO/Fe/Co sys-
tem. Variation of the magnetization jump on the 10nm thick soft
Fe layer, using model M1 with the soft Fe layer antiferromagnet-
ically coupled to the hard Fe/Co layer with an energy density of
RKKY= 10−2J/m2. Insets show some representative hysteresis loops
obtained upon increasing the PMA. Black solid line serves as a guide
for the eye.
RKKY = 1× 10−2J/m2 (RKKY stands for Ruderman Kittel Kasuya
Yosida interaction). In the case of the ferromagnetic coupling, there
is roughly a smooth reorientation of the magnetization towards the
perpendicular orientation as the surface anisotropy increases whereas
if the coupling is antiferromagnetic there is an instability for values
of KS = (6 − 7) × 10−3J/m2. In the simulations (at T=0K) of the
single FM film (figure 3.24) and the complete soft and hard FM sys-
tem (insets of figure 3.26) we see that the spin reorientation transition
(magnetization of the soft FM jump) is symmetric, i.e. it occurs both
at positive and negative external magnetic fields.
Simulations still have to address the fact that the experimental
field dependence of the out-of-plane magnetization has an asymmet-
ric behavior at low temperatures. We consider two possible scenarios,
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Figure 3.27: Spin reorientation transition simulated for the Fe layer
with and without cubic anisotropy (Kc). Simulations have been done
for the symmetric MgO/Fe/MgO structure within model M1 and by
using a PMA value of KS = 6.3× 10−3J/m2. Red arrows indicate the
magnetic field sweep history.
sketched in figure 3.28a, which are based on the difference in the in-
terfacial disorder between the bottom and the top Fe/MgO interfaces.
One is that such a difference in the structural disorder influences the
Rashba field making it non-equal at the two interfaces (sketched in
left part of figure 3.28a). The alternative scenario is that a higher
order interfacial uniaxial anisotropy (e.g. second order) (KS2) could
show up at disordered interfaces. Already back to 1994 Dieny and
Vedyayev showed analytically129 that spatial fluctuations on the film
thickness with KS1 = Const. and period of the fluctuations lower than
the exchange length on the FM may lead to a higher KS2 cos4(Θ) con-
tribution to the PMA in addition to the KS1 cos2(Θ) term. Here Θ
is the angle between the magnetization and the perpendicular to the
interface axis. This possibility has been confirmed recently126 showing
that the magnetization reversal could be substantially modified for the
opposite KS1 and KS2 signs.
In order to account for such a possibility, we have modified the
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Figure 3.28: The left side of part a) explains the presence of the
net perpendicular to the interface Rashba field component. The right
side of part ) is the alternative possibility for the appearance of the
second order surface anisotropy at the more disordered (top) interface.
Part b) shows two simulated magnetization loops (within model M2i)
with different ratios between the second order (KS2) and the first order
(KS1) interfacial anisotropy terms. The colored arrows (related to the
blue and red cycles respectively) show the magnetic cycle step by step
sweep. Part c) shows how the asymmetry of the positive (Hcp) and
negative (Hcn) coercive fields corresponding to the transition between
the near in-plane and near out-of-plane magnetizations emerges with
the increase of the relative contribution of KS2 at the Fe/MgO inter-
face. The point marked as a star shows the negative coercive field out
of the actual field range.
simulations within model M2i (see figure 3.28b) introducing that the
interfacial anisotropies KS1 and KS2 have opposite signs. The second
order term KS2 has been introduced only at the upper Fe/MgO inter-
face which is, by the growth history, the more disordered of the two.
With such modification of the model, we observe a strong asymmetry
in the magnetization hysteresis cycle for the negative KS2 values a few
times higher than KS1 corresponding to a switch from near in-plane
to near out-of-plane direction which resembles the experiment (figure
3.18a).
In figure 3.28c we have represented the variation of the positive Hcp
and negative Hcn coercive fields with the increasing KS2/KS1 ratio.
The last point marked with a star (maximum negative) is taken as
just exceeding the maximum negative applied field. This is because the
121
3. Normal state conductance and magnetic properties of
fully epitaxial MTJs
magnetization reorientation transition does not take place in that case
(within the field range used) and the magnetization just returns along
the same trajectory which is the asymmetry in the field magnetization
response observed experimentally. Although the asymmetry in the
magnetization reorientation transition appears only for KS2/KS1 > 5,
the critical condition for this ratio is around 0.2-0.4. This is because
the reorientation takes place at angles about Θ ≈ 1.37 rad where the
relation between the angular dependent factors [cos4(Θ)] [cos2(Θ)]
is about 0.04. We note that a more uniform distribution of the KS2
along the four (instead of the single) interfacial cells does not alter
substantially the simulation results.
Finally, one could also speculate on the above mentioned perpen-
dicular component of the Rashba field induced by the oxygen defects
inside the MgO and/or the lattice mismatch at Fe/MgO interface.
Both things can increase the interfacial in-plane component of the
electric field E. Since the Rashba field is proportional to the cross
product of the electron momentum and the electric field BR = k×E,
then depending on the local interface disorder of the interface, the
perpendicular to the interface Rashba field component could be dif-
ferent. The presence of such a bias field could explain the existence of
the field induced reorientation transition of the magnetization for one
of the external magnetic field directions only (at least within the field
range under study).
Despite the general qualitative agreement between the experiment
and simulations, a certain number of open questions remain yet to
be answered. Our simulations show that the magnetization flip to
a not fully perpendicular to the interface orientation occurs at the
fields around 1-2 kOe (see figure 3.24). The switching field is nearly
independnet on the upper saturation field when varied in the range of
3.5-7 kOe (not shown). On the other side, the experiments reveal a
near in-plane to near out of plane magnetization jump near 1 kOe (see
figure 3.18a). Other issue is that a somewhat larger than the reported
PMA values are needed to reproduce the abrupt magnetization switch
in the perpendicular field.
Several factors not present in the simulations could be responsible
for such differences. Among them are the (i) presence of defects, (ii)
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modified interfacial saturation magnetization and/or (iii) presence of
finite temperature in the experiments among others. Some reduction
of the lateral size of the simulated structure affects the competing
anisotropies leading to a suppression of the robustness in the simula-
tion results. Our discussion is centered mainly around physical effects
and omit the possible influence of chemical bonding on PMA130 be-
cause the latest numerical studies minimize the effect of Fe-O p − d
hybridization on PMA131.
Regarding the possible influence of the electrodes coupling on the
results. If the hard FM layer was magnetostatically and/or weakly
exchange coupled to the soft Fe layer under study, this would give rise
to a more complex magnetization reversal (see figure 3.26) with other
possible states132 well beyond those simplest three relative magnetiza-
tion states observed and discussed above for the uncoupled MgO/Fe/MgO.
An additional source of PMA values discrepancy could be the
lattice mismatch (stress) providing interfacial electric fields120 and
stronger pinning of interfacial magnetic moments122. Just a small as
0.5% reduction of the lattice parameter is expected to increase (KS)
from (1− 2)× 10−3J/m2 to (5− 6)× 10−3J/m2 at the MgO/(Fe/Co)
interface. Moreover, PMA for the individual Fe atoms deposited on
MgO (100) thin films could increase (KS) in the same order of magni-
tude133. So far the PMA has been investigated in about 1-2 nm thick
FM layers mainly as long as only ultrathin magnetically soft layers
provided the conditions for the room temperature operation of MTJs
with PMA134.
Finishing the chapter before the conclusions, one important thing
we have considered from the simulation’s data is that we have checked
the stray fields exiting the FM layer which go into the Vanadium
layer. This is important for the superconductivity (next chapter).
Our simulations show that the stray field that exit the FM are very
weak (< 10Oe), thus they can be neglected regarding any suppression
of the superconducting state.
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3.6. Conclusions
In this chapter we have studied the electron transport and the
magnetization behavior of three different epitaxial magnetic tunnel
junctions (MTJs): V/MgO/Fe, V/MgO/Fe/MgO/Fe and Fe/MgO/
V/MgO/Fe. The measurements have been made above the critical
temperature (TC) of the superconducting transition of Vanadium in
order to not have superconductivity interfering. Micro-magnetic sim-
ulations have been carried out to investigate the reorientation phase
transition of the magnetization of a 10 nm thick Fe layer conforming
a MgO/Fe/MgO stack.
The conductance above TC (normal conductance) has been investi-
gated to check important parameters of the junctions such as their bar-
rier height and width. The substantial difference between band struc-
tures close to the Fermi level of the materials on use (Fe and V) essen-
tially decrease their normal state conductance compared to other non-
epitaxial normal-metal/insulator/ferromagnetic junctions or seminal
epitaxial ferromagnetic/insulator/ferromagnetic (spin-valve) junctions
made of the same materials (e.g. Fe/MgO/Fe).
In the spin-valve double barrier junctions (V/MgO/Fe/MgO/Fe)
we have investigated the different possible quasi-equilibrium states of
the magnetization orientation of the 10 nm thick Fe soft layer. By ap-
plying an external magnetic field at temperatures below 80 K, three
different remanent magnetic configurations can be achieved: paral-
lel (P state), anti-parallel (AP state) and perpendicular to the plane
(Perp. state). We have observed a reproducible perpendicular magne-
toresistance asymmetry at low temperatures (below 80 K). We have
also verified that within our experimental set-up range of magnetic
fields (±7 kOe) the perpendicular magnetization remains asymmet-
ric. The possibility of controlling those three stable magnetizations
indicates the competition between the perpendicular (out of plane)
magnetic anisotropy (PMA) located at the interfaces of the soft Fe
layer and the shape (or volume) anisotropy which tends to align the
magnetization in-plane. In the Fe/MgO/V/MgO/Fe junction, due to
the antiferromagnetic coupling between the two Fe electrodes, the only
remanent magnetic state possible is AP state.
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We have investigated, using micro-magnetic simulations, the mag-
netization behavior of a 10 nm thick Fe layer conforming a MgO/
Fe/MgO stack. We have simulated perpendicular to the plane mag-
netic hysteresis cycles up to 3 kOe and reproduced the magnetization
reorientation transition. The experimental asymmetry on the perpen-
dicular magnetization has been qualitatively recreated by introducing
a second order anisotropy term in one of the two interfaces of the
simulated Fe layer. The origin of the perpendicular magnetization
asymmetry at low temperatures (below 80 K) comes from the dif-
ference in disorder at the two Fe layer interfaces due to the growth
procedures.
125





spintronics in epitaxial magnetic
tunnel junctions
On the previous chapter we introduced the magnetic control over
the magnetization of the FM electrodes of our superconducting mag-
netic tunnel junctions (SC-MTJs). With that basis we continue the
path towards fully coherent superconducting spintronics and study
the electron tunneling mechanisms when the temperature drops be-
low the critical temperature of our SC-MTJs. The interaction between
superconductivity and ferromagnetism order parameters mediated by
strong spin-orbit interaction (SOI) is the novel direction of research
investigated in this thesis. Additionally the spin-active MgO barrier
separating the SC and the FM makes the hybridization in the presence
of a strong electron symmetry filtering. We will start motivating the
subject, after that we will go to the sample description where we will
introduce a control sample (the rest of the junctions are the same as
in the previous chapter 3).
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4.1. Introduction
The main motivation to investigate the interaction of SC and FM
are two recent theoretical proposals45,52 predicting the generation of
long range triplet (LRT) correlations in the proximity of a spin-active
interface with strong SOC separating a SC from a single FM. The
theory from Bergeret et al.52 is general, formulated in the diffusion
limit, and only predicts how LRT diffusion length changes with the FM
magnetization orientation. The theory from Ho¨gl et al.45, using the
ballistic approach, suggests a tool to verify the theoretical prediction
of LRT by investigating the zero bias conductance as a function of the
FM magnetization direction.
In the last decades a wide class of physical systems ranging from
spintronics, to topological insulators135 to Bose Einstein condensates136
exploit the spin degree of freedom. The creation and manipulation of
spin triplet Cooper pairs capable of penetrating long ranges into FM
is a central aspect of study in superconducting spintronics137, 49. Al-
though the main research activity in superconducting spintronics still
focuses in fundamental aspects, a growing number of applications are
starting to emerge in the direction of novel kinds of non-dissipative
spintronic devices138, 139, 140.
The currently accepted agreement is that the transition from sin-
glet to triplet pairing in superconducting spintronics with long range
triplet (LRT) penetration141 will not take place if the magnetization
of the FM (in contact with the SC) is fully collinear142. Probably the
most important search in superconducting spintronics is indeed having
two FM with a relative magnetization angle close to 90◦ contacting
the superconductor143. With few exceptions (spiral Holmium FM144
and the CrO2 half metal47), the main experimental efforts in the last
decade have concentrated on optimizing the effectiveness of such mul-
tilayer structures145, 146, 147, 148. Eschrig et al. introduced spin-active
interfaces with spin-sensitive reflection and broken spin-rotation sym-
metry at SC/half metal or SC/strongly polarized FM as a source of
LRTs149, 150, 151. More recently it has been demonstrated the crucial
influence of spin-orbit interaction (SOI) for the LRT currents pene-
trating into a single FM51, 52, 152.
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For their practical realization it is usually suggested the incorpora-
tion of normal metals with strong Rashba-type SOI in the SC/FM/N52
or SC/N/FM153 systems with the FM being homogeneous. However,
the perspectives of introducing to modern spin-filtering based spin-
tronics18, 17 the considered superconducting spintronics structures is
still a long run.
Summarizing, the aim of this chapter is to study the possible gen-
eration and control with SOC of LRT correlations in our SC-MTJs.
The main characteristics of SC-MTJs for being able to produce LRT
correlations are that they need a spin-active interface providing SOC,
and at least one strong polarized FM capable of having its magneti-
zation oriented perpendicular to the interface.
However, before focusing on the goal of the LRT detection, we have
thoroughly characterized some superconducting properties of our sam-
ples for example measuring their critical temperature, the influence of
the magnetic field orientation in the superconductivity, critical fields,
etc.
4.2. Sample growth and junction types
The growth procedures and the description of the different types
of MTJs has already been explained in section 3.2 on the previous
chapter although we didn’t address then the V/MgO/Au junction in
order not to spoil the plan.
Here we introduce V(100)/MgO(100)/Fe(100) (SIF) junctions as
the building block for future coherent superconducting spintronics.
Our epitaxial junctions between a superconductor (V) and a symmetry-
filtering based FM (MgO/Fe) incorporate the key requisites for LRT
generation such as high spin polarization and interfacial SOC.
We have studied the electron tunneling procedures in the previ-
ously mentioned SC-MTJs, namely: V/MgO/Fe (SIF), V/MgO/Fe/
MgO/Fe (SIFIF) and Fe/MgO/V/MgO/Fe (FISIF). In addition, we
have studied another type of tunnel junction which instead of having
a ferromagnetic material, they have a normal metal instead (SIN).
Because this new type of junctions don’t present effects related to the
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magnetization, we have taken these sample as “control samples” when
studying superconducting spintronics.
4.2.1. Control samples V/MgO/Au
The fabrication of these samples has been carried out by the same
group that made the samples mentioned in section 3.2. They were
made by the group of professors Coriolan Tiusan and Michael Hehn
within a collaboration project between the Magnetrans-UAM group
and the Institute Jean Lamour, Nancy Universite` (France).
These control samples have a single-barrier and their complete
structures are (contacted layers in red):






Figure 4.1: Realistic sketch of the control SC-TJs (SIN)
The control samples (see sketch in figure 4.1) were elaborated by
molecular beam epitaxy (MBE) with the same procedure described
in section 3.2. However these control samples are probably not epi-
taxially grown. It is difficult to assume that the gold specifically has
been grown epitaxially on top of the MgO. The problem is that the Au
has a very good thermal conductivity and when heated by electrons
in the crucible it may start to evaporate with a very high deposition
rate abruptly. This give rise often to a polycrystalline phase rather
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than epitaxial. In order to crystallize, one should make further an-
nealing which is not suitable because the barrier can be damaged in
the process.
Having said this, we have studied two of these control samples
which will be named as superconductor/insulator/normal metal (SIN)
junctions. However we have to take into account that not being epi-
taxial implies that the tunneling through the junctions will not be
coherent. SIN junctions have not been introduced in the previous
chapter 3 because it was focused on ferromagnetism.
4.3. Experimental results
A total of 19 SC-MTJs have been measured in the course of this
thesis. We start the description of the main experimental results by
the basic experiment of IV curves in our samples to see how the con-
ductance behaves in each of the three samples. Due to the experi-
mental set-up particularities the chosen temperatures for most of the
measurements have been 0.3 K (below TC) and 10 K (above TC). Nev-
ertheless we have made a thoroughly study of the critical temperature
of each of the samples, which is indeed shown after the conductance
measurements. After that we will investigate the critical fields in order
to understand better the measurements of magnetoanisotropic andreev
reflection (MAAR) shown afterwards. The experimental results will
finish with a discussion on the conductance anomalies observed on the
DB-MTJs.
We will show the conductance values instead of the usual normal-
ization by the normal (above gap) conductance in order to make a full
comparison between them. Because we have already explained in the
previous chapter 3.3 how the normal conductance behavior of these
junctions is, we will concentrate in this chapter in the conductance
below the superconducting gap. Bulk Vanadium has a superconduct-
ing gap value of ∆ = 1.6 meV33 at T = 0 K. We need to recall also
that the application of an external magnetic field will suppress the
superconductivity (more in the out-of-plane direction than in the in-
plane one) as well as changing the magnetization orientation of the
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FM. Thereby some experiments have been specifically done at zero
magnetic field.
4.3.1. Subgap electron transport
As it has been described in section 1.4, the electron transport in
SC-TJs at energies near the Fermi level is the Andreev Reflection (AR)
conductance mechanism (explained in section 1.4.3). Regarding the
particles having a role in the conductance, the conventional AR in-
volves singlet Cooper pairs (antiparallel spin alignment) whereas the
unconventional AR involves triplet Cooper pairs (parallel spin align-
ment). We will try to differentiate between these two types of con-


















































Figure 4.2: Conductance from each type the SC-MTJs measured at
temperatures below and above TC . The measurements were made at
zero magnetic field and with the FM layers aligned parallel in-plane.
The conductance of the four different types of junctions measured
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is shown in figure 4.2. All of them present a superconducting gap
whose width is very similar around ∆ ≈ 1 mV which is totally sup-
pressed by temperature at T = 10 K. Regarding the overgap con-
ductance, the differences between SIF, SIFIF and FISIF have been
explained in section 3.3. The difference of three orders of magnitude
between, for example the SIF junction (see figure 4.3), and the con-
trol SIN junction is due to the mentioned fact that the SIN junction
is not epitaxial, thus coherent tunneling doesn’t take place and there
is neither symmetry filtering nor symmetry matching issues involved.
Additionally the SIN junction has a much noisier conductance mea-
surements preventing shot noise measurements being made in these
type of samples. Because of this issues we will use the SIN junction
only on exceptional comparisons and our main investigation will be
focused on the SC-MTJs (SIF, SIFIF and FISIF). Brinkman’s fits9
made on SIN junctions give similar values as the ones shown in the
previous chapter for SIF junctions of the barrier thickness and the
barrier height.
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Figure 4.3: Conductance comparison between SIF and SIN junctions
in the a) high bias and b) low bias regimes. The measurements were
made at T = 0.3 K, at zero bais magnetic field and with the FM layer
of the SIF junction aligned in-plane.
There are conductance anomalies in both the DB-MTJs that don’t
seem to be present on the SB junctions (SIN or SIF). We presume that
their presence is related to triplet superconductivity and thereby we
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are going to address them in a separate paragraph below. The depth
of the conductance gap is different for each sample. For the case
of the control sample (see figure 4.2a) the explanation for having a
ratio between the normal state conductance (GN) and the zero bias
conductance (G0) of G0/GN = 0.9 is attributed to the fact that the
transparency of the barrier (see figure 1.16) is much higher (compared
to the other samples) because the sample is not epitaxial. The depth of
the gap in the other samples is much more pronounced (see figure 4.2b,
c and d). On average the conductance ratio is roughly G0/GN ≈ 0.4.
Such a ratio is in principle not the expected of transport devices on the
tunneling regime. We can try to fit conductance curves from the SB
junctions to formula 1.9 from ref.44 and formula 1.8 from ref.38 which
account for the conductance on a SIF and a SIN junctions respectively.
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Figure 4.4: Conductance measurements (normalized by GN ) taken
at T = 0.3 K on a) a SIF junction with fit to formula44 1.9 and b) a
control SIN junction with fit to formula38 1.8 at zero magnetic field
with the FM aligned in-plane.
The fitting values obtained on the SIF sample (see figure 4.4a) are,
for the spin-up electron transmission τ↑ = 0.94 ± 0.01, for the spin-
down electron transmission τ↑ = 0.18 ± 0.01 and the SC gap value
∆ = 0.7±0.1 meV. On the SIN sample where there’s no spin degree of
freedom involved (see figure 4.4b) the parameters are, for the electron
transmission τ = 0.73±0.01 and the SC gap value ∆ = 0.7±0.1 meV.
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While the value of the SC gap roughly agrees with the measured
one, the values of the transmission are near those of a metallic contact
junction (direct contact τ ∼ 1). With the SIF transmission values we
can calculate the spin current polarization P = |τ↑−τ↓|/(τ↑+τ↓) = 68%
which agrees with the experimental values calculated on the previous
chapter (see formula 3.1). We attribute the disagreement between
Cueva’s models38,44 and the experimental results to the fact that the
models don’t take into account SOC interactions, which can flip the
spin orientation, or coherent tunneling in the case of the SIF junction.
In the case of the SIN junction, the poor quality of the interface in
addition to being at finite temperature could be the reasons for the
disagreement.
Now focusing only on the MTJs, we may summarize the discrepan-
cies for the conductance measurements made at 0.3 K (the lowest we
achieve in our set-up) and without any external magnetic field applied.
The observed relatively large zero bias conductance in a junction with
a high spin polarized Fe/MgO tunneling interface could be linked to
the presence of spin-orbit fields. However, there could be other sources
for spin-flip scattering such as e.g. magnetic impurities. Further be-
low we will also refute the possibility of having poor quality junctions
with the experimental results of the shot-noise measurements which
show a perfect Fano factor∼ 1 (see section 4.3.7) which corresponds
to a Poissonian tunneling current.
Continuing the investigation we are going to study two important
parameters of superconducting devices which are their critical tem-
perature (TC) and their critical field (HC).
4.3.2. Critical temperature vs. magnetic state of
the FM electrodes
The critical temperature (TC) of a sample is an essential parame-
ter which determines the temperature, without any external magnetic
field applied, at which the superconducting material (Vanadium in
this case) changes from superconductor to a normal metal. As we
mentioned, bulk V has TC = 5.38K 33. Because we have investigated
SC-MTJs, we are going to study the possible influence of the mag-
135
4. Towards superconducting spintronics in epitaxial
magnetic tunnel junctions




































Figure 4.5: Resistance versus temperature measurements taken at
zero magnetic field and at V = 0.7 mV on a) SIF, b) SIFIF and c)
FISIF junctions. The legends indicate the magnetization orientation
of the FM electrode(s).
Figure 4.5 shows the resistance of each type of sample dependence
on temperature. Usually these measurements are taken at V = 0.7 mV
in order to be in the subgap bias regime. The measurements were made
by heating the sample up to 6.5 K. After that we wait for stabilizing
temperature for 5 minutes. Finally we turn off the heater and let the
sample cool down slowly at a temperature decrease rate of roughly
2 K/h. If we would do it the other way around which is starting
from low temperature and heating up the sample we have thermo-
electric effects that influence the results. In order to not influence the
critical temperature transition, the measurements shown in figure 4.5
were made without any external magnetic field applied, thereby all
the magnetic states indicated on the legends are remanent states.
In order to calculate the value of TC we average several resistance vs
temperature curves (see figure 4.5). Then we calculate the two slopes
below and above the TC value and from its intersection we obtained the
value of TC with a precision of < 1% (see figure 4.6). The results on the
critical temperature show that the lowest TC value is for the SIF, then
the SIFIF and the highest is for the FISIF junction. The difference
between SIF and SIFIF critical temperature is just about 0.1 − 0.2



























































Figure 4.6: Critical temperature on each of the three types of SC-
MTJs studied. Each point and its corresponding standard deviation
has been taken averaging curves such as those on figure 4.5. Part a)
shows TC dependence on the absolute magnetization orientation on
SIF. Part b) shows TC dependence on the relative magnetization ori-
entation on SIFIF. Part c) shows TC on the FISIF junction, the red
arrows depict the saturation field applied before removing the exter-
nal magnetic field. Question marks indicate that the magnetization
orientation is not clear on these two situations because on the FISIF
junction the only possible remanent magnetization is AP state.
bit more than 0.5 K. We attribute this difference to the analysis of
RHEED patterns (growth procedure 3.2) which show that the V has a
better structural crystalline quality when grown in a sandwich between
the two MgO barriers (FISIF) than when is not (SIF and SIFIF).
If we concentrate now in the individual types of samples, on the
SIF samples (see figure 4.6a) TC is clearly higher when the absolute
magnetization is in-plane than when its out of plane. The reduction of
TC due to triplet pair generation is a standard explanation when a SC
is attached to a spin-valve148. More studies show this reduction of TC
when the magnetization orientation is perpendicular to the junction’s
plane154.
In the case of the SIFIF junction (see figure 4.6b) the highest
TC value is when the relative magnetization is perpendicular. This
occurs when both magnetizations are perpendicular in-plane and if
they are perpendicular out of plane. The increment of TC comes from
the fact that the perpendicularly magnetized FM soft layer layer has
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more inhomogeneous magnetization when magnetized perpendicular
than when magnetized in P or AP states155. When the temperature is
decreased below TC , the superconductivity is expected to first nucleate
at the location where the stray field is minimum, that is, at the domain
wall156.
In the case of the FISIF junction as the remanent magnetization
is the AP state, the value of TC doesn’t change very much depending
on the saturation state previous to removing the external field. Dif-
ferences on TC in this type of junctions should be related to a slightly
different remanent magnetic domain structure of the soft FM.
Summarizing, for the SC-MTJs where the remanent magnetiza-
tion can be controlled (SIF and SIFIF), the critical temperature (TC)
clearly depends on the FM magnetization orientation. This depen-
dence of the critical temperature is one of the best fingerprints of
having LRT correlations in SC-MTJs148. The dependence of TC on
the magnetization may vary according to the particular characteris-
tics (materials, layer arrangement, etc) of the structure studied143.
4.3.3. Anisotropy of critical magnetic fields
We have obtained the critical fields on a SIF sample applying an
external magnetic field and measuring IV curves at increasing external
fields until the superconducting gap was fully suppressed. The results
for this SIF junction showed that the critical field in the in-plane
direction is Hc,‖ = 12 kOe and for the out of plane direction Hc,⊥ =
4 kOe (see figure 4.7a). The normalization of the conductance was
GNorm. = (G0(H) − G0(H = 0))/(GN − G0(H = 0)) where G0 is the
zero bias conductance and GN is the zero bias conductance in the
normal state.
Although we have only fully measured the critical magnetic fields
on the SIF junction, we have partial measurements (see figure 4.7b)
made on the SIN junction, which are very useful to compare the same
effect of superconducting suppression but in a sample without the fer-
romagnetic interaction. From our results we can only indicate that the
out of plane field dependence shows a very similar behavior whereas
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Figure 4.7: Normalized conductance dependence on the external
magnetic field applied in a) SIF junction and b) in a SIN junc-
tion (SIF for comparison). Normalization is given by GNorm. =
(G(H) − Gmin.)/(Gmax. − Gmin.) where Gmax. is the normal conduc-
tance and Gmin. is the zero bias conductance without any magnetic
field applied. The critical fields for the in-plane (Hc,‖ = 12 kOe) and
out of plane (Hc,⊥ = 4 kOe) orientations are indicated with black
arrows. Measurements taken at T=0.3 K.
point to quickly start suppressing following the same trend as the SIF
junction.
4.3.4. Anisotropy of the zero bias conductance in
SIF junctions in the presence of an external
magnetic field
In order to prove long range triplet (LRT) correlations, we explore
the zero bias conductance anisotropy between the superconductor and
the ferromagnet with two different competing zero field magnetiza-
tion states (in-plane or out-of-plane100). The observation of magnetic
anisotropy is a true fingerprint of SOC. With the help of the model
developed by Petra et al.45, which describes the magnetization direc-
tion control over the LRT correlations, we suggest how these LRT
conductance channels as well as normal quasiparticles contribute to
the conductance.
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Figure 4.8: Zero bias conductance dependence on a constant mag-
netic field rotation along the XZ plane on a) the SIN and b) the SIF
junctions. Measurements taken at T = 0.3 K.
When the magnetization is rotated out of plane, the electron’s
probability to scatter depends on the relative angle between the SOC
field and their spin (oriented along the magnetization direction). So
the conductance depends on the out of plane angle and leads to the
magnetoanisotropic Andreev reflection (MAAR) whereas for an in-
plane rotation there is almost no effect of the (relatively small com-
pared to Hc,‖) external magnetic field on the SC (see figure 4.9).
When rotating the field in-plane, larger fields in module might cause a
small shifting of the conductance due to a possible small misalignment
(< 2◦) of the external magnetic field with the plane of the sample. We
can see how at temperatures above TC there is a barely noticeable
effect of the misalignment because there is no superconductivity sup-
pression (see figure 4.9b). Zooming up to the resolution limit of the
measurement (∼ 0.03%) we start observing a TAMR effect (see figure
4.9c) which is expected to be below our resolution limit (∼ 0.01%)45.
As we have mentioned, in order to change the magnetization orien-
tation we need to apply an external magnetic field. From a measure-
ment of the zero bias conductance dependence on the magnetic field
rotation (see figure 4.8) we can see a symmetrical response. Figure 4.8
shows an out of plane rotation, in this case along the XZ plain, we can
see how perpendicular magnetic fields suppress the superconductivity
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c) T = 10 K
 Hm = 2 kOe
 Hm = 2.5 kOe
Figure 4.9: Zero bias conductance dependence on a constant mag-
netic field rotation along the YZ plane on the SIF junction. Part a)
shows measurements taken at T = 0.3 K at two different magnetic
fields. Part b) shows measurements taken at T = 10 K at two different
magnetic fields. Part c) zooms the zero bias conductance at T = 10 K
to the limit of resolution of the measurement (∼ 3 · 10−4µS). A partial
suppression of the superconductivity due to a small misalignment of
the field plane rotation is present and only seen in part a).
4.3.5. Anisotropy of the zero bias conductance in
SIF junctions without an external magnetic
field
Ideally, we would compare the external magnetic field rotation of
the SIF junction (see figure 4.8b) straightforward with the MAAR as
shown in figure 1.20 from ref.45. However the MAAR accounts for the
magnetoresistance dependence on the magnetization orientation. By
applying an external field we are, at the same time changing the mag-
netization orientation and suppressing the superconductivity. Thereby
we have designed an experiment on the SIF junction taking advantage
of the fact that we have studied the magnetic remanent states of our
FM electrodes (see figure 4.10). The experiment consists in applying
a strong saturating magnetic field, then removing the field leaving the
magnetization saturated and start measuring from zero field increasing
it slowly to see the magnetization behavior with almost no interaction
on the superconductivity.
The results from figure 4.10 clearly show that the in-plane measure-
ments are practically unaltered whereas the out of plane measurements
show a difference which we attribute to the magnetization asymmetry
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Figure 4.10: Zero bias conductance measurement on the SIF junc-
tion taken at T = 0.3 K. Full (empty) dots are for in-plane (out of
plane) applied magnetic fields. Blue (red) dots correspond to a positive
(negative) magnetic field direction. The black arrows on the junction
sketches depict the remanent magnetization orientation.
explained in the previous chapter. As we discussed, the magnetization
at low temperatures in these type of MTJs has an asymmetry when
applying perpendicular fields (see figure 3.18). Therefore, the out of
plane magnetization in figure 4.10 is only effective for negative applied
fields (red full and empty dots). From the zero bias conductance val-
ues at zero external magnetic field we obtain a MAAR ≈ 17% which
agrees with the theoretical calculations shown below. Moreover, focus-
ing now on the remanent in-plane and out of plane magnetization for
the negative fields (red dots from figure 4.10), the out of plane zero
bias conductance is lower than the in-plane zero bias conductance.
The lower the conductance the more robust the superconductivity of
the junction is, thereby there’s an increment of the strength of the su-
perconductivity when the magnetization is oriented out of plane which
totally agrees with the theoretical prediction of having LRTs52.
Additionally to the MAAR results, the LRT coherent pair penetra-
tion and confinement has been reflected in the magnetic state depen-




4.3.6. Above gap conductance anomalies (CAs)
This section discusses in more details the above gap conductance
anomalies (CAs) as an alternative source of information on LRT trans-
port in epitaxial superconducting spintronic devices.
As we have mentioned, conductance curves in DB-MTJs (4.2c and
d) show some conductance anomalies (CAs) that don’t seem to appear
in SB-MTJs (4.2b) or in SIN junctions (4.2a). We observe that CAs
appear when there’s a SIF structure having the Fe sandwiched between
two MgO layers. On the SIFIF junction the middle FM is sandwiched
between the MgO barriers, and in the case of the FISIF junction the
soft Fe layer is sandwiched between the buffer MgO layer (substrate)
and the first MgO barrier. In order to verify the possible relation
between those CAs and LRT correlations, we are going to analyze the
CAs features as a function of temperature, relative orientation of the
FM electrodes and applied magnetic field for both DB-MTJs (SIFIF
and FISIF).
We’ll start discussing the results obtained on the SIFIF junctions
which have a TMR about 40%. The magnitude of these highly repro-
ducible CAs depend on the relative magnetic alignment of the elec-
trodes (see figure 4.11a). One could control the position of CAs in
the SIFIF system as long as applied bias re-distributes between P and
AP alignments. The CAs amplitude decrease with increasing temper-
ature up through TC being hardly detected at temperatures twice the
critical temperature (see figure 4.11b).
Looking now at figure 4.11c one observes the normalized CAs to
be reduced in the AP state and maximum in the saturated P state.
Interestingly, the normalized CAs amplitude notably depends on the
type of perpendicular magnetic orientation, being stronger when the
soft FM is oriented out of plane with respect to the in-plane orienta-
tion. Such observation is in line with the interpretation of the CAs as
originated from electron-hole (e-h) interference within MgO/Fe/MgO.
Indeed the reduced zero bias conductance for the corresponding (out of
plane) magnetic alignment as observed in zero field MAAR (see figure
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Figure 4.11: Conductance anomalies on the SIFIF junction. Part
a) shows the conductance normalized (by GN ) at P and AP states
at T=0.3 K. The selected peaks ∆GP and ∆GAP for the analysis
are at biases around −[10..15] mV. Part b) shows the temperature
dependence of the selected CA peak amplitudes for different remanent
magnetic states. Part c) shows the magnetic field dependence, as a
function of the magnetic state and the applied magnetic field, of the
CA amplitudes normalized by GN at T=0.3 K.
4.10) provides higher effective barrier at the SIF interface. Therefore
stronger CAs as a consequence of higher interference probatility from
the multiple e-h or electron reflections. The presence of a saturation
of the normalized CAs amplitude with no suppression behavior even
at very strong magnetic fields applied (up to 20 kOe) suggests that the
superconducting quasiparticle implicated in the CAs generation is not
much affected by the intensity of the external magnetic field. This fact
supports the possibility of having triplet Cooper pairing penetrating
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Figure 4.12: CAs on the FISIF junction at T=0.3 K. Part a) shows
the most pronounced CAs at different magnetic states and with dif-
ferent external field intensities. Inset zooms the below gap conduc-
tance region for the corresponding external fields remarked by the same
coloured lines. Part b) shows the temperature dependence of the main
CA peak amplitude measured in the P state with 1 kOe field applied.
The vertical red arrow points out the junction’s superconducting TC .
On the other side, CAs in the FISIF structures show a much weaker
dependence on the magnetic state (P vs. AP), seemly due to the above
discussed antiferromagnetic coupling between electrodes (see figure
4.12a). In figure 4.12a one can see the CAs even when the magnetic
field suppresses the SC gap (see inset of figure 4.12a). Figure 4.12b
shows how the CAs emerge with decreasing temperature at values
below the the FISIF superconducting transition (TC). The evolution
with temperature of the CAs amplitude is in general similar to what
we have discussed in the case of the SIFIF structure. However, due
to the strong antiferromagnetic coupling through the superconducting
Vanadium, the soft Fe electrode direction could not be reoriented in
small fields the same way as it was done in the SIFIF junction.
We have not yet been able to model theoretically the behavior of
the CAs. Therefore we are going to discuss their possible physical
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origin looking at a similar behavior taking place in other epitaxial
superconducting-magnetic junctions (SC-MJs). There is an extensive
study developed by Visani et al.39,50 where quasiparticle and elec-
tron interference effects in the conductance across SC/FM metallic
interfaces directly demonstrate the LRT correlations. In their ex-
periments they study different structures involving a high TC d-wave








Figure 4.13: Propagation of the phase-correlated particles according
to the conventional Andreev reflection in the case of a) a normal metal
(long-range), b) a ferromagnetic metal (short-range), c) a half metal
(forbidden). Figure adapted from ref.39.
The authors in ref.39 find resonances in conductance which are due
to interactions between particles of the same species. If the CAs ap-
pear due to the interaction between electrons (or holes) inside the nor-
mal metal or FM they are McMillan-Rowell resonances157,158 (MMR).
However, if the CAs apper due to the interference of SC quasiparticles
inside the SC film they are Tomasch resonances159,160 (TR).
When a SC and a FM are brought together, the proximity effect
influences both parts of the interface, the FM interface becomes some-
what superconducting and the SC interface becomes ferromagnetic
due to the FM exchange splitting. Moreover, when two FM layers
are present, the relative magnetization of the two FM electrodes can
be used as a magnetoresistive probe to study the characteristics of
the SC-MTJ. From a conventional Andreev reflection point of view,
depending if the metal is normal (NM), ferromagnetic (FM) or half











Figure 4.14: Interferences occur only between two particles of the
same species (hole-hole, electron-electron or between two quasiparti-
cles). a)TR at a N/S interface. b)MRR at a N/S interface and c) at
a H/S interface. The interfering particles are enclosed in dot-dashed
circles. The shaded area in c) means that the interface is spin-active.
Note that in the non-superconducting side (N or H) particles have
‘pure’ electron (or hole) character, conversely that in the supercon-
ducting side each quasiparticle is a ‘mixture’ of both electron and hole
states (although one predominant over the other). Figure adapted
from ref.39.
respectively long-rage ξN , short-range ξF or forbidden. In clean met-
als, at low temperatures, ξN can be micrometers long whereas in weak
ferromagnets ξF is only a few nanometers39 (see figure4.13). In the
extreme case of a HM, Andreev reflection is strictly forbidden ow-
ing to the zero DOS at the Fermi level within the minority spin band,
thereby hindering the penetration of superconducting correlations (see
figure 4.13c). However, in the case of having a so-called ‘spin-active’
S/F interface, this produces spin-flip and spin-mixing processes which
permits the flip of the leaving hole particle (see figure 4.14c).
The authors in ref. find experimentally two distinct sets of geomet-
rical resonances in SFS junctions (see figure 4.15), a long-period and a
short-period one, which they identified respectively as TR and MMR.
As mentioned, the TR result from quasiparticle interferences in the
SC side of the interface (see figure 4.14a). The incident electron-like
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Figure 4.15: Differential conductance as a function of the volt-
age for a trilayer YBCO (15 nm)/LCMO (12 nm)/YBCO (30 nm)
(SC/HM/SC) junction. The inset shows the IV curve from which the
conductance has been obtained. Figure adapted from ref.39.
quasiparticle (a ‘mixture’ of a hole and an electron in which the latter
is predominant161) and its hole-like counterpart. The energy at which
the quasiparticles interfere is given by:
Vn =
√
∆2 + (nhνSF/2dS)2; with n = 0, 1, 2, . . .
where ∆ is the energy gap, νSF is the Fermi velocity in the SC and
dS its thickness. This interference thereby appears as a nearly periodic
series of oscillations161. Conversely, the MMR arise as a consequence of
resonances in the non-SC side of the interface (see figure 4.14b,c). The
interactions in this side of the interface come from electron-electron or
hole-hole interactions (particles of the same species). Therefore, for
the interference to occur in the normal-metal (or FM), the Andreev-
reflected hole must subsequently travel a distance dN to the oppo-
site interface and, after being normal-reflected, propagate back to the
SC/NM interference to undergo a second Andreev reflection. Here the
electron-electron (hole-hole) interference is given by:
Vm = V0 +mhvNF /4dN ; with m = 0, 1, 2, . . .




Figure 4.16: Part a) shows the differential conductance across a
Au/YBCO(15 nm)/LCMO (12 nm)/YBCO (30 nm) junction (area
32 µm2), measured at T = 3 K for different magnetic field applied
parallel to the film plane. Inset depicts the junction structure. Part
b) zooms the curves shown in a). Figure adapted from ref.50.
In the following study made by Visani et al.50 they study the mag-
netic field influence on the proximity effect on the same YBaCuO/
LaCaMnO (SC/HM) structures. The authors found that the conduc-
tance features that evidence long-range proximity effects are essen-
tially insensitive to moderate magnetic fields (see figure 4.16). More-
over, this spectral fingerprints of the long-range proximity effect fade
away for magnetic fields well above the critical field of the SC used
(LCMO). This is consistent with our own experimental results where
we don’t see a suppression of the CAs when applying a moderate/strong
(20 kOe) magnetic field (see figure 4.11).
To conclude this section, although the CAs on our Vanadium’s SC-
MTJs don’t seem to present any periodicity, their source could well be
MMR and TR. Also CAs could appear from just the interference of co-
herent quasiparticles within a bounded structure. Among such mech-
anisms could be even some interference phenomena inside the MgO
barrier17. Possibly the fact that electrons tunnel coherently, having
a spin-active interface and spin-orbit interaction interferes with the
periodic nature of MRRs and TRs. Before finishing the experimental
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results section we will discuss a little of the shot noise measurements
performed in our SC-MTJs.
4.3.7. Barrier quality characterization through shot
noise
The aim of analyzing shot noise in these SC-MTJs is to demon-
strate the high quality of the barriers conforming the epitaxially grown
junctions. Doubts on the barrier quality might arise when one ob-
served the finite zero bias conductance in our SC-MTJs. The first
impression would be to attribute this just to pinholes inside the bar-
rier. Additionally we will demonstrate how the shot noise can be used
as a source of characterization of the samples, in particular obtaining
the TMR from shot noise measurements at different magnetic states.
The shot noise through a DB junction with FM electrodes can be
calculated using a model of sequential tunneling111,162. The influence
of resonant tunneling is not taken into consideration. The experimen-
tal Fano factor for the P and AP magnetic configurations could be
used to calculate the TMR ratio. The corresponding value shows a
good agreement with the experimental TMR (in the limit of strong
spin relaxation). Following the calculation of shot noise in the pres-
ence of spin relaxation163, the Fano factor is given by:
F = R2↑R2↓(R1↑ +R1↓)
2 +R1↑R1↓(R2↑ +R2↓)2
[R1↑R1↓(R2↑ +R2↓) +R2↑R2↓(R1↑ +R1↓)]2
where R is the partial resistance of each of the two barriers (indices
1,2) and of each of the spin directions (up ↑ and down ↓).
In the case of a SIFIF structure the two barriers separate different
systems. The SIF barrier resistance (for bias above the SC gap) is not
influenced by the magnetic configuration of the FM electrodes. On
the other side, the FIF barrier will have different resistances for the P
and AP configurations. Defining αP,AP = RP,APFIF /RSIF and the total
resistance being:
RT = RFIF +RSIF = (αP,AP + 1)RSIF
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The Fano factor is given by:
FP,AP =
1 + α2P,AP
(1 + αP,AP )2
And the TMR is then:













Figure 4.17: Bias dependence of the Fano factor in P state (2 kOe)
and AP state (0.3 kOe) for the SIFIF sample measured at T=0.3 K
for biases above the SC gap.
By using values of the averaged over bias Fano factors for differ-
ent magnetic states shown in figure 4.17 with FP = 0.94 ± 0.1 and
FAP = 0.58 ± 0.1, one gets an evaluation for the TMR of about 40%
which is reasonably close to the TMR experimentally measured from
conductance.
The fact that the Fano factor is close to 1 indicates that electrons
tunneling follow a Poissonian distribution, which confirms that the
sample has a high quality and that it has been grown fully epitaxial.
The Fano factor is presented only for biases above the SC gap where
in principle the Andreev reflection conductance is negligible.
With this we conclude the experimental results part and now we
address the theoretical model which aims to simulate the conductance
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behavior of electrons tunneling at energies below the SC gap and the
MAAR dependence on the FM magnetization and the external mag-
netic field.
4.4. Modeling spin-triplet transport gen-
erated by a single FM in the pres-
ence of spin-orbit interaction
Historically, the first theoretical proposal of LRT generation inside
a SC/FM structure in the presence of SOC was given by Bergeret et
al.52 as we mentioned in the introduction chapter. The proposal stud-
ies the long range triplet transport in the diffusive transport regime
where it accounts for a deeper penetration of the superconducting
quasiparticles inside the FM layer if the particles are triplet cooper
pairs in contrast to the classical cooper pairs. The proposed system
consists in a superconductor-ferromagnet hybrids which present SOC
resulting from either an intrinsic property of materials without inver-
sion symmetry or from interfaces between different materials51. The
main conclusion from ref.52 is that in order to have LRT correlations
in SC/FM junctions, the presence of SOC is necessary as well as the
possibility to have a perpendicular to the interface magnetization.
Because ref.52 does not propose any particular experimental ob-
servation of LRT, we have followed the work of Ho¨gl et al.45 which
accounts for a change in the mangetoanisotropic Andreev reflection
due to having LRT correlations.
4.4.1. Modeling conductance anisotropy in ballis-
tic transport regime
The following theoretical model has been developed by the groups
of Prof. Jaroslav Fabian with the help of Petra Ho¨gl (University of
Regensburg) in Germany, Prof. Alex Matos-Abiague and Prof. Igor
Zutic` (University at Buffalo) in USA. The numerical model aims to
simulate SIF structures in the presence of spin-orbit interaction (SOI).
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Figure 4.18: Theoretical model sketch showing the reference system
used (which is rotated from the experimental one). Figure adapted
from ref.45
To model the SIF tunnel junction, considering epitaxial-quality
junctions in which ballistic transport regime is applicable, the general
BTK formalism45 has been used. The FM and SC layers are described
by two semi-infinite regions at z < 0 and z > 0, respectively. At z = 0
there’s a flat interface that accounts for the insulating MgO layer which
includes a delta-like potential barrier V0dδ(z), with effective height V0
and width d (see figure 4.18). For the clarification of the reader, the
model’s coordinate system depicted in figure 4.18 is rotated from the
experimental one. The full theoretical formalism is described further
below.
As we have mentioned, the observed relatively large zero bias con-
ductance in a SIF junction with a highly spin polarized Fe/MgO tun-
neling interface could be linked to the presence of SOC fields. When
searching for these SOC fields, the true fingerprint is the observation
of magnetic anisotropies. In figure 4.19a one can see the zero bias con-
ductance when the magnetization is rotated in a plane perpendicular
to the interface at 0.3 K. The corresponding out of plane MAAR45,
which is defined as:
MAAR(Θ) = G(0)−G(Θ)
G(Θ) (4.1)
is presented in figure 4.19b. It exhibits a huge out of plane MAAR
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Figure 4.19: a) Out of plane zero bias conductance anisotropy mea-
sured at T=0.3 K applying a field of Hm = 0.5 kOe (empty blue dots)
and Hm = 2 kOe (empty red dots) compared to the fits from the
phenomenological model including magnetic field effects (black lines).
b) Out of plane MAAR angular dependence measured at T=0.3 K
applying a field of Hm = 0.5 kOe (empty blue dots) and Hm = 2
kOe (empty red dots) compared to the fits from the extended BTK32
model with α = 34.5 eVA2 (black lines) and the phenomenological
model including magnetic field effects (red and blue lines).
amplitude up to 60% and isotropic conductance with respect to in-
plane rotations. From this one can conclude that a Rashba SOC field
is present at the tunneling interface due to the structure inversion
asymmetry of the tunnel junction and the corresponding potential
gradient along the z-direction. The field is of the form:
wR = (αky,−αkx) (4.2)
with α the Rashba SOC parameter and k‖ = (kx, ky) the in-plane
wave vector. It lies in a plane parallel to the interface and is rotation-
ally symmetric in the plane. Therefore, the scattering probability is
independent of the orientation of the magnetization in-plane. When
the magnetization is rotated out of plane, the electron’s probability to
scatter depends on the relative angle between the SOC field and their
spin (oriented along the magnetization direction). So the conductance
depends on the out of plane angle Θ and leads to the MAAR.
The calculated angular dependence of the conductance and MAAR
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are presented in figures 4.19a and 4.19b respectively. The SOC pa-
rameter α in eq. 4.2 as been used as the fitting parameter and real-
istic model parameters. From the phenomenological model has been
derived analytical expressions for the angular dependence of the con-
ductance:






G0 − g(2)α α2(cos 2Θ)− 1
(4.4)
which are valid up to second order in SOC and contain the real,
SOC independent coefficient g(2)α . Focusing on the angular dependence
of the MAAR there is a clear discrepancy between theory and exper-
iment. From the result of the phenomenological model its extracted
that the agreement is improved if g(α2)α2 is large enough so that it is
no longer negligible compared to G0 in the denominator of eq. 4.4.
However, fitting the full model shows that this situation is not reached
even with large SOC parameters. Instead it gives g(α2)α2  G0 and
MAAR(Θ) ≈ g(α2)α2/G0(cos 2Θ−1) for the angular dependence. The
reason for the deviation of the model from the experimental results is
that it does not take into account effects of the external magnetic field
apart from aligning the magnetization orientation. There are two
effect which play a role namely orbital effects on the charge
carriers and partial destruction of superconductivity due to
creation of vortexes.
Let’s start with the orbital effects. Charge carriers in a magnetic
field, which is perpendicular to their propagation direction, experience
Lorentz force which compels them on cyclotron orbits. When the mag-
netic field is tilted away from perpendicular direction, these orbits be-
come helicoids around the magnetic field direction and finally vanish
when field and propagation directions are parallel. The deflection from
their initial propagation in z-direction reduces their kinetic energy in
that direction and increases the one in the x and y directions which
effectively increases the tunnel barrier. This effect has been included
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in the model by shifting the initial wave vectors in x and y directions
in the Andreev reflection probability and the SOC field (details shown
further below). The shift depends on the magnitude and the direction
of the field and introduces and additional contribution to the conduc-
tance which depends linearly on the Rashba SOC α and the magnetic
field H and has an extra angular dependence:
Gorbital = g(1)α αH(1− cos 2Θ) (4.5)
with g(1)α the real expansion coefficient. The orbital contribution
increases linearly with the magnetic field for in-plane orientations and
vanishes for an out of plane field. The quadratic terms in H are
neglected.
Now let’s consider the effect of the external magnetic field on
superconductivity. V is a type II superconductor so its penetra-
tion depth is larger than the coherence length and therefore vortexes
can be formed. This means that SC is partially destroyed where a
magnetic flux quantum enters but around the vortex superconducting
currents keep the field out and SC is preserved there. In a thin SC
film there are two different critical field values which has been mea-
sured experimentally, the critical perpendicular field Hc,⊥ = 4 kOe
and the parallel critical field Hc,‖ = 12 kOe. So, for the experimen-
tally applied fields shown in figure 4.19, in the out of plane configura-
tion is already large enough to partially suppress SC whereas for the
in-plane orientation almost no effect of the external field on the SC
should be present. The partial destruction of superconductivity by
magnetic flux quanta can be modeled by considering two conduction
channels, a superconducting one GS and a normal one GN , where the
superconducting (normal) channels decreases (increases) linear with
the applied field164. To account for the different on-set of this effect
for perpendicular and parallel fields an angular dependence has been
included and the appearance of vortexes for in-plane fields has been
neglected:
G(V,Θ, h) = h| cos Θ|GN + (1− h| cos Θ|)GS (4.6)
with h = H/Hc,⊥ and GN/S(V,Θ) = GN/S0 (V ) + GN/Sα (V )(1 −
156
4.4 Modeling spin-triplet transport generated by a single
FM in the presence of spin-orbit interaction






2 for normal (N) and superconducting (S) channels. From the
experimental data in figure 4.8b (SIF junction) one can assume for
the zero bias conductance that GN0/α ≈ 2GS0/α and arrive to the final
results from the phenomenological model (dropping the superscript S
from now on) for zero bias conductance:
GZB(Θ, h) ≈ G0 +Gα(1− cos 2Θ) + h| cos Θ|(G0 +Gα −Gα cos 2Θ)
(4.7)
and out of plane MAAR:
MAAR(Θ, h) =
hG0 − h| cos Θ|(G0 +Gα −Gα cos 2Θ) +Gα(cos 2Θ− 1)
h| cos Θ|(G0 +Gα −Gα cos 2Θ) +G0 −Gα(cos 2Θ− 1) (4.8)
in the presence of orbital effects and vortex creation in the SC
due to the external magnetic field. As mentioned, figure 4.19a shows
the results of fitting the conductance from eq. 4.7 to the experimen-
tal data. There are three fitting parameters h, G0 and Gα so by
using the data points at G(0◦), G(45◦) and G(90◦) the parameters
are determined for two values of the magnetic field (H = 0.5 kOe:
h = 0.155, G0 = 6.06 µS, Gα = −0.144 µS; H = 2 kOe: h = 0.745,
G0 = 5.51 µS, Gα = 0.290 µS). The MAAR is computed using eq 4.8
and is presented in figure 4.19b. Both, conductance and MAAR an-
gular dependence exhibit a very good agreement with the experiment.
The fitting parameter h indicates how close the applied field is to the
critical perpendicular field. Comparing the extracted rations of 16%
and 75% for H = 0.5 and H = 2 kOe respectively, to the measured
value of the critical perpendicular field (Hc,⊥ = 4 kOe) one can get
a reasonable estimation for the influence of the vortexes. From the
fitting parameters for the unperturbed conductance G0 and the one
induced by SOC and orbital effects Gα we see Gα  G0, which is the
reason why almost no increase of the conductance is observed for in-
plane and SOC and orbital effects alone do not cause the deviation of
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the angular dependence from MAAR(Θ) ∝ cos 2Θ− 1. Note that Gα
changes sign when the field dependent orbital contribution (eq. 4.5)
becomes larger than the quadratic SOC term g(2)α α2. Control measure-
ments in SIN junctions support the presence of both orbital effects and
vortexes since we observe still uniaxial out of plane anisotropy. If mag-
netic fields are not included the spin imbalance of a FM is necessary to
have finite MAAR. In a non-magnetic tunnel junction, orbital effects
can introduce a similar angular dependence. Furthermore we also see
a linear increase of the out of plane conductance with increasing field
and the anisotropy amplitude (see figure 4.8a) which we get from the
angular dependent two channel model:
ASR(90◦, h) = hG0 − 2Gα
G0 + 2Gα
(4.9)
when Gα  G0 and now Gα(V ) = g(1)α αH. This effect has been
called anisotropic superconducting resistance (ASR). As mentioned,
the quality of the SIN junction is worse than the SIF junction and the
data is more noisy but the main trends confirm a clear ASR magnitude
about 5-20%.
Figure 4.20: Calculated conductance normalized by the Sharvin con-
ductance (Gsh) of the SIF structure from the extended BTK model for
the FM magnetized in-plane. The modeling parameters are discussed
in text.
The calculated normalized conductance for the superconducting
and normal state is shown in figure 4.20. The normalization has been
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made dividing by the Sharvin conductance value (Gsh)which corre-
sponds to the conductance on the ballistic regime. The modeling
parameters used are: Fermi wave vectors kF = 0.805 × 108 cm−1 for
Fe and qF = 0.66×108 cm−1 for V, the effective masses are mFe = m0
and mV = 4.3m0 with m0 the free electron mass, the spin polarization
of Fe is given by P = (∆xc/2)/µFe = 0.7, where µFe = ~2k2F/(2mFe),
the SC pair potential is ∆ = 1.6 meV, the barrier height V0 = 1.47
eV and width d = 1.7 nm and the Rashba SOC is α = 34.5 eVA2.
Figure 4.20 and its inset shows that the extended BTK model gives
a similar voltage dependence as observed in experiments. The mag-
nitude of the zero bias conductance is about 300 times smaller than
the experimental one (Gexp ≈ 0.08Gsh) and the ratio between the
normal and superconducting zero bias conductance is 50 compared to
roughly 2 in experiments. This is because the model assumes zero
temperature at which quasiparticle tunneling is completely forbidden
and the conductance at eV< ∆ is exclusively determined by Andreev
reflection.
4.4.2. Numerical model of SIF structures
As mentioned, the model of the SIF tunnel junction is based on
the generalized BTK formalism45. The FM and SC layer are de-
scribed by two semi-infinite regions at z < 0 and z > 0 respectively.
At z = 0 there is a flat interface accounting for the insulating MgO
layer included as a delta-like potential barrier V0dδ(z) with effective
height V0 and width d. Since the in-built electric field due to SIA
inducing Rashba SOC is largest at interfaces, the Rashba SOC field
wR = (αky,−αkx) (eq. 4.2) is also considered to be delta-like. The




Ψ(r) = EΨ(r) (4.10)
with quasiparticle states Ψ(r) of energy E. The single-particle
Hamiltonian for electrons is Hˆe = −(~2/2)∇[1/m(z)]∇−µ(z)−(∆xc/2)
Θ(−z)m · σˆ + (V0d + w · σˆ)δ(z) and for holes Hˆh = −σˆyHˆ∗e σˆy. They
contain the effective mass m(z), the chemical potential µ(z), and the
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exchange spin splitting ∆xc. The unit magnetization vector in the xz-
plane is m = (sin Θ, 0, cos Θ) and σˆ are Pauli matrices. The s-wave
superconductor V is modeled by the pair potential ∆ˆ = ∆Θ(z)12×2
with the isotropic gap ∆. Due to conservation of in-plane wave vector
k‖, we can write Ψσ(r) = Ψσ(z)eik‖r‖ . We find the solution in the






















1 + σ cos Θ,
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and σ = 1(−1) corresponds to the spin parallel (antiparallel) to mˆ.
The electron-like (hole-like) wave vectors in the FM region are ke(h)σ =√






























with superconducting coherence factors u2=1−ν2=(1+√E2−∆2/E)/2. The




E2 −∆2 − k2‖.
Applying charge current conservation one can compute the differential
conductance at zero temperature:
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d2k‖[1 +Rhσ(−eV )−Reσ(eV )] (4.14)
The probability amplitudes in the FM region Re(h)σ (E, k‖) =
Re
(
ke(h)σ |re(h)σ,σ |2 + ke(h)−σ |re(h)σ,−σ|2
)
contain the scattering coefficients for
specular and Andreev reflection with and without spin flip. Bias
voltage is denoted by V and A is the interfacial area. To tescribe
the Fe/MgO/V tunnel junction we use the Fermi wave vectors kF =
0.805× 108 cm−1 for Fe and qF = 0.66× 108 cm−1 for V, the effective
masses are mFe = m0 and mV = 4.3m0 with m0 the free electron mass,
the spin polarization of Fe is given by P = (∆xc/2)/µFe = 0.7, where
µFe = ~2k2F/(2mFe), the SC pair potential is ∆ = 1.6 meV, the barrier
height V0 = 1.47 eV and width d = 1.7 nm. The SOC parameter α is
used as fitting parameter. The results in figure 4.20 are obtained by
applying boundary conditions:
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numerically solving for the scattering coefficients and performing
the integration in eq. 4.14. Note that for bias voltage eV < ∆ quasi-
particle transmission is prohibited and we get V probability current
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Thus, zero bias conductance depends only on Andreev reflection
probability amplitude.
4.4.3. Phenomenological model of SIF structures
in the presence of SOC and magnetic field
To get insight into the physical mechanisms behind the angular de-
pendence of the conductance and MAAR, the following phenomeno-
logical model has been considered which was developed earlier for
TAMR23,165 and also applied to MAAR45. The model is based on
general symmetry arguments. It identifies two preferential directions
in the system for given k‖, namely m and w(k‖). Therefore, a scalar
quantity as the Andreev reflection probability can be expanded in











+Rh,(1)σ (−eV )[m ·w(k‖)] +Rh,(2)σ (−eV )[m ·w(k‖)]2
]
(4.19)
The linear term vanishes after integration due tow(k‖) = −w(−k‖)
and with eq. 4.2 we arrive at:
G(Θ) = G0 + g(2)α α2(1− cos 2Θ) (4.20)
which contains the SOC independent conductance G0 =
e2A/(2pi)2/h∑α ∫ d2k‖2Rh,(0)σ (−eV ) and the SOC dependent part with





So far the external field, which is applied to rotated the orientation
magnetization in the XZ-plane, has been neglected. The radius of the
cyclotron orbits, whereby charge carriers are forced by a magnetic field
perpendicular to their propagation direction, are assumed to be much
smaller than the width of the MgO tunnel barrier. For a cyclotron or-
bit comparable to the barrier width of d ≈ 2 nm a magnetic flux den-
sity of B ≈ 500 T is needed. By applying kOe magnetic field this con-
dition is reached for a relative permeability µr ≈ 5000 since B ≈ µr0.1
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T. So for Fe-based tunnel junctions, the orbits can reach a comparable
radius to the barrier width in the present external magnetic fields with
0.5 − 2 kOe and magnetic field effects should be taken into account.
They have been included to the phenomenological model for out of
plane rotation of the magnetic field in a similar way as it was pro-
posed for in plane fields166. A magnetic field is introduced to the model
Hamiltonian via minimal coupling p = −i~∇ → pi = −i~∇+eA. The
magnetic flux density is given by B = Bm so we can choose the gauge
A= (−yB cos Θ,−zB sin Θ, 0) for the vector potential A and relate it
to the magnetic field via B = µrµ0H with the vacuum permeability
µ0. With the substitution for the momentum above, the kinetic en-
ergy and Rashba SOC parts of the single-particle Hamiltonian Hˆe are
modified to Hˆkin = 1/2pi[1/m(z)]pi and HˆR = α/~[(piy,−pix, 0) · σˆ]δ(z)
respectively. Instead of numerically solving this problem the goal is
to study the physics behind. The strategy is to again expand the An-
dreev reflection probability in powers of magnetization direction and
SOC field. This is still possible, however, the expansion coefficients
and SOC field depend now on the magnetic field. So the way forward
consist to approximate the field dependent quantities Rh,(n)σ,H (−eV ) and
wH(k‖) by the previous independent ones valid up to linear order in
H.
Let’s first focus on the kinetic energy term. In the absence of a
magnetic field the Andreev reflection is largest at k‖ = 0 since for finite
k‖ a part of the total kinetic energy of an incoming electron is in the
parallel direction to the interface which effectively increases the barrier
height. When H 6= 0 the maximum Andreev reflection is shifted to an
in-plane wave vector k‖,0 which fulfills
〈





[ky,0 − eµ0Hz/~ sin Θ]2
〉
= 0, performing a quantum mechani-
cal average 〈. . .〉. So the electrons feel effectively the smallest barrier
for k‖,0 = [b1H cos Θ, b2H sin Θ, 0], where b1 and b2 are constants that
depend on 〈y〉 and 〈y2〉 or 〈z〉 and 〈z2〉, respectively. Thus, we ap-
proximate Rh,(n)σ,H (k‖) ≈ Rh,(n)σ (
√
(kx − kx,0)2 + (ky − ky,0)2). This shift
can be related to the Lorentz force which sends the charge carriers
on helicoids depending on the orientation of magnetization. Higher
order effects from the magnetic field on the Andreev reflection ampli-
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tude are neglected. The spin-orbit field experiences also a momentum
shift wH(k‖) ≈ w(kx− b3H cos Θ, ky− b4H sin Θ) with the coefficients
b3 and b4 respectively depending on 〈y〉 and 〈z〉 because momentum
appears linearly in the SOC field. In the presence of an out of plane
magnetic field, the Hamiltonian is not anymore translationally invari-
ant in the y-direction. Assuming those terms as small perturbations
ables to still compute the conductance from eq. 4.18 plugging in the
expansion of the Andreev reflection probability in powers of SOC with
H-dependent expansion coefficients. The SOC independent term is the
same upon integration as in the absence of magnetic field. Conduc-
tance corrections to the second order term are neglected since they
are quadratic in H. From the first order term, which vanishes without







d2k‖2Rh,(1)σ (−eV )[m·w(k‖)] = g(1)α αH(1−cos 2Θ)
(4.21)
which is linear in H and contains the coefficient g(1)α =
e2A/(2pi)2/h∑σ ∫ d2k′‖2Rh,(1)σ (k′‖)(b2 − b4) with k′‖ = k‖ − k‖,0. So
orbital effects in the presence of a Rashba SOC field induce an angular
dependence which is of the same form as the one from the second order
SOC term in the absence of an external magnetic field.
With this we finish the theoretical model explanation and now we
are going to summarize the conclusions of these chapter.
4.5. Conclusion
To our knowledge this is the first study that has thoroughly charac-
terized the tunneling mechanisms on epitaxial superconducting mag-
netic tunnel junctions (SC-MTJs) with spin-active interfaces with
spin-orbit interaction. We have characterized the superconducting
properties of three different types of epitaxial magnetic tunnel junc-
tions: V/MgO/Fe, V/MgO/Fe/MgO/Fe, Fe/MgO/V/MgO/Fe and a
non-epitaxial one made out of V/MgO/Au taken as the “control sam-
ple”. We have measured their critical temperature (TC) value with
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a precision of ±10 mK, their superconducting gap width, their criti-
cal magnetic fields both in parallel and perpendicularly applied with
respect to the junction’s plane and the above gap shot noise.
We found that, in two types of junctions, TC depends on the mag-
netic state of the electrodes. In the V/MgO/Fe junction, the reduction
of TC when the magnetization is oriented perpendicular to the interface
points towards the possible explanation of triplet pair generation148.
On the other side, in the V/MgO/Fe/MgO/Fe junction, the increase
of TC when the relative magnetization is oriented perpendicular out
of plane could be due to the nucleation of superconductivity starting
at domain walls156. In the Fe/MgO/V/MgO/Fe junction, due to the
antiferromagnetic coupling of the electrodes, the only remanent mag-
netization is AP state. Therefore there is no possibility of measuring
TC at different magnetic states without actively applying an external
magnetic field.
The zero bias conductance anisotropy in the V/MgO/Fe system at
0.3 K has been thoroughly studied by using two methods: (i) estab-
lishing three different remanent magnetization orientations of the Fe
layer and (ii) performing a rotation, perpendicular to the junction’s
plane, of the external magnetic field and changing the magnetization
of the Fe layer. Through method (i) we observed a change in the
relative value of the zero bias conductance anisotropy between the in-
plane and out of plane remanent magnetizations of roughly a 10%. By
applying an external magnetic field modulus of 2 kOe, method (ii), the
observed relative value of the zero bias conductance anisotropy rises to
60% due to the suppression of the superconductivity. From method (i)
we observe a reduction of the zero bias conductance anisotropy when
the remanent magnetization is oriented out of plane with respect to
when its in-plane. This indicates the possible presence of long-range
triplet correlations which have a deeper penetration length into the
ferromagnet than the singlet (conventional) Cooper pairs52.
We have carried out shot noise measurements for biases above the
gap at 0.3 K on all the epitaxial SC-MTJs in order to verify the quality
of the barrier. These experiments show the high quality of the tunnel
MgO barriers as long as shot noise in single barriers gives a Fano factor
close to 1.
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In both double-barrier structures (V/MgO/Fe/MgO/Fe and Fe/
MgO/V/MgO/Fe) we have observed reproducible above gap conduc-
tance anomalies (CAs) at temperatures around and below TC . The
CAs peak amplitudes depend on the magnetic state of the FM elec-
trodes. Additionally, CAs are not suppressed by moderate/high mag-
netic fields (up to ∼ 20 kOe) at a temperature of 0.3 K and even
survive 1 or 2 K above TC . This features adds weight to the idea of
having LRT correlations in our SC-MTJs.
Our main experimental results on the zero bias conductance anisotropy
have been described with a theoretical model developed in collabora-
tion with the groups of prof. Jaroslav Fabian and Petra Ho¨gl, from the
University of Regensburg (Germany), prof. Alex Matos-Abiague and
prof. Igor Zutic`, from the University at Buffalo (USA). The model cal-
culates the magnetoanisotropic Andreev reflection (MAAR) through
the zero bias conductance anisotropy when the magnetization is re-
manent and when there is an external magnetic field actively applied.
In the case when the magnetization is remanent the model gives a
MAAR value of 17% and when there is an external magnetic field ap-
plied the MAAR value is 57%. Moreover the model also explains the





In this chapter we move from investigating the spin control of
superconducting pairing to the exploration of the possible spin con-
trol of phonons. The research has been carried out on organic mag-
netic tunnel junctions (OMTJs) where the organic barrier is made
of Perylenetetracarboxylic dianhydride (PTCDA) molecules. We will
use low frequency noise (LFN) and inelastic electron tunneling spec-
troscopy (IETS) measurements to characterize the electron-phonon
interactions when electrons tunnel through an organic barrier. In
addition we will investigate the possibility of magnetic control over
vibrational heating of the molecules by varying the magnetic state of
the devices. Vibrational heating refers to the local excitation of the
molecules in the way that part of the molecules conforming the bar-
rier vibrate or bend167. The thermal noise associated with the overall
temperature remains constant and vibrational heating will be studied
through the LFN anomalies coming from a small fraction of excited
molecules.
One of the possible ways to characterize vibrational heating in-
dependently is using surface-enhanced Raman emission which deter-
mines the effective temperature for both the vibrational modes and
the flowing electrons in biased metallic molecular junctions168. Our
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experimental set-up is not prepared to make such optical measure-
ments. Besides optic signals would have to cross metallic electodes
weakening in that way the Raman signal. Therefore we cannot asso-
ciate an effective temperature directly to the detection of vibrational
modes. However we will use the vibrational spectroscopy of Raman
studies169–171 to compare qualitatively the activation energy of the
vibrational modes detected.
5.1. Introduction
Since last decades, the problems of downscaling inorganic elec-
tronics due to both physical limitations and increment of the fabrica-
tion costs has boosted the search of alternative concepts to provide
electronic devices at reasonable costs. The concept of using single
molecules or small groups of molecules conducting electrical current
between two electrodes is among the most promising candidates to
create future devices capable of substituting the traditional silicon
based electronics. Organic spintronics has attracted considerable at-
tention in recent years82,83,85,93,94,96,167,172,173. As it was presented in
the introduction, the use of organic molecules as the insulating spacer
is a relatively new trend in material fabrication which is nowadays
commonly used in new technology (i.e. OLEDs, OFETs, photovoltaic
cells, etc). However, despite the extensive research carried out in this
field, the behavior of spin-polarized electrons tunneling through thin
organic barriers remains mostly unexplored.
In molecular electronics and spintronics vibration induced heating
and breakdown is one of the major obstacles in the advances of their
application86,174–176. Some recent studies suggest that interfacial vi-
brons play an important role in the spin relaxation dynamics177,178. On
the experimental side, only the work from Galbiati et al.84 using Alq3
as the organic spacer uses TMR and IETS measurements to study the
spin-tunneling mechanisms but without delving in the control of the
magnetic configuration of the electrodes. To our knowledge, the work
presented in this thesis is the first study of spin-dependent transport
in OMTJs which investigates the possibility of magnetic control over
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vibrational heating of the organic spin-valves by taking advantage of
the combination of LFN, TMR and IETS measurements.
This chapter presents a detailed investigation of spin current de-
pendent dynamics through an organic spacer, in particular for different
PTCDA thin thicknesses (1.2 - 6 nm). After describing the junctions
briefly we will present the results for the control sample which has no
PTCDA layer. Then we will present the experimental results obtained
for OMTJs describing the different tools used to study the vibrational
modes. The study of the LFN dependence with temperature has been
made at a broad temperature range from 0.3 K to 100 K and as a
function of the magnetic state. Finally we will describe a model based
on vibrational heating in the presence of spin dependent vibron exci-
tation and relaxation which explains qualitatively the observed effects.
With these tools we investigate the possibility of the magnetic con-
trol of the vibrational modes with the magnetic state of the FM
electrodes separated by an organic (PTCDA) barrier.
5.2. Sample growth
The PTCDA samples have been grown in the group of prof. Minn-
Tsong Lin in a collaboration project with the National Taiwan Uni-
versity (NTU). The collaboration has permitted a visit abroad to
the NTU’s laboratory where the author of this thesis learned about
the growth procedures of the OMTJs investigated. The growth pro-
cedure is described in detail in ref.179. The layer sequence of the
OMTJs is: NiFe(25 nm)/CoFe(15 nm)/AlOx(0.6 nm)/PTCDA(1.2-5
nm)/AlOx(0.6 nm)/CoFe(30 nm). The structure was deposited onto
a glass substrate in a high-vacuum environment with a base pres-
sure lower than 10−8mbar. The metallic layers were deposited by
sputtering at an Ar working pressure of 5 × 10−3 mbar. The bot-
tom NiFe/CoFe layer is the soft FM and the top CoFe layer is the
hard FM. The PTCDA layers were grown by thermal evaporation at
10−8 mbar, with a deposition rate of 0.1 nm/s. Thin AlOx buffer
layers were grown between the PTCDA layer and both FM layers by
partially oxidizing Al in oxygen plasma for 5s. X-ray Photoelectron
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Spectroscopy (XPS) measurements of the Co/PTCDA interface have
revealed that the addition of a buffer layer prevents the hybridization
between both layers179, preserving an effective spin injection into the
organic spacer. The PTCDA molecules have been found to lie essen-
tially flat over both AlOx/Co or Co, with a tilt angle of 12◦ ± 3◦ 179.
The area of all samples is 3.8971× 104µm2 and the PTCDA molecule
size is 9.2A˚× 14.2A˚ which, taking into account the tilting deposition
angle 1 nm thick layer corresponds roughly to 3 monolayers of PTCDA
(sketched in figure 5.1).
Figure 5.1: Sketch of the OMTJs with a first zoom of the cross section
of the PTCDA barrier highlighting the deposition angle of the PTCDA
molecules. The second zoom highlights how interfacial molecules could
be contact or not with the AlOx electrode due to its roughness. Ar-
rows indicate that the CoFe layer is the hard FM electrode and the
NiFe/CoFe layer is the soft FM electrode.
As long as aluminum is not fully oxidized, these samples continue
to oxidize if they are more than a few hours in contact with the at-
mosphere. Because of this, the samples are grown in high-vacuum
conditions and after they are extracted from the chamber they are
vacuum sealed for their transport (from Taiwan to Spain). When
they arrive to the laboratory we have vacuum chambers to contain
these type of sensitive samples. Then, the process of contacting the
samples is made always as quickly as possible and finally the sample is
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inserted in the high-vacuum insert chamber of the cryostat. All in all,
the samples are exposed to the atmosphere no more than few hours
overall.
We have measured a total of 23 samples with thicknesses that
range from absent PTCDA barrier (control sample) to (1.2-6) nm
thick PTCDA. The statistics of the experiments are not perfectly ro-
bust, meaning that for the same thickness different samples could have
slightly different tunneling behaviors. We attribute this issue to differ-
ences in the growth and as a result of the transport and the different
contacting time lapses or if the sample has being measured more than
once. Having said this the dependence of samples resistances and
TMRs on thickness have a perfectly clear trend (see figure 5.5).
5.2.1. Control Sample (without PTCDA)
The control sample layer sequence is NiFe (25 nm)/CoFe (15 nm)/
AlOx (1.2 nm)/CoFe (30 nm). Is it therefore the same previously
mentioned structure but without the PTCDA layer deposition step.
Comparing the samples with PTCDA with the control sample is nec-
essary to investigate the role of the organic molecules in the tunneling
and related dynamic process.
a) b)




























Figure 5.2: TMR dependence on a) magnetic field (taken at V=0.7
mV) and b) bias of the control sample. Measurements taken at T = 0.3
K.
171
5. Organic Magnetic Tunnel Junctions with PTCDA
The very small magnetoresistance signal coming from the control
sample (see figure figure 5.2) demonstrates that the partially oxidized
Al layer (AlOx) alone does not act as an effective spin-transport bar-
rier. More comparisons with the samples with PTCDA will be shown
further on this chapter. But before delving into the experimental
results, it’s worth noting the annealing process we performed in all
PTCDA samples before starting to measure them.
5.3. Annealing with voltage
One particular characteristic we found in these OMTJs is that
at the beginning of measuring, the “fresh” (newly inserted) samples
slightly changed the shape of their conductance because by applying a
voltage we were annealing the PTCDA molecules contacting the elec-
trodes. We presume that this annealing consists in a rearrangement
of the PTCDA molecular conformation. We found that this annealing
procedure improved the measurements. As general trend, after an-
nealing each of the measured samples we have seen an increment of
the TMR value (see figure 5.3). Besides, the low frequency noise of
the sample has been reduced after annealing and the reproducibility
of the measurements improved.
The process of annealing is made by taking a few IV curves (slowly
increasing the applied current). In figure 5.3 there’s the TMR ratio of a
3 nm thick PTCDA sample measured at 0.3 K after different annealing
sweeps. It is clearly seen how the TMR improves with increasing the
annealing maximum voltage (see figure 5.3b). However, we found that
annealing the sample higher than 300 mV did not improve so much
the TMR value and on the contrary it provoked an increment of the
noise of the sample which could be attributed to a small degradation of
the barrier. Because of this observation on the measurements shown,
further on we have always annealed the samples up to 100 or
150 mV before start conductance and noise measurements.
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Figure 5.3: Annealing effect on the sample’s TMR ratio at T=0.3K
in the 3 nm thick PTCDA. Part a) shows the annealing procedure
increasing the applied bias. Part b) shows the maximum TMR value
after each annealing process. Maximum applied bias range (positive
or negative) while measuring has been kept constant (±20 mV).
5.4. Experimental results
We are going to start by summarizing our main observations which
will be further detailed throughout this chapter (see figure 5.4). Most
of the measurements have been made at low temperatures, typically
at 0.3 or 10 K (two of the stationary temperatures of our cryogenic
set-up). The external magnetic field applied, in order to change the
FM magnetization, has only been applied in the sample’s plane (in-
plane). Thereby we will consider only two different magnetic configu-
rations of the electrodes which are the parallel (P) and the antiparallel
(AP) states. We found no evidence of any influence of the strength of
the external in-plane magnetic field in our experimental results. For
this reason, we are not going to continuously specify the value of the
external magnetic field in a particular magnetic state configuration.
For the P state we have chosen a saturating in-plane field of 3 kOe
but for selecting the AP state however, a starting TMR measurement
(see example in figure 5.4a) has always been made at the beginning
of the experiments time period in order to know the corresponding
field value of the AP state configuration. Note that the characteristic
field at which AP state is reached (with maximum magnetoresistance)
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could vary with temperature.










































































Figure 5.4: Organic barrier characterization measurements on a 1.2
nm thick PTCDA sample taken at 10 K. Part a) shows a typical posi-
tive TMR vs magnetic field where the red arrows depict the magnetic
field sweep history. Part b) shows the parabolic dependence of con-
ductance in P and AP states and the TMR vs bias. Part c) shows two
spectra at specific biases where RTN and 1/f show up. Part d) shows
a 3D plot of the bunch of noise spectra in P state to study the LFN
dependence with bias.
In order to characterize the conductance mechanisms for electrons
tunneling through an OMTJ we always start by measuring the TMR
dependence on the magnetic field (see figure 5.4a). By making the
TMR we have the P and AP states determined. Then we thoroughly
study at the same time conductance (see figure 5.4b) and low frequency
noise (see figure 5.4c and d) taking into account that the sample can
be annealed while it’s being measured (applying a high enough bias).
The experimental results will be presented starting with the discus-
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sion on the electron transport dependence on the PTCDA thickness
followed by the LFN analysis at the different magnetic configurations.
Afterwards the IETS analysis will be shown and finally the dependence
of the different LFN with temperature will be presented.
5.4.1. Electron transport vs PTCDA thickness
Indeed a variety of factors determine the electron transport through
organic tunnel junctions (OTJs)86. The most important are the molec-
ular and electrode electronic structures followed by molecular vibra-
tions and electron-vibron coupling particularly of the bonds modi-
fied by the proximity to the interfaces. The electron spin is a rele-
vant factor for controlling transport in OMTJs79–81,180–184. Moreover,
the magnetic state of the interfacial molecules could be qualitatively
changed by the electron coupling to the electrodes185, 186. The in-
terplay between spin and phonons in molecular spintronics remained
however obscured. Only very recent studies pointed out that such a
possibility might exist176, 177. Charge-vibron related non-equilibrium
transport and its current fluctuations flowing through molecular inter-
faces has been recently explored for non-destructive characterization
of molecular barriers through inelastic electron tunneling spectroscopy
(IETS)170 and low frequency noise (LFN) based molecular imaging95
in single molecules. After the general example of measurements shown
in figure 5.4, let’s take a look at the general behavior of transport vs.
thickness (see figure 5.5).
First of all, these samples show an exponential increment of resis-
tance with the PTCDA thickness (see figure 5.5a), which is a sign of
the good quality of the barrier82. Second, the TMR signal comes from
the organic spacer clearly (see figure 5.5b) and will be corroborated
further on with IETS measurements. The 1/f noise analyzed through
the Hooge factor (α), which will be discussed further below, clearly
shows that the noise level of the control sample is several orders of
magnitude lower than the noise level of the samples with PTCDA.
In addition to the IETS, the LFN will be a key tool to analyze the
magnetic state dependence on the vibrational heating.
175
5. Organic Magnetic Tunnel Junctions with PTCDA























Figure 5.5: Part a) shows the dependence of the junctions resistances
on thickness at room temperature. Part b) studies the sample’s TMRs
dependence on thickness at 10 K. Red lines are a guide for the eye.
5.4.2. Dependence of LFN on electrode’s mag-
netic state
In this section we are going to study the effect of the magnetic
state in the noise power spectra which for the case of PTCDA samples
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Figure 5.6: LFN spectra measured on the control sample a) in P
state and b) in AP state. Measurements were made at 10 K.
To check the source of the LFN anomalies, we can directly com-
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pare the noise power spectra of the control sample and a sample with
a PTCDA barrier (figures 5.6 and 5.7 respectively). The control sam-
ple shows a clear 1/f noise dependence in the full bias range whereas
the 1.2 nm thick PTCDA junction (see figure 5.7) shows LFN anoma-
lies which corresponds to a RTN type at specific biases. To further
corroborate this, we show LFN for the control sample in both the P
and AP states (see figure 5.6 a and b). Both measurements show no
special difference in the LFN spectra.
On the other hand comparing the noise spectra on a PTCDA junc-
tion between the P with the AP state (figures 5.7a and b respectively)
the LFN features, in the form of bias triggered RTN, are clearly vis-
ible. One can see a difference both in their characteristic threshold
bias positions and in their amplitude. By looking at their difference in
absolute value we highlight the noise spectra peaks (see figure 5.7c).
Each noise maximum tends to drift to higher voltage and we observe
that in AP state the activation energy of the peak is slightly higher
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Figure 5.7: Noise power spectra in OMTJs with 1.2 nm thick PTCDA
measured at 10 K in a) P state and b) AP state. Part c) shows the
absolute value of the difference between the noise power in P and AP
states.
The LFN peak evolution has been corroborated in the RTN analy-
sis (see figure 5.8) where each RTN mode (humped slope of the spec-
trum in figure 5.4c) appears at low voltages and then shows a nearly
linear dependence to higher frequencies as the voltage is increased.
When increasing the PTCDA thickness there’s an additional 1/f con-
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tribution probably due to the increased background barrier disorder
which complicates the detection of RTN signals. One can see that
the RTN vs. bias dependence on thickness (comparing figures 5.8a
and b) shows a similar behavior as the 1/f noise (see figure 5.10).
This behavior consists in a spreading of the maximums in the case
of the Hooge analysis and an increment in the distance between dif-
ferent RTN modes. Regarding the effect of the magnetic state, from
the RTN analysis is difficult to extract any assertion. What we can
say is that most of the RTN modes appear in both magnetic states
at roughly the same energies, however there’s a few number of modes
that appear in one state (either P or AP state) but not in the other.
4 nm PTCDA
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Figure 5.8: RTN analysis made at 10 K showing the characteristic
frequencies in P and AP states for a) a 1.2 nm and b) a 4 nm thick
PTCDA samples.
In order to further clarify the question if the magnetic state in-
fluence in the noise level is strictly due to the difference of resis-
tance between P and AP states we made a comparison between the
spin-dependent integrated normalized LFN and the TMR. The spin-
dependent vibrational noise has been calculated using the integrated
noise (Sint) over the span of frequencies of the spectrum (1-1600 Hz).
With the integrated noise we calculate the so-called tunnel magnetic
noise (TMN) as the ratio between the integrated noise at the differ-
ent magnetic states divided by the integrated noise in the P state
TMN = (Sint−AP − Sint−P )/Sint−P .
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The comparison (see figure 5.9) demonstrates that spin-dependent
vibrational heating changes the noise level well above the expected
variation from the fluctuation-dissipation theorem (with variation of
the noise proportional to variation of resistance). A similar conclu-
sion can be reached by analizing the spin-dependent noise power in
comparison with the one expected from the difference in the ther-
mal resistance between P and AP states. Indeed, at a temperature
of 0.3 K and maximum resistance change between P and AP states
of a few kΩ, the expected noise power changes should be less than
SV = 4kBT (RAP − RP ) ≈ 10−19V 2/Hz, i.e. a few orders of magni-


















Figure 5.9: Comparison between tunneling magnetic noise TMN and
TMR for the OMTJs with 1.2 nm PTCDA thick barrier at T=10K.
If we explore now the 1/f noise dependence on thickness, taking a
look at figure 5.10 one have to take into account Hooge’s phenomeno-
logical law 1.30 from where the Hooge parameter α is extracted. The
model assumes a 1/f noise dependence which is the case of the control
sample (see figure 5.6), however in the case of having PTCDA barrier
RTN appears at certain voltages with a Lorentzian dependence on the
frequency and Hooge analysis could not be quantitatively correct.
Therefore for a comparison between the control and the PTCDA
samples, figure 5.10 has to be considered only qualitatively, and the
quantitative comparison must be made comparing the noise level of
the control sample (figures 5.6a,b) with the noise level of the sample
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Figure 5.10: Dependence of the Hooge factor (α) on the PTCDA
thickness at 10 K. The control sample (no thickness) shows a negligible
TMR and the Hooge factor (α) is several orders of magnitude lower
than the junction with the thinnest PTCDA barrier (1.2 nm).
with PTCDA barrier (figure 5.7). The junction with the thinnest (1.2
nm) PTCDA barrier shows a clear patron of vibrational modes in the
LFN spectra with a higher noise level (see figure 5.7c). This contrast
to the control sample where the magnetic state doesn’t appear to affect
the 1/f noise very much (see figures 5.6a and b).
The reproducibility of the measurements has been checked also (see
figure 5.11). The major part of the samples measured show a great
reproducibility after they have been annealed (up to a voltage range of
±100 mV). The IV curves, which will be addressed in the next para-
graph, in addition to figure 5.11 where 4 different noise measurements
analyzed and represented for simplicity using the Hooge factor follow
smoothly the same trend illustrating the high degree of measurement
reproducibility.
For the spectroscopy of vibrons we have additionally used the IETS
analysis. We are going to explain now the steps to analyze an IV curve
in order to extract the characteristic phonon energies using IETS that
afterwards will be compared with the LFN analysis.
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Figure 5.11: Reproducibility of bias dependent noise analyzed
through the Hooge factor in P state at T=10K in an annealed OMTJ
with 1.2 nm thick PTCDA.
5.4.3. Inelastic electron tunneling spectroscopy
The inelastic electron tunneling spectroscopy (IETS) is an exper-
imental tool that is extensively used for studying the vibrations of
molecular adsorbates on metal plates. Sending current through tun-
nel junctions and measuring their voltage response, one can record
a I-V characteristic curve (see figure 5.12a). The first derivative
gives the conductance (see figure 5.12b) which provides information
about the local density of states (LDOS) in both electrodes and the
transmission probability (as described in eq.1.2). The second deriva-
tive gives information about the vibrational modes of the insulating
molecular layer through electron-phonon interactions which will ap-
pear as dips and peaks on the second derivative of the IV curve187
(see figure 5.12c). The negative bias part of the second derivative is
changed of sign in order to facilitate the vibrational mode comparison.
Generally, studies of molecular vibrational spectroscopy using IETS
have been made in the energy range of hundreds of mV84,91. In the
high bias regime (up to 0.5 V) the phonon contribution to the con-
ductance comes mainly from interfacial molecules while at low bias
(up to 20 mV) the phonon contribution comes mainly from the inner
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molecules inside the barrier where collective vibrations (librons) can
be studied. In our low bias measurements, because the energy width
of the phonons is at least roughly 1 mV, in order to facilitate the vi-
sualization of the modes, a smooth of 0.5 mV has been made on the
IETS curves. For the high bias measurements the smoothing is around
1 mV.

































Figure 5.12: Example of how molecular vibrations could be observed
in a particular IETS curve. a) Typical IV characteristic curve mea-
surement. b) Conductance (dI/dV ). c) IETS module and normalized
by the conductance (d2I/dV 2(dI/dV )−1). Measurements taken on a
OMTJ with 2 nm PTCDA barrier at 0.3 K.
To characterize the electron-phonon interactions we will compare
our IETS peaks with the Raman spectrum of the PTCDA188, 189, 169.
Through IETS we will only detect the strongest vibrations whereas
the Raman spectrum shows a more detailed vibrational landscape (see
figure 5.13). The energy unit conversion is 1cm−1 = 124µV.
Vibrational modes are usually differentiated in internal vibrations
of a single molecule (phonons, figure 5.13b) and collective vibration of
several molecules (librons, figure 5.13a) which conforms the molecular
lattice. Typically librons have a weaker activation energy (< 10 mV)
than phonons (> 10 mV) which are dominant at high energies. To
check that our IETS peaks correspond to a real vibrational mode we
overlap the positive and negative parts of the IETS spectrum because
peaks must appear symmetric in voltage (see figure 5.14).
Figure 5.14 correspond to a PTCDA sample (2 nm thick) which




Figure 5.13: Raman spectroscopy of librons a) where Ag and Bg are
different collective vibrational orientations and phonons b) where indi-
vidual internal molecular vibrations appear at different specific energy
ranges. Figure adapted from ref.171
larly good matching in the overlap of the IETS positive and negative
branches where we can even distinguish in some peaks that they are
formed by individual phonons or librons (agrees with Raman spec-
troscopy shown in figure 5.13) accounts for the high quality. Com-
paring the phonon modes (see figures 5.14 a and b) we demonstrate
how the activation energy of the phonon modes of the molecule can be
controlled with the magnetic state of the electrodes. We can compare
P state with AP state normalized by the TMR value in order to make
them overlap (see figure 5.14c). One can observe a splitting of the
libron related peaks which could be related to a small change of the
effective thickness of the PTCDA barrier through the magnetostric-
tion of the electrodes190,191. The dependence of the phonons with
thickness is not so clear. Because at low energies the entire section
of molecules conforming the barrier contributes to the conductance,
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Figure 5.14: Magnetic field control over the vibrational spectra in a)
P state and b) AP state. The IETS negative (red) and positive (black)
voltage curves are overlapped to check which peaks match (vibrational
modes) in parts a) and b). Black arrows indicate the phonon modes
energy. Part c) shows only the V < 0 part with AP state normalized
by the TMR value in order to overlap with P state in order to see the
splitting of the vibrational modes. The measurements were made in a
2 nm thick PTCDA sample at 0.3 K.
the quality of the sample is essential to make a good IETS analy-
sis. One could compare the previously mentioned high quality 2 nm
thick sample (see figure 5.15a) with another of the double thickness
(see figure 5.15b)) and with one of triple thickness (see figure 5.15c)).
The experimental result show that the 4 nm thick junction appears to
have very few phonon modes which in addition don’t match perfectly,
in contrast to the 6 nm thick where there’s clearly a better phonon
spectra. What happens is that due to the increment in the number
of molecular layers as the thickness increases, the individual phonon
energies start overlapping and the peaks start to spread.
What we extract from the different tools used study vibrational
spectroscopy of these samples is that there are some molecular vibra-
tions that contribute more to the noise spectra, others to the conduc-
tance spectra, and occasionally to both. For example in a 2 nm thick
PTCDA (see figure 5.16) we can see how there is a peak on the IETS
near 200 mV clearly appearing as an increment in the power spectral
noise whereas other peaks in the noise (near 300 mV) are not reflected
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Figure 5.15: Dependence of the phonon spectra with the PTCDA
thickness. Black arrows indicate the phonon modes energy. The mea-








































Figure 5.16: LFN vs. IETS comparison for a 2 nm thick PTCDA
sample at 10 K in a) P state and b) AP state.
5.4.4. Vibrational modes dependence on temper-
ature
Now we are going to take a look at the influence of temperature
in the LFN. The main effect of temperature is to lower the activation
energy of the vibrational modes because of the thermal energy of the
molecules. We observe from the Hooge factor analyzed from 1/f noise
(shown in figures 5.16a and b) and from the RTN (shown in figures
5.16c) that the activation energy of the vibrations is lower at 10 K than
at 0.3 K. The effect is much clearly seen in long-lasting experiments
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we used to perform at the end of the experiments time period taking
advantage of the gradual warming up of the cryostat (see figure 5.16d),
each black arrow indicate the position of one those Hooge maximums
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1.2 nm PTCDA d)
Figure 5.17: LFN dependence on temperature in P state. Parts a)
and b) are the Hooge factor (α) analysis from a 1.2 nm and 4 nm thick
PTCDA barrier respectively. Part c) shows the RTN characteristic
frequency from a 1.2 nm thick PTCDA sample. Part d) is a long-
lasting experiment of the Hooge factor vs temperature slowly leaving
the cryostat warming up to room temperature. The black arrows high-
light the decrease of the activation energy of the LFN anomaly as the
temperature rises.
5.5. Theoretical model
Following the theoretical fremework of refs.167,173,192,193, in the so-
called vibrational heating mechanism for atom transfer proposed in-
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dependently by Gao et al.192 and Walkup et al.194, the interfacial
molecule gathers energy to overcome the potential barrier by inelastic
scattering of the tunneling electron with vibrations of the molecule.
Simultaneously the molecule loses energy to electron-hole pairs and
other processes. Brumme et al.195 applied such ideas to describe the
switching of the carboxylic oxygen in a PTCDA scanning tunneling








Figure 5.18: Schematic representation of a single-molecule switching
rate (R(V )) in an STM junction in which the molecule is asymmetri-
cally coupled to the surface of the STM tip (∆S > ∆T ). The molecule
gathers energy to overcome the potential barrier between the two sta-
ble positions by inelastic scattering of the tunneling electron. Figure
adapted from ref.167
The nearly symmetric character of the LFN anomalies points to-
ward their link with vibrational excitations rather than to be origi-
nated from resonant electron tunneling87 where broad LFN features
are expected for one of the bias polarities only. Is interesting how the
enhancement of the LFN power at specific biases (e.g. 5.4d) is accom-
plished (up to a few orders of magnitude) by the limited impact on
the conductance (e.g. figure 5.4b). We suggest that a great majority
of the molecular conductance channels in our OMTJs comes from the
well established contacts between molecules an the electrode. At the
same time, a negligibly small part of the conductance channels, esti-
mated to be of the order of 10−2− 10−3 (see figure 5.9), contribute to
the RTN (see sketch in figure 5.19).
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Figure 5.19: Model and parameters used: symmetric junction in
the off-resonant regime (0) = 10γL = 10γR = 1 eV), reaction order
n = 20 and coupling strength χ = 1 meV. The non-bended state of the
molecule is number 1 and the bended state is number 2. The electrode
spin polarization (σ) is depicted by the vertical arrows.
Based on this scenario, with the help of prof. T. Frederiksen196 a
model for explaining the resonant enhancement of LFN for some spe-
cific biases has been made. The standard adsorbate resonance model
Hamiltonian for a metal-molecule-metal tunnel junction is:










(VLM |L〉〈M |+ h.c.) +
∑
R
(VRM |R〉〈M |+ h.c.) + ~Ω(b†b+ 1/2),
written in terms of the one-particle electron states |M〉, |L〉 and |R〉
of molecule and left/right electrode respectively and their correspond-
ing one-electron energies 0, l and R. VLM(VRM) describes the hop-
ping integrals between the left L and right R electrodes and the molec-
ular level respectively. The vibrational energy quantum is ~Ω. We fur-




H ′ = χ(b† + b)|M〉〈M |,
where χ is the electron-vibration coupling matrix element and b(b†)
are the corresponding vibration annihilation (creation) operators. The
system is therefore described by the following Hamiltonian:
H = H0 +H ′
In the considered model, the conductance channels (I-Ch) are inter-
rupted at small enough bias due to unavoidable interface roughness
(see figure 5.19). These channels are suggested to become unstable
(similar to single molecular switches167) under the applied bias due to
transitions between unbent (1) and bent (2) molecular conformal con-
figurations. The rest of the stable conduction channels contribute to
the average conductance and provide common 1/f noise. The model
sketch (see figure 5.19) depicts the vibrational heating of one of the
molecules forming I-Ch either in the P or AP states. Following the
spinless vibrational heating model167 we suggest that I-Ch contribute
to the excess of the RTN above certain biases by opening conductance
channels due to inelastic relaxation of the applied bias through molec-
ular phonons. Considering the spin degree of freedom, we write the





(− 0) + (γσ/2)2
and the total density of states as γσ = γσ,L + γσ,R in the wide-
band approximation. We consider the Fermi-Dirac occupation func-
tion (nF ()) in the low-temperature limit as it becomes a step function
in order to simplify the vibrational excitation rates Γα,β↑,↓ in terms of
electrons initially in a state in electrode α ∈ {L,R} and ending up in
a final state in electrode β ∈ {L,R}. The full math development can
be checked in the supplementary material from ref.196.
Let’s further define the spin-averaged DOS of the electrode α as:
2γα = γ↑,α + γ↓,α
and the electrode polarization as:
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in this way Pα = 0 when γ↑,α = γ↓,α, Pα → 1 when γ↑,α  γ↓,α and
Pα → −1 when γ↑,α  γ↓,α.
As we mentioned, following ref.167 we compute the switching rate
R and the noise spectrum S for a two-level system driven by inelastic
excitations of a vibrational mode Ω by a spin-polarized electronic cur-
rent. The reaction transfer rate out of a given atomic configuration
(λ) is given by the product of the quasi-stationary population Pn−1
for the corresponding oscillator level n− 1 and the excitation rate out






where it is evident that the reaction rate scales as the electron-
vibration coupling squared (Rλ ∝ χ2). For simplicity we have used
a value of Ω = 20 meV which is not far from the lowest frequency
Raman-active internal vibrational mode197 (see figure 5.13) of a single
PTCDA molecule (233 cm−1).
At zero temperature the (elastic) electronic current through the









arctan 2(µL − 0)
γσ
− arctan 2(µR − 0)
γσ
)
where µL,R is the chemical potential at the L,R electrode respec-
tively. Then, the tunneling magnetoresistance is defined as:
TMR(V ) = |IP − IAP |
min(|IP |, |IAP |) (5.2)
For the considered model parameters we find that the reaction
yield Y = R/I (spin polarized current I) is practically the same for
unpolarized and parallel (P) electrode spin alignment, whereas the
anti-parallel (AP) alignment results in a significantly lower yield. This
effect can be understood as originating from a suppressed excitation
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rate Γ↑ (involving only DOS products ρLρR of different electrodes per
spin channel) in the AP configuration, while the deexcitation rate Γ↓
(involving ρLρR, ρ2L and ρ2R per spin channel) always has a large term
for both alignments. The reduced yield in AP should thus be a generic
effect related to the phase space of inelastic electron scattering.
Finally the noise power is calculated following Machlup193 model










(R1 +R2)3 + (R1 +R2)ω2





as well as in frequency notation (f = ω/2pi):
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Figure 5.20: Example of the noise spectrum corresponding to two
characteristic frequencies f1 = 0.1 Hz (red dashed line) and f2 = 10
(green dashed line) Hz.
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Let us first understand the noise spectrum S(f) (see figure 5.21).
To obtain a signal similar to the experimental frequency range f ≈
1−1000 Hz we are looking for switching rates that are about an order
of magnitude slower, i.e., R ≈ 1−100 Hz. The integrated noise power












An example of the noise spectrum with two characteristic frequen-
cies of f1 = 0.1 Hz and f2 = 10 Hz is shown in figure 5.20. The shape
qualitatively agrees with the example of a spectrum taken at 104 mV
having two RTN (blue curve in figure 5.4c). We have performed the
calculations of the TMR and switching rate for the case of a symmet-
ric junction in the off-resonant regime ( = 10γL = 10γR = 1 eV) at
two different spin polarizations, provided that the reaction order is
about n = 20 and the electron-phonon coupling energy χ = 1 meV
(see figure 5.21a,b,d,e). We note that the different rates for P and
AP states originates from different reaction yields. This is due to the
suppressed excitation rates Γ↑ in the AP state.
We explored the magnetic state dependent noise spectrum S =
S(V, f) as a function of bias voltage V and frequency f for different
realistic bias dependent TMR and associated spin polarizations. By
the eye its hard to appreciate the difference between P and AP states
so we performed the quantity log(ABS(SP−SAP )) (see figures 5.21c,f).
Using as reference the experimental TMR (shown in figure 5.4b) and
the RTN (shown in figure 5.8a) corresponding to one of our highest
quality samples (1.2 nm thick PTCDA), the value of the zero bias
spin polarization P = 0.32 gives the best agreement between theory
and experiment. For this zero bias spin polarization we get a similar
zero bias TMR value (TMR ≈ 20%) and the switching rate is slightly
different between P and AP states, therefore we deduce that our mod-
eling reproduce qualitatively well the main experimental observations.
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Figure 5.21: LFN modeling for zero-bias spin polarization P = 0.32
(top figures) and P = 0.5 (bottom figures). Parts a) and d) show the
suggested spin current polarization (dotted line) and TMR (solid line).
Parts b) and e) present the switching rate in P (dotted red line) and
AP (full blue line) and without spin polarization (full grey line). Parts
c) and f) show the power noise spectrum difference between P and AP
states in absolute value.
5.6. Conclusions
This chapter presented an experimental study demonstrating the
possibility of spin-control over phonon excitations and relaxations.
Low frequency noise (LFN) and inelastic electron tunneling spectroscopy
(IETS) were used to investigate the excitation of vibrational modes in
organic magnetic tunnel junctions with barriers made of Perylenete-
tracarboxylic dianhydride (PTCDA). The measurements were made
in junctions with barrier thicknesses ranging from no PTCDA (con-
trol sample) up to 6 nm and taken at temperatures from 0.3 K to 100
K. The control sample’s experiments corroborate that the main sig-
nal attributed to electron-phonon interaction comes from the PTCDA
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molecules within the barrier.
We have observed, through LFN measurements, the fluctuations
in voltage caused by the vibrations of the PTCDA molecules. The
related random telegraph noise (RTN) was observed to be symmetric
in voltage. The characteristic frequencies of RTN features appear at
low biases and increase their frequency with increasing bias. The de-
pendence of the 1/f noise with temperature shows how the activation
energy of phonons decreases as the temperature rises. The phonon-
related noise changes between the parallel and anti-parallel magnetic
states is a few orders of magnitude bigger than the one expected from
the fluctuation-dissipation theorem.
We have performed IETS experiments where we have observed the
vibrational modes of the PTCDA molecules by overlapping the voltage
positive and negative parts of the second derivative of IV curves at
different bias ranges. At the lower range (up to 20 mV) we observe
the collective vibrational modes called “librons”. When the voltage is
increased the fluctuations correspond to individual vibrations, namely
phonons, which we observe up to the range of 400 mV. The phonon
detection was better measured for the thin PTCDA thicknesses (1.2
and 2 nm) where the signal comes from the molecules contacting the
electrodes, whereas for the thicker barriers the molecules in the middle
molecules smooth the signal by increasing its noise.
The experimental results have been qualitatively corroborated by a
spin-dependent vibrational heating model developed in collaboration
with prof. Thomas Frederiksen, which calculates several magnitudes
such as the TMR, the switching rate or the noise spectrum in the
low-temperature regime.
We have experimentally demonstrated that we can exert the mag-
netic control over the vibrational heating in molecular spin valves. Our
finding contribute towards a better understanding of low frequency
noise mechanisms in molecular spintronics needed to optimize their




To conclude, this thesis opens new lines of research in spintron-
ics. We have investigated the spin-dependent electron transport and
its fluctuations (noise) in epitaxial superconducting spintronics and
in molecular spintronics with the aim to understand deeply the mech-
anisms which govern the electron transport in these types of tunnel
junctions. The measurements were carried out on an existing cryo-
genic set-up, at temperatures down to 0.3 K and using a 3D vector
magnet, and on a newly made room temperature set-up. The low
frequency noise measurements were taken at a frequency range below
100 kHz.
In order to fulfill the objectives we have improved the existing cryo-
genic set-up, reaching almost a complete automation of the measuring
tasks as well as for the first time using the 3D vector magnets to apply
magnetic field in all directions. A new software has been created to
control the prefect rotation of the external magnetic field which uses
the Euler angle’s notation. The conductance measurements required
more precision than the previous set-up configuration had, therefore
we replaced the old digital PCI multimeter board with a new one
with more measurement precision. A new room temperature set-up
has been built from scratch. The existing data analysis algorithms
have been improved and new ones have been created to analyze the
newest measurements. A new simulation work-post has been created
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(with the participation of other members of the lab.) to carry out
micro-magnetic simulations using the MuMax3 program. The main
experimental results and conclusions in this manuscript are:
1. We have studied, with both experiments and simulations, the
behavior of the electron transport and magnetization on 3 types of
epitaxial superconducting magnetic tunnel junctions (SC-MTJs) with
the following layer configurations: V/MgO/Fe, V/MgO/Fe/MgO/Fe,
Fe/MgO/V/MgO/Fe and a non-epitaxial one made out of V/MgO/Au
taken as the “control sample”. The measurements have been made at
temperatures above and below the critical one (TC) of each junction
in the [0.3− 300] K range.
2. In the spin-valve double barrier sample (V/MgO/Fe/MgO/Fe)
we have investigated the different possible stable states of the mag-
netization direction of the 10 nm thick Fe soft layer with competing
shape and surface anisotropies in the MgO/Fe(100)/MgO stack. We
have used tunneling magnetoresistance as a sensor at temperatures
above the critical temperature of the superconducting transition of
Vanadium. We have experimentally observed, through a change in
the sample’s resistance, three different remanent magnetic states cor-
responding to the possible orientations of the soft Fe layer magnetiza-
tion: parallel (P state), anti-parallel (AP state) and perpendicular to
the plane (Perp. state). We have also observed a reproducible perpen-
dicular magnetoresistance asymmetry at low temperatures (below 80
K). We have verified that within our experimental set-up limit range
of magnetic fields (±7 kOe) the perpendicular magnetization remains
asymmetric. The possibility of controlling those three stable magneti-
zations of the Fe layer at temperatures below 80 K is explained through
the competition between shape (or volume) and surface anisotropies.
This competition between anisotropies indicates that the system under
study has perpendicular magnetic anisotropy (PMA). The presence of
these three different remanent magnetic states could be a key prop-
erty in the design and fabrication of new types of spintornic multilevel
devices.
3. We have investigated, using micro-magnetic simulations, the
reorientation phase transition of the magnetization of a 10 nm thick
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Fe layer conforming a MgO/Fe/MgO stack. We have simulated per-
pendicular to the Fe layer magnetic hysteresis cycles in order to study
the magnetization reorientation field transitions up to 3 kOe. We have
observed in simulations approximately similar values of the magnetiza-
tion’s reorientation phase transition as the ones observed in the exper-
iment. In order to reproduce the asymmetry of the low temperature
perpendicular magnetization we have introduced in the simulations a
second order anisotropy term in one of the two interfaces of the Fe
layer. The origin of the perpendicular magnetization asymmetry at
low temperatures (below 80 K) has been explained from the difference
in the second order anisotropy which is controlled by the difference in
disorder at the two Fe layer interfaces.
4. We have characterized the superconducting properties of our
SC-MTJs by measuring their critical temperature (TC) value with a
precision of±10 mK, their superconducting gap and their critical mag-
netic fields in both in-plane and out of plane orientations. We found
that, in two types of junctions, TC depends on the magnetization orien-
tation of the electrodes. In the V/MgO/Fe junction, the reduction of
TC when the magnetization is oriented perpendicular to the interface
agrees with the possible explanation of having triplet pair generation.
In the V/MgO/Fe/MgO/Fe junction the increment of TC when the
relative magnetization is oriented perpendicular could be due to the
nucleation of superconductivity starting at domain walls. In the last
case of the Fe/MgO/V/MgO/Fe junction, as the only remenant mag-
netic configuration is AP state, there is no possibility of measuring TC
at different magnetization states without actively applying an external
magnetic field.
5. We have studied the zero bias conductance anisotropy in the
V/MgO/Fe system at 0.3 K by using two methods: (i) establishing
three different remanent magnetization orientations of the Fe layer
and (ii) rotating the external magnetic field and thus changing the
magnetization of the Fe layer. Through method (i), the observed
relative value of the zero bias conductance anisotropy between the
in-plane and out of plane remanent magnetizations is roughly 10%.
By applying an external magnetic field of 2 kOe, method (ii), the
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observed relative value of the zero bias conductance anisotropy rises
to 60%. From method (i), we observe that the zero bias conductance
is lower when the remanent magnetization is out of plane than when
the remanent magnetization is in-plane oriented. This indicates the
possible presence of long-range triplet (LRT) correlations which have
a deeper penetration length into the ferromagnetic material.
6. We have performed shot noise measurements at 0.3 K in order
to verify the quality of the barrier in these epitaxially grown SC-MTJs.
These experiments prove the high quality of the tunnel MgO barriers
as long as shot noise may be described within a model considering
pinhole free barriers.
7. In the two double-barrier structures (V/MgO/Fe/MgO/Fe and
Fe/MgO/V/MgO/Fe) we have observed reproducible above gap con-
ductance anomalies (CAs) at temperatures close to and below TC .
The CAs amplitudes depend on the relative orientation of the FM
electrodes. Moreover CAs are not suppressed by moderate/high mag-
netic fields (up to ∼ 20 kOe) at a temperature of 0.3 K and even
survive 1 or 2 K above TC . These results point towards a high crys-
talline quality and indirectly add more consistency to the possibility
of having LRT correlation happening on our SC-MTJs.
8. Our main experimental results on the zero bias conductance
anisotropy have been described with a theoretical model developed
in collaboration with the groups of prof. Jaroslav Fabian and Pe-
tra Ho¨gl, from the University of Regensburg (Germany), prof. Alex
Matos-Abiague and prof. Igor Zutic`, from the University at Buffalo
(USA). The model has been developed for both cases when the mag-
netization is remanent (i) and when the magnetization is oriented by
the active application of an external magnetic field (ii). In case (i)
the numerical model gives a value of the magnetoanisotropic Andreev
reflection (MAAR) of 17% and in case (ii), applying a 2 kOe external
magnetic field, the value is 57%. Thereby, the theoretical model sup-
ports the experimental results in terms of the MAAR effect. Moreover
the model also explains the finite subgap conductance at temperatures
much below TC .
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9. We have carried out a detailed investigation of the electron
transport through organic magnetic tunnel junctions (OMTJs) whose
barrier is made of PTCDA. We have used several tools such as conduc-
tance measurements, inelastic electron tunneling spectroscopy (IETS)
and low frequency noise (LFN) taken at low temperatures down to
0.3 K and as a function of the magnetic state of the electrodes. The
thicknesses of the samples range from no PTCDA (control sample)
up to 6 nm. The measurements have been made in the temperature
range from 0.3 K to 100 K.
10. The LFN measurements, particularly fitting the spectra to a
random telegraph noise (RTN) behavior, shows a reproducible phonon
landscape symmetric in voltage. The RTN appear at low biases and
increase their characteristic frequency as the bias increases. Regarding
the effect of the magnetic state, from the RTN analysis the bias shift is
relatively small and is difficult to extract any conclusion. The control
sample shows only 1/f noise spectra which is several orders of magni-
tude lower than the thinnest PTCDA barrier (1.2 nm). This corrobo-
rates that the noise fluctuations come from the molecules conforming
the organic barrier. When the thickness of the barrier increases, more
molecules inside the barrier add more background noise to the system,
smoothing the phonon amplitude signal. The 1/f dependence with
temperature shows a relative reduction of the phonon activation en-
ergy as the temperature rises. The variation of the phonon-dependent
noise with the magnetic state exceeds in a few orders of magnitude
the one expected from the fluctuation-dissipation theorem.
11. The IETS experiments have been made through the second
derivation of several highly detailed IV curves at different bias ranges.
At the lower bias range (up to 20 mV) we observe the collective vibra-
tional modes called “librons”. At the high bias range (up to 400 mV)
the signal comes from the individual molecular vibrations, namely
phonons. We observed a shift in the bias position of the phonon-
related molecular vibrations controlled by the magnetic state of the
electrodes. The phonon detection was better measured in the junc-
tions with lower PTCDA thicknesses (1.2 and 2 nm) where the signal
comes mainly from the interfacial molecules in contrast to the thicker
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barriers were the intermediate molecules contribute adding noise to
the signal. We have demonstrated that we can exert magnetic control
over the vibrational heating in molecular spin valves at low tempera-
tures below 10 K.
12. The main experimental results on LFN in OMTJs have been ex-
plained with a spin-dependent vibrational heating model developed in
collaboration with prof. Thomas Frederiksen. Our findings contribute




En conclusio´n, en esta tesis se abren nuevas lineas de investi-
gacio´n en el campo de la espintro´nica. Hemos investigado el trans-
porte electro´nico dependiente del esp´ın y sus fluctuaciones (ruido) en
voltaje en uniones tu´nel magne´ticas superconductoras epitaxiales y
uniones tu´nel magne´ticas moleculares con el propo´sito de entender
mejor los mecanismos que gobiernan el transporte electro´nico en estos
tipos de uniones. Las medidas experimentales se han realizado en un
sistema crioge´nico, a temperaturas bajas hasta los 0.3 K y usando un
ima´n vectorial, y en un sistema nuevo a temperatura ambiente. Las
medidas de ruido a baja frecuencia se han hecho en el rango por debajo
de los 100 kHz.
Para poder cumplir con los objetivos de la tesis se ha mejorado el
sistema crioge´nico experimental existente, casi alcanzando la completa
automatizacio´n de las medidas experimentales y se ha implementando
por primera vez la funcionalidad de aplicar campo en todas las direc-
ciones del espacio usando el ima´n vectorial. Se ha creado un software
nuevo para controlar la rotacio´n del campo magne´tico externo de man-
era precisa usando la notacio´n de los a´ngulos de Euler. Las medidas
de conductancia han requerido ma´s precisio´n que la que ten´ıa el sis-
tema experimental previo, para lo cual se adquirio´ una nueva tarjeta
mult´ımetro PCI con ma´s precisio´n de medida. El nuevo sistema ex-
perimental a temperatura ambiente ha sido montado desde cero. Los
algoritmos existentes de ana´lisis de datos se han mejorado y se han
creado nuevos para analizar nuevos tipos de medidas. Se ha creado un
nuevo puesto de simulacio´n (con la participacio´n de otros miembros
del laboratorio) para llevar a cabo simulaciones micro-magne´ticas us-
ando el programa MuMax3. Los resultados experimentales principales
y las conclusiones de este trabajo son:
1. Se ha estudiado, con experimentos y simulaciones, el compor-
tamiento del transporte electro´nico y la magnetizacio´n en 3 tipos
de uniones tu´nel magne´ticas epitaxiales superconductoras (SC-MTJs)
con la siguiente configuracio´n: V/MgO/Fe, V/MgO/Fe/MgO/Fe, Fe/
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MgO/V/MgO/Fe y otra no epitaxial conformada por V/MgO/Au
tomada como muestra de “control”. Las medidas se han realizado
a temperaturas por encima y por debajo de la temperatura cr´ıtica
(TC) de cada muestra en el rango de [0.3− 300] K.
2. En las uniones tipo va´lvula de esp´ın con doble barrera (V/
MgO/Fe/MgO/Fe) hemos investigado los distintos posibles estados
de la imanacio´n en la pel´ıcula de Fe de 10 nm de espesor, donde se
produce la competicio´n entre anisotrop´ıa de forma y de superficie,
que conforma el sistema MgO/Fe(100)/MgO. Hemos usado la mag-
netoresistencia tu´nel como sensor a temperaturas por encima de la
temperatura cr´ıtica de la transicio´n superconductora del Vanadio. Se
ha observado experimentalmente, mediante el cambio de la resistencia
de la muestra, tres estados magne´ticos distintos remanentes correspon-
dientes a las posibles orientaciones de la imanacio´n de la capa blanda
de Fe: estado paralelo (P state), anti-paralelo (AP state) y perpendic-
ular al plano (Perp. state). Tambie´n se ha observado una asimetr´ıa en
la magnetoresistencia perpendicular perfectamente reproducible a ba-
jas temperaturas (por debajo de 80 K). Hemos verificado que, dentro
del rango experimental de aplicacio´n de campo magne´tico (±7 kOe),
la magnetoresistencia perpendicular se mantiene asime´trica. La posi-
bilidad de controlar estos tres estados estables de la imanacio´n de la
capa blanda de Fe a temperaturas por debajo de 80 K se explica a
trave´s de la competicio´n entre la anisotrop´ıa de forma (o de volu´men)
y la de superficie. Esta competicio´n entre anisotrop´ıas indica que el
sistema tiene anisotrop´ıa magne´tica perpendicular (PMA). La pres-
encia de estos tres distintos estados magne´ticos remanentes podr´ıa
ser una propiedad clave en el disen˜o y fabricacio´n de nuevos tipos de
dispositivos espintro´nicos multinivel.
3. Usando simulaciones micro-magne´ticas hemos estudiado la tran-
sicio´n de reorientacio´n de la imanacio´n de una capa de Fe de 10 nm
de espesor que conforma el sistema MgO/Fe/MgO. Hemos simulado
ciclos de histe´resis magne´ticos perpendiculares a la capa de Fe para
estudiar la transicio´n de reorientacio´n hasta campos de 3 kOe. Las
simulaciones dan valores similares de la transicio´n de reorientacio´n de
la imanacio´n a los observados experimentalmente. Para reproducir la
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asimetr´ıa a bajas temperaturas de la imanacio´n perpendicular hemos
introducido en las simulaciones un te´rmino de segundo orden en la
anisotrop´ıa para una de las dos interfaces de la capa de Fe. El ori-
gen de la asimetr´ıa a bajas temperaturas (por debajo de 80 K) de
la imanacio´n perpendicular se explica a trave´s de la diferencia en el
te´rmino de segundo orden de la anisotrop´ıa que esta´ controlado por
la diferencia en el desorden estructural entre las dos interfaces de la
capa de Fe.
4. Hemos caracterizado las propiedades superconductoras de las
SC-MTJs midiendo su temperatura cr´ıtica (TC) con una precisio´n de
±10 mK, el valor del gap superconductor y los campos cr´ıticos tanto en
el plano como en la direccio´n perpendicular. En dos tipos de uniones,
TC depende de la orientacio´n de la imanacio´n de los electrodos. En
la unio´n formada por V/MgO/Fe, la disminucio´n de TC cuando la
imanacio´n esta´ orientada perpendicular a la interfaz concuerda con
la posibilidad de que exista generacio´n de pares de Cooper del tipo
triplete. En la unio´n del tipo V/MgO/Fe/MgO/Fe, el incremento de
TC cuando la imanacio´n relativa esta´ orientada perpendicular podr´ıa
deberse a que la nucleacio´n de la superconductividad se origina cerca
de parades de dominio. En el u´ltimo caso de la muestra de Fe/MgO/
V/MgO/Fe, debido a que el u´nico estado magne´tico remanente es AP
state, no hay posibilidad de medir TC en distintos estados magne´ticos
sin aplicar activamente un campo magne´tico externo.
5. Se ha investigado la anisotrop´ıa de la conductancia a voltaje
cero en la muestra V/MgO/Fe a 0.3 K usando dos me´todos: (i) es-
tableciendo tres orientaciones distintas de la imanacio´n remanente de
la capa de Fe y (ii) rotando el campo magne´tico externo con lo que con-
trolamos la imanacio´n de la capa de Fe. Con el me´todo (i) se observa
un valor relativo de la anisotrop´ıa de conductancia a voltaje cero en-
tre las imanaciones en plano y fuera del plano de un 10% aproximada-
mente. Aplicando un campo externo de 2 kOe en mo´dulo, me´todo (ii),
se obtiene un valor relativo de la anisotrop´ıa de conductancia a voltaje
cero de un 60%. Por el me´todo (i) observamos que la anisotrop´ıa de
conductancia a voltaje cero es menor cuando la imanacio´n remanente
se encuentra orientada fuera del plano de cuando esta´ orientada en
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el plano. Esto indica la posible presencia de correlaciones triplete de
largo alcance (LRT) dado que estas part´ıculas tienen una longitud de
penetracio´n ma´s grande que los pares singlete en el ferromagne´tico.
6. Se han realizado medidas de ruido de disparo a 0.3 K para
verificar la calidad de la barrera en las uniones SC-MTJs epitaxiales.
Estos experimentos prueban la alta calidad de las barreras tu´nel de
MgO en tanto que el ruido de disparo puede describirse dentro de un
modelo para barreras sin la presencia de defectos.
7. En las uniones con doble barrera (V/MgO/Fe/MgO/Fe and
Fe/MgO/V/MgO/Fe) hemos observado anomal´ıas reproducibles en la
conductancia (CAs) a energ´ıas por encima del gap a temperatures
cercanas y por debajo de TC . La amplitud de las CAs depende de
la orientacio´n relativa de la imanacio´n de los electrodos FM. Adema´s
las CAs no se suprimen al estar sometidas a campos magne´ticos mod-
erados/altos (hasta ∼ 20 kOe) a temperaturas de 0.3 K y hasta so-
breviven 1 o 2 K por encima de TC . Estos resultados apuntan hacia
una estructura cristalina altamente ordenada y an˜ade consistencia a
la posibilidad de tener correlaciones LRT en nuestras SC-MTJs.
8. Los resultados principales con respecto a la anisotrop´ıa de la
conductancia a voltaje cero se han descrito mediante un modelo teo´rico
desarrollado en colaboracio´n con los grupos del prof. Jaroslav Fabian
y Petra Ho¨gl, de la Universidad de Regensburg (Alemania), el prof.
Alex Matos-Abiague y el prof. Igor Zutic` de la Universidad de Buffalo
(USA). El modelo se ha desarrollado para ambos casos, cuando la
imanacio´n es remanente (i) y cuando la imanacio´n es variada mediante
la aplicacio´n de un campo magne´tico externo (ii). En el primer caso
(i) el modelo nume´rico da un valor de la magnetoanisotropic Andreev
reflection (MAAR) del 17% y en el segundo caso (ii), aplicando un
campo externo de 2 kOe en mo´dulo, el valor es del 57%. Por lo tanto,
el modelo teo´rico corrobora los resultados experimentales en te´rminos
del efecto MAAR. Adema´s el modelo tambie´n explica el hecho de
tener un valor de la conductancia subgap finito a temperaturas mucho
menores de TC .
9. Se ha llevado a cabo una investigacio´n detallada del transporte
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electro´nico a trave´s de uniones tu´nel magne´ticas orga´nicas (OMTJs)
cuya barrera esta´ compuesta por mole´culas de PTCDA. Hemos uti-
lizado diversas herramientas tales como medidas de conductancia,
espectroscop´ıa de tu´nel inela´stico (IETS) y ruido a baja frecuencia
(LFN) medido a temperaturas bajas hasta los 0.3 K y en funcio´n del
estado magne´tico de los electrodos. Los espesores utilizados en estas
muestras var´ıan desde no tener PTCDA (muestra de control) hasta
los 6 nm. Las medidas se han realizado en el rango de temperaturas
entre los 0.3 K y los 100 K.
10. Los experimentos de LFN, particularmente los que estudian el
ruido aleatorio telegra´fico (RTN), ensen˜an un comportamiento repro-
ducible sime´trico en voltaje de los fonones. El RTN aparece a voltajes
bajos y su frecuencia caracter´ıstica aumenta segu´n lo hace el voltaje.
En cuanto al efecto del estado magne´tico, el ana´lisis del RTN mues-
tra un desplazamiento en voltaje relativamente pequen˜o para extraer
ninguna conclusio´n. En la muestra de control se ve solo ruido del tipo
1/f varios o´rdenes de magnitud menor que el que se observa en la
muestra con la barrera de PTCDA ma´s fina (1.2 nm). Esto corrobora
que el origen de las fluctuaciones son las mole´culas orga´nicas que con-
forman la barrera. Cuando ma´s gruesa sea la barrera, ma´s mole´culas
habra´ y mayor nivel de ruido se mide en el sistema de forma que la
sen˜al de los fonones se suaviza. La dependencia del ruido 1/f con
la tempratura muestra una reduccio´n relativa de la energ´ıa de acti-
vacio´n de los fonones segu´n aumenta la temperatura. La variacio´n del
ruido de los fonones dependiente del estado magne´tico excede en unos
pocos o´rdenes de magnitud a la magnitud esperada segu´n el teorema
de fluctuacio´n-disipacio´n.
11. Los experimentos de IETS se han realizado derivando dos veces
un promedio de varias curvas IV con alto nivel de detalle a distintos
rangos de voltaje. En el rango de voltajes bajos (hasta 20 mV) se
observan vibraciones colectivas moleculares llamadas “librones”. En
el rango de altos voltajes (hasta 400 mV) la sen˜al viene de modos de
vibracio´n de las mole´culas individuales, los fonones. Se observa un
desplazamiento en la posicio´n en voltaje de los fonones que puede ser
controlado con el estado magne´tico de los electrodos. La deteccio´n de
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los fonones es ma´s precisa para las barreras de PTCDA finas (1.2 y 2
nm) donde la sen˜al proviene principalmente de las mole´culas interfa-
ciales en contraste con las barreras gruesas donde las mole´culas inter-
medias contribuyen aumentando el nivel de ruido de la sen˜al. Hemos
demostrado que podemos ejercer control sobre el calentamiento vibra-
cional en va´lvulas de esp´ın moleculares a temperaturas por debajo de
10 K.
12. Los resultados principales de LFN en las OMTJs han sido ex-
plicados con un modelo de calentamiento vibracional dependiente del
esp´ın desarrollado con la ayuda del prof. Thomas Frederiksen. Nue-
stros resultados contribuyen hacia la mejor comprensio´n de los mecan-
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