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1 Introduction
Realistically describing the electronic structure of materials with strongly correlated
electrons, like materials with open d- or f -shells, is one of the great challenges of
modern theoretical condensed matter physics. The interplay of lattice, charge, orbital
and spin degrees of freedom in these materials gives rise to intriguing physical properties
like exotic magnetic and orbital ordering phenomena [1]. Many of these eﬀects are
already of high technological interest like the colossal magnetoresistance in the doped
manganites [2] or the high-Tc superconductivity [3, 4]. Still, there is often a huge lack
in understanding of these materials due to the enormous complexity of the problem to
be solved.
The fundamental laws of condensed matter physics have been essentially known since
the advent of quantum mechanics in the ﬁrst half of the last century. Apart from
relativistic eﬀects, the physical properties of any material are determined by the solution
of the Schrödinger equation
HˆΨ({ri}i; {Rα}α) = EΨ({ri}i; {Rα}α) (1.1)
with the Hamiltonian
Hˆ = −1
2
∑
i
∇2
ri
−
∑
α
1
2Mα
∇2
Rα
+
1
2
∑
i 6=j
1
|ri − rj| +
1
2
∑
α6=γ
ZαZγ
|Rα −Rγ| −
∑
i,α
Zα
|ri −Rα|
(1.2)
of the material under consideration. Here, ri and Rα denote the positions of the elec-
trons and nuclei, respectively. Mα is the mass and Zα the charge of the nucleus labelled
by α. Ψ({ri}i; {Rα}α) is the wave-function belonging to the eigenenergy E. The ﬁrst
two terms in the Hamiltonian describe the kinetic energy of the electrons and nuclei,
respectively. The remaining terms describe the Coulomb interaction in between the elec-
trons, in between the nuclei and between the electrons and the nuclei. The Hamiltonian
(1.2) is given in atomic units, in which the electron mass and charge have the numerical
value one. Using the fact that the mass of any nucleus is much larger than the electron
mass, the Born-Oppenheimer approximation even allows to separate the dynamics of
the nuclei from the one of the electrons, whose Schrödinger equation becomes1[
− 1
2
∑
i
∇2
ri
+
1
2
∑
i 6=j
1
|ri − rj | +
1
2
∑
α6=α′
ZαZα′
|Rα −Rα′ | −
∑
i,α
Zα
|ri −Rα|
]
Ψ({ri}i) =
E({Rα}α)Ψ({ri}i).
(1.3)
Soon after the discovery of quantum mechanics, Dirac [5] already pointed out that
these equations are too complicated to be solved for many-particle systems and that
1The positions Rα of the nuclei in Eq. (1.3) are just parameters. The nuclei move in an effective
potential given by the total electronic energy E({Rα}α) obtained from the solution of Eq. (1.3).
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approximative methods need to be developed. To illustrate the complexity of the prob-
lem to be solved, consider Eq. (1.3) for an N -electron problem. If we discretize each
space coordinate on a grid with L points and assume a given spin conﬁguration for
the electrons, the wave-function of the N -electron problem is determined by specifying
L3N coeﬃcients. Already for modest values of L and N , this number quickly exceeds
the number of atoms in the universe. Thus, approximative methods play a central
role in condensed matter physics. As the equations arising in these approximations are
still typically too complicated to be solved analytically, numerical approaches for the
solution of these equations are of great importance.
Since its invention in the sixties, density-functional theory (DFT) [6] has become the
standard method for the ab initio, i. e. from ﬁrst principles, description of a wide variety
of materials. It is based on a mapping of Eq. (1.3) to a self-consistent problem of non-
interacting electrons, which can be solved numerically with reasonable eﬀort. While the
approximations used in practice in this mapping, like the local density approximation
(LDA) [7], work extremely well for many materials, they often fail even qualitatively if
the Coulomb interaction causes strong correlations between the electrons. For strongly
correlated materials, alternative approaches are thus required.
The essential physics of strongly correlated electrons can be captured in eﬀective low-
energy models, which are, however, still complicated many-body problems. The most
famous is probably the Hubbard model [8]
Hˆ = −t
∑
〈i,j〉
∑
σ
cˆ†iσ cˆjσ + U
∑
i
nˆi↑nˆi↓ − µ
∑
i,σ
nˆi,σ, (1.4)
which describes electrons in a single band on a lattice. Here, cˆ
(†)
iσ describes the annihila-
tion (creation) of an electron with spin σ on lattice site i, while nˆiσ = cˆ
†
iσ cˆiσ counts the
number of electrons with spin σ on site i. The ﬁrst term describes the kinetic energy of
the electrons in terms of the hopping integral t between neighboring sites, while the sec-
ond term describes the on-site Coulomb interaction in terms of the Coulomb intergral
U . µ denotes the chemical potential which determines the particle number. At half-
ﬁlling, i. e. for an average occupation of one electron per lattice site, this model shows,
for example, a transition from a metal to an insulator with increasing Coulomb inter-
action. This is an example of the well-known interaction-driven Mott metal-insulator
transition [9]. The Hubbard model can be easily generalized to include multiple number
of bands, a more complex Coulomb interaction and further eﬀects.
Despite the simple structure of the Hubbard model, no analytical solution apart from
the one-dimensional case [10] is known. Even the numerical solution of the Hubbard
model and its generalizations is quite challenging as the complexity of the problem
still scales exponentially with the system size. The Hamiltonian (1.4) of the Hub-
bard model can, for example, be described as an 4L × 4L-matrix for a lattice with L
sites. This exponential growth of the dimension with the system size limits e. g. the
exact diagonalization of those models to rather small systems. For the solution of one-
dimensional models, the density-matrix renormalization group (DMRG) [11] is a very
powerful method, but it is of limited use for models in more dimensions. Over the last
two decades, the dynamical mean-ﬁeld theory (DMFT) [12] has become one of the most
successful approaches to Hubbard-like models, which can, for example, quantitatively
describe the Mott transition. It is based on a mapping of the lattice model onto a
2
self-consistent quantum impurity problem, an approximation which becomes exact in
the limit of inﬁnite dimensions. The major challenge in the practical application of
the DMFT approach is the solution of the self-consistent quantum impurity problem,
which is, although simpler than the original lattice model, still a complicated many-
body model. Quantum Monte Carlo (QMC) algorithms are particularly useful for this.
From the invention of the DMFT approach on, the Hirsch-Fye QMC algorithm [13] has
become the standard QMC method for the solution of the DMFT impurity problem.
Only recently, a class of continuous-time QMC impurity solvers [14] has been developed
which overcome some of the limitations of the Hirsch-Fye algorithm.
While eﬀective many-body models like the Hubbard model are very helpful for un-
derstanding the physics of strong correlations, they are not well suited for describing
materials as long as it is not possible to derive from ﬁrst principles appropriate models
capturing the essential properties of these materials. The development of the local den-
sity approximation+dynamical mean-ﬁeld (LDA+DMFT) approach [15, 16], i. e. the
combination of DFT as the ab initio method of choice and DMFT as one of the most
powerful methods for the treatment of many-body models, made the realistic descrip-
tion of strongly correlated materials possible for the ﬁrst time. In the last decade, this
has lead to an enormous progress in understanding these materials. However, the real-
istic description of complex materials within the LDA+DMFT approach is still a great
challenge due to the enormous complexity of the Hubbard-like models to be solved.
This thesis contributes to this ﬁeld in two ways. In the ﬁrst part of the thesis, we
study the mechanism of orbital ordering in the rare-earth manganites. The role of the
two possible mechanisms for the orbital ordering in these materials, the electron-lattice
interaction [17] or the electronic superexchange mechanism [18], has been controversially
debated. In this thesis, we study a model which disentangles superexchange from the
electron-lattice interaction. Using the LDA+DMFT approach, we calculate the orbital
ordering caused by superexchange alone for the diﬀerent materials in the series. This
allows us to clarify the role which the superexchange mechanism plays in the orbital-
order melting transition observed in these materials. For the purpose of this study, we
implement a code for the calculation of the total electronic energy based on the results
of LDA+DMFT calculations.
In the second part of this thesis, we present a generic single-site LDA+DMFT im-
plementation which can be used to describe complex strongly correlated materials. For
this purpose, our implementation can handle generalized Hubbard models with dif-
ferent number of bands, arbitrary point-symmetry and spin-orbit coupling as well as
complicated on-site Coulomb interactions. The implementation uses the recently de-
veloped continuous-time hybridization expansion (CT-HYB) QMC algorithm [19–21]
as impurity solver and is optimized for modern massively parallel architectures. We
use our implementation to study the eﬀects which commonly adopted approximations
in the description of some well-known transition-metal oxides have on the orbital and
magnetic ordering phenomena present in these materials. Furthermore, we investigate
whether the CT-HYB algorithm typically suﬀers from a severe sign problem for models
with low point-symmetry.
The thesis is organized as follows. Chapter 2 contains a short introduction into
DFT. Chapter 3 introduces the DMFT and the LDA+DMFT approach. In Chapter 4,
we discuss how the total electronic energy can be calculated within the LDA+DMFT
approach. Chapter 5 presents our study on the role of superexchange in the orbital-
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order melting transition in the rare-earth manganites. In Chapter 6, our CT-HYB
LDA+DMFT implementation and its application to exemplary transition-metal oxides
is presented. Finally, Chapter 7 summarizes the thesis.
4
2 Density-functional theory
2.1 Introduction
As discussed in the introduction of this thesis, the basic challenge of condensed-matter
physics is the solution of Eq. (1.1) for the Hamiltonian (1.2). In the Born-Oppenheimer
approximation, the electronic part of Eq. (1.1) is given by Eq. (1.3). Although the
remaining problem comprises only the electrons in a given potential, its solution is still
extremely complicated. The reason for this is the Coulomb interaction, which is the
last term in the Hamiltonian in Eq. (1.3). If it was possible to replace Eq. (1.3) by an
equivalent non-interacting problem, the solution would be within reach. This can, in
principle, be achieved by using density-functional theory (DFT) [6].
2.2 The Hohenberg-Kohn theorem
The basis of density functional theory (DFT) is the Hohenberg-Kohn theorem [22]. It
states that the external potential V (r) of a system of interacting electrons is uniquely,
i. e. up to an irrelevant zero-point energy, determined by the ground-state density n(r).
As the Hamiltonian is in turn uniquely determined by the external potential, which in
Eq. (1.3) is given by the electron-nuclei interaction1
v(r) =
1
2
∑
α6=α′
ZαZα′
|Rα −Rα′ | −
∑
i,α
Zα
|ri −Rα| , (2.1)
all physical quantities like eigenenergies, eigenstates, etc. are determined by the ground-
state density. Thus, the ground-state energy can be written as a functional of the
density,
E[n(r)] = 〈ψ|Tˆ + Uˆ |ψ〉+
∫
d3rn(r)v(r), (2.2)
where Tˆ and Uˆ denote the kinetic and interaction energy operators and the ground-state
|ψ〉 is itself a functional of the density. For a given external potential, the ground-state
energy and density can thus in principle be obtained by minimizing the functional
E[n(r)] [22]. In practice however, a diﬀerent approach is used.
2.3 The Kohn-Sham equations
In 1965, Kohn and Sham showed using the Hohenberg-Kohn theorem that the ground-
state energy and density of an interacting system can be obtained by solving the
1We absorbe the nuclei-nuclei interaction, which is constant for a given lattice, into the potential.
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Schrödinger equation of an eﬀective non-interacting system [7]. For this, the total
energy functional E[n(r)] of DFT is written like
E[n(r)] = Ts[n(r)] +
∫
d3rn(r)v(r) +
1
2
∫
d3rd3r′
n(r)n(r′)
|r− r′| + Exc[n(r)]. (2.3)
Here, the ﬁrst term, Ts[n(r)], is the kinetic energy functional of non-interacting elec-
trons, the second term gives the contribution of the external potential, the third term
is the classical electrostatic Coulomb interaction called Hartree term and the last term
is the exchange and correlation energy functional, in the following abbreviated by
exchange-correlation functional, which accounts for the diﬀerence of the true kinetic
energy functional and Ts[n(r)] as well as for the diﬀerence of the full Coulomb interac-
tion and the Hartree part. It is a universal functional of the density, which is, however,
unfortunately not known. For a more detailed discussion of Exc[n(r)], see for example
Ref. [23]. Minimizing the functional under the constraint
∫
d3rn(r) = N , where N de-
notes the total number of electrons, gives the following equation for a stationary point
(ǫ is a Lagangre multiplier ﬁxing the constraint):
δE[n(r)] =
∫
d3rδn(r)
(
δTs[n(r)]
δn(r)
+ v(r) +
∫
d3r′
n(r′)
|r− r′| +
δExc[n(r)]
δn(r)
− ǫ
)
= 0.
(2.4)
The same equation could be obtained by minimizing the energy functional of a system
of non-interacting electrons moving in the eﬀective potential
veff(r) = v(r) +
∫
d3r′
n(r′)
|r− r′| + vxc(r) (2.5)
with the exchange and correlation potential
vxc(r) =
δExc[n(r)]
δn(r)
. (2.6)
Thus, the solution of Eq. (2.4) can be obtained from solving the eﬀective single-particle
Schrödinger equation (
−1
2
∇2 + veff(r)
)
Ψ(r) = ǫΨ(r) (2.7)
to obtain a set of eigenfunctions {Ψi(r)} and eigenenergies ǫi.2 Sorting the eigenenergies
in ascending order, the ground-state density of the interacting N -electron system is then
given by
n(r) =
N∑
i=1
|Ψi(r)|2. (2.8)
Starting from some initial density n0(r), these equations have to be solved iteratively
until self-consistency in the density is reached. By using Eq. (2.8) in Eq. (2.3), the
ground-state energy can be obtained as
E =
N∑
i=1
ǫi − 1
2
∫
d3rd3r′
n(r)n(r′)
|r− r′| −
∫
d3rvxc(r)n(r) + Exc[n(r)]. (2.9)
2Those eigenfunctions and eigenenergies are solutions of an auxiliary problem and should not be confused
with the many-body wavefunctions and energies of the original system.
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2.4 Approximations to the exchange-correlation
functional
In principle, the DFT equations are exact. The exchange-correlation functional Exc[n(r)],
however, is not known and has to be approximated. One of the common approximations
is the local density approximation (LDA) [7], which replaces the true Exc[n(r)] by
ELDAxc [n(r)] =
∫
d3rn(r)ǫLDAxc (n(r)), (2.10)
where ǫLDAxc (n(r)) is the exchange and correlation energy per electron of a homogeneous
electron gas, evaluated at density n(r). ǫLDAxc (n(r)) can be obtained from numerical
calculations [24]. Despite its simplicity, the LDA works quite well in many cases. This
is astonishing as the density is often far from homogeneous. The success of the LDA
can be explained by the fact that the approximation satisﬁes an important sum rule
[25]. Further approximations for diﬀerent types of applications have been developed,
see e. g. Ref. [26] for a discussion. The DFT results used in this thesis are all based on
the LDA.
While DFT works extremely well in many cases, it often gives even qualitatively
wrong results with the existing approximations for the exchange-correlation functional
when it comes to materials with strong electronic correlations. This is for example the
case if d- or f -states, in which electrons are localized and thus interact strongly through
their Coulomb repulsion, are at the Fermi level. For those systems, many-body methods
like the dynamical mean-ﬁeld theory [12], which is introduced in the next chapter, have
to be used instead.
2.5 Methods of solution
2.5.1 Bloch theorem
To solve the Kohn-Sham equations (2.7) for a crystalline solid, it is convenient to
use the invariance of the Hamiltonian under lattice translations, which follows from
veff (r +R) = veff (r) for any lattice translation R,
3 and construct the eigenfunctions
as eigenfunctions of the lattice translation operator. This gives rise to the Bloch theorem
stating that the eigenfunctions can be written as Bloch waves
Ψnk(r) = e
ikrunk(r), (2.11)(
−1
2
∇2 + veff(r)
)
Ψnk(r) = ǫn(k)Ψnk(r), (2.12)
where unk(r) is lattice-periodic, i. e. unk(r +R) = unk(r). The wave-vector k is deter-
mined up to a translation K of the reciprocal lattice and can thus be restricted to the
ﬁrst Brillouin zone because ǫ(k +K) = ǫ(k) holds. n labels the diﬀerent energy bands
arising from the potential veff (r).
3We assume an infinite solid or mimic it by using periodic boundary conditions.
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2.5.2 Electronic structure methods
The methods for the solution of Eq. (2.12) can be roughly classiﬁed according to the
type of basis functions they use to represent the Bloch functions. Non-localized basis
functions like plane-waves are numerically simple to handle. While they are well-suited
to describe the wave function in regions where the potential is rather ﬂat, they are inap-
propriate for regions close to the nuclei, where the Bloch functions are strongly varying.
Thus, non-local bases are used only in pseudo-potential methods, where only the va-
lence electrons are taken into account explicitly and the potential veff (r) is replaced
by a pseudo-potential. Furthermore, plane-waves give rise to relatively large basis sets.
Localized basis functions as for example atomic orbital-like functions are well suited to
describe the wave-function close to the nuclei and can therefore be used in all-electron
methods. They are for example used in augmented-wave methods. In those methods,
the space is divided into regions close to the nuclei and the regions in between the
nuclei. Close to the nuclei, the basis is constructed from atomic-like functions, which
are then matched with e. g. plane-waves or Hankel functions, which are used for the
interstitial. Those methods give rise to rather small basis sets. The linear augmented
plane-wave (LAPW) method [27] uses plane-waves for the interstitial, while the linear
muﬃn-tin orbital (LMTO) method [27] uses Hankel functions. A generalization of the
LMTO method is the Nth-order muﬃn-tin orbital (NMTO) method [28, 29]. The LDA
results used in this thesis have been obtained using the NMTO method.
2.6 Wannier functions and construction of model
Hamiltonians
2.6.1 Wannier functions
While Bloch waves are the natural basis set for electrons in periodic potentials, it is
sometimes helpful to consider a localized basis. Chemical bonds for example can be
understood easier in a localized atomic-like basis. Wannier functions [30] are the natural
generalization of atomic orbitals to crystals. For a set of isolated bands, they can be
deﬁned as
wn(r−R) = V
(2π)3
∫
BZ
d3ke−ikRΨnk(r), (2.13)
Ψnk(r) =
∑
R
eikRwn(r−R). (2.14)
Here, R is a lattice translation, V is the volume of the unit cell of the lattice and the
integral runs over the ﬁrst Brillouin zone. Note that the deﬁnition (2.13) is not unique
as the Bloch functions are determined only up to a k-dependent phase φ(k),
Ψnk(r)→ eiφ(k)Ψnk(r), (2.15)
called Gauge transformation. This Gauge freedom can be used to construct maximally
localized Wannier functions. For an isolated set of bands, the Gauge transformation
becomes a k-dependent unitary transformation within those bands. Marzari and Van-
derbilt [31] introduced a scheme for the calculation of localized Wannier functions by
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minimizing the spread of the Wannier functions. The NMTO method allows to directly
calculate ab initio Wannier functions from the NMTO basis set, see e. g. Ref. [32]. In
the calculation, high-energy bands are integrated out such that only a small number
of NMTO Wannier functions spanning the low-energy bands has to be taken into ac-
count. This is an example of downfolding. In the next section, we will demonstrate
the idea behind downfolding by a simple example. The LDA parts of the eﬀective low-
energy models used in this thesis have been obtained using minimal basis sets formed
by NMTO Wannier functions.
2.6.2 Downfolding
For low-energy properties, only the bands close to the Fermi level are relevant. It is thus
desirable to derive a minimal model, which captures the essential physics, by integrating
out all other bands. This can be achieved by downfolding. Following Ref. [33], the basic
idea can be illustrated by the following steps. Consider the Hamiltonian matrix in a
given Wannier or Bloch basis:
H =
(
Haa Hap
Hpa Hpp
)
. (2.16)
Here, the bands are grouped into the active bands a, i. e. the bands close to the Fermi
level, and the remaining passive bands p. Using inversion by partitioning (see Appendix
A.1), the active part of the resolvent (H − ǫ)−1 can be obtained to be
(H − ǫ)−1aa = (Haa − ǫ−Hap(Hpp − ǫ)−1Hpa)−1. (2.17)
The same resolvent can be obtained from the energy-dependent eﬀective Hamiltonian
Heff = Haa −Hap(Hpp − ǫ)−1Hpa (2.18)
for the active bands. So far, the downfolding was exact. If the active bands lie in a
close energy range, the approximation ǫ ≈ ǫ0 with a typical energy ǫ0 can be used to
obtain an energy-independent eﬀective Hamiltonian.
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3 Dynamical mean-field theory
3.1 Introduction
As discussed in the introduction of this thesis, the solution of the Schrödinger equation
of the electrons in a solid, Eq. (1.3), can often be replaced by the solution of an eﬀective
many-body model like the Hubbard model (1.4). Despite its simple structure, no exact
solution of the Hubbard model apart from the one-dimensional case [10] is known and
reliable approximations are necessary. A very powerful approach to the Hubbard model
and its multi-band generalizations is the dynamical mean-ﬁeld theory (DMFT) [12],
which becomes exact in the limit of inﬁnite dimensions. For simplicity, we will ﬁrst
introduce it for the case of the Hubbard model. Generalizations to the multi-band case
will be presented at the end of the chapter in Section 3.5.
3.2 The limit of infinite dimensions
In 1989, Metzner and Vollhardt [34] pointed out that a meaningful limit d → ∞ can
be obtained for a one-band Hubbard model (1.4) on a d-dimensional cubic lattice by
scaling the hopping like
t = t∗/
√
2d, (3.1)
where the rescaled hopping t∗ does not depend on the dimension d, and that, due to
this scaling, perturbation theory becomes local in this limit. Especially, the self-energy1
is local [34–36]:
Σij(iωn) = δi,jΣ(iωn). (3.2)
Subsequently, Georges and Kotliar [37] realized that in this limit, the Hubbard model
can be described by a self-consistent impurity problem with the following eﬀective single-
site action, see Fig. 3.1 for a schematic illustration:
S =−
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
c∗σ(τ)G−1(τ − τ ′)cσ(τ ′) + U
∫ β
0
dτc∗↑(τ)c↑(τ)c
∗
↓(τ)c↓(τ)
− µ
∫ β
0
dτ
∑
σ
c∗σ(τ)cσ(τ).
(3.3)
Here, c∗ and c are Grassmann ﬁelds describing the dynamics on the single site.2 G(τ−τ ′)
is a bath Green’s function containing the dynamics of the remaining sites which have
1For an introduction to Green’s functions and self-energies, see Appendix B.
2For an introduction to the path-integral formulation of quantum mechanics, see e. g. Ref. [38].
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Figure 3.1: Within DMFT, a single site of the lattice (left) is embedded into a self-consistent bath
(right), which describes the effect of all the other sites.
been integrated out. There is a freedom of choice whether to include the chemical
potential µ in G(τ − τ ′) or to include it explicitly in the eﬀective action. We choose the
latter convention. By solving the action (3.3) for a given bath G(iωn), a one-particle
Green’s function G(iωn) can be calculated.
3 For the correct choice of the bath Green’s
function G(iωn) of the Hubbard model, G(iωn) has to coincide by construction with the
local one-particle Green’s function of the Hubbard model. The latter can be obtained
from the following relation:
G(iωn) =
∫ ∞
−∞
dǫ
ρ(ǫ)
iωn − ǫ− Σ(iωn) . (3.4)
Here, ρ(ǫ) denotes the density of states of the lattice and Σ(iωn) is the, in the limit of
inﬁnite dimensions k-independent, self-energy, see Eq. (3.2). It can in turn be obtained
from the Dyson equation (see Appendix B)
Σ(iωn) = G−1(iωn)−G−1(iωn). (3.5)
Note that for the convention chosen in Eq. (3.3), the chemical potential µ is contained
in the self-energy. Equations (3.3)-(3.5) form a set of self-consistent relations for the
Hubbard model in inﬁnite dimensions. An early numerical solution of these equations
was obtained in Ref. [39].
Georges and Kotliar [37] furthermore pointed out that the eﬀective action (3.3) can
be thought of as an impurity site coupled to a bath of conduction electrons and can be
parametrized by a single-impurity Anderson model [40]:
Hˆ =
∑
p,σ
ǫpdˆ
†
pσdˆpσ +
∑
p,σ
Vp(dˆ
†
pσcˆσ + cˆ
†
σdˆpσ) + Unˆ↑nˆ↓ − µ
∑
σ
nˆσ. (3.6)
Here, cˆ
(†)
σ annihilates (creates) an electron with spin σ on the impurity, nˆσ = cˆ
†
σ cˆσ and
dˆ
(†)
p,σ annihilates (creates) an electron with momentum p and spin σ in the bath. ǫp gives
the dispersion of the bath electrons and Vp determines the strength of the impurity-bath
3G(iωn) and G(iωn) are Fourier transformations of G(τ) and G(τ), respectively, see Appendix B.
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hybridization. They are related to the bath Green’s function G(iωn) by
G−1(iωn) = iωn −
∫ ∞
−∞
dω
∆(ω)
iωn − ω , (3.7)
∆(ω) =
∑
p,σ
V 2p δ(ω − ǫp).
For a given bath Green’s function in the self-consistent problem, the parameters ǫp and
Vp have to be determined from Eq. (3.7).
3.3 The DMFT approximation
Later on, it was also proposed to use these self-consistent equations as an approximation
to ﬁnite-dimensional systems [37]. The basic approximation in this approach is the
assumption of a local self-energy, see Eq. (3.2), which is not exact anymore. By this
approximation, spatial ﬂuctuations are frozen, but temporal ﬂuctuations are taken fully
into account, hence its name dynamical mean-ﬁeld theory [12].
A self-consistent DMFT calculation for the Hubbard model can be performed by the
following steps:
1. Calculate the local lattice Green’s function by Eq. (3.4). Here, ρ(ǫ) denotes the
density of states of the ﬁnite-dimensional lattice at hand. In the ﬁrst iteration,
an initial guess for the self-energy, e. g. Σ(iωn) ≡ 0, is used.
2. Calculate the bath Green’s function G(iωn) from G(iωn) and Σ(iωn) using the
Dyson equation (3.5).
3. Solve the eﬀective impurity problem for the given bath Green’s function G(iωn),
i. e. calculate its one-particle Green’s function G(iωn). This can be done by either
using directly the eﬀective action (3.3) or solving the impurity Hamiltonian (3.6).
4. Using the Dyson equation (3.5) once again, obtain a new self-energy Σ(iωn) from
the solution G(iωn) of the impurity problem and the bath Green’s function G(iωn).
Continue with step 1 using the new self-energy.
These steps are iterated until self-consistency in the Green’s function or in the self-
energy is reached.
One might wonder why an approximation which is exact only in the limit of inﬁnite
dimension should work at all for ﬁnite dimensions. Note, however, that the contri-
butions which are negligible in the limit of inﬁnite dimensions scale at least like the
scaled hopping (3.1) [34]. For an arbitrary lattice, this scaling reads t = t∗/
√
z with
the lattice coordination z = z(d) (z = 2d for the cubic lattice) and z is already rather
large for many lattices in 3 dimensions [12]. Cluster extensions of DMFT allow to take
also short-ranged ﬂuctuations into account [41].
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3.4 Solving the impurity problem
3.4.1 Introduction
The solution of the impurity problem (3.3) or (3.6) is the most diﬃcult step in a
DMFT calculation. While the impurity problem is much simpler than the original
lattice model, it is still an interacting quantum many-body problem and in general no
exact solutions are known. As approximative analytical methods work only in certain
cases, in general a numerical solution of the impurity problem is required. We will
focus our discussion exclusively on numerical approaches. Those can be grouped into
two classes, Hamiltonian-based methods and quantum Monte Carlo (QMC) methods.
3.4.2 Hamiltonian-based methods
Hamiltonian-based methods parametrize the impurity model by the Hamiltonian (3.6).
Already soon after the invention of DMFT, exact diagonalization (ED) and in particular
the Lanczos algorithm [42] were used as a impurity solvers [43, 44]. The main drawback
of ED is the exponential scaling of the algorithm with the system size, which allows
to take into account only a few bath states. The density-matrix renormalization group
(DMRG) [11, 45], which allows to treat more bath states, has been successfully applied
in DMFT calculations [46, 47]. Finally, the numerical renormalization group [48, 49]
can be used, too [50, 51]. All these methods have in common that they are able to
directly calculate zero-temperature properties on the real-time or -frequency axis.
3.4.3 Quantum Monte Carlo methods
General remarks
In contrast to Hamiltonian-based methods, the Hirsch-Fye QMC algorithm [13] and
the continuous-time QMC algorithms [14] work directly with the eﬀective action (3.3),
in which the bath states have been integrated out, and thus do not need a truncation
of the bath. However, they give direct access only to ﬁnite-temperature properties
on the imaginary-time or -frequency axis. If properties on the real axis are needed,
an analytical continuation of the numerical data to the real axis for example by the
maximum entropy method [52] or the stochastic optimization method [53] has to be
performed.
Hirsch-Fye QMC
The Hirsch-Fye QMC algorithm was the ﬁrst QMC algorithm used in DMFT calcula-
tions [39, 54, 55].
Following Ref. [56], we present here the most important steps of the derivation of
the algorithm. Consider4 the Anderson impurity model (3.6) and split the Hamiltonian
4The Hamiltonian is only introduced for convenience in the derivation. The bath sites will be integrated
out and will not enter the algorithm explicitly.
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into Hˆ = Hˆ0 + Hˆ1 with
5
Hˆ0 =
∑
p,σ
ǫpdˆ
†
pσdˆpσ +
∑
p,σ
Vp(dˆ
†
pσcˆσ + cˆ
†
σdˆpσ) +
U
2
∑
σ
nˆσ, (3.8)
Hˆ1 = Unˆ↑nˆ↓ − U
2
∑
σ
nˆσ − µ
∑
σ
nˆσ. (3.9)
Dividing the imaginary time interval [0, β) into L equidistant time slices, τl = l∆τ ,
∆τ = β/L, l = 0, . . . , L− 1, and using a Trotter decomposition, the partition function
(see Eq. (B.2)) can be written as
Z = Tr e−βHˆ ≈ Tr
L∏
l=1
e−∆τHˆ0e−∆τHˆ1 (3.10)
The exponential containing Hˆ1 can be cast into an exponential of a quadratic term by
introducing auxiliary spins s:
e−∆τU(nˆ↑nˆ↓−
1
2
∑
σ nˆσ)+∆τµ
∑
σ nˆσ = e∆τµ
∑
σ nˆσ
1
2
∑
s=±1
eλs(nˆ↑−nˆ↓), (3.11)
cosh λ = e∆τ
U
2 . (3.12)
This leads to the following expression of the partition function
Z =
∑
{sl=±1}
∏
σ
detOσ({sl}) (3.13)
with
Oσ({sl}) =


1 0 . . . 0 e−∆τKeV
L−1
σ
−e∆τKeV 0σ 1 0 . . . . . .
0 −e∆τKeV 1σ 1 0 . . .
...
. . .
. . .
. . .
. . .

 . (3.14)
Here, the matrix K is given by the one-particle Hamiltonian determining Hˆ0 and reads
K =


U/2 V1 V2 . . .
V1 ǫ1 0 . . .
V2 0 ǫ2 0
...
...
. . .
. . .

 . (3.15)
The ﬁrst element refers to the impurity site. The matrix V lσ accounts for the interaction.
It has the same size as the matrix K, but is non-zero on the impurity only (σ = ±1 for
↑ and ↓):
V lσ =


λσsl +∆τµ 0 . . .
0 0 . . .
...
...
. . .

 . (3.16)
5According to our convention, we include the chemical potential µ in the local part Hˆ1 of the Hamilto-
nian.
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In the following, the matrix O˜σ({sl}) is deﬁned as the submatrix of Eq. (3.14), which
contains for each entry in Eq. (3.14) only the impurity part, i. e. the ﬁrst element.
O˜σ({sl}) is thus a L×L-matrix. With a similar derivation, the Green’s function on the
impurity can then be found to be [12]
Gσ(τl, τl′) = − 1
Z
∑
{s
l˜
=±1}
(O˜−1σ ({sl˜}))ll′
∏
σ′
detOσ′({sl˜}). (3.17)
Eq. (3.17) allows to sample the Green’s function by a Monte Carlo algorithm (see
Appendix C), which visits the conﬁgurations {sl˜} e. g. by ﬂipping single auxiliary spins.
During the sampling, only ratios of determinants are needed. It is possible to prove
that [12]
detOσ′({s′l˜})
detOσ′({sl˜})
=
det O˜σ′({s′l˜})
det O˜σ′({sl˜})
. (3.18)
Thus, only the L×L-matrix O˜−1σ ({sl˜}) needs to be stored and updated in the algorithm
and the bath states have been integrated out.6 Furthermore, if only single auxiliary
spins are ﬂipped, eﬃcient evaluation schemes can be derived for the determinant ratio
and the updated matrix (O˜σ)−1({s′l˜}) [56]. The algorithm can be generalized to multi-
band models with density-density interactions [57, 58]. A derivation for the general
case, including non-diagonal impurity-bath couplings, can be found in Ref. [59].
While the Hirsch-Fye QMC algorithm has proven to be a powerful impurity solver,
there are some restrictions. First of all, the imaginary-time discretization constitutes
a systematic error which can be reduced by increasing the number of time slices. Due
to the increasing dimension of the matrix (O˜σ)−1({sl˜}), this can become prohibitively
expensive. Furthermore, in the present form, the algorithm can handle only density-
density interactions in the multi-band case. Generalizations for example for rotationally
invariant interactions exist, see e. g. Ref. [60], but they require a decoupling into more
complicated auxiliary ﬁelds and the algorithm suﬀers from a signiﬁcant sign problem7
in this case.
Continuous-time QMC
Recently, a class of continuous-time QMC algorithms for impurity models has been
developed, which do not require an imaginary-time discretization and which can handle
the full Coulomb vertex. First, the weak-coupling or interaction-expansion continuous-
time (CT-INT) algorithm, which is based on an expansion in the interaction term on
the impurity, was developed [61, 62]. Shortly thereafter, the complementary strong-
coupling or hybridization expansion continuous-time (CT-HYB) algorithm, which is
based on an expansion in the impurity-bath hybridization, was introduced [19–21]. In
Chapter 6, we give a detailed introduction into the CT-HYB algorithm for generic
multi-band models.
6Note that detA−1 = (detA)−1 holds.
7For an introduction to the sign problem in QMC calculations, see Appendix C.4.
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3.5 Combining DFT and DMFT: The LDA+DMFT
approach
3.5.1 Introduction
As explained in Chapter 2, DFT allows to calculate the properties of materials ab
initio, i. e. from ﬁrst principles. However, as already mentioned, it fails for materials
with strongly correlated electrons. On the other hand, the essential physics of these
strongly correlated materials can be captured in many-body models like multi-band
Hubbard models, which can be solved within the DMFT approach. The local density
approximation+dynamical mean-ﬁeld theory (LDA+DMFT) approach [15, 16] allows
to a large extend to derive realistic parameters for those Hubbard models from DFT
and thus enables realistic DMFT calculations for strongly correlated materials. In this
thesis, we use the LDA+DMFT formulation of Ref. [63].
3.5.2 Realistic multi-band Hubbard models
Within the LDA+DMFT approach, the following generic multi-band Hubbard model
is considered:
Hˆ =
∑
i,m,σ,i′,m′,σ′
tii
′
mσm′σ′ cˆ
†
imσ cˆi′m′σ′ − HˆDC+
1
2
∑
imm′m˜m˜′σσ′
Umm′m˜m˜′ cˆ
†
imσ cˆ
†
im′σ′ cˆim˜′σ′ cˆim˜σ − µ
∑
imσ
nˆimσ.
(3.19)
Here, cˆ†imσ (cˆimσ) creates (annihilates) an electron with spin σ in the orbital m on lattice
site i, while nˆimσ = cˆ
†
imσ cˆimσ counts the electrons in this state. The hopping (t
i 6=i′
mσm′σ′)
and crystal-ﬁeld (εmσm′σ′ = t
ii
mσm′σ′) matrix elements are obtained ab-initio from LDA
by downfolding and construction of an NMTO Wannier basis, see Section 2.6.2 and
Ref. [32] for details. Thus, the sum over m runs only over a subset of orbitals, which
contains the strongly correlated ones. The third term is the Coulomb interaction in the
strongly correlated orbitals. µ is the chemical potential. We use the convention that
we shift the diagonal elements of the LDA Hamiltonian, tiimσmσ, by the LDA Fermi-
level. Then, µ measures the change in the chemical potential due to the interaction,
and, for non-zero temperature, due to the ﬁnite temperature. The double-counting
correction HˆDC is a one-particle potential which subtracts the part of the Coulomb
interaction in the strongly correlated orbitals which is already contained in the hopping
integrals from LDA. The correct choice of HˆDC is in general unknown. See e. g. Ref.
[64] for a comparison of diﬀerent schemes. However, if the downfolded Hamiltonian
contains only strongly correlated orbitals in a given shell, HˆDC is a mere shift of the
chemical potential and can thus be neglected. The Coulomb interaction is short-ranged
and the Coulomb matrix elements Umm′m˜m˜′ do not take their bare values, but are
screened by the electrons in the weakly correlated orbitals which have been integrated
out. A determination of the Coulomb matrix elements from ﬁrst principles is a major
diﬃculty in LDA+DMFT calculations. Two approaches for the calculation of these
matrix elements are the constrained LDA (cLDA) [65, 66] and the constrained random
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phase approximation (cRPA), see Ref. [67], method. Often, these matrix elements are
also determined empirically and not from ﬁrst principles.
3.5.3 The self-consistency loop
After calculating the LDA Hamiltonian, i. e. the matrix tii
′
mσm′σ′ , by a self-consistent
DFT calculation, a self-consistent LDA+DMFT calculation consists of the following
steps:8
1. Calculate the local lattice Green’s function by
Gmσm′σ′(iωn) =
1
Nk
∑
k
(
1
iωn −HLDA(k) +HDC − Σ(iωn)
)
mσm′σ′
. (3.20)
HLDA(k) is the Fourier transformation of the LDA hopping matrix,
HLDAmσm′σ′(k) =
∑
i,i′
e−ik(ri−ri′ )tii
′
mσm′σ′ , (3.21)
where the sum over k runs over theNk k-points of the ﬁrst Brillouin zone. H
DC
mσm′σ′
are the matrix elements of the double-counting correction in the Wannier basis.
Σ(iωn)mσm′σ′ is the, in the DMFT approximation k-independent, self-energy. In
the present approach, it is a matrix in spin and orbital space [63]. In the ﬁrst
iteration, the self-energy can be set to zero.
2. Calculate the bath Green’s function Gmσm′σ′(iωn) from the Dyson equation9
Σmσm′σ′(iωn) = G−1mσm′σ′(iωn)−G−1mσm′σ′(iωn). (3.22)
3. Solve the eﬀective impurity problem10
S =−
∫ β
0
dτ
∫ β
0
dτ ′
∑
mσm′σ′
c∗mσ(τ)G−1mσm′σ′(τ − τ ′)cm′σ′(τ ′)
+
∫ β
0
∑
mm′m˜m˜′σσ′
1
2
Umm′m˜m˜′c
∗
mσ(τ)c
∗
m′σ′(τ)cm˜′σ′(τ)cm˜σ(τ)
− µ
∫ β
0
dτ
∑
mσ
c∗mσ(τ)cmσ(τ)
(3.23)
for the given bath Green’s function Gmσm′σ′(iωn), i. e. calculate its one-particle
Green’s function Gmσm′σ′(iωn), using some impurity solver.
4. Using the Dyson equation (3.22) once again, obtain a new self-energy Σmσm′σ′(iωn)
from the solution Gmσm′σ′(iωn) of the impurity problem and the bath Green’s
function Gmσm′σ′(iωn). Continue with step 1 using the new self-energy.
These steps are iterated until self-consistency in the Green’s function or in the self-
energy is reached. Fig. 3.2 illustrates this self-consistency loop.
8Those steps are the generalization of the DMFT self-consistency loop described in Section 3.3 to the
multi-band Hubbard model (3.19).
9Note that the power −1 denotes a matrix inversion.
10Gmσm′σ′ (τ) is the inverse Fourier transformation of Gmσm′σ′(iωn), see Appendix B.
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Gmσm′σ′(iωn) =
1
Nk
∑
k
(
1
iωn−HLDA(k)+HDC−Σ(iωn)
)
mσm′σ′
G−1mσm′σ′(iωn) = Σmσm′σ′(iωn) +G−1mσm′σ′(iωn)
Calculate impurity Green’s function Gmσm′σ′(iωn)
Σmσm′σ′(iωn) = G−1mσm′σ′(iωn)−G−1mσm′σ′(iωn)
Figure 3.2: Illustration of the self-consistency loop (without charge self-consistency) in LDA+DMFT.
The self-consistency loop in the LDA+DMFT approach can be extended to include
the charge density n(r), too [68, 69]. In such a charge self-consistent calculation, only
one or a few DMFT iterations are performed per DMFT calculation. Then, the re-
sulting charge density n(r) is used as a starting point for a new DFT calculation,
performing only one or a few DFT iterations to obtain a new LDA Hamiltonian, which
serves as a starting point for a new DMFT calculation. Those steps are iterated until
self-consistency in both the self-energy and the charge density is reached. In practice,
however, most applications of the LDA+DMFT method so far are restricted to calcula-
tions obtaining self-consistency only in the self-energy, i. e. a single self-consistent DFT
calculation is performed followed by a self-consistent DMFT calculation using the LDA
Hamiltonian, like explained in detail above. In this thesis, we use the latter approach,
too.
In this thesis, we perform no cluster but only single-site DMFT calculations. However,
we consider models which have more than one cluster site in the unit cell, but those
cluster sites are equivalent by a local symmetry (e. g. a rotation), see for example
Chapter 5. In this case, the multi-band Hubbard model reads (compare Eq. (3.19))
Hˆ =
∑
i,s,m,σ,i′,s′,m′,σ′
tii
′
smσs′m′σ′ cˆ
†
ismσ cˆi′s′m′σ′ − HˆDC+
1
2
∑
ismm′m˜m˜′σσ′
Umm′m˜m˜′ cˆ
†
ismσ cˆ
†
ism′σ′ cˆism˜′σ′ cˆism˜σ − µ
∑
ismσ
nˆismσ.
(3.24)
Here, s denotes the cluster site index. If we use a basis in which all the cluster sites are
equivalent due to the local symmetry, it is possible to use only the equivalent on-site
part of the cluster Green’s function in the DMFT to avoid a cluster calculation [63]:
Gmσm′σ′(iωn) ≡ Gmsσsm′σ′(iωn)
=
1
Nk
∑
k
(
1
iωn −HLDA(k) +HDC − Σ(iωn)
)
smσsm′σ′
.
(3.25)
Here, the LDA Hamiltonian is given by the direct generalization of Eq. (3.21) to clusters:
HLDAsmσs′m′σ′(k) =
∑
i,i′
e−ik(ri−ri′)tii
′
smσs′m′σ′ . (3.26)
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In this approximation, the eﬀective action deﬁning the impurity problem is still given
by Eq. (3.23), which we solve within single-site DMFT. Note, however, that the cluster
Hamiltonian enters in the calculation of the local lattice Green’s function (3.25). The
cluster self-energy in Eq. (3.25) follows from the single-site DMFT self-energy by
Σsmσs′m′σ′(iωn) = δs,s′Σmσm′σ′(iωn). (3.27)
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4 Calculation of the total energy
within LDA+DMFT
4.1 Introduction
In Chapter 5, we will calculate the total electronic energy of strongly correlated ma-
terials. For this purpose, we implement a code for the calculation of the total energy
based on LDA+DMFT results. It uses the approach of Refs. [70–72] for the calculation
of the energy. In this chapter, we demonstrate how this approach works and derive the
relations which are needed for the implementation.
For this purpose, we consider the following multi-band Hubbard model, compare Eq.
(3.24):
Hˆ = Hˆ0 − HˆDC + HˆU (4.1)
Hˆ0 =
∑
i,α,i′,α′
tii
′
αα′ cˆ
†
iαcˆi′α′ − µ
∑
iα
nˆiα (4.2)
HˆU =
1
2
∑
iαα′α˜α˜′
Uαα′α˜α˜′ cˆ
†
iαcˆ
†
iα′ cˆiα˜′ cˆiα˜. (4.3)
Here, α denotes cluster (s), orbital (m) and spin (σ) indices. If Uαα′α˜α˜′ denotes the
screened Coulomb interaction, σα = σα˜ and σα′ = σα˜′ holds.
4.2 Calculation of the total energy
4.2.1 Total energy
The total electronic energy cannot be just calculated as the expectation value of the
Hamiltonian in the (thermal) ground state, 〈Hˆ〉, because this neglects that part of
the electrons have been integrated out in the derivation of the low-energy model (4.1).
Instead, the total energy per unit cell is given by [70–72]
E = ELDA + 〈Hˆ〉 − EscLDA. (4.4)
Here, ELDA denotes the total electronic energy per unit cell obtained within DFT, see
Eq. (2.9). The expectation value of the Hamiltonian (4.1) is given by
〈Hˆ〉 = 〈Hˆ0〉 − 〈HˆDC〉+ 〈HˆU〉. (4.5)
EscLDA subtracts the LDA energy of the strongly correlated orbitals, which is already
contained in ELDA, from 〈Hˆ〉. In the following sections, we will explain how to calculate
EscLDA and the diﬀerent terms in 〈Hˆ〉.
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4.2.2 Contribution of the non-interacting Hamiltonian
The contribution of the non-interacting Hamiltonian can be calculated using the relation
[70–72]
〈Hˆ0〉 = 1
Nkβ
∑
n,k
Tr
((
HLDA(k)− µ)Gk(iωn)) eiωnη. (4.6)
In the following, we will shortly derive this relation. If the Fourier transformation
(3.26) of the hopping matrix tii
′
αα′ is used for the calculation of 〈Hˆ0〉, the expectation
value reads
〈Hˆ0〉 = 1
Nk
∑
k,α,α′
(
HLDAαα′ (k)− µδα,α′
) 〈cˆ†
kαcˆkα′〉. (4.7)
Using the imaginary-time Green’s function Gkαα′(τ) = − 1Z TrT
(
e−βHˆ cˆ
kα(τ)cˆ
†
kα′(0)
)
and its Fourier transformation (see Appendix B.2), the previous equation becomes
〈Hˆ0〉 = 1
Nk
∑
k,α,α′
(
HLDAαα′ (k)− µδα,α′
)
Gkα′α(τ = 0
−)
=
1
Nkβ
∑
n,k,α,α′
(
HLDAαα′ (k)− µδα,α′
)
Gkα′α(iωn)e
iωnη.
(4.8)
η is an inﬁnitesimal positive number, η = 0+. The Green’s function can be obtained
from the DMFT self-energy by
Gkαα′(iωn) =
(
1
iωn −HLDA(k) +HDC − Σ(iωn)
)
αα′
. (4.9)
Note that the chemical potential is contained in the self-energy. This brings us to the
ﬁnal result, Eq. (4.6).
In the numerical evaluation of Eq. (4.6), we have to truncate the sum over n at some
maximal frequency |ωnmax|. The high-frequency tail of the Green’s function,1 however,
converges only slowly with increasing Matsubara frequency. To avoid a truncation of
this tail, it is therefore recommendable to subtract the tail up to some order from the
numerical data and instead add the analytically calculated inverse Fourier transforma-
tion of those orders. Following Ref. [73], we use an analytical correction for the ﬁrst two
coeﬃcients of the high-frequency tail of the Green’s function in our implementation. In
the following, we derive the necessary equations for this. Expanding Eq. (4.9) for large
ωn gives
Gkαα′(iωn) =
δα,α′
iωn
− −H
LDA
αα′ (k) +H
DC
αα′ − (Σ0)αα′
(iωn)2
+O
(
1
(iωn)2
)
. (4.10)
The high-frequency tail of the self-energy is given by Eq. (B.27). Using Eqs. (B.30)-
(B.33), the inverse Fourier transformation of the tail is given by
1
β
∑
n
(
δα,α′
iωn
− −H
LDA
αα′ (k) +H
DC
αα′ − (Σ0)αα′
(iωn)2
)
eiωnη =
δα,α′
2
+
β
4
(−HLDAαα′ (k) +HDCαα′ − (Σ0)αα′) .
(4.11)
1See Appendix B.2.3 for general properties of the high-frequency expansion of the Green’s function.
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Figure 4.1: E = 〈Hˆ0〉 for different values of η. HLDA(k) describes the experimental structure of KCuF3
[74]. The self-energy and double-counting correction were set to zero. β = 5, as the effects
of η are larger for higher temperatures. The solid line shows E for η = 0.
Note that f(τ) in Eqs. (B.31) and (B.33) has to be evaluated at τ = 0−, which is
equivalent to −f(β−). By subtracting this tail and adding the analytical expression for
its inverse Fourier transformation, Eq. (4.6) becomes
〈Hˆ0〉 =
1
Nkβ
∑
n,k
Tr
((
HLDA(k)− µ)(Gk(iωn)− 1
iωn
+
−HLDA(k) +HDC − Σ0
(iωn)2
))
eiωnη+
1
2Nk
∑
k
Tr
(
HLDA(k)− µ)+ β
4Nk
∑
k
Tr
((
HLDA(k)− µ) (−HLDA(k) +HDC − Σ0)) .
(4.12)
In our implementation, the coeﬃcient Σ0 of the self-energy is calculated by averaging
the DMFT self-energy over the last few Matsubara frequencies [73]. Eq. (4.12) can be
readily evaluated numerically with a ﬁnite number of Matsubara frequencies. Using
Eq. (B.20), the summation over n can be furthermore restricted to positive Matsubara
frequencies. As illustrated in Fig. 4.1, we can set η to zero in the evaluation.
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4.2.3 LDA energy of the strongly correlated bands
For EscLDA, the equation
EscLDA =
1
Nkβ
∑
n,k
Tr
((
HLDA(k)− µLDA
)
GLDA
k
(iωn)
)
eiωnη (4.13)
with
GLDA
kαα′(iωn) =
(
1
iωn + µLDA −HLDA(k)
)
αα′
(4.14)
can be used [70–72]. We can obtain it from Eq. (4.6) by setting the DMFT self-
energy and the double-counting correction to zero and thus removing the eﬀects of the
interaction term HˆU and by adding a chemical potential µLDA to the LDA Hamiltonian.
As in our convention, the LDA Fermi level is already contained in HLDA(k) (see Section
3.5.2), µLDA accounts only for the ﬁnite temperature and thus µLDA ≈ 0. Similar to
the case of 〈Hˆ0〉, we use an analytical correction for the high-frequency tail. The
corresponding equation follows from Eq. (4.12) if µ, Σ(iωn), Σ0 and H
DC are set to
zero.
At zero temperature, we calculate EscLDA by diagonalizing H
LDA(k) for each k-point
and summing all eigenvalues which are smaller than zero, as the LDA Fermi level is
already contained in HLDA(k). Fig. 4.2 shows how the result for ﬁnite temperature
converges towards the zero-temperature result. HLDA(k) is given by the experimental
structure of KCuF3 [74] in this example.
4.2.4 Contribution of the interaction term
General approach
For the calculation of 〈HˆU〉, the correlator 〈cˆ†iαcˆ†iα′ cˆiα˜′ cˆiα˜〉 is calculated explicitly in
the impurity solver, e. g. by sampling it in a Monte Carlo solver [70–72]. Then, the
interaction energy 〈HˆU〉 per unit cell can be obtained by an evaluation of Eq. (4.3).
Measurement of correlations within the Hirsch-Fye QMC algorithm
In Chapter 5, we consider the following expression for the interaction term:
HˆU = U
∑
i,s,m
nˆism↑nˆism↓ +
1
2
∑
i,s,m6=m′,σ,σ′
(U − 2J − δσ,σ′J)nˆismσnˆism′σ′ . (4.15)
We perform the DMFT calculations using an existing LDA+DMFT implementation
[75] based on the Hirsch-Fye QMC impurity solver. However, we have to extend the
code by a sampling routine for the correlators 〈nˆismσnˆism′σ′〉, i. e. the double occupancy
matrix. In the following, we will derive the necessary relations for an implementation
of these correlators. An introduction into the Hirsch-Fye QMC algorithm can be found
in Section 3.4.3. As we do not perform cluster calculations, but consider only models
where the diﬀerent cluster sites are equivalent by a local symmetry, not only the site
index i, but also the cluster index s can be dropped and thus only 〈nˆmσnˆm′σ′〉 needs to
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Figure 4.2: Esc
LDA
for different values of β for the experimental structure of KCuF3. The solid line
shows the result for T = 0.
be calculated, see also the discussion at the end of Section 3.5.3 and Eq. (3.23). The
sum over s in Eq. (4.15) then just gives the number of cluster sites.
Within the Hirsch-Fye algorithm, the correlations are given by2
〈nˆmσnˆm′σ′〉 = 1
Z
∑
{s
l˜
}
〈nˆmσnˆm′σ′〉{s
l˜
}
∏
σ˜
detOσ˜({sl˜}), (4.16)
compare Eq. (3.17). Because we do not consider spin-orbit coupling, the determinant
still factorizes into the diﬀerent spin conﬁgurations in the multi-orbital case. After
the Trotter decomposition and the introduction of the auxiliary spins, the impurity
Hamiltonian is quadratic in the Hirsch-Fye algorithm and we can thus apply Wick’s
theorem (see e. g. Ref. [38]) to calculate 〈nˆmσnˆm′σ′〉{s
l˜
} for a given conﬁguration {sl˜} of
the auxiliary spins:
〈nˆmσnˆm′σ′〉{s
l˜
} = δm,m′δσ,σ′〈cˆ†mσ cˆmσ〉{s
l˜
} − 〈cˆ†mσ cˆ†m′σ′ cˆmσ cˆm′σ′〉{s
l˜
}
Wick
= δm,m′δσ,σ′〈cˆ†mσ cˆmσ〉{s
l˜
}+
〈cˆ†mσ cˆmσ〉{s
l˜
}〈cˆ†m′σ′ cˆm′σ′〉{s
l˜
} − 〈cˆ†mσ cˆm′σ′〉{s
l˜
}〈cˆ†m′σ′ cˆmσ〉{s
l˜
}.
(4.17)
2For the present multi-orbital model, the decoupling into the auxiliary spins {sl˜} and the matrices
Oσ˜({sl˜}) are more complicated than for the Hubbard model (1.4) of Section 3.4.3, see e. g. Ref. [59].
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Using the anti-commutation relations for the creators and annihilators (see Eq. (B.8)),
we can write all correlators in the form 〈cˆmσ cˆ†m′σ〉{s
l˜
}:
〈nˆmσnˆm′σ′〉{s
l˜
} =δm,m′δσ,σ′〈cˆ†mσ cˆmσ〉{s
l˜
} +
(
1− 〈cˆmσ cˆ†mσ〉{s
l˜
}
)(
1− 〈cˆm′σ′ cˆ†m′σ′〉{s
l˜
}
)
−
(
δm,m′δσ,σ′ − 〈cˆm′σ′ cˆ†mσ〉{s
l˜
}
)
〈cˆ†m′σ′ cˆmσ〉{s
l˜
}
=
(
1− 〈cˆmσ cˆ†mσ〉{s
l˜
}
)(
1− 〈cˆm′σ′ cˆ†m′σ′〉{s
l˜
}
)
+ δm,m′δσ,σ′〈cˆmσ cˆ†mσ〉{s
l˜
} − 〈cˆm′σ′ cˆ†mσ〉{s
l˜
}〈cˆmσ cˆ†m′σ′〉{s
l˜
}.
(4.18)
Because we do not consider spin-orbit coupling, the one-particle correlations are spin-
diagonal and the result further simpliﬁes to
〈nˆmσnˆm′σ′〉{s
l˜
} =
(
1− 〈cˆmσ cˆ†mσ〉{s
l˜
}
)(
1− 〈cˆm′σ′ cˆ†m′σ′〉{s
l˜
}
)
+ δm,m′δσ,σ′〈cˆmσ cˆ†mσ〉{s
l˜
} − δσ,σ′〈cˆm′σ cˆ†mσ〉{s
l˜
}〈cˆmσ cˆ†m′σ〉{s
l˜
}.
(4.19)
For each time slice, the one-particle correlations can be obtained from the Green’s
function, compare Eq. (3.17):
〈cˆmσ cˆ†m′σ〉{s
l˜
} = (O˜−1mm′σ({sl˜}))ll. (4.20)
By summing over the auxiliary spin conﬁgurations, translational invariance in time is
restored. Therefore, we can insert Eqs. (4.19) and (4.20) into Eq. (4.16) and average
the resulting relation over all time slices. This brings us to the following result:
〈nˆmσnˆm′σ′〉 = 1
ZL
∑
{s
l˜
}
(
L∑
l=1
((
1− (O˜−1mmσ({sl˜}))ll
)(
1− (O˜−1m′m′σ′({sl˜}))ll
)
+
δm,m′δσ,σ′(O˜−1mmσ({sl˜}))ll − δσ,σ′(O˜−1m′mσ({sl˜}))ll(O˜−1mm′σ({sl˜}))ll
))
∏
σ˜
detOσ˜({sl˜}).
(4.21)
This expression allows us to sample the correlations within the QMC algorithm. We
obtain the statistical error of the correlations from the results of the diﬀerent processes
in the parallel QMC implementation.
4.2.5 Contribution of the double-counting correction
General approach
The expectation value of the double-counting correction 〈HˆDC〉 per unit cell depends
solely on the expectation values of the occupations of the strongly correlated orbitals
〈nˆα〉. Similar to the correlations in the previous section, we can calculate those directly
within the impurity solver.
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Measurement of occupations within the Hirsch-Fye QMC algorithm
For interactions of the form (4.15), the following double counting correction can be
used, cf. Ref. [76]:3
HˆDC =
∑
i,s
(
1
2
UNis(Nis − 1)− 1
4
JNis(Nis − 2)
)
. (4.22)
Nis is the total occupation of the cluster site,
Nis =
∑
m,σ
〈nˆismσ〉. (4.23)
Again, the site index i is dropped within DMFT and, as we do not perform cluster
calculations, the sum over s just gives the number of cluster sites.
Within the Hirsch-Fye QMC algorithm, the expectation values of the occupations are
given by
〈nˆmσ〉 = 1
Z
∑
{s
l˜
}
(
1− 〈cˆmσ cˆ†mσ〉{s
l˜
}
)∏
σ˜
detOσ˜({sl˜})
=
1
ZL
∑
{s
l˜
}
(
L∑
l=1
(
1− (O˜−1mmσ({sl˜}))ll
))∏
σ˜
detOσ˜({sl˜})
= 1− 1
ZL
∑
{s
l˜
}
(
L∑
l=1
(O˜−1mmσ({sl˜}))ll
)∏
σ˜
detOσ˜({sl˜}),
(4.24)
compare the derivation of the correlations in Section 4.2.4. In the last step, Eq. (3.13)
was used. Note that the second term in the last line just gives Gmσmσ(τ = 0
+), as
expected. Again, we obtain the statistical error from the diﬀerent processes in the
parallel QMC implementation.
4.3 Implementation notes
If the self-energies, chemical potentials and correlation matrices for several DMFT itera-
tions are provided, our implementation calculates the total energy for all those iterations
to estimate the error caused by the variations from iteration to iteration.
To speed up the calculation, we parallelize the code using the message passing inter-
face (MPI) standard [77]. We distribute the summations over k in Eq. (4.12) among
the diﬀerent processes in the calculation of 〈Hˆ0〉 and EscLDA. Furthermore, we paral-
lelize the diagonalization of H(k) for the diﬀerent k in the calculation of EscLDA at zero
temperature. Fig. 4.3 shows the speed-up of our implementation for increasing number
of cores on the supercomputer JUROPA. When the calculations become too short, the
speed-up levels oﬀ.
3For a spin-unpolarized LDA calculation, the present expression is obtained from the spin-dependent
expression given in Ref. [76].
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Figure 4.3: Speed-up of the total energy code on the supercomputer JUROPA. Shown is a single iter-
ation for the experimental structure of KCuF3 [74], using both 4096 k-points and positive
Matsubara frequencies.
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5 Orbital-order melting in
rare-earth manganites
This chapter has been partially published in A. Flesch, G. Zhang,
E. Koch and E. Pavarini, Phys. Rev. B 85, 035124 (2012).
5.1 Introduction
It is well-known that the interplay of the Pauli principle, the Coulomb repulsion and
the kinetic energy can lead to a spatial ordering of the spins of the valence electrons
in a solid, which gives rise to magnetism [78]. For example, in the Hubbard model
(1.4) at half ﬁlling and large U , neighboring electrons will have an anti-parallel spin
orientation, leading to an antiferromagnetic Mott insulating state.1 The reason for this
is that, for an anti-parallel alignment of the spins, the electrons can virtually move
to the neighboring site and back which in second-order perturbation theory gives an
energy gain of −t2/U , while for a parallel spin alignment the hopping is forbidden due
to the Pauli principle, see Fig. 5.1 for an illustration. This process is called kinetic
exchange.
Figure 5.1: For an anti-parallel spin orientation, electrons can move to the neighboring site and back,
which in second-order perturbation theory gives an energy gain of −t2/U (left). For parallel
spins, electrons cannot move due to the Pauli principle (right).
If orbital degrees of freedom play a role as well, as there is more than one band close
to the Fermi level, not only the spin, but also the occupied orbital can be spatially
ordered, giving rise to orbital ordering. Like in the case of spins, diﬀerent types of
ordering can occur. Electrons on neighboring sites can, for example, occupy the same
or diﬀerent orbitals, giving rise to ferro- or antiferro-orbital order, respectively. Consider
for example the perovskite crystal structure ABC3, see Fig. 5.2, which is approximately
realized in several transition-metal compounds. In those materials, the A- and C-
ions are approximately in a closed-shell conﬁguration and the electronic properties are
determined by the d-shell of the transition-metal ion B. Due to the crystal ﬁeld, the
ﬁve d-orbitals (see Fig. 5.3) are split into three degenerate t2g- and two degenerate eg-
orbitals, see e. g. Ref. [80]. For negatively charged C-ions, the t2g-orbitals, which point
1Here, we consider only lattices which do not lead to a frustration of the spins.
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Figure 5.2: Perovskite crystal structure ABC3 (A: black, B: red, C: blue). The B-ion is centered in an
octahedra formed by the C-ions. The figure was drawn using VESTA [79].
Figure 5.3: The five d-orbitals with cubic symmetry, dxy, dyz, dxz, d3z2−r2 and dx2−y2 . The top row
shows the three t2g-orbitals (dxy, dyz, dxz from left to right), the bottom row the two
eg-orbitals (d3z2−r2 , dx2−y2 from left to right).
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3d
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eg
Figure 5.4: Splitting of the electronic states belonging to the d-shell into t2g- and eg-states due to an
octahedral crystal field of anions.
between the corners of the octahedron formed by the C-ions, are lower in energy than
the eg-orbitals, see Fig. 5.4. If now the eg-manifold is occupied by a single electron or a
single hole, a simple two-band situation in which orbital ordering can occur is realized.
Before we move on to the discussion of orbital ordering in rare-earth manganites, we
ﬁrst discuss in the next section the two possible mechanisms of the ordering.
5.2 Mechanisms of orbital ordering
5.2.1 Electron-lattice interaction
For a d-shell in an octahedral environment, the interaction of the electrons with the
lattice can lead to orbital ordering [17]. This is an example of the Jahn-Teller theo-
rem [81], which states that for any molecule which is non-linear and has a degenerate
electronic ground state the structure will distort in such a way that the degeneracy is
lifted. It can be understood from a simple argument [80]: The potential energy of the
ions increases with the square of the distortion ∆x, ∆E = g2(∆x)
2. If the energy of the
degenerate electronic states changes linearly with the distortion, ∆ǫ = ∓g1∆x, which is
typically the case, an overall minimum of the energy is reached for the ﬁnite distortion
∆x0 = ±g1/(2g2) and the undistorted structure is not stable.
First, we discuss the case of a single ion in an octahedra of anions [17], as far as
it is relevant for our purpose. We consider the case of a single electron with a given
spin orientation in the eg-states of the ion. It is convenient to deﬁne the pseudo-spin
operators
τˆz =
1
2
∑
m,σ
(−1)δm,x2−y2 cˆ†mσ cˆmσ, (5.1)
τˆx =
1
2
∑
m6=m′,σ
cˆ†mσ cˆm′σ, (5.2)
where m runs over the two eg-orbitals |3z2 − r2〉 and |x2 − y2〉 and the operators cˆ†mσ
(cˆmσ) create (annihilate) an electron with spin σ in those orbitals. In terms of these
operators, the coupling to the lattice is given by [82]
Hˆ1 = −2g1(τˆzQ3 − τˆxQ2), g1 > 0, (5.3)
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(a) Normal mode Q3 > 0 (tetragonal dis-
tortion).
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(b) Normal mode Q2 > 0 (Jahn-Teller dis-
tortion).
Figure 5.5: Normal modes Q3 and Q2.
where the normal modes Q2 and Q3 of the octahedron are deﬁned as
Q2 = Q2
1
2
(ex1 − ex4 − ey2 + ey5), (5.4)
Q3 = Q3
1
2
√
3
(2ez3 − 2ez6 − ex1 + ex4 − ey2 + ey5), (5.5)
see Fig. 5.5. The vectors e{x,y,z}i describe the displacement of anion i (for the numbering
see Fig. 5.5) from its original position in the octahedron in direction {x, y, z}. In leading
order, the energy of the normal modes is given by
Hˆ2 = g2(Q
2
2 +Q
2
3), g2 > 0. (5.6)
To calculate the ground state of
Hˆ = Hˆ1 + Hˆ2, (5.7)
it is convenient to introduce polar coordinates:
Q3 = Q cos θ, (5.8)
Q2 = Q sin θ. (5.9)
In terms of these coordinates, the Hamiltonian (5.7) reads
Hˆ = g2Q
2 − 2g1Q(τˆz cos θ − τˆx sin θ) (5.10)
or, in the one-particle basis for a given spin orientation formed by |3z2 − r2〉 and
|x2 − y2〉,
H = g2Q
2
(
1 0
0 1
)
− g1Q
(
cos θ − sin θ
− sin θ − cos θ
)
. (5.11)
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Diagonalizing the Hamiltonian gives the eigenvalues
E1 = g2Q
2 − g1Q, (5.12)
E2 = g2Q
2 + g1Q (5.13)
and the eigenstates
|θ〉1 = cos
θ
2
|3z2 − r2〉 − sin θ
2
|x2 − y2〉, (5.14)
|θ〉2 = sin
θ
2
|3z2 − r2〉+ cos θ
2
|x2 − y2〉. (5.15)
|θ〉1 is the electron state, i. e. the occupied orbital, while |θ〉2 is the hole state, i. e. the
unoccupied orbital. For the electron state, the expectation values of τˆz and τˆx are then
given by
〈τˆz〉 = 1
2
cos θ, (5.16)
〈τˆx〉 = −1
2
sin θ. (5.17)
It is instructive to consider the result for θ = 0◦. The distortion is then given by
Q3 = Q > 0, i. e. it is a tetragonal elongation of the octahedra in the z-direction, see Fig.
5.5a. As expected for this distortion, the occupied orbital is given by |θ〉1 = |3z2 − r2〉.
So far, every angle θ gives a valid solution because the eigenvalues E1 and E2 do
not depend on θ. The Hamiltonian (5.6), however, describes only the leading order
contribution to the energy of the normal modes, which is isotropic. In ﬁrst order, the
anisotropic corrections are of the form
Hˆ3 = −g3Q3 cos 3θ. (5.18)
For positive g3, the lowest energy is then obtained for θ = 0
◦, 120◦ or 240◦. The
octahedron is tetragonally elongated in the z-, x- or y-direction and the occupied orbital
is given by |3z2 − r2〉, |3x2 − r2〉 or |3y2 − r2〉. For negative g3, the lowest energy is then
obtained for θ = 60◦, 180◦ or 300◦, which corresponds to a tetragonal compression along
the y-, z- or x-direction. The occupied orbital is then given by |z2 − x2〉, |x2 − y2〉 or
|y2 − z2〉.
In the crystal, the local distortions inﬂuence each other. Therefore it is favorable at
low enough temperature that the distortions are spatially ordered, giving rise to the
cooperative Jahn-Teller eﬀect, see e. g. Ref. [80]. This cooperative distortion then causes
the orbital ordering. There are two important types of solutions for the perovskite
crystal (see Fig. 5.2) if there is a single electron with a given spin orientation in the
eg-states of each B-ion [17]. In the ﬁrst one, all the octahedra are tetragonally distorted
(see Fig. 5.5a) in the same direction, leading to ferro-orbital order. In the second one,
the octahedra show Q2-type distortions (see Fig. 5.5b) with alternating long and short
bonds in one plane and a small negative tetragonal distortion perpendicular to this
plane. This solution leads to antiferro-orbital order within the plane of the Q2-type
distortions.
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5.2.2 Electronic superexchange
In 1973, it was shown by Kugel and Khomskii [18] that the occurrence of orbital ordering
can also be explained by a purely electronic mechanism, called superexchange. It is
based on the kinetic exchange mechanism, which in a single-band situation can already
give rise to magnetism as illustrated in the introduction of this chapter, in a multi-band
situation.
To illustrate this, consider the following two-site two-orbital model, cf. also Ref. [18]:
Hˆ =− t
∑
m,σ
(
cˆ†1mσ cˆ2mσ + h.c.
)
+ U
∑
im
nˆim↑nˆim↓ +
1
2
∑
i,m6=m′,σ,σ′
(U − 2J − Jδσσ′)nˆimσnˆim′σ′ .
(5.19)
Here, the site index i = 1, 2 labels e. g. two neighboring transition metal ions in an
octahedral surrounding, like in a perovskite structure. m labels the two degenerate
eg-orbitals and σ =↑, ↓ denotes the spin. cˆ(†)imσ annihilates (creates) an electron with
quantum numbers i, m and σ, while nˆimσ = cˆ
†
imσ cˆimσ counts the number of particles
with those quantum numbers. For simplicity, we consider only a hopping matrix element
t between the same orbitals and the same spin orientation on the two sites. U and J are
the direct and exchange screened Coulomb integrals. The interaction is restricted to
density-density terms. As before, we consider a mean occupation of a single electron per
site. In the large U limit, the hopping term can be treated as a perturbation. In analogy
to Fig. 5.1, Fig. 5.6 illustrates the diﬀerent processes which can occur in second-order
perturbation theory depending on the occupation of the two sites. The largest energy
gain is found if the electrons occupy diﬀerent orbitals on the two sites and have aligned
spins. Thus, in this picture, antiferro-orbital and ferromagnetic order is expected.
From the picture, it is also clear that superexchange favors opposite types of ordering
(ferro/antiferro) in orbital and spin. In the present approach, the lattice distortion is a
secondary eﬀect which arises due to the orbital ordering caused by the superexchange
mechanism [18]. Note that e. g. in the perovskite structure (Fig. 5.2), t is an eﬀective
hopping matrix element, which describes the hopping between neighboring transition
metal ions via the oxygen p-states. Therefore, this mechanism is called superexchange.
Using second-order perturbation theory in t, it is also possible to derive an eﬀective
Hamiltonian in terms of spin and pseudo-spin operators, which can then be used to
further investigate the superexchange mechanism [18].
5.3 Orbital ordering in rare-earth manganites
The series of rare-earth manganites, REMnO3 with trivalent rare-earth element RE,
form important examples of distorted orbitally ordered perovskites [2]. The distorted
perovskite crystal structure is shown in Fig. 5.7. It is obtained from the ideal cubic
perovskite by adding the following distortions: The MnO6 octahedra are tilted and
rotated (GdFeO3-type distortion), leading to an orthorombic lattice. In addition, the
octahedra show a sizable Jahn-Teller (Q2-type, see Fig. 5.5b) distortion with alternating
long and short bonds in the xy-plane, repeating along z. Finally, they exhibit a small
tetragonal compression (Q3-type distortion, see Fig. 5.5a) along the z-direction. In an
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Figure 5.6: Different hopping processes which can occur in second order perturbation theory depending
on the occupation of the two sites. In each of the four illustrations, neighboring sites are
aligned horizontally, while the two different orbitals are aligned vertically. The energy gain
is (from left to right from top to bottom): ∆E = 0 (process forbidden due to the Pauli
principle), ∆E = −t2/U ,∆E = −t2/(U−2J),∆E = −t2/(U−3J), see Eq. (5.19). For each
energy gain which can occur in second-order perturbation theory, only one representative
configuration and process is shown.
ionic picture, the RE- and O-ions acquire a closed shell conﬁguration. The Mn3+-ions
(3d4) have the electronic conﬁguration t32ge
1
g because Hund’s ﬁrst rule dominates the
crystal-ﬁeld splitting between the t2g- and eg-states in those materials. Thus, the (in
the ideal perovskite degenerate) eg-states are occupied by a single electron whose spin
is expected to be aligned with the spins of the t2g-electrons, see Fig. 5.8. This situation
is an archetype for orbital ordering, see Sections 5.1 and 5.2. In fact, at low enough
temperatures, the occupied orbital is spatially ordered in line with the cooperative
distortion of the crystal, see Fig. 5.7.
The most intensively studied material in the series is probably LaMnO3, which is the
parent compound of some important colossal magnetoresistive manganites [2]. Us-
ing neutron [84] and resonant x-ray [85] scattering, it has been shown that below
TOO ∼ 750K, a cooperative Jahn-Teller distortion exists, giving rise to orbital or-
dering. At TN = 140K, the system undergoes a transition from a paramagnetic to an
antiferromagnetic Mott insulator [86]. Recently, it has been shown experimentally that
the transition at TOO is an order-to-disorder transition and cooperative Jahn-Teller-
distortions persist in nanoclusters up to T ∼ 1150K [87–89]. Thus, at TOO, orbital
order melts. Orbital-order melting occurs also with increasing pressure [90], while
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x y
z
Figure 5.7: Crystal-structure of TbMnO3. The conventional cell consists of four formula units. The
pseudocubic axes pointing along the Mn-Mn bonds are shown in the left corner. In ad-
dition, the occupied eg-Wannier orbitals in the orbitally ordered phase, as obtained from
LDA+DMFT, are shown. The figure has been previously published in Ref. [83].
Jahn-Teller distortions still persist in nanoclusters at high pressure [91, 92].
The role of the electron-lattice interaction and superexchange in the orbital ordering
in LaMnO3 has been debated for many years, see e. g. Refs. [17, 18, 93–97]. It has been
shown that Coulomb repulsion eﬀects are crucial to understand the orbitally ordered
antiferromagnetic ground state [95]. However, LDA+DMFT calculations for the ex-
perimental structure and idealized structures with reduced distortions have shown that
the purely electronic superexchange mechanism alone cannot explain the persistence of
cooperative Jahn-Teller distortions in nanoclusters above TOO [97]. Still, the latter cal-
culations revealed that superexchange eﬀects are rather large: The calculated transition
temperature TKK at which superexchange alone, without static Jahn-Teller distortions
due to the electron-lattice interaction, would drive the transition to the orbitally ordered
phase, is remarkably close to TOO. This ﬁnding might indicate that superexchange still
plays a dominant role in the orbital-order melting transition observed at TOO.
Orbital-order melting has been observed experimentally in the whole series of or-
thorombic rare-earth manganites [84, 85, 98–101]. With decreasing ionic radius, the
transition temperature TOO increases from ∼ 750K for LaMnO3 to ∼ 1500K for
DyMnO3. Like for LaMnO3, orbital order eventually melts with increasing pressure
in TbMnO3 [102].
Unfortunately, it is not possible to directly relate the experimental observations to
one of the two mechanisms for orbital ordering. The strength of superexchange, for
example, increases with increasing hopping integrals, see Section 5.2.2. The hopping
integrals in turn depend on the cell volume and distortions. While a volume reduction
typically increases the Mn-O hopping integrals, tilting and rotation tend to reduce
them. In the ReMnO3 series, the volume decreases with decreasing ionic radius, but
tilting and rotation increase because of the increasing mismatch between the Mn-O
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3d
t2g
eg
Figure 5.8: Electronic configuration of Mn3+ in REMnO3. Due to the octahedral crystal field and
Hund’s rule, three electrons occupy the t2g-states, a single electron occupies the eg-states
and all spins are aligned. The degeneracy of the two eg-orbitals is then lifted by the
tetragonal and Jahn-Teller distortions.
and RE-O bond lengths. A volume collapse at TOO has been observed for LaMnO3
[103, 104]. By applying pressure, the volume decreases by ∼ 10% up to P = 18GPa,
while tilting and rotation slightly decrease [90]. On the other hand, the local crystal
ﬁeld can, depending on its symmetry, work in the same direction or compete with
superexchange [18], making the situation even more complicated.
In this chapter, we clarify the role of the purely electronic superexchange mechanism
in the orbital-order melting transition in the series of REMnO3. For this, we disentangle
superexchange from the electron-lattice interaction and compare the transition temper-
ature TKK caused by superexchange alone with the trend of TOO found experimentally
for those materials. We furthermore analyze the inﬂuence of the tetragonal crystal-ﬁeld
on the superexchange-driven transition.
5.4 Model and method
5.4.1 LDA+DMFT calculations of superexchange
The minimal model Hamiltonian for the manganites must at least contain the two eg-
bands. In addition, it must also account for the coupling between the t2g- and the
eg-electrons due to the high-spin conﬁguration from Hund’s ﬁrst rule, see Fig. 5.8. This
leads to the following two-band Hamiltonian [105]:
Hˆ =
∑
i,m,σ,i′,m′,σ′
tii
′
mm′u
ii′
σσ′ cˆ
†
imσ cˆi′m′σ′ − h
∑
im
(nˆim⇑ − nˆim⇓) + U
∑
im
nˆim⇑nˆim⇓
+
1
2
∑
i,m6=m′,σσ′
(U − 2J − Jδσ,σ′)nˆimσnˆim′σ′ − µ
∑
imσ
nˆimσ.
(5.20)
Here, cˆ
(†)
imσ creates (annihilates) an electron with spin σ =⇑,⇓ in an eg-Wannier orbital
|m〉 = |x2 − y2〉 or |3z2 − r2〉 on site i. The spin orientations ⇑ and ⇓ denote that the
spin of the eg-electron is parallel or anti-parallel to the spin of the t2g-electrons on that
site. nˆimσ = cˆ
†
imσ cˆimσ is the occupation number operator. The matrix elements t
ii′
mm′
denote the hopping integrals (ti 6=i
′
mm′) and the crystal-ﬁeld matrix elements (εmm′ = t
ii
mm′).
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They are obtained ab initio from LDA by downfolding to the eg-bands and constructing
a localized Wannier basis, see Chapter 2. The crystal-ﬁeld matrix can be written as the
sum of a Jahn-Teller (Q2-type, see Fig. 5.5b) term εJTτˆix and a tetragonal (Q3-type,
see Fig. 5.5a) term εTτˆiz ,
εmm′ = εJTτˆix + εTτˆiz, (5.21)
with the site-dependent pseudo-spin operators (cf. Eqs. (5.1)-(5.2))
τˆiz =
1
2
∑
m,σ
(−1)δm,x2−y2 cˆ†imσ cˆimσ, (5.22)
τˆix =
1
2
∑
m6=m′,σ
cˆ†imσ cˆim′σ. (5.23)
The matrix uii
′
σσ′ results from choosing the local spin basis parallel to the spin of the
local t2g-electrons. In the paramagnetic phase, it accounts for the orientational disorder
of the t2g-spins and reads [105]:
uii
′
σσ′ =
{
2
3
i 6= i′
δσ,σ′ i = i
′
. (5.24)
With the eg-spin aligned to the t2g-spins, i. e. in the high-spin regime, the superexchange
coupling depends only weakly on the uii
′
σ 6=σ′-terms [97]. For this reason, we neglect them.
The second term in the Hamiltonian describes the interaction of the spin of the eg-
electron with the spin of the t2g-electrons St2g on the same site via a classical magnetic
ﬁeld h = J ′St2g , where J
′ denotes the Hund’s coupling between eg- and t2g-electrons
[105]. The strength of this coupling has been estimated to be 2J ′St2g = 2.7 eV [106]. We
ﬁnd that, in the high-spin regime, the transition temperature TKK is not sensitive to a
speciﬁc value of h and thus keep h ﬁxed in all results shown. U and J are the direct and
exchange screened on-site Coulomb matrix elements. We use the theoretical estimates
U = 5 eV and J = 0.76 eV, see Refs. [97, 106–108]. µ is the chemical potential. We solve
the Hamiltonian (5.20) in the paramagnetic phase within the single-site LDA+DMFT
approach using the full self-energy matrix Σmm′ in orbital space, see Chapter 3. In the
self-consistency loop, a four Mn supercell with the Pbnm space group is used to properly
account for the point symmetries and the essential k-dependence [63], see Fig. 5.7 and
also the end of Section 3.5.3. In addition to the NMTO method, also calculations based
on the LAPW method using the WIEN2k code [109] have been performed. From those
calculations, maximally localized Wannier functions have been constructed following the
Marzari-Vanderbilt procedure [110, 111]. The band structures and parameter trends
obtained from those calculations (see Table 5.1) are very similar to the NMTO results.
We use two independent approaches to determine the orbital-order transition tem-
perature TKK caused by superexchange alone. In the ﬁrst one, we calculate the orbital
polarization p as a function of temperature T . In the second approach, we calculate the
T = 0 total energy gain ∆EKK due to the orbital ordering. To disentangle the eﬀects of
superexchange from those of the electron-lattice interaction, we explicitly set the static
Jahn-Teller crystal-ﬁeld εJT to zero, but keep the atomic positions ﬁxed.
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εT εJT t
001
3z2−r2,3z2−r2
LaMnO3 ∼ 350meV ∼ 650meV ∼ 392meV
TbMnO3 ∼ 580meV ∼ 1060meV ∼ 349meV
Table 5.1: Crystal-field splittings and an exemplary hopping matrix element obtained from the LAPW
calculations. See Fig. 5.12 for a comparison with the NMTO results. The bandwidths of
the eg-bands differ by ∼ 0.1 eV.
For the ﬁrst approach, the orbital polarization is calculated as p = |n1 − n2|,2 where
n1 and n2 denote the occupations of the natural orbitals |1〉 and |2〉 [112]. The natural
orbitals and their occupations are obtained by diagonalizing the occupation matrix (see
Eq. (B.13)) of the local lattice Green’s function (3.25). For all materials in the series,
we determine TKK by calculating p = p(T ) for several temperatures T . To account
only for the superexchange contribution to the transition temperature, we perform all
calculations for zero crystal ﬁeld, εJT = εT = 0, but unchanged hopping integrals. In
addition, we study the inﬂuence of the tetragonal crystal ﬁeld on the superexchange
mechanism by including εT. Again, we calculate the orbital polarization p as function of
temperature to obtain the superexchange transition temperature T εTKK in the presence of
a tetragonal ﬁeld. In addition, we also calculate the polarization and the most occupied
natural orbital for the real structures (HLDA), including all crystal ﬁelds.
For the second approach, the energy gain due to orbital ordering is calculated from
the total energy of the orbitally polarized and the orbitally disordered states. Again,
we explicitly set the crystal ﬁelds to zero, εJT = εT = 0, to account only for the su-
perexchange contribution to the orbital ordering. We calculate the total energy using
our code, see Chapter 4 for more information. For each material, two types of cal-
culations are performed. In the ﬁrst one, we calculate the orbital polarization p and
total energy E(p) (see Eq. (4.4)) per formula unit for decreasing temperature p. In
the second step, we repeat those calculations, however with the constraint p = 0. As
in the absence of crystal ﬁelds, the only source of an orbital polarization p can be the
superexchange mechanism through the Coulomb term in the Hamiltonian (5.20), this
constraint can be enforced by averaging the diagonal elements of the self-energy matrix
in orbital space and setting the oﬀ-diagonal elements in orbital space to zero after each
DMFT iteration:
Σmm → 1
2
(Σ11 + Σ22), (5.25)
Σ12 = Σ21 = 0. (5.26)
The energy gain at each temperature T is obtained as the diﬀerence of the two solutions:
∆E(p) = E(p)− E(0). (5.27)
Since ELDA, E
sc
LDA and 〈HˆDC〉 do not depend on the polarization p, they cancel in the
calculation of the energy gain:3
∆E(p) = 〈Hˆ0〉p + 〈HˆU〉p − 〈Hˆ0〉p=0 − 〈HˆU〉p=0. (5.28)
2Note that the orbital polarization p is analogous to the spin polarization m = |m↑ −m↓| in a magnetic
phase transition.
3In the present model, the double counting correction is a mere shift of the chemical potential and can
thus be neglected, anyway.
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HˆU is given by the Coulomb terms (proportional to U and J) in Eq. (5.20), while
Hˆ0 is given by the remaining non-interacting terms of the Hamiltonian (5.20), see
also Eqs. (4.1)-(4.3). 〈HˆU〉 is obtained from the double occupancy matrix using the
approach described in Section 4.2.4, while 〈Hˆ0〉 is obtained from the lattice Green’s
function following the approach described in Section 4.2.2. As |∆E(p)| is of the order
of 10−50meV, the errors, especially the QMC statistical error on the double occupancy
matrix, have to be controlled to high accuracy. A simple estimate can be obtained from
the average Coulomb energy, 1
2
Uneg(neg − 1):
1
2
(U(2neg − 1))δneg ≪ |∆E(p)|. (5.29)
For |∆E(p)| ∼ 10meV, neg = 1 and U = 5 eV, this yields δneg ≪ 4 × 10−3. We can
then extrapolate the zero-temperature superexchange energy gain ∆EKK due to the
orbital polarization from ∆E(p) for decreasing temperature, as both the polarization p
and the energy gain ∆E(p) saturate when they approach their extremal values in the
zero-temperature limit:
∆EKK = ∆E(p ≈ 1). (5.30)
Note that the polarization saturates at p ≈ 1 at low temperatures.
5.4.2 Mean-field description of superexchange
Within second-order perturbation theory, the eﬀective Hamiltonian for superexchange
is given in terms of spin and pseudo-spin operators [18]. The simplest form of such
an eﬀective Hamiltonian, which can qualitatively describe the orbital ordering in the
rare-earth manganites, reads:
Hˆ = −J˜
∑
〈i,i′〉xy
τˆ ixτˆ
i′
x + εT
∑
i
τˆ iz. (5.31)
Here, the τˆ ix and τˆ
i
z are the pseudo-spin operators deﬁned in Eqs. (5.22) and (5.23).
〈i, i′〉xy denotes nearest neighbors in the xy-plane. The Hamiltonian consists of an
Heisenberg-like interaction in the xy-plane for τˆ ix with an eﬀective antiferro-orbital
coupling J˜ < 0, which describes the superexchange interaction, and a tetragonal ﬁeld
εT, which couples to τˆz. There is no spin part because we assume a paramagnetic phase.
In the following, we will derive a mean-ﬁeld solution for this Hamiltonian. After a
mean-ﬁeld decoupling of the ﬁrst term,
τˆ ixτˆ
i′
x ≈ 〈τˆ ix〉τˆ i
′
x + τˆ
i
x〈τˆ i
′
x 〉 − 〈τˆ ix〉〈τˆ i
′
x 〉, (5.32)
the Hamiltonian decouples into independent Hamiltonians for each site, Hˆ ≈ ∑i Hˆi.
In the following, we consider only the local Hamiltonian Hˆi and drop for simplicity the
index i. The local Hamiltonian reads
Hˆ = −2N |J˜ |τˆx〈τˆx〉+ |J˜ |N〈τˆx〉2 + εTτˆz. (5.33)
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N is the number of nearest neighbors in the xy-plane. We assume an antiferro-orbital
order in the xy-plane, 〈τ i′x 〉 = −〈τ ix〉 for i, i′ nearest neighbors, because of the antiferro-
orbital coupling J˜ < 0. In the one-particle basis for a given spin orientation formed by
|3z2 − r2〉 and |x2 − y2〉, the Hamiltonian reads
H =
(
1
2
εT + ε0
1
2
εKK
1
2
εKK −12εT + ε0
)
. (5.34)
Here,
ε0 =
1
2
λKK〈τˆx〉2 (5.35)
is a constant energy shift, which will be neglected in the following,
εKK = −λKK〈τˆx〉 (5.36)
denotes the eﬀective Jahn-Teller splitting caused by superexchange and
λKK = 2|J˜ |N (5.37)
is the molecular ﬁeld parameter. Diagonalizing the Hamiltonian (5.34) gives the eigen-
values
E1 = −1
2
ε, (5.38)
E2 = +
1
2
ε (5.39)
with
ε =
√
ε2T + ε
2
KK. (5.40)
The corresponding eigenstates are
|ψ〉1 =
1√
2
√
ε(ε+ εT)
(
εKK|3z2 − r2〉 − (ε+ εT)|x2 − y2〉
)
, (5.41)
|ψ〉2 =
1√
2
√
ε(ε+ εT)
(
(ε+ εT)|3z2 − r2〉+ εKK|x2 − y2〉
)
. (5.42)
Using the eigenbasis of the Hamiltonian (5.34), we can calculate the thermal expectation
values (see Eq. (B.1)) of τˆx and τˆz for the inverse temperature β = 1/(kBT ):
〈τˆx〉 = −1
2
εKK√
ε2KK + ε
2
T
tanh
(
β
√
ε2KK + ε
2
T
2
)
, (5.43)
〈τˆz〉 = −1
2
εT√
ε2KK + ε
2
T
tanh
(
β
√
ε2KK + ε
2
T
2
)
. (5.44)
At ﬁrst, we consider the case of vanishing tetragonal ﬁeld, εT = 0. It follows imme-
diately that
〈τˆz〉 = 0, (5.45)
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while, using Eq. (5.36),
〈τˆx〉 = 1
2
tanh
(
β
1
2
λKK〈τˆx〉
)
. (5.46)
This mean-ﬁeld equation has to be solved self-consistently [113]. A non-trivial solution,
i. e. 〈τˆx〉 6= 0, exists if ddx
(
1
2
tanh
(
β 1
2
λKKx
)) ∣∣∣
x=0
≥ 1, because then the left and right
hand side of Eq. (5.46) intersect at 〈τˆx〉 6= 0. Thus, for temperatures T below the
critical temperature
kBTKK =
λKK
4
, (5.47)
orbital ordering occurs. We can relate the critical temperature to the energy gain
per pseudo-spin due to the orbital ordering. To calculate the energy gain per pseudo-
spin due to the orbital ordering, we calculate the energy per pseudo-spin at T = 0
and for T ≫ TKK. At T = 0, all the pseudo-spins are ordered and the energy per
pseudo-spin is given by the ground-state energy of the Hamiltonian (5.34) for ǫT = 0,
ET=0 = −12 |εKK| + ε0 = −14λKK + 18λKK. Above the critical temperature, all pseudo-
spins are randomly oriented and the energy per pseudo-spin is given by ET≫TKK = 0.
Thus, we ﬁnd that the energy gain per pseudo-spin due to the orbital ordering is given
by
∆EKK = ET=0 − ET≫TKK = −
1
2
kBTKK, (5.48)
i. e. it is directly related to the critical temperature. In addition, we can calculate the
T = 0 ground state for zero tetragonal ﬁeld. From Eq. (5.41), it is given by
|ψ〉1 =
1√
2
(|3z2 − r2〉 − sgn(εKK)|x2 − y2〉) . (5.49)
Thus, we ﬁnd θ = 90◦ for εKK > 0 and θ = 270
◦ for εKK < 0.
Next, we consider the case of a ﬁnite tetragonal ﬁeld, εT 6= 0. Using Eq. (5.36), Eq.
(5.43) can be written as
〈τˆx〉 = 1
2
λKK〈τˆx〉√
ε2KK + ε
2
T
tanh
(
β
√
ε2KK + ε
2
T
2
)
. (5.50)
For non-trivial solutions 〈τˆx〉 6= 0, we can divide by 〈τˆx〉 and obtain
√
ε2KK + ε
2
T =
1
2
λKK tanh
(
β
√
ε2KK + ε
2
T
2
)
. (5.51)
This equation can only be solved if
εT ≤ 1
2
λKK tanh
(
1
2
βεT
)
. (5.52)
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Note that for
ǫT > λKK/2 (5.53)
there is therefore no transition at all. From Eq. (5.52), we ﬁnd that at the critical
temperature
kBT
εT
KK =
ǫT
2
1
tanh−1
(
ǫT
2kBTKK
) , (5.54)
a transition occurs. Again, we can relate the transition temperature to the energy gain
per pseudo-spin due to the transition. For this, we calculate the energy per pseudo-spin
at T = 0 and for T ≫ T εTKK. At T = 0, the energy per pseudo-spin is given by the
ground-state energy of the Hamiltonian (5.34), ET=0 = −12
√
ε2T + ε
2
KK
∣∣
T=0
+ ǫ0. For
T ≫ T εTKK and under the assumption that the tetragonal ﬁeld is strong enough to fully
polarize the system, the energy per pseudo-spin is given by ET≫T εT
KK
= −εT
2
. Using Eqs.
(5.35) and (5.36), we can express ε2KK
∣∣
T=0
and ǫ0 in terms of 〈τˆx〉2
∣∣
T=0
. Thus, 〈τˆx〉2
∣∣
T=0
is the only unknown for the calculation of ET=0. It can be easily obtained from Eq.
(5.51) to be 〈τˆx〉2
∣∣
T=0
= 1
4
(
1− ε2T
( 1
2
λKK)2
)
. In total, we therefore ﬁnd that the energy
gain per pseudo-spin due to the transition is given by
∆EεTKK = ET=0 − ET≫T εTKK = −
1
2
kBTKK
(
1− εT
2kBTKK
)2
. (5.55)
5.5 Results
First, we discuss the results for the ideal structures with unchanged hopping integrals,
but no crystal ﬁelds, εJT = εT = 0. Fig. 5.9 shows the orbital polarization p, which is
the order parameter of the orbital-order melting transition, vs. temperature T in the
case of LaMnO3. As expected for an order parameter, p(T ) is approximately zero for
T > TKK in the absence of crystal ﬁelds, while p(T ) approaches one when T goes to
zero. We ﬁnd similar results for the other systems. The obtained transition temperature
TKK = 700K for LaMnO3 is in good agreement with the results of Ref. [97], where a
diﬀerent approach to calculate the transition temperature due to superexchange in
LaMnO3 was used.
In Fig. 5.10, the energy gain ∆E per formula unit due to the orbital polarization
by superexchange as a function of temperature T is shown in the case of LaMnO3.
We obtain a similar behavior for the other systems. We ﬁnd a zero-temperature su-
perexchange energy gain ∆EKK = 26meV for LaMnO3. This value is much smaller
than the energy gain due to the Jahn-Teller distortion, which has been obtained from
LDA+DMFT calculations for LaMnO3 to be ∆EJT ∼ 150meV [73]. This shows that
the latter is mainly caused by the gain in potential energy due to the static Jahn-Teller
eﬀect, which can be enhanced by Coulomb repulsion through electron localization (see
Ref. [95]), and not by superexchange.
Fig. 5.11 shows the transition temperature TKK due to superexchange for diﬀerent
materials in the series of rare-earth manganites. We obtain TKK by two independent
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Figure 5.9: Orbital polarization p(T ) caused by superexchange as a function of temperature T for
LaMnO3. The figure has been previously published in Ref. [83].
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Figure 5.10: Energy gain per formula unit, ∆E[p(T )] = ∆E(p), caused by superexchange as a function
of temperature T for LaMnO3. The figure has been previously published in Ref. [83].
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Figure 5.11: Orbital-order melting transition temperature vs. RE3+-radius in the REMnO3-series with
RE = Dy (triangles), Tb (squares), Nd (pentagons) and La (circles). Shown are the tran-
sition temperature TKK due to superexchange obtained from LDA+DMFT calculations
using the polarization (open symbols) and the energy gain (filled symbols). Symbols of
decreasing size show results for pressures P = 0GPa, 5.4GPa and 9.87GPa.4 Crosses
show the experimental values for the orbital-order melting transition temperature TOO at
ambient pressure, taken from Refs. [98–101]. The figure has been previously published in
Ref. [83].
approaches. In the ﬁrst one, it is obtained directly from the order parameter, i. e. the
polarization p, as a function of the temperature, compare Fig. 5.9 for LaMnO3. In the
second approach, TKK is calculated from the zero-temperature energy gain ∆EKK using
the relation TKK = 2|∆EKK|/kB (see Eq. (5.48)), which follows from a static mean-ﬁeld
solution of an eﬀective superexchange Hamiltonian, see Section 5.4.2. Remarkably, the
transition temperatures obtained from the energy gain using this static mean-ﬁeld re-
lation are close to those obtained from the polarization, the diﬀerence being a small
shift. In addition, experimental values for the orbital-order melting transition temper-
ature TOO are shown. We ﬁnd that TKK is close to TOO only for LaMnO3, while TKK
is a factor 2− 3 smaller than the experimental estimate for TOO in all other materials.
Moreover, TKK is maximal for LaMnO3 and roughly decreases with ionic radius from
RE = La to Tb and then increases again. These trends are totally opposite to the
4All the results are shown for U = 5 eV and J = 0.76 eV. For P = 9.87GPa and εJT = εT = 0, we
obtain, however, a metallic solution with p = 0. To compare values for constant U , we extrapolate the
U = 5 eV-value of TKK from the insulating state obtained for slightly larger U (U = 5.5 eV, U = 6 eV),
since TKK decreases with U roughly as ∼ 1/U , as expected from superexchange theory [18].
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Figure 5.12: Evolution of the crystal-field splittings with the RE3+-radius (structural data from Refs.
[100, 115–117]). Filled circles of decreasing size show LaMnO3 for P = 0GPa, 5.4GPa
and 9.87GPa [90, 118]. The inset shows θ of the calculated occupied orbital (5.56) for
the real structures with all crystal fields. The figure has been previously published in Ref.
[83].
experimental ﬁndings for TOO, which show a strong increase from La to Tb, followed by
a small decrease. Furthermore, TKK also increases under pressure. This trend is again
contrary to the experimental ﬁndings, which show that with increasing pressure, orbital
order eventually melts [90, 102]. The ﬁndings for TKK can be ascribed to the increasing
distortions along the REMnO3-series, which decrease the strength of superexchange,
and the decrease in volume and tilting and rotation with increasing pressure, which
support the superexchange mechanism. Finally, we ﬁnd that in all materials, the most
occupied natural orbital is given by (see Eq. (5.14))
|θ〉 = cos θ
2
|3z2 − r2〉 − sin θ
2
|x2 − y2〉 (5.56)
with θ = 90◦. Experimentally, however, θ is given by ∼ 108◦ in LaMnO3 and increases
with decreasing ionic radius to ∼ 114◦ in TbMnO3 [114], compare also the inset in
Fig. 5.12. For an illustration of the occupied orbital for diﬀerent angles θ, see the sites
displayed in Fig. 5.13.
To analyze the eﬀect of the tetragonal crystal-ﬁeld splitting εT on the orbital-order
melting transition driven by superexchange, we include a ﬁxed tetragonal ﬁeld εT =
130meV. This value is sizable, but smaller than for any of the considered materials,
see Fig. 5.12. We ﬁnd that in the presence of the tetragonal ﬁeld, the materials are
already orbitally ordered at high temperatures, even above T = 1200K. The occupied
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Figure 5.13: Rotation of the most occupied natural orbital |θ〉 as a function of the temperature T
in the presence of a tetragonal field. Due to the fixed tetragonal field εT = 130meV,
the materials are already orbitally polarized at high temperature and the most occupied
orbital thus remains well defined in the full temperature range. The orbital polarization is
merely reduced by about 30% at T ∼ 800K. The shown sites illustrate occupied orbitals
for different angles θ in the case of TbMnO3. The figure has been previously published in
Ref. [83].
orbital (5.56), however, is given by θ = 180◦, as expected for the ordering due to the
tetragonal ﬁeld, see Section 5.2.1. With decreasing temperature, the occupied orbital
suddenly changes when approaching the critical temperature T εTKK. The change of the
occupied orbital with temperature is shown in Fig. 5.13 for the diﬀerent materials. We
ﬁnd that at T εTKK, superexchange rotates the occupied orbital towards θ = 90
◦. As
we have seen, the tetragonal crystal-ﬁeld and superexchange favor the occupation of
diﬀerent orbitals, see Sections 5.2.1 and 5.4.2. Due to this competition, the transition
temperature is reduced even further compared to the case εT = 0. The reduction
is small for LaMnO3, but sizable for all other materials. The transition temperature
is already reduced to 400K for NdMnO3 and even more for DyMnO3 and TbMnO3.
Furthermore, we ﬁnd that in the zero-temperature limit, the smaller T εTKK, the closer
is θ to 180◦. Thus, a ﬁxed εT = 130meV enhances the trend found for εT = 0: The
transition temperature is larger in LaMnO3 and decreases when going to DyMnO3.
Concerning the occupied orbital, even in the case of LaMnO3, the calculated θ ∼ 130◦
is signiﬁcantly larger than the experimental 108◦. This shows that a non-zero Jahn-
Teller crystal-ﬁeld splitting εJT is necessary to explain the experimental value of θ.
From the results shown in Fig. 5.13 it follows that such a splitting has to increase
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for the series RE = La, Nd, Dy, Tb. Taking into account that the tetragonal crystal
ﬁeld actually increases when substituting La with Nd, Tb, or Dy (see Fig. 5.12), this
trend is enhanced even more. In addition, the tetragonal ﬁeld increases with decreasing
pressure. For a tetragonal ﬁeld εT corresponding to the real structures, we ﬁnd no
superexchange transition down to T = 150K for all systems but LaMnO3.
The results in the presence of a ﬁnite tetragonal ﬁeld can be qualitatively understood
within the mean-ﬁeld description of superexchange derived in Section 5.4.2. The ratio
of the critical temperatures with and without tetragonal crystal ﬁeld is given by
T εTKK
TKK
=
ǫT
2kBTKK
1
tanh−1
(
ǫT
2kBTKK
) , (5.57)
see Eq. (5.54). Furthermore, we ﬁnd for the occupied orbital |θ〉 at zero temperature
that, from Eqs. (5.17) and (5.43),
sin θ = εKK/
√
ε2KK + ε
2
T, (5.58)
and, from Eqs. (5.16) and (5.44),
cos θ = −εT/
√
ε2KK + ε
2
T (5.59)
holds. Thus, we ﬁnd that with increasing tetragonal ﬁeld εT, the transition temperature
T εTKK decreases. At the same time, the occupied orbital at zero temperature approaches
θ = 180◦. For εT > 2kBTKK, there is no superexchange-driven transition at all, see
Eqs. (5.47) and (5.53). In this case, εKK = 0 holds and the occupied orbital is given by
θ = 180◦. Finally, consider the energy gain (5.55) in the presence of a tetragonal ﬁeld.
Together with Eq. (5.57), the energy gain becomes
2∆EεTKK
kBT
εT
KK
= −
(
εT
2kBTKK
)−1(
1− εT
2kBTKK
)2
tanh−1
(
εT
2kBTKK
)
. (5.60)
To evaluate the energy gain, we still have to calculate εT/(2kBTKK). From Eqs. (5.58)
and (5.59), we obtain
cot θ = − εT
εKK
. (5.61)
At T = 0, we furthermore have εKK = 1/2λKK sin θ from Eqs. (5.17) and (5.36). To-
gether with Eq. (5.47), this can be written as εKK = 2kBTKK sin θ. In total, we therefore
have
εT/(2kBTKK) = − cos θ, (5.62)
where θ denotes the occupied orbital at zero temperature. For LaMnO3, we have
θ ∼ 130◦ (see Fig. 5.13). Using this, we can evaluate Eqs. (5.57) and (5.60) and
ﬁnd T εTKK/TKK ≈ 0.84 and 2|∆EεTKK|/(kBT εTKK) ≈ 0.15. Those ratios are in qualitative
agreement with our DMFT results for LaMnO3, where we ﬁnd |∆EεTKK| ∼ 10meV.
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5.6 Conclusions
Using LDA+DMFT polarization and total-energy calculations, we ﬁnd that many-body
superexchange yields a transition temperature TKK for the orbital-order melting tran-
sition in the rare-earth manganites, which is close to the experimental transition tem-
perature TOO only in LaMnO3, but less than TOO/2 in all other systems, showing that
the former is a mere coincidence. Even more, TKK slightly decreases with decreasing
ionic radius from La to Tb and increases from Tb to Dy, while experimentally, a strong
increase of TOO from La to Tb and a decrease from Tb to Dy has been observed. Note
that the used single-site DMFT approximation does not aﬀect our ﬁndings. In fact, spa-
tial ﬂuctuations beyond mean-ﬁeld would just decrease TKK, supporting our conclusions
even further. Cluster DMFT calculations indicate that, in the case of manganites, the
reduction of TKK is actually small, see Ref. [97]. We ﬁnd that under pressure, TKK in-
creases due to growing superexchange eﬀects, while experimentally, orbital order melts.
Moreover, we ﬁnd that a tetragonal crystal-ﬁeld splitting εT reduces TKK even further.
In the series, εT increases when La is substituted with Nd, Tb or Dy and decreases
with increasing pressure, further enhancing the discrepancies with the experimental
ﬁndings. Finally, we ﬁnd that a ﬁnite Jahn-Teller crystal ﬁeld is necessary to explain
the experimentally found occupied orbital.
In conclusion, our results show that, in the light of the experimentally observed
trends, the purely electronic superexchange mechanism, although being sizable, plays a
minor role in the orbital-order melting transition in the series of rare-earth manganites.
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6 CT-HYB QMC as impurity solver
for generic multi-orbital models
This chapter has been partially published in A. Flesch, E. Gorelov,
E. Koch and E. Pavarini, Phys. Rev. B 87, 195141 (2013).
6.1 Introduction
As discussed in Chapter 3.4, QMC algorithms are powerful methods for the solution of
the impurity problems arising within DMFT calculations. For more than a decade,
the Hirsch-Fye QMC algorithm was the only QMC impurity solver widely used in
DMFT calculations. In the last years, continuous-time QMC algorithms for impurity
models [14] have been developed, which overcome some of the limitations of the Hirsch-
Fye algorithm, as they do not require a discretization of the imaginary time and as
they can handle the full Coulomb vertex (see e. g. Eq. (3.19)) and not only density-
density interactions. The two most relevant solvers are the weak-coupling or interaction-
expansion continuous-time (CT-INT) algorithm [61, 62] and the strong-coupling or
hybridization-expansion continuous-time (CT-HYB) algorithm [19–21]. The two solvers
are complementary to each other, as they are based on an expansion in the interaction or
the impurity-bath coupling, respectively. The CT-HYB algorithm has a more favorable
theoretical scaling for increasing interaction and for decreasing temperature compared
to the CT-INT algorithm, see Ref. [119], which makes it especially well suited for single-
site DMFT calculations for models with strong correlations but not too many orbitals.
On the other hand, the CT-INT algorithm has, in general, a much more favorable
theoretical scaling with system size, which makes it more suitable for cluster DMFT
calculations or models with many orbitals as long as the interaction is not too strong. In
total, the CT-HYB algorithm is to date the most promising single-site DMFT impurity
solver to study strongly correlated materials at experimental temperatures.
The CT-HYB algorithm was ﬁrst introduced for impurity models with impurity-bath
couplings which are diagonal in the impurity degrees of freedom and which contain
only density-density interactions [19]. This variant of the algorithm uses an eﬃcient
segment scheme for the description of the dynamics on the impurity, which is only
applicable to models with density-density interactions. Shortly thereafter, the algorithm
was generalized to arbitrary interactions on the impurity but still diagonal impurity-
bath couplings [20]. In this work, a matrix approach for the calculation of the dynamics
on the impurity was introduced. In this case, the algorithm scales exponentially with the
number of impurity degrees of freedom. This is also the reason for the more favorable
scaling of the CT-INT algorithm with system size if the segment scheme cannot be used
in the CT-HYB algorithm. In Ref. [21], the importance of the use of symmetries of the
impurity to reduce the computational costs of the matrix approach was pointed out. In
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2009, Läuchli and Werner [120] introduced the Krylov implementation as an alternative
to the matrix approach for the general algorithm, which has a more favorable, although
still exponential, scaling with the number of impurity degrees of freedom. To our
knowledge, the Krylov approach has been used only in a few applications so far, see e. g.
Refs. [121–125]. In Ref. [21], the CT-HYB algorithm has been generalized to impurity-
bath couplings which are non-diagonal in the impurity degrees of freedom. Note that
for DMFT calculations, the assumption of a diagonal impurity-bath coupling implies
that the local lattice Green’s function (3.20) is diagonal in all the indices (orbital,
spin, etc.). This is not valid for the low-energy models of non-cubic materials, see
Ref. [63]. Although the algorithm has been generalized to non-diagonal couplings, in
the vast majority of applications, only diagonal couplings have been considered so far.
Exceptions include cluster DMFT calculations on superconductivity with non-diagonal
couplings in Nambu space [126–128], cluster DMFT calculations with non-diagonal
couplings in the cluster indices [129–131] and a few LDA+DMFT calculations with
non-diagonal couplings in orbital space [132, 133]. The latter were done for a diagonal
crystal-ﬁeld matrix. The reason that most applications so far include only diagonal
impurity-bath couplings is probably that it has been conjectured that the CT-HYB
algorithm suﬀers from a serious sign problem if the coupling is non-diagonal, see e. g.
Ref. [134]. For cluster calculations on the Hubbard model (1.4), Furukawa et al. [129]
as well as Sémon and Tremblay [130] shortly discuss in which cases they observed a sign
problem in their calculations. To our knowledge, apart from this, no analysis of the
sign problem for models with non-diagonal impurity-bath couplings has been published
so far.
In this chapter, we present an implementation of the CT-HYB algorithm in a single-
site LDA+DMFT framework for generic multi-band Hubbard models. Our implementa-
tion can handle impurity-bath couplings which are non-diagonal in the impurity degrees
of freedom. We use a multi-approach scheme for the impurity solver. If the considered
model allows it, the segment scheme is used in the CT-HYB algorithm. In the generic
case, the Krylov approach is used. The implementation is optimized for modern mas-
sively parallel supercomputers. We present in detail the derivations of the necessary
relations for an implementation of both the segment and the Krylov solver for such
generic models. Special emphasis is put on the important aspects for an implementa-
tion of the algorithm. We present a proof that the algorithm is free of a sign problem for
certain models and clarify in which cases the segment scheme can be applied to models
with a non-diagonal impurity-bath coupling. Finally, as representative example ap-
plications, we present LDA+DMFT calculations for some well-known transition-metal
oxides whose description requires a self-energy matrix in orbital space. By studying
models with diﬀerent number of orbitals, diﬀerent type of interactions and diﬀerent
crystal ﬁelds, we analyze in which cases we observe a sign problem and in which not.
By this, we clarify the question whether the CT-HYB algorithm typically suﬀers from
a sign problem for multi-orbital models with non-diagonal self-energy matrices or not.
Beside this, the applications have a second purpose. Exploiting our general imple-
mentation of the CT-HYB DMFT impurity solver, we study the eﬀects of commonly
adopted approximations on the origin of orbital and magnetic order in those exemplary
low-symmetry transition-metal oxides.
The chapter is organized as follows. In Section 6.2, the expansion of the partition
function in the impurity-bath coupling is derived, which is the basis of the CT-HYB
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algorithm. The calculation of determinant ratios and matrix updates needed for both
solvers is discussed in Section 6.3. Sections 6.4 and 6.5 introduce the segment and
the Krylov solver, respectively. In Section 6.6, the measurement of observables in
both solvers is described. The embedding of the solver in the single-site LDA+DMFT
approach is discussed in Section 6.7. In Section 6.8, we discuss the massively parallel
DMFT implementation and demonstrate the scaling of our code. Finally, Section 6.9
presents the applications and Section 6.10 concludes the chapter.
6.2 Partition function expansion
6.2.1 Impurity model
For the derivation of the partition function expansion which underlies the CT-HYB algo-
rithm, we use the Hamiltonian approach, which was introduced in Ref. [20] for diagonal
impurity-bath couplings, generalized to arbitrary couplings. For this, we consider the
impurity model
Hˆimp = Hˆloc + Hˆbath + Hˆmix (6.1)
with
Hˆloc =
∑
α,α′
ǫαα′ cˆ
†
αcˆα′ +
1
2
∑
α,α′,α˜,α˜′
Uαα′α˜′α˜cˆ
†
αcˆ
†
α′ cˆα˜cˆα˜′ − µ
∑
α
nˆα, (6.2)
Hˆbath =
∑
p,γ
ǫp,γ dˆ
†
p,γdˆp,γ =
∑
γ
Hˆγbath, (6.3)
Hˆmix =
∑
p,α,γ
(
Vp,αγ cˆ
†
αdˆp,γ + h.c.
)
. (6.4)
Here, cˆ
(†)
α annihilates (creates) an electron with ﬂavor α on the impurity, while dˆ
(†)
p,γ
annihilates (creates) an electron with ﬂavor γ in the bath state p. nˆα = cˆ
†
αcˆα counts
the number of particles with ﬂavor α on the impurity. The ﬂavors α, γ denote orbital,
spin, etc. indices. Hˆloc describes the dynamics of the particles on the impurity in terms
of a one-particle term parametrized by the matrix elements ǫαα′ and an interaction-
term given by the interaction-matrix elements Uαα′α˜′α˜. Following our convention, we
include the chemical potential µ in Hˆloc, see Section 3.2. Hˆbath describes the non-
interacting bath in terms of the dispersion relation ǫp,γ. Finally, Hˆmix describes the
coupling between bath and impurity by means of the hybridization matrix elements
Vp,αγ. Note that the description of the impurity problem in terms of the Hamiltonian
(6.1) is introduced only for convenience in the derivation of the partition function
expansion. During the expansion, the bath states will be integrated out. In Eq. (6.3),
the bath is assumed to be diagonal in the ﬂavor indices. If this is not the case, the
bath can be diagonalized by a unitary transformation. As we will see below, this
transformation does not change the impurity problem after the bath has been integrated
out and the bath can therefore be assumed to be diagonal in the ﬂavor indices without
loss of generality [135].
53
CT-HYB QMC as impurity solver for generic multi-orbital models
6.2.2 Interaction picture
Following Ref. [136], we derive in this section a generic series expansion of the partition
function (see Eq. (B.2))
Z = Tr e−βHˆimp (6.5)
of the impurity model by using an interaction picture. This expansion will be used in
the next section to obtain an expansion of the partition function in the impurity-bath
coupling. For the derivation, the impurity model is partitioned into two parts
Hˆimp = Hˆ1 + Hˆ2. (6.6)
The goal is to expand the partition function in terms of Hˆ2. To achieve this, the
imaginary-time Heisenberg picture with respect to Hˆ1 is used. In the Heisenberg picture,
the operators become time-dependent. The time-dependence of an operator Oˆ reads:
Oˆ(τ) = eτHˆ1Oˆe−τHˆ1 . (6.7)
By use of the time-evolution operator
Uˆ(τ) = eτHˆ1e−τHˆ , (6.8)
the partition function can be written as
Z = Tr
(
e−βHˆ1Uˆ(β)
)
. (6.9)
In the following, the time-evolution operator is expanded in Hˆ2. The time-evolution
operator obeys the diﬀerential equation
dUˆ
dτ
= −Hˆ2(τ)Uˆ(τ), (6.10)
which can be obtained by diﬀerentiation of Eq. (6.8) with respect to τ . By integration
of this relation, we obtain an integral equation for the time-evolution operator:
Uˆ(τ) = 1−
∫ τ
0
dτ ′Hˆ2(τ
′)Uˆ(τ ′). (6.11)
Using this relation recursively, we can derive a series expansion for the time-evolution
operator:
Uˆ(τ) =
∞∑
m=0
(−1)m
∫ τ
0
dτm
∫ τm
0
dτm−1 . . .
∫ τ2
0
dτ1Hˆ2(τm)Hˆ2(τm−1) . . . Hˆ2(τ1) (6.12)
=
∞∑
n=0
(−1)m
m!
∫ β
0
dτ1 . . .
∫ β
0
dτm T
(
Hˆ2(τm) . . . Hˆ2(τ1)
)
. (6.13)
Here, the time-ordering is deﬁned by1
T
(
Oˆm(τm) . . . Oˆ1(τ1)
)
= ζOˆπ(m)(τπ(m)) . . . Oˆπ(1)(τπ(1)), (6.14)
1This is the natural generalization of Eq. (B.5) for more than two operators.
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where the permutation π of 1, . . . , n is given by the condition
τπ(m) > τπ(m−1) > · · · > τπ(1). (6.15)
The coeﬃcient ζ is given by one if the operators in Eq. (6.14) consist of Bosonic or even
polynomials of Fermionic operators and by the sign sgn(π) of the permutation π if the
operators consist of odd polynomials of Fermionic operators. Note that the former is
the case for Hˆ2(τ) because for any partition of the impurity Hamiltonian (6.1), Hˆ1 and
Hˆ2 conserve the total particle number. Inserting Eq. (6.13) into Eq. (6.9) ﬁnally brings
us to a series expansion of the partition function in terms of Hˆ2:
Z =
∞∑
m=0
(−1)m
m!
∫ β
0
dτ1 . . .
∫ β
0
dτmTrT
(
e−βHˆ1Hˆ2(τm) . . . Hˆ2(τ1)
)
. (6.16)
6.2.3 Expansion in the impurity-bath hybridization
Introduction
The central idea of the CT-HYB algorithm is to expand the partition function in terms
of the impurity-bath coupling (6.4) [19, 20]. In the ﬁrst part of this section, we present a
detailed derivation of this expansion in full generality. The basic steps of the derivation
follow Ref. [14]. In the second part of this section, we derive a specialized relation for
an impurity-bath coupling which is block-diagonal in the ﬂavors.
Derivation of the expansion
To expand the partition function in the impurity-bath coupling, the partition (6.6) with
Hˆ1 = Hˆloc + Hˆbath, (6.17)
Hˆ2 = Hˆmix
is used in Eq. (6.16). Note that if the interaction term of the impurity model (6.1) is
used for Hˆ2 instead, the CT-INT algorithm is obtained. To simplify the expansion, the
Hamiltonian Hˆ2 is split into two parts
Hˆ2 = Hˆ
cˆ†
2 + Hˆ
cˆ
2 , (6.18)
Hˆ cˆ
†
2 =
∑
p,α,α′
Vp,αα′ cˆ
†
αdˆp,α′,
Hˆ cˆ2 =
∑
p,α,α′
V ∗p,αα′ dˆ
†
p,α′ cˆα,
which describe one-particle transitions from the bath to the impurity and vice versa.
Using this in Eq. (6.16) gives
Z =
∞∑
m=0
(−1)m
m!
∫ β
0
dτ1 . . .
∫ β
0
dτmTrT
(
e−βHˆ1
(
Hˆ cˆ
†
2 (τm) + Hˆ
cˆ
2 (τm)
)
. . .
(
Hˆ cˆ
†
2 (τ1) + Hˆ
cˆ
2 (τ1)
))
.
(6.19)
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Only equal numbers of Hˆ cˆ
†
2 and Hˆ
cˆ
2 and thus only even expansion orders can contribute
because the Hamiltonian Hˆ1, which governs the time evolution, does not mix impurity
and bath, see Eqs. (6.17), (6.2) and (6.3). At expansion order m = 2n, there are
(
2n
n
)
ways of arranging the n operators Hˆ cˆ
†
2 and the n operators Hˆ
cˆ
2 . Due to the time-
ordering and the integrations, all these ways of arranging the operators are equivalent.
Thus, Eq. (6.19) can be written as
Z =
∞∑
n=0
1
(n!)2
∫ β
0
dτ1 . . .
∫ β
0
dτn
∫ β
0
dτ ′1 . . .
∫ β
0
dτ ′n
TrT
(
e−βHˆ1Hˆ cˆ
†
2 (τ
′
n)Hˆ
cˆ
2 (τn) . . . Hˆ
cˆ†
2 (τ
′
1)Hˆ
cˆ
2 (τ1)
)
.
(6.20)
Furthermore, using the time-ordering, the integrations for the two types of operators
Hˆ cˆ
†
2 and Hˆ
cˆ
2 can be ordered in time:
Z =
∞∑
n=0
∫ β
0
dτ1 . . .
∫ β
τn−1
dτn
∫ β
0
dτ ′1 . . .
∫ β
τ ′n−1
dτ ′n
TrT
(
e−βHˆ1Hˆ cˆ
†
2 (τ
′
n)Hˆ
cˆ
2 (τn) . . . Hˆ
cˆ†
2 (τ
′
1)Hˆ
cˆ
2 (τ1)
)
.
(6.21)
In the next steps, the impurity and the bath states will be separated. For this, Hˆ cˆ
†
2
and Hˆ cˆ2 (see Eq. (6.18)) are explicitly inserted in the previous equation and Hˆ1 is
splitted into Hˆloc and Hˆbath:
Z =
∞∑
n=0
∫ β
0
dτ1 . . .
∫ β
τn−1
dτn
∫ β
0
dτ ′1 . . .
∫ β
τ ′n−1
dτ ′n
∑
p1,...,pn
p′1,...,p
′
n
∑
α1,...,αn
α′1,...,α
′
n
∑
γ1,...,γn
γ′1,...,γ
′
n
TrT
(
e−βHˆloce−βHˆbath
1∏
i=n
Vp′i,α′iγ′i cˆ
†
α′i
(τ ′i)dˆp′i,γ′i
(τ ′i)V
∗
pi,αiγi
dˆ†pi,γi(τi)cˆαi(τi)
)
.
(6.22)
At order n, there are n creation and n annihilation operators of both the impurity and
the bath in the trace. Using again that Hˆ1 does not mix impurity and bath, the time-
dependence of the creation and annihilation operators of the impurity and the bath is
given by
cˆ(†)αi (τi) = e
τiHˆloc cˆ(†)αi e
−τiHˆloc, (6.23)
dˆ(†)pi,γi(τi) = e
τiHˆbath dˆ(†)pi,γie
−τiHˆbath , (6.24)
respectively. This ﬁnally allows to separate the bath and the impurity completely:
Z = Zbath
∞∑
n=0
∫ β
0
dτ1 . . .
∫ β
τn−1
dτn
∫ β
0
dτ ′1 . . .
∫ β
τ ′n−1
dτ ′n
∑
p1,...,pn
p′1,...,p
′
n
∑
α1,...,αn
α′1,...,α
′
n
∑
γ1,...,γn
γ′1,...,γ
′
n(
1∏
i=n
Vp′i,α′iγ′iV
∗
pi,αiγi
)
1
Zbath
TrT
(
e−βHˆbath
1∏
i=n
dˆ†pi,γi(τi)dˆp′i,γ′i
(τ ′i)
)
×
TrT
(
e−βHˆloc
1∏
i=n
cˆαi(τi)cˆ
†
α′i
(τ ′i)
)
.
(6.25)
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Here, Zbath is given by Zbath = Tr
(
e−βHˆbath
)
. Note that in Eq. (6.22), the sign which
arises when the operators in the trace are ordered in time is one, as always two neigh-
boring creation and annihilation operators have the same time. Accordingly, the signs
from time-ordering the operators in the two traces in Eq. (6.25) cancel.
As Hˆbath is quadratic, the trace over the bath states can be calculated analytically
and the bath can therefore be integrated out. To do this, the partition function of the
bath
Zbath =
∏
p,γ
(
1 + e−βǫp,γ
)
(6.26)
and the one-particle correlator
1
Zbath
TrT
(
e−βHˆbath dˆ†p,γ(τ)dˆp′,γ′(τ
′)
)
=
δpp′δγγ′
1 + e−βǫp,γ
{
e−ǫp,γ(β−(τ−τ
′)) τ > τ ′
−e−ǫp,γ(τ ′−τ) τ < τ ′ (6.27)
are required. As Hˆbath is quadratic, Wick’s theorem (see e. g. Ref. [38]) can be applied
to the trace over the bath states:
1
Zbath
TrT
(
e−βHˆbath
1∏
i=n
dˆ†pi,γi(τi)dˆp′i,γ′i
(τ ′i)
)
=
∑
π∈Sn
sgn(π)
n∏
i=1
1
Zbath
TrT
(
e−βHˆbath dˆ†pi,γi(τi)dˆp′
π(i)
,γ′
π(i)
(τ ′π(i))
)
.
(6.28)
Here, Sn denotes the symmetric group of permutations of 1, . . . , n. Next, this result is
inserted into Eq. (6.25). For the further evaluation, it is useful to deﬁne the hybridiza-
tion function
Fα′α(τ
′ − τ) =
∑
p′,γ′
∑
p,γ
Vp′,α′γ′V
∗
p,αγ
1
Zbath
TrT
(
e−βHˆbath dˆ†p,γ(τ)dˆp′,γ′(τ
′)
)
=
∑
p,γ
Vp,α′γV
∗
p,αγ
1
1 + e−βǫp,γ
{
−e−ǫp,γ(τ ′−τ) τ ′ − τ > 0
e−ǫp,γ(β+(τ
′−τ)) τ ′ − τ < 0 .
(6.29)
Note that for models with a non-diagonal impurity-bath coupling, the hybridization
function is non-diagonal in the ﬂavors, Fα′α(τ
′ − τ) 6= δα′,αFα(τ ′ − τ). In total, Eq.
(6.25) becomes
Z =Zbath
∞∑
n=0
∫ β
0
dτ1 . . .
∫ β
τn−1
dτn
∫ β
0
dτ ′1 . . .
∫ β
τ ′n−1
dτ ′n
∑
α1,...,αn
α′1,...,α
′
n(∑
π∈Sn
sgn(π)
n∏
i=1
Fα′
π(i)
αi(τ
′
π(i) − τi)
)
TrT
(
e−βHˆloc
1∏
i=n
cˆαi(τi)cˆ
†
α′i
(τ ′i)
)
.
(6.30)
This equation does not depend on the bath states anymore. At order n, the contribution
of the impurity-bath coupling can be written as the determinant of an n × n-matrix
M−1 with the elements
M−1ij = Fα′iαj (τ
′
i − τj) (6.31)
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by the use of the relation
detM−1 =
∑
π∈Sn
sgn(π)
n∏
i=1
Fα′
π(i)
αi(τ
′
π(i) − τi). (6.32)
Using this, the partition function ﬁnally becomes
Z = Zbath
∞∑
n=0
∫ β
0
dτ1 . . .
∫ β
τn−1
dτn
∫ β
0
dτ ′1 . . .
∫ β
τ ′n−1
dτ ′n
∑
α1,...,αn
α′1,...,α
′
n
detM−1×
TrT
(
e−βHˆloc cˆαn(τn)cˆ
†
α′n
(τ ′n) . . . cˆα1(τ1)cˆ
†
α′1
(τ ′1)
)
.
(6.33)
Note that the n×n-matrix M−1 depends on all the times and all the ﬂavor indices, see
Eq. (6.31). At order n = 0, the determinant detM−1 gives one. In the present form for
a non-diagonal hybridization function, this equation was ﬁrst derived in Ref. [21]. If the
impurity Hamiltonian (6.1) is real, all quantities in Eq. (6.33) are real, too. Deﬁning∫ (n)
dτ ≡
∫ β
0
dτ1 . . .
∫ β
τn−1
dτn (6.34)
and introducing τ = (τ1, . . . , τn), α = (α1, . . . , αn), as well as analogous relations for
τ
′ and α′, we can write Eq. (6.33) in a short way as
Z = Zbath
∞∑
n=0
∫ (n)
dτ
∫ (n)
dτ ′
∑
α,α′
detM−1TrT
(
e−βHˆloc
1∏
i=n
cˆαi(τi)cˆ
†
α′i
(τ ′i)
)
. (6.35)
So far, the bath was assumed to be diagonal in the ﬂavor indices, see Eq. (6.3). In
the following, we will shortly show that this can be assumed without loss of general-
ity. Assume that the bath is not diagonal. Then, we can diagonalize it by a unitary
transformation, which is diagonal in the bath states p:
δγ,γ′ǫp,γ =
∑
γ˜,γ˜′
U †p,γγ˜ ǫ˜p,γ˜γ˜′Up,γ˜′γ′ , U
†
pUp = UpU
†
p = 1. (6.36)
The hybridization matrix elements transform as
Vp,αγ =
∑
γ˜
V˜p,αγ˜Up,γ˜γ . (6.37)
Using those relations, we ﬁnd that the hybridization function (6.29) does not depend
on the basis choice for the bath, i. e. it can equally be written as2
Fα′α(τ
′ − τ) =
∑
p,γ˜,γ˜′
V˜p,α′γ˜′ V˜
∗
p,αγ˜


(
1
1+e−βǫ˜p
(−1)e−ǫ˜p(τ ′−τ)
)
γ˜′γ˜
τ ′ − τ > 0(
1
1+e−βǫ˜p
e−ǫ˜p(β+(τ
′−τ))
)
γ˜′γ˜
τ ′ − τ < 0
. (6.38)
We can therefore assume the bath to be diagonal in the ﬂavor indices without loss
of generality. Note however, that we cannot diagonalize the hybridization function
(6.29) by a basis change on the impurity as the transformation which diagonalizes the
hybridization function generally depends on τ ′ − τ . Therefore, we have to handle a
non-diagonal hybridization function, unless we consider special high-symmetry models.
2Note that ǫ˜p is a matrix in the flavor indices.
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Block-diagonal impurity-bath couplings
If the impurity-bath coupling is block-diagonal with respect to some ﬂavors due to sym-
metries of the model, the determinant in Eq. (6.33) can be factorized into a determinant
for each block [21]. Here, we explicitly rewrite the partition function in a form which
allows to exploit this factorization for a given block structure.
Let NB denote the number of blocks and α
b = 1, . . . , Nb a ﬂavor of block b =
1, . . . , NB, where Nb denotes the number of ﬂavors in block b. Thus, each ﬂavor α can
now be labelled by a block index b and a ﬂavor index αb within that block, α = (b, αb).
The hybridization function (6.29) vanishes for ﬂavors stemming from diﬀerent blocks:3
F(b′,α˜b′ )(b,αb)(τ
′ − τ) = δb,b′F bα˜bαb(τ ′ − τ). (6.39)
For example, b can denote the spin index σ and αb the orbital index m for models
whose impurity-bath coupling does not couple diﬀerent spin orientations. In the parti-
tion function (6.33), for each block b, there must be as many creation as annihilation
operators in the trace. If this was not the case, for each permutation in the right site of
Eq. (6.32), there would be at least one hybridization function with indices α′, α stem-
ming from diﬀerent blocks and the determinant of the matrix M−1 would therefore
vanish. Thus, the order n can be written as n =
∑NB
b=1 nb, where nb denotes the number
of creation and annihilation operator pairs in block b, and we can rewrite the partition
function (6.33) in terms of the orders nb in the diﬀerent blocks:
Z = Zbath
∞∑
n=0

NB∏
b=1
n−
∑b−1
b′=1
nb∑
nb=0
∫ β
0
dτ b1 . . .
∫ β
τbn−1
dτ bn
∫ β
0
dτ˜ b1 . . .
∫ β
τ˜bn−1
dτ˜ bn
∑
αb1,...,α
b
nb
∑
α˜b1,...,α˜
b
nb

×
det M¯−1TrT
(
e−βHˆloc
NB∏
b=1
cˆ
b,αbnb
(τ bnb)cˆ
†
b,α˜bnb
(τ˜ bnb) . . . cˆb,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
)
.
(6.40)
Here, we grouped together all terms which give rise to nb operator pairs in the diﬀerent
blocks b and sorted the operator sequence in the trace by blocks. The summations
over the ﬂavors in Eq. (6.33) then ensure that in each block, each combination of times
and ﬂavors can occur exactly once. Therefore, we were able to order the integration
boundaries for each block individually in time and sum over all ﬂavors within that
block. The matrix M¯−1 follows from the matrix M−1 by sorting its rows and columns
by blocks, i. e. by using the same order for the rows and columns like for the creation
and annihilation operators in the trace in Eq. (6.40). By this, the matrix M¯−1 becomes
block-diagonal:
M¯−1 =


M−11 0 . . . . . .
0 M−12 0 . . .
...
. . .
. . .
. . .
... . . . 0 M−1NB

 . (6.41)
3If the flavor indices are labelled by blocks, we use α˜b instead of α′
b
.
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For each block b, the nb × nb-sub-matrix M−1b is given by
(M−1b )ij = F
b
α˜biα
b
j
(τ˜ bi − τ bj ). (6.42)
Note that the signs arising in the determinant when the rows and columns of the matrix
M−1 are reordered are compensated by the sign arising when the operator sequence in
the trace is reordered. Now, we can drop the summation over n by rearranging the
diﬀerent terms in Eq. (6.40) and use Eq. (6.41) to factorize the determinant. This
brings us to the ﬁnal result for the partition function:
Z =Zbath
(
NB∏
b=1
∞∑
nb=0
∫ β
0
dτ b1 . . .
∫ β
τbnb−1
dτ bnb
∫ β
0
dτ˜ b1 . . .
∫ β
τ˜bnb−1
dτ˜ bnb
∑
αb1,...,α
b
nb
∑
α˜b1,...,α˜
b
nb
detM−1b
)
TrT
(
e−βHˆloc
NB∏
b=1
cˆ
b,αbnb
(τ bnb)cˆ
†
b,α˜bnb
(τ˜ bnb) . . . cˆb,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
)
.
(6.43)
Again, the nb × nb-matrices M−1b depend on all the times and all the ﬂavor indices,
see Eq. (6.42). Note that, due to the interactions on the impurity, it is generally not
possible to factorize the local trace. As we will discuss in the following sections, this
equation allows to sample the partition function by a Monte Carlo algorithm. Again,
this equation can be written in a short way as
Z = Zbath

NB∏
b=1
∞∑
nb=0
∫ (nb)
dτ b
∫ (nb)
dτ˜ b
∑
α
b,α˜b
detM−1b


TrT
(
e−βHˆloc
NB∏
b=1
1∏
i=nb
cˆ
b,αbi
(τ bi )cˆ
†
b,α˜bi
(τ˜ bi )
) (6.44)
with
α
b = (αb1, . . . , α
b
nb
), (6.45)
τ
b = (τ b1 , . . . , τ
b
nb
) (6.46)
and analogous relations for α˜b and τ˜ b.
6.3 Determinant ratios and matrix updates
6.3.1 Introduction
For the calculation of each term of the partition function (6.43), the determinants of
the matrices M−1b for each block b are needed. Before we move into the discussion of
the diﬀerent Monte Carlo solvers, we discuss in this section how these determinants are
calculated in practice.
For given αb, τ b and α˜b, τ˜ b at order nb, we could in principle just calculate the
nb×nb-matrix M−1b using its deﬁnition (6.42) and then obtain the determinant from it.
However, as we will see below, in most Monte Carlo moves, either a single element is
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added to or removed from the vectors αb, τ b and α˜b, τ˜ b for a given block b or a single
element is changed in the vectors αb, τ b or α˜b, τ˜ b. In the former case, the order nb
is increased or decreased by one, while in the latter case the order remains unchanged.
Thus, in these Monte Carlo moves, the matrix in a single block b is changed and the
matrix M˜−1b of the new Monte Carlo conﬁguration follows from the matrix M
−1
b of
the old conﬁguration by either adding or removing a single row and column pair or by
changing a single row or column. For these kinds of matrix updates, there are more
eﬃcient schemes available for the calculation of the determinant of the new matrix M˜−1b
than the recalculation of the determinant from scratch. The latter scales like O(n3b) for
an nb × nb-matrix.
For the insertion or removal of a single row and column pair at the end of the matrix,
the necessary relations are given for example in Ref. [14]. To facilitate an implemen-
tation of the algorithm, we present in this section relations for all required schemes,
including the insertion or removal of single row and column pairs at arbitrary positions
and the change of single rows or columns. All those schemes require that the inverse
matrix Mb is known. For this reason, the matrix Mb is stored and updated in the
algorithm and not M−1b [19].
4
6.3.2 Insertion or removal of a single row and column
Insertion
First, we discuss the insertion of a single row and column in the nb × nb-matrix M−1b
to give a new (nb+1)× (nb+1)-matrix M˜−1b . For simplicity, we ﬁrst assume that both
the row and the column are inserted at the end of the matrix and later generalize the
result to arbitrary positions. The new matrix reads
M˜−1b =
(
M−1b Q
R S
)
, (6.47)
where R and Q are row and column vectors of dimension nb, respectively, and S is a
scalar. S as well as the elements of R and Q can be obtained from Eq. (6.42) as all
the times and ﬂavor indices are known. The determinant ratio of the new and the old
matrix can be obtained using inversion by partitioning, see Appendix A.1. It is given
by
det M˜−1b
detM−1b
= S − RMbQ, (6.48)
see Eq. (A.13). The updated matrix M˜b can be calculated as
M˜b =
(
P˜ Q˜
R˜ S˜
)
(6.49)
4This is also the reason why we choose the convention to call the matrix in the partition function (6.43)
M−1b and not Mb.
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with
S˜ = (S − RMbQ)−1, (6.50)
P˜ = Mb + (MbQ)S˜(RMb), (6.51)
Q˜ = −(MbQ)S˜, (6.52)
R˜ = −S˜(RMb), (6.53)
see Eqs. (A.3)-(A.6). Thus, both the determinant ratio (6.48) and the matrix M˜b can
be calculated in O(n2b) if the matrix Mb is known.
So far, we have assumed that the new row and column are both inserted at the end
of the matrix. For the general case, it is helpful to consider the following property of
the inverse matrix:
δij =
∑
m
(M˜b)im(M˜
−1
b )mj
=
∑
m
(M˜b)iπ′(m)(M˜
−1
b )π′(m)j
=
∑
m
(M˜b)π(i)π′(m)(M˜
−1
b )π′(m)π(j).
(6.54)
Here, π and π′ denote permutations of 1, . . . , nb + 1. Thus, if we want to insert a row
at index j0 and a column at index i0 in the matrix M
−1
b to give a matrix (M˜
i0,j0
b )
−1, we
can still calculate the matrix M˜b using the relations from above. The desired updated
matrix M˜ i0,j0b with the correct position of the new row and column then follows from
the matrix M˜b by permuting the rows and columns:
(M˜ i0,j0b )ij = (M˜b)π(i)π′(j). (6.55)
Here, the permutations are given by5
π = 1, . . . , i0 − 1, nb + 1, i0, . . . , nb, (6.56)
π′ = 1, . . . , j0 − 1, nb + 1, j0, . . . , nb. (6.57)
The determinant ratio (6.48) is just multiplied by a factor (−1)i0+j0 as each exchange
of a row or column gives a minus sign.
Removal
Next, we consider the removal of a single row and column from the (nb +1)× (nb +1)-
matrix M˜−1b to give a nb × nb-matrix M−1b . If the last row and column is removed, the
determinant ratio of the new and the old matrix becomes
detM−1b
det M˜−1b
= S˜, (6.58)
5Note that row and column indices are exchanged with respect to the matrix M−1b .
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see Eqs. (6.48) and (6.50). Thus, the determinant ratio can be obtained in O(1) if the
matrix M˜b is known, see Eq. (6.49). The updated matrix Mb can be obtained in O(n2b)
from M˜b by
Mb = P˜ − Q˜S˜−1R˜, (6.59)
see Eqs. (6.49) and (6.51)-(6.53).
If the row with index j0 and the column with index i0 shall be removed from the
matrix M˜−1b instead of the last row and column, we ﬁrst permute in the matrix M˜b
the row with index i0 and the column with index j0 to the end of the matrix without
changing the order of the remaining rows and columns. Then, we apply the equations
from above to the resulting matrix. The determinant ratio gets again multiplied by
(−1)i0+j0 in this case as each exchange of a row or column gives a minus sign.
6.3.3 Change of a single row or column
Introduction
In this section, we consider the case that a single row or column in the nb × nb-matrix
M−1b is changed to give a new matrix M˜
−1
b . Using the Sherman-Morrison formula,
relations for the determinant ratio of the new and old matrix as well as relations for
the updated matrix M˜b can be obtained, see Appendix A.2.
Change of a single row
If the matrix M˜−1b is obtained from the matrix M
−1
b by changing the row with index
j0, the determinant ratio of the new and the old matrix becomes
det M˜−1b
detM−1b
=
∑
i
(M˜−1b )j0i(Mb)ij0 , (6.60)
see Eq. (A.22). Here, the new elements (M˜−1b )j0i of the changed row can be obtained
from Eq. (6.42) as all the times and ﬂavor indices are known. The updated matrix is
given by
(M˜b)ij0 =
det M˜b
detMb
(Mb)ij0,
(M˜b)ij
j 6=j0
= (Mb)ij − (M˜b)ij0
∑
k
(M˜−1b )j0k(Mb)kj,
(6.61)
see Eq. (A.23). Thus, if the matrix Mb is known, the determinant ratio can be obtained
in O(nb), while the updated matrix M˜b can be obtained in O(n2b).
Next, we consider the case that the row in the matrixM−1b has not only to be changed,
but also moved from index j0 to j
′
0. In this case, we can still calculate the updated
matrix M˜b using the relations from above if, after the update, we permute the column
with index j0 to the index j
′
0 without changing the order of the remaining columns. The
determinant ratio (6.60) is just multiplied by (−1)j0−j′0 as each exchange of a column
gives a minus sign.
63
CT-HYB QMC as impurity solver for generic multi-orbital models
Change of a single column
Similar, in the case of a change of the column with index i0 in matrix M
−1
b , the deter-
minant ratio is given by
det M˜−1b
detM−1b
=
∑
j
(Mb)i0j(M˜
−1
b )ji0, (6.62)
see Eq. (A.20). Again, the new elements (M˜−1b )ji0 of the changed column can be
obtained from Eq. (6.42) as all the times and ﬂavor indices are known. The updated
matrix follows from
(M˜b)i0j =
det M˜b
detMb
(Mb)i0j ,
(M˜b)ij
i 6=i0
= (Mb)ij − (M˜b)i0j
∑
k
(Mb)ik(M˜
−1
b )ki0,
(6.63)
see Eq. (A.21). Again, the determinant ratio can be obtained in O(nb), while the
updated matrix M˜b can be obtained in O(n2b).
If the column in the matrix M−1b has not only to be changed, but also moved from
index i0 to i
′
0, we can again still calculate the updated matrix M˜b using the relations
from above. After the update, we permute the row with index i0 to the index i
′
0 in the
updated matrix M˜b without changing the order of the remaining rows. The determinant
ratio (6.62) is again just multiplied by (−1)i0−i′0 as each exchange of a row gives a minus
sign.
6.4 The segment solver
6.4.1 Introduction
In this section, we discuss the CT-HYB algorithm for impurity models whose local
Hamiltonian (6.2) conserves the number of electrons of each ﬂavor α. In this case, the
eﬃcient segment scheme of Ref. [19] can be used for the description of the dynamics on
the impurity. Thus, we consider only local Hamiltonians of the form
Hˆloc =
∑
α
ǫαnˆα +
∑
α<α′
Uαα′ nˆαnˆα′ − µ
∑
α
nˆα, (6.64)
i. e. Hamiltonians whose one-particle part is diagonal and whose Coulomb interaction
has a density-density form. We will show in Section 6.7 that when the segment solver
is used as an impurity solver for DMFT calculations on multi-band Hubbard mod-
els, this gives a restriction not only on the Coulomb interaction but also on the LDA
Hamiltonian.
In the following, we will write the partition function (6.43) in a form which allows to
sample it using the segment scheme. As the local Hamiltonian does not allow transi-
tions between the ﬂavors, there must be an equal number of creation and annihilation
operators per ﬂavor in the trace of the partition function. Thus the expansion order can
be written as n =
∑
α nα, where nα denotes the number of creation and annihilation
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operator pairs of ﬂavor α in the trace. Performing the same steps as in the derivation
of Eq. (6.43) for a block-diagonal hybridization function, we can express the partition
function (6.43) in terms of the expansion orders nα of the diﬀerent ﬂavors by sorting
both the rows and columns of the matrices M−1b and the operators in the trace by
ﬂavors:
Z = Zbath
(∏
α
∞∑
nα=0
∫ β
0
dτα1 . . .
∫ β
ταnα−1
dταnα
∫ β
0
dτ˜α1 . . .
∫ β
τ˜αnα−1
dτ˜αnα
)(
NB∏
b=1
detM−1b
)
×
TrT
(
e−βHˆloc
∏
α
cˆα(τ
α
nα)cˆ
†
α(τ˜
α
nα) . . . cˆα(τ
α
1 )cˆ
†
α(τ˜
α
1 )
)
.
(6.65)
Here, we use the abbreviation α = (b, αb) to shorten the notation. The product over α
in the trace is still sorted by blocks to allow a factorization of the determinant, i. e. it
runs ﬁrst over all ﬂavors of block b = 1, then over all ﬂavors of block b = 2 and so on,
∏
α
≡
NB∏
b=1
∏
αb
. (6.66)
The matrices M−1b are given by
M−1b =


Ab11 . . . A
b
1Nb
...
. . .
...
AbNb1 . . . A
b
NbNb

 . (6.67)
Here, the nα˜ × nα-sub-matrices Abα˜bαb are deﬁned as
(Abα˜bαb)ij = F
b
α˜bαb(τ˜
α˜
i − ταj ) (6.68)
with α˜ = (b, α˜b) and α = (b, αb). Note that the hybridization function F bα′α(τ
′ − τ) is
generally still non-diagonal in the ﬂavors and we thus cannot factorize the determinants
further into a determinant for each ﬂavor α. Again, we can write Eq. (6.65) in a short
way as
Z = Zbath
(∏
α
∞∑
nα=0
∫ (nα)
dτα
∫ (nα)
dτ˜α
)(
NB∏
b=1
detM−1b
)
×
TrT
(
e−βHˆloc
∏
α
1∏
i=nα
cˆα(τ
α
i )cˆ
†
α(τ˜
α
i )
) (6.69)
with τα = (τα1 , . . . , τ
α
nα) and the analogous relation for τ˜
α.
Eq. (6.65) allows to sample the partition function by a Monte Carlo algorithm. For
this, we write the partition function as6
Z =
∑
x
f(x). (6.70)
6The sum over x denotes both integrations and summations.
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(a) The last segment does not wind around
β (nα = 2).
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(b) The last segment winds around β
(nα = 2).
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(c) Empty time-line (nα = 0).
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(d) Full time-line (nα = 0).
Figure 6.1: Exemplary segment configurations on the time-line of a flavor α at expansion order nα = 2
((a) and (b)) and the two configurations at nα = 0 ((c) and (d)). The occupied regions
of the time-line are illustrated by solid lines. The start and end times of the segments,
corresponding to creation and annihilation operators, are illustrated by filled and hatched
symbols, respectively.
Here, the conﬁguration x is given by specifying for each ﬂavor α an expansion order
nα and two sets of ordered times τ
α and τ˜α from the interval [0, β). The distribution
function reads
f(x) = Zbath(dτ)
2
∑
α nα
(
NB∏
b=1
detM−1b
)
floc(x) (6.71)
with
floc(x) = TrT
(
e−βHˆloc
∏
α
cˆα(τ
α
nα)cˆ
†
α(τ˜
α
nα) . . . cˆα(τ
α
1 )cˆ
†
α(τ˜
α
1 )
)
. (6.72)
Because the local Hamiltonian (6.64) does not allow transitions between the ﬂavors, for
each ﬂavor α, a creation operator must be followed in time by an annihilation operator
and vice versa in the trace. This gives the additional constraint
τ˜α1 < τ
α
1 < · · · < τ˜αn < ταn (6.73)
or
τα1 < τ˜
α
1 < · · · < ταn < τ˜αn . (6.74)
Thus, the conﬁguration x can be described by specifying for each ﬂavor α a set of nα
consecutive creation and annihilation operator pairs, called segments, on the interval
[0, β) [19]. In the following, we call the interval [0, β) time-line. The segments and time-
lines can also be naturally represented graphically [14, 19]. Fig. 6.1 illustrates exemplary
segment conﬁgurations on the time-line of a ﬂavor α. The segments can either have
all smaller start than end times (see Fig. 6.1a), which corresponds to the condition
(6.73), or the last segment can wind around β (see Fig. 6.1b), which corresponds to
the condition (6.74). The former contributes to the state |0〉 for ﬂavor α in the trace if
the trace is evaluated in the occupation number basis, while the latter contributes to
the state |1〉. At expansion order nα = 0, two conﬁgurations have to be considered, an
empty (see Fig. 6.1c) and a full (see Fig. 6.1d) time-line [19], which account for the two
states |0〉 and |1〉 for ﬂavor α in the trace.
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Figure 6.2: Two examples for two overlapping segments of flavors α1, α2. The overlap is given by the
total horizontal length of the gray rectangles as illustrated by the arrows. In the right
example, the segment of flavor α2 winds around β.
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Figure 6.3: Example of the total overlap of all segments of flavors α1, α2. The total overlap is given
by the total horizontal length of the gray rectangles as illustrated by the arrows. The
expansion orders in the example are nα1 = 1 and nα2 = 2.
6.4.2 Calculation of the trace
For the evaluation of the local part floc(x) of the distribution function (6.71) for a given
conﬁguration x, the trace in Eq. (6.72) has to be calculated. As the local Hamiltonian
(6.64) is diagonal in the occupation number basis formed by the Fock states {|{nα}α〉},
the trace can be calculated analytically. In the segment picture, the trace can be
evaluated in terms of the length of the segments of the ﬂavors and the overlap of the
segments of diﬀerent ﬂavors [19]. The length of a segment is obtained from its start
and end time as
l =
{
τend − τstart, τend > τstart
β − τend + τstart, τend < τstart
. (6.75)
The overlap of two segments of two diﬀerent ﬂavors is the length of the sub-intervals
of [0, β) in which both segments are present, see Fig. 6.2. In the present multi-orbital
case, the local part of the distribution function becomes
floc(x) = e
−
∑
α(ǫα−µ)Lαe−
∑
α<α′ Uαα′Oαα′
∏
α
(sα)
nα. (6.76)
Here, Lα denotes the total length of all segments of ﬂavor α and Oαα′ the total overlap
of all segments of ﬂavors α and α′ [14]. The total overlap Oαα′ is given by the total time
in which both ﬂavors are simultaneously occupied, see Fig. 6.3. We use the convention
Lα = 0 and Lα = β for empty and full time-lines, respectively, to include these cases in
the equation from above. Accordingly, the overlap of a time-line with an empty time-line
is zero and the overlap of a time-line with a full line is given by the total length of the
former. sα denotes the sign from time-ordering the creation and annihilation operators
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of ﬂavor α in Eq. (6.72). It is given by +1 if the last segment does not wind around β
and by −1 if the last segment winds around, i. e. it is given by sα = sgn(τα1 − τ˜α1 ), see
Eqs. (6.73) and (6.74). We do not have to consider an additional sign from time-ordering
the creation and annihilation operators among the diﬀerent ﬂavors in the trace because
this sign cancels against the Fermionic signs arising from the successive application of
the totally time-ordered creation and annihilation operators to the Fock states |{nα}α〉
when the trace is evaluated in the occupation number basis. The latter signs follow
from7
cˆ†α|{nα}α〉 = (−1)
∑
α′<α n
′
α(1− nα)|n1, . . . , nα−1, nα + 1, nα+1, . . .〉, (6.77)
cˆα|{nα}α〉 = (−1)
∑
α′<α n
′
αnα|n1, . . . , nα−1, nα − 1, nα+1, . . .〉. (6.78)
If only the segments of one ﬂavor α are changed between two conﬁgurations x and
x′, the ratio of the local parts of the distribution functions becomes
floc(x
′)
floc(x)
= e−(ǫα−µ)∆Lα

∏
α′
α′ 6=α
e−Uαα′∆Oαα′

 (s′α)n
′
α
(sα)nα
. (6.79)
Here, ∆Lα and ∆Oαα′ denote the change in length and overlap between the conﬁgura-
tions. We use the convention Uαα′ = Uα′α. s
(′)
α and n
(′)
α denote the sign and expansion
order of conﬁguration x(′).
6.4.3 Monte Carlo moves
Introduction
In our implementation, the Metropolis algorithm [137] (see Appendix C.3) is used to
sample the conﬁgurations according to the distribution function (6.71) [14]. In this sec-
tion, we discuss the diﬀerent Monte Carlo moves which are used in our implementation
of the segment solver. We describe in detail how the moves are performed and give
explicit relations for the acceptance probabilities in the present multi-orbital case.
Basic moves
The basic moves are the insertion or removal of a single segment and the insertion or
removal of a single anti-segment [19]. Anti-segments are consecutive annihilation and
creation operator pairs. Note that, like segments, anti-segments can wind around β. By
construction, a segment can be inserted in an unoccupied part of the time-line, while an
anti-segment can be inserted in an existing segment or in a full time-line. The removal
of an anti-segment at expansion order nα = 1 gives a full time-line. At expansion order
nα = 0, the insertion or removal of a full time-line has to be considered as an additional
move. A full time-line can be inserted in an empty time-line and the removal of a full
time-line gives an empty time-line. See Fig. 6.4 for an illustration of the diﬀerent moves.
7The sign of the trace must be independent of the convention chosen for the ordering of the flavors in
Eqs. (6.77) and (6.78). In fact, it does not depend on the convention as we can reorder the flavors in
the trace without acquiring additional signs, see Eq. (6.72).
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Figure 6.4: Examples for the different basic Monte Carlo moves.
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First, we discuss the insertion or removal of a single segment for a given ﬂavor α
with expansion order nα. The description of the basic steps of an insertion follows
Ref. [14]. Here, we give explicit relations for the maximal segment length and the
acceptance probability and discuss the update of the matrix M−1b . With probability
1/2, we propose either the insertion or the removal of a segment. For an insertion, the
start time τstart of the segment is uniformly drawn from the time-line. The move is
rejected if the start time falls on an existing segment. Otherwise, the end time τend is
determined by uniformly drawing a segment length l from the interval [0, lmax). The
maximal length lmax is obtained as lmax = τ˜
α
i − τstart, where τ˜αi is the start time of the
ﬁrst segment with start time larger than τstart. If there is no next segment, the new
segment can wind around β and the maximal length is given by lmax = β − τstart + τ˜α1 ,
where τ˜α1 is the start time of the ﬁrst segment on the time-line. At expansion order
nα = 0, lmax is equal to β. Thus, the proposal probability of the insertion is given by
pprop(x→ x′) = (dτ)
2
2βlmax
. (6.80)
For a removal, the segment is uniformly selected from the existing segments and the
proposal probability reads
pprop(x→ x′′) = 1
2nα
. (6.81)
Thus, the acceptance probability for the insertion of a segment becomes8
pacc(x→ x′) = min

 βlmaxnα + 1
|det M˜−1b |
|detM−1b |
e−(ǫα−µ)l

∏
α′
α′ 6=α
e−Uαα′oα′

 , 1

 , (6.82)
see Eqs. (C.10), (6.71) and (6.79). Here, b is the block to which the ﬂavor α belongs
and M˜−1b andM
−1
b denote the matrices of the conﬁgurations x
′ and x, respectively. The
matrix M˜−1b results from the matrix M
−1
b by inserting the row and column for the start
and end time of the new segment. The determinant ratio and the updated matrix M˜b
are obtained from the matrix Mb using the approach for the insertion of a single row
and column described in Section 6.3.2. oα′ is the overlap of the new segment with the
segments of ﬂavor α′. Note that the denominator in the ratios of proposal probabilities
reads nα + 1 because the proposal probability for the inverse move, i. e. the removal
of the newly inserted segment, has to be considered in Eq. (C.10). The acceptance
probability for the removal of a segment becomes
pacc(x→ x′′) = min

 nαβlmax
|det M˜−1b |
|detM−1b |
e(ǫα−µ)l

∏
α′
α′ 6=α
eUαα′oα′

 , 1

 . (6.83)
Here, M˜−1b and M
−1
b denote the matrices of the conﬁgurations x
′′ and x, respectively.
The matrix M˜−1b results from the matrix M
−1
b by removing the row and column be-
longing to the segment to be removed. The determinant ratio and the updated matrix
8As described in Section C.4, we consider absolute values of the distribution function due to the sign
problem.
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M˜b are obtained from the matrix Mb using the approach for the removal of a single row
and column described in Section 6.3.2. l is the length of the segment to be removed,
lmax is its maximal possible length, which can be calculated as described above, and oα′
is its overlap with the segments of ﬂavor α′.
The steps for the insertion or removal of a single anti-segment for a given ﬂavor α
with expansion order nα are almost the same as for a segment. For the insertion, the
move is rejected if the drawn start time does not fall on an existing segment or a full
time-line. The maximal length lmax for the anti-segment is given by the remaining
length from the start time of the anti-segment until the end of the segment on which
it falls. It is β for a full time-line. Taking this into account, the proposal probabilities
for both the insertion and the removal are the same as for a segment. Note that for a
given expansion order, there are as many anti-segments as segments on the time-line.
The acceptance probability for the insertion and the removal become
pacc(x→ x′) = min

 βlmaxnα + 1
|det M˜−1b |
|detM−1b |
e(ǫα−µ)l

∏
α′
α′ 6=α
eUαα′oα′

 , 1

 , (6.84)
and
pacc(x→ x′′) = min

 nαβlmax
|det M˜−1b |
|detM−1b |
e−(ǫα−µ)l

∏
α′
α′ 6=α
e−Uαα′oα′

 , 1

 , (6.85)
respectively. Here, l is the length of the anti-segment and oα′ its overlap with the
segments of ﬂavor α′. Compared to the insertion or removal of a segment, only the
signs in the exponents have changed. The matrix M˜−1b results from the matrix M
−1
b by
inserting or removing the column and row belonging to the start and end time of the
anti-segment to be inserted or removed. Again, the determinant ratio and the updated
matrix are calculated using the approach of Section 6.3.2.
As the last basic update, we consider the insertion or removal of a full time-line for
a given ﬂavor α. Those moves are rejected if the expansion order nα is not zero. The
insertion is furthermore only possible if the time-line is empty, while the inverse move,
the removal, is not possible if the time-line is not full. The acceptance probability for
the insertion becomes
pacc(x→ x′) = min

e−(ǫα−µ)β ∏
α′
α′ 6=α
eUαα′Lα′ , 1

 . (6.86)
Here, Lα′ denotes the total length of the segments of ﬂavor α
′. The acceptance proba-
bility for the removal is obtained by inverting the signs in the exponents.
Additional moves
To increase the acceptance ratio and to reduce autocorrelation-times, it is helpful to
consider additional moves which do not change the expansion order [14, 19]. In our
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Figure 6.5: Change of the segment length by shifting the segment end-point.
implementation, the length of a segment is changed by shifting its end-point [19], see
Fig. 6.5. We call this move shift move in the following. For a given ﬂavor α at expansion
order nα, the segment to be changed is chosen randomly and its new length is drawn
uniformly from the range [0, lmax), where lmax again denotes the maximal length of the
segment. The shift move is its own inverse. The acceptance probability reads
pacc(x→ x′) = min

 |det M˜−1b ||detM−1b |e−(ǫα−µ)∆l

∏
α′
α′ 6=α
e−Uαα′∆oα′

 , 1

 . (6.87)
The matrix M˜−1b is obtained from the matrix M
−1
b by changing the elements of the
column belonging to the shifted segment end point. If the end-point of the last segment
is shifted across β, also the index of the column has to be changed. The determinant
ratio and the updated matrix M˜b are obtained from the matrix Mb using the approach
described in Section 6.3.3. ∆l denotes the change in the length of the segment and
∆oα′ the change in the overlap with the segments of ﬂavor α
′ due to the change in the
length.
Global moves prevent the system from being trapped in part of the phase space [14].
In our implementation, we use two simple types of global moves. In the ﬁrst move, we
exchange the time-lines of two randomly chosen ﬂavors α, α′ of a given block b. This
move is its own inverse and the acceptance probability reads
pacc(x→ x′) = min
(
|det M˜−1b |
|detM−1b |
eL˜α′−L˜α e
∑
γ 6=α,α′(O˜γα′−O˜γα )(Uγα −Uγα′ ), 1
)
. (6.88)
The updated matrix M˜b and its determinant have to be calculated from scratch using
Eq. (6.67). L˜α and L˜α′ denote the total length of the new segments of ﬂavor α and α
′,
while O˜γα and O˜γα′ denote the overlap of the new segments with the segments of ﬂavor
γ. In the second move, we exchange the time-lines of all ﬂavors of two randomly chosen
blocks b1 and b2. This move can only be performed if the blocks contain the same
number of ﬂavors.9 Again, this move is its own inverse and the acceptance probability
reads
pacc(x→ x′) = min
(
|det M˜−1b1 det M˜−1b2 |
|detM−1b1 detM−1b2 |
floc(x
′)
floc(x)
, 1
)
. (6.89)
The matrices M˜−1b1 and M˜
−1
b2
and their determinants have to be calculated from scratch.
The local weight floc(x
′) has to be calculated using Eq. (6.76). Note that floc(x) and
floc(x
′) have the same sign.
9In all models considered in this thesis, all blocks contain the same number of flavors.
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Sampling
Using these moves, we perform the Monte Carlo sampling in our implementation by
carrying out a number of sweeps. For each sweep, we iterate over all ﬂavors and try
to insert or remove a segment, an anti-segment and a full time-line. Furthermore, we
perform a number of shift moves for each ﬂavor. Every time a number of sweeps has
been performed, we attempt to perform global updates. We iterate over all blocks and
try to exchange the time-lines of two randomly chosen ﬂavors. In addition we try to
exchange the time-lines of all ﬂavors of two randomly chosen blocks.
So far, we have not considered the measurement of observables. We will discuss in
Section 6.6 how the measurement of diﬀerent observables is done during the sampling
in both the segment and the Krylov solver.
6.4.4 Absence of the sign problem for a diagonal hybridization
function
If the local Hamiltonian Hˆloc is of the form (6.64), i. e. if the segment solver can be used,
and if the hybridization function (6.29) is diagonal, i. e. if Fα′α(τ
′− τ) = δα′,αFα(τ ′− τ)
holds, the CT-HYB algorithm has no sign problem. As it was pointed out in Ref.
[119], this can be proven using the same ideas as in the proof of Ref. [138] for the
single-impurity Anderson model and the Hirsch-Fye algorithm. Here, we work out the
proof.
For a diagonal hybridization function, the impurity-bath coupling (6.4) can be written
as
Hˆmix =
∑
p,α
(
Vp,αcˆ
†
αdˆp,α + h.c.
)
. (6.90)
In this case, the expansion of the partition function reads (compare Eq. (6.25))
Z =
(
Nα∏
α=1
∞∑
nα=0
∫ β
0
dτα1 . . .
∫ β
ταnα−1
dταnα
∫ β
0
dτ˜α1 . . .
∫ β
τ˜αnα−1
dτ˜αnα
TrT

e−βHˆαbath 1∏
i=nα
∑
pi,p′i
V ∗pi,αdˆ
†
pi,α
(ταi )Vp′i,αdˆp′i,α
(τ˜αi )


)
×
TrT
(
e−βHˆloc
Nα∏
a=1
1∏
i=nα
cˆα(τ
α
i )cˆ
†
α(τ˜
α
i )
)
,
(6.91)
i. e. we have a separate trace over the bath for each ﬂavor α. Here, Hˆαbath is given
by Eq. (6.3). To show that the solver has no sign problem, we have to show for any
conﬁguration x that the sign sgn(fbath(x)) of the bath traces
fbath(x) =
∏
α
TrT

e−βHˆαbath 1∏
i=nα
∑
pi,p′i
V ∗pi,αdˆ
†
pi,α
(ταi )Vp′i,αdˆp′i,α
(τ˜αi )


=
∏
α
fαbath(x)
(6.92)
73
CT-HYB QMC as impurity solver for generic multi-orbital models
is equal to the sign sgn(floc(x)) of the local trace
floc(x) = TrT
(
e−βHˆloc
∏
α
1∏
i=nα
cˆα(τ
α
i )cˆ
†
α(τ˜
α
i )
)
. (6.93)
The latter is given by
sgn(floc(x)) =
∏
α
(sα)
nα (6.94)
with sα = sgn(τ
α
1 − τ˜α1 ), see Eq. (6.76). Thus, we have to show that the signs of the
bath traces are given by
sgn(fαbath(x)) = (sα)
nα. (6.95)
This can be shown by a derivation in close analogy to the proof presented in Ref. [138]
for the single-impurity Anderson model and the Hirsch-Fye algorithm.
In the ﬁrst step, the coupling between bath and impurity is simpliﬁed. To achieve this,
the Hamiltonian Hˆαbath is transformed to a basis formed by the states |nq,α〉 = aˆ†q,α|0〉 in
which it is given by a one-dimensional chain:
Hˆαbath =
∑
q
−ǫ˜q,αaˆ†q,αaˆq,α +
∑
q
(
−γq,αaˆ†q,αaˆq+1,α + h.c.
)
. (6.96)
Only the ﬁrst operator of the chain,
aˆ†1,α =
1
V
∑
p
Vp,αdˆ
†
p,α,
V =
√∑
p
|Vp,α|2,
(6.97)
couples to the impurity via Hˆαmix:
Hˆαmix = V (cˆ
†
αaˆ1,α + h.c.). (6.98)
The remaining basis states |nq,α〉, q > 1, and the matrix elements ǫ˜q,α and γq,α can be
obtained from the original Hamiltonian (6.3) and the ﬁrst basis state |n1,α〉 = aˆ†1,α|0〉
for example by using the Lanczos algorithm [42] with the initial state |n1,α〉. For the
purpose of the proof, it is suﬃcient to know that such a transformation exists. In this
new basis, the bath traces (6.92) read
fαbath(x) = V
2TrT
(
e−βHˆ
α
bath
1∏
i=nα
aˆ†1,α(τ
α
i )aˆ1,α(τ˜
α
i )
)
. (6.99)
In the next step, we transform the Hamiltonian (6.96) such that the matrix elements
γq,α = |γq,α|eiφq,α, (6.100)
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are replaced by |γq,α|. For this, we use the transformation
aˆ†q,α = e
i
∑
q′<q φq′,α bˆ†q,α,
aˆq,α = e
−i
∑
q′<q φq′,α bˆq,α.
(6.101)
After the transformation, the Hamiltonian (6.96) reads
Hˆαbath =
∑
q
−ǫ˜q,αbˆ†q,αbˆq,α +
∑
q
(
−|γq,α|bˆ†q,αbˆq+1,α + h.c.
)
. (6.102)
The bath traces (6.99) become
fαbath(x) = V
2TrT
(
e−βHˆ
α
bath
1∏
i=nα
bˆ†1,α(τ
α
i )bˆ1,α(τ˜
α
i )
)
. (6.103)
Now, we can readily evaluate the sign of fαbath(x). In the occupation number basis
|n1,α, n2,α, . . .〉 = bˆ†1,αbˆ†2,α . . . |0〉, (6.104)
the matrix elements of
−τ(Hˆαbath − ε
∑
q
nˆq,α) (6.105)
with nˆq,α = bˆ
†
q,αbˆq,α and thus
e−τ(Hˆ
α
bath
−ε
∑
q nˆq,α) (6.106)
are all positive for an appropriately chosen ε. Then, also the matrix elements of
e−τHˆ
α
bath = e−τ(Hˆ
α
bath
−ε
∑
q nˆq,α)e−τε
∑
q nˆq,α (6.107)
are positive, as nˆq,α is diagonal in the occupation number basis (6.104). Finally, applying
the creation and annihilation operators bˆ†1,α and bˆ1,α to the basis states (6.104) gives
bˆ†1,α|n1,α, n2,α, . . .〉 = (1− n1,α)|1, n2,α, . . .〉, (6.108)
bˆ1,α|n1,α, n2,α, . . .〉 = n1,α|0, n2,α, . . .〉. (6.109)
Thus, by evaluating the trace (6.103) in the basis (6.104), the matrix elements of all
operators are positive and the sign of the trace is thus given by the sign from time-
ordering:
sgn(fαbath(x)) = sgn
(
V 2TrT
(
e−βHˆ
α
bath
1∏
i=nα
bˆ†1,α(τ
α
i )bˆ1,α(τ˜
α
i )
))
= (sα)
nα. (6.110)
As the trace is invariant under basis transformations, we have shown that the sign of
the trace (6.92) is equal to the sign of the local trace (6.93). Thus, the CT-HYB algo-
rithm does not suﬀer from a sign problem for models with density-density interaction
and diagonal hybridization.
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Figure 6.6: Example of a configuration for two blocks b = 1, 2 (circles, squares) containing two flavors
(blue, red) each. The creation and annihilation operators are represented by filled and
hatched symbols, respectively. The expansion orders are n1 = 2 and n2 = 3.
6.5 The Krylov solver
6.5.1 Introduction
If the local Hamiltonian (6.2) is not of the form (6.64), the segment solver cannot be
used. The reason for this is that the local Hamiltonian now allows transitions between
the ﬂavors and the segment scheme is thus not applicable any more. However, as it was
shown in Refs. [20, 21], the CT-HYB algorithm can be generalized to treat the local
Hamiltonian (6.2). In this section, we discuss the CT-HYB algorithm in this general
case.
In the algorithm, the partition function is sampled using Eq. (6.43). For this, we
write the equation as
Z =
∑
x
f(x) (6.111)
with the distribution function
f(x) = Zbath(dτ)
2
∑
b nb
(
NB∏
b=1
detM−1b
)
floc(x). (6.112)
The local part of the distribution function reads
floc(x) = TrT
(
e−βHˆloc
NB∏
b=1
cˆ
b,αbnb
(τ bnb)cˆ
†
b,α˜bnb
(τ˜ bnb) . . . cˆb,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
)
. (6.113)
The conﬁguration x is given by specifying for each block b an expansion order nb and
the vectors αb, τ b and α˜b, τ˜ b, see Eqs. (6.45) and (6.46). Note that the times in the
vectors are ordered:
0 ≤ τ b1 < · · · < τ bnb < β, (6.114)
0 ≤ τ˜ b1 < · · · < τ˜ bnb < β. (6.115)
Furthermore, note that for each block, there must be as many creation as annihilation
operators. Those conﬁgurations have a natural graphical representation [14, 20]. Fig.
6.6 shows an example conﬁguration for a model with two blocks containing two ﬂavors
each.
6.5.2 Calculation of the trace
Introduction
To evaluate the local part floc(x) of the distribution function (6.112) for a given con-
ﬁguration x, the trace in Eq. (6.113) has to be evaluated. Contrary to the segment
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solver, the trace cannot be calculated analytically for generic local Hamiltonians of the
form (6.2), but has to be calculated numerically. For the evaluation, it is convenient to
perform the time-ordering:
floc(x) = sTr
(
e−(β−τ2n)Hˆloc cˆ(†)α2ne
−(τ2n−τ2n−1)Hˆloc cˆ(†)α2n−1 . . . e
−(τ2−τ1)Hˆloc cˆ(†)α1 e
−τ1Hˆloc
)
.
(6.116)
Here, the pairs {(αi, τi)}i=1,...,2n, n =
∑NB
b=1 nb, are obtained by time-ordering the oper-
ators in Eq. (6.113). Like in the case of the segment solver, α is an abbreviation for
a block and a ﬂavor index, α = (b, αb). cˆ
(†)
αi denotes either a creation or annihilation
operator, depending on the type of the operator in Eq. (6.113) belonging to the pair
(αi, τi). s denotes the sign from time-ordering the operators. The time-dependence of
the operators is made explicit by writing out the matrix exponentials, see Eq. (6.23).
The ﬁrst method introduced for the calculation of the trace was the matrix approach
[20]. In this approach, the ﬁnite-dimensional local Hamiltonian (6.2) is numerically
diagonalized to obtain its eigenenergies and eigenstates. In the next step, the operators
in the trace are transformed to the eigenbasis of the Hamiltonian. The operator sequence
in Eq. (6.116) is then evaluated by step-wise multiplying the creation and annihilation
operators and the matrix exponentials. At the end, the trace of the resulting matrix,
which is obtained by multiplying all the operators, is calculated. The advantage of
using the eigenbasis of the Hamiltonian for the calculation of the matrix products is
that the matrix exponentials become diagonal. The creation and annihilation operators,
however, are given by dense matrices in that basis. At expansion order n, 2n−1 products
of dense Ndim×Ndim-matrices have to be performed, where Ndim denotes the dimension
of the Hilbert space of the impurity. Thus, the approach scales like O((2n − 1)N3dim).
Note that Ndim grows exponentially with the number of ﬂavors. Haule [21] pointed out
that it is essential in the matrix approach to take symmetries of the local Hamiltonian
(6.2) into account. If this is done, the scaling is governed by the dimension of the largest
symmetry sector of the Hamiltonian instead of the full Hilbert space dimension [14].
To speed up the algorithm, Haule [21] also proposed to dynamically discard some of
the basis states to reduce the Hilbert space dimension. This approximation, however,
introduces uncontrolled systematic errors.
Recently, Läuchli and Werner [120] introduced the Krylov approach for the calcu-
lation of the trace as an alternative to the matrix approach. It has a more favorable
scaling with the Hilbert space dimension than the matrix approach. For this reason,
we use the Krylov approach in our implementation. It is based on eﬃcient Krylov
subspace algorithms [139–141] for the calculation of the evolution in imaginary time.
Thus, before we discuss the calculation of the trace in the Krylov approach, we ﬁrst
discuss how those Krylov subspace algorithms work.
Calculation of the time evolution using Krylov subspace algorithms
As it will be discussed below, arbitrary vectors |ψ〉 of dimension Ndim have to be fre-
quently propagated in imaginary time by a Hamiltonian Hˆ in the Krylov approach:
|ψ(τ)〉 = e−τHˆ |ψ〉. (6.117)
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If Hˆ is sparse, i. e. if it hasN ≪ N2dim non-zero elements, the propagated state |ψ(τ)〉 can
be eﬃciently calculated by projecting the matrix exponential onto a Krylov subspace
Kr(|ψ〉) = span{Hˆr|ψ〉}r with r ≪ Ndim [139–141]. In the following, we illustrate why
this is possible and discuss how the projection is done in practice.
Before we discuss how the Krylov subspace is constructed and how the propagated
state is calculated, we give a simple argument why it is possible to approximate the
propagated state |ψ(τ)〉 by a projection |ψ(τ)〉r to a small Krylov subspace Kr(|ψ〉) at
all, cf. also Ref. [142]. For this, consider ﬁrst τ = 0. In this case, the exact evolved
state |ψ(τ)〉 = |ψ〉 is already contained in the Krylov subspace K0(|ψ〉) = span{|ψ〉},
i. e. r = 0 is suﬃcient to describe the propagated state. Next, for small τ , we can
expand the propagated state in τ :
|ψ(τ)〉 =
∞∑
n=0
(−1)nτn
n!
Hˆn|ψ〉. (6.118)
A Krylov subspace Kr(|ψ〉) spans the ﬁrst r + 1 terms of this expansion and, for small
τ , |ψ(τ)〉r is thus expected to converge quickly to |ψ(τ)〉 with increasing r. Finally, for
large τ , the dominant contribution to |ψ(τ)〉 stems from the eigenstate of Hˆ lowest in
energy which has ﬁnite overlap with |ψ〉. To see this, it is helpful to expand |ψ〉 in the
eigenbasis |m〉 of Hˆ , Hˆ|m〉 = Em|m〉, E0 < E1 < . . . :
|ψ〉 =
∑
m≥m0
cm|m〉. (6.119)
Here, m0 labels the lowest eigenstate which has ﬁnite overlap with |ψ〉. The propagated
state becomes
|ψ(τ)〉 =
∑
m
cme
−τEm |m〉 ≈ cm0e−τEm0 |m0〉. (6.120)
Thus, for large τ , |ψ(τ)〉r converges to |ψ(τ)〉 once the lowest eigenstate with ﬁnite
overlap with the initial state, |m0〉, is contained in the Krylov subspace. The lowest
eigenstate with ﬁnite overlap with the initial state is typically contained already in
Krylov subspaces Kr(|ψ〉) with r ≪ Ndim, see Ref. [143]. Thus, we ﬁnd that, in total,
convergence of |ψ(τ)〉r is expected to occur for r ≪ Ndim. Fig. 6.7 illustrates this with
an example. For more rigorous arguments, see Refs. [140, 141].
Now, we discuss how the calculation of the propagated state is done in practice. Be-
fore we can obtain the propagated state by a projection |ψ(τ)〉r to the Krylov subspace
Kr(|ψ〉) = span{Hˆr|ψ〉}r, we ﬁrst have to construct an orthonormal basis {|ei〉}i=1,...,r+1
for this space. In our implementation, the Lanczos algorithm [42] is used for this. The
ﬁrst basis state is set to the initial state of the propagation, |e1〉 = |ψ〉/‖|ψ〉‖. Then,
the remaining states can be iteratively calculated using the following two equations
(i = 1, . . . , r), see Ref. [143]:
αi = 〈ei|Hˆ|ei〉, (6.121)
βi|ei+1〉 = Hˆ|ei〉 − αi|ei〉 − βi−1|ei−1〉; β0|q0〉 = 0. (6.122)
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Figure 6.7: Convergence of the Krylov approximation |ψ(τ)〉r to |ψ(τ)〉 = e−τ(Hˆloc−E0)|ψ〉 for a test
case representative for the models considered in this thesis (5-orbital model, half-filling).
The figure, published in [144], shows ∆(r) = ‖|ψ(τ)〉r − |ψ(τ)〉‖ for different values of τ .
Note that the projection of Hˆ to the Lanczos basis {|ei〉}i=1,...,r+1 gives a tridiagonal
matrix formed by the coeﬃcients αi and βi:
H =


α1 β1 0 . . .
β1 α2
. . .
. . .
0
. . .
. . . βr
...
. . . βr αr+1

 . (6.123)
Finally, once the Lanczos basis has been calculated, the propagated state (6.117)
can be approximately calculated by projecting the matrix exponential to the Krylov
subspace [139–141]:
|ψ(τ)〉 ≈ |ψ(τ)〉r =
r+1∑
i,j=1
|ej〉〈ej |e−Hˆτ |ei〉〈ei|ψ〉
= ‖|ψ〉‖
r+1∑
j=1
|ej〉〈ej |e−Hˆτ |e1〉.
(6.124)
To calculate 〈ej|e−Hˆτ |e1〉, we diagonalize the tridiagonal matrix (6.123). This gives the
eigenvalues {ǫl}l=1,...,r+1 and eigenvectors {|al〉}l=1,...,r+1 in the Lanczos basis represen-
tation, i. e. the coeﬃcients 〈ei|al〉 for all i, l. Using this in Eq. (6.124), the ﬁnal equation
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for the calculation of the propagated state becomes
|ψ(τ)〉 ≈ |ψ(τ)〉r = ‖|ψ〉‖
r+1∑
j=1
r+1∑
l=1
|ej〉〈ej |al〉e−ǫlτ 〈al|e1〉
=
r+1∑
l=1
e−ǫlτ |al〉〈al|ψ〉.
(6.125)
In this approach for the calculation of |ψ(τ)〉, the Hamiltonian Hˆ enters only in the
construction of the Lanczos basis via Eqs. (6.121) and (6.122). There, only the products
Hˆ|ei〉 for i = 1, . . . , r are needed. As the Hamiltonian is sparse, the matrix-vector
product scales like O(Ndim). Thus, the overall scaling of the approach is given by
O(r ×Ndim).
So far, we have not discussed how a suitable value for the parameter r can be obtained.
In our implementation, we can choose between two diﬀerent convergence criterions to
determine the parameter r. The ﬁrst criterion uses the propagated state itself. For this,
the propagated state is calculated after each iteration in the Lanczos algorithm. If the
diﬀerence to the propagated state of the previous iteration falls below a given threshold
ǫ, i. e. if ‖|ψ(τ)〉r − |ψ(τ)〉r−1‖ < ǫ holds, we consider the propagated state converged
and stop the calculation. Our second criterion is based on the observation that for
the Hamiltonians considered in this thesis, convergence of the propagated state occurs
at the same r for all typical values of τ ,10 see Fig. 6.7. For those Hamiltonians, the
coeﬃcient βr+1 becomes basically zero at this value of r.
11 Thus, we use βr+1 < ε for
very small ε as an alternative convergence criterion. In our applications, this criterion
turned out to be typically faster than the previous one. This can be understood by the
following arguments: First, the second criterion does not require the diagonalization
of the tridiagonal matrix after each iteration as the propagated state has only to be
calculated after the last iteration. More importantly, if the propagated state converges
at the same r for all typical values of τ , the ﬁrst criterion will require on average about
one Lanczos iteration more than the second criterion, because the diﬀerence of the
propagated states of the last two iterations is used in the ﬁrst criterion to determine
the convergence. In both criterions, the Lanczos iterations is stopped at the latest if r
is equal to Ndim, i. e. if the Krylov subspace spans the full Hilbert space.
Calculation of the trace in the Krylov approach
Having the Krylov subspace algorithms at hand, we can now discuss how the trace is
calculated in the Krylov approach. To start with, we write Eq. (6.116) as
floc(x) = se
−βE0
∑
m
〈m|e−(β−τ2n)(Hˆloc−E0)cˆ(†)α2ne−(τ2n−τ2n−1)(Hˆloc−E0)cˆ(†)α2n−1 . . . (6.126)
e−(τ2−τ1)(Hˆloc−E0)cˆ(†)α1 e
−τ1(Hˆloc−E0)|m〉
= se−βE0
∑
m
fm(x). (6.127)
10Only for very small τ , the propagator converges already for smaller r.
11When an eigenstate of the Hamiltonian is approached in the Lanczos iteration, the coefficient βr+1
becomes almost zero [145].
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E0 denotes the ground state energy of Hˆloc. By factoring e
−βE0 out, we ensure that
all the matrices in the exponentials are negative semideﬁnite and thus do not increase
the norm of a vector when used as propagators. In the Krylov approach, the operators
are represented in the occupation number basis formed by the Fock states |{nα}α〉
and the trace is evaluated in terms of the eigenstates |m〉 of Hˆloc [120]. Both the
local Hamiltonian and the creation and annihilation operators are sparse matrices in
the occupation number basis. The eigenstates |m〉 in the occupation number basis
representation, i. e. the coeﬃcients 〈{nα}α|m〉, as well as the eigenenergies Em are
obtained by performing once a numerical diagonalization of Hˆloc.
The contribution fm(x) of the eigenstate |m〉 to the trace is calculated by iteratively
applying the creation and annihilation operators as well as, by the use of the Krylov
subspace algorithms, the matrix exponentials to the trace states [120]. Assume ﬁrst
that n > 0 holds. Diﬀerent strategies can be used to apply the operator sequence to
the trace states. All the operators can be applied to the left or to the right trace state
or some of the operators can be applied to the left and some to the right state.12 In
our implementation, we propagate both trace states towards β/2. As we will discuss in
Section 6.6.3, this is advantageous for the measurement of observables which are local
in time. Thus, we ﬁrst propagate the state |m〉 by the ﬁrst matrix exponential,
|ψ0(τ1)〉 = e−τ1(Hˆloc−E0)|m〉 = e−τ1(Em−E0)|m〉, (6.128)
and apply the ﬁrst creator or annihilator to the resulting state:
|ψ0〉 = cˆ(†)α1 |ψ0(τ1)〉. (6.129)
This state is in turn propagated by the next matrix exponential:
|ψ0(τ2 − τ1)〉 = e−(τ2−τ1)(Hˆloc−E0)|ψ0〉. (6.130)
Here, the Krylov subspace algorithm has to be used as |ψ0〉 is generally not an eigenstate
of Hˆloc. Those steps of applying a creation or annihilation operator and propagating
the resulting state in imaginary time are iterated until we have calculated the state
|ψ0〉 = cˆ(†)αi0e
−(τi0−τi0−1)(Hˆloc−E0) . . . cˆ(†)α1 e
−τ1(Hˆloc−E0)|m〉. (6.131)
Here, i0 denotes the index of the operator with the largest time τi0 < β/2. Using the
same procedure, we also calculate the state
|ψβ〉 = (cˆ(†)αi0+1)
†e−(τi0+2−τi0+1)(Hˆloc−E0) . . . (cˆ(†)α2n)
†e−(β−τ2n)(Hˆloc−E0)|m〉. (6.132)
If all times are larger than β/2, |ψ0〉 is given by |m〉. |ψβ〉 is given by |m〉 if all times
are smaller than β/2. The contribution of the eigenstate |m〉 to the trace is then given
by
fm(x) = 〈ψβ |e−(τi0+1−τi0 )(Hˆloc−E0)|ψ0〉. (6.133)
12The outermost exponentials should always be applied to the left and the right trace states as those are
eigenstates of the Hamiltonian [120].
81
CT-HYB QMC as impurity solver for generic multi-orbital models
At n = 0, it is given by fm(x) = e
−βEm . For the measurement of local observables, we
store the states |ψ0〉 and |ψβ〉, see Eqs. (6.131) and (6.132), for all eigenstates |m〉. The
application of a creation or annihilation operator scales like O(Ndim) for a sparse matrix.
Thus, the application of all creation and annihilation operators to all trace states scales
like O(2n×N2dim), while the propagations in total scale like O(r¯×(2n−1)×N2dim) [120].
Here, r¯ denotes the number of Lanczos iterations needed on average in the propagations.
In the calculations presented in this thesis, r¯ is about 2 to 3. In total, the approach
therefore roughly scales like O(r¯ × 2n × N2dim), which for r¯ ≪ Ndim is more favorable
than the matrix approach. To exploit the sparsity of the matrices in practice in our
implementation, we implement a data type for sparse matrices, which stores for each
row only the non-zero elements together with their column indices. Furthermore, we
implement a matrix-vector product for this data type, which iterates row-by-row only
over the non-zero matrix elements and therefore allows to calculate the matrix-vector
product in O(Ndim).
A possible approximation in the Krylov approach is to truncate the sum overm in Eq.
(6.126) to the lowest eigenstates in energy, which, at low enough temperatures, causes
negligible errors because the truncation is only applied at a single point on the interval
[0, β) [120]. For degenerate ground states, it is important that the whole ground-state
manifold is retained in the trace. If the trace is truncated to Ntr states, the Krylov
approach scales like O(r¯ × 2n × Ndim × Ntr). For Ntr = O(1), the scaling is linear
in the Hilbert space dimension. In our implementation, we use an energy window as
truncation criterion to correctly handle (ground-state) degeneracies if we truncate the
trace. The full spectrum of eigenergies, which is obtained by numerically diagonalizing
the local Hamiltonian once (see above), allows us to determine possible energy windows
for the truncation of the trace.
Similar to the matrix approach, symmetries of the local Hamiltonian (6.2) can be used
in the calculation of the trace to reduce the computational costs. The local Hamiltonian
always conserves the total particle number on the impurity. Another frequently present
symmetry is the conservation of the particle number in the individual blocks of the
hybridization function or in certain groups of those blocks.13 In our implementation
of the Krylov solver, we use both the conservation of the total particle number and,
if applicable, the conservation of the particle number in individual blocks or groups of
blocks as good quantum numbers. For this purpose, the basis states |{nα}α〉 are grouped
into diﬀerent symmetry sectors according to their values for the diﬀerent good quantum
numbers, i. e. the total particle number and, if applicable, the particle number in the
individual blocks or groups of blocks.14 In this basis, the local Hamiltonian becomes
block-diagonal with respect to the diﬀerent symmetry sectors. During the calculation
of the propagations, we therefore have to take into account only the sub-block of the
Hamiltonian belonging to the symmetry sector of the initial state. The creation and
annihilation operators connect each symmetry sector with at maximum one diﬀerent
symmetry sector, as they change a single quantum number by one, and therefore acquire
13In multi-orbital modes without spin-orbit coupling, for example, each spin orientation σ forms a sepa-
rate block and the local Hamiltonian conserves the total number of electrons for each spin orientation.
14For concreteness, consider two examples: If only the total particle number is conserved, the different
symmetry sectors are labelled by the total particle number as good quantum number. If the particle
number in each block b (e. g. the spin orientation σ) is conserved, the different symmetry sectors are
labelled by specifying the particle number in each block as good quantum numbers.
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a block-structure. During the application of such an operator to a given state, we thus
only have to take the sub-block connecting the symmetry sectors belonging to the initial
and ﬁnal quantum numbers into account. Thus, using those symmetries, the scaling
of the Krylov approach is governed by the dimension of the largest symmetry sector
instead of the full Hilbert space dimension Ndim. Beside the improved scaling, the use
of symmetries has a further advantage: As the eigenstates of the local Hamiltonian are
also labelled by the good quantum numbers, we can check for each eigenstate |m〉 in
Eq. (6.126) whether it is compatible with the operator sequence in the trace in terms
of the good quantum numbers before we apply the operator sequence to it. Only if the
eigenstate is compatible, the contribution of it to the trace has to be actually calculated
as otherwise the contribution is zero. As proposed in Ref. [20], we furthermore check
whether a given operator sequence is compatible with the good quantum numbers at
all to avoid unnecessary calculations of the trace. In Ref. [122], the use of an additional
symmetry for models whose Coulomb interaction is of the so-called Kanamori form was
proposed. Beside the restriction on the interaction, this symmetry requires in addition
that the one-particle term in the local Hamiltonian (6.2) is diagonal. We do not consider
this symmetry in our implementation.
6.5.3 Monte Carlo moves
Introduction
Like for the segment solver, we use the Metropolis algorithm to sample the conﬁgura-
tions according to the distribution function (6.112) [21]. In this section, we discuss in
detail the diﬀerent Monte Carlo moves used in our implementation of the Krylov solver.
We furthermore explain how the sampling is done in terms of these moves.
Basic moves
The basic move is the insertion or removal of a single creation and annihilation operator
pair [20, 21]. The pair must be always inserted in or removed from a single block b as
there must be an equal number of creation and annihilation operators per block. Fig.
6.8 illustrates this move with examples. Consider the insertion of a pair into a given
block b at expansion order nb. If the ﬂavors α˜
b, αb ∈ [1, Nb] and the times τ˜ , τ ∈ [0, β)
of the creation and annihilation operator are randomly chosen, the proposal probability
is given by
pprop(x→ x′) =
(
dτ
βNb
)2
. (6.134)
The proposal probability for the removal of a randomly chosen pair from block b at
expansion order nb reads
pprop(x→ x′′) =
(
1
nb
)2
. (6.135)
Using these relations, the acceptance probability for the insertion of a pair becomes
pacc(x→ x′) = min
((
βNb
nb + 1
)2 |det M˜−1b |
|detM−1b |
|floc(x′)|
|floc(x)| , 1
)
. (6.136)
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(b) Insertion of another pair.
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(c) Removal of a pair.
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(d) Removal of another pair.
Figure 6.8: Examples for the insertion or removal of a single creation and annihilation operator pair
for a block b containing two flavors (blue, red).
The matrix M˜−1b follows from the matrixM
−1
b by adding the row and column belonging
to the new creation and annihilation operator, respectively. The determinant ratio and
the updated matrix M˜b are calculated from the matrixMb using the approach described
in Section 6.3.2. For the ratio of the local parts of the distribution function, the trace of
the conﬁguration x′ is calculated using the Krylov approach from above. The trace of
the current conﬁguration x is stored in our implementation to avoid unnecessary trace
calculations. For the measurement of observables, we also need the sign s(x′) which
arises when in the new conﬁguration x′ the operators in the trace are time-ordered, see
Eq. (6.126). If the sign s(x) of the old conﬁguration is known, we can calculate s(x′)
as follows:
s(x′) = st(−1)i+js(x). (6.137)
Here, st denotes the sign for time-ordering ﬁrst the new annihilator and then the new
creator from right (τ = 0) into the fully time-ordered old operator sequence. i and j
denote the indices of the times of the new creation and annihilation operator in the
vectors τ˜ b and τ b of the conﬁguration x′. The acceptance ratio for the removal of a
pair becomes
pacc(x→ x′′) = min
((
nb
βNb
)2 |det M˜−1b |
|detM−1b |
|floc(x′′)|
|floc(x)| , 1
)
. (6.138)
The matrix M˜−1b is obtained from the matrix M
−1
b by removing the row and column
belonging to the removed pair. Again, the determinant ratio and the updated matrix
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Figure 6.9: Example of a shift move. In the example, a creator of block b is shifted.
M˜b are obtained using the approach explained in Section 6.3.2. The trace of the new
conﬁguration is calculated using the Krylov approach. The sign of time-ordering the
new conﬁguration follows from the old conﬁguration as
s(x′′) = st(−1)i+js(x). (6.139)
Here, st is the sign for time-ordering the removed operators into the fully time-ordered
operator sequence of the new conﬁguration x′′, see st for the insertion above. i and j
denote the indices of the times of the removed creation and annihilation operator in the
vectors τ˜ b and τ b of the conﬁguration x.
Additional moves
Similar to the segment solver, we consider additional moves which do not change the
expansion order. As suggested in Ref. [21], we shift operators in time, see Fig. 6.9 for an
illustration. For a given block b, the operator to be shifted is chosen randomly and its
new time is drawn uniformly from the interval [0, β). The shift move is its own inverse
and the acceptance probability becomes
facc(x→ x′) = min
(
|det M˜−1b |
|detM−1b |
|floc(x′)|
|floc(x)| , 1
)
. (6.140)
The matrix M˜−1b is obtained from the matrix M
−1
b by changing both the elements
and, if necessary, the index of the row or column belonging to the shifted operator.
The determinant ratio and the updated matrix M˜−1b are calculated using the approach
described in Section 6.3.3. The trace of the new conﬁguration is again obtained using
the Krylov approach. The sign of time-ordering the new conﬁguration is obtained from
the sign of time-ordering the old conﬁguration by the following equation:
s(x′) = st(−1)i−i′s(x). (6.141)
Here, st denotes the sign which arises when the operator is shifted starting from the
time-ordered old sequence to its new position in the time-ordered new sequence. i and
i′ denote the indices of the old and new time of the operator in the vector τ˜ b or τ b of
the conﬁguration x and x′, respectively.
As for the segment solver, we consider additional global moves. In our implementa-
tion, two simple types of global moves are performed, similar to the updates introduced
in Ref. [146]. In the ﬁrst move, we exchange the operators of two randomly chosen
ﬂavors αb and α˜b of a given block b. The move is its own inverse. The acceptance
probability of the move becomes
facc(x→ x′) = min
(
|det M˜−1b |
|detM−1b |
|floc(x′)|
|floc(x)| , 1
)
. (6.142)
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The updated matrix M˜b and its determinant have to be calculated from scratch. The
trace of the new conﬁguration is again obtained using the Krylov approach. Note that
the sign of time-ordering the operator sequence does not change. As a second move, we
consider the exchange of all operators of two randomly chosen blocks b1 and b2. Like
for the segment solver, the move can only be performed if the blocks contain the same
number of ﬂavors. The move is its own inverse and the acceptance probability reads
facc(x→ x′) = min
(
|det M˜−1b1 det M˜−1b2 |
|detM−1b1 detM−1b2 |
|floc(x′)|
|floc(x)| , 1
)
. (6.143)
Again, the updated matrices and their determinants have to be calculated from scratch,
while the trace is calculated using the Krylov approach. Note that the sign of time-
ordering again does not change.
Sampling
Similar to the segment solver, we perform the Monte Carlo sampling by carrying out
a number of sweeps. During each sweep, we iterate over all blocks and try to insert or
remove a pair. In addition, we perform several shift moves for each block. Each time
a number of sweeps has been performed, we perform global moves. We iterate over all
blocks and attempt to exchange the operators of two randomly chosen ﬂavors and we
try to exchange the operators of two randomly chosen blocks.
Now, we have discussed how the Monte Carlo sampling works for both impurity
solvers, the segment and the Krylov solver. In the next section, we will discuss how the
relevant observables are measured in both solvers.
6.6 Measurements
6.6.1 Introduction
In this section, we derive relations for the measurement of observables and explain how
the measurement is done in our implementation. In particular, we consider the mea-
surement of the Green’s function, both in imaginary-time and in the so-called Legendre
representation. In addition, we discuss the measurement of some further observables in
the segment and the Krylov solver.
6.6.2 Green’s function
Introduction
If the CT-HYB algorithm is used as impurity solver in DMFT calculations, like in
this thesis, the central observable which has to be measured is the one-particle Green’s
function of the impurity. In the imaginary-time representation, it is deﬁned as
Gαα′(τ − τ ′) = − 1
Z
TrT
(
e−βHˆimp cˆα(τ)cˆ
†
α′(τ
′)
)
, (6.144)
see Appendix (B). The Hamiltonian Hˆimp of the impurity model is given by Eq. (6.1).
As we will show in Section 6.7, the one-particle part ǫαα′ of the local Hamiltonian
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(6.2) has the same block-structure as the impurity-bath coupling due to the DMFT
self-consistency loop. Thus, it can be written as
ǫαα′ = δb,b′ǫ
b
αbα˜b (6.145)
with α = (b, αb) and α′ = (b′, α˜b). As neither the local Hamiltonian nor the impurity-
bath coupling therefore allow one-particle transitions between the diﬀerent blocks, the
Green’s function acquires the same block-structure as the hybridization function, com-
pare Eq. (6.39):
Gαα′(τ − τ ′) = δb,b′Gbαbα˜b(τ − τ ′). (6.146)
Measurement of the imaginary-time Green’s function
In this section, we derive how the imaginary-time Green’s function can be measured
in the CT-HYB algorithm. The derivation is based on the derivation for the single-
impurity Anderson model given in Ref. [136]. Here, we generalize it to the multi-orbital
impurity model (6.1) and consider an arbitrary block-structure for the Green’s function.
The result, i. e. the equation for the measurement of the Green’s function, was ﬁrst given
for a diagonal impurity-bath coupling in Refs. [19] and [20] for the segment solver and
the general solver, respectively. The result was generalized in Ref. [14] to non-diagonal
impurity-bath couplings, however without considering block-diagonal couplings.
Using the same expansion as for the partition function (see Section 6.2), we can write
the imaginary-time Green’s function as
Gαα′(τ − τ ′) = −Zbath
Z
(
NB∏
b=1
∞∑
n′
b
=0
∫ β
0
dτ b1 . . .
∫ β
τb
n′
b
−1
dτ bn′
b
∫ β
0
dτ˜ b1 . . .
∫ β
τ˜b
n′
b
−1
dτ˜ bn′
b
∑
αb1,...,α
b
n′
b∑
α˜b1,...,α˜
b
n′
b
det M˜−1b
)
TrT
(
e−βHˆloc cˆα(τ)cˆ
†
α′(τ
′)
NB∏
b=1
cˆ
b,αb
n′
b
(τ bn′
b
)cˆ†
b,α˜b
n′
b
(τ˜ bn′
b
) . . . cˆ
b,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
)
(6.147)
with
(M˜−1b )ij = F
b
α˜biα
b
j
(τ˜ bi − τ bj ), i, j = 1, . . . , n′b. (6.148)
Here, the ﬂavors α = (b0, α
b0) and α′ = (b0, α˜
b0) stem from the same block b0. To shorten
the notation, we write all the summations and integrations as a sum over conﬁgurations,
similar to the derivations of the diﬀerent solvers:
Gαα′(τ − τ ′) = − 1
Z
∑
x′
f cˆα(τ)cˆ
†
α′
(τ ′)(x′) (6.149)
with
f cˆα(τ)cˆ
†
α′
(τ ′)(x′) = Zbath(dτ)
2
∑
b n
′
b
(
NB∏
b=1
det M˜−1b
)
f
cˆα(τ)cˆ
†
α′
(τ ′)
loc (x
′) (6.150)
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and
f
cˆα(τ)cˆ
†
α′
(τ ′)
loc (x
′) = TrT
(
e−βHˆloc cˆα(τ)cˆ
†
α′(τ
′)
NB∏
b=1
cˆ
b,αb
n′
b
(τ bn′
b
)cˆ†
b,α˜b
n′
b
(τ˜ bn′
b
) . . . cˆ
b,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
)
.
(6.151)
To write Eq. (6.149) in terms of the Monte Carlo conﬁgurations for the partition func-
tion (6.111), we ﬁrst have to replace the distribution function f cˆα(τ)cˆ
†
α′
(τ ′)(x′) by the
distribution function f(x), see Eq. (6.112), where the conﬁguration x follows from the
conﬁguration x′ by inclusion of the creation and annihilation operator of the Green’s
function, and then have to replace the sum over the conﬁgurations x′ by a sum over the
extended conﬁgurations x. The local parts of the distribution functions f
cˆα(τ)cˆ
†
α′
(τ ′)
loc (x
′)
and floc(x) diﬀer only in the position of the Green’s function operators and their ratio
is thus given by
f
cˆα(τ)cˆ
†
α′
(τ ′)
loc (x
′)
floc(x)
= (−1)i+j. (6.152)
Here, i and j denote the indices of the times of the creation and annihilation operator
of the Green’s function in the vectors τ˜ b and τ b of the extended conﬁguration x. The
nb0 ×nb0-matrix M−1b0 of the extended conﬁguration x follows from the n′b0 ×n′b0-matrix
M˜−1b0 of the conﬁguration x
′ by adding a row and a column for the Green’s function
operators. All the other matrices remain unchanged, i. e. for b 6= b0, M−1b = M˜−1b holds.
Using the results of Section 6.3.2, the ratio of the determinants of the changed matrices
becomes
det M˜−1b0
detM−1b0
= (Mb0)ji(−1)i+j . (6.153)
Thus, we obtain for the ratio of the distributions functions
f cˆα(τ)cˆ
†
α′
(τ ′)(x′)
f(x)
=
(Mb0)ji
dτ 2
. (6.154)
This allows us to rewrite the Green’s function (6.149) as
Gαα′(τ − τ ′) = − 1
Z
∑
x′
f(x)
(Mb0)ji
dτ 2
. (6.155)
Note that the sum still runs over the conﬁgurations x′. To replace it by a sum
over the extended conﬁgurations x, we have to sum over the ﬂavors α, α′ and have
to integrate over the times τ , τ ′. The former can be achieved by adding a factor
δb,b0δαbjαb0 δα˜bi α˜b0 , while the latter can be achieved by using the translational invariance
and the β-antiperiodicity of the Green’s function, which gives a factor 1
β
∆(τ−τ ′, τ bj−τ˜ bi )
with
∆(τ − τ ′, τ¯) =
{
δ((τ − τ ′)− τ¯) τ¯ > 0
−δ((τ − τ ′)− (τ¯ + β)) τ¯ < 0 . (6.156)
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In total, we obtain
Gαα′(τ − τ ′) = − 1
Z
∑
x
f(x)
NB∑
b=1
nb∑
i,j=1
1
β
∆(τ − τ ′, τ bj − τ˜ bi )(Mb)jiδb,b0δαbjαb0 δα˜bi α˜b0 .
(6.157)
The partition function is given by Z =
∑
x f(x) as we have shown before. Note that
this equation for the Green’s function holds both for the segment and for the Krylov
solver.
Eq. (6.157) allows to measure the Green’s function during the Monte Carlo sampling,
see Appendix C and especially Eq. (C.12). Note that for any visited conﬁguration x,∑NB
b=1
∑nb
i,j=1
1
β
∆(τ − τ ′, τ bj − τ˜ bi )(Mb)jiδb,b0δαbjαb0δα˜bi α˜b0 can be calculated easily, as the
matrices Mb for all blocks b are stored in the algorithm. At expansion order nb, a single
measurement gives in total n2b contributions at diﬀerent times to the matrix elements of
the Green’s function belonging to block b. For the measurement, the δ-function in Eq.
(6.156) has to be discretized, i. e. it has to be approximated by a rectangular function
δ(τ) ≈ 1
∆τ
{
1 | τ
∆τ
| < 1
2
0 else
. (6.158)
For this, the imaginary-time interval [0, β) is divided into small bins. Our implemen-
tation allows to use non-equidistant bins, i. e. the bin length ∆τ can vary along the
interval [0, β).
Measuring the Green’s function directly in imaginary time has two disadvantages.
First, the discretization of the interval [0, β) causes a systematic error, which, however,
can be reduced by increasing the number of bins. As an alternative which avoids this
discretization, Haule proposed to measure instead the Matsubara Green’s function [21].
The latter approach is, however, computationally more expensive than the measure-
ment in imaginary time [119]. The second and more important disadvantage of the
measurement in imaginary time was pointed out in Ref. [119]. While the measurement
is quite eﬃcient close to τ = 0 and τ = β, it is more noisy at τ ∼ β/2, where the Green’s
function is relatively ﬂat. This noise is small in the imaginary-time Green’s function,
but it leads to sizable noise in the high-frequency tail of the DMFT self-energy when it
is calculated from the Fourier transformation of the Green’s function using the Dyson
equation (3.22). The reason for this is that the self-energy is obtained as the diﬀer-
ence of the inverse of the impurity and the bath Matsubara Green’s function and both
Matsubara Green’s functions are small at large frequencies. Figs. 6.10 and 6.11 illus-
trate this noise with an example. Note that the direct measurement of the Matsubara
Green’s function shows similar noise in its high-frequency tail as the Fourier transfor-
mation of the imaginary-time Green’s function [148] and is therefore not advantageous
to the measurement in imaginary-time.
Diﬀerent methods have been proposed to avoid this noise. The ﬁrst proposal was
to average the imaginary-time Green’s function over a few bins for times around β/2
[149]. A similar eﬀect can be achieved by measuring the Green’s function on a non-
equidistant grid as it can be done in our implementation. Choosing appropriate grid
spacings, however, is diﬃcult as the Green’s function smoothly decreases when ap-
proaching τ = β/2. An alternative approach is to express the ﬁrst coeﬃcients of the
89
CT-HYB QMC as impurity solver for generic multi-orbital models
-0.5
-0.4
-0.3
-0.2
-0.1
 0
 0  5  10  15  20  25  30
G
(τ)
τ
τ
Legendre
-0.02
-0.0192
-0.0184
-0.0176
 10  12  14  16  18  20
Figure 6.10: Imaginary-time Green’s function obtained from a direct measurement and calculated from
the Legendre representation using nl = 45 Legendre polynomials. The plot shows the
Green’s function of the single-impurity Anderson model (3.6) at β = 30 for a semi-
circular density of states, U = 5 eV and half-filling. The calculation was performed using
the segment solver.
high-frequency expansion of the Matsubara Green’s function (see Section B.2.3) in terms
of correlation functions which can be measured in the Monte Carlo calculation and use
them to enforce the correct high-frequency tail in the Fourier transformation of the
imaginary-time Green’s function. Ref. [150] describes this approach for multi-orbital
models with density-density interactions and diagonal hybridization. For models with
generic interactions, however, the derivation of the coeﬃcients becomes quite involved
[151] and some of the required correlation functions cannot be directly measured in
the Monte Carlo solver if the hybridization function is non-diagonal, see Section 6.6.3.
Boehnke et al. [148] proposed to measure the so-called Legendre representation of the
Green’s function instead of the imaginary-time Green’s function. This approach works
for arbitrary impurity-models and both the segment and the Krylov solver. In Ref.
[152], an improved estimator for the self-energy based on the equation of motion of
the Green’s function was proposed, which can be eﬃciently measured if the segment
solver can be used. Li and Hanke [153] proposed to replace the high-frequency tail
of the self-energy by the result of an expansion around the atomic limit. It remains
to be shown that this approach gives correct tails in the relevant frequency range for
arbitrary impurity models. Finally, in Ref. [154], an alternative scheme for measuring
the Green’s function was introduced which gives less noisy data, but which works only
for the segment solver and is computationally expensive. In our implementation, we
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Figure 6.11: Imaginary-part of the self-energy of the model of Fig. 6.10. The figure shows both the
self-energy obtained from the imaginary-time Green’s function and from the Legendre
representation. The data obtained from the imaginary-time Green’s function is noisy at
large frequencies. The exact high-frequency tail of the self-energy is also shown. It is
given by ImΣ(iωn) ∼ U2 〈nˆ〉(1−〈nˆ〉)ωn [147].
use the ﬂexible and model-independent Legendre approach of Ref. [148].
Measurement of the Legendre representation of the Green’s function
Boehnke et al. proposed to expand the Green’s function in terms of Legendre polyno-
mials and to measure the coeﬃcients of this expansion, in the following called Legendre
representation, instead of the imaginary-time Green’s function [148]. In Appendix B.3,
the Legendre representation of the Green’s function and its relation to the imaginary-
time and Matsubara Green’s function are discussed.
To obtain the equation for the measurement of the Legendre coeﬃcients of the Green’s
function, we insert Eq. (6.157) in Eq. (B.39) and ﬁnd
Gαα′(l) = − 1
Z
∑
x
f(x)
NB∑
b=1
nb∑
i,j=1
√
2l + 1
β
P˜l(τ
b
j − τ˜ bi )(Mb)jiδb,b0δαbjαb0δα˜bi α˜b0 (6.159)
with
P˜l(τ) =
{
Pl(x(τ)) τ > 0
−Pl(x(τ + β)) τ < 0
. (6.160)
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Figure 6.12: Legendre coefficients G(l) of the Green’s function of the model of Fig. 6.10. The Legendre
coefficients quickly decay with increasing l and are zero within error bars for l & 32.
Here, Pl(x) denotes the Legendre polynomial of rank l, see Eq. (B.34), and x(τ) is
deﬁned by Eq. (B.38). To evaluate P˜l(τ) for given τ , we use the recursion relation
(B.34) for the Legendre polynomials to calculate P˜l(τ) for all considered l starting from
l = 0.
Eq. (6.159) allows to measure the Legendre representation during the Monte Carlo
sampling, similar to the imaginary-time Green’s function. It has, however, some advan-
tages compared to the measurement of the imaginary-time Green’s function. It does
not need a discretization of the interval [0, β), because the function ∆(τ − τ ′, τ¯) has
been replaced by the Legendre polynomials. Instead, we have to truncate the Legendre
representation by discarding the Legendre coeﬃcients for l ≥ nl as we can take only
a ﬁnite number nl of coeﬃcients into account. This, however, is a controlled approx-
imation, as the Legendre coeﬃcients quickly decay with increasing l [148]. Fig. 6.12
illustrates this with an example. As all times τ bj − τ˜ bi contribute to the measurement for
each Legendre coeﬃcient in Eq. (6.159), the measurement of the Legendre coeﬃcients
is less sensitive to low statistics at β/2 than the measurement in time. In Figs. 6.10
and 6.11, the imaginary-time Green’s function and the self-energy obtained from the
Legendre representation using nl = 45 Legendre coeﬃcients are compared to the same
quantities obtained from a measurement in imaginary time. Both the imaginary-time
Green’s function and the self-energy are less noisy than the data obtained from the
measurement in imaginary time.
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6.6.3 Further observables
Segment solver
In the segment solver, the occupation of ﬂavor α can be measured as the total length
Lα of the segments of ﬂavor α [19]:
〈nˆα〉 = 1
Z
〈Tr
(
e−βHˆ nˆα
)
〉 = 1
β
∫ β
0
dτ
1
Z
〈TrT
(
e−βHˆ nˆα(τ)
)
〉 = 1
β
1
Z
∑
x
f(x)Lα.
(6.161)
The oﬀ-diagonal elements of the local occupation matrix 〈cˆ†αcˆα′〉 can be obtained from
the Green’s function, only.
Similarly to the occupations, the double-occupancy 〈nˆαnˆα′〉 can be obtained from the
overlap Oαα′ of the segments of the ﬂavors α and α
′ [14]:
〈nˆαnˆα′〉 = 1
β
∫ β
0
dτ
1
Z
〈TrT
(
e−βHˆ nˆα(τ)nˆα′(τ)
)
〉 = 1
β
1
Z
∑
x
f(x)Oαα′ . (6.162)
In addition, we also measure a histogram of the expansion orders nα.
Krylov solver
In the Krylov solver, the occupation of ﬂavor α can be measured by inserting the
occupation number operator at β/2 in the trace [20, 120]:
〈nˆα〉 = 1
Z
∑
x
f(x)
TrT
(
e−βHˆlocnˆα(
β
2
)
∏NB
b=1 cˆb,αbnb
(τ bnb)cˆ
†
b,α˜bnb
(τ˜ bnb) . . . cˆb,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
)
TrT
(
e−βHˆloc
∏NB
b=1 cˆb,αbnb
(τ bnb)cˆ
†
b,α˜bnb
(τ˜ bnb) . . . cˆb,αb1
(τ b1)cˆ
†
b,α˜b1
(τ˜ b1)
) .
(6.163)
Note that while it is in principle possible to insert the occupation number operator at
any time, it is important to insert it at β/2 if the trace is truncated [120].
To evaluate Eq. (6.163), the trace in the nominator has to be calculated. For this
reason, we store in the calculation of the trace during the Monte Carlo moves the states
|ψ0〉 and |ψβ〉 for each retained state |m〉 in the trace, see Section 6.5.2 and especially
Eqs. (6.131) and (6.132). Then, the contribution of each retained state in the trace to
the trace in the nominator is given by 〈ψβ |e−(τi0+1−β/2)(Hˆloc−E0)cˆ†αcˆαe−(β/2−τi0 )(Hˆloc−E0)|ψ0〉
and we therefore have to calculate only two propagations and have to apply two opera-
tors per retained state. The trace in the denominator is already known as we store the
trace of the current conﬁguration in our implementation.
For observables that cannot be expressed as expectation values of density operators,
measuring by insertion at β/2 is not necessarily ergodic.15 This is in particular apparent
for e. g. 〈cˆ†α(τ)cˆα′(τ)〉 with α 6= α′. If, for example, the oﬀ-diagonal elements of the
one-particle term of the local Hamiltonian (6.2) are zero, we obtain 〈cˆ†α(τ)cˆα′(τ)〉 = 0
by the insertion measurement, even if the hybridization is non-diagonal. Therefore,
15For the same reason, it is also not possible to measure e. g. the Green’s function by insertion of a
creation and an annihilation operator at different times in the trace [14].
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we extract the oﬀ-diagonal elements of the local occupation matrix 〈cˆ†αcˆα′〉 from the
Green’s function, only.
Similar to the segment solver, we measure a histogram of the expansion orders nb.
6.7 Embedding the solver in the single-site
LDA+DMFT approach
In principle, we are now able to use the CT-HYB algorithm as impurity solver in the
LDA+DMFT approach by implementing the self-consistency loop described in Chapter
3.5. In contrast to e. g. the Hirsch-Fye or the CT-INT algorithm, the CT-HYB algo-
rithm needs, however, the hybridization function Fαα′(τ − τ ′) as input instead of the
bath Green’s function Gαα′(τ − τ ′).16 The hybridization function can be obtained from
the bath Green’s function as follows: The Fourier transformation of the hybridization
function (6.29),
Fαα′(iωn) =
∑
p,γ
Vp,αγV
∗
p,α′γ
iωn − ǫp,γ , (6.164)
can be related to the Fourier transformation of the bath Green’s function by
Fαα′(iωn) = iωnδαα′ − ǫαα′ − G−1αα′(iωn). (6.165)
Here, ǫαα′ is the one-particle term of the local Hamiltonian (6.2). In the DMFT, it is
given by the crystal-ﬁeld matrix 1
Nk
∑
k
HLDAαα′ (k) and the double-counting correction:
ǫαα′ =
1
Nk
∑
k
HLDAαα′ (k)−HDCαα′
=
1
Nk
∑
k
HLDAsαsα′(k)−HDCαα′
(6.166)
The last line holds if HLDA(k) consists of multiple equivalent cluster sites, see the
description at the end of Chapter 3.5. Eqs. (6.165) and (6.166) allow us to calculate
Fαα′(iωn) and ǫαα′ from G−1αα′(iωn) and HLDAαα′ (k). Note that through those equations,
Fαα′(iωn) and ǫαα′ acquire the same block-structure as the bath Green’s function. How
the inverse Fourier transformation from Fαα′(iωn) to Fαα′(τ − τ ′) is calculated in our
implementation is described in Appendix D.2. In the following, we will shortly derive
Eqs. (6.165) and (6.166).
In the DMFT, the bath Green’s function Gαα′(iωn) deﬁnes the impurity part of the
non-interacting Green’s function of the impurity model:
Gαα′(iωn) =
(
1
iωn −H0imp
)
00
. (6.167)
Here, the indices 00 refer to the impurity site. Hˆ0imp = Hˆbath+Hˆmix+
∑
α,α′ ǫαα′ cˆ
†
αcˆα′ de-
notes the non-interacting part of the impurity Hamiltonian (6.1). By applying inversion
16The flavor α denotes here an orbital and a spin index, α = mσ.
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by partitioning (see Appendix A.1) to the partition17
iωn −H0imp =


iωn1− ǫ V1 V2 . . .
V †1 (iωn − ǫ1)1 0 . . .
V †2 0 (iωn − ǫ2)1 0 . . .
...
... 0
. . .
. . .
...
. . .


, (6.168)
where the indices 1, 2, . . . refer to the diﬀerent bath states p and the upper-left corner
denotes the impurity site, we can calculate the right hand site of Eq. (6.167) and obtain
Gαα′(iωn) = (iωn1− ǫ− F (iωn))−1αα′ . (6.169)
This gives Eq. (6.165). To derive the one-particle term,18 we replace the bath Green’s
function in Eq. (6.165) by the local lattice Green’s function (3.20) and the self-energy
Σαα′(iωn) using the Dyson equation (3.22):
Fαα′(iωn) = iωnδαα′ − ǫαα′ − Σαα′(iωn)−G−1αα′(iωn). (6.170)
Expanding both sides of this equation in 1/(iωn) and equating the zeroth-order terms,
we ﬁnd Eq. (6.166). For this, it is helpful to use Eq. (B.27) as well as
G−1αα′ =iωnδαα′ −
1
Nk
∑
k
HLDAαα′ (k) +H
DC
αα′ − Σ0αα′+
(
1
Nk
∑
kH
LDA(k)
)2
αα′
− 1
Nk
∑
k
(
HLDA(k)
)2
αα′
− Σ1αα′
iωn
+O
(
1
(iωn)2
) (6.171)
and to note that the hybridization function (6.164) decays like O(1/(iωn)) in leading
order. Thus, we have now derived both Eq. (6.165) and Eq. (6.166).
The segment solver requires that the one-particle term of the local Hamiltonian is
diagonal, see Eq. (6.64). From Eq. (6.166), we thus ﬁnd that the segment solver can
only be used as impurity solver if the crystal-ﬁeld matrix of the model is diagonal. The
hybridization function, however, can still be non-diagonal.
In the DMFT self-consistency loop, the Matsubara Green’s function Gαα′(iωn) of the
impurity is needed. Our implementation of the self-consistency loop allows to calculate
it either from the measured imaginary-time Green’s function Gαα′(τ − τ ′) or from the
measured Legendre coeﬃcients Gαα′(l). In the former case, the Fourier transformation
to the Matsubara frequencies is calculated using the approach described in Appendix
D.1. In the latter case, the Matsubara Green’s function is calculated from the Legendre
coeﬃcients using the transformation (B.40). For the calculation of the self-energy using
the Dyson equation (3.22), it is important that the Matsubara Green’s function decays
for large Matsubara frequencies like δαα′/(iωn) in leading order. In the former approach,
we ensure this by using the boundary condition Gαα′(β
−) + Gαα′(0
+) = −δαα′ in the
Fourier transformation. In the latter approach, we ensure this by using Eq. (B.48) in the
transformation. In the applications presented in Section 6.9, the Legendre coeﬃcients
are used to obtain the Matsubara Green’s function.
17Note that each entry on the right-hand side of Eq. (6.168) is a matrix in the flavors.
18This derivation generalizes the derivation given in Ref. [150] for a diagonal hybridization function to
non-diagonal hybridization functions.
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6.8 Parallelization and scaling
The most time-consuming part of the DMFT self-consistency loop is the solution of the
eﬀective impurity problem by the Monte Carlo solver. While the CT-HYB algorithm
is particularly eﬃcient, calculations for multi-orbital models required for the realistic
description of materials are still very demanding and a parallelization of the implemen-
tation is required. Therefore, we implement our code such that it scales on modern
massively parallel architectures.
Fortunately, Monte Carlo methods are well suited for the parallelization on dis-
tributed memory machines using MPI as each process can sample its own Markov
chain. For this, the total number of sweeps to be performed is just equally distributed
among the diﬀerent processes. Communication between the processes is required only
at the end of the sampling to average the measured observables among the diﬀerent
processes. We realize this averaging by the use of eﬃcient collective communication
in our implementation. The only limitation in the parallelization of the Monte Carlo
algorithm itself is the need for the initial warm-up sweeps, which by construction have
to be performed by each process. Fortunately, this can be avoided to a wide extend if
the Monte Carlo calculation is performed to solve the eﬀective impurity problem within
a self-consistent DMFT calculation. For this, we start on each process the Monte Carlo
sampling in the current DMFT iteration from the last Monte Carlo conﬁguration of
the previous DMFT iteration. Close to self-consistency, the thermalized Monte Carlo
conﬁgurations in the diﬀerent DMFT iterations are very similar and we therefore have
to perform warm-up sweeps only during the ﬁrst DMFT iterations. To allow the cal-
culation to continue from the last iteration and to avoid warm-up sweeps even if the
code has to be restarted, we write the chemical potential and the self-energy as well as
the last Monte Carlo conﬁguration of each process to ﬁles at the end of the iteration.
For the latter, our implementation allows to choose between serial and parallel I/O.
With these steps we can thus eﬃciently parallelize the Monte Carlo solver within the
LDA+DMFT implementation.
Another limitation in the parallelization of the whole code is the closing of the self-
consistency loop. As the closing of the loop is typically much less time-consuming than
the Monte Carlo calculation, it does not severely limit the parallelization. Still, we
parallelize in our implementation the most time-consuming parts like the calculation of
the local lattice Green’s function (3.20) or the Fourier transformations by distributing
e. g. the summations over the k-points or the Matsubara frequencies among the diﬀerent
processes.
Finally, the parallelization of the Monte Carlo sampling over the diﬀerent processes
allows to measure the statistical error of the observables in an easy and unbiased way.
For this, we ﬁrst average each observable locally for each process and then calculate the
standard deviation of those averages among the diﬀerent processes.
Figs. 6.13 and 6.14 show the scaling of the Krylov solver with the number of MPI
processes on the supercomputers JUQUEEN and JUROPA of the research center Jülich.
Fig. 6.15 shows the scaling of the Krylov and segment solver as a function of temperature
for diﬀerent number of orbitals and compared to the Hirsch-Fye algorithm.
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Figure 6.13: Scaling of the Krylov solver with the number of MPI processes on the supercomputer
JUQUEEN for different number of sweeps. The black line shows the ideal speed-up. Each
core executes two MPI processes.
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Figure 6.14: Scaling of the Krylov solver with the number of MPI processes on the supercomputer
JUROPA for different number of sweeps. The black line shows the ideal speed-up.
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Figure 6.15: Scaling of our implementation of the CT-HYB algorithm with temperature for different
number of orbitals and compared to the Hirsch-Fye algorithm. The black line shows
the Hirsch-Fye algorithm for two orbitals. The blue lines show the Krylov solver with
(open symbols) and without (filled symbols) truncated trace for two (circles) and three
(triangles) orbitals. The red line shows the segment solver for five orbitals. All points
correspond to calculations of high quality (and with comparable error bars) for the systems
considered in Section 6.9. The calculations have been performed on JUQUEEN. The figure
has been previously published in Ref. [144].
6.9 Applications: Multiplet effects in orbital and
spin ordering phenomena
6.9.1 Introduction
Orbital and magnetic ordering phenomena are crucial to the physics of strongly corre-
lated transition metal oxides [1]. For the realistic description of those phenomena, it is
required to be able to study the eﬀects of multiple orbitals, symmetry, lattice distortions,
superexchange interactions and the form of the Coulomb interaction on the ordering.
The LDA+DMFT approach has lead to an enormous progress in the understanding
of such ordering phenomena. Typically, however, simpliﬁed models based on common
approximations have been used so far which neglect some of the above mentioned ef-
fects. For example, the eﬀects of the spin-ﬂip and pair-hopping terms of the Coulomb
interaction or the eﬀects of quantum ﬂuctuations, like charge or spin ﬂuctuations be-
tween half-ﬁlled t2g- and eg-states in manganites, are not yet fully understood. Also the
very low-temperature magnetism in multi-orbital materials has been investigated only
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a little in a realistic context so far. Our general LDA+DMFT implementation based on
the CT-HYB QMC impurity solver allows us to systematically address those questions.
In this section, we use our code to study the eﬀects which commonly adopted approx-
imations have on the description of orbital and magnetic ordering phenomena found in
some exemplary transition-metal oxides. Those materials are of low symmetry and their
description within LDA+DMFT thus requires a self-energy matrix in orbital space, i. e.
the hybridization function entering the impurity-solver is non-diagonal. In particular,
we study the eﬀects of the spin-ﬂip and pair-hopping terms of the Coulomb interaction
on superexchange in rare-earth manganites. In addition, for LaMnO3, we investigate
the validity of the two-band model typically used to describe manganites by comparison
to a ﬁve-band model including the whole d-shell. Furthermore, we analyze the inﬂuence
of spin-ﬂip and pair-hopping terms on orbital ﬂuctuations in the 3d1 perovskites CaVO3
and YTiO3. Finally, we calculate the transition temperature of the low-temperature
ferromagnetic phase in the Mott insulator YTiO3 and the orbital order in the ferromag-
netic phase. In all those applications, we analyze in which cases we observe a severe
sign problem in the CT-HYB algorithm and in which not.
6.9.2 Orbital-order melting in rare-earth manganites
Introduction
In Chapter 5, we studied superexchange in the rare-earth manganites and found that it
plays a minor role in the orbital-order melting transition observed in those materials.
In the following, we will use our CT-HYB code to include two more complex aspects in
our study.
The Coulomb interaction in the multi-band Hubbard model considered in Chapter 5
was restricted to density-density terms, see Eq. (5.20), because of the technical limits
imposed by the use of Hirsch-Fye QMC as impurity solver. If, however, spin-ﬂip and
pair-hopping terms
Hˆsp = −J
∑
m6=m′
(cˆ†m⇑cˆ
†
m′⇓cˆm′⇑cˆm⇓ + cˆ
†
m⇑cˆ
†
m⇓cˆm′⇑cˆm′⇓) (6.172)
are included in Eq. (5.20), the S = 1 multiplet is degenerate and superexchange eﬀects
can be enhanced or the occupied orbital can be changed [18]. Therefore, we use our
CT-HYB code here to study the inﬂuence of those terms on the results reported in
Chapter 5.
Furthermore, as in most LDA+DMFT studies of rare-earth manganites, we used
so far a two-band Hubbard model for the eg-bands, which includes the eﬀects of the
exchange interaction with the t2g-electrons through an eﬀective magnetic ﬁeld and a
bandwidth renormalization [105]. In such a classical model for the t2g-spins, however,
quantum ﬂuctuations within the t2g-states or between t2g- and eg-states, which can
inﬂuence the orbital order and the occupied orbital, are not taken into account. For
this reason, we use our CT-HYB code here to analyze these eﬀects by performing an
LDA+DMFT calculation for LaMnO3 using a ﬁve-band Hubbard model including the
whole d-shell.
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Figure 6.16: Orbital-order melting transition temperature vs. RE3+-radius in the REMnO3-series
(RE = La, Nd, Dy, Tb). Open symbols show the transition temperature TKK obtained
from low-temperature total-energy calculations for the Hamiltonian (5.20) using a Hirsch-
Fye QMC solver, see Chapter 5.5. Red symbols show TKK obtained from the orbital
polarization calculated for the same model using the segment solver, while black symbols
show results for TKK obtained from the orbital polarization for the full Coulomb inter-
action, i. e. for the inclusion of Eq. (6.172) in the Hamiltonian (5.20), using the Krylov
solver. The figure has been previously published in Ref. [144].
Role of spin-flip and pair-hopping terms of the Coulomb interaction
To study the eﬀects of the spin-ﬂip and pair-hopping terms on the role of superexchange
in the orbital-order melting transition found in rare-earth manganites, we calculate the
orbital polarization p as function of temperature T for all materials in the series as
described in Chapter 5.4.1, this time, however, using our CT-HYB code. As before,
we set the crystal-ﬁeld matrix to zero to disentangle superexchange from the electron-
lattice interaction. For all considered materials, we perform two types of calculations.
We use the segment solver to calculate the polarization curve for the Hamiltonian
(5.20), i. e. with a Coulomb interaction of density-density form. In addition, we repeat
those calculations with the Krylov solver adding the spin-ﬂip and pair-hopping terms
(6.172) to the Hamiltonian (5.20). In both cases, we obtain from the p(T )-curves the
orbital-order transition temperature TKK caused by superexchange alone. Fig. 6.16
shows for the materials in the series the transition temperatures with and without spin-
ﬂip and pair-hopping terms in comparison with the transition temperatures obtained
in Chapter 5 from low-temperature total energy calculations for the Hamiltonian (5.20)
using a Hirsch-Fye QMC solver. Both the overall trends in the series and the absolute
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values of TKK are basically unaﬀected by the spin-ﬂip and pair-hopping terms. Thus,
these ﬁndings reinforce the conclusion drawn in Chapter 5 that superexchange plays a
minor role in the orbital-order melting transition in rare-earth manganites.
Classical t2g-spins versus full five-band model for LaMnO3
To test the validity of the approximation of a classical t2g-spin St2g = 3/2 for the
orbital ordering, we present in this section the results of an LDA+DMFT calculation
for LaMnO3 using a ﬁve-band Hubbard model describing the whole d-shell,
Hˆ =
∑
i,m,σ,i′,m′
tii
′
mm′ cˆ
†
imσ cˆi′m′σ + U
∑
im
nˆim↑nˆim↓ +
1
2
( ∑
i,m6=m′,σσ′
m,m′∈eg
(U − 2J − Jδσ,σ′)nˆimσnˆim′σ′
+
∑
i,m6=m′,σσ′
m,m′∈t2g
(U − 2J − Jδσ,σ′)nˆimσnˆim′σ′ +
∑
i,,σσ′
m∈eg,m′∈t2g
(U − 2J ′ − J ′δσ,σ′)nˆimσnˆim′σ′
)
− µ
∑
imσ
nˆimσ,
(6.173)
The elements of the hopping matrix (ti 6=i
′
mm′) and of the crystal-ﬁeld matrix (εmm′ = t
ii
mm′)
are obtained by downfolding the LDA Hamiltonian to the d-bands of the Mn-site and
constructing a localized Wannier basis, see Chapter 2. Thus, m runs over the ﬁve d-
orbitals |m〉 and cˆ(†)imσ annihilates (creates) an electron with spin σ in the orbital m on
site i, while nˆimσ = cˆ
†
imσ cˆimσ counts the electrons in that state. To study only the orbital
order caused by superexchange, we choose the eigenbasis of the crystal-ﬁeld matrix for
the orbitals |m〉 and set to zero the crystal-ﬁeld splitting within the eg-doublet and
the t2g-triplet. The cubic crystal-ﬁeld splitting between eg- and t2g-orbitals is, however,
kept. We do not consider spin-ﬂip and pair-hopping terms in Eq. (6.173) to speed-up
the calculation since we have shown before that those terms do not aﬀect the orbital-
order melting. To compare the calculations for the two- and ﬁve-band model, we use
J = 0.76 eV as before, set J ′ = h/St2g , where h denotes the eﬀective magnetic ﬁeld used
in the two-band model, and neglect further small Coulomb anisotropies. µ denotes
the chemical potential. The calculation is performed at T ∼ 290K, well below the
transition temperature TKK, using the segment solver.
The calculation for the ﬁve-band model gives half-ﬁlled t2g-states and an almost fully
orbitally polarized single electron in the eg-states, as expected. The occupied eg-orbital,
calculated by diagonalizing the Green’s function occupation matrix, is given by |θ〉 =
cos θ
2
|3z2 − r2〉 − sin θ
2
|x2 − y2〉 with θ = 90◦, in excellent agreement with the results
from the two-band calculation, which gives basically the same state. The on-site spin-
spin correlation function 〈Szt2gSzeg〉 is given by 0.74, very close to the value 0.75 expected
for locally aligned eg- and t2g-spins as assumed in the classical t2g-spins approximation
underlying the two-band model. Furthermore, not only the orbital polarization, the
spin-spin correlation and the occupied orbital agree very well, but also the spectral
functions are overall in a good agreement, see Fig. 6.17. Finally, because the ﬁve-band
model takes the dynamics of the t2g-electrons into account [155], the eﬀective Coulomb
interaction U is larger than for the two-band model, where the U is screened by the
downfolded t2g-bands. We ﬁnd by performing several calculations for U in the range
5 eV to 7 eV that U ∼ 5.5 eV gives a gap quite close to that of the two-band model. Thus,
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Figure 6.17: Comparison of the spectral functions at U = 5 eV, T ∼ 290K obtained for the two-band
model in the classical t2g-spins approximation and the five-band model. The chemical
potential µ is zero for the two-band model and approximately 0.3 eV for the five-band
model. The top panel shows the t2g-spectral function (black), the eg-spectral function
from the five-band model (red), and the eg-spectral functions for spin up (full line) as well
as for spin down (dashed line) for the two-band model (blue). The position of the spin-
down Hubbard band depends on the effective magnetic field h, i. e. on J ′. The bottom
panel shows the orbitally resolved eg-spectral functions. Full and dashed lines show the
most and least occupied orbital, respectively, for the five-band (red) and the two-band
(blue) model. The figure has been previously published in Ref. [144].
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the t2g-electrons screen the Coulomb integral U by about 10%. The t2g-bands have a
very large gap because at half-ﬁlling, the t2g-exchange coupling eﬀectively enhances
the eﬀect of the Coulomb repulsion U . In total, we thus ﬁnd that the classical spins
approximation gives results in very good agreement with the full ﬁve-band Hamiltonian.
Note that in all the two- and ﬁve-band calculations, the averaged sign is at least about
0.99, i. e. we do not observe any relevant sign problem.
6.9.3 Orbital fluctuations and magnetism in CaVO3 and YTiO3
Introduction
The role of orbital ﬂuctuations in the physics of perovskites with a 3d1 electronic con-
ﬁguration has been debated for years [32, 63, 156–161]. In Ref. [63], it was shown by
single-site LDA+DMFT calculations that Coulomb repulsion strongly suppresses or-
bital ﬂuctuations if a crystal-ﬁeld splitting is present. In those calculations, however,
the Coulomb interaction was restricted to a density-density form. In this section, we
use our CT-HYB code to analyze the eﬀects of the spin-ﬂip and pair-hopping terms of
the Coulomb interaction on orbital ﬂuctuations in CaVO3 and YTiO3. In addition, we
study the nature of the ferromagnetic transition occurring at Tc ∼ 30K [158, 162] in
YTiO3.
Both materials can be described by the following minimal Hubbard model:
Hˆ =
∑
i,m,σ,i′,m′
tii
′
mm′ cˆ
†
imσ cˆi′m′σ + U
∑
im
nˆim↑nˆim↓ +
1
2
∑
i,m6=m′,σσ′
(U − 2J − Jδσ,σ′)nˆimσnˆim′σ′
− J
∑
m6=m′
(cˆ†m↑cˆ
†
m′↓cˆm′↑cˆm↓ + cˆ
†
m↑cˆ
†
m↓cˆm′↑cˆm′↓)− µ
∑
imσ
nˆimσ.
(6.174)
Here, m runs over the three t2g-orbitals |xy〉, |xz〉 and |yz〉 of the V- or Ti-site. cˆ(†)imσ
annihilates (creates) an electron with spin σ in the orbital m on site i, while nˆimσ =
cˆ†imσ cˆimσ is the occupation number operator. t
ii′
mm′ describes again the hopping and
crystal-ﬁeld matrix elements and is obtained by downfolding the LDA Hamiltonian to
the t2g-bands and constructing a localized Wannier basis. The Coulomb integral is given
by U = 5 eV, while the exchange integral is given by J = 0.68 eV for CaVO3 and J =
0.64 eV for YTiO3 [63, 107]. µ is the chemical potential. Due to the spin-ﬂip and pair-
hopping terms, the local Hamiltonian mixes ﬂavors even in the crystal-ﬁeld basis, i. e.
the eigenbasis of the crystal-ﬁeld matrix. Therefore, we perform the calculations using
the Krylov solver. For YTiO3, we use the segment solver to perform some additional
calculations in the crystal-ﬁeld basis neglecting spin-ﬂip and pair-hopping terms.
Orbital fluctuations
To study orbital ﬂuctuations in CaVO3 and YTiO3, we perform for both materials
LDA+DMFT calculations at T ∼ 190K. We ﬁnd that CaVO3 is a paramagnetic
metal and shows only a small orbital polarization. YTiO3, on the other hand, is found
to be a paramagnetic insulator. It is almost fully orbitally ordered, i. e. the orbital
polarization p = n1 − (n2 + n3)/2 is almost one. Here, ni for i = 1, 2, 3 denote the
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n1 n2 n3
CaVO3 0.47 0.28 0.25
YTiO3 0.98 0.01 0.01
Table 6.1: Occupations of the three natural orbitals at T ∼ 190K in descending order for CaVO3 and
YTiO3. The occupations are obtained by diagonalizing the occupation matrix of the local
lattice Green’s function.
occupations of the natural orbitals, where the orbitals are sorted in descending order
according to their occupation. In Table 6.1, the natural occupations for both materials
are shown. The occupied orbital in YTiO3 is given by |n1〉 = 0.611|xy〉 − 0.056|xz〉 +
0.789|yz〉. Performing calculations in the crystal-ﬁeld basis and with a density-density
approximation to the Coulomb interaction using the segment solver, we ﬁnd basically
the same orbital polarization and occupied orbital. Also the double occupancies are
small in this model. We ﬁnd 1/2
∑
mσ 6=m′σ′ 〈nˆmσnˆm′σ′〉 ∼ 0.015.
All those results are in line with previous calculations at T ∼ 770K in which the
Coulomb interaction was restricted to a density-density form and the Hirsch-Fye QMC
impurity solver was used [63]. This shows that the conclusion drawn there that orbital
ﬂuctuations are strongly suppressed in the Mott insulator YTiO3 is not aﬀected by the
inclusion of the full rotationally invariant Coulomb interaction in the model. Note that
in our calculations, the averaged sign is ∼ 0.9 for YTiO3 and ∼ 0.95 for CaVO3, i. e.
no signiﬁcant sign problem is observed.
Ferromagnetism in YTiO3
YTiO3 is one of the few Mott insulating materials which show ferromagnetism. The
presence of orbital ordering in the ferromagnetic phase is controversial. It has been
shown early by Neutron scattering experiments that it is diﬃcult to reconcile ferromag-
netism with the expected orbital order [158]. It has been suggested that instead, the
ferromagnetic state could show a quadrupolar order and large scale orbital ﬂuctuations
[159, 160]. On the other hand, it has been shown by second-order perturbation theory
that ferromagnetism and orbital order can be compatible if the real crystal-structure
of YTiO3 is taken into account, including the GdFeO3-type distortions, i. e. the tilting
and rotation of the oxygen octahedra as well as the deformation of the cation cage [32].
To resolve this issue, we consider again the Hamiltonian (6.174) for the experimental
structure of YTiO3 and calculate the ferromagnetic transition temperature Tc in the
orbitally ordered phase. As experimentally the Tc is found to be about 30K [158, 162],
we have to perform calculations at very low temperatures, which is made possible by
the CT-HYB algorithm. We ﬁnd that with decreasing temperature, the sign problem
becomes sizable for this model. We ﬁnd, for example, an averaged sign of about 0.7 at
about 40K. We are, however, able to eliminate the sign problem by rotating the Hamil-
tonian to the crystal-ﬁeld basis, although the oﬀ-diagonal elements of the hybridization
function are of comparable size in the two bases. Note that in the crystal-ﬁeld basis,
the one-particle part (6.166) of the local Hamiltonian is diagonal. In the new basis, the
averaged sign is not smaller than about 0.97 down to the lowest considered tempera-
tures. Note that rotating the Hamiltonian to the crystal-ﬁeld basis is possible without
loss of generality as the Coulomb interaction in the Hamiltonian (6.174) is rotationally
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Figure 6.18: Magnetization m(T ) as a function of temperature for YTiO3. The calculation gives a
transition at Tc ∼ 50K, which is slightly larger than the experimental Tc ∼ 30K as
expected for a dynamical mean-field calculation. The figure has been previously published
in Ref. [144].
invariant.
Fig. 6.18 shows the magnetization m =
∑
i(〈nˆi↑〉 − 〈nˆi↓〉), where the sum runs over
the three t2g-orbitals, obtained from our LDA+DMFT calculations as a function of
temperature. We ﬁnd a transition temperature Tc of about 50K, in excellent agree-
ment with the experimental result. The slightly overestimated Tc can be attributed
to the dynamical mean-ﬁeld approximation and to the fact that the very small critical
temperature is expected to be sensitive to tiny details of the model. We ﬁnd that the
occupied orbital does not change signiﬁcantly in the magnetic phase compared to the
results for the normal phase from above. Thus, the occupied orbital is still an eigenstate
of the crystal-ﬁeld matrix and it is not sizably changed due to superexchange. In total,
our results show that the predicted orbital order for YTiO3 is fully compatible with
ferromagnetism.
6.10 Conclusions
In this chapter, we have presented a single-site LDA+DMFT implementation for generic
multi-orbital models based on the continuous-time hybridization expansion quantum
Monte Carlo impurity solver. Our implementation can handle non-diagonal self-energy
matrices. The code is based on a multi-approach scheme. It uses the very fast segment
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scheme for models whose on-site Hamiltonian does not allow transitions between diﬀer-
ent states and the eﬃcient Krylov approach for the general case. The implementation
is optimized for modern massively parallel architectures and we have demonstrated the
scaling of the code on the supercomputers of the research center Jülich.
In all considered applications, we ﬁnd that an averaged sign which is signiﬁcantly
smaller than one occurs only if the crystal-ﬁeld splitting is non-diagonal. The sign
problem can be strongly reduced by transforming the Hamiltonian to the crystal-ﬁeld
basis. This observation is in line with the ﬁndings of Ref. [129] for cluster DMFT
calculations of the Hubbard model (1.4). The oﬀ-diagonal elements of the hybridization
function, which are present even in the crystal-ﬁeld basis, are not as critical as the non-
diagonal crystal-ﬁeld splitting. Thus, we ﬁnd that the CT-HYB algorithm does not
necessarily suﬀer from a severe sign problem in single-site LDA+DMFT calculations
for models with non-diagonal self-energies.
At the end of the chapter, we have used our code to study the eﬀects of commonly
adopted approximations on orbital and magnetic ordering phenomena in some exem-
plary transition-metal oxides. First, we have reexamined the orbital-order melting in
the series of rare-earth manganites. We ﬁnd that the consideration of the fully rota-
tionally invariant Coulomb interaction, i. e. the inclusion of spin-ﬂip and pair-hopping
terms in the model, does not change the conclusion drawn in Chapter 5 that superex-
change plays a minor role in the orbital-order melting transition. In addition, we show
for LaMnO3 that the results of the two-band model based on the classical spins ap-
proximation for the t2g-electrons are in very good agreement with the results for the
full ﬁve-band model. This holds not only for the orbital ordering, but also for the
overall shape of the spectral functions. Thus, our calculations show that the classi-
cal spins approximation is reasonable for this system. Next, we have studied some
well-known 3d1-perovskites. We ﬁnd that even if spin-ﬂip and pair-hopping terms are
taken into account, orbital ﬂuctuations are still strongly suppressed by the Coulomb
interaction in the paramagnetic Mott insulator YTiO3, while the paramagnetic metal
CaVO3 still shows sizable orbital ﬂuctuations. Performing very low-temperature calcu-
lations, we ﬁnd that the obtained ferromagnetic transition temperature for YTiO3 is in
excellent agreement with the experimental ﬁndings. By calculating the orbital order in
the ferromagnetic phase, we ﬁnally show that orbital order is indeed compatible with
ferromagnetism in this material.
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In this thesis, we contributed with two diﬀerent projects to the research on the physics
of strongly correlated materials.
In the ﬁrst part of this thesis, we studied the orbital-order melting transition in the
series of rare-earth manganites. Using the LDA+DMFT approach, we set up a model
which disentangles electronic superexchange from the electron-lattice interaction and
calculated both the orbital polarization and the energy gain due to orbital order for this
model. To achieve this, we implemented a code for the calculation of the total electronic
energy based on LDA+DMFT results. For our calculations, we used an existing Hirsch-
Fye QMC LDA+DMFT code which we adapted for our purpose. By calculating the
orbital-order melting transition temperature for the diﬀerent materials in the series, we
showed that the superexchange mechanism does not only give transition temperatures
too small compared to the experimental ﬁndings for all materials but LaMnO3, but
also the trends in the series are opposite to the experimental results. Furthermore,
the inclusion of a tetragonal crystal-ﬁeld in our calculations enhanced the discrepancies
with the experimental ﬁndings even more. Thus, in total, we showed that the electronic
superexchange mechanism plays a minor role in the orbital-order melting transition, a
question which had been debated for long.
In the second part of this thesis, we presented an implementation of the CT-HYB
QMC algorithm as impurity solver in a generic single-site LDA+DMFT framework and
ﬁrst applications of this implementation. Both the impurity solver and the DMFT self-
consistency loop were implemented from scratch as part of this PhD project. The im-
plementation can handle multi-band Hubbard models with arbitrary number of bands,
arbitrary point-symmetry, spin-orbit coupling and the full on-site Coulomb vertex. We
implemented two diﬀerent variants of the solver, the very fast segment scheme, which is
applicable to models of high symmetry, and the eﬃcient Krylov approach for the generic
case. In the latter, we use symmetries of the model to speed up the calculation. Our
implementation is massively parallelized and was successfully used on the supercomput-
ers of the research center Jülich. We discussed in detail the necessary relations for the
implementation of the algorithm for such generic models. We used our implementation
to study some well-known low-symmetry transition-metal oxides. We showed that our
ﬁndings on the role of superexchange in the orbital-order melting transition in the rare-
earth manganites are not inﬂuenced by the inclusion of spin-ﬂip and pair-hopping terms
of the Coulomb interaction in the model. By performing calculations for a ﬁve-band
model for LaMnO3 including the full d-shell, we furthermore showed that the classical
spins approximation usually applied to the manganites gives correct results, not only
what concerns the orbital order, but also what concerns the overall shape of the spec-
tral functions. In addition, we studied the eﬀect of spin-ﬂip and pair-hopping terms
of the Coulomb interaction on orbital ﬂuctuations in YTiO3 and CaVO3. We showed
that orbital ﬂuctuations are still strongly suppressed by the Coulomb interaction in
the Mott insulator YTiO3, while the paramagnetic metal CaVO3 exhibits large orbital
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ﬂuctuations. Finally, we studied the transition to the ferromagnetic phase in YTiO3.
The transition temperature found in our calculations is in excellent agreement with
experiments, while the orbital order in the ferromagnetic phase is basically the same
as in the paramagnetic phase. Thereby, we showed that ferromagnetism is indeed com-
patible with orbital order in this material, a question which had been controversially
discussed. For all our calculations, we analyzed in which cases we observe a signiﬁ-
cant sign problem in the CT-HYB algorithm and in which not. We found that, for
all considered models, a sign problem, if present, is mainly caused by a non-diagonal
crystal-ﬁeld matrix, while the oﬀ-diagonal elements of the hybridization function are
less critical. If present, the sign problem could thus be greatly reduced by transforming
the model to the crystal-ﬁeld basis. These results on the sign problem show that the
CT-HYB algorithm can be used to study materials of low point-symmetry within the
LDA+DMFT approach.
As already illustrated by these applications, our generic single-site LDA+DMFT
implementation allows to systematically address questions on the physics of strongly
correlated materials, taking aspects of the models into account which previously have
been typically neglected. Still, the computational demands in calculations for complex
materials are very high. Further algorithmic improvements, as for example the exploita-
tion of further symmetries of the underlying model in the Krylov solver, are thus highly
desirable for the future.
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A.1 Inversion by partitioning
In this section, the inversion of a matrix by partitioning is derived. It is for example
useful if the inverse of a matrix after adding a number of rows and columns is needed
and the inverse of the original matrix is known. The derivation follows Ref. [163].
Consider the N ×N -matrix
A =
(
P Q
R S
)
, (A.1)
where P , S, Q and R are matrices with dimensions p × p, s × s, p × s and s × p,
respectively. Then, if S −RP−1Q is not singular, the inverse matrix of A is given by
A−1 =
(
P˜ Q˜
R˜ S˜
)
, (A.2)
where the matrices P˜ , Q˜, R˜ and S˜ have the same sizes as P , Q, R and S and are given
by
S˜ = (S − RP−1Q)−1, (A.3)
P˜ = P−1 + (P−1Q)S˜(RP−1), (A.4)
Q˜ = −(P−1Q)S˜, (A.5)
R˜ = −S˜(RP−1). (A.6)
This can easily be proven by verifying AA−1 = A−1A = 1. It follows directly from
(A.4)-(A.6) that
P−1 = P˜ − Q˜S˜−1R˜. (A.7)
Alternatively, for non-singular P −QS−1R, the inverse matrix can also be written as
P˜ = (P −QS−1R)−1, (A.8)
Q˜ = −P˜ (QS−1), (A.9)
R˜ = −(S−1R)P˜ , (A.10)
S˜ = S−1 + (S−1R)P˜ (QS−1), (A.11)
which can again be veriﬁed easily. Using the decomposition
A =
(
P 0
R 1
)(
1 P−1Q
0 S − RP−1Q
)
, (A.12)
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the determinant of the matrix A becomes
detA = det(P ) det(S − RP−1Q). (A.13)
Alternatively, the determinant is given by
detA = det(S) det(P −QS−1R). (A.14)
This relation follows from the decomposition
A =
(
1 Q
0 S
)(
P −QS−1R 0
S−1R 1
)
. (A.15)
A.2 Sherman-Morrison formula
The updated inverse after a general rank-1 update to a matrix A can be obtained from
the Sherman-Morrison formula [164] if the inverse A−1 is known:
(A+ uvT )−1 = A−1 − A
−1uvTA−1
1 + vTA−1u
. (A.16)
Here, u and v are column vectors. The relation can easily be proven by verifying
A(A+uvT )−1 = (A+uvT )−1A = 1. To derive the determinant of the updated matrix
[165], consider the decomposition(
1 0
vT 1
)(
1+ uvT u
0 1
)(
1 0
−vT 1
)
=
(
1 u
0 1 + vTu
)
(A.17)
and thus
det(1+ uvT ) = 1 + vTu. (A.18)
This can be used to obtain the determinant of the updated matrix as
det(A+ uvT ) = det(A)(1 + vTA−1u) (A.19)
because A+ uvT = A(1+ (A−1u)vT ).
The special case that a single column m of the matrix A is changed [166] can be
obtained from the above relations by setting vj = δjm and ui = Bim − Aim, where B
denotes the changed matrix, B = A + uvT [167]. Then, the determinant ratio of the
updated and old matrix becomes
d =
detB
detA
=
∑
j
A−1mjBjm. (A.20)
The updated inverse matrix is given by
B−1mj = d
−1A−1mj ,
B−1ij
i 6=m
= A−1ij −B−1mj
∑
k
A−1ik Bkm.
(A.21)
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Similarly, the case that a single row m is changed is obtained from uj = δmj and
vj = Bmj −Amj . The determinant ratio follows as
d =
detB
detA
=
∑
i
BmiA
−1
im, (A.22)
while the updated inverse matrix is given by
B−1im = d
−1A−1im ,
B−1ij
j 6=m
= A−1ij − B−1im
∑
k
BmkA
−1
kj .
(A.23)
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B Properties of Green’s functions
B.1 Imaginary-time Green’s function
In statistical physics, the thermal expectation value of an observable Aˆ with respect to
the Hamiltonian Hˆ at inverse temperature β = 1/(kBT ) is deﬁned as
〈Aˆ〉 = 1
Z
Tr
(
e−βHˆAˆ
)
(B.1)
with the partition function
Z = Tr e−βHˆ . (B.2)
The imaginary-time one-particle Green’s function is then deﬁned as
Gij(τ − τ ′) = − 1
Z
TrT
(
e−βHˆ cˆi(τ)cˆ
†
j(τ
′)
)
, 0 < τ, τ ′ < β. (B.3)
The time-dependence of an operator Aˆ is given by
Aˆ(τ) = eτHˆAˆe−τHˆ . (B.4)
The time-ordering of the Fermionic creation and annihilation operators is deﬁned as
T(cˆi (τ)cˆ
†
j(τ
′)) =
{
cˆi(τ)cˆ
†
j(τ
′) τ > τ ′
−cˆ†j(τ ′)cˆi (τ) τ < τ ′
. (B.5)
The translational invariance of the Green’s function in time can be easily proven by
using the cyclicity of the trace. Note that in the literature, diﬀerent conventions for
the sign of the Green’s function are used. Some authors deﬁne the Green’s function
without the leading minus sign. The latter deﬁnition is for example used in Ref. [38].
Using the deﬁnition of the time-ordering and the cyclicity of the trace, the Green’s
function for negative τ follows from the Green’s function for positive τ :
Gij(−τ) = −Gij(β − τ). (B.6)
The Green’s function can thus be extended to the full imaginary-time axis as an anti-
periodic function with period β. The diagonal Green’s function has a discontinuity at
τ = 0,
Gij(0
−)−Gij(0+) = δij , (B.7)
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which follows from the anti-commutation-relation for Fermionic creation and annihila-
tion operators:
{cˆi , cˆ†j} = δij , (B.8)
{cˆi , cˆj} = {cˆ†i , cˆ†j} = 0. (B.9)
The anti-commutator of operators Aˆ and Bˆ is deﬁned as
{Aˆ, Bˆ} = AˆBˆ + BˆAˆ. (B.10)
Eq. (B.7), together with the anti-periodicity, directly relates the values of the Green’s
function at the end points of the interval (0, β):
Gij(β
−) +Gij(0
+) = −δij . (B.11)
Furthermore, the density 〈nˆi〉 with nˆi = cˆ†i cˆi can be related to the diagonal elements of
the Green’s function:
Gii(0
−) = 〈nˆi〉. (B.12)
More general, the occupation matrix can be obtained from the Green’s function at
τ = 0−:
Gij(0
−) = 〈cˆ†i cˆj〉. (B.13)
The Green’s function is Hermitian:
G∗ij(τ) = −
1
Z
TrT
(
cˆi(τ)cˆ
†
j(0)
)∗
= − 1
Z
TrT
(
cˆj(0)cˆ
†
i (−τ)
)
= − 1
Z
TrT
(
cˆj(τ)cˆ
†
i (0)
)
= Gji(τ).
(B.14)
If the Hamiltonian Hˆ is real, the Green’s function is real and symmetric:
G∗ij(τ) = Gij(τ) = Gji(τ). (B.15)
To see this, one can just evaluate the trace in the occupation number basis in which
the Hamiltonian is real. As both the states and the creation and annihilation operators
are real, the Green’s function is real, too.
B.2 Matsubara Green’s function
B.2.1 Definition and basic properties
The Fourier transformation of the β-anti-periodic Green’s function can be deﬁned as
Gij(iωn) =
∫ β
0
dτeiωnτGij(τ) (B.16)
114
B.2 Matsubara Green’s function
with the Matsubara frequencies
ωn =
2n+ 1
β
π, n ∈ Z. (B.17)
The inverse transformation is then given by
Gij(τ) =
1
β
∞∑
n=−∞
e−iωnτGij(iωn), 0 < τ < β. (B.18)
The Green’s function for negative Matsubara frequencies can be related to its value for
positive Matsubara frequencies by
Gij(−iωn) =
∫ β
0
dτGij(τ)e
−iωnτ
=
∫ β
0
dτG∗ji(τ)e
−iωnτ
= G∗ji(iωn).
(B.19)
For a real imaginary-time Green’s function, this can also be written as
Gij(−iωn) = G∗ij(iωn). (B.20)
B.2.2 Self-energy
Let Gij(ωn) be the Green’s function of an interacting quantum system. Furthermore, let
Gij(ωn) be the Green’s function of the corresponding non-interacting quantum system.
The eﬀect of the interaction can be incorporated into the self-energy, which is deﬁned
via the Dyson equation (see e. g. Ref. [38])
Σij(iωn) = G−1ij (iωn)−G−1ij (iωn). (B.21)
B.2.3 High-frequency expansion
For any β-antiperiodic function f(τ) which is smooth in the open interval (0, β), like a
Green’s function, a series expansion of the Matsubara representation can be obtained
by repeated partial integration [168]:
f(iωn) =
∫ β
0
dτf(τ)eiωnτ
=
∞∑
m=0
(
1
iωn
)m+1
(−1)m (−f (m)(β)− f (m)(0))
=
∞∑
m=0
(
1
iωn
)m+1
(−1)m+1 (f (m)(0+)− f (m)(0−)) .
(B.22)
Here, f (m)(τ) denotes the mth derivative of f(τ). For the Green’s function (B.3),
the coeﬃcients of the series expansion can be expressed as nested commutators of the
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Hamiltonian and creation and annihilation operators [168], e. g. by using the Heisenberg
equation of motion, d
dτ
Aˆ(τ) = [Hˆ(τ), Aˆ(τ)]. The commutator of operators Aˆ and Bˆ is
deﬁned as
[Aˆ, Bˆ] = AˆBˆ − BˆAˆ. (B.23)
The explicit evaluation of those nested commutators even at low orders can become
quite evolved, see e. g. Ref. [151]. For our purpose, it is suﬃcient to note that the
high-frequency expansion of a Green’s function is given by
Gij(iωn) =
1
iωn
(G1)ij +
1
(iωn)2
(G2)ij +
1
(iωn)3
(G3)ij +O
(
1
(iωn)4
)
. (B.24)
The ﬁrst order coeﬃcient can be obtained from Eq. (B.22) and Eq. (B.7). It reads
(G1)ij = δij . (B.25)
By inverting Eq. (B.24), the leading terms of the inverse of the Green’s function follow
as
G−1ij (iωn) = iωn
(
(G−11 )ij −
1
iωn
(G2)ij − 1
(iωn)2
(G3)ij +
1
(iωn)2
(G22)ij +O
(
1
(iωn)3
))
.
(B.26)
Here, 1
1+x
=
∑∞
n=0(−1)nxn for x≪ 1 was used. Using the Dyson equation (B.21), this
gives the following high frequency behavior for the self-energy:
Σij = Σ
0
ij +
Σ1ij
iωn
+O
(
1
(iωn)2
)
, (B.27)
Σ0ij = (G2 − G2)ij , (B.28)
Σ1ij =
((
(G2)2 − (G2)2
)− (G3 −G3))ij . (B.29)
Gi are the coeﬃcients of the high-frequency expansion of the non-interacting Green’s
function G.
Finally, it can be easily veriﬁed by the deﬁnition of the Fourier transformation that
the inverse Fourier transformation of
f(iωn) =
1
iωn
(B.30)
is given by
f(τ) = −1
2
, 0 < τ < β. (B.31)
For the next order,
f(iωn) =
1
(iωn)2
, (B.32)
the inverse Fourier transformation is given by
f(τ) =
1
4
(−β + 2τ), 0 < τ < β. (B.33)
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Figure B.1: Plot of the Legendre polynomials for l ≤ 4.
B.3 Legendre representation of the Green’s function
In Ref. [148], a representation of the Green’s function in terms of Legendre polyno-
mials was introduced. Following this paper, we summarize here the properties of this
representation as far as they are relevant for our purpose.
The Legendre polynomials Pl(x), l ∈ N0, −1 ≤ x ≤ 1, can be deﬁned by the recursion
relation
(l + 1)Pl+1(x) = (2l + 1)xPl(x)− lPl−1(x),
P0(x) = 1,
P1(x) = x.
(B.34)
For a plot of the Legendre polynomials for l ≤ 4, see Fig. B.1. The Legendre polynomials
form an orthogonal and complete set of basis functions for the interval −1 ≤ x ≤ 1:
∫ 1
−1
dxPl(x)Pl′(x) =
2
2l + 1
δll′ , (B.35)
∞∑
l=0
2l + 1
2
Pl(x)Pl(x
′) = δ(x− x′). (B.36)
Using these relations, the imaginary-time Green’s function can be expanded in Leg-
endre polynomials:
Gij(τ) =
∞∑
l=0
√
2l + 1
β
Pl(x(τ))Gij(l). (B.37)
117
Properties of Green’s functions
Here, the mapping of the imaginary-time interval [0, β] to the interval [−1, 1] is deﬁned
as
x(τ) =
2τ
β
− 1 (B.38)
and the Legendre coeﬃcient is given by
Gij(l) =
√
2l + 1
∫ β
0
dτPl(x(τ))Gij(τ). (B.39)
It can be shown that the coeﬃcients Gij(l) decay faster than any power of 1/l with
increasing l.
The relation between the Legendre representation and the Matsubara Green’s func-
tion can be obtained by inserting Eq. (B.37) in Eq. (B.16):
Gij(iωn) =
∞∑
l=0
UnlGij(l). (B.40)
The transformation matrix is given by
Unl =
√
2l + 1(−1)nil+1jl
(
2n+ 1
2
π
)
. (B.41)
Here, jl(x) denotes the spherical Bessel function. To derive Eq. (B.41), the following
integral is necessary [169]: ∫ 1
−1
dxeiaxPl(x) = 2i
ljl(a). (B.42)
By expanding Unl in powers of 1/(iωn), the coeﬃcients (Gk)ij of the high-frequency
expansion (B.24) of the Matsubara Green’s function can be expressed in terms of the
Legendre coeﬃcients Gij(l). Using [169]
jl(x) = z
−1
(
sin(z − π l
2
)
⌊ l
2
⌋∑
k=0
(−1)k (l + 2k)!(2z)
−2k
(2k)!(l − 2k)! +
cos(z − π l
2
)
⌊ l−1
2
⌋∑
k=0
(−1)k (l + 2k + 1)!(2z)
−2k−1
(2k + 1)!(l − 2k − 1)!
)
,
(B.43)
the expansion of Unl can be found after some lines of algebra:
Unl =
l+1∑
k=1
U
(k)
l
(
1
iωn
)k
, (B.44)
U
(k)
l = 2
√
2l + 1
(l + k − 1)!
(k − 1)!(l − k + 1)!
(−1)k
βk
δk+l,odd. (B.45)
Here,
δi,odd =
{
1 if i is odd
0 else
(B.46)
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holds. Using this expansion, the coeﬃcients (Gk)ij of the high-frequency expansion of
the Matsubara Green’s function are given by
(Gk)ij =
∞∑
l=k−1
U
(k)
l Gij(l). (B.47)
This relation can also be used to enforce the correct high-frequency tail if the Matsubara
Green’s function is calculated from the Legendre representation. If the coeﬃcient (Gk)ij
is known exactly, the transformation
G˜ij(l) = Gij(l) +
(
(Gk)ij −
∞∑
l′=k−1
U
(k)
l′ Gij(l
′)
)
U
(k)
l∑∞
l=k−1U
(k)
l
2 (B.48)
ensures that the Matsubara Green’s function calculated from G˜ij(l) using Eq. (B.40)
has the correct coeﬃcient,
∑∞
l=k−1U
(k)
l G˜ij(l) = (Gk)ij. Eq. (B.48) can be used to
ensure that the Matsubara Green’s function decays like δij/(iωn) in leading order by
enforcing (G1)ij = δij , which is important if the self-energy should be obtained from
the Matsubara Green’s function using the Dyson equation (B.21).
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C Monte Carlo sampling
C.1 Introduction
In this Appendix, a short introduction into Monte Carlo sampling is given. For a more
detailed discussion, see e. g. Ref. [170], which this Appendix widely follows.
The goal is to calculate the expectation value of some observable A under the distri-
bution function f(x),
〈A〉 = 1
Z
∫
dxf(x)A(x), (C.1)
Z =
∫
dxf(x). (C.2)
Here, the conﬁguration x occurs with probability
p(x) = f(x)/Z (C.3)
and the observable A takes the value A(x) for the conﬁguration x. Note that x is
a short-hand notation for an generally multi-dimensional conﬁguration. In classical
statistical physics, for example, the conﬁguration x would denote one point in phase
space, the integration would run over the whole phase space and Z would denote the
partition function.
C.2 Importance sampling
In general, the integration over the conﬁgurations in Eq. (C.1) can be that complicated
that a direct evaluation by integration over the whole conﬁguration space is not feasible.
If, however, many of the conﬁgurations have a very small probability p(x) and thus
contribute very little to the expectation value (C.1), it is not necessary to evaluate the
whole integral over the conﬁguration space and instead, a sequence of conﬁgurations
{xi} can be created such that each conﬁguration x is visited with a frequency according
to its probability p(x). Then, the expectation value (C.1) is given by
〈A〉 = lim
N→∞
1
N
N∑
i=1
A(xi). (C.4)
The sequence of conﬁgurations {xi} is called a Markov chain. The basic idea behind
Monte Carlo sampling is to generate a Markov chain for the given probability distribu-
tion and use it to evaluate the desired expectation values.
To generate the Markov chain, a Markov process is used. It generates the chain
by generating a new conﬁguration xi+1 from the current conﬁguration xi in a random
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way. The probability of generating the conﬁguration x′ given the conﬁguration x is
the transition probability p(x→ x′). By construction, the transition probabilities must
fulﬁll the condition ∑
x′
p(x→ x′) = 1. (C.5)
Note that the initial conﬁguration x1 can be arbitrary. To use this Markov chain for the
calculation of the expectation value (C.1), it must still be ensured that eventually, for
long enough chains, the conﬁgurations are visited according to their probabilities p(x).
For this to be true, the Markov process must ﬁrst be ergodic, i. e. it must be possible
to reach any conﬁguration x from any other conﬁguration x′ if the process runs long
enough. In addition, it must be ensured that the process reaches a stationary state
with the correct equilibrium distribution. A necessary condition for a stationary state
is ∑
x′
p(x)p(x→ x′) =
∑
x′
p(x′)p(x′ → x). (C.6)
This condition, however, does not exclude limit cycles, in which the probability distribu-
tion p(x) rotates around a number of diﬀerent values. A way to fulﬁll this relation which
is suﬃcient to exclude limit cycles and to thus ensure equilibration is the condition of
detailed balance:
p(x)p(x→ x′) = p(x′)p(x′ → x). (C.7)
In practice, during a Monte Carlo simulation, the Markov chain is generated by
performing Monte Carlo moves from conﬁguration to conﬁguration through the con-
ﬁguration space with transition probabilities fulﬁlling the detailed balance condition.
The possible moves must also ensure that the algorithm is ergodic. During the simu-
lation, the ﬁrst generated conﬁgurations are discarded to allow the Markov process to
reach the equilibrium distribution, a step which is called thermalization. Then, the de-
sired expectation values are approximated by averaging over a number of subsequently
generated conﬁgurations.
To choose the transition probabilities p(x → x′), it is convenient to split them into
proposal probabilities pprop(x→ x′) and acceptance probabilities pacc(x→ x′):
p(x→ x′) = pprop(x→ x′)pacc(x→ x′). (C.8)
Then, in the simulation, a move from conﬁguration x to x′ is proposed with the prob-
ability pprop(x → x′) and accepted with the probability pacc(x → x′). If the move is
rejected, the new conﬁguration is given by the old one. In terms of the acceptance
probabilities, the condition of detailed balance reads
pacc(x→ x′)
pacc(x′ → x) =
p(x′)
p(x)
pprop(x
′ → x)
pprop(x→ x′) . (C.9)
C.3 The Metropolis algorithm
The probably best-known Monte Carlo algorithm is the Metropolis algorithm, which
was ﬁrst used in simulations of hard-sphere gases [137]. In this algorithm, the proposal
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probabilities pprop(x → x′) are chosen equal for all possible destination conﬁgurations
x′ of a move, i. e. they are chosen to be 1/Nc if Nc denotes the number of possible
destination conﬁgurations, and zero for all other conﬁgurations. Then, the acceptance
probabilities are chosen as
pacc(x→ x′) = min
(
p(x′)
p(x)
pprop(x
′ → x)
pprop(x→ x′) , 1
)
. (C.10)
The acceptance probabilities for the inverse moves from x′ to x are given by the inverse,
pacc(x
′ → x) = min
(
p(x)
p(x′)
pprop(x→ x′)
pprop(x′ → x) , 1
)
. (C.11)
This ensures that the condition of detailed balance (C.9) is fulﬁlled.
C.4 The negative sign problem
So far, we have tacitly assumed that the function f(x) in Eq. (C.1) is either always
positive or always negative for all x, such that p(x) (see Eq. (C.3)) is always positive.
If this is not true, p(x) cannot be interpreted as a probability distribution and thus
not used in a Monte Carlo sampling. This problem occurs when sampling thermal
expectation values of quantum systems (see Eq. (B.1)), where, in the case of frustrated
spin systems or, due to the anti-commutation relations, Fermionic systems, the function
f(x) can be negative for some conﬁgurations. To still allow for a Monte Carlo sampling,
the absolute value of f(x) can be used in the probability distribution and the sign of
f(x) can be included in the observable:
〈A〉 = 〈sgn(f)A〉〈sgn(f)〉 =
∫
dx|f(x)| sgn(f(x))A(x)∫
dx|f(x)| sgn(f(x))
≈
∑
i sgn(f(xi))A(xi)∑
i sgn(f(xi))
.
(C.12)
Thus, instead of 〈A〉, 〈A sgn(f))〉 and 〈sgn(f)〉 are now sampled according to the prob-
ability distribution p(x) = |f(x)|/Z. This, however, solves the problem only if the
averaged sign 〈sgn(f)〉 is close to one. If the averaged sign is much smaller than one
and especially if it decreases exponentially with the temperature, errors get ampliﬁed
by the division by a small number in Eq. (C.12) and the algorithm suﬀers from the
negative sign problem, also shorter named sign problem. Note that the sign problem is
basis-dependent and an appropriate choice of basis, if known, can thus greatly reduce
it. For example, there is no sign problem if Eq. (B.1) is evaluated in the eigenbasis of
the Hamiltonian. This example, however, is of course not constructive, as knowing the
eigenbasis of the Hamiltonian would mean that the problem at hand has already been
solved. A generic solution of the sign problem might well be not possible [171].
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D Fourier transformation
D.1 Fourier transformation using spline interpolation
The goal of this section is to calculate the Fourier transformation
f(iωn) =
∫ β
0
dτf(τ)eiωnτ , ωn =
2n+ 1
β
π (D.1)
of a β-antiperiodic function f(τ), which is only known on a discrete set of points
(τ0, . . . , τm), τ0 = 0, τm = β, with function values (y0, . . . , ym). A naive direct trans-
formation of this discrete set of values would give a periodic result and would thus
be correct only up to a maximal frequency which depends on the imaginary-time dis-
cretization [172]. To avoid this problem, the data is ﬁrst interpolated by a cubic spline
to get an analytical expression for f(τ) which can subsequently be Fourier transformed
[12].
A cubic spline interpolates the given data by a cubic polynomial on each partial
interval [τj , τj+1]. The polynomials are connected by the requirement that they are
two times continuously diﬀerentiable at the end points of the partial intervals. In the
following, expressions for the calculation of a cubic spline for a given data set are
derived. The derivation closely follows Ref. [173].
It follows immediately from the deﬁnition of a spline that the second derivative S ′′(τ)
of the spline S(τ) is a linear function in each partial interval and can be written as
S ′′(τ) = Mj
τj+1 − τ
hj+1
+Mj+1
τ − τj
hj+1
, τ ∈ [τj , τj+1], (D.2)
Mj = S
′′(τj),
hj+1 = τj+1 − τj .
This ensures by construction that the second derivative is continuous. Integrating Eq.
(D.2) gives the ﬁrst derivative and the spline itself:
S ′(τ) = −Mj (τj+1 − τ)
2
2hj+1
+Mj+1
(τ − τj)2
2hj+1
+ Aj , (D.3)
S(τ) = Mj
(τj+1 − τ)3
6hj+1
+Mj+1
(τ − τj)3
6hj+1
+ Aj(τ − τj) +Bj . (D.4)
The integration constants Aj and Bj can be obtained from the conditions S(τj) = yj
and S(τj+1) = yj+1 and are given by
Aj =
yj+1 − yj
hj+1
− hj+1
6
(Mj+1 −Mj), (D.5)
Bj = yj −Mj
h2j+1
6
. (D.6)
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This allows us to write the spline in the following way:
S(τ) = αj + βj(τ − τj) + γj(τ − τj)2 + δj(τ − τj)3, τ ∈ [τj , τj+1], (D.7)
αj = S(τj) = yj, (D.8)
βj = S
′(τj) =
yj+1 − yj
hj+1
− hj+12Mj +Mj+1
6
, (D.9)
γj =
1
2
S ′′(τj) =
1
2
Mj, (D.10)
δj =
1
6
S ′′′(τ+j ) =
Mj+1 −Mj
6hj+1
. (D.11)
To determine the coeﬃcients αj , βj, γj and δj, the m + 1 second derivatives Mj have
still to be calculated. For this, we need m + 1 additional equations. m − 1 equations
follow from the continuity of the ﬁrst derivative S ′(τ+j ) = S
′(τ−j ), j = 1, . . . , m− 1:
dj = µjMj−1 + 2Mj + λjMj+1, j = 1, . . . , m− 1, (D.12)
dj =
6
hj + hj+1
(
yj+1 − yj
hj+1
− yj − yj−1
hj
)
, (D.13)
µj = 1− λj, (D.14)
λj =
hj+1
hj + hj+1
. (D.15)
The missing two equations can be obtained from the boundary condition at τ = τ0 and
τ = τm and read
2M0 + λ0M1 = d0, (D.16)
µmMm−1 + 2Mm = dm. (D.17)
The coeﬃcients λ0 and µm depend on the used boundary condition. If we require
S ′′(τ0) = M0 = 0 or S
′′(τm) = Mm = 0, we obtain λ0 = d0 = 0 or µm = dm = 0, respec-
tively. If we require S ′(τ0) = y
′
0 or S
′(τm) = y
′
m, we obtain λ0 = 1, d0 =
6
h1
(
y1−y0
h1
− y′0
)
or µm = 1, dm =
6
hm
(
y′m − ym−ym−1hm
)
, respectively. In practice, we use the ﬁrst deriva-
tive as boundary condition. For this, we calculate the ﬁrst derivative numerically from
the data as described in Section D.3. If the derivative becomes very large, we require
that the second derivative of the spline is zero at the boundary instead. Using Eqs.
(D.12) to (D.17), we can write the system of linear equations for the determination of
the Mj and thus the spline in the following way:

2 λ0 0 . . .
µ1 2 λ1 0 . . .
0 µ2
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
. . . 0 µm 2




M0
M1
...
Mm

 =


d0
d1
...
dn

 . (D.18)
Using Gaussian elimination, this system of linear equations can be solved easily, see
Ref. [173].
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Now that we have derived relations for the calculation of the spline, the spline has
still to be Fourier transformed. Using Eq. (D.7), it is easy to show after some lines of
algebra that the Fourier transformation (D.1) of the spline is given by
S(iωn) =
m−1∑
j=0
(
eiωnτj+1
(
1
iωn
(αj + hj+1βj + h
2
j+1γj + h
3
j+1δj)− (D.19)
1
(iωn)2
(βj + 2hj+1γj + 3h
2
j+1δj)+
1
(iωn)3
(2γj + 6hj+1δj)− 1
(iωn)4
6δj
)
−
eiωnτj
(
1
iωn
αj − 1
(iωn)2
βj +
1
(iωn)3
2γj − 1
(iωn)4
6δj
))
. (D.20)
Thus, S(iωn) can now be used as an approximation for the Fourier transformation
f(iωn) of the function f(τ).
D.2 Inverse Fourier transformation
The inverse Fourier transformation can be calculated using
f(τ) =
1
β
∞∑
n=−∞
e−iωnτf(iωn), 0 < τ < β. (D.21)
For real functions f(τ), the summation can be furthermore restricted to positive fre-
quencies using
f(−iωn) = f ∗(iωn). (D.22)
Care has to be taken if Eq. (D.21) is evaluated numerically for a ﬁnite number of
Matsubara frequencies because the leading order term, which behaves like c/(iωn) (see
Eq. (B.22)), converges only slowly. Therefore, we subtract the term c/(iωn) from the
data before the inverse Fourier transformation is calculated and add the inverse Fourier
transformation of this term, which is given by −c/2 (compare Eq. (B.31)), to the result.
Note that for both the Green’s function and the hybridization function, the coeﬃcient
c is known. For the Green’s function, it is given by c = δα,α′ , see Eq. (B.25). For the
hybridization function, it reads
c = ǫ2αα′ −
1
Nk
∑
k
(
HLDA(k)
)2
αα′
= ǫ2αα′ −
1
Nk
∑
k
(
HLDA(k)
)2
sαsα′
.
(D.23)
Here, the matrix ǫ2 denotes the square of the crystal-ﬁeld matrix (6.166). The second
line holds if the LDA Hamiltonian contains multiple equivalent cluster sites, see the
description at the end of Chapter 3.5. This equation can be easily obtained from Eqs.
(6.170), (6.166), (6.171) and (B.27).
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D.3 Numerical differentiation
In this section, a way to calculate the derivative d
dτ
f(τ) at τ = τ0 of a function y = f(τ)
which is only known on a ﬁnite set of grid points (τi, yi), i = 0, . . . , n in the vicinity of
the point τ0 will be demonstrated. The approach follows Ref. [174]. We generalize it,
however, to non-equidistant grid points in τ . To start with, a polynomial interpolation
is performed. The interpolation can be written as
f(τ) ≈ Pn(τ) =
n∑
i=0
yiLi(τ), (D.24)
where Li(τ) denote the Lagrange polynomials
Li(τ) =
n∏
j=0
j 6=i
τ − τj
τi − τj . (D.25)
Note that it follows immediately from Li(τk) = δik that Pn(τ) is indeed the polynomial
interpolation of f(τ). Calculating the derivative of Pn(τ), an approximation of the
derivative of f(τ) can be obtained:
d
dτ
f(τ) ≈ d
dτ
Pn(τ) =
n∑
i=0
yi


n∏
j=0
j 6=i
1
τi − τj




n∑
k=0
k 6=i
n∏
j=0
j 6=i,k
(τ − τj)

 . (D.26)
By taking an increasing number of points in the vicinity of the point τ0 into account,
increasingly better estimates of the derivative can be obtained. In our implementation,
we use up to ﬁve points from the vicinity of τ0.
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E Implementation notes on the
CT-HYB LDA+DMFT code
As part of this PhD project, we have implemented a general single-site LDA+DMFT
code based on the CT-HYB QMC algorithm for Hubbard models with arbitrary number
of bands, generic local Coulomb interaction and arbitrary point symmetry. In Chapter
6, we have presented our implementation. We have discussed in detail the two variants of
the CT-HYB algorithm which we have implemented, the segment and the Krylov solver,
and we have derived the relations which are necessary for an implementation of both
variants of the algorithm. In addition, we have also discussed the parallelization and
scaling of our implementation. In this appendix, we provide some additional information
about our implementation.1
The code is completely written in C++. It follows the C++ standard and uses only a
few external libraries, namely some headers from the boost libraries2, getopt.h from the
GNU C Library3 and LAPACK4 as well as BLAS5. MPI is used for the parallelization
as discussed in Chapter 6.8. The code can, however, also be compiled to run in a
serial mode without the use of MPI, e. g. for testing purposes. For debugging, the
code can also be compiled to run in a debugging mode in which various checks are
performed during execution. It is in principle possible to run the code on any Linux-
based operating system. The code has been successfully tested and used on the former
and current supercomputers JUGENE, JUROPA and JUQUEEN of the research center
Jülich.
The complete source code is documented using the Doxygen6 documentation system.
In addition, a ﬁle with basic instructions on the compilation and execution of the code as
well as on the generation of the source code documentation is provided. The platform-
speciﬁc settings for compilation and linking are placed in a separate Makeﬁle to allow
for an easy adoption to further platforms. Platform-speciﬁc Makeﬁles and example job-
ﬁles for the above mentioned supercomputers are provided. Most of the parameters for
running the code can be set in a conﬁguration ﬁle which is given in the INI ﬁle format7
to make it easy readable and editable. An example conﬁguration ﬁle with comments is
also included. In addition, several additional scripts are provided with the code, e. g.
for the generation of Coulomb interaction matrices of density-density form or including
spin-ﬂip and pair-hopping terms.
1Note that the code is not publicly available.
2http://www.boost.org/.
3www.gnu.org/s/libc/.
4www.netlib.org/lapack/.
5www.netlib.org/blas/.
6http://www.stack.nl/~dimitri/doxygen/.
7http://en.wikipedia.org/wiki/INI_file.
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