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When describing the low-energy physics of bosons in a double-well potential with a high barrier
between the wells and sufficiently weak atom-atom interactions, one can to a good approximation
ignore the high energy states and thereby obtain an effective two-mode model. Here, we show that
the regime in which the two-mode model is valid can be extended by adding an on-site three-body
interaction term and a three-body interaction-induced tunneling term to the two-mode Hamiltonian.
These terms effectively account for virtual transitions to the higher energy states. We determine
appropriate strengths of the three-body terms by an optimization of the minimal value of the wave
function overlap within a certain time window. Considering different initial states with three or
four atoms, we find that the resulting model accurately captures the dynamics of the system for
parameters where the two-mode model without the three-body terms is poor. We also investigate
the dependence of the strengths of the three-body terms on the barrier height and the atom-atom
interaction strength. The optimal three-body interaction strengths depend on the initial state of
the system.
I. INTRODUCTION
Ultracold atoms in optical lattices, which are used to
realize the Bose-Hubbard model, are versatile systems
and have received much attention due to the high de-
gree of control of the experimental parameters [1–4]. The
seminal work by Jaksch et al. predicted the superfluid
to Mott insulator quantum phase transition [5] that has
been observed experimentally [6]. Over a decade now,
the scope of the Bose-Hubbard model has been extended
to include the effects of excited bands, long-range inter-
actions and interaction-induced tunnelings [7–24]. Much
progress in these non-standard Hubbard models has been
made in recent years, both in theoretical and experimen-
tal studies [25]. Among the effects mentioned above, the
effective three-body interactions are of particular interest
[26–33]. In contrast to the inelastic three-body processes,
these effective, coherent three-body interactions are gen-
erated by the bosonic two-body interaction-induced vir-
tual excitations to higher bands. Effective three-body in-
teractions explain the rapid damping of revivals observed
in experiments which cannot be explained in terms of
tunneling or atom losses [8, 34, 35].
As an ideal model to study these corrections to the
standard Hubbard model, the double-well potential is one
of the conceptually simplest but important models for de-
scribing the Josephson effect in superconducting qubits
[36–39], nonlinear self-trapping of Bose-Einstein conden-
sates [40–45], and fermionic mixtures [46–50]. The sta-
bility [51] and dynamics [52] of repulsive atom pairs with
weak interactions in the double-well system have been
observed in experiments. For weak interactions, the dy-
namics of the double-well system can be described by a
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simplified two-mode model [53–55]. The validity of this
approximation of two-mode model relies on the assump-
tion that the on-site interaction is much smaller than the
band gap. Therefore, the break-down of this model for
the strong interactions is expected as the contributions
from the higher bands are not considered [20–22, 55]. In-
spired by this fact, the three- and higher-body effects
should be included as corrections to the two-mode model
when the interaction strength is not sufficiently weak.
In this paper, we propose an extended, effective two-
mode Hamiltonian with the aid of two types of effec-
tive three-body interactions, and show that this extended
two-mode Hamiltonian is sufficient to recover the exact
dynamics of three bosons with nearly perfect accuracy.
To demonstrate the improvements of the extended two-
mode model, we compare the dynamic properties of the
exact Hamiltonian with those of the two-mode model and
the extended two-mode model. Furthermore, we discuss
the behaviors of the optimal values of the two three-body
parameters and the dependency on the initial states.
The paper is organized as follows. In Section II, we
introduce the system with a one-dimensional double-well
potential and the exact many-body Hamiltonian. In Sec-
tion III, we derive the two-mode Hamiltonian and intro-
duce the extended two-mode Hamiltonian. In Section
IV, we compare the dynamics of the system predicted by
the exact Hamiltonian with that predicted by the two-
mode and extended two-mode Hamiltonians. We find
that there is a significant improvement of the predic-
tions of the two-mode approximation by incorporating
three-body corrections. Subsequently, we investigate the
behavior of the optimal values of the three-body param-
eters. In Section V, we demonstrate how the optimal
value of the three-body parameters depend on the initial
state. Finally, we conclude the paper in Section VI.
ar
X
iv
:1
71
1.
05
10
0v
2 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 12
 Ja
n 2
01
8
2II. THE MODEL
We consider a system of three indistinguishable bosons
of mass m, confined in a one-dimensional double-well po-
tential V (x). We assume that the particles interact via
zero-range forces V (x − x′) = gδ(x − x′), where g is the
interaction strength. The value of g is directly related to
the s-wave scattering length and can be controlled exper-
imentally. The Hamiltonian of the many-body system in
the second quantization form is given by
Hˆ =
∫
dxΨˆ†(x)H0Ψˆ(x) +
g
2
∫
dxΨˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x),
(1)
where the field operator Ψˆ(x) annihilates a particle at
position x and fulfills the bosonic commutation relations
[Ψˆ(x), Ψˆ†(x′)] = δ(x− x′), [Ψˆ(x), Ψˆ(x′)] = 0. The single-
particle part of the Hamiltonian has the form
H0 = − h¯
2
2m
d2
dx2
+ V (x). (2)
The potential V (x) is assumed as a superlattice com-
posed by two optical lattices and it has a form
V (x) = V0
[
sin (kx)
2
+ λ cos (2kx)
2
]
, (3)
where V0 is the lattice depth and k the wave vector
of the laser field. The dimensionless parameter λ con-
trols the height of the internal barrier in a well forming
locally double-well confinement. In further discussion,
we express all quantities in natural units of the prob-
lem, i.e., energies are measured in units of the recoil en-
ergy ER = h¯2k2/2m, lengths in units of k−1, etc. In
the following, we assume that the lattice is very deep
(V0 = 15ER). Therefore we limit the problem to a sin-
gle double-well confinement (|x| ≤ pi2 ). (For simplicity,
we assume the potential outside the boundaries is in-
finitely large V (|x| ≥ pi2 ) = ∞.) In consequence, the
single-particle eigenproblem H0Φi(x) = iΦi(x) can be
easily solved numerically, yielding a spectrum of eigen-
functions Φi(x) and their corresponding energies i. Due
to the symmetry of the problem, all the functions Φi(x)
are symmetric or antisymmetric under flipping x→ −x.
For double-well problems, it is convenient to use an
alternative single-particle basis of functions localized in
a given (left or right) well:
ϕLi(x) =
1√
2
[Φ2i(x)− Φ2i+1(x)], (4a)
ϕRi(x) =
1√
2
[Φ2i(x) + Φ2i+1(x)]. (4b)
In this basis, the single-particle Hamiltonian H0 becomes
a block-diagonal matrix with elements given by
∞∫
−∞
ϕ∗σi(x)H0ϕσ′j(x)dx = δij [Eiδσσ′ −Ji(1− δσσ′)], (5)
where σ = {L,R}, and
Ei =
2i+1 + 2i
2
, Ji =
2i+1 − 2i
2
. (6)
By decomposing the field operator Ψˆ(x) in this basis
Ψˆ(x) =
∑
i
[ϕLi(x)aˆLi + ϕRi(x)aˆRi], (7)
the many-body Hamiltonian Hˆ may be written in a sim-
ple Bose-Hubbard-like form
Hˆ =
∑
i
[
Ei(nˆLi + nˆRi)− Ji(aˆ†LiaˆRi + aˆ†RiaˆLi)
]
+
1
2
∑
ABCD
UABCDaˆ
†
Aaˆ
†
B aˆC aˆD, (8)
where the operator aˆσi annihilates a boson in the
state ϕσi(x) and fulfills bosonic commutation relations
[aˆσi, aˆ
†
σ′j ] = δσσ′δij and [aˆσi, aˆσ′j ] = 0. The number
operator is nˆσi = aˆ
†
σiaˆσi, and the indices A,B,C,D rep-
resent super-indices (σ, i) numbering the single-particle
states ϕσi(x). The interaction amplitudes UABCD are
given by
UABCD = g
∞∫
−∞
ϕ∗A(x)ϕ
∗
B(x)ϕC(x)ϕD(x)dx. (9)
In numerical calculations, the summation over the
single-particle basis in the decomposition (7) must be
limited to some cutoff value imax. Depending on the in-
teraction strength, the cutoff needed for appropriate de-
scription of the system varies. We checked that for all
cases studied here, the cutoff imax = 15 is sufficient to
describe the system exactly since further increase of imax
does not affect the final results significantly.
III. EFFECTIVE HAMILTONIAN APPROACH
The Hamiltonian (8) can be simplified by assuming
that the dynamics is limited to the lowest single-particle
basis ϕL0(x) and ϕR0(x). Under this assumption one
neglects all states with i > 0 and the decomposition (7)
becomes simplified to Ψˆ(x) = ϕL0(x)aˆL0+ϕR0(x)aˆR0. In
this two-mode approximation the resulting many-body
Hamiltonian reads:
Hˆ2mode = E0(nˆL + nˆR)− J0(aˆ†LaˆR + aˆ†RaˆL) (10)
+
U
2
[nˆL(nˆL − 1) + nˆR(nˆR − 1)]
+ T
[
aˆ†L(nˆL + nˆR)aˆR + aˆ
†
R(nˆL + nˆR)aˆL
]
+
V
4
[
(aˆ†L)
2(aˆR)
2 + (aˆ†R)
2(aˆL)
2 + 4nˆLnˆR
]
,
3where for convenience we omit index i. The interaction
terms are denoted by U = ULLLL, T = ULLLR, V =
2ULLRR.
The two-mode approximation (10) is justified in the
case where the level spacing between the ground (i = 0)
and the first excited band (i = 1) is much greater than
the two-body interaction energy per particle. However,
as the interaction strength grows, the excited single-
particle states start to influence the properties of the sys-
tem and the two-mode approximation becomes increas-
ingly inaccurate. In consequence, higher-band states
have to be taken into account in the decomposition (7).
A direct addition of higher-band states to the model
inevitably increases the complexity of numerical calcula-
tions. To overcome this difficulty one can tread different
ways to include their effects while staying within a two-
mode framework. For example one can effectively change
the shape of single-particle orbitals and tailor them to the
specific initial state and interactions [56]. Alternatively,
one can leave the lowest orbitals unchanged but include
appropriate corrections induced by interactions to the
many-body Hamiltonian (10). Johnson et al. showed
that appropriate corrections can be obtained straightfor-
wardly via perturbation theory [8, 57]. The resulting
correction terms include not only modifications to the
two-body interaction strength, but also the appearance
of effective N -body interactions. These corrections can
be explained as arising from density-dependent modifica-
tions to the on-site orbitals [58–60], which cause the in-
dividual terms in the Hamiltonian to become dependent
on the particle number [11]. Typically, for static situa-
tions it is sufficient to take into account only corrections
to the local interaction energy [27, 29–33, 61]. However,
when the initial state of the system is far from the ground
state, other interaction processes are sensitive to interac-
tions with higher bands and their amplitudes have to be
treated as occupation-dependent [59].
Inspired by these different approaches, here we propose
an intermediate approach which is very efficient when
the problem of N = 3 and more bosons in a double-well
potential is considered. Instead of calculating all nec-
essary corrections to all two-body interaction terms in
(10) and taking into consideration all the effective three-
body interactions, we improve the ’bare’ two-mode de-
scription (10) by adding only two appropriately chosen
three-body terms which encompass all the relevant pro-
cesses induced by higher bands. These terms can be in-
terpreted as: (i) the on-site three-body interaction which
effectively introduces corrections to the energy caused by
perturbative change of the orbital’s density profile; (ii)
the three-body interaction-induced tunneling which takes
into account an effective modification of tunnelings due
to tunnelings in higher occupied orbitals. The extended
two-mode Hamiltonian reads:
Hˆeff = Hˆ2mode (11)
+
W
6
[nˆL(nˆL − 1)(nˆL − 2) + nˆR(nˆR − 1)(nˆR − 2)]
+
Q
2
[
(aˆ†Laˆ
†
Laˆ
†
LaˆLaˆLaˆR + aˆ
†
Raˆ
†
Raˆ
†
RaˆRaˆRaˆL) + h.c.
]
In the following we consider different interactions g
and double-well confinements λ for which the effective
Hamiltonian (11) can be used to describe the dynamics
of the system correctly.
IV. THE DYNAMICS
It is quite natural that the magnitudes of the effective
three-body parameters W and Q depend on the poten-
tial barrier height λ as well as the two-body interaction
strength g. They may also depend on the initial state
|ini〉 in which the system is prepared. For a given initial
state |ini〉, the exact time evolution of the system state
|Ψ(t)〉 is given by |Ψ(t)〉 = exp (−iHˆt)|ini〉. This state
can be directly compared with the dynamics carried by
the effective Hamiltonian |ψ(t)〉 = exp (−iHˆefft)|ini〉.
In this way one can define the time-dependent fidelity
F(t) as the overlap between temporal states of the sys-
tem
F(t) = ‖〈Ψ(t)|ψ(t)〉‖2. (12)
Of course the fidelity (12) varies in time. Therefore, in-
stead of considering the fidelity F(t), we focus on some
initial time period 0 ≤ t ≤ τ and we find the mini-
mal value Fmin = min{F(t) : 0 ≤ t ≤ τ} reached by
the fidelity in this period. In the following we choose
τ = 12pih¯/J0, i.e., a quite large multiple of the natural
time scale pih¯/J0 related to the time which is needed for
a non-interacting system to return to its original state.
We choose Q and W to maximize Fmin, thus the ef-
fective two-mode model recovers the exact dynamics of
the system as much as possible. The simplest way to
find the optimal values of W and Q, which we denote
W0 and Q0, for a system with given parameters λ and
g is to examine properties of Fmin as a function of W
and Q. From our numerical calculations it follows that
Fmin(W,Q) has a global maximum for a well defined pair
(W0, Q0). For example, in Fig. 1 we plot the minimal fi-
delity Fmin for a single choice of the parameters (λ = 1
and g = 0.7) and the initial state |0, 3〉 = 1√
3!
(aˆ†R0)
3|vac〉,
i.e., the state with all three bosons initially localized in
the right well. It should be stressed that the values of
W0 and Q0 are not necessarily directly related to the
actual three-body corrections derivable in perturbation
theory. Rather, these values, when optimized, effectively
encompass several different N -body corrections.
To show that incorporating three-body corrections in-
deed significantly increases accuracy of the two-mode ap-
proximation, in Fig. 2 we compare the population of the
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FIG. 1. The fidelity Fmin as a function of the coefficients W
and Q, for the case λ = 1, g = 0.7ER/k. A single, clear
peak is visible, with the maximum fidelity corresponding to
the point W0 ≈ −0.0147, Q0 ≈ 0.0068.
right well NR(t) predicted by the exact Hamiltonian Hˆ
NR(t) =
∞∫
0
〈Ψ(t)|Ψˆ†(x)Ψˆ(x)|Ψ(t)〉dx (13)
with corresponding quantities predicted by Hˆ2mode and
Hˆeff.
In the considered range of interactions and barrier
heights, the population NR(t) displays a characteristic
oscillatory behavior. When the interactions are not neg-
ligible, the dynamics of the traditional two-mode model
(red, dashed line) clearly deviates from the exact dy-
namics (black line), underestimating (for repulsive in-
teractions) or overestimating (for attractive interactions)
the oscillation frequency. However, when the three-body
corrections are incorporated into the two-mode model,
there is a significant improvement of the predictions. The
extended two-mode model with three-body corrections
(blue line) recovers the exact time evolution of the pop-
ulation with nearly perfect accuracy, for both attractive
and repulsive interactions.
As an additional demonstration of the improvement
granted by the extended model, in Fig. 3 we show the
evolution of F(t) over a long timescale, for various inter-
action strengths with fixed lattice depth λ = 1.0. In the
traditional two-mode model, the overlap of the approxi-
mate system state with the exact state drops to zero fairly
quickly. While F(t) subsequently goes through revivals,
the average fidelity over a long time is significantly be-
low 1. The extended model with three-body corrections,
on the other hand, recovers the exact system state very
closely even for long times, and the fidelity drops very
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FIG. 2. The time evolution of the population in the right
well NR(t) as governed by the full Hamiltonian Hˆ (black,
solid line), the standard two-mode Hamiltonian Hˆ2mode (red,
dashed), and the extended two-mode Hamiltonian with three-
body interactions Hˆeff (blue, dotted). The optimal three-
body parametersW0, Q0 are determined by maximising Fmin.
Note, that appropriate three-body terms lead to very good
predictions of the exact dynamics. Coefficients (W0, Q0) and
interaction strength g are given in units of ER and ER/k,
respectively.
slowly.
The optimal values W0 and Q0 obtained for different
interactions g and barriers λ are shown in Fig. 4. For con-
venience, they are expressed in units of the on-site two-
body interaction energy U as a natural point of compari-
son of interactions in a given system. As shown in Fig. 4,
W0/U scales linearly with the interaction strength g, thus
W0 is an almost precisely quadratic function of g (U is
proportional to g). The behavior of W0/U is consistent
with theoretically expected trends in W0, as the dom-
inant contribution to the on-site three-body correction
originates from second-order virtual processes [8]. Note,
however, that W0/U has different slopes in the repulsive
and the attractive regimes. This fact may be viewed as
a result of creation of bounding pairs in the attractive
regime leading directly to nonnegligible corrections from
higher order processes.
We notice that the on-site three-body interaction W0
is negative in the repulsive interaction (g > 0) as well
as in the attractive interaction case (g < 0). This result
can be explained intuitively when one considers how the
N -body corrections change the shape of on-site orbitals.
Repulsive interactions lead effectively to a broadening of
the single-particle orbital. In consequence the value of
the on-site interaction term U , assuming that the shapes
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FIG. 3. The time evolution of the fidelity F(t) for the
standard two-mode Hamiltonian Hˆ2mode (red, dashed) and the
extended two-mode Hamiltonian with three-body interactions
Hˆeff (blue, solid), for various interaction strengths in a shal-
low well (λ = 1.0). The fidelity in the extended Hˆeff model
stays near 1 even for long times, unlike the fidelity of the
standard Hˆ2mode model. Coefficients (W0, Q0) and interaction
strength g are given in units of ER and ER/k, respectively.
of the orbitals are interaction-independent, overestimates
the interaction energy. Therefore, the on-site three-body
correction has to be negative. In contrast, for attractive
interactions the two-body term U underestimates the en-
ergy (understood as its absolute value) since in this case
orbitals become squeezed. As a result, the on-site three-
body correction W has to be also negative.
For completeness, we also plot the slope of W0/U , as
a function of λ in the vicinity of g = 0, i.e., |g| ∈ [0, 1]
(inset in Fig. 4). The slope decreases with rising barrier
height, indicating that the magnitude of the on-site three-
body correction (when compared to the two-body terms)
decreases as the barrier becomes higher. This observation
is consistent with the fact that an influence of higher
bands is smaller for deeper lattices since the band-gap
between the ground and excited states becomes larger
[55].
The behavior of the tunneling induced by three-body
interactions of Q0/U is quite different. As it is seen in
the bottom panel in Fig. 4, its magnitude grows as the
interaction strength increases and, in contrast to W0, it
is quite far from the quadratic behaviour. Within the ex-
amined range of experimental regimes the value of Q0/U
is always positive. It means that a strength of an ef-
fective single-particle tunneling decreases (single-particle
tunneling has opposite sign). This result is fully consis-
tent with findings in [13], where, for bosons in an optical
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FIG. 4. The values of W0/U (top) and Q0/U (bottom) as
a function of interaction g and barrier height λ for a system
initially prepared in the state |0, 3〉. In the considered range
of interactions a linear regression of W0/U indicates that W0
is quadratic in g. Inset: the slope of a linear fit to W0/U for
different barrier heights λ, for repulsive (black lower line) and
attractive (red upper line) interactions. Note that the slope
decreases with increasing λ.
lattice, the perturbative correction was found to decrease
the tunneling under similar conditions.
The magnitude of the tunneling correction Q0 is in
general much smaller than the on-site three-body correc-
tion W0. For a low potential barrier (λ = 1) Q0 is one
order of magnitude smaller than W0. For higher barriers
the ratio quickly drops, and for λ = 1.6 Q0 is almost two
orders of magnitude smaller than W0. This trend is also
consistent with intuitive expectations, since the role of
first-order tunneling effects should naturally decrease as
the height of the inter-well barrier grows [52].
Although Q0 is one (or two) order(s) of magnitude
smaller than W0, in general it cannot be neglected when
the dynamical properties of the system are studied. This
fact is demonstrated in Fig. 5. In the left panel we com-
pare the fidelity Fmin for various approximations of the
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FIG. 5. Left panel: The fidelity Fmin as a function of g when
the dynamics is governed by the standard two-mode Hamilto-
nian Hˆ2mode (red dashed (lower) line), the extended two-mode
Hamiltonian Hˆeff (blue solid line), and the extended two-
mode Hamiltonian Hˆeff without interaction-induced tunnel-
ing (Q = 0) (green dashed (upper) line). For Q = 0, a value
of W0 was chosen that maximizes Fmin within the Q = 0
constraint. Results are shown for various barrier heights λ.
For shallow wells the fidelity of the standard two-mode model
Hˆ2mode drops rapidly close to 0. Three-body on-site interaction
improves significantly the accuracy of the model. For deep
wells the tunneling correction controlled by Q0 does not play
a significant role. Right panel: Time evolution of the right-
well population NR(t) as governed by the full Hamiltonian
Hˆ (black solid line), the Hamiltonian Hˆeff with (blue dotted
line) or without (green dashed line) the single-particle tunnel-
ing correction term. The inaccuracy that results from omit-
ting the tunneling correction is apparent for shallow wells.
Hamiltonian Hˆ as a function of interaction strength g.
The red, dashed line shows the fidelity Fmin obtained for
the basic two-mode model Hˆ2mode. The blue line shows
Fmin when both three-body corrections are incorporated
and the system is described by the Hamiltonian Hˆeff.
The green line shows Fmin for a specific effective Hamilto-
nian Hˆeff assuming that the tunneling induced by three-
body interactions can be neglected, i.e., Q ≡ 0 and the
value of W0 is chosen anew to optimize Fmin under this
condition. As it is seen, the three-body correction con-
trolled by Q0 becomes important for shallow barriers.
To give a better understanding of this observation, in
the right panel in Fig. 5 we qualitatively compare NR(t)
predicted by different approximations for three different
lattice depths. As it is seen, for a small barrier height
(λ = 1.0), there is an increasing discrepancy between the
models. Indeed, the difference becomes much smaller
when the barrier height is increased (see caption of Fig.
5 for details).
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|0, 4〉 (green line, circles) and different values of repulsive (top
panel) and attractive (bottom panel) interactions (g is in the
range −1.5 to 1.5 with a step size of 0.1, in units of ER/k).
All results are obtained for a specific height of the barrier,
λ = 1.
V. ROLE OF THE INITIAL STATE
Up to now, all results were obtained for a specific ini-
tial state of three bosons |0, 3〉, i.e., the state with three
bosons occupying a single well. If we interpret the three-
body corrections W0 and Q0 as the actual magnitudes
of effective three-body interactions derived from under-
lying physical processes, they should be almost insensi-
tive to the initial state. However, as noted previously, in
our approach these terms encompass the effects of sev-
eral different corrections and they do not correspond ex-
actly to specific phenomena. It is therefore possible that
their optimal values depend on the initial state. A natu-
ral question arises regarding the robustness of our effec-
tive three-body correction approach when different initial
states and higher number of particles are considered.
Therefore, in the following, we examine the dynam-
ical properties for two other initial states: |1, 2〉 =
1√
2!
(aˆ†R0)
2aˆ†L0|vac〉 and |0, 4〉 = 1√4! (aˆ
†
R0)
4|vac〉. In both
cases we optimise the three-body corrections W and Q
and compare them to those obtained previously for the
7state |0, 3〉. We find that, while for other initial states
it is still possible to attain a significant improvement in
the fidelity Fmin, the optimal values W0 and Q0 are in
general different depending on the initial state.
The results for the double-well potential with barrier
λ = 1 are summarised in Fig. 6. The plotted data points
in (W0, Q0) space correspond to various values of g (top
and bottom panel are for repulsive and attractive interac-
tions, respectively). The three different colors correspond
to the different initial states of the system (blue for |0, 3〉,
red for |1, 2〉, and green for |0, 4〉 ). First, we compare
the results for the two initial states |0, 3〉 and |1, 2〉 with
the same total number of particles. For weak interac-
tions |g|, the resulting three-body corrections are similar
for both states, regardless of the initial state. Note that
for stronger interactions the difference between the on-
site three-body correction W0 for the two initial states
remains almost negligible (for g = 1.5 the difference is
of the order of 10%). In contrast, the tunnelling correc-
tion Q0 is strongly dependent on the initial state. There
is only a finite range of weak interactions within which
the two values of Q0 are still reasonably similar. For the
case considered, i.e., barrier height λ = 1, this range is
approximately −0.6 ≤ g ≤ 1.0. Beyond this range, the
values of Q0 are essentially different for different initial
states, and in the most extreme case studied, g = −1.5,
the difference is of the order of 300%.
The situation is even more complicated in the case of
four bosons, |0, 4〉 (green lines). Indeed, for N = 4 the
optimal value W0 as well as Q0 is essentially different
from those obtained in the case of three bosons. This
means that, although three-body corrections W0 and Q0
can be nicely fitted to obtain appropriate predictions for
the dynamics in different scenarios, their values are not
universal and depend on the initial state as well as on
the interaction strength. In general, the universal pair
(W0, Q0) leading to high fidelity of the dynamics regard-
less of initial state does not exist. However, within a
limited range of interactions g, the same pair (W0, Q0)
can be used equally well for the two initial states |0, 3〉
and |1, 2〉. From this point of view, the approximate
Hamiltonian Hˆeff should be treated as an effective state-
dependent description, not derivable solely from the fun-
damental many-body Hamiltonian.
VI. CONCLUSIONS
We studied the dynamics of a few-boson system con-
fined in a one-dimensional double-well potential. We in-
troduced an extended two-mode model by taking into
account two effective three-body interactions, i.e., on-
site three-body interaction and three-body interaction-
induced tunneling. Rather than including exact values of
perturbative corrections to the interactions, we encom-
pass different effects of multiple corrections by adding
only two effective interaction terms. Their optimal val-
ues were obtained by maximizing the minimal value of
the fidelity which measures the overlap between the time
evolution of the states governed by the exact Hamilto-
nian and the extended two-mode model. We compared
the dynamics of the population in the right well for dif-
ferent Hamiltonians, and found that the exact dynamics,
which clearly deviated from the dynamics of the two-
mode model, were well approximated by the extended
two-mode model with nearly perfect accuracy. The be-
haviors of the optimal values of the two three-body pa-
rameters were investigated. In particular, the quadratic
form in on-site three-body interaction agrees with the
theoretical prediction. By studying the dynamics gov-
erned by the extended two-mode models with and with-
out interaction-induced tunneling (which was small com-
pared to the on-site three-body interaction), we found
that the discrepancy between these two models was in-
creasing with stronger interactions, thus the necessity of
interaction-induced tunneling was validated. Finally, we
examined the robustness of the two three-body parame-
ters to different initial states and observed that both of
them are sensitive to the initial states when the interac-
tion strength is strong.
In order to fully verify the universality of our model,
we also tested it for a differently shaped double-well po-
tential. It is given by a combination of a harmonic
oscillator well of frequency ω with a Gaussian-shaped
barrier of height regulated by parameter λ. Assuming
harmonic-oscillator units, where energy is given in h¯ω
and position in
√
h¯/mω, the potential can be written
as V (x) = x2/2 + λ exp
(−x2/2). We have confirmed
that for a system in this potential our model still func-
tions properly. It is still possible to find optimal values of
(W,Q) such that the Hamiltonian Hˆeff recovers the ex-
act dynamics properly, showing that the usefulness of the
model is independent of the fine details of the potential
shape.
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