Non-coercive transmission problems in polygonal domains. -- Probl\`emes
  de transmission non coercifs dans des polygones by Dauge, Monique & Texier, Benjamin
ar
X
iv
:1
10
2.
14
09
v1
  [
ma
th.
NA
]  
7 F
eb
 20
11
Proble`mes de transmission non coercifs dans des
polygones
Monique Dauge et Benjamin Texier
Abstract
Nous de´montrons que la the´orie de Kondratev (1967) pour les domaines a` coins
s’e´tend au cas d’un problme de transmission scalaire entre deux mate´riaux de forme
polygonale si le contraste entre ces deux mate´riaux est ne´gatif et diffe´rent de −1 .
Note. Ce texte a e´te´ re´dige´ a` l’issue du stage de Benjamin TEXTIER pour sa
premie`re anne´e a` l’ENS Lyon. Il est paru comme pre´publication de l’IRMAR (Uni-
versite´ de Rennes 1) en de´cembre 1997 avec le nume´ro 97-27. Ce travail ayant
maintenant des applications en relation avec les me´ta-mate´riaux, les deux auteurs
ont de´cide´ de le de´poser sur des serveurs d’archives ouvertes (HAL et arXiv) en
fe´vrier 2011.
1 Pre´sentation du proble`me
Un proble`me de transmission scalaire d’ordre 2 pose´ sur un domaine plan borne´ Ω peut
s’exprimer comme proble`me variationnel associe´ a` une forme biline´aire b de la forme
∀ u, v ∈ H1(Ω), b(u, v) =
∫
Ω
a∇u∇v,
ou` a est une fonction a` valeurs matrices 2×2 de´finie sur Ω et re´gulie`re par morceaux sur
une partition finie (Ωj) de Ω . Les solutions de tels proble`mes satisfont des conditions
de saut sur leurs de´rive´es normales aux interfaces entre les sous-domaines Ωj ou` a est
discontinue. De tels proble`mes sont lie´s aux e´quations de Maxwell dans des mate´riaux
he´te´roge`nes.
Si la fonction a satisfait une condition de positivite´ uniforme du type
∃ρ0, ρ1 > 0, ∀x ∈ Ω, ρ0|ξ|
2 ≤ (a(x)ξ · ξ¯) ≤ ρ1|ξ|
2
la forme b est coercive sur H1(Ω) , et le proble`me de transmission peut eˆtre qualifie´
d’elliptique.
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Par contre se pre´sente aussi la situation, en liaison avec l’application aux e´quations de
Maxwell pre´-cite´e (intervention de mate´riau supra-conducteur), ou` a est positif dans cer-
tains sous-domaines et ne´gatif dans les autres. Ici se pose alors la question de l’ellipticite´
du proble`me de transmission, en plus du comportement de la solution au voisinage des
e´ventuelles irre´gularite´s de la frontie`re des Ωj .
Ici, nous allons, dans un cadre tre`s simple, e´tudier ces questions, a` savoir l’ellipticite´
la long d’une interface re´gulie`re ainsi que le comportement au voisinage d’un coin entre
deux sous-domaines. Ainsi, nous conside´rons comme domaine un rectangle Ω qui se
de´compose en 2 sous-domaines Ω− et Ω+ , ou` Ω− est un rectangle contenu dans Ω , et
Ω+ son comple´mentaire.
On s’inte´resse a` la re´solution du proble`me de transmission avec condition de Dirichlet
exte´rieure :
∀ v ∈ H10(Ω),
∫
Ω
a∇u∇v − f v = 0, (1.1)
ou` a est une fonction constante par morceaux:
a =
{
a+ Id dans Ω+
a− Id dans Ω−,
et ou` le second membre f est suppose´ appartenir a` L2(Ω) .
L’e´tude qui suit traite le cas a− a+ < 0 , le cas a− a+ > 0 e´tant bien connu, voir
NICAISE [3]. Etant donne´e u ∈ H10 (Ω) solution de (1.1), on se propose d’en e´tudier la
structure, la difficulte´ venant de a− a+ < 0 et de la pre´sence des coins.
On notera u+ pour u|Ω+ et u− pour u|Ω− . D’apre`s (1.1):
∀ v ∈ D(Ω+), −
∫
Ω+
a+∆u+ v =
∫
Ω+
f+ v.
Donc:
−a+∆u+ = f+,
et, de meˆme: −a−∆u− = f−. Alors, si on inte`gre (1.1) par parties, on obtient, pour tout
v ∈ D(Ω) la condition suivante sur l’interface ∂Ω+ ∩ ∂Ω− (qui est e´gale a` ∂Ω− ) entre
Ω+ et Ω− : ∫
∂Ω
−
(a+∂n+u+ + a−∂n−u−) v = 0. (1.2)
La solution u n’e´tant a priori que dans H1(Ω) , (1.2) a seulement un sens comme dualite´
entre H−1/2(∂Ω−) et H1/2(∂Ω−) . L’e´tude qui suit montre qu’en re´alite´, u est H2 ,
sauf peut-eˆtre au voisinage des coins, ce qui donne un sens usuel de trace aux de´rive´es
normales.
Apre`s le choix d’une normale ( ∂n = ∂n+ , par exemple), on obtient la condition dite
de transmission:
a+ ∂nu+ − a− ∂nu− = 0, sur ∂Ω− .
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Il re´sulte de l’ellipticite´ du Laplacien que u+ est dans H2loc(Ω+) et u− dans H2loc(Ω−).
La condition de Dirichlet e´tant elliptique, on a aussi la re´gularite´ H2 pour u au voisinage
de tout point du bord externe ∂Ω qui ne rencontre pas l’un des sommet de Ω . De plus,
comme les angles de Ω sont π/2 , le principe de re´flexion (et aussi la the´orie ge´ne´rale du
Laplacien dans un polygone, voir GRISVARD [1]) montre que u est aussi H2 au voisi-
nage des coins de Ω . Il reste donc a` e´tudier u au voisinage des points de l’interface
∂Ω− .
Dans la section 2, on va montrer que si a+a− 6= −1 , u+ et u− ont la re´gularite´
H2 au voisinage de tout point re´gulier de l’interface. Dans la section 3, on va montrer
que, sous la meˆme condition a+a− 6= −1 , le comportement de u au voisinage des
coins de Ω− (interface a` coin) rele`ve de la the´orie ge´ne´rale des proble`mes elliptiques
dans les ouverts a` coins: selon la valeur du rapport µ := a+/a− , on obtiendra, soit la
re´gularite´ H2 de u+ et u− , soit une de´composition en parties re´gulie`re et singulie`re.
Nous concluons en section 4 par quelques persepectives.
2 Etude au voisinage d’une interface
On se place maintenant au voisinage d’un point de ∂Ω− qui ne rencontre aucun coin.
Dans une premie`re partie, on tronque u pour pouvoir se placer dans R2 tout entier. Puis,
par transformation de Fourier partielle et un changement de variable, on aboutit a` l’e´tude
d’un proble`me a` une dimension. On de´duit de son e´tude une proprie´te´ de re´gularite´ locale
pour u .
2.1 Localisation
Soit (x0, y0) un point de l’interface: on suppose que l’interface est localement contenue
dans la droite d’e´quation y = y0 . Soit χ0 ∈ D(R) , valant 1 au voisinage de 0 et a`
support suffisamment petit et soit χ ∈ D(R2) de´fini par χ(x, y) = χ0(x−x0)χ0(y−y0) .
Alors, pour v ∈ H1(Ω) :
∫
Ω
a∇(χu)∇v =
∫
Ω
a
(
∇u∇(χv) + u∇χ∇v − v∇u∇χ
)
.
En inte´grant par parties:
∫
Ω+
a+u∇χ∇v = −
∫
Ω+
div(a+u∇χ) v +
∫
∂Ω+
a+uv ∂nχ,
et de meˆme sur Ω− . Par choix de χ , ∂nχ = 0 . On a donc:∫
Ω
a∇(χu)∇v =
∫
Ω
(
χf + a∇u∇χ+ div(a u∇χ)
)
v.
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Or, div(a u∇χ) = ∂x(a u ∂xχ) + ∂y(a u ∂yχ) = a
(
∂x(u ∂xχ) + ∂y(u ∂yχ)
)
, car ∂yχ =
0 a` l’interface. Par suite, comme u ∈ H1(Ω) , la fonction g de´finie par g = χf +
a∇u∇χ+ div(a u∇χ) est dans L2(Ω) . Ainsi:
∀ v ∈ H10 (Ω),
∫
Ω
a∇(χu)∇v =
∫
Ω
g v.
Donc, si on note u˜ le prolongement de χu par 0 a` tout R2 et de meˆme g˜ le prolonge-
ment de g par 0 , et en posant (x0, y0) = (0, 0) , et a˜ =
{
a+ pour y > 0
a− pour y < 0
:
∀ v ∈ H1(R2),
∫
R2
a˜∇u˜∇v =
∫
R2
g˜ v. (2.1)
2.2 Re´gularite´
On part maintenant de l’e´quation (2.1), et on renote u˜ par u et g˜ par g dans cette sous-
section 2.2. En proce´dant comme dans la section 1, on voit que u ve´rifie les e´quations:
{
−a+∆u+ = g+ pour y > 0,
−a−∆u− = g− pour y < 0.
Appliquons la transformation de Fourier partielle par rapport a` x :
a+ (ξ
2 − ∂2y) uˆ+(ξ, y) = gˆ+(ξ, y), ∀ ξ ∈ R, y ∈ R+,
de meˆme pour y < 0 . En effectuant le changement de variable y˜ = |ξ| y (et ou` y˜ est
imme´diatement renote´ y ), on a :
a
−
+ (1− ∂2y) uˆ−+(ξ,
y
|ξ|
) =
1
ξ2
gˆ
−
+(ξ,
y
|ξ|
).
Le changement de variable pre´ce´dent permet ainsi de fixer ξ = 1 . On conside`re main-
tenant un proble`me a` une dimension, la variable e´tant y .
Notons h(y) = 1
ξ2
gˆ(ξ, y
|ξ|
) , et E = H1(R) ∩
(
H2(R−)×H
2(R+)
)
i.e.
E =
{
w ∈ H1(R) | w− ∈ H
2(R−) et w+ ∈ H2(R+)
}
.
On s’inte´resse au proble`me :
Trouver w ∈ E tel que ∀ v ∈ H1(R),
∫
R
a˜ (w v +∇w∇v)− h v = 0. (2.2)
Supposons connaıˆtre w ∈ E ve´rifiant (2.2). Alors, en choisissant v dans D(R+) et
en inte´grant par parties, on obtient comme dans la section 1:
a+ (w+ − w
′′
+) = h+ et a− (w− − w
′′
−) = h−.
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En reprenant (2.2), on obtient la condition de transmission:
a+w
′
+(0) − a− w
′
−(0) = 0 .
Conside´rons alors la solution w0 = (w0,−, w0,+) ∈ H10 (R−) ×H10 (R+) du proble`me de
Dirichlet:
a−(w0,− − w
′′
0,−) = h− , a+(w0,+ − w
′′
0,+) = h+.
On sait que w0,− ∈ H2(R−) et w0,+ ∈ H2(R+) . Si on pose w1 = w − w0 , alors
ne´cessairement:

w1,− − w
′′
1,− = 0, w1,+ − w
′′
1,+ = 0,
w1,−(0) = w1,+(0),
a+ w
′
1,+(0)− a− w
′
1,−(0) = a− w
′
0,−(0)− a+ w
′
0,+(0).
En posant α = a−w′0,−(0)− a+ w′0,+(0) , on a ne´cessairement, si a+ + a− 6= 0 :
w1,
−
+ =
α
a+ + a−
e
−
+y. (2.3)
D’ou` l’unicite´ de la solution de (2.2). Re´ciproquement, en posant (2.3) et w = w0 + w1 ,
w est solution de (2.2), d’ou` l’existence.
Alors, notant E˜ = H1(R)∩
{
v ∈ H2(R−)×H
2(R+) , a+ v
′
+(0)− a− v
′
−(0) = 0
}
,
si a+ + a− 6= 0 :
E˜ −→ L2(R−)× L
2(R+)
v −→ (v− − v
′′
− , v+ − v
′′
+)
est line´aire, continue, bijective d’apre`s ce qui pre´ce`de, donc ouverte. D’apre`s le the´ore`me
de Banach:
∃C > 0, ‖w
−
+‖
H2(R
−
+)
6 C
(
‖h−‖L2(R
−
)
+ ‖h+‖L2(R+)
)
. (2.4)
Avec (2.4), il suffit maintenant de remonter les calculs pre´ce´dents pour obtenir le
re´sultat de re´gularite´ annonce´. En se plac¸ant par exemple au-dessus de l’interface:
‖w+‖
2
H2(R+)
6 C ‖h‖
2
L2(R)
.
On applique ceci pour w(y) = uˆ(ξ, y
|ξ|
) et h(y) = 1
ξ2
gˆ(ξ, y
|ξ|
) . Or,
‖∂jyw+‖
2
L2(R+)
= |ξ|1−2j
∫
R+
|∂jyuˆ|
2 dy pour j = 0, 1, 2.
Donc
‖ξ2uˆ‖
L2(R+)
+ ‖ξ∂yuˆ‖L2(R+)
+ ‖∂2y uˆ‖L2(R+)
6 C ‖gˆ‖
L2(R)
. (2.5)
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Or la caracte´risation de H2(R2+) par transformation de Fourier partielle est
‖v‖
2
H2(R2
+
)
≃
∫
R+
‖v(ξ, ·)‖
2
H2(R+, |ξ|)
dξ (2.6)
ou` la norme a` parame`tre ‖ · ‖
H2(R+, ρ)
est de´finie pour ρ > 0 et z ∈ H2(R+) :
‖z‖
2
H2(R+, ρ)
= ‖(1 + ρ)2z‖
2
L2(R+)
+ ‖(1 + ρ) ∂z‖
2
L2(R+)
+ ‖∂2z‖
2
L2(R+)
. (2.7)
L’espace H1(R2+) a bien suˆr une caracte´risation analogue. Pour ρ grand:
‖z‖
2
H2(R+, ρ)
≃ ‖ρ2z‖
2
L2(R+)
+ ‖ρ ∂z‖
2
L2(R+)
+ ‖∂2z‖
2
L2(R+)
.
Pour les ρ petits, il reste un terme H1 a` droite. Donc (2.5) donne:
‖uˆ(ξ, ·)‖
2
H2(R+, |ξ|)
6 C
(
‖gˆ(ξ, ·)‖
2
L2(R)
+ ‖uˆ(ξ, ·)‖
2
H1(R+, |ξ|)
)
.
Ainsi, de´duit-on de (2.6) que:
‖u‖
2
H2(R2
+
)
6 C
(
‖g‖
2
L2(R2)
+ ‖u‖
2
H1(R2
+
)
)
. (2.8)
Revenant a` la situation ante´rieure de u solution du proble`me (1.1), et combinant
(2.8), valable pour χu , avec les estimations elliptiques classiques au voisinage des points
inte´rieurs de Ω
−
+ et des points re´guliers de ∂Ω , et les estimations de re´gularite´ au voisi-
nage des coins externes de ∂Ω , nous obtenons:
The´ore`me 2.1 On suppose que a+a− 6= −1 . Soit u ∈ H10 (Ω) , solution du proble`me
(1.1). Soit Ω1 un ouvert de R2 tel que Ω1 ne rencontre pas les coins de transmission
(les coins de Ω− ), et soit Ω2 tel que Ω1 ⊂ Ω2 . On note Ω1,
−
+ = Ω
−
+ ∩ Ω1 . Alors
u = (u−, u+) ∈ H
2(Ω1,−)×H
2(Ω1,+) , avec les estimations:
‖u
−
+‖
H2(Ω
1,
−
+)
6 C
(
‖f‖
L2(Ω2)
+ ‖u‖
H1(Ω2)
)
.
3 Etude au voisinage d’un coin inte´rieur
Dans une premie`re partie, on tronque u a` nouveau, afin de se placer au voisinage d’un
coin de transmission, ou` Ω− et Ω+ coı¨ncident respectivement avec un voisinage de 0
des secteurs Γ− et Γ+ qui forment une de´composition de Γ = R2 : en coordonne´es
polaires (r, θ) ,
Γ− =
{
(x, y), r ∈ R+, θ ∈ (0, π/2)
}
, Γ+ =
{
(x, y), r ∈ R+, θ ∈ (π/2, 2π)
}
.
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Puis, avec h = r2g ou` g ∈ L2(Γ) est un nouveau second membre apre`s localisation,
l’e´tude du symbole Mellin L (λ) de notre proble`me de transmission au voisinage de 0
va fournir un u0 de re´gularite´ H2 dans un voisinage de 0 , tel que:
L (λ) uˆ0(λ) = hˆ(λ)
pour tout λ sur une certaine droite Reλ = constante. Une extension de la formule des
re´sidus permet alors comparer u0 et u .
Dans toute la section 3, on note z− = z|Γ
−
et z+ = z|Γ+ , pour toute fonction z
de´finie sur R2 , et aussi G− = (0, π/2) , G+ = (π/2, 2π) et G le cercle unite´ R/2πZ .
3.1 Localisation
Soit r 7→ χ(r), χ ∈ D(R+) , a` support compact, et qui vaut 1 au voisinage de 0 . Alors,
∂θχ = 0 . Avec un tel χ , on peut reprendre les calculs de la sous-section 2.1, pour
obtenir: ∫
Ω
a∇(χu)∇v =
∫
Ω
(
χf + a∇u∇χ+ div(a u∇χ)
)
v.
Or, div(a u∇χ) = ∂r(a u ∂rχ) par choix de χ , donc g = χf + a∇u∇χ + div(a u∇χ)
est dans L2(Ω) . Apre`s prolongement par ze´ro :
∀ v ∈ H1(R2),
∫
R2
a˜∇u˜∇v =
∫
R2
g˜ v , (3.1)
ou` a˜ est e´gal a` a+ sur Γ+ et a` a− sur Γ− .
3.2 Transformation de Mellin et espaces a` poids
La transformation de Mellin est une transformation de Fourier–Laplace (i.e. a` argument
complexe) radiale. Elle caracte´rise particulie`rement bien les espaces a` poids suivants dont
l’introduction est classique dans la the´orie des proble`mes a` coins, voir KONDRAT’EV [2].
Dans cette sous-section, Γ de´signe un secteur plan:
Γ =
{
(x, y), r ∈ R+, θ ∈ G
}
.
Definition 3.1 Soit s ∈ N et γ ∈ R ,
Ksγ(Γ) =
{
v ∈ L2loc(Γ), r
|α|−s+γ∂αx v ∈ L
2(Γ), ∀α ∈ N2, |α| 6 s
}
avec la norme ‖v‖2
Ksγ(Γ)
=
∑
|α|≤s ‖r
|α|−s+γ∂αv‖
2
L2(Γ)
.
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Pour v ∈ D(R+) , la transformation de Mellin de v est note´e vˆ et est de´finie pour
tout λ ∈ C par la formule
vˆ(λ) =
∫ +∞
0
r−λ v(r)
dr
r
.
Si on pose t = log r , v˘(t) = v(r) , et λ = ξ + iη , alors vˆ(λ) est la transforme´e de
Fourier de t 7→ e−ξt v˘(t) calcule´e en η .
Si v ∈ D(Γ \ {0}) , v s’e´crit en coordonne´es polaires v(x) = v˜(r, θ) , et on de´finit
alors la transforme´e de Mellin de v par la formule:
vˆ(λ, θ) =
∫ +∞
0
r−λ v˜(r, θ)
dr
r
.
L’e´galite´ de Parseval permet de de´montrer:
Lemme 3.2 Soit γ ∈ R et ξ = −γ − 1 . Si v ∈ K0γ(Γ) , alors la transformation de
Mellin de v est bien de´finie pour tout λ = ξ + iη , (η ∈ R) , et
(η, θ) 7→ vˆ(ξ + iη, θ) ∈ L2(R×G).
La re´ciproque est vraie et on a l’e´quivalence:
‖v‖
K0
γ
(Γ)
≃
(∫
R
‖vˆ(ξ + iη)‖
2
L2(G)
dη
)1/2
.
En e´tudiant l’effet du changement de variables x 7→ (r, θ) 7→ (t, θ) sur les ope´rateurs
de de´rivation, on peut e´tendre le lemme pre´ce´dent aux espaces Ksγ(Γ) pour s ∈ N :
Lemme 3.3 Soit γ ∈ R et s ∈ N , on pose ξ = s− γ − 1 .
• Si v ∈ Ksγ(Γ) , alors η 7→ vˆ(ξ + iη, ·) ∈ L2(R, Hs(G)) .
Plus pre´cise´ment, on a l’e´quivalence:
‖v‖
Ksγ(Γ)
≃
(∫
R
‖vˆ(ξ + iη)‖
2
Hs(G, |η|)
dη
)1/2
ou` pour ρ > 0 ,
‖v‖
2
Hs(G, ρ)
=
∑
β1+β2=s
‖(1 + ρ)β1∂β2v‖
2
L2(G)
.
• Re´ciproquement, si V (λ) est de´finie pour Reλ = ξ de sorte que η 7→ V (ξ+ iη, ·)
soit dans L2(R, Hs(G)) avec la condition∫
R
‖V (ξ + iη)‖
2
Hs(G, |η|)
dη <∞
alors, pour tout λ de partie re´elle e´gale a` ξ , V (λ) est la transforme´e de Mellin
d’une fonction v ∈ Ksγ(Γ) , et on a:
v˜(r, θ) =
1
2π
∫
R
rλV (λ, θ) dη. (3.2)
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3.3 Inversibilite´ du symbole Mellin
On repart maintenant du proble`me (3.1) ou` on renote u˜ par u et −g˜ par g . Inte´grant
par parties, on obtient que:
{
a
−
+∆u
−
+ = g
−
+ dans Γ
−
+,
a+∂nu+ − a−∂nu− = 0 sur ∂Γ+ ∩ ∂Γ−,
(3.3)
avec u ∈ H1(Γ) ∩
(
H2loc(Γ− \ {0})×H
2
loc(Γ+ \ {0})
)
, cf The´ore`me 2.1, et g ∈ L2(Γ) ,
tous deux a` support compact.
En appliquant la transformation de Mellin au proble`me (3.3), on obtient l’expression
de L (λ) :
L (λ) : Eˆ −→ L2(G−)× L
2(G+)
W −→
(
a−(λ
2 + ∂2θ )W− , a+(λ
2 + ∂2θ )W+
)
ou` Eˆ = H1(G) ∩
{
W ∈ H2(G−)×H
2(G+) , a+W
′
+ − a−W
′
− = 0 sur ∂G− ∩ ∂G+
}
.
On se fixe λ ∈ C . On e´tudie l’inversibilite´ de L (λ) .
Injectivite´: Soit W ∈ Eˆ tel que L (λ)W = 0 . On a donc les conditions de transmis-
sion: 

W+(2π)−W−(0) = 0,
a+W
′
+(2π)− a−W
′
−(0) = 0,
W+(ω)−W−(ω) = 0,
a+W
′
+(ω)− a−W
′
−(ω) = 0,
ou` ω = pi
2
, la premie`re et la troisie`me provenant du fait que W ∈ H1(G) . Par ailleurs,
L (λ)W = 0 donne aussi :
∀ θ /∈ {0,
π
2
, 2π}, (λ2 + ∂2θ )W = 0,
donc il existe α−, α+, β−, β+ tels que W−(λ) = α− cos(λ θ) + β− sin(λ θ) et de meˆme
W+(λ) = α+ cos(λ θ)+β+ sin(λ θ) . En injectant ces solutions dans le syste`me pre´ce´dent,
on obtient: L (λ) est injectif ⇐⇒ A (λ) 6= 0 , ou`, en posant µ = a+/a− :
A (λ) =
∣∣∣∣∣∣∣∣
−1 0 cos 2πλ sin 2πλ
0 −1 −µ sin 2πλ µ cos 2πλ
− cos λω − sin λω cosλω sinλω
sinλω − cosλω −µ sin λω µ cosλω
∣∣∣∣∣∣∣∣
.
On obtient imme´diatement que
A (λ) = (µ2 + 1) sinλω sinλ(2π − ω) + 2µ
(
1− cosλω cosλ(2π − ω)
)
,
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dont on peut montrer qu’il est e´gal a`
A (λ) = (b+ c)(b− c), ou` b = (µ+ 1) sin λπ et c = (µ− 1) sin λ(π − ω).
Surjectivite´: On aboutit au meˆme de´terminant d’ordre deux. Donc L (λ) est injectif si
et seulement si L (λ) est surjectif. On a ainsi obtenu
Lemme 3.4 Si λ 6= 0 , L (λ) est bijectif si et seulement si
(µ+ 1) sin λπ 6= −+ (µ− 1) sinλ(π − ω), avec µ = a+/a−. (3.4)
Ici ω = π/2 et cette valeur particulie`re permet de montrer la proprie´te´ suivante, qui
sera utile pour la de´composition de u :
Lemme 3.5 Si µ est re´el et µ 6= 1 , pour tout λ, Reλ = 1, L (λ) est inversible.
DE´MONSTRATION. En effet pour λ = 1 + iη , la condition (3.4) s’e´crit
−i(µ + 1) sh ηπ 6= −+ (µ− 1) ch(ηπ/2),
dont la seule racine est µ = 1 , η = 0 (proble`me de transmission trivial).
3.4 Calcul des re´sidus
Pour analyser une solution u du proble`me (1.1) au voisinage d’un coin de transmission,
on se place dans le cadre du proble`me (3.3), auquel on applique la transformation de
Mellin. Pour cela, on se rame`ne a` des espaces a` poids Ksγ [Γ) , voir De´finition 3.1. On
remarque d’abord que, comme conse´quence de l’ine´galite´ de Hardy, les fonctions dans
H1(Γ) a` support compact appartiennent a` K1ε (Γ) pour tout ε > 0 .
On se fixe donc ε > 0 , que l’on pourra choisir aussi petit que l’on veut et donc,
u ∈ K1ε (Γ) . Alors, par le Lemme 3.3, applique´ a` Γ− et Γ+ on obtient que pour tout
λ, Reλ = −ε , uˆ(λ) est bien de´finie et on a, en posant h = r2g :
∀λ, Reλ = −ε, L (λ) uˆ(λ) = hˆ(λ).
On rappelle que
Eˆ = H1(G) ∩
{
W ∈ H2(G−)×H
2(G+) , a+W
′
+(2π)− a−W
′
−(0) = 0,
a+W
′
+(
pi
2
)− a−W
′
−(
pi
2
) = 0
}
et que L (λ) est inversible de Eˆ dans L2(G) si et seulement si la condition (3.4) est
ve´rifie´e. On voit ainsi que l’on peut choisir ε > 0 assez petit pour que L (λ) soit
inversible pour tout λ , Reλ ∈ [−ε, 0) .
Graˆce au The´ore`me 2.1, on va de´montrer une estimation sur l’inverse de L (λ) :
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Lemme 3.6 On suppose que a+a− 6= −1 . Soit ξ ∈ R . Alors il existe η0 et C dans
R+ telles que
∀V ∈ Eˆ, ∀λ = ξ + iη avec |η| > η0, ‖V ‖H2(G
−
+, |η|)
6 C ‖L (λ) V ‖
L2(G)
.
DE´MONSTRATION. On va l’obtenir par la me´thode d’addition d’une variable en partant
de l’estimation a priori obtenue dans le The´ore`me 2.1: pour tout v ∈ H10 (Ω) , solution du
proble`me (1.1) avec second membre dans L2(Ω) :
‖v
−
+‖
H2(Γ
1,
−
+)
6 C
(
‖a+∆v+‖L2(Γ2,+)
+ ‖a−∆v−‖L2(Γ2,−)
+ ‖v‖
H1(Γ2)
) (3.5)
avec Γ1 et Γ2 deux couronnes emboıˆte´es (par exemple Γj est l’ensemble des points tels
que r ∈ (2−j, 2j) ). On prend v = χrλV , avec χ a` support dans Γ2 et valant 1 sur Γ1
et par un calcul en coordonne´es polaires on obtient:
‖a
−
+∆v
−
+‖
L2(Γ
2,
−
+)
6 C
(
‖L (λ) V
−
+‖
L2(G)
+ ‖V ‖
H1(G, |η|)
)
,
et
‖v
−
+‖
H2(Γ
1,
−
+)
> c ‖V
−
+‖
H2(G
−
+, |η|)
−M ‖V ‖
H1(G, |η|)
,
les inte´grales en r disparaissant par choix du support de χ et le terme ‖V ‖
H1(G, |η|)
provenant des de´rive´es de χ . En utilisant (3.5) et les deux ine´galite´s pre´ce´dentes, on
obtient:
‖V
−
+‖
H2(G
−
+, |η|)
≤ d1 ‖L (λ) V ‖L2(G) + d2 ‖V ‖H1(G, |η|) .
Or
‖V ‖
H1(G, |η|)
6
1
|η|+ 1
(
‖V−‖H2(G
−
, |η|)
+ ‖V+‖H2(G+, |η|)
)
.
Ainsi pour |η| assez grand, d2‖V ‖H1(G, |η|) se majore par la moitie´ du membre de gauche
de l’avant-dernie`re estimation, ce qui permet de prouver le lemme.
Nous pouvons en de´duire le
The´ore`me 3.7 On suppose que a+a− 6= −1 . Soit γ ∈ R tel que la condition (3.4) soit
satisfaite sur la droite Reλ = 1− γ . Alors le proble`me de transmission w 7→ p


a
−
+∆w
−
+ = p
−
+ dans Γ
−
+,
w+ − w− = 0 sur ∂Γ+ ∩ ∂Γ−,
a+∂nw+ − a−∂nw− = 0 sur ∂Γ+ ∩ ∂Γ−,
(3.6)
induit un isomorphisme de
Eγ := K
1
γ−1(Γ) ∩
(
K2γ(Γ−)×K
2
γ(Γ+)
)
−→ K0γ(Γ).
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Son inverse p 7→ w est donne´ par la formule, cf (3.2)
w˜(r, θ) =
1
2π
∫
R
rξ+iηL (ξ + iη)−1qˆ(ξ + iη) dη, ou` ξ = 1− γ et q = r2p . (3.7)
DE´MONSTRATION. Si w ∈ Eγ satisfait le proble`me de transmission (3.6) avec p = 0 ,
alors
∀λ ∈ C, Reλ = 1− γ, L (λ) wˆ(λ) = 0.
L’unicite´ provient alors de l’injectivite´ de L (λ) sur la droite Reλ = 1− γ .
Appliquons le lemme 3.6 a` la fonction V (λ) := L (λ)−1qˆ(λ) avec Reλ = ξ = 1− γ :
‖V (λ)‖
H2(G
−
+, | Imλ|)
6 C‖L (λ) V (λ)‖
L2(G)
,
pour | Imλ| > η0 . Mais pour | Imλ| 6 η0 , l’inversibilite´ de L (λ) et la continuite´ de
l’inverse par rapport a` λ permet aussi d’avoir l’estimation ci-dessus. D’ou`:∫
R
‖V (ξ + iη)‖
2
H2(G
−
+, |η|)
dη 6 C
∫
R
‖qˆ(ξ + iη)‖
2
L2(G)
dη.
Le majorant est fini, car (η, θ) 7→ qˆ(ξ + iη) ∈ L2(R×G) par le lemme 3.3. Donc
(η, θ) 7→ V (ξ + iη, θ) ∈ L2(R, H2(G
−
+)),
et on conclut alors, toujours par le lemme 3.3.
Nous avons imme´diatement les deux conse´quences suivantes pour notre proble`me de
transmission initial (3.3):
Corollaire 3.8 Pour ε > 0 tel que la condition (3.4) soit satisfaite sur la droite Reλ =
−ε , la solution u du proble`me (3.3) est telle que u appartient a` K21+ε(Γ−+) .
DE´MONSTRATION. Il suffit d’appliquer le The´ore`me 3.7 pour γ = 1 + ε , car comme
le second membre g est L2(Γ) a` support compact, il appartient a` K01+ε . Comme u
est de´ja` dans K1ε (Γ) , elle coı¨ncide avec la solution w ∈ E1+ε du proble`me (3.6) avec
second membre p = g .
Et graˆce au Lemme 3.5:
Corollaire 3.9 Il existe une unique solution u0 ∈ E0 au proble`me de transmission (3.3).
DE´MONSTRATION. Vu que la condition (3.4) est satisfaite sur la droite Reλ = 1 , il
suffit cette fois-ci d’appliquer le The´ore`me 3.7 pour γ = 0 .
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Il reste a` comparer u et u0 . Avec h = r2g , en prenant λ = −ε − iη comme
parame´trisation de la droite Reλ = −ε et λ = 1 + iη comme parame´trisation de la
droite Reλ = 1 , (3.7) donne:
u˜(r, θ) = −
1
2iπ
↓
∫
Reλ=−ε
rλL (λ)−1hˆ(λ) dλ,
et u˜0(r, θ) =
1
2iπ
↑
∫
Reλ=1
rλL (λ)−1hˆ(λ) dλ,
(3.8)
avec h = r2g . On va maintenant expliquer pourquoi, comme il est classique en the´orie
des proble`mes a` coins, voir [2], la diffe´rence u− u0 s’exprime comme une somme finie
de re´sidus d’une fonction me´romorphe.
1. Le symbole L est polynomial en λ a` valeurs dans l’espace des ope´rateurs borne´s
de Eˆ dans L2(G) (voir de´but de la section 3.3), donc analytique. Son inverse existe sauf
en un ensemble de´nombrable de points en vertu du Lemme 3.4. On de´duit du the´ore`me
analytique de Fredholm (et en remarquant que l’injection Eˆ →֒ L2(G) est compacte) le
re´sultat suivant:
The´ore`me 3.10 L’inverse du symbole Mellin λ 7→ L (λ)−1 est une fonction me´romorphe
sur C a` valeurs dans l’espace L(L2(G), Eˆ) des applications continues de L2(G) dans
Eˆ . De plus ses parties polaires sont de rang fini. L’ensemble de ses poˆles est note´ S(L ) ,
qui est le spectre de L .
2. La transforme´e de Mellin du second membre est analytique:
Lemme 3.11 Avec h = r2g , ou` g est de´finie au de´but de la section 3.3, la fonction hˆ
est holomorphe a` valeurs dans L2(G) a` l’inte´rieur de la bande −ε < Reλ < 1 pour
tout ε > 0 .
DE´MONSTRATION. Il suffit de montrer que∫ ∞
0
‖r−λhˆ(r)‖
L2(G)
dr
r
<∞.
En coupant l’inte´grale en deux inte´grales, de bornes 0 et 1 , resp. 1 et +∞ , on majore
l’inte´grale par c(‖g‖
K0
0
(Γ)
+ ‖g‖
K0
1+ε
(Γ)
) , ou` les deux normes sont borne´es du fait que g
est dans L2(Γ) a` support compact.
On choisit ε telque S(L ) ∩ {−ε < Reλ < 0} soit vide. Comme L (λ)−1 est
me´romorphe et hˆ(λ) holomorphe, pour tout r > 0 fixe´, la fonction rλL (λ)−1 hˆ(λ)
est me´romorphe a` valeurs dans Eˆ sur la bande −ε < Reλ < 1 . L’ensemble S0,1(L )
de´fini par S(L )∩{−ε < Reλ < 1} est fini d’apre`s le Lemme 3.6 et le The´ore`mes 3.10.
De plus par choix de ε
S0,1(L ) = S(L ) ∩ {0 6 Reλ < 1}.
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Soit C un contour simple entourant S0,1(L ) et contenu dans −ε < Reλ < 1 . Par le
the´ore`me de Cauchy:
1
2iπ
∫
C
rλL (λ)−1hˆ(λ) dλ =
∑
λ0 ∈S0,1(L )
Re´s
λ=λ0
rλL (λ)−1hˆ(λ). (3.9)
Le Lemme 3.6 et des estimations sur les transforme´es de Mellin permettant de montrer
• qu’on peut pousser le contour C jusqu’au bord de la bande −ε < Reλ < 1 ,
• que les coˆte´s horizontaux du rectangle infini ne contribuent pas a` l’inte´grale,
on de´duit de (3.8) la formule:
u0 − u =
∑
λ0 ∈S0,1(L )
Re´s
λ=λ0
rλL (λ)−1hˆ(λ). (3.10)
3.5 De´composition de la solution
Il reste a` exploiter la formule ci-dessus: expliciter les re´sidus autant que faire ce peut et
retourner au proble`me initial sur Ω .
On e´tudie d’abord un peu plus en de´tail l’ensemble S0,1(L ) . Il s’agit de trouver les
racines λ de l’e´quation
(µ+ 1) sin λπ = −+ (µ− 1) sinλ(π − ω), (3.11)
contenues dans la bande Reλ ∈ [0, 1] . La valeur particulie`re de l’angle ω = π/2 permet
des calculs explicites aise´s. Posons t = λπ/2 . Alors l’e´quation (3.11) devient
2(µ+ 1) sin t cos t = −+ (µ− 1) sin t.
D’ou` les racines t = kπ , correspondant a` λ = 2k , k ∈ Z , et l’e´quation re´siduelle
cos t = −+ρ, avec ρ =
|µ− 1|
2|µ+ 1|
.
Cette e´quation a les racines t = arccos ρ+ 2kπ et t = − arccos ρ+ (2k − 1)π lorsque
ρ 6 1 , et les racines t = 2kπ−+ i argch ρ lorsque ρ > 1 . D’autre part ρ > 1 si et
seulement si −3 < µ < −1/3 . Ceci permet imme´diatement d’e´tablir
Lemme 3.12 On suppose µ < 0 et µ 6= −1 .
• Si µ > −1
3
ou µ 6 −3 ,
S0,1(L ) = {0, λ1(µ)} (3.12)
ou` la fonction λ1 est croissante sur [−13 , 0] , avec λ1(−13) = 0 et λ1(0) = 23 ;
enfin λ1( 1µ) = λ1(µ) .
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• Si −3 < µ < −1
3
,
S0,1(L ) = {0,−+ iη(µ)} (3.13)
ou` la fonction η(µ) est positive, de´croissante sur (−1,−1
3
] , tend vers l’infini
quand µ→ −1 , η(−1
3
) = 0 ; enfin η( 1
µ
) = η(µ) .
Pour λ0 ∈ S(L ) , introduisons l’espace
Zλ0 =
{
Re´s
λ=λ0
rλL (λ)−1G(λ), G(λ) holomorphe en λ0
}
.
Un de´veloppement en se´rie de rλ au voisinage de λ0 donne imme´diatement que les e´le´-
ments de Zλ0 ont la forme d’une somme finie de termes en rλ0 logqr ϕ(θ) . La formule
(3.10) se re´e´crit alors
u0 − u =
∑
λ0 ∈S0,1(L )
Re´s
λ=λ0
zλ0 ou` zλ0 ∈ Z
λ0 . (3.14)
Tronquons par χ la de´composition ci-dessus. On a donc χu0 ∈ H2(Ω
−
+) et, comme χu
est par hypothe`se dans H1(Ω) , la somme des χzλ0 doit aussi appartenir a` H1(Ω) . Vu
leur structure en rλ0 , cela exige que chacun d’entre eux soit dans H1(Ω) . Pour λ0 de
partie re´elle > 0 , c’est toujours vrai. Par contre, si Reλ0 = 0 sans que λ0 soit nul, cela
implique que zλ0 = 0 . Enfin, si λ0 = 0 , cela implique que zλ0 soit une constante, donc
une fonction re´gulie`re. C’est pourquoi l’on pose finalement
ureg = χ(u0 − z0) ∈ H
2(Ω
−
+),
et que (3.14) devient
ureg − χu =
∑
λ0∈S(L ), 0<Reλ<1
Re´s
λ=λ0
zλ0 ou` zλ0 ∈ Z
λ0 . (3.15)
Ceci, avec les pre´cisions fournies par le Lemme 3.12 permet finalement d’obtenir:
The´ore`me 3.13 Soit u ∈ H10 (Ω) solution du proble`me (1.1) avec second membre f ∈
L2(Ω) . Soit O un coin de transmission (un coin de Ω− ) et χ une fonction de troncature
qui vaut 1 au voisinage de O . On pose µ = a+/a− et on suppose que µ < 0 et que
µ 6= −1 . Alors:
• Si µ > −1
3
ou µ < −3 ,
χu = ureg + c1χr
λ1ϕ1(θ) (3.16)
ou` la fonction ureg ∈ H1(Ω)∩
(
H2(Ω−)×H
2(Ω+)
)
, l’exposant λ1 est de´fini dans
le Lemme 3.12 et la fonction ϕ1 est dans H1(G) avec ϕ1,
−
+ ∈ D(G
−
+) .
• Si −3 6 µ 6 −1
3
,
χu
−
+ ∈ H2(Ω
−
+). (3.17)
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4 Conclusion et perspectives
Apre`s les the´ore`mes 2.1 et 3.13, la question qui reste pendante est celle de l’existence
d’une solution au proble`me (1.1).
Par le the´ore`me de Lax-Milgram, apre`s multiplication par un nombre complexe bien
choisi, on montre facilement que le proble`me (1.1) a une unique solution si a+/a−
n’appartient pas a` R− . Cela permet de de´duire que
Si l’ope´rateur A du proble`me (1.1) est a` indice1 de H10 (Ω) dans H−1(Ω) ,
alors son indice est nul.
Il reste donc a` savoir si l’ope´rateur A est a` indice. La me´thode d’investigation en-
visage´e est la construction d’une parame´trix (i.e. un inverse modulo un ope´rateur com-
pact). Une telle construction s’effectue par localisation, la seule difficulte´ restante e´tant
le voisinage de chaque coin de transmission inte´rieur, a` cause de la pre´sence permanente
de poˆles du symbole L (λ)−1 sur la droite Reλ = 0 .
La conjecture est la suivante :
• Si µ > −1
3
ou µ < −3 , l’ope´rateur A est a` indice.
• Si −3 6 µ 6 −1
3
, l’ope´rateur A n’est pas a` indice (car a` image non ferme´e).
Ceci repose sur une analyse fine de L (λ)−1 au voisinage de ses poˆles situe´s sur la
droite Reλ = 0 . Dans le premier cas, le seul poˆle dans cette situation est λ = 0 : il est
double, donnant un espace Z0 engendre´ par 1 est log r ; 1 est une fonction re´gulie`re
et le coefficient devant log r dans l’asymptotique est une forme line´aire continue sur
l’espace des seconds membres (la dualite´ contre la fonction constante 1 ), contrairement
a` la situation du second cas.
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