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NUMERICAL SIMULATION OF INEXTENSIBLE ELASTIC
RIBBONS
SO¨REN BARTELS
Abstract. Using dimensionally reduced models for the numerical sim-
ulation of thin objects is highly attractive as this reduces the compu-
tational work substantially. The case of narrow thin elastic bands is
considered and a convergent finite element discretization for the one-
dimensional energy functional together with a fully practical, energy-
monotone iterative method for computing stationary configurations are
devised. Numerical experiments confirm the theoretical findings and
illustrate the qualitative behavior of elastic narrow bands.
1. Introduction
Thin elastic objects provide a fascinating range of applications, particu-
larly in nanotechnology, where small lightweight constructions can undergo
large deformations that are controlled by external stimuli, cf., e.g., [14].
An important class of these objects are elastic ribbons which are thin elas-
tic bands of small width. A characteristic feature is that these bands are
unshearable and hence curvature can only occur orthogonal to the strip’s
inplane direction. A particular configuration that has been addressed in the
literature are Mo¨bius strips of small width, cf. [15, 13, 4].
To effectively simulate the highly nonlinear behavior of thin elastic ob-
jects dimensionally reduced mathematical descriptions are necessary. In
the case of ribbons a one-dimensional model has been proposed by Sad-
owsky in [11, 12] which was obtained via formal arguments; further justi-
fications have been given in [15, 9]. A complete, mathematically rigorous
derivation from three-dimensional hyperelasticity has been carried out in [6],
which shows that a correction of Sadowsky’s functional is necessary. The
correction concerns the important case of vanishing curvature and thereby
provides a more general description. Additionally, this eliminates a sin-
gularity in Sadowsky’s functional which is particularly important for the
stable discretization and iterative solution. The nonsmooth character of the
corrected functional underlines the expected feature that the behavior of
ribbons is substantially more complicated than that of elastic rods, cf. [10]
for a corresponding rigorously derived mathematical model. Our numerical
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2 SO¨REN BARTELS
experiments confirm that the correction in the one-dimensional functional is
relevant. A comparison of certain instabilities of twisted rods and ribbons
is provided in [1]. The presence of such effects supports the importance of
developing stable numerical approximation schemes.
The model identified in [6] describes the deformation of an elastic ribbon
of length L > 0 via a frame (y, b, d) consisting of functions
y, b, d : (0, L)→ R3,
defined on the centerline (0, L) of the undeformed ribbons. The frame con-
dition requires the functions to satisfy
[y′, b, d] ∈ SO(3)
pointwise in (0, L) with the set of proper orthogonal matrices SO(3). In
particular, y provides an arclength parametrization of the deformed center-
line. The arclength property |y′|2 = 1 models the physical feature that thin
elastic objects are inextensible in the bending regime. The directors b and d
define the deformation of the band orthogonal to the centerline. Since the
band cannot be sheared, the in-plane curvature vanishes, i.e., the additional
condition
y′′ · b = 0
occurs, which in view of the relation y′ · b = 0 is equivalent to the condition
y′ · b′ = 0. A frame (y, b, d) describing the deformation of an elastic band
for given boundary conditions minimizes the dimensionally reduced elastic
energy
E[y, b, d] =
∫ L
0
Q(y′′ · d, b′ · d) dx.
Appropriately scaled body forces can be included in the minimization prob-
lem. Because of the frame condition and the constraint y′′ · b = 0, the
functional can be expressed in terms of the curvature κ and torsion τ of
the curve parametrized by y and described by the frame (y, b, d). These
quantities are given by
κ2 = (y′′ · d)2 = |y′′|2, τ2 = (b′ · d)2 = |b′|2
and we may consider the equivalent functional
E[y, b] =
∫ L
0
Q(|y′′|, |b′|) dx.
The omitted director d can be reconstructed via d = y′ × b.
Various aspects of the outlined variational problem make the numerical
approximation of minimizers difficult. First, the function Q is convex and
continuously differentiable but not twice continuously differentiable. Hence,
to apply iterative solution techniques, regularizations are required. Second,
the nonlinear pointwise constraints have to be discretized appropriately and
incorporated in the solution strategy. Third, the nonlinear dependence of
the integrand on highest derivatives complicates the analysis of quadrature
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effects. Fourth, the iterative minimization has to be carefully done to re-
liably decrease the energy and avoid the occurrence of irregular stationary
configurations.
We devise a discretization of E that uses piecewise cubic, C1 conforming
finite elements for the approximation of y, and piecewise linear, C0 con-
forming finite elements for b. The variable d is eliminated via the relation
d = y′×b. A twice continuously differentiable regularization Qδ of Q is used
and the orthogonality relations y′ · b = 0 and y′ · b′ = 0 are incorporated
using penalization, i.e., we consider
Eδ,ε,h[yh, bh] =
∫ L
0
Qδ(|y′′h|, |b′h|) dx
+
1
2ε1
∫ L
0
(y′h · bh)2 dx+
1
2ε2
∫ L
0
(y′h · b′h)2 dx.
The unit length conditions |y′|2 = 1 and |b|2 = 1 are imposed at the nodes
of the partitioning defining the finite element spaces, i.e.,
I1,0h |y′h|2 = I1,0h |bh|2 = 1
with the nodal interpolation operator I1,0h related to piecewise linear, con-
tinuous finite element functions. We derive three convergence results for the
discretized functional and its minimizers. Under an approximability condi-
tion on minimizers of the continuous problem we show that these are cor-
rectly approximated by discrete minimizers. Assuming the density of smooth
ribbon frames or a regularity property of a minimizer we are able to ver-
ify the convergence of the discrete fucntionals in the sense of Γ-convergence
to the corrected Sadowsky functional. Most generally, we deduce that the
functionals Eδ,ε,h are Γ-convergent to the corrected Sadowsky functional
with a penalized treatment of the orthogonality relation y′ · b′ = 0, i.e., for
a fixed parameter ε2. A generalization of the results based on Jensen’s in-
equality includes the use of quadrature in nonquadratic terms which makes
the devised method fully practical even in the case of minimial regularity
properties. Justifications of the assumed density and regularity results are
currently under investigation [7].
The discretized elastic energies Eδ,ε,h are particularly suitable for the min-
imization using gradient flows, i.e., a discrete version of the formal evolution
equations
∂ty = −∇yE[y, b] + (λy′)′, ∂tb = −∇bE[y, b]− µb,
for given initial and boundary data and suitable definitions of the gradients
with respect to the variables y and b. The Lagrange multipliers λ and µ cor-
respond to the pointwise unit length constraints. To define a discrete variant
we use a splitting of the (regularized) energy density Qδ into quadratic and
nonlinear parts, i.e., we have
Qδ(α, β) =
1
2
α2 +
5
2
β2 + ψδ(α
2, β2).
4 SO¨REN BARTELS
With backward difference quotient operator dt to approximate the time
derivatives and suitable implicit and explicit treatments of variations of the
discrete energy Eδ,ε,h, i.e., the time stepping scheme reads
(dtyk, w)?+(y
′′
k , w
′′) + ε−11 (y
′
k · bk−1, w′ · bk−1) + ε−12 (y′k · b′k−1, w′ · b′k−1)
= −(ψ′δ,1(|y′′k−1|2, |b′k−1|2)y′′k−1, w′′),
(dtbk, r)†+5(b′k, r
′) + ε−11 (y
′
k · bk, y′k · r) + ε−12 (y′k · b′k, y′k · r′)
= −(ψ′δ,2(|y′′k−1|2, |b′k−1|2)b′k−1, r′),
subject to linearized pointwise constraints
dty
′
k · y′k−1 = 0, dtbk · bk−1 = 0.
The equations are linear and decoupled in the variables yk and bk. For
this decoupling the penalized approximation of the orthogonality relations
using separately convex functionals is essential. We show that the resulting
discrete time-stepping scheme is energy decreasing and that the violation of
the constraints is controlled uniformly.
An alternative approach to the numerical simulation of elastic ribbons is
obtained by discretizing the two-dimensional nonlinear plate bending model
from [8] and the finite element method devised in [2, 3]. This has the disad-
vantage of discretizing a two-dimensional domain but the advantages that
the model leads to the constrained minimization of a quadratic functional
and incorporates the width parameter which may be relevant in certain ap-
plications. However, the explicit occurrence of the width requires the use of
very fine discretizations.
The outline of this article is as follows. We specify employed notation and
elementary facts about finite element methods in Section 2. The continuous
variational problem and its regularized approximation are addressed in Sec-
tion 3. In Section 4 we define a discrete approximation of the regularized
variational problem and investigate its convergence to the continuous one.
A discrete gradient flow is devised and analyzed in Section 5. Numerical
experiments are reported in Section 6.
2. Preliminaries
2.1. Finite element spaces. We always let Th denote a partitioning x0 <
x1 < · · · < xN of the interval (0, L) into elements Tj = [xj−1, xj ], j =
1, 2, . . . , N , with maximal mesh-size h = maxj=1,...,N hTj with hTj = |xj −
xj−1|. Sets of piecewise polynomial functions of degree at most p and which
are k times continuously differentiable are denoted by the sets
Sp,k(Th) =
{
vh ∈ Ck(0, L) : vh|T ∈ Pp(T ) for all T ∈ Th
}
.
Associated with these spaces is a nodal interpolation operator
Ip,kh : Ck(0, L)→ Sp,k(Th).
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We work with the spaces S1,0(Th) of piecewise linear, globally continuous
functions and S3,1(Th) of piecewise cubic, globally continuously differentiable
functions for which the interpolation operators are entirely determined by
the conditions
I1,0h v(xj) = v(xj)
and
I3,1h w(xj) = w(xj),
(I3,1h w)′(xj) = w′(xj)
for v ∈ C0([0, L]) and w ∈ C1([0, L]) and j = 0, 1, . . . , N , respectively. The
operators satisfy the estimates
‖v − I1,0h v‖Hr(0,L) ≤ c1,0h2−r‖v′′‖,
for r = 0, 1, and
‖w − I3,1h w‖Hr(0,L) ≤ c3,1h3−r‖v(3)‖,
for r = 1, 2, respectively. Moreover, ‖(I3,1h w)′′′‖L2(T ) ≤ c′3,1‖w(3)‖L2(T ) for
all T ∈ Th and w ∈ H3(T ). We also note the inverse estimate
(1) ‖vh‖L∞(T ) ≤ cinvh−1/2T ‖vh‖L2(T )
for all T ∈ Th and vh ∈ Pp(T ) with a constant cinv depending on the polyno-
mial degree p. We will always assume that the partitioning Th is quasiuni-
form so that the minimal mesh-size is comparable to the maximal mesh-size,
i.e., minT∈Th hT ≥ ch.
2.2. Difference quotients. Given a step-size τ > 0 and an arbitrary
sequence (ak)k=0,...,K , the backward difference quotient dta
k is for k =
1, 2, . . . ,K defined via
dta
k = τ−1
(
ak − ak−1).
A binomial formula implies the identity
dta
k · ak = 1
2
dt|ak|2 + τ
2
|dtak|2.
2.3. Lebesgue and Sobolev spaces. Throughout this article we use stan-
dard notation for Sobolev and Lebesgue spaces. We abbreviate the L2 norm
via
‖ · ‖ = ‖ · ‖L2(0,L).
Throughout we use standard embedding results, e.g., that H1(0, L) is com-
pactly embedded in C0(0, L).
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3. Reduced model and regularized approximation
3.1. Elastic ribbons. We consider a dimensionally reduced model for nar-
row ribbons rigorously derived in [6]. The one-dimensional variational prob-
lem is defined via the elastic energy
E[y, b] =
∫ L
0
Q(|y′′|, |b′|) dx.
The vectors y′, b, and d = y′ × b are required to constitute an orthonormal
frame, i.e.,
[y′, b, d] ∈ SO(3)
almost everywhere in (0, L). This implies that y and b satisfy the constraints
|y′|2 = 1, |b|2 = 1, y′ · b = 0.
Moreover, the derivation of the model leads to the constraint that the inplane
curvature component vanishes, i.e.,
y′′ · b = 0,
which in view of y′ · b = 0 is equivalent to y′ · b′ = 0. The function Q is given
by
Q(α, β) =
{
(α2 + β2)2/α2 if |α| ≥ |β|,
4β2 if |α| ≤ |β|.
The following lemma provides structural properties of Q.
Lemma 3.1 (Convexity). The function Q : R2≥0 → R is continuously dif-
ferentiable and convex so that the mapping
(z, r) 7→
∫ L
0
Q(|z|, |r|) dx
is weakly lower semicontinuous on L2(0, L;R3)× L2(0, L;R3).
Proof. For α ≥ β we have
∇Q(α, β) =
[
2α− 2β4/α3
4β + 4β3/α2
]
,
and for α ≤ β that
∇Q(α, β) =
[
0
8β
]
,
so that Q is continuously differentiable. It is obvious that D2Q is positive
semi-definite if α ≤ β. Letting q = β/α the Hessian D2Q is for α ≥ β given
by
D2Q(α, β) =
[
2 + 6q4 −8q3
−8q3 4 + 12q2
]
.
For x = (x1, x2) ∈ R2 we have, using q2 ≤ 1,
xTD2Q(α, β)x = 2x21 + 4x
2
2 + q
2(6q2x21 − 16qx1x2 + 12x22)
≥ q2(8q2x21 − 16qx1x2 + 16x22) ≥ 0,
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since, e.g., 16qx1x2 ≤ 4q2x21 +16x22. A Taylor expansion yields the convexity
property Q(α˜, β˜) ≥ Q(α, β) +∇Q(α, β) · ((α˜, β˜)− (α, β)). 
3.2. Regularization. A smooth approximation of the function Q is ob-
tained by using a regularized modulus function, i.e., we assume that for
every δ ≥ 0 we are given a function
| · |δ : R→ R≥0
that satisfies | · |δ ∈ C2(R), obeys the estimates
(2) | · |δ ≥ c0δ, | · |′δ ≤ c1, | · |′′δ ≤ c2δ−1,
and approximates the modulus function uniformly, i.e., for all x ∈ R we have
(3)
∣∣|x|δ − |x|∣∣ ≤ cuniδ.
A possible choice is the function |x|δ = (x2 + δ2)1/2. Motivated by the
relation 2 max{x, y} = x+ y + |x− y| we define
Qδ(α, β) = 2β
2 +
1
2
α2 +
1
2
β2 +
1
2
|α2 − β2|δ + 2β
4
α2 + β2 + |α2 − β2|δ ,
and note that Qδ coincides with Q for δ = 0. To prove the consistency
of our discretization, that will be based on the regularization, we note the
following estimate.
Lemma 3.2 (Local Lipschitz continuity). Given α, β, α˜, β˜ ∈ R we have∣∣Q(α, β)−Qδ(α˜, β˜)∣∣ ≤ 21(|β − β˜||β + β˜|+ |α− α˜||α+ α˜|+ cuniδ).
Proof. We define
s2 = α2 + β2 + |α2 − β2|, s˜2 = α˜2 + β˜2 + |α˜2 − β˜2|δ,
and note that
Q(α, β) = 2β2 +
1
2
s2 +
2β4
s2
, Qδ(α˜, β˜) = 2β˜
2 +
1
2
s˜2 +
2β˜4
s˜2
.
Straightforward calculations lead to
β4
s2
− β˜
4
s˜2
=
(s˜2 − s2)β4
s2s˜2
+
(β2 − β˜2)(β2 + β˜2)
s˜2
,
and, by exchanging the roles of the variables, in case s2 > 0,
β˜4
s˜2
− β
4
s2
=
(s2 − s˜2)β˜4
s˜2s2
+
(β˜2 − β2)(β˜2 + β2)
s2
.
On combining the two identities, we find that∣∣∣β4
s2
− β˜
4
s˜2
∣∣∣ ≤ (|s˜2 − s2|+ |β2 − β˜2|)min{ β4
s2s˜2
+
β2 + β˜2
s˜2
,
β˜4
s2s˜2
+
β2 + β˜2
s2
}
.
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Noting that s2 ≥ β2 and s˜2 ≥ β˜2 + c0δ ≥ β˜2, the estimate implies that we
have∣∣∣β4
s2
− β˜
4
s˜2
∣∣∣ ≤ (|s˜2 − s2|+ |β2 − β˜2|)min{1 + 2 β2
β˜2 + c0δ
, 1 + 2
β˜2
β2
}
.
A case distinction relating β2 and β˜2 + c0δ shows that the minimum on the
right-hand side is always bounded by 3. Using (3), Lipschitz continuity of
the modulus function, and binomial formulas, show that we have∣∣s2 − s˜2∣∣ ≤ 2|α− α˜||α+ α˜|+ 2|β − β˜||β + β˜|+ cuniδ.
Combining the estimates implies that we have∣∣Q(α, β)−Qδ(α˜, β˜)∣∣ ≤ 2|β2 − β˜2|+ 12 |s2 − s˜2|+ 2∣∣∣β4s2 − β˜4s˜2 ∣∣∣
≤ (2 + 6)|β2 − β˜2|+ (1
2
+ 6
)|s2 − s˜2|
≤ |β − β˜||β + β˜|(2 + 6 + 13)+ 13|α− α˜||α+ α˜|+ 13
2
cuniδ.
This implies the asserted estimate. 
3.3. Approximation. Lemma 3.2 implies the uniform convergence prop-
erty Qδ → Q. Another consequence is the strong approximability of the vari-
ational problem defined by E. More generally, we consider the approxima-
tion by variational problems with energy functionals Eδ,ε2 using the regular-
ized function Qδ and a penalized treatment of the relation y
′ ·b′ = −y′′ ·b = 0,
i.e.,
Eδ,ε2 [y, b] =
∫ L
0
Qδ(|y′′|, |b′|) dx+
1
2ε2
∫ L
0
(y′ · b′)2 dx.
We incorporate boundary conditions via a bounded linear operator Lbc,
which is assumed to depend only on the boundary values of y, y′, and b. It
defines the set of admissible frames
Aframe =
{
(y, b) ∈ H2(0, L;R3)×H1(0, L;R3) :
[y′, b, y′ × b] ∈ SO(3) a.e. in (0, L), Lbc[y, b] = `bc
}
.
Note that the relation y′ · b′ = 0 is not included in the set Aframe. The
variational problem under consideration then reads as follows.
(Pδ,ε2)
{
Given ε2, δ ≥ 0 find a minimizing pair
(y, b) ∈ Aframe for Eδ,ε2 [y, b].
The original problem formally corresponds to δ = 0 and ε2 = 0 when the
penalty term is interpreted as a strict constraint. Due to the convexity of
Q a solution exists for δ = 0 and ε2 ≥ 0. Our numerical scheme will be a
discrete variant of the following approximation result.
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Proposition 3.3 (Strong approximability). For every (y, b) ∈ Aframe with
y′ · b′ = 0 and every σ > 0 there exists
(yσ, bσ) ∈
[
C∞(0, L;R3)
]2 ∩ Aframe
with
‖y − yσ‖H2(0,L) + ‖b− bσ‖H1(0,L) + ‖y′σ · b′σ‖ ≤ σ,
such that ∣∣E[y, b]− Eδ,ε2 [yσ, bσ]∣∣ ≤ csa(σ2ε−12 + δ + σ).
In particular, the functionals
(
Eδ,ε2
)
δ,ε2
are Γ-convergent to E for (δ, ε2)→ 0
and to E0,ε2 for fixed ε2 > 0 and δ → 0.
Proof. A regularized frame with the asserted properties can be constructed
using mollification and correction techniques, cf. [5]. Lemma 3.2 and the
identity y′σ·b′σ = (yσ−y)′·b′σ+y′·(bσ−b)′ then imply the approximation result.
The Γ-convergence results are immediate consequences of the estimates. 
Remark 3.4. We remark that the quantity
[y, b]σ = ‖yσ‖H3(0,L) + ‖bσ‖H2(0,L)
is in general unbounded as σ → 0. If (y, b) ∈ H3(0, L;R3) × H2(0, L;R3)
then it remains bounded.
4. Finite element approximation
We write the regularized minimization problem with a penalized treat-
ment of the orthogonality relations as
Eδ,ε[y, b] =
∫ L
0
Qδ(|y′′|, |b′|) dx+ Pε[y, b]
=
1
2
∫ L
0
|y′′|2 + 5|b′|2 + ψδ(|y′′|2, |b′|2) dx+ Pε[y, b],
where for ε = (ε1, ε2) we define
Pε[y, b] =
1
2ε1
∫ L
0
(y′ · b)2 dx+ 1
2ε2
∫ L
0
(y′ · b′)2 dx,
and the function ψδ is defined via
ψδ(α
2, β2) = |α2 − β2|δ + 4β
4
α2 + β2 + |α2 − β2|δ .
The minimization of Eδ,ε is subject to the pointwise unit length conditions
|y′|2 = 1, |b|2 = 1.
The corresponding discrete problem uses the conforming subspaces
Vh = S3,1(Th)3 × S1,0(Th)3
⊂ V = H2(0, L;R3)×H1(0, L;R3).
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By imposing the nonlinear constraints at the nodes of the partitioning Th
we arrive at the following discrete problem.
(Pδ,ε,h)

Find a minimizing pair (yh, bh) ∈ Vh for
Eδ,ε,h[yh, bh] =
1
2
∫ L
0
|y′′h|2 + 5|b′h|2 + ψδ(|y′′|2, |b′|2) dx
+Pε[yh, bh]
subject to I1,0h |y′h|2 = I1,0h |bh|2 = 1 and Lbc[yh, bh] = `bc.
The following proposition implies that discrete minimizers converge to min-
imizers of the continuous problem provided that these satisfy an approx-
imability condition. Because of the assumption that the operator Lbc only
depends on the boundary values of y, y′, and b, these are preserved under
the nodal interopolation operators I3,1h and I1,0h .
Proposition 4.1 (Partial Γ-convergence). The discrete constrained energy
functionals Eε,δ,h approximate the continuous constrained energy functional
E in the sense of the following assertions.
(i) Let (y, b) ∈ V . If (σ, ε1, ε2, δ) → 0 as h → 0 with σ > 0 as in Proposi-
tion 3.3 such that
h2ε−11 + σ
2ε−12 + h
2[y, b]2σε
−1
2 → 0
then there exists a sequence of discrete admissible pairs (yh, bh) ∈ Vh with
yh → y in H2 and bh → b in H1 as h→ 0 and such that
Eδ,ε,h[yh, bh]→ E[y, b].
(ii) For every bounded sequence (yh, bh) ∈ Vh of admissible pairs with weak
limit (y, b) ∈ V we have that the limitting pair is admissible and that
E[y, b] ≤ lim inf
(ε,δ,h)→0
Eδ,ε,h[yh, bh].
Proof. (i) We use the result of Proposition 3.3 and consider for σ > 0 the
smooth frame (yσ, bσ) ∈ Aframe that approximates the general frame (y, b) ∈
Aframe. We then consider for h > 0 the pair (yh, bh) defined via
yh = I3,1h yσ, bh = I1,0h bσ.
The pair (yh, bh) is admissible in the discrete minimization problem i.e.,
the functions satisfy the boundary conditions and the nodal unit length
constraints. Since y′σ · bσ = 0 we find that
y′h · bh = (y′h − y′σ) · bh + y′σ · (bh − bσ),
and hence, we have
‖y′h · bh‖ ≤ ch.
Similarly, with the quantity cσ = [y, b]σ from Remark 3.4, that bounds the
norms ‖yσ‖H3(0,L) and ‖bσ‖H2(0,L), we have that
‖y′h · b′h‖ ≤ σ + chcσ.
NUMERICAL SIMULATION OF INEXTENSIBLE ELASTIC RIBBONS 11
The repeated application of Lemma 3.2 provides the estimate∣∣Qδ(α, β)−Qδ(a˜, b˜)∣∣
≤ ∣∣Qδ(α, β)−Q(α, β)∣∣+ ∣∣Q(α, β)−Q(a˜, b˜)∣∣+ ∣∣Qδ(a˜, b˜)−Qδ(a˜, b˜)∣∣
≤ c(|β − β˜||β + β˜|+ |α− α˜||α+ α˜|+ δ).
In combination with Proposition 3.3 this yields that∣∣E[y, b]− Eδ,ε,h[yh, bh]∣∣
≤ ∣∣E[y, b]− Eδ,ε2 [yσ, bσ]∣∣+ ∣∣Eδ,ε2 [yσ, bσ]− Eδ,ε,h[yh, bh]∣∣
≤ c(σ2ε−12 + δ + σ)+ c(hcσ + δ + h2ε−11 + (σ2 + h2c2σ)ε−12 ).
The conditions of the proposition imply that the right-hand tends to zero
as h→ 0.
(ii) Assume that (yh, bh)h>0 is a sequence of admissible discrete pairs with
weak limit (y, b) ∈ V . We may assume that the sequence Eδ,ε,h[yh, bh] is
bounded. Compactness properties of embeddings imply that |y′|2 = 1 and
|b|2 = 1 in (0, L). Since Pε[yh, bh] is bounded we have that y′h · bh and
y′h · b′h converge to zero in L2(0, L). Noting that y′h → y in L∞(0, L;R3) it
follows that y′ · b = 0 and y′ · b′ = 0. Since Lbc is bounded and linear it is
weakly continuous and we verify that Lbc[y, b] = `bc. Hence, we conclude
that (y, b) ∈ Aframe. Since the functional E is weakly lower semicontinuous,
since the functionals Pε are nonnegative, and since the regularization of the
integrand Q is uniformly controlled by Lemma 3.2, we find that
E[y, b] ≤ lim inf
h→0
E[yh, bh]
≤ lim inf
(ε,h,δ)→0
Eδ,ε,h[yh, bh] + cδ
= lim inf
(ε,h,δ)→0
Eδ,ε,h[yh, bh].
This proves the proposition. 
Remark 4.2. Let σ = hα, εj = h
βj , j = 1, 2, and δ = hγ with α, β1, β2, γ >
0. Then the condition of the proposition reads
h2−β1 + h2α−β2 + h2−β2 [y, b]2hα → 0.
Assuming that [y, b]σ ≤ capprσ−p for some p ≥ 0 then this condition becomes
h2−β1 + h2α−β2 + h2−β2−2pα → 0.
Hence, for β1 < 2 and β2 sufficiently small the condition is satisfied. If
y ∈ H3(0, L;R3) and b ∈ H2(0, L;R3) then we have p = 0 and the condition
is satisfied for β2 < min{2, 2α}.
Proposition 4.1 implies the convergence of discrete almost-minimizers un-
der certain conditions.
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Corollary 4.3 (Approximation of regular minimizers). Let (yh, bh)h>0 be
a sequence of discrete minimizers for the problems (Pδ,ε,h) possibly up to
tolerances εtol that vanish as h→ 0. If an accumulation point (y, b) ∈ V of
the sequence is such that there exists a sequence σ → 0 such that
h2ε−11 + σ
2ε−12 + h
2[y, b]2σε
−1
2 → 0
as h → 0 then every weak accumulation point (y, b) ∈ V as (δ, ε, h) → 0
minimizes the constrained energy functional E.
Proof. Since the functionals Eδ,ε,h are equi-coercive a sequence of almost-
minimizers is bounded and the result is a direct consequence of Proposi-
tion 4.1. 
If the regularization result of Proposition 3.3 can be refined such that
y′σ · b′σ = 0 for every σ > 0 then a Γ-convergence result can be deduced.
Corollary 4.4 (Γ-convergence to E). Assume that for every σ > 0 there
exists a pair (yσ, bσ) as in Proposition 3.3 with the additional property that
y′σ · b′σ = 0 in (0, L). If ε1 > 0 and ε2 > 0 are chosen such that
h2ε−11 + h
2ε−12 → 0
as h → 0 then the constrained functionals (Eδ,ε,h) are Γ-convergent to the
constrained functional E.
Proof. The functionals Eδ,ε,h are equi-coercive and the condition of Propo-
sition 4.1 reduces to the condition h2ε−11 + h
2[y, b]2σε
−1
2 → 0 as h→ 0. 
A general approximation result can be established if the penalty parame-
ter ε2 > 0 is fixed so that the corrected Sadowsky functional with penalized
treatment of the orthogonality y′ · b′ = 0 is approximated.
Corollary 4.5 (Γ-convergence to a penalized approximation). Let ε2 > 0
be fixed. Then the constrained functionals (Eδ,ε,h) are Γ-convergent to the
constrained functional E0,ε2 as (δ, ε1, h)→ 0 provided that h2ε−11 → 0.
Proof. The result is an immediate consequence of the proof of Proposi-
tion 4.1 and the equi-coercivity of the functionals Eδ,ε,h. 
The numerical realization of the functionals Eδ,ε,h requires the use of
quadrature. For an element T = [x1, x2] and a function r ∈ C1(T ) we use
averaging operators
Ahr′|T = |T |−1
∫
T
r′ dx = h−1T
(
r(x2)− r(x1)
)
,
Mhr|T = |T |−1
∫
T
I1,0h r dx =
1
2
(
r(x1) + r(x2)
)
.
We note that we have the estimates
‖y′h −Mhy′h‖L∞(0,L) ≤ ch1/2‖y′′h‖,
‖Ahy′′h − y′′h‖ ≤ ch‖y′′′h ‖.
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Moreover, the operatorAh : L2(0, L)→ L2(0, L) is bounded and self-adjoint;
as a consequence of Jensen’s or Ho¨lder’s inequality we have
(4) ‖Ahy′′h‖ ≤ ‖y′′h‖.
With the help of the operatorsAh andMh we can define a discrete functional
which allows for exact numerical integration and which Γ-converges to the
continuous variational problem under slightly more restrictive conditions on
the parameters.
Proposition 4.6 (Quadrature). The results of Proposition 4.1 and Corol-
laries 4.3, 4.4, and 4.5 remain valid if Eδ,ε,h is replaced by the functional
Equadδ,ε,h [yh, bh] =
1
2
∫ L
0
|y′′h|2 + 5|b′h|2 + ψδ(|Ahy′′h|2, |b′h|2) dx
+
1
2ε1
∫ L
0
I1,0h
[
(y′h · bh)2
]
dx+
1
2ε2
∫ L
0
(Mhy′h · b′h)2 dx,
i.e., it approximates E in the sense of Proposition 4.1 if the additional con-
dition hε−11 + h
1/2ε
−1/2
2 is satisfied.
Proof. We discuss necessary changes in the proof of Proposition 4.1.
The penalty terms involving the operators I1,0h and Mh can be replaced
by the penalty terms without these operators leading to error terms that
vanish as h → 0, i.e., for a bounded sequence (yh, bh)h>0 in H2(0, L;R3) ×
H1(0, L;R3) we have for the first penalty term that∣∣∣ 1
ε1
∫ L
0
I1,0h
[
(y′h · bh)2
]−(y′h · bh)2 dx∣∣∣ ≤ ε−11 ‖(y′h · bh)2 − I1,0h (y′h · bh)2‖L1(0,L)
≤ chε−11 ‖(y′h · bh)(y′′h · bh + y′h · b′h)‖L1(0,L)
≤ chε−11 ‖y′h · bh‖
(‖y′′h‖‖bh‖L∞(0,L) + ‖y′h‖L∞(0,L)‖b′h‖)
≤ chε−11 ,
while for the second penalty term we have∣∣∣ 1
ε2
∫ L
0
(Mhy′h · b′h)2 − (y′h · b′h)2 dx
∣∣∣
≤ ε−12 ‖Mhy′h − y′h‖L∞(0,L)‖b′h‖2‖Mhy′h + y′h‖L∞(0,L) ≤ ch1/2ε−12 .
(i) For the attainment result we note that the Lipschitz continuity of ψδ (see
Lemma 5.2 below) yields the estimate∫ L
0
∣∣∣ψδ(|Ahy′′h|2, |b′h|2)− ψδ(|y′′h|2, |b′h|2)∣∣∣ dx
≤ cψ
∫ L
0
|Ahy′′h − y′′h||Ahy′′h + y′′h| dx ≤ ch‖y′′′h ‖ ≤ chcσ,
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where we used that that the interpolation operator I3,1h is elementwise stable
in H3. Hence, we have that∣∣Eδ,ε,h[yh, bh]− Equadδ,ε,h [yh, bh]∣∣→ 0.
(ii) To establish the lower bound property we note that if yh ⇀ y in
H2(0, L;R3) and bh ⇀ b in H1(0, L;R3) then (4) and the weak lower semi-
continuity of E identified in Lemma 3.1 show that
lim inf
h,δ→0
1
2
∫ L
0
|y′′h|2 + 5|b′h|2 + ψδ(|Ahy′′h|2, |b′h|2) dx
≥ lim inf
h,δ→0
∫ L
0
|Ahy′′h|2 + 5|b′h|2 + ψδ(|Ahy′′h|2, |b′h|2) dx
≥ lim inf
h,δ→0
∫ L
0
|Ahy′′h|2 + 5|b′h|2 + ψ(|Ahy′′h|2, |b′h|2) dx− cδ
= lim inf
h→0
∫ L
0
Q(|Ahy′′h|, |b′h|) dx
≥
∫ L
0
|y′′|2 + 5|b′|2 + ψ(|y′′|2, |b′|2) dx.
This implies that E[y, b] ≤ lim inf(ε,δ,h)→0Equadδ,ε,h [yh, bh] and proves the asser-
tion. 
Remark 4.7. An inspection of the proof of Proposition 4.1 implies that no
condition on ε1 is required if quadrature is used. For the recovery sequence
(yh, bh) constructed in (i) we have that the nodal values of y
′
h·bh and hence the
penalty term vanish. For a sequence (yh, bh) in (ii) with bounded energies we
have ‖Ih[(y′h ·bh)2]‖L1(0,L) ≤ cε which implies that y′ ·b = 0 for accumulation
points.
5. Iterative minimization
5.1. Discrete gradient flow. We devise a decoupled gradient scheme with
a linearized treatment of the pointwise constraints to compute stationary
configurations. For ease of readability we often omit the spatial discretiza-
tion parameter h in what follows and denote
Yh = S3,1(Th)3, Bh = S1,0(Th)3.
The variational derivatives of the (discretized) penalty functional Pε,h with
respect to y and b are denoted by δyPε and δbPε, respectively. For the
function ψδ the partial derivatives are denoted by ψ
′
δ,1 and ψ
′
δ,2. We assume
that the boundary conditions are separated, i.e., that we have
Lbc[y, b] =
(
L1bc[y], L
2
bc[b]
)
,
and `bc = (`
1
bc, `
2
bc).
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Algorithm 5.1 (Gradient descent). Choose τ > 0 and (y0, b0) ∈ Yh × Bh
with
L1bc[y0] = `
1
bc, L
2
bc[b0] = `
2
bc
and the nodal length conditions
|y′0|2 = 1, |b0|2 = 1;
set k = 1.
(1) Compute yk ∈ Yh such that
(dtyk, w)? + (y
′′
k , w
′′) + δyPε[yk, bk−1;w] =
− (ψ′δ,1(|Ay′′k−1|2, |b′k−1|2)Ay′′k−1,Aw′′)
for all w ∈ Yh subject to the nodal constraints
dty
′
k · y′k−1 = 0, w′ · y′k−1 = 0
and the boundary conditions
L1bc[dtyk] = 0, L
1
bc[w] = 0.
(2) Compute bk ∈ Bh such that
(dtbk, r)† + 5(b′k, r
′) + δbPε[yk, bk; r] =
− (ψ′δ,2(|Ay′′k−1|2, |b′k−1|2)b′k−1, r′)
for all r ∈ Bh subject to the nodal constraints
dtbk · bk−1 = 0, r · bk−1 = 0
and the boundary conditions
L2bc[dtbk] = 0, L
2
bc[r] = 0.
(3) Stop the iteration if ‖dtyk‖?+‖dtbk‖† ≤ εstop; set k → k+1 and continue
with (1) otherwise.
We remark that all steps of Algorithm 5.1 define linear systems of equa-
tions that can be solved efficiently.
5.2. Linearization estimates. The iterative numerical treatment of the
model problem requires the use of linearizations of nonlinearities occurring
in the energy functional. The following lemmas provide estimates on deriva-
tives of the nonquadratic part of the regularized function Qδ.
Lemma 5.2 (Derivative bounds). The function ψδ, for r, s ∈ R≥0 defined
via
ψδ(r, s) = |r − s|δ + 4s
2
r + s+ |r − s|δ ,
satisfies
|∇ψδ| ≤ cψ,1, |D2ψδ| ≤ cψ,2δ−1.
16 SO¨REN BARTELS
Proof. Let σδ = | · |′δ and Dδ = σ′δ = | · |′′δ . We have
∂1ψδ(r, s) = σδ(r − s)− 4s
2
(r + s+ |r − s|δ)2 (1 + σδ(r − s))
∂2ψδ(r, s) = −σδ(r − s) + 8s
r + s+ |r − s|δ −
4s2
(r + s+ |r − s|δ)2 (1− σδ(r − s)).
The formulas imply the uniform boundedness of the partial derivatives. For
higher order partial derivatives we have, e.g.,
∂21ψδ(r, s) = Dδ(r − s) +
8s2
(r + s+ |r − s|δ)3
(
1 + σδ(r − s)
)2
− 4s
2
(r + s+ |r − s|δ)2Dδ(r − s).
The remaining second order derivatives lead to similar formulas. Incorpo-
rating the assumptions on the second derivative of the regularized modulus
function and using a case distinction relating r + s to δ imply the bounds
on the Hessian of ψδ. 
A Taylor formula is needed to control the explicit treatment of the non-
linear part ψδ in Algorithm 5.1.
Lemma 5.3 (Taylor formula). For all a, b, a˜, b˜ ∈ R3 there exist â, b̂ ∈ R3
such that
1
2
(
ψδ(|a|2, |b|2)− ψδ(|a˜|2, |˜b|2)
)−∇ψδ(|a˜|2, |˜b|2) · [a˜ · (a− a˜)b˜ · (b− b˜)
]
= Γ(â, b̂, a, b, a˜, b˜),
with a function Γ that satisfies∣∣Γ(â, b̂, a, b, a˜, b˜)∣∣ ≤ cΓ[δ−1(|a|2 + |a˜|2 + |b|2 + |˜b|2)+ 1](|a− a˜|2 + |b− b˜|2).
Proof. Defining g(a, b) = (1/2)ψδ(|a|2, |b|2) we have
g(a, b)− g(a˜, b˜)−Dg(a˜, b˜)
[
a− a˜
b− b˜
]
=
1
2
[
a− a˜
b− b˜
]T
D2g(â, b̂)
[
a− a˜
b− b˜
]
,
where (â, b̂) belongs to the line segment connecting (a, b) with (a˜, b˜). We
have
∂1g(â, b̂) = ∂1ψδ(|â|2, |̂b|2)â, ∂2g(â, b̂) = ∂2ψδ(|â|2, |̂b|2)̂b,
and consequently,
∂21g(â, b̂) = 2∂
2
1ψδ(|â|2, |̂b|2)ââT + ∂1ψδ(|â|2, |̂b|2)I3×3,
∂22g(â, b̂) = 2∂
2
2ψδ(|â|2, |̂b|2)̂bb̂T + ∂2ψδ(|â|2, |̂b|2)I3×3,
∂1∂2g(â, b̂) = 2∂1∂2ψδ(|â|2, |̂b|2)̂b âT.
The bounds of Lemma 5.2 imply the asserted result. 
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5.3. Energy monotonicity. Stability of Algorithm 5.1 can be established
if the step size τ satisfies a smallness condition defined by the regularization
parameter δ and the mesh-size h. The following proposition implies that the
iteration approximates stationary points for the discrete energy functional.
Proposition 5.4 (Energy decay). Assume that there exist c?, c† > 0 such
that for all w ∈ Yh and r ∈ Bh we have
‖w′′‖ ≤ c?‖w‖?, ‖r′‖ ≤ c†‖r‖†.
Then there exists a constant ced > 0 such that for the uniquely defined
iterates (yk, bk)k=0,1,... of Algorithm 5.1 we have
Eδ,ε,h[yK , bK ] +
(
1− cedτδ−1h−1
)
τ
K∑
k=1
(‖dtyk‖2? + ‖dtbk‖2†) ≤ Eδ,ε,h[y0, b0].
Moreover, if 2cedτ ≤ δh we have that
‖I1,0h |bk|2 − 1‖L∞(0,L) + ‖I1,0h |y′k|2 − 1‖L∞(0,L) ≤ culτe0,
with e0 = Eδ,ε,h[y0, b0].
Proof. We adopt an inductive argument and first prove an intermediate
bound which will allow us to control the explicit treatment of the nonlinear-
ities related to ψ. The conditional energy decay estimate then implies the
control of the violation of the pointwise constraints. Well-posedness of the
iteration is an immediate consequence of the Lax–Milgram lemma.
Step 1. We choose w = dtyk and r = dtbk in Steps (1) and (2) of Algo-
rithm 5.1. Incorporating (4) this implies that
(5) ‖dtyk‖2? + ‖dtbk‖2† + dt
(1
2
‖y′′k‖2 +
5
2
‖b′k‖2 + Pε,h[yk, bk]
)
≤ ‖∇ψδ(|Ay′′k−1|2, |b′k−1|2)‖L∞(0,L)
(‖y′′k−1‖‖dty′′k‖+ ‖b′k−1‖‖dtb′′k‖).
Here, we used that the separate convexity of Pε,h implies that we have
Pε,h[yk, bk−1] + δyPε,h[yk, bk−1; yk−1 − yk] ≤ Pε,h[yk−1, bk−1]
and
Pε,h[yk, bk] + δbPε,h[yk, bk; bk−1 − bk] ≤ Pε,h[yk, bk−1]
which by summation and multiplication by 1/τ yields that
dtPε,h[yk, bk] =
1
τ
(
Pε,h[yk, bk]− Pε,h[yk−1, bk−1]
)
≤ δyPε,h[yk, bk−1; dtyk] + δbPε,h[yk, bk; dtbk].
In an inductive argument we assume that Eδ,ε[yk−1, bk−1] ≤ e0 which yields
1
2
‖y′′k−1‖2 +
5
2
‖b′k−1‖2 + Pε,h[yk−1, bk−1] ≤ e0.
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With (5) and Lemma 5.2 we find that
τ
(1
2
‖dtyk‖2? +
1
2
‖dtbk‖2†
)
+
(1
2
‖y′′k‖2 +
5
2
‖b′k‖2 + Pε,h[yk, bk]
)
≤ e0 + τ
c2ψ,1
2
max{c2?, c2†}
(‖y′′k−1‖2 + ‖b′k−1‖2)
≤ e0 + τ
c2ψ,1
2
max{c2?, c2†}2e0 = (1 + τC0)e0 ≤ 2e0,
where we assumed that τC0 ≤ 1. The next step shows that Eδ,ε,h[yk, bk] ≤ e0
and hence implies that the right-hand side can be replaced by e0.
Step 2. We again choose w = dtyk and r = dtbk in Steps (1) and (2) of
Algorithm 5.1 but use the Taylor formula of Lemma 5.3 to verify that
dt
(1
2
‖y′′k‖2 +
5
2
‖b′k‖2 +
∫ L
0
ψδ(|Ay′′k |2, |b′k|2) dx+ Pε,h[yk, bk]
)
+ ‖dtyk‖2? + ‖dtbk‖2† ≤
∫ L
0
Γ(ŷk, b̂k, yk−1, bk−1, yk, bk) dx,
where, using that ‖Ar‖L∞(0,L) ≤ ‖r‖L∞(0,L),∫ L
0
Γ(ŷk, b̂k, yk−1, bk−1, yk, bk) dx
≤ cΓτδ−1
(‖y′′k‖2L∞(0,L) + ‖y′′k−1‖2L∞(0,L) + ‖b′k‖2L∞(0,L) + ‖b′k−1‖2L∞(0,L) + 1)
× (‖dty′′k‖2 + ‖dtb′k‖2).
Using the available bounds and the inverse estimate (1), we deduce that∫ L
0
Γ(. . . ) dx ≤ cΓτδ−1
(
4cinvh
−18e0 + 1
)
max{c2?, c2†}
(‖dtyk‖2? + ‖dtbk‖2†).
This implies that we have
dtEδ,ε[yk, bk] +
(
1− cedτδ−1h−1
)(‖dtyk‖2? + ‖dtbk‖2†) ≤ 0.
A summation over k = 1, 2, . . . ,K and multiplication by τ yield the energy
estimate for some K, which implies the induction hypothesis.
Step 3. To derive the bounds that control the violation of the constraints
we note that at the nodes we have
|bk|2 = |bk−1|2 + τ2|dtbk|2 = · · · = |b0|2 + τ2
k∑
r=1
|dtbk|2.
Incorporating the identity |b0|2 = 1 and taking the L∞ norm implies the
constraint violation estimate. The same argument applies to |y′k|2. 
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6. Numerical Experiments
6.1. Realization. With the quadrature introduced in Proposition 4.6, Al-
gorithm 5.1 can be realized exactly and only requires solving linear systems
of equations. These define certain linear saddle-point problems with unique
solutions. We always use the inner products related to the norms
‖w‖2? = ‖w‖2 + ‖w′′‖2, ‖r‖2† = ‖r‖2 + ‖r′‖2,
and the relations
τ = h/10, ε1 = h, ε2 = h
1/2, δ = h1/2.
In view of Proposition 5.4 this choice for τ may be too optimistic in general.
However, we always observed energy monotonicity in our experiments which
may be related to an additional regularity property. We confirm our theo-
retical findings by showing that our numerical scheme reliably and efficiently
detects stationary configurations of low energy via discrete evolutions from
given initial states. In what follows we visualize the ribbon by introducing
an artificial positive width. In addition to the discretized dimensionally re-
duced eleastic energy Eδ,ε,h and the penalty term Pε,h we also investigate
the behavior of the bending and twist energies given by
Ebend[y] =
1
2
∫ L
0
|y′′|2 dx, Etwist[b] = 1
2
∫ L
0
|b′|2 dx.
We always consider clamped boundary conditions for the deformation y and
Dirichlet boundary conditions for the director b which are specified via the
initial states, i.e., we impose
y(x) = y0(x), y
′(x) = y′0(x), b(x) = b0(x).
at the endpoints x ∈ {0, L}. To satisfy the condition y′0 · b0 = 0 the vector
field b0 is obtained by rotating a non-tangential vector field n0 around the
tangent vector y′0. The condition y′0 · b′0 = 0 is not taken into account in
the construction of b0 but will be approximated via the involved penaliza-
tion. The discrete initial states are defined via nodal interpolation of the
continuous initial states, i.e.,
y0h = I3,1h y0, b0h = I1,0h b0.
All computations are carried out on triangulations that are given by uniform
partitions of the intervals (0, L) into N subintervals of length h = L/N . We
occasionally refer to the quantities |y′′h| and |b′h| as curvature and torsion
of a ribbon. We always ran the discrete gradient flow with the fixed time
horizon T = 10.
6.2. Mo¨bius ribbon. We consider boundary conditions that lead to the
formation of a Mo¨bius strip of small, vanishing width. The following example
defines a twisted frame for the unit circle which will deform into a stationary
configuration for the reduced elastic energy.
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N ∼ h−1 80 160 320 640
Equadδ,ε,h [yh, bh] 14.9255 32.0886 35.5842 37.6865
Table 1. Stationary energy values in Example 6.1 for dif-
ferent mesh-sizes h = L/N .
Example 6.1 (Mo¨bius ribbon). Set L = 2pi and define for x ∈ (0, L)
y0(x) =
(
cos(x), sin(x), 0
)
and with α = 3/2
b0 = cos(α·)(y′0 × n0)× y′0 + sin(α·)y′0 × n0,
with n0 = [y
′
0]
⊥
2 being the rotation of the first two components of y
′
0 by pi/2,
i.e., [a]⊥2 = (−a2, a1, 0) for a ∈ R3.
Figure 1 shows snapshots of the discrete evolution defined by Algorithm 5.1
in Example 6.1 for a partitioning of (0, L) into N = 320 intervals. We ob-
serve an immediate change in shape of the ribbon towards a Mo¨bius strip.
The initially constant curvature becomes nonconstant and appears to van-
ish in neighborhoods of three points in the nearly stationary configuration.
This effect can also be seen in Figure 2 where the stationary state is visu-
alized from two other perspectives. In points where curvature vanishes the
original Sadowsky functional is singular and the correction from [6] becomes
particularly relevant. The pure bending energy defined by the deformation
of the centerline increases during the discrete gradient flow evolution, while
the twist energy and the dimensionally reduced energy decay monotonically
and quickly become nearly stationary, cf. Figure 4. The discrete director
fields b0h and b
k
h with k = 5092 are displayed at selected deformed nodes in
Figure 3. An experimental convergence behavior of the stationary energies
for discretizations with h = L/N , N = 80, 160, 320, 640 is provided in Ta-
ble 1. We observe that the energies increase with finer resolutions and their
differences become smaller. These results also indicate that the scheme does
not tend to get stuck at local minima.
6.3. Twisted helix. A helix is a canonical example of a twisted band. We
consider here the evolution from a helical configuration where the torsion is
inconsistent with the winding of the helix.
Example 6.2 (Twisted helical ribbon). Let L = 2pi and define for x ∈ (0, L)
y0(x) =
(
cx, d cos(βx), d sin(βx)
)
,
where c = 0.95 and d = (1− c2)1/2/β with β = 2, and with α = 1 let
b0 = ΠS1
[
cos(α·)(y′0 × n0)× y′0 + sin(α·)y′0 × n0
]
,
where n0 = [y
′
0]
⊥
2 , cf. Example 6.1, and ΠS1 : R3 \ {0} → R3 denotes the
projection onto the unit sphere.
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Figure 1. Snapshots of the discrete gradient flow in Ex-
ample 6.1 after k = 0, 102, 204, 306, 408, 510, 2448, 5092 iter-
ations leading to a Mo¨bius strip, colored by curvature and
torsion; crosses indicate where torsion dominates curvature.
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Figure 2. Nearly stationary configuration in Example 6.1
from different perspectives colored by curvature and torsion;
crosses indicate where torsion dominates curvature.
Figure 3. Initial and nearly stationary director fields on
the deformed centerline in Example 6.1; the vectors at every
fourth node are displayed.
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Figure 4. Energy decay in Example 6.1 accompanied by
an increase of bending energy; twist energy and penalty func-
tional decay monotonically.
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N ∼ h−1 80 160 320 640
Equadδ,ε,h [yh, bh] 27.7554 26.5432 26.3554 26.4050
Table 2. Stationary energy values in Example 6.2 for dif-
ferent mesh-sizes h = L/N .
The application of Algorithm 5.1 to the initial data defined by Exam-
ple 6.2 leads to the snapshots displayed in Figure 5. In contrast to Exam-
ple 6.1 we observe in Example 6.2 that in the nearly stationary configuration
curvature is dominated by torsion along the entire centerline, cf. Figure 6.
Interestingly, this is also the case for the inital configuration but changes
during the evolution. The discrete, dimensionally reduced energy, the twist
energy, and the penalty value decrease montonically during the evolution
while the bending energy shows a moderate increase as can be seen in the
plot of Figure 8. The initial and nearly stationary director fields are dis-
played in Figure 7. The stationary energies for a sequence of refined parti-
tions are provided in Table 2. In comparison with Example 6.1 we observe
here a non-monotone behavior and smaller differences.
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Figure 6. Nearly stationary configuration in Example 6.2
from different perspectives colored by curvature and torsion;
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fourth node are displayed.
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