Landau–Siegel zeros and zeros of the derivative of the Riemann zeta function  by Farmer, David W. & Ki, Haseo
Available online at www.sciencedirect.com
Advances in Mathematics 230 (2012) 2048–2064
www.elsevier.com/locate/aim
Landau–Siegel zeros and zeros of the derivative of the
Riemann zeta function
David W. Farmera, Haseo Kib,∗
a American Institute of Mathematics, 360 Portage Ave Palo Alto, CA 94306, United States
b Department of Mathematics, Yonsei University, Seoul, 120-749, Republic of Korea
Received 18 July 2011; accepted 16 April 2012
Available online 18 May 2012
Communicated by Alain Connes
Abstract
We show that if the derivative of the Riemann zeta function has sufficiently many zeros close to the
critical line, then the zeta function has many closely spaced zeros. This gives a condition on the zeros of
the derivative of the zeta function which implies a lower bound of the class numbers of imaginary quadratic
fields.
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1. Introduction
The spacing between zeros of the Riemann zeta-function and the location of zeros of the
derivative of the zeta-function are closely related problems which have connections to other
topics in number theory.
For example, if the zeta-function had a large number of pairs of zeros that were separated
by less than half their average spacing, one would obtain an effective lower bound on the class
numbers of imaginary quadratic fields [10,2]. Also, Speiser proved that the Riemann Hypothesis
(RH) is equivalent to the assertion that the nontrivial zeros of the derivative of the zeta-function,
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ζ ′, are to the right of the critical line [14]. There is a quantitative version of Speiser’s theorem [8]
which is the basis for Levinson’s method [7]. In Levinson’s method there is a loss caused by the
zeros of ζ ′ which are close to the critical line, so it would be helpful to understand the horizontal
distribution of zeros of ζ ′. The intuition is that the spacing of zeros of the zeta-function should
determine the horizontal distribution of zeros of the derivative. Specifically, a pair of closely
spaced zeros of ζ(s) gives rise to a zero of ζ ′(s) close to the critical line. Our main result is
a partial converse, showing that sufficiently many zeros of ζ ′(s) close to the 12 -line implies the
existence of many closely spaced zeros of ζ(s). See Theorem 1.3.
A motivation for this work is the problem of Landau–Siegel zeros: a real zero of a Dirichlet
L-function which is very close to 1. Landau–Siegel zeros are violations of the Generalized
Riemann Hypothesis, and their existence would have profound (and implausible) implications in
several areas of number theory. Conrey and Iwaniec [2] show that sufficiently many small gaps
between zeros of the Riemann zeta function would imply the non-existence of Landau–Siegel
zeros. Combining their result with our Theorem 1.3 shows that the same conclusion would follow
from sufficiently many zeros of ζ ′(s) close to the critical line.
We assume the Riemann Hypothesis and write the zeros of ζ as ρ j = 12 + iγ j and the zeros
of ζ ′ as β ′j + iγ ′j , where in both cases we list the zeros by increasing imaginary part, repeated
according to their multiplicity. Recall the zero-counting functions [15,1]
N (T ) := #{ j : 0 < γ j < T } = T2π log
T
2πe
+ O(log T ) (1.1)
and
N1(T ) := #{ j : 0 < γ ′j < T } =
T
2π
log
T
4πe
+ O(log T ). (1.2)
We consider the normalized gaps between zeros of ζ and the normalized distance of ρ′j to the
right of the critical line, given by
λ j = 2π(γ j+1 − γ j ) log γ j
λ′j =

β ′j −
1
2

log γ ′j . (1.3)
We are interested in how small the normalized gaps can be, and how small the normalized
distance to the critical line can be, so we set
λ = lim inf
j→∞ λ j (1.4)
λ′ = lim inf
j→∞ λ
′
j . (1.5)
We also consider the cumulative densities of λ j and λ′j , given by
m(ν) = lim inf
J→∞
1
J
#{1 ≤ j ≤ J : λ j ≤ ν}
m′(ν) = lim inf
J→∞
1
J
#{1 ≤ j ≤ J : λ′j ≤ ν}. (1.6)
Soundararajan’s [12] Conjecture B states that λ = 0 if and only if λ′ = 0. This amounts to
conjecturing that zeros of ζ ′(s) close to the 12 -line can only arise from a pair of closely spaced
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zeros of ζ(s). Zhang [17] showed that (on RH) λ = 0 implies λ′ = 0. Thus, Soundararajan’s
conjecture is almost certainly true because λ = 0 follows from standard conjectures on the zeros
of the zeta-function, based on random matrix theory.
However, the second author [6] showed that λ = 0 and λ′ = 0 are not logically equivalent.
Specifically, Ki [6] proved.
Theorem 1.1 (Haseo Ki [6]). Assuming RH, λ′ > 0 is equivalent to
M(γ j ) :=

0<|γ j−γn |<1
1
γ j − γn = O(log γ j ) (1.7)
for all j .
Note that the theorem implies Zhang’s result (that λ = 0 implies λ′ = 0), because if λ = 0
then for some j the sum in (1.7) will be large because an individual term in the sum is large. But
that is not the only way for M(γ j ) to be large. It is possible that there could be an imbalance in
the distribution of zeros, such as a very large gap between neighboring zeros, which makes the
sum large because many small terms have the same sign.
For example, suppose there were consecutive zeros of the zeta function with a gap of size 1,
followed by c log γ zeros equally spaced (this cannot happen, but we are illustrating a point).
Then M(γ ) would be ≫ log γ log log γ . That possibility is the reason attempts to prove λ′ = 0
implies λ = 0 have been unsuccessful. For example, Garaev and Yıldırım [4] required the
stronger assumption λ′J (log log γ ′J )2 = o(1) in order to conclude λJ = o(1).
The discussion in the previous paragraph shows that, without detailed knowledge of the
distribution of zero spacings, one requires M(γ ) ≥ C log γ log log γ for any C > 0 in order
to conclude λ = 0. It is possible that this could be improved by proving results about the rigidity
of the spacing between zeros of the zeta function. Random matrix theory could give a clue about
the limits of this approach. This would involve finding the expected maximum of the random
matrix analogue of the sum
M∗(γ j ) :=

1
log γ j
<|γ j−γn |<1
1
γ j − γn . (1.8)
Unfortunately, the necessary random matrix calculation may be quite difficult because a lower
bound on |γ j − γn| requires the exclusion of a varying number of intervening zeros, so the
combinatorics of the random matrix calculation may be intricate.
In the next section we use the example described above to indicate why m(ν) and m′(ν)
contain more precise information than λ and λ′. Following that discussion, we state our main
result.
1.1. Examples with equally spaced zeros
We illustrate Theorem 1.1 with examples which can help build intuition for why λ′ = 0 does
not imply λ = 0.
Our example involves degree N polynomials with all zeros on the unit circle. In other words,
characteristic polynomials of matrices in the unitary group U (N ). In these examples. λ > 0 but
λ′ = 0, where λ and λ′ refer respectively to the large N limits of the normalized gap between
zeros, and the rescaled distance between zeros of the derivative and the unit circle. This is the
random matrix analogue of λ and λ′ for the zeta function.
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Fig. 1.1. On the left, the zeros and the zeros of the derivative of a degree 16 polynomial having all zeros in one-fourth
of the unit circle. On the right, the image of those zeros under the mapping reiθ → (θ, 2π · 16(1 − r)). Zeros of the
function are shown as small squares and zeros of the derivative as small dots.
Fig. 1.2. Unrolled and rescaled zeros of the derivative of a polynomial with zeros equally spaced along the arc
{eiθ : 0 ≤ θ ≤ π/2}. The polynomial has degree 101 (left) and 501 (right).
Fig. 1.1 illustrates the case of 16 zeros in the interval {eiθ : 0 ≤ θ ≤ π/2}. The plot on the
left shows the zeros of the polynomial and its derivative. The figure on the right is the same plot
“unrolled”: the horizontal axis is the argument, and the vertical axis is the distance from the unit
circle, rescaled by a constant factor.
Fig. 1.2 is the analogue of the plot on the right side of Fig. 1.1, for 101 zeros and 501 zeros.
Note that in these examples λ ∼ π/2.
In Fig. 1.2 the vertical scales are stretched by a factor of 2πN (1 − r) where N = 101 and
501, respectively.
Figs. 1.1 and 1.2 illustrate that, with this unrolling and rescaling, the zeros of the derivative
approach a circle. We see that even though λ > 0 we have λ′ = 0, but furthermore, since the
zeros lie on a (rescaled) circle, we have m′(ν)≫ ν2 as ν → 0. Thus, we can have m′(ν) > 0 for
all ν > 0, yet m(ν) = 0 for ν sufficiently small.
We believe that the above example is the limit of this behavior, and we make the following
conjecture, which we view as a refinement of Soundararajan’s conjecture.
Conjecture 1.2. If m′(ν)≫ να for some α < 2, then m(ν) > 0 for all ν > 0.
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We interpret this conjecture as a general phenomenon. In addition to applying to the Riemann
zeta function, we also make the conjecture for any sequence of polynomials with all zeros on the
unit circle.
For applications to lower bounds of class numbers [10,2] one does not actually need m(ν) > 0
for ν < π ; it is sufficient to show that a relatively small number of gaps between zeros of the
zeta function are small. Our main result, Theorem 1.3, obtains such bounds from estimates on
the zeros of the derivative of the zeta function.
Theorem 1.3. Assume RH. Suppose that for all ν > 0,
#

0 < γ ′ < T :

β ′ − 1
2

log γ ′ ≤ ν

> e
−C(ν)
2π
T log T, (1.9)
as T → ∞, where C(ν) > 0 for ν > 0 with limν→0+ √νC(ν) = 0 and limν→0+ C(ν) = ∞.
Then
lim inf
T→∞
#{0 < γn ≤ T : (γn+1 − γn) log γn ≤ ν}
T log T/ log log T
> 0 (1.10)
for all ν > 0.
The conclusion of the theorem is weaker than m(ν) > 0 for ν > 0, but only by a factor of
log log T . Thus, it is more than sufficient for applying the results of Conrey and Iwaniec [2],
which provide an effective lower bound on Landau–Siegel zeros if ≫ T logα T zeros of
the Riemann zeta function are separated by less that half the average spacing. In particular,
Theorem 1.3 shows that it is possible to obtain lower bounds for class numbers of imaginary
quadratic fields from knowledge of the density of zeros of the derivative of the Riemann zeta
function.
There is an apparent discrepancy between Conjecture 1.2 and Theorem 1.3 which we wish to
clarify. In Theorem 1.3 we allow exponential decrease of m′(ν) as ν → 0. While the conclusion
of the theorem is weaker than m(ν) > 0 by a factor of log log T , it may seem curious that the
condition in Conjecture 1.2 requires m′(ν) to be relatively large as ν → 0. Indeed, the examples
in Section 1.1 show that the condition in Conjecture 1.2 cannot be improved for general functions.
The reason for the apparent inconsistency is that, as described in Section 2.3, our method
relies on a bound on the moments of the logarithmic derivative of the zeta function. For the
Riemann zeta function one expects 2T
T
ζ ′ζ

1
2
+ 1
log T
+ i t
2k dt ≪k T log2k T . (1.11)
The bound (1.11) should follow by the method of Selberg [11], although we give a conditional
proof that allows us to explicitly determine the implied constant. Such a bound, for one fixed k,
would establish a weaker version of Theorem 1.3 that required m′(ν) ≫ ν−2k . However, more
general functions like the polynomials in Section 1.1 do not satisfy an analogous bound to
(1.11). In fact, they are very large on the unit circle and do not satisfy the analogue of the
Lindelo¨f hypothesis. Conjecture 1.2 is intended to cover those more general cases, while stronger
statements should be true for the zeta function.
It is interesting to speculate on the precise nature of the function m′(ν) for the Riemann zeta
function. Duen˜ez et al. [3] give a detailed analysis of the relationship between small gaps between
zeros of the zeta function (and analogously for zeros of the characteristic polynomial of a random
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unitary matrix) and the zeros of the derivative which arise from the small gaps. For the case of
the Riemann zeta function they indicate that the random matrix conjectures for the zeros of the
zeta function should imply
m′ζ (ν) ∼
8
9π
ν
3
2 , (1.12)
as conjectured by Mezzadri [9]. That calculation is based on a more general result which suggests
that if m(ν) ∼ κνβ then m′(ν) ∼ κ ′νβ/2 where
κ ′ = 2π κ
β

2
π
β
. (1.13)
The factor of 2π comes from a different normalization used in [3] and here we work with
the cumulative distribution functions m and m′, while in [3] they use density functions. That
derivation assumed that zeros of ζ ′ close to the 12 -line only arise from closely spaced zeros of the
zeta-function. The discussion above shows that, without further knowledge of the zeros, this is
not a valid assumption. But, as indicated in our Conjecture 1.2, if β < 4 then we believe that the
almost all zeros close to the 12 -line do arise in such a manner. The random matrix prediction for
the neighbor spacing of zeros of the zeta-function has κ = π/6 and β = 3, which is covered by
Conjecture 1.2. So our results support the analysis of Duen˜ez et al. [3].
The remainder of this paper is devoted to the proof of Theorem 1.3.
2. Proof of Theorem 1.3
Theorem 1.3 says that sufficiently many zeros of ζ ′ close to the 12 -line can only arise from
closely spaced zeros of the zeta-function. If ρ′ = β ′ + iγ ′ is a zero of ζ ′, then we denote by
ρc = 12 + iγc the zero of the zeta-function which is closest to ρ′. Thus, we must show that if
there are many β ′ very close to 12 , then often there is another zero of the zeta-function close
to γc. Note that in general there may be several γ ′ corresponding to a particular γc, but when β ′
is sufficiently close to 12 , which is the situation that concerns us, Lemma 2.7 [12, Proposition 6]
ensures that it is unique.
Our approach involves a study of the quantity
Mγc =

0<|γ−γc|≤X (γc)
1
γ − γ ′ , (2.1)
where the range in the sum, X (γc), turns out to be a limiting factor in our method. We will define
X (γc) in (2.20) in Section 2.2. By analogy to a similar quantity studied in [6], we expect that
Mγc should be large if and only if β
′ − 12 is small. And just like in [6], there are two ways that
Mγc can be large. There could be an individual term which is large. That would happen if γ
′ was
near two γ s that are very close together, where “close together” refers to a gap which is small on
the scale of the average spacing. Or there could be a large imbalance in the distribution of the γ s,
for example if there was an unusually large gap between γc and one of the adjacent zeros. We
must show that the second possibility cannot occur too often. This is accomplished by showing
that an imbalance in the distribution of zeros causes the zeta function to be large, and bounds on
moments of the zeta function show that this cannot happen too often.
The proof involves two steps. Assume the zeros of the zeta function rarely get close together.
First we show that if β ′ − 12 is small then Mγc is large. Second, we show that if Mγc is large then
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usually ζ
′
ζ
(s) is large near 12 + iγ ′, subject to our assumption that the zeros of the zeta function
rarely get close together. Standard bounds for the moments of ζ
′
ζ
(σ + i t) let us conclude that
β ′ − 12 cannot be small too often, which is what we wanted to prove.
The relationship between Mγc and ζ
′/ζ relies on an estimate for ζ ′/ζ in terms of a short sum
over zeros. Suppose we have
ζ ′
ζ
(s) =

|γ−t |<X (t)
1
s − ρ + O(log t). (2.2)
On RH, with X (t) = 1/ log log t the above holds for all t [15]. Using this, instead of our (2.3)
below, leads to a weaker version of Theorem 1.3, where the log log T in the denominator of
(1.10) is replaced by log T .
We prove the following strengthening of (2.2), but only near almost all γ .
Proposition 2.1. Assume RH. Let m0 be a positive integer. There exists C∗ > 1 such that the
number of 0 < γn < T with
ζ ′
ζ
(s) =

|γ−t |≤C∗ log log tlog t
1
s − ρ + O(log γn) (2.3)
for s = σ + i t with |s − 1/2− iγn| ≤ A/ log γn is
T
2π
log
T
2πe
+ O

T
(log T )m0

(2.4)
as T →∞.
The proof of Proposition 2.1 is in Section 3.2. The number C∗ in Proposition 2.1 will appear
in the lemmas and propositions throughout this section.
2.1. Restricting to zeros with special properties
We begin the proof of Theorem 1.3. The lemmas in this section show that, in the context of
the proof of Theorem 1.3, we only have to deal with zeros that are well spaced.
Suppose, for the purposes of contradiction, that there exists ϵ > 0 so that
lim inf
T→∞
#{0 < γn ≤ T : γn+1 − γn ≤ ϵ/ log γn}
T log T/ log log T
= 0. (2.5)
Then, we can find a sequence ⟨Tl⟩ such that T1 is sufficiently large, Tl →∞ and
#{0 < γn ≤ Tl : γn+1 − γn ≤ ϵ/ log γn} = o(Tl log Tl/ log log Tl) (2.6)
as l →∞. We set
T = Tl . (2.7)
The following lemma shows that we can restrict our attention to those zeros whose immediate
neighbors are well spaced.
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Lemma 2.2. Fix C∗ > 1 and let K 6 4C∗ log log T be an integer. Under assumption (2.5) we
have
#

0 < γn < T : 0 < |m| ≤ K , |γn+m − γn+m−1| > ϵ2 log γn

= (1+ o(1)) T
2π
log T . (2.8)
Proof. For each m = ±1,±2, . . . , let
Am =

0 < γn < T : |γn+m − γn+m−1| > ϵ2 log γn

. (2.9)
Here, we exclude the case n + m ≤ 1. By assumption (2.5) together with (1.1) we have
#(Am) = T2π log T + o

T log T
log log T

(2.10)
for 0 < |m| ≤ log T . Using an inclusion–exclusion argument, and then applying (2.10) to every
summand, we have
#
 
0<|m|≤K
Am

=

0<|m|≤K
#(Am)−

−K≤m<K
m≠0
#
Am ∪ 
m<l≤K
l≠0
Al
 (2.11)
> 2K T
2π
log T + o

K T log T
log log T

− (2K − 1) T
2π
log T + O(K log T ) (2.12)
= T
2π
log T + o(T log T ).  (2.13)
The next Proposition shows that we can restrict to intervals where the number of zeros is close
to its average. Fix C∗ > 1, let l1 and l2 be integers, and for 12 + iγ a zero of the zeta function set
S(γ, l1, l2) := N

γ + l2C
∗ log log γ
log γ

− N

γ + l1C
∗ log log γ
log γ

− (l2 − l1)C
∗ log log γ
2π
. (2.14)
Using an argument in [5], we get the following.
Proposition 2.3. Let m0 > 0. There exists C > 0 such that the number of 0 < γn < T with
S(γn, l1, l2) ≤ C log log T (2.15)
for all |l1|, |l2| ≤ log T/(C∗ log log T ) and l1 < l2, is
T
2π
log
T
2πe
+ O

T
(log T )m0

(T →∞). (2.16)
The proof of Proposition 2.3 is in Section 3.1.
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2.2. Lower bound for Mγc
Let β ′ + iγ ′ be a zero of ζ ′, and (assuming RH) let 12 + iγc be the zero of the zeta function
which is closest to iγ ′. If there are two closest zeros, choose the one nearer to the origin. We will
use the above Propositions and Lemma to give a lower bound for Mγc , assuming β
′− 12 is small.
Let Z(T ) be the set of 0 < γc < T which satisfy the following three conditions, with C and
A independent of T but possibly depending on ϵ, and an absolute constant in the big-O term
of (2.19), and ϵ, K , as in Lemma 2.2:
γc ∈

0 < γn < T : 0 < |m| ≤ K , |γn+m − γn+m−1| > ϵ2 log γn

; (2.17)
S(γc, l1, l2) ≤ C log log T

− log T
C∗ log log T
≤ l1 < l2 ≤ log TC∗ log log T

; (2.18)
ζ ′
ζ
(s) =

|γ−t |≤C∗ log log γlog γ
1
s − ρ + O(log γc), (2.19)
where s = σ + i t with |s − 1/2 − iγc| ≤ A/ log γc. By the Propositions and Lemma in the
previous section, as T →∞ the set Z(T ) contains ∼ 12π T log T elements.
In the definition (2.1) of Mγc , let
X (γc) = C
∗ log log γc
log γc
. (2.20)
Lemma 2.4. If ν > 0 and k is a positive integer, and A is as above, then
e−C(ν) log2k T
νk
A2k(1+ O(√ν))2k T
2π
log T ≪

T
log T ≤γ ′≤T
(β′− 12 ) log γ ′≤ν
γc∈Z(T )
|Mγc |2k . (2.21)
Proof. Throughout the proof we assume γc ∈ Z(T ).
From equation (2.12.7) in [15] and standard properties of the Γ -function, we get
ζ ′
ζ
(s) = −1
2
log t + O(1)+

ρ

1
s − ρ −
1
ρ

, (2.22)
uniformly for t > 10 and −1 ≤ σ ≤ 2. Let β ′ + iγ ′ be a zero of ζ ′(s) where 0 < γ ′ < T is
sufficiently large. Taking the real part (2.22) with s = β ′ + iγ ′, we have
1
2
log γ ′ + O(1) = β
′ − 12
β ′ − 12
2 + (γ ′ − γc)2 +

γ ≠γc
β ′ − 12
β ′ − 12
2 + (γ ′ − γ )2 . (2.23)
We consider three cases, with Case 3 requiring some manipulations which will be used to
complete the proof of the lemma.
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Case 1. β ′ − 1/2 > |γ ′ − γc|.
Then, by (2.23), we get
1
2
log γ ′ + O(1) > 1
2

β ′ − 12
 . (2.24)
Thus, we have β ′ − 1/2 ≫ 1/ log γ ′.
Case 2. β ′ − 1/2 ≤ |γ ′ − γc| and |γ ′ − γc| > δ(ϵ)/ log γ ′, where δ(ϵ) = 8/ϵ2.
By (2.17), (2.18) and (2.23), we have
1
2
log γ ′ ≪

β ′ − 1
2

log2 γ ′ +
∞
m=1
β ′ − 12
mϵ
log γ ′
2
+
∞
m=0

β ′ − 12

log log γ ′
log log γ ′
log γ ′
2 + m log log γ ′log γ ′ 2
≪

β ′ − 1
2

log2 γ ′, (2.25)
and so again we have
β ′ − 1
2
≫ 1
log γ ′
. (2.26)
Here the implied constants depend only on ϵ.
Case 3. β ′ − 1/2 ≤ |γ ′ − γc| and |γ ′ − γc| ≤ δ(ϵ)/ log γ ′.
Using (2.17), (2.18) and (2.23), as in Case 2, we get
1
2
log γ ′ + O(1) > β
′ − 12
2(γ ′ − γc)2 (2.27)
and
1
2
log γ ′ ≪ β
′ − 12
(γ ′ − γc)2 +

β ′ − 1
2

log2 γ ′ ≪ β
′ − 12
(γ ′ − γc)2 . (2.28)
Thus we have
(γ ′ − γc)2 log γ ′ ≪ β ′ − 12 ≪ (γ
′ − γc)2 log γ ′. (2.29)
Here the implied constants depend only on ϵ. By (2.29) and the conditions of Case 3 we have
γc − γ ′
β ′ − 12
2 + (γ ′ − γc)2 −
1
γc − γ ′ = O(log γ
′). (2.30)
Taking the imaginary part of (2.19) with s = β ′ + iγ ′ and using the conditions in Case 3 we
get 
0<|γ−γc|≤C∗ log log γclog γc
γ − γ ′
β ′ − 12
2 + (γ ′ − γ )2 +
γc − γ ′
β ′ − 12
2 + (γ ′ − γc)2
= O(log γ ′). (2.31)
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By (2.17), recalling that K ≫ log log T , we have

0<|γ−γc|≤C∗ log log γclog γc
γ − γ ′
β ′ − 12
2 + (γ ′ − γ )2 − Mγc = O
 ∞
k=1

β ′ − 12
2

ϵk
log γ ′
3

= ∗ O(log γ ′). (2.32)
By combining (2.29)–(2.32), we have
O(log γ ′) = Mγc +
1
γc − γ ′ = Mγc + Aγc

log γ ′
β ′ − 12
, (2.33)
where 1 ≪ Aγc ≪ 1, with the implied constants depending only on ϵ.
That ends our consideration of Case 3.
Now we complete the proof of the lemma. Let ν be a positive number. Suppose that
β ′ − 1
2

log γ ′ ≤ ν. (2.34)
Then, for sufficiently small ν, we see that only Case 3 is possible for sufficiently large γ ′, namely
we have
Mγc + Aγc

log γ ′
β ′ − 12
= O(log γ ′), (2.35)
i.e.,
|Mγc | > A
log γ ′√
ν
(1+ O(√ν)). (2.36)
By this, the assumption in Theorem 1.3, and the fact that #Z(T ) ∼ 12π T log T , we have
e−C(ν) T
2π
log T ≪

T
log T ≤γ ′≤T
(β′− 12 ) log γ ′≤ν
γc∈Z(T )
1 6

T
log T ≤γ ′≤T
(β′− 12 ) log γ ′≤ν
γc∈Z(T )
 |Mγc |
A log γ
′√
ν
(1+ O(√ν))
2k .
The last inequality gives (2.21). 
In the next section we describe upper bounds for the moments of Mγc . This will contradict
(2.21) and complete the proof of Theorem 1.3.
2.3. Bounding the moments of Mγc
We obtain an upper bound on Mγc from a bound on moments of the logarithmic derivative
of the zeta function. This makes use of that fact that, assuming the zeros of the zeta function do
not get close together, the logarithmic derivative can be approximated either by a short sum over
zeros, or by a short Dirichlet series.
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Lemma 2.5. Assume RH. Let T/ log T < γ ′ < T such that |γ ′ − γc| ≤ δ(ϵ)/ log γ ′ and
assume (2.17)–(2.19). Then
Mγc
i
+ ζ
′
ζ

1
2
+ 1
log T
+ i t

= Oϵ(log T ), (2.37)
for |t − γ ′| ≤ A/ log γ ′.
Proof. By the assumptions we have
Mγc
i
+ ζ
′
ζ

1
2
+ 1
log T
+ i t

= Mγc
i
+

0<|γ−γc|≤C∗ log log γclog γc
1
1
log T + i(t − γ )
+ O(log T )
=

0<|γ−γc|≤C∗ log log γclog γc
1
log T + i(t − γ ′)
i(γ − γ ′)

1
log T + i(t − γ )
 + O(log T )
≪
∞
m=1
1+δ(ϵ)
log γ ′
mϵ
log γ ′
2 + O(log T )
= Oϵ(log T ).  (2.38)
Lemma 2.6. Assume RH and (2.17)–(2.18). Let s = 12 + 1log T + i t with |t | ≤ T , and let
x = T 1/100k . Then if |γ ′ − γc| ≤ δ(ϵ)/ log γ ′ and |t − γ ′| ≤ ϵ/ log γ ′, we have
ζ ′
ζ
(s) = −

n<x2
Λx (n)
ns
+ Oϵ(k log T ), (2.39)
where
Λx (n) =

Λ(n) 1 ≤ n ≤ x
Λ(n)
log

x2
n

log x
x ≤ n ≤ x2.
(2.40)
Proof. By Titchmarsh [15], Theorem 14.20,
ζ ′
ζ
(s) = −

n<x2
Λx (n)
ns
+ x
2(1−s) − x1−s
(1− s)2 log x
+ 1
log x
∞
q=1
x−2q−s − x−2(2q+s)
(2q + s)2 +
1
log x

ρ
xρ−s − x2(ρ−s)
(s − ρ)2 . (2.41)
The assumptions on the zero spacings give the claimed bound on the terms involving the
zeros. 
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Lemma 2.7 (Soundararajan, Lemma 3 of [13]). Let T be large, and let 2 ≤ x ≤ T . Let k be a
natural number such that xk ≤ T/ log T . For any complex numbers a(p) we have
 2T
T
p≤x a(p)p 12+i t

2k
dt ≪ k! T

p≤x
|a(p)|2
p
k
,
where the sum is over the primes.
Lemma 2.8 (Soundararajan, Proposition 6 of [12]). Suppose 1/2 + iγ1 and 1/2 + iγ2 are
two consecutive zeros of ζ(s) with T ≤ γ1 < γ2 ≤ 2T for large T . Suppose the disc
|s − (1/2+ iγ1)| ≤ 2 is devoid of exceptions to the Riemann Hypothesis. Then the box
{s = σ + i t : 1/2 < σ < 1/2+ 1/ log T, γ1 ≤ t ≤ γ2}
contains at most one zero (counted with multiplicity) of ζ ′(s).
We assemble the above lemmas to bound the moments of Mγc .
By Lemmas 2.5 and 2.6, with A = Aϵ a constant depending only on ϵ, which may be different
in each inequality, we have
|Mγc |2k ≪ A2k log2k T + 22k
ζ ′ζ

1
2
+ 1
log T
+ i t
2k
≪ A2kk2k log2k T + 22k

n<x2
Λx (n)
n
1
2+ 1log T +i t

2k
≪ A2kk2k log2k T + 22k


p<x2
Λx (p)
p
1
2+ 1log T +i t

2k
, (2.42)
where x = T 1/100k , for |t − γ ′| ≤ ϵ/ log γ ′ and |γ ′ − γc| ≤ δ(ϵ)/ log γ ′, provided γc
satisfies (2.17)–(2.19). That is, provided γc ∈ Z(T ). Recall that for sufficiently small ν with
(β ′ − 1/2) log γ ′ ≤ ν, only Case 3 is possible, i.e.,
β ′ − 1
2
≤ |γ ′ − γc| and |γ ′ − γc| ≤ δ(ϵ)log γ ′
for sufficiently large γ ′. Thus, using the property (2.17) of Z(T ), Lemma 2.8 and (2.42), we get
ϵ
2 log T

T
log T ≤γ ′≤T
(β′− 12 ) log γ ′≤ν
γc∈Z(T )
|Mγc |2k
≪ A2kk2k T log2k T + 22k
 T
T
log T


p<x2
Λx (p)
p
1
2+ 1log T +i t

2k
dt. (2.43)
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By this and Lemma 2.7
ϵ
2 log T

T
log T ≤γ ′≤T
(β′− 12 ) log γ ′≤ν
γc∈Z(T )
|Mγc |2k ≪ A2kk2k T log2k T + 22kk! T

p<x2
Λx (p)2
p1+
2
log T
k
≪ A2kk2k T log2k T . (2.44)
The last step used Λx (p) ≤ Λ(p) and the fact that
p≤x
Λ(p)2
p
≪ log2 x, (2.45)
which is a weak form of the prime number theorem.
Rearranging the above inequality and combining with (2.21), we have
e−C(ν)
νk
(1+ O(√ν))2k T log2k+1 T ≪ A2kk2k T log2k+1 T, (2.46)
which rearranges to give
(1+ O(√ν))2k ≪ A2kk2kνkeC(ν). (2.47)
Letting k = [1/√A2eν], we have a contradiction if √νC(ν)→ 0 as ν → 0. This completes the
proof of Theorem 1.3.
3. Proofs of technical results
In this section we provide the proofs of Propositions 2.1 and 2.3.
3.1. Proof of Proposition 2.3
Assume that γn satisfies T/(log T )m0+3 < γn < T . We recall T+H
T
|S(t + h)− S(t)|2kdt = H(2k)!
(2π2)kk! log
k(2+ h log T )
+ O(H(ck)k(k + logk−1/2(2+ h log T ))) (3.1)
uniformly for T a < H ≤ T , a > 1/2, 0 < h < 1 and any positive integer k, where c is a positive
constant and S(t) = 1
π
arg ζ(1/2+ i t). For this, see [16, Theorem 4]. Thus we have T
0
|S(t + h)− S(t)|2kdt ≪ T (Ak)2k, (3.2)
where log(2+ h log T )≪ k. Let S(t, h) = S(t + h)− S(t). We note that
S(t, h) = N (t + h)− N (t)− h
2π
log
t
2π
+ O

h2 + 1
t

, (3.3)
where N (t) is the number of zeros of ζ(s) in 0 < ℑs < t .
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For 0 6 h 6 log log Tlog T , we have
S(γn, l1, l2) ≤ N

γn + l2C
∗ log log T
log T
+ h

− N

γn + (l1C
∗ − 1) log log T
log T
+ h

− (l2 − l1)C
∗ log log T
2π
+ o(log log T )
≤ S γn + (l1C∗ − 1) log log Tlog T + h, ((l2 − l1)C∗ + 1) log log Tlog T

+ 2 log log T . (3.4)
Using this, we have
T
(log T )m0+3
<γn<T
S(γn ,l1,l2)>C log log T
(C log log T )2k
6

T
(log T )m0+3 <γn<T
S(γn, l1, l2)
2k
≪ T log T (4 log log T )2k + log T
log log T
×

0<γn<T
 γn+ l1C∗ log log Tlog T
γn+ (l1C
∗−1) log log T
log T
2S t, ((l2 − l1)C∗ + 1) log log Tlog T
2k dt
≪ T log T (4 log log T )2k + (log T )
2
log log T
×
 T
0
2S t, ((l2 − l1)C∗ + 1) log log Tlog T
2k dt
≪ T (log T )2((4 log log T )2k + (Ak)2k) (3.5)
for any sufficiently large T and any |l1|, |l2| ≤ log T/(C∗ log log T ) with l1 < l2. We put
k = [log log T ] and C = em0+2(A + 5). (3.6)
By these and the last inequality, we have

|l1|,|l2|≤ log TC∗ log log T
l1<l2

T
(log T )m0+3
<γn<T
S(γn ,l1,l2)>C log log T
1 ≪ T (log T )
4(2C2 log log T )2k
(C log log T )2k
≪ T
(log T )m0
. (3.7)
Since N ( T
(log T )m0+1 ) = O( T(log T )m0 ), we have
|l1|,|l2|≤ log TC∗ log log T
l1<l2

0<γn<T
S(γn ,l1,l2)>C log log T
1 ≪ T
(log T )m0
. (3.8)
That completes the proof of Proposition 2.3.
D.W. Farmer, H. Ki / Advances in Mathematics 230 (2012) 2048–2064 2063
3.2. Proof of Proposition 2.1
We recall
ζ ′
ζ
(s) = O(log t)+

|γ−t |≤1
1
s − ρ (3.9)
holds uniformly for t > 1 and −2 ≤ Res ≤ 1. For this, see [15, Theorem 9.6 (A)]. Using
(3.9), it suffices to show that for any γn ∈ [T/(log T )m0+1, T ] satisfying the condition (2.15) in
Proposition 2.3, we have
C∗ log log T
log T <|γn−γm |≤1
1
γn − γm = O(log T ). (3.10)
This follows because log γn = (1 + o(1)) log T and for s with |s − 1/2 − iγn| ≤ A/ log T , we
have

C∗ log log T
log T <|γn−γm |≤1
1
s −

1
2 + iγm
 − 1
i(γn − γm) = O
 1
log T
∞
m=1
log log T
m log log T
log T
2

= O(log T ).
We recall that the condition in Proposition 2.3 is
N

γn + lC
∗ log log T
log T

= N (γn)+ lC
∗ log log T
2π
+ O(log log T ) (3.11)
for any integer l with |l| ≤ log T/(C∗ log log T ).
Let γm1 be the smallest in [γn − 1, γn − C∗ log log T/ log T ) and γm2 the largest in
(γn + C∗ log log T/ log T, γn + 1]. Let N be the smallest positive integer such that γn −
C∗ log log T/ log T > γm1+N and γm2−N 6 γn + C∗ log log T/ log T . By taking C∗ large
enough, we have γm1+N < γn < γm2−N . Since the error term in (3.11) is uniform for any
integers |l| ≤ log T/(C∗ log log T ), we have
max
0≤k≤N
|2γn − γm2+k − γm1−k | = O

log log T
log T

. (3.12)
Using this and the fact [15, Theorems 9.3 and 14.13] that the number of zeros between t and
t + 1 is
log t
2π
+ O

log t
log log t

(as t →∞), (3.13)
we have 
C∗ log log T
log T <|γn−γm |≤1
1
γn − γm =

0≤ℓ≤N
2γn − γm2+ℓ − γm1−ℓ
(γn − γm2+ℓ)(γn − γm1−ℓ)
+ O(log T )
= O
 log log T
log T
∞
ℓ=1
log log T
ℓ log log T
log T
2
+ O(log T )
= O(log T ). (3.14)
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Thus, we complete the proof of Proposition 2.1.
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