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Emmodelos normais lineares o conjunto de observac~oes e denotado pelo vetor
(y1; :::; yn)
0
, que sup~oe-se ser a realizac~ao de um vetor aleatorio Y com com-
ponentes independentes, normalmente distribudas com media (1; :::; n)
0
e
varia^ncia constante 2. O conjunto de covariaveis ou de variaveis explicativas
e apresentado numa matriz X, n p , onde cada linha de X faz refere^ncia a
uma observac~ao diferente e cada coluna a uma covariavel diferente. A relac~ao
entre o vetor das medias e as variaveis explicativas e dada por  = X, onde
 = (1; :::; p)
0. Estas ideias podem ser resumidas do seguinte modo:
1. A componente aleatoria onde as observaco^es yi, i = 1; :::; n, s~ao inde-
pendentes normalmente distribudas com E(yi) = i e varia^ncia con-
stante 2.
2. Uma componente sistematica: O preditor linear  e dado por  = X,




3. Uma ligac~ao entre as componentes aleatoria e sistematica:  = .
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Quando existe heterogeneidade da varia^ncia, (1) n~ao e valido e devera ser
substitudo. Neste casso, e conveniente considerar uma analise com mode-
lagem explcita do para^metro de dispers~ao, incluindo possveis explicac~oes da
heterogeneidade atraves de variaveis explicativas. Por exemplo, a varia^ncia
na analise de regress~ao normal pode ser modelada atraves de variaveis ex-
plicativas, como g(2i ) = z
0
i, onde g e uma func~ao real apropriada e zi =
(z1; :::; zr)
0 um conjunto de variaveis explicativas. Uma abordagem classica
para a modelagem da heterogeneidade da varia^ncia na analise de regress~ao
normal foi proposta por Harvey (1976) com g = log.
Se i e j, i 6= j, n~ao s~ao independentes, Var() =  n~ao e uma matriz
diagonal. Assim, e necessario fazer uma analise com modelagem explcita
dos elementos da matriz de covaria^ncia que n~ao est~ao sobre a diagonal.
Usualmente, algumas restric~oes s~ao usadas para garantir que a matriz de
covaria^ncias seja positiva denida. Por exemplo, nos processos estacionarios
Gaussianos estudados em Geoestatstica, a matriz de covaria^ncias e explici-
tamente modelada atraves da func~ao de correlac~ao. Esta e modelada como
uma func~ao da dista^ncia euclideana entre as unidades de observac~ao. Adi-
cionalmente, dado que s~ao necessarias algumas restric~oes para garantir a
positividade da matriz de covaria^ncias, unicamente func~oes de correlac~ao
pertencentes a famlia de func~oes positivas s~ao consideradas. Para maiores
discuss~oes, ver Diggle e Verbyla (1998) e Stein (1999).
Generalizando (1) na especicac~ao dos modelos normais lineares para dis-
tribuic~oes na famlia exponencial e (3) para ligac~oes diferentes da identidade
i = h(i), onde h e uma func~ao monotona diferenciavel, se obtem os mo-
delos lineares generalizados (McCullagh e Nelder, 1996). Uma metodologia
Bayesiana foi proposta por Dey, Gelfand e Peng (1997) para a modelagem
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de para^metros ortogonais na famlia exponencial biparametrica, da forma
f(yj; ) = b(y) exp[y + T (y)  (; )]: (1.1)




= E(y j ; ) =  e @
2
@2
= V ar(y j ; )
e que usando a notac~ao 	(i;j) = @
i+j
@i@ j
	, e com 	 determinado por  =
	(1;0)(; ) e (; ) =  	(; ) + 	(1;0)(; ), a equac~ao (1:1) pode ser
expressada atraves da parametrizac~ao da media como
f(yj; ) = b(y) exp[(y   )	(1;0)(; ) + T (y) 	(; )]:






= 	(2;1)(; )E(y   ) = 0;
o que dene ortogonalidade entre os para^metros  e  . Modelando estes
para^metros como h() = x0 e g() = z0, onde h e g s~ao func~oes monotonas
diferenciaveis, os para^metros dos modelos de regress~ao podem ser estimados
usando metodologia classica ou Bayesiana, mediante um processo iterativo
alternado entre  e .
Generalizando o item 2. para i = f(xi; ), onde f e uma func~ao n~ao
linear dos para^metros, obtemos um modelo normal n~ao linear. Quando a
varia^ncia n~ao e constante, e conveniente considerar, novamente, uma analise
com uma modelagem explcita da mesma, incluindo possveis efeitos na^o
lineares atraves de variaveis explicativas. Na analise de modelos de regress~ao
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normais n~ao lineares, a varia^ncia pode ser modelada como no Captulo 2,
atraves de variaveis explicativas. Isto e, 2 = g(z; ), onde g e uma func~ao
apropriada e z e um conjunto de variaveis explicativas da varia^ncia. Uma
outra generalizac~ao pode ser feita em modelos n~ao lineares. A distribuic~ao
em (1) pode ser generalizada para distribuic~oes na famlia exponencial. Com
estas generalizac~oes nos chegamos ao que poderamos chamar modelos n~ao
lineares generalizados.
Neste trabalho de tese, sumarizam-se resultados da abordagem classica na
modelagem de para^metros da famlia exponencial biparametrica como mo-
delos de regress~ao, e se fazem propostas de abordagem Bayesiana para esta
modelagem. Se prop~oe extens~oes das metodologias propostas para o ajuste
de modelos n~ao lineares na media e no para^metro de dispers~ao de observac~oes
com distribuic~ao na famlia exponencial biparametrica. Tambem se prop~oe
uma abordagem Bayesiana para a modelagem da matriz de covaria^ncias em
modelos normais de regress~ao linearres, quando as observac~oes n~ao s~ao in-
dependentes. Esta metodologia tambem e estendida para a modelagem da
varia^ncia intra-individual em modelos hierarquicos.
O Captulo 2 faz um resumo de modelos lineares gene-
ralizados e das abordagens classica e Bayesiana para estimac~ao dos para^-
metros, apresentando o metodo escore de Fisher e uma abordagem Bayesiana
usando o algoritmo de Metropolis-Hastings. Considera-se, tambem, a famlia
exponencial biparametrica estudada em Dey, Gelfand e Peng (1997).
No Captulo 3 considera-se a situac~ao onde modelos de regress~ao s~ao pro-
postos para a media e a varia^ncia de observac~oes normalmente distribudas.
Neste captulo, inicialmente, resumimos uma abordagem classica para a mo-
delagem da heterogeneidade da varia^ncia em analise de regress~ao normal
(Aitkin, 1987). Depois, proveremos o algoritmo MCMC para obter amostras
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aproximadas da distribuic~ao a posteriori resultante. Ilustramos este algo-
ritmo com dados simulados, o aplicamos na analise de dados de arvores de
cereja (Ryan, Joiner e Ryan 1976), e comparamos os resultados obtidos com a
analise classica deste conjunto de dados. O captulo e nalizado com algumas
conclus~oes e sugest~oes de extens~oes.
A ideia do Captulo 3 e estendida no Captulo 4 para a modelagem da
regress~ao na famlia exponencial biparametrica com para^metros ortogonais
no sentido de Cox e Reid (1987). Como um exemplo modelamos a media e
o para^metro de forma na distribuic~ao gama. Estendemos estas ideias para
a modelagem de regress~ao de para^metros n~ao ortogonais na famlia de dis-
tribuic~oes exponencial de dois para^metros. Como exemplos, modelamos a
media e a varia^ncia na distribuic~ao gama, e a media e o para^metro de dis-
pers~ao na distribuic~ao beta. Varios estudos de simulac~ao foram feitos para
ilustrar esta metodologia. Tambem e apresentada uma aplicac~ao.
As metodologias propostas nos captulos anteriores para a modelagem
de para^metros ortogonais, ou n~ao, na famlia de distribuic~oes exponencial
biparametrica, e revista no Captulo 5 para ajustar modelos normais n~ao lin-
eares com varia^ncia variavel. As mesmas metodologias s~ao propostas para a
modelagem de para^metros ortogonais como modelos de regress~ao n~ao lineares
na famlia exponencial biparametrica.
No Captulo 6 propomos uma abordagem Bayesiana para modelar estru-
turas de regress~ao na media e na matriz de varia^ncias-covaria^ncias de ob-
servac~oes com distribuic~ao normal. Inicialmente, apresentamos a estrategia
de modelagem proposta por Pourahmadi (1999). Apresenta-se a metodologia
Bayesiana usada para ajustar os modelos, como uma generalizac~ao do algo-
ritmo apresentado na Sec~ao 3.3. A abordagem e ilustrada com um estudo
simulado e uma aplicac~ao com dados reais.
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No Captulo 7 fazemos uma proposta para a modelagem de dados re-
sultantes de medic~oes repetidas onde a relac~ao entre a resposta e as co-
variaveis tem uma estrutura de regress~ao linear, considerando uma estrutura
hierarquica com e^nfase particular em dois nveis de variabilidade, como uma
extens~ao da modelagem da matriz de covaria^ncias proposta no captulo 6.






Este Captulo e um resumo dos modelos lineares generalizados (MLG) e
inclui elementos das abordagens classica e Bayesiana para estimac~ao dos
para^metros. Tem como objetivo ilustrar o metodo escore de Fisher usado
para ajustar MLG e apresentar uma abordagem Bayesiana para obter as
estimativas dos para^metros usando o algoritmo de Metropolis-Hastings.
As tre^s sec~oes seguintes deste captulo s~ao apresentadas baseadas no livro
de Agresti (1990). A Sec~ao 2.2 apresenta os modelos lineares generalizados.
A Sec~ao 2.3 apresenta o metodo de Newton Raphson, como uma forma de
introduzir na Sec~ao 2.4 o metodo de escore de Fisher. Na Sec~ao 2.4 se inclui
tambem, a relac~ao entre estimac~ao de maxima verossimilhanca, usando escore
de Fisher e a estimac~ao por mnimos quadrados ponderados (MQP). A Sec~ao
2.5 apresenta alguns elementos de infere^ncia Bayesiana. A Sec~ao 2.6 apre-
senta o algoritmo de Metropolis-Hastings usado para fazer infere^ncia sobre os
para^metros. Na Sec~ao 2.7 considera-se a famlia exponencial biparametrica
estudada em Dey, Gelfand e Peng (1997), e sua reparametrizac~ao na media
12
e no para^metro de dispers~ao. Demostra-se a ortogonalidade entre estes dois
para^metros e prop~oe-se o algoritmo dado em Aitkin (1987) para ajustar mod-
elos de regress~ao para a modelagem simultanea da media e do para^metro de
dispers~ao.
2.2 Modelos lineares generalizados
Nos modelos lineares generalizados (MLG), a componente aleatoria Y =
(y1; :::; yn)
0 e formada por observac~oes independentes, com func~oes de proba-
bilidade da forma
f(yiji; ) = exp f[yii   b(i)]=a() + c(yi; )g, i = 1; :::; n: (2.1)
O para^metro i e chamado de para^metro natural. A func~ao a() fre-
quentemente tem a forma a() = =wi para pesos conhecidos wi, e  e
comunmente chamado de para^metro de dispers~ao. b(:) e c(:) s~ao func~oes de
valor real especcas.
Express~oes gerais para a media e a varia^ncia de Y usam termos em (2.1).
Seja `(i; jyi) = log f(yiji; ) o logaritmo da func~ao de densidade consi-

















(i) denotam a primeira e segunda derivada de b avaliada em
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i. Dado que sob condic~oes de regularidade de Cramer-Rao (Zacks, 1971, pg.
182),
E(@`=@) = 0 e   E(@2`=@2) = E2(@`=@)
de (2.2) se conclui que
i = E(yi) = b
0(i) e 2i = Var(yi) = b
00(i)a():
A componente sistematica, a segunda componente dos modelos lineares
generalizados, refere-se as variaveis explicativas usando o preditor linear
 = X;
onde  = (1; :::; n)
0,  = (1; :::; p)0 e X e uma matriz n  p como na
introduc~ao .
A func~ao de ligac~ao que e a terceira componente dos modelos lineares
generalizados conectam i = E(yi) com o preditor linear por
i = h(i); i = 1; :::; n;
onde h e uma func~ao monotona e diferenciavel. A func~ao h, para a qual
h(i) = i em (2.1), e chamada de ligac~ao cano^nica.
2.2.1 Verossimilhanca e equac~ao de informac~ao
Em modelos lineares generalizados, dado Y = (yi; :::; yn)
0 com componentes
independentes e distribuic~ao na famlia exponencial biparametrica denida
pela equac~ao (2.1), a func~ao de verosimilhanca esta dada pelo produto
L() = ni=1f(yiji; )
onde a notac~ao L() e adotada para indicar que  = (1; :::; n) depende de
.
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Nosso objetivo e determinar o valor de  que maximiza L(). Ent~ao,
dado que as func~oes L() e `() alcancam seu valor maximo no mesmo valor















=a() + c(yi; )
o
:
O primeiro passo nesta direc~ao e determinar a func~ao escore denida pelo
vetor das derivadas primeiras de `() com relac~ao as componentes de . Isto




















=a() , i = b
0(i) e Var(yi) = b00(i)a(),
@`i
@i
= (yi   i)=a()
@i
@i
= b00(i) = Var(yi)=a()











dado que @i=@i depende da func~ao de ligac~ao h para o modelo, e @i=@j =
xij. Em conseque^ncia, o sistema de equac~oes que se tem que solucionar para







= 0; j = 1; :::; p:
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2.2.2 Matriz de informac~ao de Fisher
A matriz de informac~ao e o valor negativo do valor esperado da matriz Hes-
siana. Isto e, o valor negativo do valor esperado da matriz de segundas
derivadas do logaritmo da func~ao de verossimilhanca. Das equac~oes de reg-







































Em conseque^ncia, a matriz de informac~ao de Fisher, que tem elementos
  E(@2`()=@l@j), pode tambem ser denida por
I = X 0WX;
onde W e a matriz diagonal com elementos na diagonal denidos por
wi = (@i=@i)
2=V ar(yi):
Sob condic~oes de regularidade, o estimador de maxima verossi-
milhanca de  tem, para uma amostra grande, distribuic~ao normal com ma-
triz de covaria^ncias igual ao inverso da matriz de informac~ao de Fisher.
Seja ^ um estimador de maxima verossimilhanca de . Para ilustrar a










onde @`(^)=@ e @`2(^)=@@0 representam @`()
@
e @`2()=@@0 avaliados















x11(@1=@1) : : : x1n(@n=@n)
: : : : : : : : :
xp1(@1=@1) : : : xpn(@1=@1)
3777775 ;






^     (T 0V  1T ) 1T 0V  1=2Z:
Usando teora asintotica se pode concluir que:
^     Np(; (X 0WX) 1) = Np(; I 1p ):
Esta distribuc~ao e usada para construir intervalos ou regi~oes de conanca
para func~oes de . Inicialmente, o intervalo de conanca 100(1  ) % para
k tem limites ^k  z=2ikk onde ikk e o k-esimo elemento da matriz I 1,
k = 1; :::; p.
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2.3 Metodo de Newton Raphson
O metodo de Newton Raphson e um metodo para solucionar equac~oes n~ao
lineares. Este metodo pode solucionar equac~oes tais como as equac~oes da
verossimilhanca, que determinam o ponto em que uma func~ao de verossi-
milhanca e maximizada. O metodo requer um valor inicial para o valor que
maximiza a func~ao. A func~ao e aproximada numa vizinhanca desse valor
inicial por um polino^mio de segundo grau, e o segundo valor e o ponto onde
este polino^mio alcanca seu valor maximo. A func~ao e ent~ao aproximada numa
vizinhanca desse segundo valor por outro polino^mio de segundo grau, e o
terceiro valor e o ponto onde este polino^mio alcanca seu maximo valor. Desta
maneira, o metodo gera uma seque^ncia de valores. Estes valores convergem
para a localizac~ao do maximo quando a func~ao e adequada e/ou o valor inicial
e apropriado. Se o valor inicial n~ao for apropriado, o metodo de Newton
Raphson pode gerar uma seque^ncia de valores que convergem para um ponto
onde a func~ao tem maximo local. Em conseque^ncia, para determinar o ponto
onde a func~ao alcanca seu valor maximo, e recomendavel repetir algumas
vezes o processo considerando valores iniciais distintos.
Mais detalhadamente, o metodo de Newton Raphson determina o valor
^ do vetor  = (1; :::; p)









; ij = 1; :::; p:
Sejam q(k) e H(k) os termos q e H, respectivamente, avaliados num valor
corrente (k). Ent~ao, denotando por Q(k)() a aproximac~ao de `() dada por
termos de ate segunda ordem na sua expans~ao de Taylor em torno de (k),
Q(k)() = `((k)) + (q(k))
0
(   (k)) + 1
2
(   (k))0H(k)(   (k)):
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Esta func~ao Q(k)() alcanca seu valor maximo no ponto (k+1) para o qual
@Q(k)
@
= q(k) +H(k)(   (k)) = 0:
Isto e, para
(k+1) = (k)   (H(k)) 1q(k): (2.5)
Uma estimativa do ponto onde `() alcanca seu valor maximo, e encon-
trada repetindo (2.5) ate que algum criterio denido entre estimativas de
ciclos sucessivos seja satisfeito.
2.4 Newton-Raphson e escore de Fisher
Ometodo iterativo mais utilizado para ajustar modelos lineares generalizados
e chamado escore de Fisher, e e parecido com o metodo de Newton-Raphson.
A distinc~ao e que escore de Fisher usa o valor esperado da matriz das segun-
das derivadas.
Se (k) denota a k-esima aproximac~ao para os valores que maximizam a
verossimilhanca, para o metodo de Newton Raphson,
(k+1) = (k) + (H(k)) 1q(k);
onde H e a matriz que tem como entradas @
2`()
@l@j
, l; j = 1; :::; p, q e o vetor
que tem elementos @L()
@j
, e H(k) e q(k) s~ao H e q avaliados em  = (k). A
formula de escore de Fisher e
(k+1) = (k) + (I(k)) 1q(k)
ou
I(k)(k+1) = I(k)(k) + q(k): (2.6)
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onde I(k) e o valor da matriz de informac~ao no ponto (k), isto e, I(k) tem
elementos  E( @2`()
@l@j)
), avaliados em (k).
No contexto dos modelos lineares generalizados, em continuac~ao, mostra-
se a relac~ao entre estimac~ao de maxima verossimilhanca usando escore de
Fisher e a estimac~ao por mnimos quadrados ponderados. O lado direito da
















g, l = 1; :::; p;
onde usamos a notac~ao @`((k))=@l e @
2`((k))=@`l@j para indicar que
@`()=@l e @
2`()=@`l@j, j = 1; :::p, est~ao avaliados em 
(k), a k-esima
aproximac~ao de . Substituindo nesta express~ao baseados em (2.3) e (2.4)






















est~ao avaliados em (k). Colocando na forma matricial temos
I(k)(k) + q(k) = X
0
W (k)~y(k);
onde W (k) e a matriz com elementos wi = (
@i
@i
)2=V ar(Yi) na diagonal prin-




















W (k)X)(k+1) = X
0
W (k)~y(k):
Esta e a equac~ao usada para o ajuste de mnimos quadrados ponderados de
um modelo linear com variavel dependente ~y(k), quando a matriz de variaveis






A variavel ~y nesta formulac~ao e uma forma linearizada da func~ao de ligac~ao
em , avaliada em y, pois a expans~ao de Taylor g(yi) em torno de i
g(yi)  g(i) + (yi   i)g0(i) = i + (yi   i)(@i
@i
) = ~yi
Esta variavel ajustada ~y, tambem chamada variavel de trabalho ou variavel
ajustada, tem i-esimo elemento dado por ~y
(k)
i para o k-esimo ciclo do esquema
iterativo. Neste ciclo, nos fazemos regress~ao de ~y(k) em X com pesos W (k)
para obter uma nova estimativa (k+1). Esta estimac~ao leva a um novo
valor do preditor linear (k+1) = X(k+1) e a uma nova variavel dependente
ajustada ~y(k+1) para o ciclo seguinte. O estimador de maxima verossimilhanca
(EMV) e o limite de (k) quando k vai para 1. Em resumo, o EMV resulta
do uso de mnimos quadrados ponderados, em que as observac~oes e matriz
de pesos se substituem a cada ciclo. O processo e chamado de mnimos
quadrados ponderados iterativos.
Uma forma simples de iniciar o processo iterativo usa os dados como a
primeira estimac~ao de . Isto determina a primeira estimac~ao da matriz dos
pesos W e ent~ao da estimativa inicial de . O processo de iterac~oes con-
tinua ate que algum criterio de parada seja satisfeito, por exemplo, ate que
as diferencas entre estimativas de ciclos sucessivos sejam sucientemente pe-
quenas. No primeiro passo, pode ser necessario ajustar ligeiramente algumas
observac~oes para que g(y), o valor inicial de z, seja nito.
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onde W^ e W avaliada em ^. De (2.7), a forma de W depende da func~ao de
ligac~ao escolhida para o modelo
2.5 Infere^ncia Bayesiana
Num estudo estatstico especco e possvel que os pesquisadores tenham in-
formac~ao previa sobre os valores dos para^metros. Esta informac~ao podera
ser incorporada formalmente nas analises estatsticas atraves de uma func~ao
de distribuic~ao para , com densidade ou func~ao de probabilidade p(), que
dependera de um conjunto de para^metros 0, comumente chamados de hiper-
para^metros, e que inicialmente s~ao assumidos conhecidos. p() e chamada
de distribuic~ao a priori.
Ent~ao, observados os valores da variavel de interesse Y , te^m-se duas fontes
de informac~ao sobre os para^metros: a func~ao de verosimilhanca L(jY ) =
f(yij) e a distribuic~ao a priori p(). Assim, nas analises estatsticas, as
infere^ncias podem ser baseadas na ditribuic~ao de  depois de observados os
dados. Esta distribuic~ao, chamada de distribuic~ao a posteriori de , denota-se
() e pode ser obtida atraves do teorema de Bayes
() / L()p():
Na abordagem Bayesiana, infere^ncias sobre  s~ao baseadas na distribuic~ao
a posteriori (). O conceito de distribuic~ao a priori e de distribuic~ao a
posteriori s~ao relativos ao tempo em que s~ao feitas as observac~oes.
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Exemplo. Suponha que as observac~oes yi e xi = (xi1; :::; xip)




i + i, i  N(0; 2i );
onde  = (1; :::; p)
0 e o vetor de para^metros de regress~ao e os i, i = 1; :::; n,
s~ao independentes. A func~ao de verossimilhanca, assumindo que o para^metro








onde X e a matriz n p de variaveis explicativas e  = 2In.
Assumindo que a informac~ao a priori sobre  e dada por uma distribuic~ao
normal com media b e varia^ncia B, a distribuic~ao a posteriori, aplicando o





(Y  X)0 1(Y  X)  1
2
(   b)0B 1(   b)
o
(2.7)
Assim, mostra-se que (j2) tem distribuic~ao normal com media b e
varia^ncia B determinadas por b = B(B 1b + X 0 1Y ) e B = (B 1 +








(B 1 +X 0 1X)   (b0B 1 + Y 0 1X)

















(B 1+X 0 1X) (b0B 1+Y 0 1X)  0(B 1b+X 0 1Y )
io
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pois o primeiro fator exponencial n~ao depende de  e entra formando parte
























   (B 1 +X 0 1X) 1(B 1b+X 0 1Y )
io
;
o que conclui a demostrac~ao.
A escolha de uma distribuic~ao normal como a priori e um exemplo de
distribuic~ao a priori conjugada. Isto e, de distribuic~oes para as quais a dis-
tribuic~ao a priori e a distribuic~ao a posteriori pertencem a mesma famlia de
distribuic~oes.
Note que se B = 2In, a quantidade de informac~ao contida na priori se
reduze a medida que 2 cresce. No limite, quando 2 tende a innito se
obtem uma distribuic~ao a priori n~ao informativa.
Nas simulac~oes e aplicac~oes dadas neste trabalho, se consideram dis-
tribuic~oes a priori com varia^ncia na forma cIn com c sucientemente grande.
Para um estudo detalhado sobre prioris n~ao informativas, ver Jereys (1961),
Bernardo (1979) e Berger e Bernardo (1992).
Na abordagem Bayesiana as infere^ncias sobre os para^metros s~ao baseadas
na distribuic~ao a posteriori. Dado que nem sempre e possvel sumarizar a in-
formac~ao a posteriori analiticamente, neste trabalho usamos metodos basea-
dos em simulac~ao estocastica usando cadeias de Markov, que usam amostras
da distribuic~ao  para resumir a informac~ao. Estes metodos provem uma
aproximac~ao da distribuic~ao a posteriori, e dever~ao ser usados unicamente
quando na^o e possvel resumir a informac~ao a posteriori analiticamente.
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2.6 O algoritmo de Metropolis-Hastings
Esta sec~ao apresenta um dos metodos propostos para fazer infere^ncia es-
tatstica quando a distribuic~ao a posteriori n~ao e tratavel analiticamente. O
metodo aqui apresentado e chamado Metropolis-Hastings e e um dos metodos
de simulac~ao estocastica, que usa cadeias de Markov.
Seja  uma distribuic~ao conhecida e suponha que desejamos gerar uma
amostra de  usando cadeias de Markov. Neste caso, temos que construir
um nucleo de transic~ao p(; ) tal que  seja a distribuic~ao de equilbrio
da cadeia. Uma forma facil de fazer isto e quando p satisfaz a condic~ao de
reversibilidade da cadeia
()p(; ) = ()p(; ); para todo ; ;
que e conhecida como equac~ao de equilbrio detalhado (Green, 1995). Esta e
uma condic~ao suciente para que  seja a distribuc~ao de equilibrio da cadeia,
pois o processo de integrac~ao implica queZ
()p(; )d = (); para todo :
O nucleo p(; ) pode ser construdo em duas partes: um nucleo arbitrario
de transic~ao q(; ), onde
R
q(; )d = 1; e uma probabilidade de aceitac~ao
(; ) tal que
p(; ) = q(; )(; );  6= 
e
p(; ) = 1 
Z
q(; )(; )d:
O nucleo de transic~ao q(; ) prop~oe o movimento da cadeia e quando o
processo esta no ponto , este gera um novo valor  a partir de q(; ). A
express~ao para a probabilidade de aceitac~ao e








O quociente nesta express~ao foi chamado raz~ao de teste por Hastings (1970).
Com  denido deste modo podemos ver que p(; ) satisfaz a condic~ao de
reversibilidade.
A simulac~ao de uma amostra de  usando metodos de cadeias de Markov
pode ser descrito como segue
1. Inicialize o contador de iterac~oes da cadeia em j = 1 e forneca os valores
iniciais de cadeia (0).
2. Proponha um novo valor  gerado da densidade q((j 1); :).
3. Calcule a probabilidade de aceitac~ao do movimento, ((j 1); ). Se o
movimento e aceito, ent~ao (j) = . Se o movimento n~ao e aceito, ent~ao
(j) = (j 1) e a cadeia n~ao se movimenta.
4. Mude o contador de j para j+1 e retorne ao passo 2 ate a converge^ncia.
O passo 3 e implementado computacionalmente gerando uma quantidade
u de uma distribuic~ao uniforme no intervalo (0,1), independente de . Se
u   o movimento e aceito e se u >  o movimento e rejeitado. Os valo-
res obtidos s~ao considerados como uma amostra da densidade  unicamente
depois que a cadeia passa pelo estado transiente e o efeito dos valores iniciais
se torne suciente pequeno para que possa ser ignorado. Existem muitos
metodos para vericar converge^ncia. Para uma descric~ao e uma lista de
refere^ncia veja Gamerman (1997a).
Em muitos casos, a quantidade  n~ao e atualizada num unico bloco.
Quando a dimens~ao de  e grande,  pode ser dividido em blocos de di-
mens~oes pequenas. Em cada iterac~ao, um bloco e atualizado. A escolha do
bloco pode ser feita aleatoriamente ou numa forma xa entre todos os blocos.
O unico requerimento tecnico e que cada bloco deve ter uma probabilidade
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positiva de ser visitado innitamente. Neste caso pode ser usada uma vers~ao
por componentes do algoritmo de Metropolis-Hastings. Esta e especicada
pelo seguinte algoritmo:
1. Inicialize o contador de iterac~oes da cadeia em j = 1 e de^ o valor inicial
da cadeia (0).
2. Inicialize o valor do contador das componentes i aleatoriamente ou
numa forma xa.
3. Proponha um movimento para a i-esima componente do vetor  para
um novo valor i gerado da proposta qi(
(j 1)
i ; :):
4. Calcule a probabilidade de aceitac~ao do movimento, i(
(j 1)
i ; i). Se
o movimento e aceito, ent~ao 
(j)






5. Mude o contador de j para j+1 e retorne a 2 ate a converge^ncia.
N~ao e difcil mostrar que a probabilidade de aceitac~ao e dada por







onde i(i) = (ij i) e  i e o vetor  sem sua i-esima componente i. i
e usualmente chamado distribuic~ao condicional completa de i.
Existem muitas formas possveis de visitar os blocos. Nos usamos a mais
comum, visitando todos os blocos em sucess~ao. Neste caso, e costume re-
denir uma iterac~ao do algoritmo pela visita total a todos os blocos.
2.7 Famlia exponencial biparametrica
Seja a famlia de distribuic~oes exponencial de dois para^metros denida por
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f(y j ; ) = b(y) exp
h
y + T (y)  (; )
i
(2.8)
considerada por Dey, Gelfand e Peng (1997). Sob condic~oes de regularidade








y + T (y)  (; )
io















= E(y j ; ) = :



































= Var(y j ; ):
Para nosso objetivo e conveniente considerar (2.8) atraves da parametrizac~ao
na media
f(yj; ) = b(y) exp
h








 = 	(1;0)(; ) e (; ) =  	(; ) + 	(1;0)(; )
De (2.10),




+ (y   )	(1;0)(; ) + T (y) + 	(; );
@`(; )
@




= (y   )	(2;1)(; ):
Dado que E(y) = , resulta que os para^metros  e  s~ao ortogonais no sentido






= 	(2;1)(; )E(y   ) = 0:
Assim, considerando os modelos h() = x0 e g() = z0, onde h e
g s~ao func~oes monotonas diferenciaveis apropriadas, podemos estimar os
para^metros dos modelos mediante um processo iterativo alternado entre 
e , classico ou Bayesiano. Uma analise Bayesiana e dada em Dey, Gelfand
& Peng F. (1997). Um exemplo de estimac~ao usando um processo itera-
tivo classico e dado em Smyth (1989). Exemplos de abordagems classica
e Bayesiana usando um processo iterativo alternado s~ao desenvolvidos no
Captulo 3. Nos dois casos modelada-se a media e a varia^ncia em modelos
de regress~ao normal. No Captulo 4 apresentam-se exemplos da modelagem
de para^metros na famlia de distribuic~oes exponencial biparametrica.
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Como um exemplo de distribuic~oes pertencentes a esta famlia exponen-
cial biparametrica consideramos a distribuic~ao gama, com para^metros  e ,
positivos, que tem densidade
f(yj; ) =





para y > 0:
0 para y  0
,
e que pode ser considerada atraves da parametrizac~ao da media,
f(yj; ) = exp
n
   + 1

y +  log (y) + log




com  = 

e  =   1. Consequentemente,  e  s~ao para^metros ortogonais














E, assim, dado h() = x0 e g() = z
0
, onde h e g s~ao func~oes monotonas e
diferenciaveis, um algoritmo iterativo de escore de Fisher alternado entre 
e , pode ser proposto para obter as estimativas de maxima verossimilhanca
de  e . Como  e  tambem s~ao ortogonais neste sentido, se h() = x0 e
g() = z
0
, um algoritmo iterativo escore de Fisher, alternado entre  e ,
podera ser proposto para ajustar o modelo.
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Captulo 3
Modelagem da media e
varia^ncia em modelos de
regress~ao normal
Resumo
Este captulo considera a situac~ao onde algumas modelos de regress~ao s~ao
propostos para a media e a varia^ncia de observac~oes normalmente distribudas.
Inicialmente, resumimos a abordagem classica para a modelagem da hetero-
geneidade da varia^ncia em analise de regress~ao normal (Aitkin, 1987). De-
pois, apresentamos o algoritmo MCMC, para obter amostras aproximadas
da distribuic~ao a posteriori resultante. Ilustramos este algoritmo com da-
dos simulados e o aplicamos a dados de cerejeiras (Ryan, Joiner & Ryan,
1976). Comparamos os resultados com os da analise classica deste conjunto
de dados. O captulo e nalizado com conclus~oes e sugest~oes de extens~oes.
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3.1 Introduc~ao
Em modelos lineares classicos o conjunto de observac~oes e denotado por um
vetor de observac~oes Y = (y1; :::; yn)
0. O conjunto de covaraveis, tambem
chamado de variaveis explicativas, e ordenado como uma matriz X, n  p.
Cada linha de X faz refere^ncia a observac~oes diferentes e cada coluna a uma
covariavel diferente. O conjunto de para^metros e um vetor denotado por
 = (1; :::; p)
0 e  e um vetor n 1 de erros das observac~oes. Formalmente,
temos a seguinte relac~ao entre estes elementos
Y = X + ;
com as seguintes hipoteses:
1. O vetor  = (1; :::; n) tem componentes normalmente distribudas,
independentes e identicamente distribudas, com media zero e varia^ncia
2 constante.
2. Todas as covariaveis s~ao determinsticas. Isto e, xi = (xi1; :::; xip)
0,
i = 1; :::; n, s~ao xos, n~ao estocasticos.
Quando existe heterogeneidade da varia^ncia, a hipotese de homoscedas-
ticidade em 1. falha. Algumas vezes e possvel alcancar esta hipotese com
uma tranformac~ao da variavel de resposta (Box & Cox, 1964). Como isto
nem sempre e possvel, e conveniente considerar uma analise com modelagem
explcita da varia^ncia. Esta analise pode ser desenvolvida modelando a het-
erogeneidade da varia^ncia atraves de variaveis explicativas.
Neste captulo, consideramos modelos de regress~ao normal com mode-
lagem atraves de covariaveis para a heterogeneidade da varia^ncia. Isto sig-
nica que
yi = i + i; i s~ao ind. N(0; 
2







i ) = z
0
i;
onde zi = (zi1; :::; zir)
0 pode conter algumas ou todas as variaveis em xi e out-
ras variaveis n~ao includas em xi. Neste captulo proporemos uma metodolo-
gia Bayesiana para estimar os para^metros dos modelos, e nos referiremos ao
modelo  = x0 como o modelo da media e a g(2) = z0 como o modelo de
dispers~ao. A func~ao g deve ser monotona, diferenciavel e deve considerar a
positividade da varia^ncia. Uma escolha tpica e g = log, mas outras escolhas
s~ao possveis.
A proxima sec~ao apresenta uma revis~ao do metodo classico. A Sec~ao
3.3 apresenta o modelo Bayesiano e o algoritmo MCMC usado para fazer
infere^ncias neste modelo. A Sec~ao 3.4 apresenta simulac~oes para estudar
a consiste^ncia dos metodos apresentados. A Sec~ao 3.5 reanalisa dados de
cerejeiras (Ryan, Joiner & Ryan, 1976) e compara nossos resultados com as
previas analises classicas. A Sec~ao 3.6 mostra algumas conclus~oes e possveis
extens~oes.
3.2 Abordagem classica
Nesta sec~ao consideramos o modelo Y = X+ , i  N(0; 2i ), com g(2i ) =
z
0
i, i = 1; :::; n, onde X e uma matriz n  p de variaveis explicativas da
media e zi = (zi1; :::; zir)
0
o vetor de variaveis explicativas da varia^ncia que
pode conter algumas ou todas as variaveis includas em X.  = (1; :::p)
0
e  = (1; :::r)
0
s~ao os vetores de para^metros dos modelos da media e da
varia^ncia, respectivamente.
Dadas as observac~oes (yi; xi; zi), i = 1; :::; n, seguindo este modelo com
g = log, o nucleo da func~ao de verossimilhanca e
33





















Assim, as primeiras e segundas derivadas do logaritmo da func~ao de verossi-
































(yi   x0i)2zijzil, l; j = 1; :::; r:





















zijzil, l; j = 1; :::; r
Dado que  E[ @2`
@l@j
] = 0, a matriz de informac~ao de Fisher e uma ma-
triz bloco diagonal, em que um dos blocos, I, corresponde a matriz de
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informac~ao de  e o outro, I, a matriz de informac~ao de . O que sig-
nica que os para^metros  e  s~ao globalmente ortogonais (Cox e Reid,1987)
e suas estimativas de maxima verossimilhanc~a, ^ e ^, s~ao assintoticamente
independentes. Assim, pode ser proposto um algoritmo iterativo alternado
para estimac~ao conjunta de  e .
Mostra-se agora a relac~ao entre estimac~ao de maxima verossimilhanca
usando o metodo escore de Fisher e o metodo de estimac~ao por mnimos
quadrados ponderados. Dada a forma diagonal da matriz de informac~ao de











(k+1) = I(k) 





 representam os vetores
(@`=@1; :::; @`=@p)
0 e (@`=@1; :::; @`=@r)0;
respectivamente, avaliados em ((k); (k)). E dado que a j-esima componente











xij(i + yi   x0i); j = 1; :::; p;
a variavel de trabalho na estimac~ao de  e ~Y = Y . A equac~ao (3.1) pode ser
expressa na forma
(k+1) = (X 0W (k)X) 1XW (k)Y ; para todo k; (3.3)

























(yi   x0i)2   1
i
;
e a variavel de trabalho para a estimac~ao de  e
~yi = i +
1
2i
(yi   x0i)2   1:





W ~Y ; (3.4)
onde W = (1=2)In, onde In e a matriz identidade n-dimensional (Cordeiro,
1993).
Assim, dado o valor inicial (0) do para^metro , um algoritmo iterativo
alternado para obter as estimativas de maxima verossimilhanca de  e 
pode ser proposto (Aitkin, 1987), a partir das equac~oes (3.3) e (3.4). (k+1)
se obtem mediante a equac~ao (3.3), dado o valor corrente de , e (k+1)
e obtido a partir da equac~ao (3.4) dados os valores correntes de  e . O
processo iterativo continua ate que algum criterio de parada entre estimac~oes
de ciclos sucessivos seja atingido.
Quando o algoritmo e iterado ate converge^ncia, este prove^ estimativas
simulta^neas de maxima verossimilhanca (^; ^) e a estimativa da matriz de
informac~ao esperada I^ = diagfI^; I^g avaliada nas estimativas de maxima
verossimilhanca. A teoria asintotica e usada para determinar a distribuic~ao









Esta distribuc~ao aproximada e usada para construir intervalos de conanca
ou regi~oes para func~oes de  e . Inicialmente, o intervalo de conanca
100(1   ) para k tem limites ^k  z=2ikk, onde ikk e o k-esimo elemento
da matriz I^ 1, k = 1; :::; p. Ideias similares s~ao usadas para construir inter-
valos de conanca para cada um dos r elementos de . Este procedimento
foi proposto por Harvey (1976), quando este modelo foi introduzido. Note,
tambem, que resultados asintoticos implicam ortogonalidade entre  e , isto
e, independencia entre ^ e ^.
3.3 Abordagem Bayesiana
Para implementar uma metodologia Bayesiana para estimar os para^metros
e necessario especicar uma distribuc~ao a priori para eles. Por simplicidade











Ent~ao, usando o teorema de Bayes, (; ) / L(; )p(; ), encontramos
como distribuic~ao a posteriori
(; ) / jj  12 expf 1
2
(Y  X)0 1(Y  X)  1
2
(   0) 10 (   0)g;
onde  = diag(2i ),  = (; )
0
e 0 = (b0; g0)
0
.
Dado que (; ) e intratavel analiticamente, propomos um procedimento
de infere^ncia usando amostragem aproximada de  baseada no uso do metodo
de amostragem por blocos explicitado na Sec~ao 2.6. Considerando  confor-
mado por dois blocos  e , um passo intermediario importante e obter as
distribuic~oes condicionais completas para cada um deles. Denotando estas







(Y  X)0 1(Y  X)  1
2
(   b)B 1(   b)
o
;
onde b e B s~ao dados pelos momentos da distribuic~ao condicional a priori
j  N(b; B). Isto e, b = b0   CG 10 (   0) e B = B0   CG 10 C 0.
Procedendo como na Sec~ao 2.5, resulta que
(j)  N(b; B);
onde
b = B(B 1b+X 0 1Y );
B = (B 1 +X 0 1X) 1:
Note que e possvel amostrar  diretamente de . Pode-se obter van-
tagem computacional deste fato denindo q = . Neste caso, novos valores
podem ser propostos diretamente de  e aceitos com probabilidade 1. Isto
e o amostrador de Gibbs (Geman & Geman, 1984).
Ao contrario da distribuic~ao condicional de , a distribuic~ao condicional
total de  e intratavel analiticamente e n~ao e facil gerar dela. Neste caso,
pode-se aplicar a metodologia de Gamerman (1997b) e o algoritmo escore de
Fisher para construir propostas apropriadas.
Especicamente, o algoritmo requer variaveis de trabalho para apro-
ximar transformac~oes das observac~oes em torno das estimativas correntes
dos para^metros. Nas iterac~oes de ,  e xado em seu valor corrente (c) e o
modelo observacional assumido e
ti = (yi   x0i(c))2  2i 21; para i = 1; :::; n:
Desta forma, as observac~oes ti te^m media E(ti) = 
2
i , varia^ncia V ar(ti) =
24i , e est~ao relacionadas com os para^metros de regress~ao  atraves de g[E(ti)] =
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z0i. Dada a diferenciabilidade de g,
g(ti) ' g[E(ti)] + g0[E(ti)][ti   E(ti)]:
Esta aproximac~ao de g(ti), e a variavel de trabalho que resulta do algoritmo
escore de Fisher. Denotando esta variavel por ~yi temos que






em alguma vizinhanca de E(ti) = 
2
i . Em conseque^ncia, se 
(c) e (c) s~ao os





(c))][(yi   x0i(c))2   g 1(z0i(c))]







Quando g = log, as express~oes anteriores se simplicam e o vetor de







  1; i = 1; :::; n;
e varia^ncia associada de trabalho igual a 2. O nucleo de transic~ao q baseado
no metodo escore de Fisher e a distribuic~ao a posteriori, que resulta da
combinac~ao do modelo observacional ~yi  N(z0i; 2); i = 1; :::; n, com a dis-
tribuic~ao a priori j  N(g;G), ou seja,
q(
(c); (n)) = N(g; G);
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onde
g = G(G 1g + 2 1Z 0 ~Y )
G = (G 1 + 2 1Z 0Z) 1:
Os valores de g e G s~ao dados pela distribuic~ao a priori j  N(g;G), onde
g = g0   C 0B 10 (   b0) e G = G0   C 0B 10 C.
Esta ideia foi introduzida por Gamerman (1997b) para denir uma pro-
posta geral para fazer infere^ncia Bayesiana em problemas de modelos lineares
generalizados. Gamerman (1997b) usa esta ideia no contexto de modelos li-
neares generalizados mistos. Similar procedimento pode ser aplicado no caso
de outras transformac~oes g para obter propostas apropriadas.
Nas aplicac~oes, esta proposta, que e a usada neste trabalho, tem um
taxa de aceitac~ao de aproximadamente 60%. Outra forma para ~yi que leva a











com modelo de trabalho correspondente ~yi  N(z0i; 1). A combinac~ao deste
modelo de trabalho com a priori j  N(g;G) leva a uma proposta normal
q, normal, com media
g = G(G 1 + Z 0 ~Y )
e varia^ncia
G = (G 1 + Z 0Z) 1:
3.4 Estudo de simulac~ao
Um estudo de simulac~ao foi conduzido para comparar as estimativas com
os valores dos para^metros. Para cada uma das variaveis X1; X2; X3; X4
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foram simulados n = 40 valores, x1i = 1 (para denir um modelo com in-
tercepto), x2i gerado de uma distribuic~ao uniforme no intervalo (0; 400), x3i
gerado de uma distribuic~ao uniforme no intervalo (10; 23), x4i de uma dis-
tribuic~ao uniforme no intervalo (0; 10) e yi de uma distribuic~ao normal com
media i =  35 + 0:35x2i   1:7x3i e Var(yi) = exp( 8 + 0:026x2i   0:4x4i).
Nos obtemos mediante uma metodologia Bayesiana estimativas dadas pelas
medias a posteriori (com seus respectivos desvios padr~ao a posteriori) mostra-
dos na Tabela 3.1. Em todos os casos foi usada como distribuic~ao a priori
(; )  N(0; 104I6), onde Ip e uma matriz identidade p p .
Depois, geramos um outro conjunto com 360 pontos adicionais e es-
timamos os para^metros na mesma forma com n = 400. Os valores dos
para^metros e as estimativas (com seus respectivos desvios padr~ao a posteri-
ori) tambem s~ao dados na Tabela 3.1. Podemos ver melhores estimativas dos
para^metros, e menores desvios padr~ao no segundo estudo, como esperavamos,
dado o incremento de informac~ao na verossimilhanca.
Tabela 3.1.
modelo da media modelo de dispers~ao
n 0 1 2 0 1 2
valor  35 0,35  1,7  8 0,026  0,40
40 estimativas  35,003 0,350  1,699  8,061 0,035  0,366
d.p. 0,0091 0,00042 0,0003 0,695 0,018 0,108
400 estimativas  35,004 0,350  1,699  7,964 0,026  0,409
d.p. 0,004 210 5 0,0003 0,255 0,001 0,025
A Tabela 3.2 lista a correlac~ao a posteriori entre as estimativas dos
para^metros. Esta mostra uma pequena mas n~ao-desprezvel correlac~ao entre
as estimativas dos para^metros do modelo da media e para^metros do modelo
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de dispers~ao, com valores entre  0.256 e 0.216. Mas, em geral, este resultado
e consistente com a forma bloco diagonal da matriz de informac~ao.
Tabela 3.2. Correlac~oes a posteriori
0 1 2 0 1 2
0 1,000
1  0,083 1,000
2  0,777  0,266 1,000
0 0,058  0,113 0,215 1,000
1  0,011 0,124  0,255  0,827 1,000
2  0,028  0,104 0,154  0,236  0,202 1,000
A Figura 3.1 mostra uma amostra da distribuic~ao a posteriori para cada
par de para^metros. A Figura 3.2 mostra os histogramas das distribuic~oes
marginais a posteriori dos para^metros, e a Figura 3.3 o comportamento da
amostra da cadeia para cada para^metro na analise com n = 400. Carac-
tersticas gerais das distribuic~oes a posteriori podem ser facilmente identi-
cadas a partir destas guras. Por exemplo, a localizac~ao marginal a posteri-
ori e a dispers~ao para cada par de para^metros dos modelos, alta correlac~ao
negativa entre 0 e 2, e uma pequena correlac~ao positiva entre 0 e 2. Os
histogramas parecem indicar que a distribuic~ao marginal a posteriori de cada
um dos para^metros e aproximadamente normal.
Em todas as simulac~oes desta sec~ao e na aplicac~ao dada na Sec~ao 3:5,
varias cadeias foram geradas, partindo de valores iniciais diferentes. Todas
elas exibem o mesmo comportamento qualitativo atraves das iterac~oes de-
pois de um perodo inicial de transic~ao, fornecendo uma forte indicac~ao de
estacionalidade. Este comportamento e ilustrado para uma das cadeias da
simulac~ao com n = 400 na Figura 3.
Um estudo mais geral foi feito com n = 40 e correlac~ao entre X2, X3
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Figura 3.1: Amostra da distribuic~ao a posteriori de cada par de para^metros
no estudo de simulac~ao, com n = 400
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Figura 3.2: Histograma da distribuic~ao marginal a posteriori no estudo de
simulac~ao, com n = 400. Para^metros do modelo da media: (a) 0, (b) 1,
(c) 2. Para^metros do modelo da varia^ncia: (d) 0, (e) 1, (f) 2.
e X4. Inicialmente, consideramos os modelos da media e da varia^ncia com
as mesmas variaveis explicativas X2 e X3. Depois, consideramos o modelo
da media com X2 e X3 como variaveis explicativas e o modelo da varia^ncia
tendo como variaveis explicativas X2 e X4. Em todos os casos, as estimativas
obtidas mediante a metodologia Bayesiana estiveram muito perto dos valores
reais dos para^metros. Os histogramas mostraram que a distribuic~ao marginal
a posteriori para cada um dos para^metros e aproximadamente normal e os
resultados revelam uma pequena mas n~ao desprezvel correlac~ao entre os
para^metros do modelo da media e para^metros do modelo da varia^ncia.
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Figura 3.3: Comportamento da cadeia amostral para cada um dos para^metros
no estudo de simulac~ao, com n = 400. Para^metros do modelo da media: (a)
0, (b) 1, (c) 2. Para^metros do modelo da varia^ncia: (d) 0, (e) 1, (f)
2.
3.5 Aplicac~ao
Uma aplicac~ao considerada por Aitkin (1987) foi a analise de dados de cere-
jeiras (Ryan, Joiner & Ryan, 1976). A variavel de resposta e o volume V
de madeira util em cada um de 31 cerejeiras, com altura h e dia^metro d das
arvores como variaveis explicativas. O modelo proposto e
V 1=3 = 0 + 1h+ 2d+ e:
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Com um modelo de dispers~ao incluindo h e d, Aitkin (1987) obtem as esti-
mativas dos para^metros (e desvios padr~ao) para um modelo linear na media
e um modelo loglinear de dispers~ao. Estas estimativas s~ao dadas na Tabela
3.3. (Os valores da varia^ncia de 0 e 0 n~ao s~ao reportados no artigo de
Aitkin). Nesta tabela podemos ver as estimativas obtidas numa abordagem
Bayesiana, com uma priori n~ao informativa (; )  N(0; 104I6). Para estas
estimativas o valor da verossimilhanca e 1.9491027; que e maior que o valor
da verossimilhanca calculado nas estimativas obtidas por Aitkin (1987).
Tabela 3.3. Comparac~ao entre infere^ncia classica e Bayesiana
(estimativas e erros padr~ao )
Metodo de modelo da media modelo de dispers~ao verossimilhanca
infere^ncia 0 1 2 0 1 2
classica  0,099 0,0149 0,150  13,98 0,109 0,032 1,742 1026
0,0021 0,0049 0,047 0,097
Bayesiana  0; 012 0,0134 0,152  8,591 0,042 0,041 1,949 1027
0,171 0,0027 0,0065 3,082 0,044 0,117
Utilizando o algoritmo proposto no nal da Sec~ao 3.2 para determi-
nar as estimativas de maxima verossimilhanca dos para^metros dos mode-
los da media e da varia^ncia considerados por Aitkin (1987), encontramos
^ = ( 0:0109; 0:0133; 0:150) e ^ = ( 9; 087; 0:046; 0:042) como estimativas
de maxima verossimilhanca de  e , respectivamente. Esses valores est~ao
mais proximos das medias a posteriori da Tabela 3.3 que das estimativas
reportadas por Aitkin (1987).
46
3.6 Extens~oes
Este captulo apresenta a metodologia Bayesiana para modelar a heterogenei-
dade da varia^ncia em modelos de regress~ao linear. As simulac~oes e os exem-
plos dados mostraram a ecie^ncia da metodologia Bayesiana na modelagem
da heterogeneidade da varia^ncia. O estudo de simulac~ao com n=400 intro-
duz estimativas muito proximas dos valores dos para^metros, e na aplicac~ao
se obte^m estimativas muito proximas as obtidas na abordagem classica. Isto
indica que esta formulac~ao fornece uma metodologia que pode ser aplicada
em muitos outros estudos.
A mesma ideia desenvolvida neste captulo para modelar a heterogenei-
dade da varia^ncia nos modelos de regress~ao normal pode ser estendida para
estimar para^metros do modelo
y = + e; ei s~ao ind. N(0; 
2
i );
com h() = x0 para alguma func~ao diferenciavel h. Dado a diferenciabili-
dade de h, temos
h(y) ' h[E(y)] + h0[E(y)][y   E(y)]:
Esta aproximac~ao de h(y) e a variavel de trabalho que resulta do uso do
metodo escore de Fisher. Denotando esta variavel por y temos que
V ar[h(y)] ' V ar(y) = fh0[E(y)]g2V ar(y);
em alguma vizinhanca de E(y). Neste caso, as observac~oes de trabalho cor-
respondentes s~ao
y = x0(c) + h0(x0(c))[y   h 1(x0(c))];
e a varia^ncia associada
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V ar(y) = [h0(x0(c))](2)g 1(z0(c)):
Outras aplicac~oes tambem podem ser consideradas, incluindo aquelas que





para a modelagem de regress~ao
na famlia exponencial
Resumo
No Captulo 3 se prop~oe uma aproximac~ao Bayesiana para modelar hetero-
geneidade da varia^ncia na analise de regress~ao normal, baseados na ortogonal-
idade entre a media e a varia^ncia,  e 2. Esta ideia e estendida neste captulo
para a modelagem de regress~oes na famlia exponencial biparametrica com
para^metros ortogonais no sentido de Cox e Reid (1987). Como um exemplo
modelamos a media e o para^metro de forma na distribuic~ao gama. Tambem,
estendemos esta ideia para a modelagem de regress~ao de para^metros n~ao or-
togonais na famlia de distribuic~oes exponencial de dois para^metros. Como
exemplos, modelamos a media e a varia^ncia na distribuic~ao gama, e a media
e o para^metro de dispers~ao na distribuic~ao beta. Varios estudos de sim-
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ulac~ao foram feitos para ilustrar esta metodologia. Tambem, apresenta-se
uma aplicac~ao a dados reais.
4.1 Introduc~ao
Dey, Gelfand e Peng (1997) estudam a famlia exponencial biparametrica da
forma
f(yj; ) = b(y) exp[y + T (y)  (; )]: (4.1)
Eles mostraram, como se detalha na Sec~ao 2.7, que sob condic~oes gerais de
regularidade (Zacks, 1971), tem-se
@
@
= E(y j ; ) =  e @
2
@2
= V ar(y j ; ):
Fazendo  = 	(1;0)(; ) e (; ) =  	(; ) +	(1;0)(; ), a equac~ao (4.1)
pode ser expressa atraves da parametrizac~ao da media como







= 	(2;1)(; )E(y   ) = 0:
Isto e, os para^metros  e  s~ao ortogonais no sentido de Barndor-Nielsen
(1978, p. 184) e Cox e Reid (1987).
Como conseque^ncia da ortogonalidade entre  e  , considerando as com-
ponentes sistematicas h() = x0 e g() = z0, onde h e g s~ao func~oes
monotonas diferenciaveis, um algoritmo iterativo alternado, como o proposto
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no Captulo 2, usando as metodologias classica ou Bayesiana, pode ser ado-
tado para obter as estimativas dos para^metros dos modelos.
Neste captulo, aplicamos a metodologia Bayesiana usada para mode-
lar a media e a varia^ncia em modelos de regress~ao normal, para modelar
para^metros ortogonais, ou n~ao, na distribuic~ao exponencial de dois para^metros.
Este captulo esta organizado como segue. Na Sec~ao 4.2 apresentamos ex-
emplos da abordagem classica para obter estimativas de maxima verossimil-
hanca dos para^metros em distribuic~oes na famlia exponencial biparametrica.
Na Sec~ao 4.3 apresentamos um algoritmo MCMC para obter uma amostra
aproximada da distribuic~ao a posteriori dos para^metros  e , amostrando
por blocos usando Metropolis-Hastings, e damos alguns exemplos das variaveis
de trabalho usadas neste algoritmo. Na Sec~ao 4.4 mostramos um estudo
de simulac~ao com o objetivo de examinar qu~ao similares s~ao as estimativas
a posteriori dos para^metros e os valores originais dos mesmos. Tambem,
mostramos que quanto maior for o numero de observac~oes, as estimativas
estar~ao mais proximas dos valores dos para^metros. Nesta sec~ao, a media e
o para^metro de forma da distribuic~ao gama s~ao modelados no primeiro ex-
emplo. Estes s~ao para^metros ortogonais. Um segundo estudo de simulac~ao
e realizado com o mesmo objetivo mas modelando a media e a varia^ncia da
distribuc~ao gama, que n~ao s~ao para^metros ortogonais. S~ao tambem apresen-
tados exemplos de
modelagem de para^metros n~ao ortogonais da distribuic~ao beta. Na Sec~ao
4.5 se aplicam estas ideias para a analise de dados do I.P.T.U. na cidade de
Recife, Brasil. Na sec~ao 4.6 estendemos a ideia sobre a abordagem Bayesiana




Nesta sec~ao apresentamos exemplos da abordagem classica para obter esti-
mativas de maxima verossimilhanca dos para^metros de modelos de regress~ao
na modelagem de para^metros de distribuic~oes na famlia exponencial bi-
parametrica. Inicialmente, considera-se a abordagem classica na modelagem
da media e do para^metro de forma atraves de regress~oes na distribuic~ao
gama, e, em continuac~ao, a abordagem classica na modelagem da media e da
varia^ncia atraves de regress~oes na distribuic~ao gama.
4.2.1 Abordagem para para^metros ortogonais
Para determinar a matriz de informac~ao de Fisher na modelagem da media e
do para^metro de forma da distribuic~ao gama e conveniente escrever a func~ao
de distribuic~ao gama G(; )
f(yj; ) = 

 ()
y 1 exp( y); y  0,  > 0,  > 0,
na forma








forma usada na teoria dos MLG, onde  = = e a media de y. Ent~ao,
dadas as observac~oes yi  G(i; i), i = 1; :::; n, com medias i, a func~ao de
































Logo, considerando as componentes sistematicas i = x
0
i e i = exp(z
0
i),
onde xi = (xi1; :::; xip)
0 e zi = (zi1; :::; zir)0 s~ao os vetores de variaveis explica-
tivas e  = (1; :::; p)
































)  1 + yi
i
]zil; l = 1; :::; r:




















xijzil, j = 1; :::p; l = 1; :::; r;
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l@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zijzil, j; l = 1; :::; r:
Para determinar a matriz de informac~ao de Fisher, lembramos que se t
tem distribuic~ao gama com para^metro de forma  e para^metro de escala igual
































Ent~ao, dado que y

tem distribuic~ao gama com para^metro de forma  e









































]zijzil; j; l = 1; :::r:
Assim, a matriz de informac~ao de Fisher e uma matriz bloco diagonal,
em que um dos blocos corresponde a matriz de informac~ao de  e o outro
a matriz de informac~ao de . Os para^metros  e  s~ao globalmente ortog-
onais (Cox e Reid, 1987) e seus estimadores de maxima verossimilhanca, ^
e ^, s~ao assintoticamente independentes. Assim, pode ser novamente pro-
posto um algoritmo iterativo alternado para obter as estimativas de maxima
verossimilhanca dos para^metros  e .
Dada a forma diagonal da matriz de informac~ao de Fisher, da equac~ao
(2.6) resultam novamente as equac~oes (3.1) e (3.2). De (3.1) temos que a












(k) na diagonal principal.
Para o para^metro , dado que a j-esima componente da segunda parte




















































a variavel de trabalho correspondente, tem componentes












  1 + yi
i
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Para determinar a varia^ncia da variavel de trabalho, inicialmente resum-
imos alguns resultados: se t tem distribuic~ao gama com para^metro de forma
 e para^metro de escala iqual a um, segue que
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Assim, dado (k) e (k), (k+1) pode ser obtido mediante a equac~ao
(k+1) = (Z
0
W (k)Z) 1ZW (k)~y(k) (4.5)









log  (i)  1i ] 1. Como na sec~ao anterior, no-
vamente pode ser proposto um algoritmo iterativo alternado para a obtenc~ao
das estimativas de maxima verossimilhanca dos para^metros. (k+1) e obtido
mediante a equac~ao (4.2), dados os valores correntes de  e , e (k+1) e
obtido a partir da equac~ao (4.5), dados os valores correntes de  e .
4.2.2 Abordagem para para^metros n~ao ortogonais
Da Sec~ao 4.2.1, dadas as observac~oes yi  G(i; i), temos que i = E(yi) =
i
i
e 2i = Var(yi) =
i
2i






















i) como na Sec~ao
4.2.1 e levando-se em conta que 2i =
i
2i
, as derivadas parciais de primeira e
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log  (i) + 1
io
zijzil, j; l = 1; :::; r:









































zijzil, j; l = 1; :::; r:
Dado que E( @
2`
@l@j
) 6= 0, na distribuic~ao gama n~ao existe ortogonalidade
entre a media  e a varia^ncia 2. Ent~ao, as estimativas de maxima verossi-
milhanca de  e  n~ao podem ser obtidas mediante um algoritmo iterativo






= 0, j = 1; :::; p, l = 1; :::; r
como uma aplicac~ao do algoritmo escore de Fisher.
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4.3 Abordagem Bayesiana
Na metodologia Bayesiana, para estimar os para^metros dos modelos e necessaria
uma distribuic~ao a priori. Como no Captulo 2, consideramos uma dis-












Com verossimilhanca L(; ) dada por alguma distribuic~ao pertencente
a famlia de distribuic~oes exponencial biparametrica, e usando o teorema de
Bayes, encontramos a distribuic~ao a posteriori
(; ) / L(; )p(; ):
Dado que (; ) e intratavel analiticamente e que n~ao e facil gerar dela,
propomos amostrar (; ) iterativamente usando metodos MCMC por com-
ponentes, amostrando  e  de (j) e (j), respectivamente. Exceto
quando modelamos a media e a varia^ncia nos modelos de regress~ao normal
com h igual a func~ao identidade, n~ao e possvel amostrar  diretamente de
(j). E necessario, ent~ao, propor nucleos amostrais q1 e q2, como os pro-
postos no Captulo 2. Eles s~ao baseados na especicac~ao em cada iterac~ao
de um conjunto de variaveis de trabalho com uma estrutura de regress~ao
normal.
Especicamente, para modelar, por exemplo a media  e um outro para^metro
 , como h() = x0 e g() = z0, se requer variaveis de trabalho para aprox-
imar h() e g() em torno das estimativas correntes dos para^metros. Dados
que E(yi) = i e h e monotona e diferenciavel no ponto i = h
 1(x0i), se
mostrou na Sec~ao 1.4 que a variavel de trabalho ~y = (~y1; :::; ~yn) para modelos
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lineares generalizados esta determinada pela aproximac~ao de primeiro grau
na expans~ao de Taylor de h(yi) em torno da media i. Isto e,




i e V ar(~yi) = [h
0(i)]2V ar(yi):












; para i = 1; :::; n;










Dada a priori condicional  j  N(b; B), onde b = b0   CG 10 (   g0)
e B = B0   CG 10 C 0 s~ao obtidos da distribuic~ao a priori (4.6), o nucleo
normal de transic~ao q1 e dado pela distribuic~ao a posteriori que resulta da
combinac~ao da priori condicional com o modelo observacional de trabalho
~yi  N(x0i; ~2i ). Isto e,
q1(j^; ^) = N(b ; B);
onde
b = B(B 1b+X 0 1 ~Y ) e
B = (B 1 +X 0 1X) 1;
sendo  uma matriz diagonal com elementos ~2i para i = 1; :::; n.
Deste nucleo de transic~ao q1 s~ao propostos os valores de  que far~ao parte
da amostra da distribuic~ao a posteriori (; ).
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A distribuic~ao condicional completa a posteriori (j) e intratavel ana-
liticamente e n~ao e facil gerar dela. Assumindo agora que existem variaveis
ti tais que E(ti) = i, onde i = g
 1(z0i), tem-se que a variavel de trabalho,
que denotaremos por yi, pode ser denida pela aproximac~ao de primeiro grau
na expans~ao de Taylor de g(t):




i e V ar(yi) = [g
0(i)]2V ar(ti):












; para i = 1; :::; n:







Dada a priori condicional  j  N(g;G), onde g = g0   C 0B 10 (   b0)
e G = G0   C 0B 10 C, o nucleo de transic~ao q2 e dado pela distribuic~ao a
posteriori que resulta da combinac~ao da priori condicional com o modelo
observacional yi  N(z0i; 2i ). Isto e,
q2(j^; ^) = N(g ; G);
onde
g = G(G 1g + Z 0	 1 Y );
G = (G 1 + Z 0	 1Z) 1;
61
sendo 	 uma matriz diagonal com elementos 2i , para i = 1; :::; n. Deste
nucleo de transic~ao q2 s~ao propostos os valores de  que far~ao parte da
amostra da distribuic~ao a posteriori (; ).
Com a especicac~ao de nucleos de transic~ao q1 e q2, o algoritmo iterativo
para o amostragem de  e  esta determinado pelos seguintes passos:
1. Inicializa o contador de iterac~oes da cadeia em j = 1 e de um valor
inicial (0; 0) para (; );
2. Movimente o vetor  para um novo valor  gerado da densidade pro-
posta q1(
(j 1); );
3. Calcule a probabilidade de aceitac~ao do movimento, ((j 1); ). Se o
movimento e aceito, ent~ao (j) = . Se n~ao e aceito, ent~ao (j) = (j 1);
4. Movimente o vetor  para um novo valor , gerado da densidade pro-
posta q2(
j 1; );
5. Calcule a probabilidade de aceitac~ao do movimento, ((j 1); ). Se o
movimento e aceito, ent~ao (j) = . Se n~ao e aceito, ent~ao (j) = (j 1);
6. Mude o contador para j to j + 1 e retorne a 2 ate converge^ncia.
Em continuac~ao, antes das aplicac~oes damos alguns exemplos de variaveis
de trabalho obtidas como foi explicado anteriormente. Em todos eles, assume-
se uma amostra de n observac~oes independentes.
Exemplo 1. Para o modelo yi  G(i; i) com i = i=i, h(i) = x0i e
g(i) = z
0











, i = 1; :::; n:
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Para amostrar , consideramos ti = iyi. ti tem distribuic~ao gama com
media  e para^metro de forma . Como E(ti) = i, as observac~oes de

















com varia^ncia associada por 2i = 1=
(c)
i para i = 1; :::; n.
Exemplo 2. Para y  Beta(; ), a media  = =( + ) pode ser
modelada como logit() = x0 e o para^metro  +  como log( + ) = z0.








i (1  (c)i )
; para i = 1; :::; n:
Estas observac~oes de trabalho podem ser escritas em termos dos valores cor-
























para i = 1; :::; n:
Quando modelamos  +  na distribuic~ao beta, uma variavel t tal que
E(t) =  +  e t = (+)
2
















  1, i = 1; :::; n;
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e que tem varia^ncia de trabalho correspondente







para i = 1; :::; n:
Se  e  s~ao globalmente ortogonais, E( @
2L
@@
) = 0, ent~ao, a matriz de
informac~ao de Fisher e bloco diagonal, onde o primeiro bloco I e a matriz de
informac~ao de Fisher correspondente a  e o outro I e a matriz de informac~ao
de Fisher correspondente a . Neste caso, procedendo como na Sec~ao 3.2,
resulta do algoritmo escore de Fisher as variaves de trabalho ~y e y para
a proposta de amostragem de  e , respectivamente. Os exemplos 3 e 4
mostram variaveis de trabalho que resultam da aplicac~ao do algoritmo escore
de Fisher como na Sec~ao 3.2.





i ) = z
0
i, para func~oes apropriadas h e g. As variaveis de
trabalho que resultam da aplicac~ao escore de Fisher foram explicitadas no
Captulo 2.
Exemplo 4. Para o modelo y  G(; ) com  = =, h() = x0 e
g() = z0, a variavel de trabalho para amostrar  e denida como na Sec~ao
1.5. Dado , a variavel de trabalho para amostrar , obtida da aplicac~ao
escore de Fisher e

























4.4 Estudo de simulac~ao
Esta sec~ao inclui tre^s exemplos mostrando a ecie^ncia da metodologia aqui
proposta para a modelagem de para^metros ortogonais ou n~ao ortogonais, na
famlia de distribuic~oes exponencial biparametrica. O exemplo 1 e uma si-
mulac~ao para modelar para^metros ortogonais: media e para^metro de forma
na distribuic~ao gama. O exemplo 2 e uma simulac~ao para modelar para^metros
n~ao ortogonais: media e varia^ncia na distribuic~ao gama. No exemplo 3 ap-
resentase o resultado da simulac~ao quando modelamos media e dispers~ao na
distribuic~ao beta. Em cada caso se inclui a correlac~ao entre para^metros dos
modelos, estimada a partir da amostra a posteriori.
4.4.1 Qualidade das estimativas
Exemplo 1. Um primeiro estudo de simulac~ao tem como objetivo examinar
qu~ao similares s~ao as estimativas com os valores originais dos para^metros,
quando modelamos a media e o para^metro de forma para observac~oes com
distribuic~ao gama, com  = x e log() = z. Primeiro, geramos os valores
das variaveis explicativas. Para cada uma das variaveis X1; X2; X3; X4, si-
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mulamos n=800 (n=400) valores, com x1i = 1 para i = 1; :::; n, x2i de uma
distribuic~ao uniforme no intervalo (0; 30), x3i a partir de uma distribuic~ao
uniforme no intervalo (0; 20), x4i a partir de uma distribuic~ao uniforme no
intervalo (10; 20). Os valores yi da variavel de interesse Y foram gerados a
partir de uma distribuic~ao gama com media i = 25 + 2x2i + 2x3i e i =
exp(1; 4 + 0; 04x2i + 0; 05x4i). Uma amostra de uma distribuic~ao gama com
para^metro de forma  e para^metro de escala  pode ser obtida gerando
numeros pseudoaleatorios a partir da distribuic~ao gama com para^metro de
forma  e com para^metro de escala igual a 1 e, ent~ao, multiplicando estes
por 1





. Assim obte^m-se numeros aleatorios com media  = x0 e
para^metro de forma . Os valores dos para^metros e as estimativas (com os
desvios padr~oes), encontrados nesta simulac~ao, com valores iniciais i = 3 e
i = 0:01 para i=1,2,3, s~ao dados na Tabela 4.1.
Tabela 4.1
modelo da media modelo do 
0 1 2 0 1 2
n valores 25 2 2 1; 40 0; 04 0; 05
800 estimativas 25; 907 1; 916 1; 977 1; 414 0; 049 0; 039
d. padr~ao 0; 351 0; 018 0; 025 0; 358 0; 008 0; 023
400 estimativas 27; 284 1; 931 1; 864 1; 414 0; 049 0; 032
d. padr~ao 0; 526 0; 027 0; 032 0; 493 0; 011 0; 031
Quando n=800, as estimativas dos para^metros do modelo da media e 0
s~ao muito proximas dos valores reais e te^m desvios padr~ao muito pequenos.
As estimativas de 1 e 2 n~ao s~ao t~ao proximas aos valores verdadeiros. As
estimativas com n=800 s~ao melhores que as estimativas com n=400, mais
proximas dos verdadeiros valores e com desvios padr~oes menores.
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Para observar o comportamento das estimativas dos para^metros para
outro conjunto de dados e outros valores dos para^metros, um outro estudo
de simulac~ao foi realizado com o mesmo objetivo das simulac~oes anteriores,
com as mesmas variaveis explicativas e yi simulado de uma distribuic~ao gama
com media i = 15 + 2xi2 + 2xi3 e i = exp( 0; 4 + 0; 03xi2 + 0; 05xi4). As
estimativas resultantes, com valores iniciais i = 2 e i = 0; 02 para i = 1; 2; 3
s~ao resumidas na Tabela 4.2.
Tabela 4.2
modelo da media modelo do 
0 1 2 0 1 2
valores 15 2 2  0; 400 0; 03 0; 05
n=400 estimativas 13; 232 1; 991 2; 189  0; 848 0; 036 0; 070
d. padr~ao. 0; 723 0; 038 0; 056 0; 489 0; 011 0; 032
n=100 estimativas 14; 152 1; 795 2; 841  0; 642 0; 018 0; 068
d. padr~ao 1; 819 0; 089 0; 142 0; 798 0; 022 0; 055
Apesar da estimativa de 0 estar mais proxima de seu valor real quando
n = 100, podemos ver que as estimativas dos para^metros do modelo da
media s~ao melhores quando n=400, pois as estimativas de 1 e 2 est~ao mais
pro^ximos de seus verdadeiros valores e te^m desvios padr~ao menores. Para
os para^metros do modelo do para^metro de forma, n~ao podemos armar, que
em geral, as estimativas est~ao mais proximas dos verdadeiros valores quando
n=400, mas os erros padr~ao s~ao signicativamente menores, mostrando que
as estimativas s~ao melhores.
Apesar de ter-nos centrado nos modelos  = x0 e 2 = exp(z0), esta n~ao
e a unica forma de modelar estes para^metros, e em algumas aplicac~oes podem
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n~ao ser as mais apropriadas. Muitos outras formas podem ser propostas. Em
todos os casos, uma aproximac~ao de Taylor e uma boa ideia para propor um
vetor de observac~oes de trabalho.
So para mostrar como as estimativas s~ao similares aos valores originais
dos para^metros para outros modelos, um segundo estudo de simulac~ao foi
desenvolvido com n = 400, com as mesmas variaveis explicativas e com yi
simulado da distribuic~ao gama com media i = exp(1+ 0; 14xi2+0; 05x13) e
i = exp(1; 4+0; 04xi2+0; 05x14). As estimativas obtidas com valores iniciais
0 = 0; 2; 1 = 0; 3; 2 = 0; 4 e i = 0; 0002 para i = 1; 2; 3, s~ao resumidas na
tabela 4.3.
Tabela 4.3
modelo da media modelo de dispers~ao
0 1 2 0 1 2
valores 1 0; 140 0; 05 1; 40 0; 040 0; 050
estimativas 1; 040 0; 143 0; 047 1; 330 0; 051 0; 035
d. padr~ao 0; 013 0; 20 0; 007 0; 502 0; 012 0; 032
Podemos ver que as estimativas dos para^metros do modelo da media
est~ao muito proximos de seus verdadeiros valores, bem mais que no modelo
do para^metro de forma. Assim, como na ultima simulac~ao, esperamos que
mais dados impliquem maior precis~ao na estimac~ao.
Exemplo 2. Um segundo estudo de simulac~ao foi desenvolvido com o obje-
tivo de examinar qu~ao similares s~ao as estimativas e os valores dos para^metros
quando modelamos a media e a varia^ncia na distribuic~ao gama, que s~ao
para^metros n~ao ortogonais. Para cada uma das variaveis X1; X2; X3; X4, foi
simulado n=400 (n=800) valores, como no primeiro estudo de simulac~ao, e os
valores yi da variavel de interesse Y , foram simulados por uma distribuic~ao
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gama com media i = 15 + 3x2i + 2x3i e 
2
i = exp(3 + 0; 15x2i + 0; 15x4i).
Amostras da distribuic~ao gama com media  e varia^ncia 2 foram obtidas
por gerac~ao de numeros pseudoaleatorios a partir de uma distribuic~ao gama
com para^metro de forma i =
2i
2i
e para^metro de escala igual a 1 e, ent~ao,
multiplicados estes por i
i
.
Os valores dos para^metros e suas estimativas (desvios padr~ao), encon-
tradas nesta simulac~ao a partir da amostra a posteriori, quando os valores
inicias s~ao i = 1, i = 1; 2; 3, 1 = 10, e i = 0 para i = 2; 3, s~ao dados na
Tabela 4.4.
Para mostrar que as estimativas est~ao mais proximas dos valores originais
dos para^metros quando a amostra e grande, damos na Tabela 4.4 outros re-
sultados obtidos numa simulac~ao, com os mesmos valores para os para^metros,
n = 800 e valores iniciais i = 1, i = 1; 2; 3, 1 = 10, e i = 0 para i = 2; 3.
Tabela 4.4
modelo da media modelo da varia^ncia
n 0 1 2 0 1 2
valores 15 3 2 3 0.15 0.15
400 estimativas 17.153 2,966 1,805 3,330 0,147 0,127
d. padr~ao 0,709 0,036 0,053 0,440 0,009 0,027
800 estimativas 16,204 2,964 1,931 3,147 0,150 0,137
d. padr~ao 0,502 0,026 0,037 0,342 0,007 0,021
Quando n = 800, as estimativas dos para^metros do modelo da media
e dos para^metros do modelo da varia^ncia est~ao pro^ximos dos valores reais
e te^m erros padr~ao pequenos, mas n~ao podem ser consideradas boas. As
estimativas com n = 800 s~ao melhores que as estimativas quando n = 400,
pois est~am mais proximas dos valores reais e te^m erros padr~ao menores.
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Nas simulac~oes e na aplicac~ao dadas neste captulo, para a estimac~ao
de cada um dos para^metros foram geradas varias cadeias inicializadas em
valores diferentes. Em todos os casos, todas elas exibiram o mesmo com-
portamento qualitativo atraves das interac~oes depois de um perodo inicial,
dando um forte indcio de um comportamento estacionario, que nos permite
assumir converge^ncia das cadeias. Este comportamento e mostrado nas Fig-
uras 4:1(a   c) para os 's e 4:1(d   f) para para os 's em cadeias com
n = 400, 10:000 iterac~oes e dois conjuntos diferentes de valores iniciais. Uma
cadeia com valores iniciais i = 1; i = 1; 2; 3, 1 = 10, e i = 0 para i = 2; 3,
e outra com valores iniciais 1 = 30, 2 = 1, 3 = 5, 1 = 5 e i = 1 para
i = 2; 3.
Para n = 400 a Figura 4:2 mostra histogramas das distribuic~oes marginais
a posteriori dos para^metros. A partir destes, podemos ver que a distribuic~ao
marginal a posteriori de cada um dos para^metros e aproximadamente normal.
Para a mesma amostra a gura 4.3 mostra um scatterplot da distribuic~ao
a posteriori para cada par de para^metros. Caractersticas gerais da dis-
tribuic~ao a posteriori podem ser facilmente identicadas a partir desta gura.
Por exemplo, a localizac~ao da posteriori marginal a distribuic~ao para cada par
de para^metros do modelo, e correlac~oes entre as componentes dos para^metros
 e . Esta gura mostra uma alta correlac~ao negativa entre os para^metros
dos pares (0; 1), (0; 2) e (0; 1), uma correlac~ao positiva entre os para^metros
dos pares (0; 2)
Exemplo 3. Um terceiro estudo de simulac~ao tem como objetivo ilustrar
esta metodologia quando o vetor de observac~oes Y e a realizac~ao de um
vetor aleatorio cujas componentes s~ao independentes com distribuic~ao beta
de para^metros  e . Neste caso, modelamos logit() = x0, onde  = 
+
e
log( + ) = z0. Cada uma destas variaveis foram simuladas com n = 400
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Figura 4.1: Comportamento da cadeia amostral a posteriori para cada um
dos para^metros do estudo de simulac~ao, com n = 400
valores. Os valores de X1 s~ao iguais a 1 e denem um modelo com ponto
de intersec~ao. Os valores de X2 foram gerados de uma distribuic~ao uniforme
no intervalo [0,30], e os valores de X3 foram gerados de uma distribuic~ao
uniforme no intervalo [0,20]. Z e a matriz de variaveis explicativas Z1 =
71































































Figura 4.2: Histograma da distribuic~ao marginal a posteriori dos para^metros
nas simulac~ao com n = 400.
X1, Z2 = X3, e Z3 com 400 valores gerados de uma distribuic~ao uniforme
no intervalo [0,15]. Finalmente, os valores do vetor de observac~oes foram
simulados da distribuic~ao beta com i + i = exp(3   0:02z2i + 0:04z3i) e

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 4.3: omportamento das cadeias amostrais para n = 400, 10000 it-
erac~oes e dois conjuntos diferentes de valores iniciais. Uma cadeia com val-
ores iniciais i = 1; i = 1; 2; 3, 1 = 10, e i = 0 para i = 2; 3, e outra com
valores iniciais 1 = 30, 2 = 1, 3 = 5, 1 = 5 e i = 1 para i = 2; 3.
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Com valores iniciais  = (0:5; 0; 0) e  = (0:5; 0; 0), obtivemos as esti-
mativas da media a posteriori (e os desvios padr~ao respectivos) mostradas
na Tabela 4.5. Neste caso a distribuic~ao a priori assumida foi (; ) 
N(0; 105I6).
Tabela 4.5
modelo media modelo para (+ )
n=400 0 1 2 0 1 2
valores -1,5 0,05 0,2 3 -0,02 0,04
estimativas -1,499 0,051 0,196 3,182  0; 01245 0; 01741
d. padr~ao 0,085 0; 004 0; 006 0,247 0; 01329 0; 01648
Esta tabela mostra boas estimativas para os para^metros do modelo da
media: estimativas s~ao muito proximas aos valores dos para^metros e com
desvios padr~ao pequenos. Para o modelo do para^metro +  as estimativas
dos para^metros 1 e 2 n~ao s~ao t~ao boas como as do modelo da media.
Tambem modelamos a media e o para^metro  com a mesma metodolo-
gia, e com variaveis de trabalho denidas como na Sec~ao 4.3. Em todos os
casos, as estimativas dos para^metros est~ao muito proximas dos valores dos
para^metros e te^m erros padr~ao pequenos. E, como no ultimo estudo, com
um maior numero de observac~oes obtem-se melhores estimativas.
4.4.2 Correlac~ao a posteriori entre os para^metros
Outro topico de interesse analisado e a correlac~ao entre as estimativas dos
para^metros do modelo. Especicamente, entre as estimativas de  e . Para
isto, calculamos a correlac~ao entre as estimativas dos para^metros, a partir
da amostra a posteriori, nos exemplos 1, 2 e 3.
A Tabela 4.6 mostra a correlac~ao entre as amostras a posteriori dos
para^metros, quando modelamos a media  e o para^metro de forma  na dis-
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tribuic~ao gama, com n = 400. Vemos que a correlac~ao entre os para^metros
do modelo da media e os para^metros do modelo no para^metro de forma e
relativamente pequena, exceto para a correlac~ao entre 1 e 1.
Tabela 4.6
0 1 2 0 1 2
0 1
1 -0,706 1
2 -0,506 -0,126 1
0 -0,132 0,083 0,052 1
1 0,148 -0,246 0,065 -0,236 1
2 0,086 0,002 -0,096 -0,929 -0,078 1
A Tabela 4.7 mostra a correlac~ao entre amostras a posteriori para as
estimativas dos para^metros  e  quando modelamos os para^metros  e  na
distribuic~ao beta, com n = 400. Neste caso, tambem e possvel armar que
a correlac~ao entre as estimativas dos para^metros da media e dos para^metros
do modelo de  n~ao s~ao t~ao pequenas. Por exemplo, a correlac~ao entre 1 e
1 e de 0:332 e entre 1 e 0 de  0:259.
Table 4.7
0 1 2 0 1 2
0 1
1 -0,703 1
2 -0,696 0,134 1
0 0,221 -0,259 -0,113 1
1 -0,175 0,332 0,017 -0,641 1
2 -0,170 0,074 0,229 -0,607 -0,081 1
Os resultados mostrados nas Tabelas 4.6 e 4.7, est~ao em concorda^ncia
com a forma da matriz de informac~ao de Fisher. A Tabela 4.6 mostra uma
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correlac~ao relativamente baixa, entre as componentes de  e . Este resultado
e esperado, dada a forma bloco diagonal da matriz de informac~ao de Fisher.
Na Tabela 4.7 observa-se uma maior correlac~ao entre as componentes de  e
.
4.5 Aplicac~ao
Uma analise de dados do Imposto Predial Territorial Unico (IPTU) de um
setor de Recife, Brasil, feita pelos professores Gauss Cordeiro e Enivaldo
Rocha, tem mostrado que para estes dados as variaveis que auxiliam signi-
cativamente na explicac~ao da variavel IPTU s~ao:
PAV : Rua Pavimentada
ESG : Servico de agua
ILU : Iluminac~ao
ORD : ocupac~ao ordenada
LOC : De interesse local
Todas estas variaveis s~ao dicoto^micas: PAV=1 se a rua e pavimentada,
e 0 no caso contrario; ESG=1 se a propriedade tem servico de agua, e 0
caso contrario; ILU se a propriedade esta numa rua com iluminac~ao, e 0
caso contrario; ORD=1 se a propriedade esta num setor com uma ocupac~ao
ordenada (planejada), e 0 caso contrario; LOC=1 se a rua e local, isto e se
n~ao tem interesse para outros lugares da cidade, e 0 caso contrario.
Para a analise Bayesiana destes dados foi considerado o modelo
 = 0 + 1PAV + 2ESG+ 3ILU + 4ORD + 5LOC
para modelar a media, e o modelo
 = exp(0 + 1PAV + 2ESG+ 3ORD);
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para modelar o para^metro de forma .
Dado que as estimativas classicas dos para^metros  quando  e consi-
derado constante s~ao conhecidas: 0 = (766:6; 266:2; 77:6; 81:9; 93:2; 414:7),
nos consideramos uma distribuic~ao normal como priori para , com media
b = 0 e matriz de varia^ncia 10000I6. Para  consideramos como priori
uma distribuic~ao normal com media g = 0 e varia^ncia 100I4. Os valores
iniciais para  foram (766.6, 266.2, 77.6, 81.9, 93.2, -414.7), e para , foram
0 =  2; 1 = 0; 2 = 0.
Tabela 8
modelo da media
0 1 2 3 4 5
media. 742,26 262,25 29,83 54,21 87,13 -383,39
d. padr~ao 18,77 15,97 4,94 11,44 3,09 18,62
modelo do para^metro de forma
0 1 2 3
media 2,159 -0,353 -0,112 0,189
d. padr~ao 0,152 0,619 0,601 0,327
Como nos resultados reportados pelos professores Gauss Cordeiro e Eni-
valdo Rocha, nesta tabela observa-se que todas as variaveis incluidas no mod-
elo da media auxiliam signicativamente na explicac~ao da variavel IPTU. As
variaves consideradas no modelo do para^metro de forma n~ao auxiliam na
explicac~ao do comportamento deste para^metro.
4.6 Extens~oes
Neste captulo temos proposto uma metodologia Bayesiana para modelar
para^metros ortogonais ou n~ao-ortogonais na famlia exponencial de dois para^metros.
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A simulac~ao e os exemplos dados mostraram ecie^ncia da metodologia pro-
posta.
Uma extens~ao desta metodologia pode ser de particular importa^ncia. A
distribuic~ao de Neyman Tipo A, que e obtida da combinac~ao de duas dis-
tribuic~oes de Poisson, esta denida por




para k > 0, e P0(; ) = P [y = 0] = exp[ (1  e )]: (Johnson,1969)
Ent~ao, podemos modelar  = x0 e  = z0, e implementar esta metodolo-
gia de estimac~ao dos para^metros mediante um processo iterativo. Mas,
como nesta distribuic~ao E(y) = , podemos modelar  =  = x0, e
2 = (1 + ) = exp(z0) para algumas matrizes X e Z de variaveis ex-




  1 e  = 

e, ent~ao a verossimilhanca pode ser facilmente estimada
e a metodologia implementada.
Como ilustrac~ao, suponha que estudamos um modelo assumindo que a
variac~ao (no numero de grupos de ovos por unidade de area) pode ser repre-
sentada por uma distribuic~ao de Poisson, em que o numero de larvas desen-
volvidas dentro de cada grupo pode ser representado por variaveis aleatorias
independentes, cada uma tendo distribuic~ao de Poisson. Ent~ao, a distribuic~ao
das larvas numa area escolhida aleatoriamente no campo, pode ser represen-
tada por uma distribuic~ao de Neyman Tipo A, e seus para^metros modelados
como indicado anteriormente.
Existem outras extens~oes relacionadas com os topicos tratados neste captulo.
Apresentamos algumas que se constituem, alem de um complemento teorico
importante, num apoio didatico ao estudo da Estatstica.
Pode-se mostrar que quando a media e o para^metro de dispers~ao de dis-
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tribuic~oes na famlia exponencial biparametrica denida por (2.10) s~ao mod-
elados como regress~oes, o processo de obtenc~ao das estimativas de maxima
verossimilhanca usando escore de Fisher pode ser considerado como um pro-





No Captulo 3 propusemos uma metodologia Bayesiana para modelar a he-
terogeneidade da varia^ncia na analise de regress~ao normal, dada a orto-
gonalidade entre os para^metros de media e varia^ncia,  e 2. Essa ideia
foi estendida no Captulo 4 para uma metodologia para modelar para^metros
ortogonais ou n~ao, na famlia de distribuic~oes exponencial biparametrica.
Como exemplos da aplicac~ao dessa metodologia, se modelou neste Captulo,
a media e o para^metro de dispers~ao na distribuic~ao beta, e a media e a
varia^ncia na distribuic~ao gama. Aqui, estendemos essas ideias para ajustar
modelos normais n~ao-lineares e propomos a mesma metodologia para a mo-




Como nos captulos anteriores, tratamos a variavel aleatoria Y = (y1; :::; yn)
0
com componentes independentes e media  = (1; :::; n)
0. X representa a
matriz de variaveis explicativas da media e Z a matriz de variaveis explica-
tivas da varia^ncia.  = (1; :::; p)
0 e o vetor de para^metros do modelo da
media e  = (1; :::; r)
0 o vetor de para^metros do modelo da varia^ncia.
Em modelos normais, generalizando a componente sistematica para  =
f(x; ), onde f e uma func~ao n~ao linear dos para^metros, obtemos um mo-
delo normal n~ao linear com varia^ncia constante. Quando a varia^ncia n~ao e
constante, e necessario considerar uma analise com modelagem explcita da
varia^ncia, incluindo possveis efeitos na variabilidade, atraves de variaveis ex-
plicativas. Na analise de modelos de regress~ao normal n~ao-linear a varia^ncia
pode ser modelada, atraves de variaveis explicativas, como 2 = g(z; ), onde
g e uma func~ao de valor real apropriada: monotona, diferenciavel e que leva
em conta a positividade da varia^ncia, e n~ao necesariamente linear com relac~ao
aos para^metros.
Uma outra generalizac~ao pode ser feita: a distribuic~ao da variavel de
interesse pode ser generalizada para outras distribuic~oes na famlia expo-
nencial. Com estas generalizac~oes chegamos ao que poderamos chamar de
modelos n~ao lineares generalizados.
Os modelos normais n~ao lineares para uma variavel de resposta Y tem
duas componentes: uma func~ao n~ao linear caracterizando a resposta media
e uma especicac~ao da varia^ncia da resposta em cada observac~ao. Na mo-
delagem da varia^ncia propusemos, no Captulo 3, modelos da forma g(2) =
z0, que poderiam resultar pouco apropriados se n~ao existir uma func~ao da
varia^ncia que possa ser expressa em forma linear com relac~ao a um conjunto
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apropriado de para^metros. Neste captulo, se prop~oe uma metodologia que
permite a modelagem da varia^ncia como um modelo de regress~ao n~ao linear.
Isto e, consideramos que 2 = g(z; ), onde a func~ao g depende de , o vetor
r  1 de para^metros de regress~ao, numa forma n~ao linear.
Neste captulo, estendemos a metodologia Bayesiana usada no Captulo 3
para modelar a media e a varia^ncia em modelos de regress~ao n~ao linear com
heterogeneidade da varia^ncia.
A ordem das demais sec~oes deste captulo e a seguinte. A Sec~ao 5.2
apresenta o modelo normal n~ao linear. A Sec~ao 5.3 apresenta o metodo
iterativo de Gauss-Newton. A Sec~ao 5.4 estuda o processo de estimac~ao de
maxima verossimilhanca, usando o metodo escore de Fisher. A Sec~ao 5.5
apresenta a metodologia Bayesiana e o algoritmo MCMC usado para fazer
infere^ncia. Finalmente, a Sec~ao 5.6 apresenta algumas extens~oes possveis.
5.2 Modelos normais n~ao-lineares
Os modelos normais n~ao lineares, para uma variavel de resposta Y te^m duas
componentes: uma func~ao n~ao linear, caracterizando a resposta media e uma
especicac~ao da varia^ncia da resposta em cada observac~ao. Seja yi a resposta
observada no i-esimo valor xi, i = 1; :::; n, da variavel explicativa. O modelo
para a i-esima observac~ao e, usualmente, escrito como
yi = f(xi; ) + i; i  N(0; 2i ), i = 1; :::; n; (5.1)
onde a func~ao de regress~ao f depende de , o vetor p 1 de para^metros de
regress~ao, numa forma n~ao linear. Os erros aleatorios i reetem a incerteza
na medic~ao da resposta e s~ao independentes, normalmente distribudos, com
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media zero e varia^ncia 2i . A varia^ncia pode ser modelada como uma func~ao
2 = g(z; ). Esta func~ao devera ser monotona, diferenciavel e deve preservar
a positividade da varia^ncia.
5.3 O metodo de Gauss-Newton
Pode-se aproximar i = f(xi; ) em torno de valores correntes 
(c) de , por
i = f(xi; )  f(xi; (c)) +rf(xi; (c))(   (c)); (5.2)
onde

















De (5.1) e (5.2) tem-se
i  yi   f(xi; (c)) rf(xi; (c))(   (c)): (5.3)
No caso em que a varia^ncia e constante, para determinar o valor  que
minimiza a soma dos quadrados dos erros, determina-se o incremento  =








O processo requer valores iniciais para (c) e esta descrito em Bates e
Watts (1988. pg. 40), como o seguinte. Seja V a matriz que tem como
i-esima la rf(xi; (c)). Usando a decomposic~ao QR, temos que V = QR,
onde Q e uma matriz n n e R e uma matriz n p tal que Q0Q = I e R e
zero embaixo da diagonal principal. Escrevendo R = [R1; 0]
0
, onde R1 e uma
matriz p p triangular superior, e Q = [Q1jQ2] com Q1 tendo as primeiras p
colunas de Q e Q2 as ultimas n  p colunas de Q, temos V = QR = Q1R1.
Geometricamente, as colunas de Q denem uma base ortogonal, para o
espaco de resposta, com a propriedade que as primeiras p colunas denem
o plano dos valores esperados. Ent~ao, se w e o vetor com componentes
w1 = Q
0
1Y e w2 = Q
0
2Y , a projec~ao de w no plano dos valores esperados
e simplesmente [w1 0]
0
no sistema de coordenadas explicitado por Q e ^ =
Q[w1 0]
0
= Q1w1 no sistema original de coordenadas. Para determinar a
estimac~ao dos mnimos quadrados, temos que encontrar a valor de  que
corresponde a ^. Ja que ^ = V ^, Q1R1^ = Q1w1. O ponto f(xi; 
(c) + 0)ni=1
estara mais proximo de Y que f(xi; 
(c))ni=1, e, ent~ao, atualizando o valor
corrente de  para (n) = (c) + 0, numa nova iterac~ao, com (c) = (n),
obtemos um novo incremento. Este processo se repete ate converge^ncia,
isto e, ate que os incrementos sejam pequenos o suciente para n~ao gerarem
mudancas signicativas no vetor de para^metros.
5.4 Estimac~ao de maxima verossimilhanca
usando escore de Fisher
Seja yi, i = 1; :::; n, a resposta observada nos i-esimos valores xi = (xi1; :::; xip0)
0
e zi = (zi1; :::; zir0)
0 de x e z. Dados os vetores de para^metros  = (1; :::; p)
0
e  = (1; :::; r)
0
, se as observac~oes seguem o modelo yi = i+ i, i = 1; :::; n
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com i = f(xi; ), i  N(0; 2i ) e 2i = g(zi; ), o nucleo da func~ao de
verossimilhanca e








yi   f(xi, )
i2o
, 2i = g(zi; );
onde f e g s~ao func~oes apropriadas de valor real, n~ao lineares com relac~ao
aos para^metros. O logaritmo da func~ao de verossimilhanca e








yi   f(xi, )
i2o
:
As primeiras e segundas derivadas do logaritmo da func~ao de verossimilhanca,
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), l; j = 1; :::; r:




































= 0, a matriz de informac~ao de Fisher e uma ma-
triz bloco diagonal, onde um dos blocos, I, corresponde a matriz de in-
formac~ao de  e o outro, I, a matriz de informac~ao de , os para^metros
 e  s~ao globalmente ortogonais (Cox e Reid,1987) e suas estimativas de
maxima verossimilhanca ^ e ^ s~ao assintoticamente independentes. Assim,
pode ser proposto um algoritmo iterativo alternado para sua estimac~ao.
Note-se que se f(xi, ) = xi e g(zi, ) = exp(z
0




















como no Captulo 3.























[i + yi   f(xi, )] @
@j
f(xi, ); j = 1; :::; n;
onde i = rf(xi, ). Como conseque^ncia, a variavel de trabalho ~Y para a
estimac~ao de  dado , tem componentes
~yi = i + yi   f(xi, ): (5.5)
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Para a estimac~ao de  dado  o algoritmo de escore de Fisher leva a
(k+1) = ( ~X
0
W (k) ~X) 1 ~XW (k) ~Y ; (5.6)










(k)). A matriz ~X tem como i-esima linha rf(xi, ).
























[i   2i + (yi   f(xi, ))2]
@
@i
g(zi, ) j = 1; :::; r:
Da express~ao anterior se conclui que a variavel de trabalho na estimac~ao de
 e
yi = i   2i + (yi   f(xi, ))2 (5.7)
Neste caso, a formula decorrente do metodo escore de Fisher para a estimac~ao
de  e




W ~Y ; (5.8)
onde W = diag(1=24i ). A matriz ~Z tem como i-esima linha rg(zi, ).
Em resumo, dados os valores iniciais (0) e (0) para os para^metros, um
algoritmo iterativo alternado para obter as estimativas de maxima verossim-
ilhanca de  e  pode ser proposto a partir das equac~oes (5.6) e (5.8). (k+1)
se obtem mediante a equac~ao (5.6), dados os valores correntes de  e . (k+1)
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e obtido a partir da equac~ao (5.8) dados os valores correntes de  e . O pro-
cesso iterativo continua ate que seja satisfeito algum criterio de parada, por
exemplo, ate que as mudancas entre estimativas de ciclos sucessivos sejam
sucientemente pequenas.
5.5 Metodologia Bayesiana para estimac~ao dos
para^metros num modelo n~ao-linear
Como nos captulos anteriores, por simplicidade, consideramos como dis-











Com a func~ao de verossimilhanca L(; ) dada pela distribuic~ao normal,
e usando o teorema de Bayes obten-se a distribuic~ao a posteriori
(; )  L(; )p(; ):
Dado que a distribuic~ao a posteriori (; ) n~ao e tratavel analiticamente,
que dela e difcil gerar diretamente amostras dos para^metros e, levando em
conta, que  e  s~ao ortogonais, propomos amostrar esses para^metros me-
diante um processo iterativo alternado, amostrando  e  a partir das dis-
tribuic~oes condicionais (j) e (j), respectivamente. Entretanto, dado
que (j) e (j) n~ao s~ao trataveis analiticamente e que e dicil gerar
amostras de  e  a partir delas, se propo~em nucleos de transic~ao q1 e
q2, para gerar amostras a posteriori dos para^metros usando o algoritmo de
Metropolis-Hasting.
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Para modelar a media i e a varia^ncia 
2
i como i = f(xi; ) e 
2
i =
g(zi; ) propomos a metodologia usada no Captulo 3. Aqui  e  s~ao os
vetores de para^metros, xi o i-esimo vetor de variaveis explicativas da media,
e zi o i-esimo vetor de variaveis explicativas da varia^ncia. De (5.5) e do
algoritmo escore de Fisher, a variavel de trabalho iguala
~yi = rf(xi; (c))(c) + yi   f(xi; (c)), i = 1; :::; n;
e esta tem distribuic~ao normal com media E(~y) = rf(xi; (c))(c) e varia^ncia
V ar(~yi) = V ar(yi) = 
2
i .
O nucleo de transic~ao q1 e explicitado como a distribuic~ao a posteriori de 
obtida da combinac~ao da distribuic~ao a priori condicional j  N(b; B) que
resulta da priori, com o modelo observacional de trabalho ~yi  N(~x0i; 2i ),
onde ~xi = rf(xi; (c)). Procedendo como no Captulo 3, obtem-se:
q1(j^; ^) = N(b ; B);
onde
b = B(B 1b+ ~X
0
 1 ~Y );
B = (B 1 + ~X
0
 1 ~X) 1
com  = diag(2i ).
A distribuic~ao condicional completa (j) e intratavel analiticamente e
com ela n~ao e facil gerar amostras de . Procedendo como na amostragem
de , se (c) e (c) s~ao os valores correntes de  e , de (5.7), segue que a
variavel observacional de trabalho tem i-esimo elemento dado por
yi = rg(zi; (c))(c)   (2i )(c) + (yi   f(xi; (c))2;
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onde (c) = (
(c)
1 ; :::; 
(c)










Esta variavel tem media e varia^ncia dadas por
E(y) = rg(zi; (c))
Var(y) = V arf(yi   f(xi; c))2g = 2g(zi; (c)):
O nucleo de transic~ao q2 e explicitado como a distribuic~ao a posteriori de
 obtida da combinac~ao da distribuic~ao a priori condicional j  N(g;G)
que resulta da priori, yi  N(~z0i; 2i ), onde ~z = rg(zi; (c)). Procedendo
como no Captulo 3, obtem-se:
q2(j) = N(g ; G);
onde
g = G(G 1g + ~X
0
 1 ~Y );
G = (G 1 + ~Z
0
 1 ~Z) 1;
com  = diag(24i ).
O algoritmo de amostragem esta determinado pelos seguintes passos:




2. Movimente o vetor  para um novo valor  gerado da proposta q1(
(j 1); :):
3. Calcule a probabilidade de aceitac~ao de movimento, ((j 1); ) . Se o
movimento e aceito, ent~ao (j) = . Se n~ao e aceito, ent~ao (j) = (j 1).
4. Movimente o vetor  para um novo valor , gerado da densidade pro-
posta q2(
j 1; :).
5. Calcule a probabilidade de aceitac~ao do movimento, ((j 1); ). Se o
movimento e aceito, ent~ao (j) = . Se n~ao e aceito, ent~ao (j) = (j 1).
6. Finalmente, mude o contador para j para j + 1 e retorne a 2 ate que
haja converge^ncia.
5.6 Extens~oes
Seja Y = (y1; :::; yn) seguindo o modelo Y  FE(; ), onde a media  e
o para^metro de dispers~ao  s~ao ortogonais. Para ajustar os modelos  =
f(x; ) e  = g(z; ), onde f e g s~ao func~oes n~ao lineares apropriadas, pode
ser aplicada a metodologia proposta na Sec~ao 5.5. Do algoritmo escore de
Fisher, procedendo como na Sec~ao 5.4, se obtem variaveis de trabalho ~y e y.
Considerando os modelos observacionais ~y  N(~; ~2) e y  N(; 2), onde
~ = rf:, ~2 = Var(~y),  = rg:, 2 = Var(y), e distribuic~oes prioris para
os vetores de para^metros  e , as propostas q1 e q2 para a amostragem de
 e de , respectivamente, s~ao obtidas como no algoritmo descrito na sec~ao.
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Captulo 6
Modelagem da media e matriz
de covaria^ncias
6.1 Introduc~ao
Em modelos lineares classicos temos as seguintes hipoteses: (i) O vetor 
tem componentes i, i = 1; :::; n, independentes normalmente distribudas,
cada uma com media zero e varia^ncia comum 2; (ii) Cada covariavel e
determinstica, isto e, os xij , i = 1; :::; n; j = 1; :::; p; s~ao variaveis xadas
n~ao estocasticas.
Quando existe heterogeneidade da varia^ncia, a hipotese (i) falha, mas
algumas vezes pode ser obtida mediante uma transformac~ao de Box e Cox
(1964) da variavel resposta. Como isto n~ao necessariamente ocorre, e conve-
niente fazer uma analise com modelagem explcita da varia^ncia, por exemplo,
como foi introduzido por Harvey (1976). O modelo proposto foi dado por
Y = + , onde  = X; (6.1)
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com uma regress~ao para a varia^ncia observacional Var(i) = 
2
i ,
g(2i ) = z
0
i; i = 1; :::; n; (6.2)
onde 0 = (1; :::; s) e o vetor de coecientes da regress~ao da varia^ncia e
z
0
i = (zi1; :::; zis) e o vetor de covariaveis ou de variaveis explicativas da
varia^ncia, onde zi1 = 1, em geral, e denido para o intercepto no modelo
da varia^ncia. Os vetores zi1's podem conter alguns ou todas as variaveis em
xi = (xi1; :::; xip) e outras variaveis n~ao includas em xi. A func~ao g e geral-
mente a func~ao logaritmo natural. No Captulo 3, este modelo foi estudado
sob as metodologias classica e Bayesiana.
Quando i e j, i 6= j, n~ao s~ao independentes, ent~ao Var() =  n~ao e uma
matriz diagonal. E e necessario fazer uma analise com modelagem explcita
dos elementos que n~ao est~ao na diagonal da matriz de covaria^ncias. Mas,
usualmente, algumas restric~oes s~ao usadas para garantir que a matriz de co-
varia^ncias seja denida positiva. Por exemplo, em processos estacionarios
gaussianos estudados em Geoestatistica, a matriz de covaria^ncias e explici-
tamente modelada atraves de func~oes de correlac~ao. Estas s~ao modeladas
como uma func~ao da dista^ncia euclidiana entre as unidades de observac~ao.
Em adic~ao, ja que algumas propriedades s~ao impostas nesta func~ao pela es-
trutura espacial, unicamente func~oes de correlac~ao pertencentes a famlias
especcas s~ao utilizadas. Para maiores discuss~oes, veja Diggle e Verbyla
(1998) e Stein (1999).
Pourahmadi (1999) mostra que a decomposic~ao de Cholesky da matriz
de precis~ao ofrece uma reparametrizac~ao irrestrita da matriz de covaria^ncias,
que e facilmente interpretavel estatisticamente. Esta tem interpretac~ao es-
tatstica em dados longitudinais atraves da considerac~ao de modelos de an-
tidepende^ncia (Gabriel, 1962; Machiavelli e Arnold, 1994). Com esta repa-
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rameterizac~ao, os para^metros da matriz de covaria^ncias podem ser modelados
como func~oes de variaveis explicativas.
Neste captulo, seguimos a estrategia de modelagem proposta por Pourah-
madi (1999), que e baseada na decomposic~ao de Cholesky da matriz de pre-
cis~ao. A sec~ao seguinte apresenta o modelo e revisa alguns topicos de modelos
anti-depende^ncia usados em nossa proposta de modelagem da matriz de co-
varia^ncias. A Sec~ao 6.3 inclui alguns topicos de dados longitudinais normais,
que podem ser ajustados como uma aplicac~ao dos modelos descritos aqui. A
Sec~ao 6.4 apresenta um resumo da abordagem classica. A Sec~ao 6.5 apresenta
a proposta Bayesiana baseada no metodo escore de Fisher para o algoritmo
MCMC usado para fazer infere^ncia neste modelo. A Sec~ao 6.6 apresenta a
simulac~ao realizada para estudar a ecie^ncia dos metodos propostos. A Sec~ao
6.7 aplica a metodologia a analise de dados reais, originalmente reportados
por Kenward(1987) e analisados com estes modelos numa perspectiva classica
por Pourahmadi (1999, 2000). A Sec~ao 6.8 inclui algumas conclus~oes.
6.2 O modelo
Um requerimento para a analise e que a matriz de varia^ncias-covaria^ncias 
devera ser denida positiva. Como, alem disso, e desejavel uma estrutura
de  que permita sua invers~ao numa forma eciente, nos adotamos a mode-
lagem da matriz de varia^ncias-covaria^ncias sugerida por Pourahmadi (1999).
Considere o modelo de anti-depende^ncia
Yi   i =
i 1X
j=1
ij(Yj   j) + i; i  N(0; 2i ); i = 1; :::; n; (6.3)
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onde E(Yi) = i, i  N(0; 2i ) s~ao mutuamente independentes e a notac~aoP0
j=1 zij = 0 e usada. Ent~ao, escrevendo (6.3) numa forma matricial, obtemos
 = T (Y   ),   N(0; D) e D = diag(2i ); (6.4)
onde  0 = (1; :::; n), 0 = (1; :::; n) e T = (tij), com
tij =
8>>>>><>>>>>:
1 if j = i
 ij if j < i
0 para outros casos
e
Var() = D = TVar(Y   )T 0 = TT 0 : (6.5)
Como conseque^ncia de (6.3) e de (6.5),  e obtida indiretamente a partir
de D e T . Note que a decomposic~ao de Cholesky e unica. Isto, tambem,
garante que  seja denida positiva ja que uma matriz simetrica  e positiva
denida, se e somente se, existe uma unica matriz triangular inferior T, com
1's como elementos da diagonal principal, e uma unica matriz diagonal D
com entradas diagonais positivas tais que TT
0
= D (Newton,1988, pg. 359;
Pourahmadi, 1999).
Assim, de (6.4)
~Y = (In   T ) ~Y + ; (6.6)
onde ~Y = Y   . Supondo que existe um vetor de variaveis explicativas (da





ij; 1  i < j  n; (6.7)
onde  e o conjunto de para^metros  = (1; :::; r)
0
. Dado que ij =
rl=1wij;ll; a matriz In   T pode ser escrita como uma combinac~ao linear
In   T = 1W1 + :::+ rWr; (6.8)
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onde Wl = (wij;l), l = 1; :::; r; s~ao matrizes n n tais que wij;l = 0, if i  j,
e wij;1 = 1, se i > j e l = 1, para obter um modelo com intercepto na co-
varia^ncia. Observe-se que n~ao existe uma estrutura particular imposta em
 atraves de T ou D. Por exemplo, n~ao existem elementos particulares de
ij iguais a zero. Nesta forma, a matriz de covaria^ncia segue uma estrutura
de depende^ncia. Estruturas particulares podem ser impostas em T , por ex-
emplo, fazendo algumas de suas entradas ij's com i < j iguais a 0. Isto
e possivel mediante uma escolha apropriada das matrizes de covariaveis Wl,
l = 1; :::; r.
Como uma conseque^ncia de (6.6) e (6.8), o modelo (6.3) pode ser expresso
na forma
~Y = 1W1 ~Y + :::+ rWr ~Y + 
= 1V1 + :::+ rVr + 
= V + ; (6.9)
onde   N(0; D) e V = (V1; :::; Vr) com Vl = Wl ~Y , para l = 1; :::; r. Observe
que para valores xos de , o modelo ~Y  N(V ;D) e obtido.
Dado que ij pode ser modelado como em (6.7) e que g(
2
i ) pode ser
modelado em termos de covariaveis como em (6.2), resumimos o modelo





i ) = z
0
i, h(ij) = w
0
ij;
para algumas func~oes apropriadas h; g e f . Aqui xi, zi, wij s~ao vetores de
variaveis explicativas p 1, s 1 e r 1, respectivamente, e  = (1; :::; p)0,
 = (1; :::; s)




Na Sec~ao 6.2 uma unica serie de observac~oes Y = (y1; :::; yn) e considerada.
Assumimos agora em vez de uma unica serie de observac~oes, varias series de
observac~oes associadas com unidades independentes de observac~ao. Explici-
tamente, consideramosm vetores aleatorios independentes Yi = (Yi1; :::::; YiNi)
0
;
i = 1; :::;m com media i = (i1; :::; iNi)
0





i Ti, como descrito na Sec~ao 6.2. Em resumo, temos que
Y = (Y1; :::::; Ym)
0  N(;);






e  = diag(i); i = 1; :::;m.
Para modelar a media e a matriz de covaria^ncia, como na Sec~ao 6.2,
consideramos o modelo autorregressivo
 = T (Y   )  N(0; D);
onde D = Var() = TT
0
, T = diag(Ti) e D = diag(Di). A estrutura bloco
diagonal de T e D em estudos de dados longitudinais segue da hipotese
de independe^ncia entre Yi, i = 1; :::m, e sera usada para modelar dados
longitudinais reais na Sec~ao 6.7.
6.4 Resumo da abordagem classica
Dado que Y  N(;),  1 = T 0D 1T e que jj = jT jjDjjT 0j = jDj, o
logaritmo da verosimilhanca e dado por




t ) + ( ~Y   V )
0






(~yt   V 0t )2
2t
;
onde V = (V1; :::; Vn) e Vt = 
t 1
i=1wt;i~yi.



















(~yt   v0t)2), i = 1; :::; r: (6.10)
As duas primeiras equac~oes em (6.10) s~ao lineares em  e , respectivamente.
Fazendo estas iguais a zero, obtemos










onde ^ = ^(;D) representa um estimador de , supondo  e D conhecidos.
Por outro lado, denota-se por I, I, I os blocos da matriz de informac~ao
correspondentes aos para^metros ,  e , respectivamente, e por I e I, os
blocos da matriz de de informac~ao correspondentes aos pares de para^metros

















































































i=1 wt;i~yi, e Vt;l =
Pt 1














































Dado que I = I = 0, a matriz de informac~ao de Fisher e uma matriz
bloco diagonal, na qual o bloco I corresponde a matriz de informac~ao de
 e o outro bloco formado por I,I, I, I, a matriz de informac~ao de
 e . Assim, os para^metros podem ser estimados mediante um processo
iterativo alternado onde, dado (k) e (k),  pode ser atualizado usando a
equac~ao (6.11) e, dado o valor corrente de , ( , ) pode ser atualizado
com o algoritmo de escore de Fisher, solucionando as equac~oes que resultam
em fazer as duas ultimas expres~oes de (6.10) iguais a zero. O algoritmo
pode ser formulado como um algoritmo sucessivo alternado entre  e ( ,
) e inicializado com valores de  e  estimados por mnimos quadrados e
 = (1; 0; :::; 0) 1 6= 0.
Um algoritmo para obter as estimativas de maxima verossimilhanca dos
para^metros dos modelos de media e varia^ncia e como segue:
1. Forneca valores iniciais  = 0, e  = (1; 0; :::; 0):
2. Estime o valor inicial de  usando (6.11).
3. Atualize  = (; ), solucionando as equac~oes @`()
@
= 0 e @`()
@
= 0
usando o metodo escore de Fisher.
4. Compute  e atualize  usando (6.11).
5. Repita os passos 3 e 4 ate converge^ncia nas estimativas de .
Por simplicidade, nesta sec~ao, considerou-se um unico vetor de observac~oes
independentes Y = (y1; :::; yn), mas poderia ter sido considerado varios ve-
tores de observac~oes (Y1; :::; Ym) como em Pourahmadi (2000), sem ter mu-
dancas signicativas nos desenvolvimentos teoricos, ne^m no algoritmo pro-
posto para obter as estimativas de maxima verossimilhanca. O algoritmo it-
erativo proposto por Pourahmadi (2000) para obter as estimativas de maxima
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verossi-
milhanca de ,  e  usando o metodo escore de Fisher e como segue:
1. De^ um valor inicial ~ para .
2. Compute S = m 1mi=1(Yi  Xi ~)(Yi  Xi ~) e seus fatores ~T e ~D para
ser-rem usados como valores iniciais no passo seguinte .
3. Compute ~ = (~, ~)
0
como uma soluc~ao das equac~oes @`()
@
= 0 e @`()
@
=
0, usando o metodo iterativo escore de Fisher. Obtida a converge^ncia,
compute D(~); T (~) e ~ 1 = T (~)D 1(~)T (~):
4. Atualize ~ usando
^ = (mi=1Xi ~
 1Xi) 1mi=1Xi ~
 1Yi:
5. Pare o processo se ^ = ~ e tome ^ como a estimativa de . As esti-
mativas de ; T;D e  s~ao dadas por ^ = ~, T^ = T (~), D^ = D(~) e
^ = ~. Caso contrario, repita os passos 2-4 substituindo ~ por ^.
6.5 Abordagem Bayesiana
Assumindo o modelo observacional Y = (Y1; :::; Yn)
0  N(;), onde  de-
pende de  atraves de (6.1) e  depende de  e  atraves de (6.2) e de (6.7),
a func~ao de verossimilhanca e dada por




(Y   )0 1(Y   )

; (6.12)
pois que jj = jT 0 j jDj jT j = jDj.
Agora, uma distribuic~ao a priori p() para  = (; ; )
0
deve ser especi-
cada para obter a distribuic~ao a posteriori. Por simplicidade assumimos
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como   N(0;0), onde 0 = (b0; g0; l0)0. Um modelo possvel para 0 e de
forma bloco diagonal, implicando independe^ncia a priori entre ;  e . Em
cada um dos casos, as distribuic~oes a priori condicionais completas para ,
 e  s~ao dadas pelas distribuic~oes normais, denotadas por N(b; B), N(g;G)
e N(l; L), respectivamente. Os valores de (b; g; l) e (B;G;L) s~ao facilmente
avaliados, como no Captulo 3, a partir de 0 e 0.
A partir do teorema de Bayes, a distribuic~ao a posteriori para  e dada
por










A distribuic~ao a posteriori (6.13) e intratavel analiticamente e n~ao e facil
amostrar dela. Mas, pode-se demostrar, novamente como no Captulo 2, que
a distribuic~ao condicional completa a posteriori  = (j; ) e dada por:













(   b)0B 1(   b)

;
onde b = B(B 1b+X
0
 1Y ) e B = (B 1+X
0
 1X) 1. Desta forma, 
e uma distibuic~ao normal com media b e matriz da varia^ncias-covaria^ncias
B. Isto e,
(j; ; Y )  N(b; B): (6.14)
Neste caso, e possvel amostrar  diretamente de . Valores de  podem
ser propostos diretamente de  e aceitos com probabilidade 1. Isto e Gibbs
sampler (Geman and Geman, 1984).
A forma quadratica Q(Y ) = (Y  )0 1(Y  ): que aparece na verossi-
milhanca pode ser escrita como
Q(Y ) = ~Y 0T 0D 1T ~Y = (~Y   V )0D 1( ~Y   V )
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Desta forma, de (6.12) e levando-se em conta (6.9), a distribuic~ao condicional
 = (j; ) e dada por
















onde l = L(L 1l + V
0
D 1 ~Y ) e L = (L 1 + V
0
D 1V ) 1. Desta forma, 
e uma distribuic~ao normal com media l e matriz da varia^ncias-covaria^ncias
L. Assim,
(j; ; Y )  N(l; L): (6.15)
Valores de  podem ser propostos diretamente de (; j; ) e aceitos com
probabilidade 1.
Ao contrario as distribuic~oes condicionais  e , a distribuic~ao condi-
cional , (j; ), dada por




( ~Y   V )0D 1( ~Y   V )  1
2




e intratavel analiticamente e n~ao e facil gerar amostras dela. Neste caso,
temos que construir uma proposta apropriada para aplicac~ao do algoritmo
de Metropolis-Hastings. Para tal m, usamos a metodologia proposta no
Captulo 3 para modelar heterogeneidade da varia^ncia em modelos de regress~ao
normal para variaveis independentes.
O algoritmo requer variaveis de trabalho para aproximar transformac~oes
das observac~oes em torno dos valores correntes das estimativas dos para^metros.
Nas iterac~oes de ,  e  s~ao consideradas xas em seus valores correntes (c)








(c))2  2i 21; para i = 1; :::; n;
onde ~Y (c) = Y   X(c) e v(c)i e a i-esima linha de V (c). As observac~oes
ti tem media E(ti) = 
2
i e varia^ncia Var(ti) = 2
4
i , respectivamente, e s~ao
relacionadas aos para^metros de regress~ao  atraves do modelo g[E(ti)] = z
0
i.
Dada a diferenciabilidade de g,
g(ti) ' g[E(ti)] + g0[E(ti)][ti   E(ti)] = ~ti:
Esta aproximac~ao de g e a variavel de trabalho que resulta do algoritmo
escore de Fisher. Denotando esta variavel de trabalho por ~t, temos que:
Var[g(ti)] ' Var(~ti) = Varfg[E(ti)] + g0[E(ti)][ti   E(ti)]
= g0[E(ti)]2Var(ti):
Em conseque^ncia, se (c) e (c) s~ao os valores correntes de  e , as


















Quando g = log, a express~ao anterior se simplica e as observac~oes de












  1; i = 1; :::; n;
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que tem varia^ncia associada igual a 2. O nucleo de transic~ao normal q
baseado no metodo escore de Fisher e obtido como a distribuic~ao a posteriori
que resulta da combinac~ao da distribuic~ao normal a priori j;   N(g;G)
com o modelo observacional ~ti  N(z0i; 2), i = 1; :::; n. Isto e,
q(
(c); (n)) = N(g; G); (6.17)
onde
g = G(G 1g + 2 1Z 0 ~Y );
G = (G 1 + 2 1Z 0Z) 1:
Esta ideia foi introduzida por Gamerman (1997b) para denir uma pro-
posta geral de amostragem baseada no algoritmo escore de Fisher, para fazer
infere^ncia Bayesiana em modelos lineares generalizados.
Dadas as caracteristicas das distribuic~oes condicionais n~ao amostraremos
todas as componentes do vetor  = (; ; )
0
simultaneamente. Explicita-
mente, nos amostramos  e  diretamente de suas condicionais completas e
 da proposta descrita anteriormente.
O algoritmo MCMC seguinte pode ser usado para obter amostras da dis-
tribuic~ao a posteriori:




2. Movimente o vetor  para um novo valor  gerado de (6.14).
3. Movimente o vetor  para um novo valor  gerado de(6.15).
4. Proponha um novo valor  para  gerado do nucleo proposto (6.17).
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5. Calcule a probabilidade de aceitac~ao do movimento ((j 1); ): Se o
movimento e aceito, ent~ao (j) =  : Se n~ao e aceito, ent~ao 
(j) = (j 1):
6. Mude o contador de j para j+1 e volte ao passo 2 ate converge^ncia.
6.6 Estudo de simulac~ao
Um estudo de simulac~ao foi conduzido para examinar qu~ao similares s~ao
as estimativas dos para^metros dos modelos comparadas com os valores cor-
respondentes dos para^metros. Inicialmente, simulamos n = 50 valores de 5
variaveis explicativas Xi; para i = 1; 2; 3; eWi; para i = 1; 2. As variaveis X1,
X2 e X3 foram geradas das distribuic~oes U [0; 50], U [5; 15] e U [0; 20], respec-
tivamente, e os valores (abaixo da diagonal) das variaveis explicativas Wi,
para i = 1; 2; foram simulados das distribuic~oes U [0; 20] e U [5; 15]. Os valores
de Y foram simulados de uma distribuic~ao normal multivariada com media
i = 1+ 2x1i+ 3x2i e matriz de covaria^ncias  = T
 1D(T
0
) 1, onde D =
diag(2i ), T = ( ij), log 2i = 1+2x1i+3x3i e ij = 1+2wij;1+3wij;2:
Os valores dos para^metros foram  = (20; 3; 1:5)0,  = ( 8; 0:09; 0:1)0 e
 = ( 0:5; 0:04; 0:02)0. A distribuic~ao a priori usada foi   N(0; 103I9). A
Figura 6.1 mostra o comportamento da cadeia amostral para cada para^metro.
Todas elas com um estado transiente pequeno, indicando uma rapida con-
verge^ncia do algoritmo. Os resultados reportados nesta sec~ao s~ao baseados
numa amostra de 4,000 pontos depois dos primeiros 1,000.
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Figura 6.1: Comportamento da cadeia amostral para cada um dos para^metros
do estudo de simulac~ao, com n = 50. Para^metros do modelo da media: (a)
0, (b) 1, (c) 2. Para^metros do modelo da varia^ncia: (d) 0, (e) 1, (f)
2. Para^metros do modelo de antidepende^ncia: (g) 0, (h) 1, (i) 2.
A Tabela 6.1 apresenta os valores da media e o desvio padr~ao a posteriori
para os para^metros dos modelos da media, da varia^ncia e da covaria^ncia.
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Tabela 6.1
modelo para^metros valores reais estimativas d.p.
0 20 20.025 0.050
media 1 3 2.999 0.0017
2  1.5  1.500 0.0069
0  0.50  0.5000 0.0066
covaria^ncia 1 0.04 0.0398 0.0010
2  0.02  0.0200 0.0001
0  8  7.143 0.763
varia^ncia 1 0.09 0.068 0.015
2 0.10 0.056 0.041
A Figura 6.2 mostra os histogramas da distribuc~oes marginais a posteriori
para cada um dos para^metros. Os histogramas parecem mostrar que estas
distribuic~oes s~ao aproximadamente normais.
A Tabela 6.2 apresenta a correlac~ao a posteriori entre as estimativas dos
para^metros. Em geral, o intercepto dos modelos da varia^ncia e covaria^ncia
tem alta correlac~ao com os para^metros da media. Os outros para^metros
mostram uma pequena, mas n~ao desprezvel correlac~ao, `a excec~ao da alta
correlac~ao entre 2 e (1; 2). A gura 6.3 mostra uma amostra da posteriori
para cada par de para^metros (; ). Esta basicamente conrma as conclus~oes
baseadas na tabela da correlac~ao a posteriori.
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Figura 6.2: Histogramas da distribuic~ao marginal a posteriori no estudo
de simulac~ao. Para^metros do modelo da media: (a) 0, (b) 1, (c) 2.
Para^metros do modelo da varia^ncia: (d) 0, (e) 1, (f) 2. Para^metros do
modelo de antidepende^ncia: (g) 0, (h) 1, (i) 2.
Tabela 6.2
0 1 2 0 1 2 0 1 2
0 1
1 0.05 1
2  0.77  0.68 1
0 0.03  0.54 0.32 1
1 -0.06 0.22  0.09  0.73 1
2  0.12 0.21  0.04  0.70 0.28 1
0 0.08 0.59  0.44  0.33 0.15 0.09 1
1 0.06  0.21 0.09 0.07  0.00  0.05 0.59 1























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 6.3: Amostra da distribuic~ao a posteriori para cada par de para^metros
no estudo de simulac~ao.
6.7 Aplicac~ao
O experimento reportado por Kenward (1987) e baseado em peso de gado
alocado aleatoriamente a dois grupos de tratamentos A e B. Seus pesos foram
110
recoletados para estudar os efeitos de tratamentos de parasitas intestinais.
30 animais receberam tratamento A e outros 30 receberam tratamento B.
Estes foram pesados n=11 vezes num perodo de 133 dias; as primeiras 10
medic~oes de cada animal foram feitas com um intervalo de duas semanas e
a ultima uma semana depois. O tempo em que foram feitas as medic~oes foi
registrado como t = 1; 2; :::; 10; 10:5.
Para o grupo com tratamento A com n = 30 animais, Pourahmady (1999)
mostra que uma covaria^ncia estacionaria n~ao e apropriada para a analise
destes dados e apresenta plots que revelam que os para^metros do modelo au-
toregressivo e os para^metros da varia^ncia (varia^ncia de inovac~ao) s~ao func~oes
cubicas do tempo. Ele considera o modelo saturado para a media com n=11
para^metros, isto e, 0 = (1; :::; 11). Ele tambem, modela a matriz de co-
varia^ncias  atraves de polino^mios cubicos
log 2t = 0 + 1t+ 2t
2 + 3t
3;
tj = 0 + 1(t  j) + 2(t  j)2 + 3(t  j)3:
Este modelo foi ajustado com priori n~ao informativa para . A dis-
tribuic~ao a posteriori para a media e resumida na Figura 6.4. As estimativas
e o desvio padr~ao a posteriori para os para^metros dos modelos da varia^ncia
e a covaria^ncia s~ao dadas na Tabela 6.3. A Figura 6.5 mostra a distribuic~ao
do logaritmo das varia^ncias contra tempo e a compara contra o logaritmo
da varia^ncia reportada por Pourahmadi (1999, Tabela 6.1). As estimativas
a posteriori para a varia^ncia mostram uma concorda^ncia razoavel com os
valores amostrais dados neste artigo, mas n~ao quando s~ao comparados com




















Figura 6.4: Infere^ncia a posteriori para a media: media (linha contnua),
intervalos de credibilidade 80% (linha segmentada) e 95% (pontos). A media
amostral para cada um dos tempos corresponde a estimac~ao da media para
o modelo saturado e e, tambem, mostrada com pontos.
Tabela 6.3
modelo para^metros A. Bayesiana A. classica
media d.p. media d.p.
0 5.073 0.523 3.52 2:020 10 4
varia^ncia 1  0.686 0.369 -1.41 2:222 10 3
2 0.112 0.069 0.30 2:222 10 3
3  5:685 10 3 3:687 10 3 -0.85 2:222 10 3
0  0:167 10 3 1:417 10 3 0.18 3:333 10 7
covaria^ncia 1 0.433 0.025 -1.71 1:150 10 4
2  0.133 0.009 1.64 3:616 10 4
3 9:536 10 3 0:787 10 3 -1.11 7:480 10 4
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Tabela 6.4
modelo para^metros estimativas d.p.
0 213.520 1.811




varia^ncia 1  1.051 0.236
2 0.208 0.059
3  0.012 0.004
0 9:8 10 5 8 10 4
covaria^ncia 1 0.445 0.025
2  0.142 0.010
3 0.011 9 10 4
A partir da forma dos valores estimados  no modelo saturado, um
polino^mio cubico no tempo para t = 0+ 1(t  1) + 2(t  1)2+ 3(t  1)3
pode ser ajustado. Como antes, um polino^mio de forma cubica para 2t foi
tomado como uma func~ao de t ao inves de t 1 com coecientes l . A Tabela
6.4 apresenta a media e os desvios padr~ao a posteriori para os para^metros
dos modelos da media, varia^ncia e covaria^ncia. As estimativas nesta tabela
mostram que as distribuic~oes marginais a posteriori de todos os coecientes
de regress~ao est~ao signicativamente longe de zero, como e antecipado na
analise exploratoria de Pourahmadi (1999). Estas, tambem, s~ao similares
as estimativas obtidas a partir do modelo saturado para a media. Os ter-
mos cubicos nos modelos da varia^ncia-covaria^ncia s~ao claramente relevantes,
concordando com o que foi obtido por Pourahmadi (2000). A Tabela 6.5
mostra o ajuste das varia^ncias atraves da diagonal principal e estimativas
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dos para^metros autoregressivos abaixo da diagonal principal. A Figura 6.5
mostra os logaritmos das varia^ncias obtidos com este modelo e conrmam
resultados similares aos obtidos com o modelo saturado para a media.




0.34 0.41 0.31 3.92
0.18 0.34 0.41 0.31 3.87
-0.01 0.18 0.34 0.41 0.31 3.94
-0.16 -0.01 0.18 0.34 0.41 0.31 4.06
-0.22 -0.16 -0.01 0.18 0.34 0.41 0.31 4.15
-0.13 -0.22 -0.16 -0.01 0.18 0.34 0.41 0.31 4.14
0.19 -0.13 -0.22 -0.16 -0.01 0.18 0.34 0.41 0.31 3.96
0.45 0.19 -0.13 -0.22 -0.16 -0.01 0.18 0.34 0.41 0.31 3.77
6.8 Extens~oes
A metodologia deste captulo pode ser estendida considerando m variaveis
aleatoria n~ao independentes Ni-dimensional Yi = (Yi1; :::; Yi2), i = 1; :::;m
tais que
Y = (Y1; :::; YNi)
0  N(;);
onde as dimens~oes N 0is dos Y
0
i s s~ao aleatorias. A media e a covaria^ncia po-
dem ser modeladas como anteriormente e as dimens~oes podem ser modeladas
mediante uma distribuic~ao discreta com para^metros denidos como func~oes
de variaveis explicativas (Barnhart, Kosinski e Sampson, 1999).
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Existem outras extens~oes relacionadas com os topicos tratados neste captulo.
Apresentamos algumas que constituem alem de um complemento teorico im-
portante, um apoio didatico ao estudo da estatstica. Pode-se aplicar os algo-
ritmos propostos em estudos com dados reais. Especicamente, e necessaria
a aplicac~ao do algoritmo proposto na Sec~ao 6.4 para ajustar modelos de
regress~ao para a modelagem da media e da matriz de covaria^ncias, e sua
comparac~ao com o algoritmo proposto por Pourahmadi (2000).



















Figura 6.5: Estimativa da media para o logaritmo da varia^ncia de inovac~ao:
Modelo saturado para a media (linha contnua) e estimativa amostral (pon-
tos).
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Figura 6.6: Infere^ncia a posteriori para a varia^ncia de inovac~ao: media (linha






No Captulo 4, consideramos m vetores aleatorios normais, N dimensionais,
com media i = (i1; :::; iN) e varia^ncia . Neste captulo, a matriz de
covaria^ncias foi modelada usando o fato de que  e denida positiva e que,
em conseque^ncia, existe uma matriz triangular inferior T , com 10s na diagonal
principal, e uma matriz diagonal D com entradas positivas unicas tais que,
T
0
T = D. A media foi modelada com uma estrutura de regress~ao  = X,
onde X corresponde a matriz de observac~oes e  ao vetor de para^metros.
Neste captulo, fazemos uma proposta para a modelagem de dados re-
sultantes de medic~oes repetidas onde a relac~ao entre a resposta e as co-
variaveis tem uma estrutura de regress~ao linear considerando uma estrutura
hierarquica, com e^nfase particular em dois nveis de variabilidade, por sim-
plicidade de apresentac~ao.
A estrutura do modelo considerado tem propriedades desejaveis: n~ao e-
xiste o requerimento de se ter o mesmo numero de observac~oes para todos os
indivduos, e os para^metros individuais tem uma interpretac~ao natural que
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e relevante para os objetivos do estudo, e sua estimac~ao pode ser usada para
a analise das diversas aplicac~oes possveis.
Este captulo e proposto baseado na exposic~ao de modelos lineares hierar-
quicos feita por Davidian e Giltinan (1995). A Sec~ao 7.2 contem as especi-
cac~oes classica e Bayesiana do modelo. A Sec~ao 7.3 apresenta a estimac~ao
dos efeitos quando a estrutura da varia^ncia e conhecida. A Sec~ao 7.4 apre-
senta uma forma de estimac~ao das componentes da varia^ncia e a Sec~ao 7.5
apresenta infere^ncia Bayesiana de efeitos, se a estrutura da varia^ncia e co-
nhecida. A Sec~ao 7.6 apresenta a estimac~ao emprica das componentes da
varia^ncia. A Sec~ao 7.7 contem uma especicac~ao Bayesiana de modelos li-
neares hierarquicos com modelagem das matrizes de varia^ncias-covaria^ncias
intra-individual e uma apresentac~ao do processo de estimac~ao dos para^metros
de interesse.
7.2 Especicac~ao do modelo
7.2.1 Especicac~ao classica do modelo
Seja Yi um vetor aleatorio, ni  1, para a i-esima unidade individual, i =
1; :::;m;  um vetor p  1 de para^metros e Xi a matriz de planejamento,
ni  p que liga  com a media de Yi. Seja bi um vetor k  1 de efeitos
individuais n~ao conhecidos e Zi a matriz de planejamento, ni k, que liga bi
com a media de Yi. Para medic~oes de variaveis normais multivariadas, Laird
e Were (1982) prop~oem, baseados nas ideias introduzidas por Harvile (1977),
o seguinte modelo:
Estado 1. Para cada unidade individual i,
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Yi = Xi + Zibi + i, i = 1; :::;m; (7.1)
onde i tem distribuic~ao N(0; Ri). Aqui Ri e uma matriz ni  ni de co-
varia^ncias, denida positiva, que depende de i unicamente atraves da di-
mens~ao de Yi. Neste estado,  e bi s~ao considerados xos, e os i te^m com-
ponentes n~ao independentes. De (7.1) tem-se
E(Yij; bi) = Xi + Zibi;
Cov(Yijbi) = Ri:
Estado 2. Sup~oe-se que os bi te^m distribuic~ao N(0;D), que s~ao indepen-
dentes de cada um dos outros e dos i. Sob estas hipoteses, obtemos
E(Yi) = E(E(Yijbi)) = E(Xi + Zibi) = Xi;
Cov(Yi) = EfCov(Yijbi)g+ Cov(E(Yijbi))
= Ri + Zi DZ
0
i :
Assim, sob a hipotese de normalidade e independe^ncia para bi e i, in-
condicionalmente, Yi e independente e normalmente distribudo com media
Xi e matriz de covaria^ncias i = Ri + Z
0
iDZi, i = 1; :::;m.
7.2.2 Especicac~ao Bayesiana do modelo
Como temos visto na interpretac~ao classica do modelo (7.1),  e um para^metro
n~ao conhecido, Xi e Zi s~ao as matrizes de planejamento, conhecidas, e i um
vetor aleatorio n~ao conhecido. Na interpretac~ao Bayesiana, a distribuic~ao
de i, que caracteriza a variac~ao intra-individual e, algumas vezes, referida
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como a distribuic~ao amostral. Variac~ao em  e bi e acomodada nos nveis
hierarquicos do seguinte esquema.
Estado 1. (Variac~ao intra-individual)
Yi = Xi + Zibi + i, i  N(0; Ri)
Estado 2. (Variac~ao inter-individual)
bi  N(0;D)
Estado 3. (distribuic~ao hiperpriori)
  N(o; H), D 1 Wishart, R 1i Wishart:
Os para^metros o, H e as distribuic~oes Wishart para D
 1 e R 1 s~ao assu-
midas conhecidas (Harvile, 1977). Uma escolha conveniente e H 1 = 0. A
escolha de uma distribuic~ao a priori normal ou Wishart e um exemplo do uso
de uma priori conjugada.
Nas duas especicac~oes, tem-se interesse de fazer infere^ncia sobre os
para^metros de efeito xo , os efeitos aleatorios bi, e as componentes da
covaria^ncia, Ri, i = 1; :::m, e D.
7.3 Estimac~ao de efeitos se a estrutura da
varia^ncia e conhecida
A distribuic~ao marginal de Yi e N(Xi;i), onde i = Ri+ZiDZ
0
i . No caso
onde Ri e D s~ao conhecidas, infere^ncias acerca de  e bi pode ser feita na
verossimilhanca marginal. Um modelo conjunto para os m indivduos pode
ser escrito como
Y = X + Zb+ ;
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onde Y = (Y1; :::; Ym), b = (b1; :::; bm), X = (X1; :::; Xm) e  = (1; :::; m).
Em conseque^ncia, Y tem distribuic~ao marginal normal, com E(Y ) = X e
 = Var(Y ) = R + Z ~DZ
0
, onde R = diag(R1; :::; Rm), ~D = diag(D; :::;D) e
 = diag(1; :::;m). Dados ~D e R,











(Y  X   Zb)0R 1:
(Y  X   Zb)) (7.2)
Assim, a estimac~ao de  e b e obtida minimizando
` = log j ~Dj+ b0 ~D 1b+ log(jRj) + (Y  X   Zb)0R 1(Y  X   Zb):
Derivando ` com relac~ao a  e b, e igualando a zero, obtem-se o seguinte















Solucionando este sistema de equac~oes para  e b, e usando as identidades
matriciais





) 1ZR 1 = ~DZ 0 1; (7.3)










que te^m erros padr~ao















Dada a primeira equac~ao de (7.4)
Cov(Y  X^) = (I  X(X 0 1X) 1X 0 1)
Cov(Y )(I    1X(X 0 1X) 1X 0)
= ( X(X 0 1X) 1X 0(I    1X(X 0 1X) 1X 0)


























A expres~ao (7.6) n~ao e usada para determinar o erro de estimac~ao de bi,
pois ignora a variac~ao de bi. Ao inves disso, usa-se


















Se n~ao s~ao conhecidos D e Ri, i = 1; :::;m; e natural estimar  e b, usando
(7.4) com substituc~ao de  e D por ^, e D^.
7.4 Estimac~ao das componentes da varia^ncia
7.4.1 Especicac~ao hierarquica que usa um ponto de
massa como priori para 
Considerando a especicac~ao hierarquica que usa um ponto de massa como
priori para :
yj; b  N(X + Zb;R);
b  N(0;D); (7.7)
obtemos a func~ao de verossimilhanca para , R e ~D, fazendo integrac~ao em
b:
L(; ~D; RjY ) =
Z
L(b; ; ~D; RjY )db;
onde
L(b; ; ~D; RjY ) = 1
(2)n=2jRj1=2
 exp [  1
2
fY   (X + Zb)g0R 1fY   (X + Zb)g]
 1

































R 1Z, completando quadrados no expoente e
usando a identidade
R 1  R 1ZA 1Z 0R 1 = (Z ~DZ 0 +R) 1 =  1;
obtemos




 exp [  1
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L(; ~D; Rjy) = 1
(2)n=2jRj1=2j ~Dj1=2jAj1=2






 exp [  1
2
(Y  X)0 1(Y  X)]
usando a identidade jRjj ~DjjAj = jj.
Assim, a estimac~ao de maxima verosimilhanca de R e ~D pode ser consi-
derada como uma estimac~ao onde  e considerado como uma constante n~ao
conhecida e b e integrado de acordo com a hierarquia (7.7).
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7.4.2 Especicac~ao hierarquica que usa priori n~ao in-
formativa para 
Considere o modelo hierarquico
Y j; b  N(X + Zb;R)
  n~ao infor( 1;1)
b  N(0;D):
Substituindo com o resultado da integral
R
L(b; ; ~D; Rjy)db obtida na
Sec~ao 7.4.1, a func~ao de verossimilhanca marginal
L( ~D; Rjy) =
Z Z
L(b; ; ~D; Rjy)dbd
iguala






O expoente nesta express~ao pode ser escrito
(Y  X)0 1(Y  X) = Y 0f 1    1X(X 0 1X) 1X 0 1gY
+(   ^)(X 0 1X) 1(   ^):




Y integrando sobre , obtem-se
L( ~D; Rjy) = (2)
p=2jX 0 1Xj  12







onde Pv = 
 1    1X(X 0 1X) 1X 0 1:
Assim, ifere^ncia relativa as matrizes D e Ri; i = 1; :::;m, pode ser feita
na verosimilhanca marginal L( ~D; RjY ).
7.5 Infere^ncia Bayesiana de efeitos se a estru-
tura da varia^ncia e conhecida
1. Estimac~ao de . A distribuic~ao a posteriori e dada por
(jY ) =
R
p(Y j; b)p()pb(b)dbR R
p(Y j; b)p()pb(b)dbd; 
onde
Y j; b  N(X + Zb;R);   N(o; H); b  N(0; ~D):
Para maior facilidade se considera que n~ao existe depende^ncia entre as























onde 0km e 0pkm s~ao (km1) e (pkm) matrizes de zeros, repectivamente.
Em conseque^ncia,










Como resultado da aplicac~ao da primeira equac~ao de (7.3), com R 1 = H,
obtem-se a identidade
 HX 0(XHX 0+Z ~DZ 0+R) 1XH = (H 1+X 0 1X) 1(I (H 1+X 0 1X)H);







+R) 1 =  (H 1 +X 0 1X) 1X 0 1:
Esta ultima identidade e usada em continuac~ao para determinar E(jY ).
Temos,
E(jY ) = o  HX 0(XHX 0 + Z ~DZ 0 +R) 1(Y  Xo)
= o  HX 0(XHX 0 + Z ~DZ 0 +R) 1Xo








 HX 0(XHX 0 + Z ~DZ 0 +R) 1Y
= (H 1 +X
0








Com varia^ncia dada por
Cov(E(jY )) = C 1(X 0 1X)C 1;
onde C = X
0
 1X + H 1. No caso em que uma priori n~ao informativa e
escolhida para , H 1 = 0,
E(jY ) = (X 0 1X) 1X 1Y;
CovfE(jY )g = (X 0 1X) 1:
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Estimac~ao de b. Da mesma forma que zemos para , se pode derivar a
distribuic~ao conjunta de b dado Y a partir da distribuic~ao conjunta de , b
e Y . Ela e normal multivariada com media
E(bjY ) = (Z 0LZ + ~D) 1Z 0L(Y  Xo);
onde L = (R +XHX
0
) 1, e matriz de dispers~ao
Cov(bjY ) = (Z 0LZ + ~D) 1:
7.6 Estimac~ao emprica das componentes da
varia^ncia
As quantidades E(jY ), cov(jy) e E(bjY ) envolvem para^metros n~ao ob-
servados relativos as covaria^ncias ~D e R. Uma especicac~ao Bayesiana re-
quer especicar distribuic~oes a priori para D e R e, ent~ao, integrar sobre
os para^metros. Uma estrategia simples e substituir por estimac~oes pontuais
paraD e R, para avaliar E(jy) E(bjy). Esta estrategia e chamada estimac~ao
emprica Bayesiana, e no contexto de modelos hierarquicos e aplicada aos
efeitos aleatorios.
7.7 Um exemplo de abordagem Bayesiana
7.7.1 Especicac~ao do modelo
Esta sec~ao prop~oe uma metodologia Bayesiana para o ajuste de modelos
hierarquicos com modelagem da varia^ncia intra-individual. Aqui, conside-
ramos, uma vez mais, a especicac~ao Bayesiana do modelo dada na Sec~ao 2.2,
incluindo uma modicac~ao no estado 3, ja que as matrizes de covaria^ncias
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Ri; i = 1; :::;m, ser~ao modeladas segundo a proposta feita por Pourahmadi
(1999).
Para cada Ri existe uma unica matriz triangular inferior Ti, com 1
0s como
entradas diagonais, e uma unica matriz diagonal Di, com entradas positivas,
tais que TiR
 1
i Ti = Di. Dado que Ri depende de i unicamente atraves da
dimens~ao de Yi, ent~ao Ti e Di dependem de i unicamente aterves da dimens~ao
de Yi. Se para cada entrada ijl, 1  l < j  ni, da matriz Ti, i = 1; :::;m,







para a modelagem de Ti, sendo  = (1; :::; r) o vetor de para^metros corre-
spondente.
Para a modelagem de Di, procedendo como na Sec~ao 5.2, obtem-se os
modelos ~Yi  N(Vi;Di), para i=1,...,m. Assim, os elementos 2i;j da diagonal
principal de Di podem ser modelados como
g(2i;j) = ~z
0
j; i = 1; :::;m; (7.10)
onde ~zj = (~zj;1; :::; ~zj;s) e o vetor de variaveis explicativas e i = (1; :::; s) o
vetor de para^metros correspondente. g e uma func~ao de ligac~ao apropriada.
Usualmente, temos considerado g como sendo a func~ao exponencial.
Levando em conta as observac~oes anteriores e considerando Yi; Xi; ; bi
denidas como na Sec~ao 2.1, consideramos o modelo global
Estado 1. (Variac~ao intra-individual)








Estado 2. (Variac~ao inter-individual)
bi  N(0;D):
Estado 3. (distribuic~ao hiperpriori)
  N(o; H), D 1 Wishart,   N(0; L0), 0  N(0; G0)
para func~oes apropriadas h e g, onde Xi, Zi, wjl e ~zj, s~ao matrizes ni  p,
ni  k, ri  1 e si  1 de variaveis explicativas. ; ; ; i = 1; :::;m, s~ao os
para^metros correspondentes a media, varia^ncias e covaria^ncias, e bi o vetor
de efeitos aleatorios.
7.7.2 Amostragem dos efeitos dada a estrutura da varia^ncia
Na Sec~ao 5, observa-se que  e b podem ser amostrados diretamente.  pode
ser amostrado da distribuic~ao a posteriori
(jY; b;;D)  N(; B); (7.11)
com
 = B(H 10 +X
0
 1Y );
B = (H 1 +X
0
 1X) 1;
onde o eH s~ao conhecidos, determinados pela distribuic~ao a priori (jb;; D) 
N(0; H). Da mesma forma, b pode ser amostrado da distribuic~ao normal
multivariada
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(bjY; ;;D)  N(b; B); (7.12)
onde
b = BZL(Y  X0);






Nos dois casos os valores propostos a partir de (7.11) e (7.12) s~ao aceitos com
probabilidade 1. Isto e, a amostragem de Gibbs (Geman e Geman, 1984).
7.7.3 Amostragem dos para^metros na modelagem da
covaria^ncia intra-individual Ri
Nesta sec~ao, a metodologia aplicada no Captulo 5 para a modelagem da
matriz de varia^ncias-covaria^ncia, e proposta para a modelagem das matrizes
Ri, i = 1; 2; :::;m.
Nesta sec~ao consideramos que: (i) para cada i, os efeitos ; b, a matriz de
varia^ncias-covaria^ncias, D, e R i = fR1; :::; Ri 1; Ri+1; :::; Rmg s~ao conheci-
dos. (ii) Ri e modelada atraves dos modelos (7.9) e (7.10) como e proposto
por Pourahmadi (1999). Sob estas hipoteses de (2) segue-se






















( ~Yi   Vi)0D 1i ( ~Yi   Vi)
i
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onde ~Yi = Yi   Xi   Zibi e Vi = (Vi1; :::; Vir) com Vij = Wi;j ~Yi e Wi;j
j = 1; :::; r matrizes ni  ni de variaveis explicativas que n~ao dependem
de i, denidas como no Captulo 5. Ent~ao, dada uma distribuic~ao normal
com media l0 e varia^ncia L0, como distribuic~ao a priori para , resulta a
distribuic~ao a posteriori




( ~Yi   Vi)0D 1i ( ~Yi   Vi)
 1
2








L 1i (  li )
i
:
Isto e, procedendo como no Captulo 3, que




















Em conseque^ncia, para R i; Di0s; ; b;D; Yi conhecidos, valores de i po-
dem ser propostos diretamente de (7.13) e aceitos com probabilidade 1.
Faz-se agora uma proposta para a amostragem dos para^metros . Dada
uma distribuic~ao normal com media 0 e varia^ncia G0 como a priori para ,
a distribuic~ao condicional completa a posteriori de , dados os para^metros
D i; Ri0s; ; b;D; Yi, e especicada como
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que e intratavel analiticamente. Para se obter uma amostra a posteriori de
, temos que construir uma proposta, pois n~ao e facil gerar a partir dela.
Procedendo como nos captulos anteriores, para amostrar  dados outros
para^metros, o algoritmo requer variaveis de trabalho para aproximar trans-
formac~oes das observac~oes em torno dos valores estimados dos para^metros.
Na interac~ao de , os outros para^metros s~ao xados nos valores correntes e











i   (v(c)ij )
0
(c))2   g 1i (~z0j(c))
i
;










Quando g = log, a express~ao anterior se simplica e o vetor de observac~oes







ij   (v(c)ij )0(c))2
exp(~z0j(c))
  1; i = 1; :::;m
que tem varia^ncia igual a 2. Como antes, o nucleo de transic~ao q baseado















 1 ~Z 0i ~Zi)
 1;
com os valores 0 e G0 dados pela distribuic~ao a priori
(jD i; Ri0s; ; b;D; Yi)  N(g0; G0):
7.7.4 Amostragem da matriz de covaria^ncias
interindividual
Dado que a matriz de varia^ncias-covaria^ncias D = Cov(bi) e denida posi-
tiva, poderia ser modelada da mesma forma que Ri, mediante a aplicac~ao de
modelos auto-regressivos. Mas, a partir da func~ao de verossimilhanca (7.2),
da Sec~ao 3, e baseados em Box e Tiao (1973), temos que













onde S e uma matriz simetrica kk com entradas sij = buibuj. Ent~ao dada a
distribuic~ao a priori D 1  Wk(B 1; q), a distribuic~ao a posteriori  de D 1
e












= jDj  12 (m+q)+1 exp( 1
2
tr(D 1(B + ni=1Su)): (7.15)
Assim, D 1 pode ser amostrado diretamente de uma distribuic~ao Wishart
com para^metros B + ni=1Su e m+ q.
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A partir dos resultados anteriores pode ser proposto um algoritmo para o
ajuste do modelo especicado na Sec~ao 7.1, onde em cada interac~ao, inicial-
mente e amostrado  da distribuic~ao (7.11). A seguir obtem-se uma amostra
de b a partir de (7.12). Logo, para i = 1; :::;m, e a partir das distribuic~oes
(7.13) e (7.14), obtem-se i e i. E Finalmente, a partir de (7.15), calcula-se





1. Na modelagem de para^metros ortogonais como regress~oes nas distribuic~oes
normal e gama, e possvel considerar o processo de ajuste de maxima
verossimilhanca usando o metodo de escore de Fisher como um processo
iterativo de ajuste por mnimos quadrados ponderados. Esta com-
parac~ao pode ser explicitada na modelagem da media e do para^metro
de dispers~ao na classe de distribuic~oes exponencial biparametrica estu-
dada por Dey, Gelfand e Peng (1997).
2. O algoritmo sucessivo relaxado proposto por Aitkin (1987) para o
ajuste de modelos de regress~ao propostos para a media e a varia^ncia de
observac~oes normalmente distribudas, pode ser aplicado para a mode-
lagem de para^metros ortogonais na famlia exponencial biparametrica
denida por Dey, Gelfand e Peng (1997).
3. As simulac~oes e os exemplos dados no captulo 3, mostraram a ecie^ncia
da metodologia Bayesiana proposta na modelagem da heterogeneidade
136
da varia^ncia na analise de regress~ao normal. No estudo de simulac~ao, as
estimativas s~ao muito proximas dos valores reais dos para^metros, e na
aplicac~ao obtem-se estimativas que n~ao diferem muito das estimativas
de maxima verossimilhanca. Isto indica que esta formulac~ao fornece
uma metodologia que pode ser aplicada em muitos outros estudos.
4. A metodologia proposta no Captulo 3 pode ser estendida para o ajuste
de modelos de regress~ao propostos para a modelagem de para^metros
na famlia exponencial biparametrica.
5. As simulac~oes e os exemplos dados no Captulo 4 mostram a ecie^ncia
da metodologia proposta. No caso da modelagem de para^metros n~ao or-
togonais, como media e varia^ncia na distribuic~ao gama, essa metodolo-
gia tem a vantagem de permitir uma amostragem por blocos. Um
bloco conformado pelos para^metros do modelo da media e outro pelos
para^metros do modelo de varia^ncia. Isto poderia ser importante no
caso onde o numero de para^metros em cada um dos modelos e grande.
6. A metodologia proposta no Captulo 4 pode ser estendida com faci-
lidade para a modelagem de outras distribuic~oes. Esta metodologia
apresenta a vantagem de ter uma forma simples de construir a variavel
de trabalho necessaria na construc~ao da proposta em que todos os casos
corresponde a uma express~ao matematicamente simples.
7. As metodologias consideradas nos captulos 3 e 4, podem ser estendidas
para o estudo de modelos normais n~ao lineares e propostos para o
estudo de modelos n~ao lineares em outras distribuic~oes.
8. A metodologia Bayesiana apresentada para a modelagem da media e
da matriz de covaria^ncias das observac~oes com distribuic~ao normal tem
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mostrado ecie^ncia. O estudo de simulac~ao foi conduzido com uma
amostra pequena, mas as estimativas foram proximas aos valores reais
dos para^metros. A aplicac~ao mostrou concorda^ncia com os resultados
encontrados por Pourahmadi (1999).
8.2 Perspectivas
Multiplas extens~oes das metodologias propostas podem ser desenvolvidas.
Uma delas consiste na aplicac~ao destas metodologias na analise estatstica
com dados reais, obtidos da observac~ao de variaveis com distribuic~ao na
famlia exponencial biparametrica. Incluindo aplicac~oes de modelos lineares,
n~ao lineares e hierarquicos.
Aplicac~ao das metodologias propostas para a modelagem de para^metros
de distribuic~oes que n~ao pertencem a famlia exponencial de distribuic~oes.
Por exemplo, como foi proposto, a func~ao de distribuic~ao de Neyman tipo A.
Outra extens~ao a considerar esta no contexto de modelos hierarquicos,
como uma extens~ao de modelos n~ao lineares. O modelo hierarquico n~ao linear
e denido como no caso linear, em dois estados. No estado 1, assume-se que,
para cada indivduo i, a j-esima resposta segue o modelo
yij = f(xij; i) + ij;
onde ij e uma quantidade aleatoria relacionada com a incerteza da resposta,
tal que E(ij i) = 0.
Este modelo descreve a variac~ao sistematica e aleatoria associadas com
o i-esimo indivduo. A variac~ao sistematica e caracterizada pela a func~ao f ,
enquanto a variac~ao aleatoria e representada pelo vetor i, com componentes
ij.
Para completar a descric~ao intra-individual e feita a hipotese:
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iji  N(0; Ri):
Outras distribuic~oes s~ao possveis.
No estado 2, a variac~ao inter-individual e descrita como uma func~ao de um
conjunto de caractersticas individuais ai, o conjunto de para^metros  e um
vetor de efeitos aleatorios bi, independentes e identicamente distribudos, com
bi  (0; D). Mais exatamente, a variac~ao inter-individual esta caracterizada
por
i = d(ai; ; bi), bi  (0; D):
A extens~ao proposta consiste em modelar a matriz de varia^ncias-covaria^ncias






denidos como na Sec~ao 7.7.1, no primeiro estado, e distribuic~oes a priori
em um terceiro estado, a abordagem metodologica proposta na Sec~ao 7.7.2
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