A matrix X is said to be r-potent if X' = X. We investigate the structure of linear operators on matrices over antinegative semirings that map the set of r-potent matrices into itself and the set of matrices which are not r-potent into itself.
PRELIMINARIES
A semiring is a binary system (8, +, x ) such that ($3, +) is an abelian monoid (identity 0), (8, x ) is a monoid (identity l), x distributes over +, 0 x s = s x 0 = 0 for all s in 8, and 1 + 0. Usually $3 denotes the system and x is denoted by a juxtaposition. If (8, x ) is abelian, then 8 is commututioe. If 0 is the only element to have an additive inverse, then 8 is antinegatioe. All rings with unity are semirings, but no such ring is antinegative. The twoelement Boolean algebra B, the nonnegative integers z+, the nonnegative rationals Q +, and the nonnegative reals W+ all serve as examples of antinegative semirings which occur in combinatorics.
Algebraic terms such as unit, zero divisor, linearity, and invertibility are defined for semirings as for rings.
We let J,,(
d enote the set of n x n matrices over Q. The matrix all of whose entries are 1 is denoted J,,. We will suppress the subscripts on these matrices when the order is evident from the context,.
If A and B are in A', we say B dominates A (written A < B) if b,, = 0 implies aij = 0 for all i, j.
The number of nonzero entries in a matrix A is denoted
( A). The number of elements in a set Y is also denoted 1 Y 1.
A matrix S having at least one nonzero off-diagonal entry is a star matrix if all its nonzero entries lie on a line (a row or a column). An s-star matrix is a star matrix having 1 S 1 = s and all diagonal entries 0. A zero-one n x n matrix with only one entry equal to 1, say the (i, j)th entry, is called a cell, Henceforth, we will assume that T is a linear operator on J&3) which strongly preserves the set of r-potent matrices, and n > r 2 2.
THE BOOLEAN (0,l) CASE
Throughout this section 8 = @I, the Boolean algebra of two elements THEOREM 2.1.
T is nonsingular.
Proof.
The case r = 2 was proved in [3, Lemma 1.31. SO we only need to prove the theorem for n 2 r > 3. Suppose T(X) = 0 and X # 0; then T(C) = 0 for some cell C, because B is antinegative and T is linear. n NOTE. If r = 1, then T may be singular; in fact, all operators preserve 1-potence strongly, since all matrices are l-potent.
LEMMA 2.1.
Zj n 2 3 and E is a cell, then T(E) is a cell.
Suppose there is a cell C with IT(C) ] 2 2. Let X, = C, and index the cells by C1 = C and the rest Cs, C,, . . . , C,,2 arbitrarily. For 2 Q j < 
Let E and F be different cells. Suppose T(E) = T(F); then
T(J) = T{[J \ (E + F)] + (E + F)} = T[J \ (E + F)] + T(E + F) = T[J \ (E + F)] + T(E) + T(F) = T[J \ (E + F)] + T(E) = T(J \ F).
But J is rpotent and J \ F is not-a contradiction, since T strongly preserves r-potence.
Thus T(E) # T(F).
LEMMA 2.3. Zfn 2 3 then T(Z) = Z and T(K) = K.
Proof.
If E is a diagonal cell, then T(E) is a cell by Lemma 2.1. Since T strongly preserves r-potence and E' = E, we have T(E)' = T(E). Since the only r-potent cells are diagonal cells, T(E) is a diagonal cell. Therefore T(Z) = I, since T is bijective on the set of cells from Lemma 2.2. Also, since T is bijective, T(K) = K. 4
LEMMA 2.4. Let F, G be distinct off-diagonal cells, and E be a diagonal cell. Then (E + F + G)' = E + F + G and F + Gt if and only if E, F, and G are collinear.
Proof
The necessity is trivial. Now, without loss of generality, we assume Eik. Therefore X' # X for all r 2 2, a contradiction. Since F + Gt, the remaining case is k # i and j # s. We now have X2 = E,,, so that X' = El1 # X for all r > 2, a contradiction. Therefore E is collinear with F or G.
Assume E and F are collinear and j = 1, i.e. F = Elk. We will show i = 
Proof.

Let S be a s-star matrix, H be a maximal star matrix such that S < H, and A be T(H). Th en 1 A 1 = n -1, since T is bijective and 1 H I = n -1. Thus (J 1 H)' F J 1 H, and so T(j 1 H) = T(J) 1 T(H) = J 1 T(H) = / \ A is r-potent. By Lemma 2.5, A is a maximal star matrix. Therefore, T(S) is an s-star matrix, because T is bijective on the set of cells and T(S) Q T(H).
n LEMMA 2.6. lf n = 2, then T is bijectioe on the set of cells, T(Z) = 1, and T(K) = K.
Proof. Let E = E,,, E' = E,,, D = E,,, D' = E,,, S = K + D, and S' = K + D'. We know T(E) # 0 by Theorem 2.1, and every 2 x 2 Boolean matrix with two or more cells is either idempotent, S, S', or K; the last is r-potent when r is odd. Suppose T(E) 2 F + G, where F and G are distinct cells. Then T(E) > K, since E and T(E) is non-r-potent. Also we know T(E) # K and hence JT( D + E) I 2 3 when r is odd. Therefore T( D + E) 2 K. But T( D + E) is idempotent, so that T( D + E) = J2, since J2 is the only idempotent 2 x 2 matrix with more than two cells dominating K. Thus T(S) = T(D + E) + T(E') = J. But S is non-r-potent and ] is r-potent, a contradiction. So IT(E) 1 = 1. Furthermore, T(E) is not a diagonal cell, since
E is non-r-potent. Therefore T(E) = E or E'. Similarly T(E') = E or E'. 
Suppose T(E) = T(E'). Th en T( D + E + E') = T( D + E). But D + E + E' is not r-potent, while D + E is r-potent, a contradiction. Therefore (i) T(E) = E and T(E') = E' or (ii) T(E') = E and T(E) =
If a nonsingular linear operator T on A,( K3) is bijective on the off-diagonal cells, T(I) < I, and T preserves 2-star matrices, then T is one of, or a composition of two or more of, the following operators:
(a) transposition (i.e., X + X "J, (b) similarity operators (i . e., X + PXP t for some fixed permutation matrix P in 4)) (c) nonsingular diagonal replacement (i.e., for some fixed nonsingular linear operator s on the diagonal matrices of A', X + X Q K + s( X 0 I)).
THEOREM 2.2. lf n 2 2, the semigroup 9' of linear operators strongly preserving r-potent matrices over the two-element Boolean semiring is generated by transposition and the similarity operators.
Proof.
Since transposition and all operators X -+ PXP' are in 9' ( Pf = P-' when P is a permutation matrix), we need only show that Y is contained in the group they generate. Let T E Y. If n > 3, let S be an (n -1)-star and E be a diagonal cell such that they are in a line. Then S + E is r-potent, so
(S + E)' = S + E, and hence p( S + E)]' = T( S + E). Since T is linear, [T(S) + T(E)]' = T(S) + T(E). By Lemma 2.5, T preserves e-stars and T(S) must be a star matrix. Therefore T(E), T(S) are collinear. That is, T(S) is an
(n -1)-star and T(E) is a diagonal cell lying in the same line as T(S). Thus the operator s in (c) of Lemma 2.7 must be the identity.
In case n = 2, by Lemma 2.6, T either fixes the diagonal cells or switches them. Also, T either fixes the off-diagonal cells or switches them. The only four possible operators are those given, establishing the theorem. Then the (i, k) entry of ( Xijk)r is aij, while the (i, k) entry of Xijk is 1. Thus, aij = 1. Also, the (j, k) entry of ( Xjk)r is ujj, while the (j, k) entry of Xjk is 1. Thus, ajj = 1. Since i, j, and k were arbitrary, 
