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Abstract
We describe combinatorial aspects of classical resolution of singularities that are free
of characteristic and can be applied to singular foliations and vector fields as well as
to functions and varieties. In particular, we give a combinatorial version of Hironaka’s
maximal contact theory in terms of characteristic polyhedra systems and we show the
global existence of maximal contact in this context.
1 Introduction
We present here a combinatorial formulation for the procedure of reduction of singularities
in terms of polyhedra systems. This combinatorial structure is free of restrictions on the
characteristic and provides a combinatorial support for the reduction of singularities of varieties,
foliations, vector fields and differential forms, among other possible objects.
Hironaka’s characteristic polyhedra represent the combinatorial steps in almost any proce-
dure of reduction of singularities. This is implicit in the formulation of the polyhedra game
[13], solved by Spivakovsky [20], and in many other papers about characteristic polyhedra
[6, 7, 19, 20, 21].
The combinatorial features concerning the problems of reduction of singularities are reflected
in polyhedra systems without loosing the global aspects. In particular, we need to project the
problem over a "Maximal Contact Support Fabric", that plays the role of a maximal contact
variety [1]. The proof of global existence of combinatorial maximal contact is also a problem
of the same nature as the reduction of singularities. We present here a proof and it is solved
thanks to the induction hypothesis on the dimension.
Let us remark that in positive characteristic maximal contact does not necessarily exist
[5, 8, 9, 16]. Nevertheless we do find it in the combinatorial situations.
The polyhedra systems have evident links with toric varieties and they also provide a combi-
natorial global support for the so-called Newton non-degenerated varieties [17]. In a forthcoming
paper we plan to develop these last two aspects also for codimension one singular foliations.
2 Support Fabrics for Polyhedra Systems
The support fabrics play the role of ambient spaces for supporting polyhedra systems. They
express the stratified structure of the space.
Let I be a non-empty finite set and denote by P(I) the set of subsets of I. We consider the
Zariski topology on P(I) whose closed sets are the sets K ⊂ P(I) having the property:
If J1 ∈ K and J2 ⊃ J1 ⇒ J2 ∈ K.
A subset H ⊂ P(I) is open if and only if for every J ∈ H we have P(J) ⊂ H. The closure of
{J} ⊂ P(I) is the set {J} = {J ′ ⊂ I; J ′ ⊃ J}.
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A support fabric is a pair F = (I,H) where I is a finite set and H is an open set for the
Zariski topology on P(I). The elements of H are called strata and (I,≤) is called the index
set. The dimension dim(F) is defined by dim(F) = max{#J ; J ∈ H}, where #J denotes the
number of elements of J . Note that the strata J ∈ H where the dimension is reached are closed
points in H.
The first example is the local support fabric LI associated to the index set I, defined by
LI = (I,P(I)). We can obtain other ones as follows:
• The restriction F|U of the support fabric F to an open set U ⊂ H. It is given by
F|U = (I,U). Note that we always have F = LI |H.
• The reduction RedK(F) of the support fabric F to a closed subset K of H, that is K is
the intersection with H of a closed set of P(I). We consider the smallest open set HK
that contains K. That is HK =
⋃
J∈KP(J). Then, we define RedK(F) = F|HK .
• The projection FT from a non-empty stratum T ∈ H. The set
HT = {J \ T ; T ⊂ J, J ∈ H}
is open in P(IT ), where IT = I \ T . We define FT = (IT ,HT ). Note that dim(FT ) <
dim(F).
Given a support fabric F = (I,H), the relevant index set IF of F is defined by IF = ∪J∈HJ .
We say that two support fabrics F1 = (I1,H1) and F2 = (I2,H2) are equivalent if there is a
bijection φ : IF1 → IF2 such that H2 = {φ(J); J ∈ H1}. In this case we say that φ is an
equivalence between F1 and F2.
Let us define the blow-up piJ (F) of F centered in a non-empty stratum J ∈ H. Take
I ′ = I ∪ {∞} where ∞ /∈ I. Define H′ = H′s ∪H
′
∞ where H
′
s = H \ {J} and
H′∞ =
⋃
K∈{J}∩H
H′K∞ ; where H
′K
∞ = {(K \ J) ∪A ∪ {∞}; A ( J}.
We have that H′ is open in P(I ′) and we define piJ(F) = (I ′,H′). Note that for every K ∈
{J} ∩ H, there is a bijection H
′K
∞ → P(J) \ {J} given by J
′ 7→ AJ′ , where AJ′ is the unique
subset of J such that
J ′ = (K \ J) ∪AJ′ ∪ {∞}.
Remark 1. The dimension of a support fabric F is invariant by blow-ups.
Remark 2. The relevant index sets after the blow-up piJ (F) are given by
IpiJ (F) =
{
IF ∪ {∞}, if #J ≥ 2;
IF \ {j} ∪ {∞}, if J = {j}.
Moreover, if there is an equivalence φ between two support fabrics F1 and F2, then for every
J ∈ H1, the blow-ups piJ (F1) and piφ(J)(F2) are also equivalent.
There is a surjective map pi#J : H
′ → H between the strata sets of piJ(F) and F respectively,
given by pi#J (H
′K
∞ ) = {K}, for each K ∈ {J} ∩ H and by pi
#
J (J
′) = J ′, if J ′ ∈ H′s = H \ {J}.
Proposition 1. The map pi#J : H
′ → H is continuous.
Proof. Remark that for every J ′ ∈ H′, we have pi#J
(
P(J ′)
)
⊂ P
(
pi#J (J
′)
)
. 
Corollary 1. Given an open set U ⊂ H, we have piJ (F|U ) = piJ (F)|U ′ , where U ′ = (pi
#
J )
−1(U).
Example 1. Consider a pair (M,E), where M is a complex analytic variety and E is a strong
normal crossings divisor of M . That is, E is the union of a finite family {Ei}i∈I of irreducible
smooth hypersurfaces Ei, where we fix an order in the index set I and the next properties hold:
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1. Given a point p ∈ M and the subset Ip = {i ∈ I; p ∈ Ei}, there is part of a local
coordinate system in p of the form {xi}i∈Ip in such a way that Ei = (xi = 0) locally in p
for each i ∈ Ip (such coordinate systems are called adapted to E).
2. The non-singular closed analytic set EJ =
⋂
j∈J Ej is connected for each J ⊂ I.
The pair FM,E = (I,H) is a support fabric, where H = {J ⊂ I; EJ 6= ∅}. Note that the
dimension of FM,E is not necessarily the dimension of M . Given J ∈ H, we can perform the
usual blow-up
pi : (M ′, E′)→ (M,E)
centered in EJ , where E
′ is the total transform of E, that is, E′ = pi−1(E). In this situation
we have piJ (F) = FM ′,E′ .
3 Polyhedra Systems
When we perform a blow-up of the ambient space, it becomes of global nature. Polyhedra
systems provide a way of giving Newton or characteristic polyhedra in a coherent way along
global ambient spaces, represented in our case by the support fabric.
3.1 Definitions.
Given a totally ordered finite set J , we recall that RJ denotes the set of maps σ : J → R. If
J1 ⊂ J2, there is a canonical projection prJ2,J1 : R
J2 → RJ1 given by σ 7→ σ|J1 . For a subset
A ⊂ RJ≥0, we define the positive convex hull [[A]] by
[[A]] = Convex hull
(
A+ RJ≥0
)
⊂ RJ≥0.
Let d ∈ Z>0 be a positive integer. We say that a subset ∆ ⊂ RJ≥0 is a characteristic polyhedron
with denominator d if there is A ⊂ (1/d)ZJ≥0 such that ∆ = [[A]].
Definition 1. A polyhedra system D over a support fabric F = (I,H) with denominator d,
is a triple D = (F ; {∆J}J∈H, d), where each ∆J ⊂ RJ≥0 is a characteristic polyhedron with
denominator d, in such a way that for every J1, J2 ∈ H where J1 ⊂ J2, we have ∆J1 =
prJ2,J1(∆J2). When d = 1, we say that D is a Newton polyhedra system over F . If it is
necessary, we denote by FD the support fabric of D. We define the dimension of D as the
dimension of FD.
We say that two polyhedra systems D1 and D2 are equivalent if there is an equivalence φ
between F1 and F2 such that ∆2φ(J) = ∆
1
J for all J ∈ H1, where D1 = (F1, {∆
1
J}J∈H1 , d) and
D2 = (F2, {∆2J}J∈H2 , d). We also say that φ is an equivalence between D1 and D2.
Given a polyhedra system D = (F , {∆J}J∈H, d), there is a Newton polyhedra system N (D)
associated to D, defined by
N (D) = (F ; {d∆J}J∈H, 1).
Conversely, given another positive integer number d′, we can obtain a new polyhedra system
D/d′ given by D/d′ =
(
F ; {(1/d′)∆J}J∈H , dd
′
)
. In particular, we have N (D)/d = D.
Let us see some examples of polyhedra systems:
• Given a characteristic polyhedron ∆ ⊂ RI≥0 with denominator d, we define the local
polyhedra system L(∆, d) by
L(∆, d) = (LI ; {∆J}J∈P(I), d), where ∆J = prIJ (∆).
• The restriction D|U of D to an open set U ⊂ H is defined by
D|U = (F|U ; {∆J}J∈U , d).
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• The reduction RedK(D) of D to a closed set K of H is RedK(D) = D|HK .
• The fitting D˜ of D is given as follows. For a subset A ⊂ RI≥0, we consider the fitting vector
wA ∈ RI≥0 defined by wA(j) = min{σ(j); σ ∈ A} for each j ∈ I. We write A˜ = A − wA
and we define D˜ = (F ; {∆˜J}J∈H, d).
Let us consider a polyhedra system D = (F ; {∆J}J∈H, d) and a stratum T ∈ H. We introduce
now a new polyhedra system DT , using Hironaka’s projection of D from T , that plays an
important role in Section 7.3.
Let FT = (IT ,HT ) be the support fabric obtained by projection of F from T . Given
J∗ ∈ HT , let us take the stratum J = J∗ ∪ T ∈ H and let us consider the subset MTJ ⊂ R
J
given by MTJ = {σ ∈ R
J ;
∑
j∈T σ(j) < 1}. Hironaka’s projection ∇
T
J : M
T
J → R
J∗
≥0 is defined
by
∇TJ (σ) =
1
1−
∑
j∈T
σ(j)
σ|J\T .
for every σ ∈MTJ . We define ∆
T
J∗ by ∆
T
J∗ = ∇
T
J (∆J ∩M
T
J ) ⊂ R
J∗
≥0. The reader can verify that
DT = (FT ; {∆TJ∗}J∗∈HT , d!d), (1)
is a polyhedra system in lower dimension. It is important to remark that the denominator of
DT is d!d instead of d.
Note that ∆TJ∗ = ∅ if ∆J = ∅ or
∑
j∈T σ(j) ≥ 1 for all σ ∈ ∆J . Note also that in a polyhedra
system either all the polyhedra are the empty set or none of them is empty. From now, we
suppose (unless otherwise stated) that all the polyhedra ∆ we are working with, are such that
∆ 6= ∅.
3.2 Singular Locus of Polyhedra Systems
Let ∆ ⊂ RJ≥0 be a characteristic polyhedron with J 6= ∅. The contact exponent δ(∆) is defined
by
δ(∆) = min {|σ|; σ ∈ ∆} , where |σ| =
∑
j∈J
σ(j).
When J = ∅, there is only one possible polyhedron ∆ = {•} ⊂ R∅≥0. By convention, we assume
δ({•}) = −1.
Remark 3. If ∆ = [[A]] with A ⊂ Z≥0 (Newton polyhedron), the contact exponent corresponds
to the classical idea of multiplicity.
Now, let D = (F ; {∆J}J∈H, d) be a polyhedra system. The contact exponent δ(D) is defined
by δ(D) = max{δ(∆J); J ∈ H}. The singular locus Sing(D) is the subset
Sing(D) = {J ∈ H; δ(∆J ) ≥ 1} ⊂ H.
We have Sing(D) is a closed set, since the contact exponent gives an upper semicontinuous
function in H. We say that D is singular if Sing(D) 6= ∅, otherwise it is non-singular.
3.3 Transforms of Polyhedra Systems under Blow-ups
Let us consider the blow-up piJ(F) = (I ′ = I ∪ {∞},H′ = H′s ∪ H
′
∞) of a support fabric
F = (I,H) centered in a non-empty stratum J ∈ H. Given J ′ ∈ H′∞ and K = pi
#
J (J
′), we
define λJ′ : RK → RJ
′
by
λJ′(σ)(j) = σ(j), j 6=∞; λJ′ (σ)(∞) = |σ|J | =
∑
j∈J
σ(j).
Let us denote by {eI,i}i∈I the standard basis of RI , that is eI,i(i′) = δi,i′ (Kronecker). If J ⊂ I
and i ∈ I we define eJ,i ∈ RJ by eJ,i = prI,J(eI,i).
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Definition 2. The total transform Λ0J(D) of a polyhedra system D = (F ; {∆J}J∈H, d) centered
in a stratum J ∈ H is the polyhedra system Λ0J(D) = (piJ (F); {∆
0
J′}J′∈H′ , d), where
∆0J′ = ∆J′ , J
′ ∈ H′s; ∆
0
J′ = [[λJ′(∆K)]] , J
′ ∈ H′∞, K = pi
#
J (J
′).
If J ∈ Sing(D), the characteristic transform ΛJ(D) of D centered in J is defined by the
polyhedra system ΛJ(D) = (piJ (F); {∆′J′}J′∈H′ , d), where ∆
′
J′ = ∆
0
J′ − eJ′,∞ for each J
′ ∈ H′.
The characteristic transform ΛJ(D) is a polyhedra system again, because the center of the
blow-up is singular and then δ(∆0{∞}) ≥ 1.
Let N = (F ; {NJ}J∈H, 1) be a Newton polyhedra system and take an integer number d ≥ 1.
Consider the polyhedra system D = N/d and a singular stratum J ∈ Sing(D). The d-moderated
transform ΘdJ(N ) of N centered in J is defined by Θ
d
J(N ) = N (ΛJ (D)). Note that J ∈ Sing(D)
if and only if δ(NJ) ≥ d.
Remark 4. If there is an equivalence φ between two polyhedra systems D1 and D2, then for all
J ∈ Sing(D1), the characteristic transforms ΛJ(D1) and Λφ(J)(D2) are also equivalent.
4 Reduction of Singularities.
4.1 Statements
We say that a Newton polyhedra system N = (F ; {NJ}J∈H, 1) has normal crossings if the
polyhedron NJ has a single vertex for each J ∈ H.
The property of having normal crossings is stable under blow-ups. A first objective of
reduction of singularities is to get this property.
Theorem 1 (Combinatorial Reduction to Normal Crossings). Given a Newton polyhedra sys-
tem N , there is a finite sequence of total transforms
N → N1 → N2 → · · · → Nk
such that Nk has normal crossings.
We can find proofs of this result in another contexts in [10] and [11]. Anyway, we provide a
complete proof next.
Theorem 2 (Combinatorial Reduction of Singularities). Given a polyhedra system D, there
is a finite sequence of characteristic transforms
D → D1 → D2 → · · · → Dk
such that Sing(Dk) = ∅. We call such a sequence a reduction of singularities of D.
Remark 5. Theorem 2 would be false if we had taken the condition δ(∆J ) > 1, instead of
δ(∆J ) ≥ 1, for the centers of blow-up. For instance, consider the local polyhedra system L(∆, 1)
where ∆ = [[(1, 1)]] ⊂ R{1,2}≥0 . The only possible center would be {1, 2} and the situation is
repeated in each closed strata of the characteristic transform.
Corollary 2. Let N be a Newton polyhedra system and d a positive integer number. There
is a finite sequence of d-moderated transforms
N → N1 → N2 → · · · → Nk
such that δ(Nk) < d.
Taking d = 1, the reader can see that Corollary 2 implies Theorem 1.
The objective now is to provide a proof of Theorem 2. Although this result follows from
general Hironaka’s reduction of singularities, we give a complete combinatorial proof here,
emphasizing the ideas of maximal contact developed by Hironaka, Aroca and Vicente in [1] as
well as the polyhedra control suggested by Spivakosvky in [20].
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4.2 Induction Procedure
The proof of Theorem 2 runs essentially by induction on the dimension dim(FD) of D. More
precisely, let us consider the following statement.
CRS(n): If dim(FD) ≤ n, then D has a reduction of singularities.
The starting step of the induction is given by
Proposition 2. CRS(1) holds.
Proof. Choose the invariant I(D) given by I(D) =
∑
J∈H δ(∆J ). We have I(D) ≥ −1 and after
a single characteristic transform drops exactly a unit. Thus, in a certain point of the process,
we can no more perform a transform. We are done, since then the singular locus is empty. 
We distinguish three types of singular polyhedra systems D:
1. We say that D is Hironaka quasi-ordinary if each polyhedron over a singular stratum has
a single vertex, that is, ∆J = [[{σJ}]] for all J ∈ Sing(D).
2. We say that D is special if δ(D) = 1.
3. We say that D is general if δ(D) > 1.
The study of Hironaka quasi-ordinary systems does not require the induction hypothesis as
we see in Section 6.
We consider special systems under the induction hypothesis CRS(n − 1). In this case we
reduce the problem to lower dimension projecting over a maximal contact support fabric. The
existence of maximal contact goes as follows:
1. We solve the local problem by considering Hironaka’s strict tangent space.
2. We eliminate the possible “global incoherence” by invoking the induction hypothesis.
Details are given in Section 7.
Finally, for general systems, we define Spivakovsky’s invariant, that “measures” how far is
the system from the quasi-ordinary case. We control the behaviour of this invariant by means
of a special system. Details are given in Section 8.
5 Examples
We consider a pair (M,E), where M is a complex analytic variety and E is a strong normal
crossings divisor as in Example 1. Recall that we have a support fabric FM,E = (I,H) associated
to (M,E). Remark that there is a stratification of M with strata SJ given by
SJ = EJ \
⋃
i/∈J
Ei,
where EJ =
⋂
j∈J Ej 6= ∅, for each J ∈ H.
The followings are examples of polyhedra systems that motivate our definitions:
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5.1 Hypersurfaces
Let H ⊂ M be a closed hypersurface of (M,OM ) given by an invertible coherent ideal sheaf
I ⊂ OM and let us suppose that Ei 6⊂ H for all i ∈ I. We say that H is combinatorially regular
for (M,E) if we have the property EJ 6⊂ H , for all J ∈ H.
We can attach a polyhedra system NM,E;H to H as follows. Given J ∈ H, we consider a
point p ∈ SJ and a generator F of Ip. Let us write F in local adapted coordinates at p as
F =
∑
aσ(y)x
σ; with σ ∈ ZJ≥0.
where the coefficients aσ(y) are germs of functions in p defined in an open set of SJ . We define
NJ by
NJ =
[[
{σ ∈ ZJ≥0; aσ(y) 6≡ 0}
]]
.
The polyhedron NJ is independent of p, the generator F and the chosen local adapted coordi-
nates. The independence of the local adapted coordinates and of the generator is straightfor-
ward. Once fixed a local coordinate system, we can move to points p′ close to p in the same
stratum and we obtain the same polyhedron in the translated coordinates. Finally, thanks to
the connectedness of the stratum, we can join two points by a compact path and repeat finitely
many times the above procedure.
This construction is compatible with the projections pJ2J1 : R
J2 → RJ1 , then we obtain the
Newton polyhedra system NM,E;H .
The following statements are equivalent:
1. The hypersurface H is combinatorially regular for (M,E).
2. The Newton polyhedra system is non-singular, that is δ(NJ ) = 0 for all J ∈ H.
Let νJ(H) be the generic multiplicity of H along EJ . Note that νJ(H) = δ(NJ). We say
that H is combinatorially equimultiple along EJ if νJ(H) = νK(H) for every K ∈ H such that
EK ⊂ EJ . Now, let us consider J ∈ H such that m = δ(NJ ) is maximal. In particular, we have
H is combinatorially equimultiple along EJ . We can perform the usual blow-up pi : (M
′, E′)→
(M,E) centered in EJ . The Newton polyhedra system attached to the strict transform H
′ of
H is given by the m-moderated transform of NM,E;H . Then, applying repeatedly Corollary 2
we obtain a finite sequence of blow-ups centered in combinatorially equimultiple strata.
(M,E;H) = (M0, E0;H0)← (M1, E1;H1)← · · · ← (Mn, En;Hn) = (M ′, E′;H ′)
so that H ′ is combinatorially regular for (M ′, E′).
The polyhedra system of this example is particularly useful when we consider Newton non-
degenerate functions as in [15, 17].
5.2 Codimension one singular foliations
Let us consider now a singular foliation L of codimension one overM . We know that L is given
by an integrable and invertible coherent OM -submodule of Ω1M [E], where Ω
1
M [E] denotes the
sheaf of meromorphic one-forms having at most simple poles along E (See [2, 4]). Given a point
p ∈ SJ ⊂ M , the stalk Lp is generated by a meromorphic differential one-form ω ∈ Ω1M [E],
satisfying the Frobenius integrability condition ω ∧ dω = 0. Let us write ω in local adapted
coordinates at p as
ω =
∑
σ∈ZJ
≥0
ωσx
σ, with ωσ =
∑
i∈J
aσ,i(y)
dxi
xi
+
∑
bσ,s(y)dys
where the coefficients aσ(y), bσ(y) are germs of functions at p, without common factor, defined
in an open set of SJ . We have that EJ is contained in the adapted singular locus Sing(L, E)
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of L when ω0 ≡ 0. On the other hand, we say that L is combinatorially regular for (M,E) if
EJ 6⊂ Sing(L, E) for every J ∈ H.
We attach a polyhedra system NM,E;L to L as follows. Given J ∈ H, take a point p ∈ SJ
and a generator ω of Lp as before. We define NJ by
NJ =
[[
{σ ∈ ZJ≥0; ωσ 6≡ 0}
]]
.
The polyhedraNJ only depend on L and SJ , moreover, they are compatible with the projections
pJ2J1 . We obtain in this way the Newton polyhedra system NM,E;L.
The following statements are equivalent:
1. The foliation L is combinatorially regular for (M,E).
2. The Newton polyhedra system is non-singular, that is δ(NJ) = 0 for all J ∈ H.
Let νJ(L) be the adapted order of L along EJ (See [2]). Note that
νJ(L) = min
{
νx
(∑
xσaσ,i(y)
)
, νx
(∑
xσbσ,s(y)
)}
i,s
=
= min {|σ|; σ ∈ NJ} = δ(NJ ).
As before, we say that L is combinatorially equimultiple along EJ if νJ (L) = νK(L) for every
K ∈ H such that EK ⊂ EJ . Considering J ∈ H such that m = δ(NJ ) is maximal, we perform
the usual blow-up pi : (M ′, E′) → (M,E) centered in EJ and the Newton polyhedra system
attached to the strict transform L′ of L is given by the m-moderated transform Θm(NM,E;L).
As in the preceding example, we obtain a finite sequence of blow-ups centered in combinato-
rially equimultiple strata (M ′, E′;L′) → (M,E;L) such that L′ is combinatorially regular for
(M ′, E′).
Remark 6. We can obtain an example similar to the preceding one in the case of one-dimensional
singular foliations (See [3, 12, 18]) that are locally generated by vector fields of the form
χ =
∑
χσx
σ, with χσ =
∑
i∈J
aσ,i(y)xi
∂
∂xi
+
∑
bσ,s(y)
∂
∂ys
.
5.3 Monomial ideals
Let I be a monomial ideal of OM adapted to E. Following [11], we define I to be the data of
a finite collection of effective divisors {Ds}s∈S of the form
Ds =
∑
i∈I
nsiEi.
We attach a Newton polyhedra system NM,E;I to I as follows. Let σs : I → Z≥0 be the map
given by σs(i) = nsi . For each J ∈ H, we define NJ by
NJ = [[{σ
s|J ; s ∈ S}]].
Note that NM,E;I is non-singular if and only if I is a principal ideal. Given J ∈ H, we can
perform the usual blow-up pi : (M ′, E′) → (M,E) centered in EJ . The Newton polyhedra
system attached to the total transform I ′ of I is given by the total transform of NM,E;I . Now,
we apply Theorem 1 and, as in [11], we obtain a finite sequence of blow-ups (M ′, E′; I ′) →
(M,E; I) such that I ′ is a principal ideal.
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6 Hironaka Quasi-Ordinary Polyhedra Systems
In this section we prove Theorem 2 for Hironaka quasi-ordinary polyhedra systems.
Given a Hironaka quasi-ordinary system D = (F ; {∆J}J∈H, d) and a singular stratum J ,
the transform ΛJ(D) = (piJ (F); {∆′J′}J′∈H′ , d) is also Hironaka quasi-ordinary. Indeed, for
every J ′ ∈ H′∞ and K = pi
#
J (J
′), we have ∆J′ = [[{σJ′}]], with σJ′ = λJ′(σK)− eJ′,∞.
Lemma 1. The set A of decreasing sequences of natural numbers is well-ordered for the
lexicographical order.
Proof. Given a decreasing sequence ϕ1 ≥ ϕ2 ≥ · · · ≥ ϕk ≥ · · · in A, we take k0 = 0 and
ki = min{j ≥ ki−1; ϕj′ (i) = ϕj(i), j′ ≥ j} <∞, for each i ≥ 1. Let us consider the decreasing
sequence ϕ : N → N given by ϕ(n) = ϕkn(n). There is a positive number l ∈ N such that
ϕ(n) = ϕ(l), for all n ≥ l. As a consequence we have ϕj = ϕkl , for all j ≥ kl. 
Proposition 3. Every Hironaka quasi-ordinary polyhedra system has reduction of singularities.
Proof. Choose a bijective map sD : {1, 2, . . . ,#H} → H such that
δ(∆sD(j)) ≥ δ(∆sD(j+1)); j ≥ 1.
Take the decreasing sequence ϕ : N→ N given by ϕ(j) = dδ(∆sD(j)) if j ≤ #H and ϕ(j) = 0 if
j > #H. We choose ϕ as lexicographical invariant. Let us see that after an appropriate single
blow-up the invariant ϕ drops and then we are done by Lemma 1. We select as center a singular
stratum J with the minimum number of elements. Given J ′ ∈ H′∞ and K = pi
#
J (J
′), we have
δ(∆′J′ ) = |σJ′ | = |λJ′(σK)| − 1 = |σK |+ |σAJ′ | − 1 < δ(∆K)
and then we obtain ϕ′ < ϕ. 
7 Special Polyhedra Systems
In this section we prove Theorem 2 for the case of special polyhedra systems. More precisely
we prove CRS(n) for special polyhedra systems under the induction hypothesis CRS(n− 1).
7.1 Stability of Special Systems
A special polyhedra system is either non-singular or special under blow-up. Precisely, we have
Proposition 4. Let D be a special polyhedra system. Given a singular stratum J , we have
δ(ΛJ(D)) ≤ 1.
Proof. Let us denote D = (F ; {∆J}J∈H, d) and ΛJ(D) = (piJ (F); {∆′J′}J′∈H′ , d). Take J
′ ∈
H′∞ and K = pi
#
J (J
′). We have to see that δ(∆′J′) ≤ δ(∆K) = 1. Given σ ∈ ∆K with |σ| = 1,
we have δ(∆′J′ ) ≤ |λJ′(σ)− eJ′,∞| = |σ| − 1 + |σ|AJ′ | ≤ 1. 
Remark 7. Let us consider a Newton polyhedra system N and an integer d ≥ 1. A stratum
J ∈ H is d-equimultiple if the polyhedra system Red
{J}∩H
(N/d) is special. Proposition 4 means
in this context that the multiplicity is stable under d-moderated transforms when we perform
blow-ups centered in d-equimultiple strata.
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7.2 Hironaka’s Strict Tangent Space
Given a characteristic polyhedron ∆ ⊂ RI≥0, with δ(∆) = 1, we recall that Hironaka’s strict
tangent space T (∆) of ∆, is defined by
T (∆) = {j ∈ I; ∃σ ∈ ∆, |σ| = 1, σ(j) 6= 0} ⊂ I.
See [1, 13, 14, 20]. In this section we present the clasical stability results concerning the
behaviour of the strict tangent space in a “horizontal” and a “vertical” way.
Let us consider a special polyhedra system D = (F ; {∆J}J∈H, d).
Proposition 5. We have T (∆J2) ⊂ T (∆J1) ⊂ J1, for every J1, J2 ∈ Sing(D) with J1 ⊂ J2.
Proof. Given σ ∈ ∆J2 such that |σ| = 1, the restriction σ|J1 ∈ ∆J1 also satisfies |σ|J1 | = 1
because δ(∆J1) = 1. Then σ(j) = 0 for all j ∈ J2 \ J1. Thus, we have both T (∆J2) ⊂ J1 and
T (∆J2) ⊂ T (∆J1). 
Remark 8. In the situation of Proposition 5, we can have T (∆J2) 6= T (∆J1). For instance, let
us consider ∆ = [[(0, 0, 1), (1, 1, 0)]] ⊂ R{1,2,3}≥0 . In this case, we obtain
{3} = T (∆) 6= T (∆{2,3}) = {2, 3}.
Consider a singular stratum J ∈ Sing(D) and let us perform the characteristic transform
D′ = ΛJ(D) = (piJ (F); {∆′J′}J′∈H′ , d) of D centered in J . By Proposition 4, we know that D
′
is either non-singular or a special system.
Proposition 6. Consider a singular stratum J ′ = (K\J)∪AJ′∪{∞} ∈ H′∞ whereK = pi
#
J (J
′).
We have T (∆K) ⊂ AJ′ ⊂ J . Moreover, T (∆K) ⊂ T (∆′J′) ⊂ J
′.
Proof. Given σ ∈ ∆K with |σ| = 1, we have δ(∆′J′) ≤ |λJ′(σ) − eJ′,∞| = |σ|AJ′ | ≤ 1. As a
consequence |σ|AJ′ | = 1 or equivalently T (∆K) ⊂ AJ′ . Now, given j ∈ T (∆K) we have j ∈ AJ′ .
As |σ′| = 1 and σ′(j) = σ(j) 6= 0, then j ∈ T (∆′J′). 
Remark 9. The property T (∆K) ⊂ AJ′ can be read as saying that “the new singular strata are
in the transform of the strict tangent space”. This is the main classical feature of Hironaka’s
strict tangent space.
Corollary 3. Given J ′ ∈ H′∞ and K = pi
#
J (J
′), if T (∆K) = J then J
′ /∈ Sing(D′).
Proof. If J ′ ∈ Sing(D′) by Proposition 6, we have T (∆K) ⊂ AJ′ , but AJ′ ( J . 
7.3 Reduction of Singularities via Maximal Contact
In this section we obtain reduction of singularities for special polyhedra systems under the
assumption that there is maximal contact with a given stratum.
Let us consider a special polyhedra system D = (F ; {∆J}J∈H, d) and a stratum T ∈ H. We
say that T has maximal contact with D if T ⊂ T (∆J), for all J ∈ Sing(D). We say also that
FT is a maximal contact support fabric of D.
Remark 10. Let T ∈ H be a stratum that has maximal contact with D. Recall that Hironaka’s
projection of D over T is given by DT = (FT ; {∆TJ∗}J∗∈HT , d!d). Since we are assuming that
the polyhedra of D are non-empty, we have ∆TJ∗ = ∅ for all J ∈ H
T if and only if T ∈ Sing(D).
Note that in this case ΛT (D) is non-singular as a consequence of Corollary 3.
Remark 11. For every local polyhedra system D = L(∆, d), each non-empty stratum T ⊂
T (∆) = T (∆I) has maximal contact with D. That happens because of the horizontal stability of
the strict tangent space stated in Proposition 5. Indeed, for every singular stratum J ∈ Sing(D),
we have J ⊂ I and hence T (∆I) ⊂ T (∆J).
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Lemma 2. Let us consider the transform ΛJ(D) where J ∈ Sing(D). If T has maximal contact
with D, then T also has maximal contact with ΛJ(D).
Proof. Recall that piJ (F) = (I ′,H′ = H′s ∪ H
′
∞). Note that T ⊂ J with T 6= J and then
T ∈ H′s. The maximal contact of T with ΛJ(D) is assured by the property of vertical stability
for the strict tangent space given in Proposition 6. 
Proposition 7. Let T /∈ Sing(D) be a stratum that has maximal contact with D and let us
consider Hironaka’s projection DT of D from T . If there is a reduction of singularities for DT ,
then D also has a reduction of singularities.
Recall that DT = (FT ; {∆TJ∗}J∗∈HT , d!d) has been introduced in equation (1). We prove of
the proposition in three steps.
Step 1: There is a one-to-one correspondence between Sing(D) and Sing(DT ). Let us denote
by HT the set HT = {J ∈ H; T ⊂ J}. Note that HT is an open set of H. In fact, is the
smallest one containing {T } ∩ H. There is a bijection Ψ : HT → HT given by Ψ(J) = J \ T .
Note that Sing(D) ⊂ HT . We claim that Ψ(Sing(D)) = Sing(DT ). Given J ∈ Sing(D), we have
to prove that |σ∗| ≥ 1 for all σ∗ ∈ ∆TJ\T . Given such a σ
∗, there is σ ∈ ∆J ∩M
T
J , satisfying
σ∗ =
σ|J\T
1− |σ|T |
.
Note that |σ|T | < 1, since σ ∈MTJ . Recalling that T ⊂ J , we have
|σ∗| =
|σ|J\T |+ |σ|T | − |σ|T |
1− |σ|T |
=
|σ| − |σ|T |
1− |σ|T |
. (2)
Then |σ∗| ≥ 1 since |σ| ≥ 1. As a consequence J \ T ∈ Sing(DT ). Conversely, if we take
J∗ ∈ Sing(DT ), we have to prove that |σ| ≥ 1, for all σ ∈ ∆J , where J = J∗ ∪ T . Given such a
σ, we have two possibilities. If |σ|T | ≥ 1 we are done. Otherwise |σ|T | < 1 and then σ ∈ M
T
J .
In this case, there is σ∗ ∈ ∆TJ∗ given by σ
∗ = σ|J\T /(1 − |σ|T |). By equation (2), we have
(1 − |σ|T |)|σ
∗| = |σ| − |σ|T |. Moreover 1 − |σ|T | ≤ |σ| − |σ|T | since |σ
∗| ≥ 1. As a consequence
|σ| ≥ 1 and then J ∈ Sing(D).
Step 2: Commutativity of Hironaka’s projections with the blow-up transforms. We are going
to show that
(ΛJ(D))
T = ΛJ\T (D
T ).
We verify this commutativity first for the support fabrics and second for each polyhedron.
a) Commutativity for the support fabrics. Let us see that piJ(F)T = piJ\T (F
T ). Denote
piJ (F)
T =
(
(I ′)T , (H′)T
)
, piJ\T (F
T ) =
(
(IT )′, (HT )′
)
.
The index sets are equal, since (I ′)T = (I ∪ {∞}) \ T = (I \ T ) ∪ {∞} = (IT )′.
Let us see that (H′s)
T = (HT )′s. Note that K ⊃ J ⇔ K \ T ⊃ J \ T for avery K ∈ H,
because T ⊂ J . Then, for each J ′∗, we have
J ′∗ ∈ (H′s)
T ⇔ J ′∗ ∪ T ∈ H′s, J
′∗ ∩ T = ∅ ⇔ J ′∗ ∈ (HT )′s.
Take K ∈ H with K ⊃ J . Let us see that (H′K∞ )
T = (HT )
′K\T
∞ . For each J ′∗, we have
J ′∗ ∈ (H′K∞ )
T ⇒ J ′ = J ′∗ ∪ T ∈ H′K∞ ⇒ T ⊂ AJ′ ( J ⇒
⇒ AJ′ \ T ( J \ T ⇒ J ′∗ ∈ (HT )′K\T∞ .
J ′∗ ∈ (HT )′K\T∞ ⇒ AJ′∗ ( J \ T ⇒ A = AJ′∗ ∪ T ( J ⇒
⇒ J ′∗ ∪ T ∈ H′K∞ ⇒ J
′∗ ∈ (HT )′K\T∞ .
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b) Commutativity for the polyhedra. It is enough to prove that the following diagram com-
mutes
MTK ∩ R
K
≥0
fJ′
//
∇TK

RJ
′
≥0 ∩M
T
J′
∇T
J′

RK\T
fJ′\T
// RJ
′\T
≥0
where J ′ ∈ H′∞, K = pi
#
J (J
′), T ⊂ J ′, T ⊂ K and fJ′(σ) = λJ′(σ)− eJ′,∞. Note that fJ′
is well-defined because fJ′(σ)|T = σ|T for all σ ∈ RK≥0.
Given σ ∈MTK ∩ R
K
≥0, we denote
σ′ = fJ′(σ), σ
T = ∇TK(σ), (σ
T )′ = fJ′\T (σ
T ), (σ′)T = ∇TJ′(σ
′).
We conclude that (σT )′ = (σ′)T from the following equalities:
(σ′)T|J′\(T∪{∞}) =
σ|J′\(T∪{∞})
1− |σ|T |
= (σT )′|J′\(T∪{∞};
(σ′)T (∞) =
|σ|J | − 1
1− |σ|T |
=
|σ|J\T |+ |σ|T | − 1
1− |σ|T |
=
|σ|J\T |
1− |σ|T |
− 1 = (σT )′(∞).
Hence, D has reduction of singularities. This ends the proof of Proposition 7.
7.4 Connected Components Decomposition of Desingularization
The problem of reduction of singularities can be solved by considering one by one each connected
component of the singular locus.
Proposition 8. Let D be a polyhedra system and Sing(D) =
⋃
Cα the decomposition in
connected components of the singular locus. Assume that there is reduction of singularities for
each RedCα(D). Then there is reduction of singularities for D.
In order to simplify notation, we denote Dα = RedCα(D) and Fα the support fabric of Dα.
Let us consider a connected component Cα. By hypothesis, Dα has a reduction of singularities
Dα → D
1
α → · · · → D
k
α.
This sequence induces a sequence of characteristic transforms
D → D1 → · · · → Dk,
obtained performing blow-ups in the same centers. Let Fk be the support fabric of Dk. The
polyhedra system Dk satisfies the following properties:
1. For each β 6= α, there is an equivalence between Dβ and RedCβ (D
k) given by IdI , where
I = IFβ = IFk
β
, with Fkβ = RedCβ (F
k).
2. The decomposition of the singular locus Sing(Dk) in connected components is given by
Sing(Dk) =
⋃
β 6=α Cβ.
Proof of Proposition 8 is concluded applying the same argument finitely many times.
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7.5 Existence of Maximal Contact
Definition 3. Let D be a special polyhedra system and let Sing(D) =
⋃
Cα be the decompo-
sition of the singular locus in connected components. We say that D is consistent if for each
connected component Cα, there is a stratum Tα that has maximal contact with RedCα(D). By
convention, non-singular polyhedra systems are consistent.
Proposition 9. Under the induction hypothesis CRS(n − 1), every n-dimensional consistent
polyhedra system has reduction of singularities.
Proof. Let D be a n-dimensional consistent polyhedra system. Let us consider the decompo-
sition of the singular locus in connected components Sing(D) =
⋃
Cα. In order to simplify
notation, we write Dα = RedCα(D). For each Cα, we have a stratum Tα that has maximal
contact with Dα. If Tα ∈ Sing(D), by Remark 10, Dα has reduction of singularities. Otherwise,
since Hironaka’s projection DTαα has dimension lower than n, there is reduction of singularities
for DTαα and by Proposition 7 we obtain reduction of singularities for Dα. By Proposition 8 we
conclude the proof. 
Remark 12. There exist non-consistent polyhedra systems. For instance, consider the support
fabric F = (I,H) with I = {1, 2, 3, 4},
H = P (I) \
{
{1, 4}, {1, 2, 4}, {1, 3, 4}, I
}
.
Take over it the polyhedra system D = (F ; {∆J}J∈H, d), given by
∆{1,2,3} =
[[
(0, 0, 1), (1/2, 1, 0)
]]
, ∆{2,3,4} =
[[
(1, 0, 0), (0, 1, 1/2)
]]
and all their projections. We have Sing(D) =
{
{2, 3}, {1, 2, 3}, {2, 3, 4}
}
is connected. We
have that T (∆{1,2,3}) = {3} and T (∆{2,3,4}) = {2}, then there is no stratum T with maximal
contact.
The following statement says that every non-consistent special system of dimension n can
be transformed in a finite number of steps in a consistent one. More precisely
Proposition 10. Under the induction hypothesis CRS(n− 1), for every n-dimensional special
polyhedra system D, there is a finite sequence of characteristic transforms D → D′ such that
D′ is consistent.
Proof. The main idea in this proof is to reduce the problem to the case of polyhedra systems
obtained by blow-up of local systems.The existence of maximal contact in those systems is
assured by Remark 11 and by the stability results in Lemma 2.
Let us consider the set K of closed strata in H and the open set U = H\K. Recall that K is
a finite, totally disconnected closed set. We have dim(D|U ) < n, since the dimension is reached
only at closed points. Then D|U has a reduction of singularities
D|U → D
1
|U → · · · → D
k
|U .
This sequence gives rise to a sequence of characteristic transforms
D → D1 → · · · → Dk (3)
obtained performing blow-ups in the same centers. Let us prove that Dk is consistent.
Write Dk|U =
(
Fk|U , {∆
k
J′}J′∈Hk
|U
, d
)
and Dk =
(
Fk, {∆kJ′}J′∈Hk , d
)
. By Corollary 1, we
know that Fk|U = F
k|Uk where Uk = (pi
#
k )
−1(U) and pi#k : H
k → H is given by the sequence
of equation (3). We have Sing(Dk) ∩ Uk = ∅ since Dk|U is non-singular. Moreover, we have
13
Hk = Uk∪(pi
#
k )
−1(K). As a consequence, the singular locus Sing(Dk) is contained in (pi#k )
−1(K),
that we write as (
pi#k
)−1
(K) =
⋃
J∈K
KJ , where KJ =
(
pi#k
)−1
(J).
Since K is totally disconnected, we have KJ1 ∩ KJ2 = ∅ for every J1, J2 ∈ K with J1 6= J2. We
conclude that, given a connected component C of Sing(Dk), there is a unique stratum J ∈ K
such that C ⊂ KJ . On the other hand, we have T (∆J) ⊂ T (∆kJ′) for every J
′ ∈ C, because
of the vertical stability property of the strict tangent space stated in Proposition 6. Then the
non-empty stratum T (∆J) has maximal contact with RedC(Dk). 
Corollary 4. Under the induction hypothesis CRS(n− 1), there is a reduction of singularities
for every n-dimensional special polyhedra system.
8 General Polyhedra Systems
In this section we consider the case of n-dimensional general polyhedra systems. In order to
prove it, we assume the hypothesis
CRSsp(n): n-dimensional special polyhedra systems have reduction of singularities.
Note that CRS(n − 1) implies CRSsp(n). The main idea is to transform a given general
polyhedra system into a Hironaka quasi-ordinary one, using the hypothesis CRSsp(n) and many
of the ideas in Spivakovsky’s work [20]. Then we are done in view of Proposition 3.
8.1 Spivakovsky’s Invariant
Let D = (F ; {∆J}J∈H, d) be a polyhedra system. We recall that the fitting of D is given by
D˜ = (F ; {∆˜J}J∈H, d), where ∆˜J = ∆J − w∆J . We define Spivakovsky’s invariant SpiD by
SpiD = max
{
δ(∆˜J ); J ∈ Sing(D)
}
.
Note that SpiD = 0 if and only if D is a Hironaka quasi-ordinary polyhedra system.
We define the set S(D) by S(D) =
{
J ∈ Sing(D); δ(∆˜J ) = SpiD
}
.
Lemma 3. For every J ∈ S(D), we have SpiΛJ (D) ≤ SpiD.
Proof. Let us denote ΛJ(D) = (F ′; {∆′J′}J′∈H′ , d) and λ = SpiD. We write for simplicity wK
instead of w∆K . We need to prove that
δ(∆˜′J′) ≤ δ(∆˜K); J
′ ∈ H′, K = pi#J (J
′).
Note that δ(∆˜K) = δ(∆K) − |wK |. If J ′ ∈ H′s we are done. If J
′ ∈ H′∞, then we have
wJ′(j) = wK(j) if j 6= ∞ and wJ′(∞) = δ(∆J ) − 1. Moreover, K ∈ S(D), since K ⊃ J . Take
σ ∈ ∆K such that |σ − wK | = δ(∆˜K). Then
δ(∆˜′J′) ≤ |λJ′ (σ)− eJ′∞ − wJ′ | = |σ|+ |σ|AJ′ | − 1− (|w|J′\{∞}|) + (δ(∆J )− 1) =
= δ(∆˜K) + |wK |+ |σ|AJ′ | − |w(K\J)∪AJ′ | − δ(∆˜J )− |wJ | = λ+ |σ|AJ′ | − |wAJ′ | − λ =
= |σ|AJ′ − wAJ′ | ≤ |σ| = δ(∆˜K).

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8.2 Resolution of General Systems
Here we prove that Spivakovsky’s invariant decreases strictly after a “well-chosen” finite se-
quence of blow-ups. We do it by means of Spivakovsky’s projection introduced below and the
hypothesis CRSsp(n).
Let D = (F ; {∆J}J∈H, d) be a singular polyhedra system with SpiD 6= 0. We define Spi-
vakovsky’s projection Dsp by
Dsp = (F ; {∆spJ }J∈H, d
2), where ∆spJ =
[[
∆˜J/SpiD ∪∆J
]]
.
We have that Dsp is a special polyhedra system and Sing(Dsp) = S(D) since
δ(∆spJ ) = min
{
δ
(
∆˜J/SpiD
)
, δ(∆J )
}
≤ 1.
Proposition 11. Under the hypothesis CRSsp(n), there is a finite sequence of characteristic
transforms
D = D0 → D1 → · · · → Dk
such that SpiDk < SpiD and the center J
i of the characteristic transform Di → Di+1 belongs
to S(Di) for each i = 0, 1, . . . , k − 1.
Proof. We consider J ∈ S(D) and denote λ = SpiD . We have two situations:
1. SpiΛJ (D) < λ. (In this case, we are done).
2. SpiΛJ (D) = λ.
Suppose that SpiΛJ (D) = λ. Let us prove the commutativity of Spivakovsky’s projections
with the blow-up transforms. More precisely, given a stratum J ′ ∈ H′∞ and K = pi
#
J (J
′), we
want to see that[[
˜[[fJ′(∆K)]]/λ ∪ [[fJ′ (∆K)]]
]]
=
[[
fJ′
([[
∆˜K/λ ∪∆K
]])]]
, (4)
where fJ′ : RK≥0 → R
J′
≥0 is defined by fJ′(σ) = λJ′(σ) − eJ′,∞. That is, recalling the definition
of λJ′ , fJ′(σ)(j) = σ(j) if j 6=∞ and fJ′(σ)(∞) = |σ|J | − 1.
It is not difficult to see that, the proof of equality (4) is reduced to prove the equality
˜fJ′(∆K)/λ = fJ′
(
∆˜K/λ
)
. That is, we want to show that
(σ′ − wJ′ )
λ
= fJ′
(
σ − wK
λ
)
, where σ ∈ ∆K , σ
′ = fJ′(σ).
Note that we have wJ′(j) = wK(j) if j 6= ∞. Then we just need to see what happens with
j =∞. Recall that wJ′ (∞) = δ(∆J )− 1, δ(∆J ) = δ(∆˜J ) + |wJ | and δ(∆˜J ) = λ. Then
(σ′ − wJ′ )(∞)
λ
=
|σ|J | − (s+ |wJ |)
λ
=
|σ|J − wJ |
λ
− 1 = fJ′
(
σ − wK
λ
)
(∞).
By CRSsp(n), there is a reduction of singularities of Dsp. Then the second situation cannot
be repeated forever and we are done. 
Now the proof of Theorem 2 is completed.
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