Abstract: This paper investigates a set of approaches for the prediction of noisy time series data; specifically, the prediction of financial signals. A novel dynamic self-organised multilayer neural network based on the immune algorithm for financial time series prediction is presented, combining the properties of both recurrent and self-organised neural networks. In an attempt to overcome inherent stability and convergence problems, the network is derived to ensure that it reaches a unique equilibrium state. The accuracy of the comparative evaluation is enhanced in terms of profit earning; empirical testing used in this work includes normalised mean square error (NMSE) to evaluate forecast fitness and also evaluates predictions against financial metrics to assess profit generation. Extensive simulations for multi-step prediction in stationary and non-stationary time series were performed. The resulting forecast made by the proposed network shows substantial profits on financial historical signals when compared to various solely neural network approaches. These simulations suggest that dynamic immunology-based self-organised neural networks have a better ability to capture the chaotic movement in financial signals.
Introduction
Financial time series forecasting is a difficult task due to the intrinsic complexity and numerous affecting variables of the financial system. While many time series may be approximated with a high degree of confidence, financial time series are considered among the most difficult to analyse and predict (Castiglione, 2001) . Yao et al. (1996) identifies several factors that complicate the process in predicting change in large financial data sets, such as the stock market. These systems are affected by many interrelated factors ranging from economic and political factors through to psychological factors affecting both powerful decision makers and individuals or consumers. Moreover traditional economic studies indicates that even microeconomic drivers can affect demand consumption patterns and vice versa, thus forming a very complicated highlyinterrelated system that is very difficult to model (Yao et al., 1996) .
Decisions regarding investments and trading by large companies, financial institutions, and even the economic policy of governments rely on computer modelling forecasts (Hussain et al., 2008) . Commercial and financial imperatives ensure that financial time-series prediction receives a large amount of coverage in research literature and this will no doubt continue to be the case.
Various methods and techniques for the prediction of financial time series have been and continue to be developed following some key principles. There are several distinct approaches used for prediction/forecasting, from statistical to artificial intelligence/machine learning techniques. The traditional methods for financial time-series forecasting are based around statistical approaches. Most of the developed prediction methods, however, have very little accompanying scientifically evaluated support or verification: the analysis is unsatisfactory due to the non-linear nature of most of the financial time series data (Dunis and Williams, 2002; Yao and Tan, 2000; HellstrSom and HolmstrSom, 1998) .
Accordingly, throughout the last decade, neural networks have gained ground, moving from research experimentation tools, through to production and industrial decision-support systems; assisting managerial and advisory staff in making 'critical financial decisions' (Chen and Leung, 2005) . As such, they are regarded as powerful tools for forecasting data, and have significant academic/research interest from fields such as artificial intelligence, machine learning, and statistics. They are non-linear models that can be trained from known datasets, automatically mapping input and output data; effectively mapping past to future values in time series data. Such models are particularly powerful in their ability to extract hidden structures and relationships that govern data mappings (Shachmurove and Witkowska, 2000) .
Using neural networks, complex relationships between input and output variables can be automatically identified, by machine, without requiring a human being to specify the nature of the relationship. Neural networks have appeared as a powerful learning technique to perform complex tasks in the highly non-linear dynamic environment of financial time series.
Financial service companies are becoming more and more dependent on computer technologies to establish and maintain competitiveness in the rapidly expanding global economy (Chen and Leung, 2005) . Illustrating the point, researchers have identified that several large investment banks (including Goldman Sachs and Morgan Stanley) now have departments dealing solely with the neural network models required for their business investment analysis (Shachmurove and Witkowska, 2000) .
There is clearly a business case for such large financial interests to invest in artificial neural networks as a prediction and forecasting method. Neural networks (NN) are considered as a superior method for time-series prediction, as compared to pure statistical methods, owing to their non-linear nature and capacity for data-based training (Yümlü et al., 2005; Ho et al., 2002; Dunis and Williams, 2002) . In summary, the ability of a neural network to approximate and produce complex mappings between non-linear data is particularly fitting to this identified problem domain. Widyanto et al. (2005) introduced a hidden layer inspired by an implementation of a biological immune system algorithm to the back-propagation networks to improve the way in which the NN could generalise their results. The immune system algorithm is based on the controls that regulate the construction of antibody-generating B cells in a body. In their own experiments, the immunity-inspired NN was used to predict temperature-based food quality; it showed an 18% improvement in correct recognition on standard back-propagation NNs (Widyanto et al. 2005) .
In this paper, a novel neural network architecture is proposed, based on the immune algorithm and a self-organised neural network. The proposed network is called the 'Dynamic self-organised multilayer neural network inspired by the immune algorithm' (DSMIA). This proposed DSMIA, the multilayer perceptron (MLP) and functional link networks are used for single and multi-step-ahead prediction of financial time series.
Ten financial time series are used to test the performance of the various networks such as the exchange rates and oil price time series. In this set of experiments, the primary interest is to concentrate on the profitable value contained in the predictions for all neural network models. As such, the best model is that which provides the highest percentage of annualised return (AR) on out-of-sample data.
The networks
Neural networks are trained to generate functional maps from given input to output data sets. However, differing architectures are better suited to different training dataset types and problem domains. For some problem domains, higher-order input combinations may be more suitable in order that the NN forms an appropriate problem mapping.
This section provides an overview and brief introduction to existing functional link and artificial immune system-inspired neural networks. Giles and Maxwell (1987) first introduced FLNN as an addition to feedforward networks. The FLNN architecture extends the traditional feedforward network; aiming to map non-linear relationships between input and output data. Functional links replace the linear weights creating a degree of class separation. FLNNs can use higher-order correlations of input components to perform non-linear mappings with fewer layers. As the architecture is simpler, it is intended to reduce the computational cost incurred in the training stage, whilst demonstrating good approximation performance (Mirea and Marcu, 2002) . Despite their otherwise linear nature, providing the input set is suitably descriptive, FLNN-architecture NNs can provide a learning network with greater information capacity and complex learning ability (Cass and Radl, 1996; Giles et al., 1998; Mirea and Marcu, 2002) .
Functional link neural networks
FLNNs have created a popular strand of research, with researchers exploring the performance and capability of networks following this architecture. Fei and Yu (1994) showed that FLNN have more powerful approximation capability than conventional back-propagation networks, and form suitable models for system identification (Mirea and Marcu, 2002) . Cass and Radl (1996) used FLNN in process optimisation, finding that the training speed is improved significantly on traditional MLP networks, without a sacrifice in computational capacity.
However, FLNN architectures are not without problems. They suffer from weight explosion, with an exponential increase across the number of inputs. As a result, only second or third order networks form practical maps (Kaita et al., 2002; Thimm, 1997) . The output of FL-architecture NNs is specified as follows:
where X and Y are the input and the output of the network, respectively. In this case, σ is a non-linear transfer function, and w o is the adjustable threshold.
Self-organised network inspired by the immune algorithm
Natural computation, specifically in the form of artificial immune systems, has attracted much research interest; from the augmentation of machine-learning though to descriptive paradigms for self-organising systems (Timmis, 2000) . The self-organised network inspired by immune algorithm (SONIA) network is an enhancement to back-propagation neural networks that introduces a self-organising hidden layer that aims to improve both the generalisation and recognition capacity (Widyanto et al., 2005) . The rules governing self-organisation in the hidden layer are loosely modelled on the B-cell construction/mutation in antibody production and antigen recognition.
The concept is based on the relationship between antigens and the B-cell; the latter of which produces antibodies when fully active, and mutate when they encounter known antigens in order that the mutated cells may recognise previously unknown antigens.
In the SONIA network, each hidden unit has a centre representative of the number of connections of attached input vectors. To avoid over-fitting, each centre contains a value representing the strength of connections between input units and their corresponding hidden units. SONIA has been previously applied to financial time-series data prediction, with some success (Hussain and Al-Jumeily, 2007) . Two time series were used, modelling the daily exchange rates between the US Dollar and Euro and the IBM common stock closing price. The simulation results showed that the SONIA network produced profit when used for financial time series prediction.
Dynamic self-organised multilayer network inspired by the immune algorithm
In this section, recurrent neural network architectures are proposed. The new architectures incorporate recurrent links within the structure, the operation of which creates a self-organising layer; inspired by artificial immune system theory. Previous work in this field includes the self-organised multilayer NN inspired by the immune algorithm/SMIA (Mahdi et al., 2009) , and the dynamic ridge polynomial higherorder neural network/DRPHONN (Ghazali and Hussain 2009 ).
These works feed into, and are extended by, this work to provide a novel network with many beneficial characteristics. These include the dynamic self-organisation of hidden-layer units, and output-based feedback into the hidden layers. This represents a major improvement compared to feedforward networks, which can only implement a static mapping of the input vectors. In order to model dynamic functions, it is essential to exploit a system capable of storing internal states and implementing complex dynamics. Neural networks with recurrent connections are dynamic systems with temporal/state representations which, because of their dynamic structure, have been successfully used for solving a variety of problems. This work is motivated by the potential of recurrent dynamic systems in solving complex real-world problems. The following subsection provides an overview of the architecture of the dynamic self-organising multilayer network inspired by the immune algorithm (DSMIA).
Properties and network structure of the DSMIA
Applications in forecasting and signal processing require systems that can work with dynamic signals. As discussed previously, traditional feedforward networks can only handle static mappings. The inclusion of previous inputs into a now-augmented set of input values permits dynamic mapping to occur in the network.
The DSMIA architecture differs from this dynamic representation; borrowing from biological networks, in common with the Dynamic Ridge Polynomial Neural Network (DRPNN) architecture, (Ghazali and Hussain, 2009) . By incorporating a self-organising internal feedback circuit, DSMIA learns the internal signal properties, providing better detection and prediction of precise signal trends. Therefore, the structure of the DSMIA comprises three layers: the input layer, the self-organising hidden layer, and the output layer, with feedback connection from the output layer to the input layer. The input layer holds copies of the current inputs as well as the previous output of the network, providing the network with memory. As such, previous behaviour of the network is also used as an input affecting current behaviour. Similar to the Jordan recurrent network (Jordan, 1997) , the output of the network is fed back to the input through the context units.
The hidden layer of the proposed network is trained in a similar manner to recurrent self-organising maps (Voegtlin, 2002) . The feedback connection feeds the activation of the output node to the input context units. This feedback connection, shown in the network structure diagram, Figure 1 , gives the network the ability to 'memorise' data for use in its mapping, as described earlier. All the connection weights from the input layer to the self-organised layer and from the self-organised layer to the output layer are learnable. 
Mathematically specifying the DSMIA
This section will consider the dynamic equations that form the proposed DSMIA network. The following equations assume N is the number of external inputs to the proposed neural network, while O is the number of outputs. As such, the total number of inputs to the network is N + O where:
In this equation, x is representative of external inputs, and y the final outputs of the network. The function U(n) describes the n th input of the network. The function X Hj (n) describes the input to the hidden, self-organising layer, and is determined as follows:
where f is a non-linear function, further specified as:
Comprising:
α, β are experimentally selected parameters with 0<α and 0< β.
To summarise; outputs of the self-organised layer form inputs to the nodes in the output layer; which in turn form the final output of the network. Therefore, the (final) k th output is given by:
The term w ojk represents the strength of the connection from the j th hidden unit to the k th output unit. B ok is a bias associated with the k th output unit, and f y is a non-linear transfer function.
Taking inspiration from artificial immune systems and recalling that the immune recognition function utilises B cell functionality, where generating antibodies are matched to the various antigens. In this case, the hidden unit is designed as an implementation of that B cell recognition algorithm from the immune system. If we assume that ŷ (n) describes a function illustrative of the desired response of the network at time n, and y(n) is the target output at time n. then the error of the network at time n can be specified as:
Therefore, the squared error between the actual and predicted values of the network is given by:
The change for any element wo jk of the weights matrix is calculated as follows:
Since the f y is the sigmoid function the derivative of sigmoid function will be equal to
where (j = 1…., N H , k = 1…, O) and η is the learning rate, which is a positive constant. The change for any particular element B oj of the bias matrix is given as, where
The self-organised layer is trained in a similar manner to the training algorithm of the Voegtlin recursive self-organising map (Voegtlin, 2002) . In this case, the weights of the previous context WZ hjk are updated in the same way as the weight of the external input W hji . The learning rule for updating the weights is based on adaptive weights of neurons that belong to a neighbourhood of best-matching neurons, in the direction of the input vector. This is done by finding D, which is the distance between the input units and centroid of the j th hidden units:
From D hj (n), the location of the best-matching unit is defined as the unit that minimises D hj (n) and it is determined according to the following equation:
If the shortest distance D c (n) is less than the simulation level s 1 (between 0 and 1), then both the weight for the external input vectors and the context vectors are updated according to the following equations:
WZ hjk is the weight of the previous output and W hji is the weight for the external inputs, and γ is the learning rate which is updated during the epochs. Note that this is basically the original SOM learning rule utilised to both vectors W hji (n + 1) and WZ hjk (n + 1).
Prediction of financial time series
Ten noisy financial time series signals are considered as shown in Table 1 . All the signals were obtained from the Time Series Data Library (Datastream International, 2005 ). The networks are tested as predictors of one and five steps ahead of financial time. To evaluate this work, two sets of experiments are performed: firstly on non-stationary datasets and secondly on the stationary datasets. For non-stationary signals, all data signals are presented to the networks directly -i.e., without any transformation. Conversely, the stationary set of signals needs a degree of transformation before passing them to the networks, as is generally observed in usual methods of time series prediction. This is because precise daily prices (the non-stationary signals) are not considered as meaningful to trading, the relative magnitude of price changes is seen as more significant (Cao and Tay, 2003) . This sort of pre-processing has been seen to increase the performance of the NN in its forecasting ability (Kaastra and Boyd, 1996) . The processing technique adopted is termed relative difference in price (RDP), and is a used by a number of researchers in this field (Thomason, 1999; Cao and Tay, 2003) . It creates a five-day measure of the relative difference in price data, smoothing the data and helping to reduce noise. Post-transformation, all input and output variables are scaled between upper and lower bounds of the transfer function, as this has been shown, in previous work, to avoid further computational complexity (Ghazali and Hussain, 2009 ). The advantage of using RDP transformation is that the distribution of the transformed data will become more symmetrical and will follow more closely the normal distribution. According to Thomason (1999) , this transformation of the signal often enhances the performance of trading systems, when applied in neural network models. The assumption is that the transformation results in the extraction of market characteristics that are more useful to the prediction task than the absolute values alone, and that improved prediction performance translates to improved trading system performance.
The input variables were determined from four lagged RDP values based on five-day periods (RDP-5, RDP-10, RDP-15, and RDP-20) and one transformed signal (EMA15) which is obtained by subtracting a 15-day exponential moving average from the original signal. As mentioned in Thomason (1999) , the optimal length of the moving day period, in this case is 15, is not critical, but it should be longer than the forecasting horizon. Since the use of RDP to transform the original time series may remove some useful information embedded in the data, EMA15 was used to retain the information contained in the original data. As argued in Thomason (1999) , smoothing both input and output data by using either simple or exponential moving average is a good approach and can generally enhance the prediction performance. Table 2 shows the calculation for the input and output variables. Furthermore, the data are scaled to accommodate the limits of the network's transfer function. Manipulation of the data using this process produces a new bounded dataset. The calculation for the standard minimum and maximum normalisation method is as follows:
where x′ refers to the normalised value, x refers to the observation value (original value), min 1 and max 1 are the respective minimum and maximum values of all observations, min 2 and max 2 refer to the desired minimum and maximum of the new scaled series. One of the desirable effects of minimum and maximum normalisation is the preservation of the relationships of the original series.
Training and testing the networks
The performance of the DSMIA network has been benchmarked against the performance of several other NN architectures. As this work extends the SMIA neural networks, the method of benchmarking extends that used in the SMIA work (Mahdi et al., 2009) . Performance is compared with MLP, FLNN, and SONIA NN architectures. All the experiments have been performed using Matlab 2011 under Microsoft Windows 7, 64-bit operating system on 3.40 GHz processor. Several quality measures have been used as shown in Table 3 , in which financial measures are used to illustrate how good is the prediction from financial point of view (i.e., is the network can generate profit or not and hence if it can be used as a financial time series predictor). Furthermore, signal processing measures are utilised to illustrate how good the neural networks are performing from signal processing point of view. The time series data is split into three datasets, forming the training, validation, and out-of-sample sets; representative of 25%, 25%, and 50% of the total data, respectively. The prediction performance of all the networks was evaluated using three financial metrics (Dunis and Williams, 2002) ; judging the network predictions as fit (or otherwise) for profit generation. Three statistical metrics (Cao and Tay, 2003) are also evaluated, which provide validation of the output signals. The precise algorithms used are as shown in Table 2 . The learning rate was experimentally selected between 0.1 and 0.9.
Simulation results and discussion
Tables 4, 5, 6 and 7 show average results from 50 simulations, conducted on out-of-sample data. These comprise stationary and non-stationary data signals predicted at one and five steps ahead of time. Non-stationary financial signals are very difficult to predict with any degree of accuracy. Non-stationary signals are highly volatile and possess great instability and noise; there are frequent changes of behaviour, including massive slumps and rises in level.
Therefore, this pattern presents great difficulty in training NNs; they are unable to respond properly to the price values' high-frequency variations. As such, all the networks, the DSMIA included, perform poorly on the annualised return (AR) measure on non-stationary signals. These indicate that when data are passed directly to the neural networks without transformation from non-stationary to stationary, all the neural networks failed to produce good simulations using financial and signal processing measures.
However, for the stationary signals, the networks predicted high percentage profits. NNs perform better on these signals as they are smoothed and undergo translation into the RDP measure, as described in Section 4. Stable predictions, and therefore, a greater profit measure are possible when evaluating against stationary signals.
As it can be seen from Figures 3 and 4 , the proposed DSMIA generated profit when used for financial time series prediction. The results indicated that the network generated compatible results with the functional link neural network for one step ahead prediction for stationary data and demonstrated advantaged results when compared with other NN for five step ahead prediction on stationary data. This is an indication that the recurrent links of the proposed networks stored information about the previous values of the signal and hence better prediction was achieved for higher step prediction values in comparison to other neural network architectures. Furthermore, as it can be shown from Figures 5 and 6, the proposed network indicted better results with non-stationary data forecasting for one and five steps ahead prediction.
Price time-series data acquired from three stock opening and closing (six in total) prices has been used in this study: NASDAQ-O and -C (opening and closing), DJIA-O and -C, and DJUA-O and -C. The inclusion of both opening and closing price signals is to investigate the differences between predictions for opening and closing stock results.
Results for the non-stationary signals show that in most cases, the prediction results for one and five steps ahead show a small difference between opening and closing stock prices. It is worth noting these differences are related to the raw data; itself affected by external factors, such as economic climate, blue-chip company financial announcements, and threats of war/civil unrest.
As can be seen in Tables 5 and 6 , the DSMIA NN generated profit-based predictions on one and five-steps ahead. For stationary data, five-steps-ahead predictions, DSMIA generated greater profits than the majority of benchmarked NN algorithms. -14.957188 -22.500975 -11.293929 -15.470936 -70.907413 -63.928973 -73.355125 -67.988187 -67160675 -13.563781 FLNN -18.341226 -21.509273 -10.26734 -46.467443 -51.820357 -49.59282 -66.6875 -51.65052 -51.482152 In the DSMIA network, the learning is centred on the local properties of the signal; the self-organising layer is specifically programmed to adapt to these properties. As such, DSMIA-architecture networks have a more detailed mapping of the underlying data structure, enabling them to respond better to the data changes or structural shifts common in non-stationary data. Furthermore, the proposed recurrent links provide the network with memory enabling it to remember past behaviours and hence the network managed to generate better results for non-stationary and stationary time series prediction in comparison to the benchmarked networks. However, this improvement was achieved on the expenses of longer processing and training time as shown in Figure 2 plots the size of change in three selected datasets: the US/EUR, US/GBP, and US/JPY. This is shown against the percentage of profit from the dataset available in those changes. It indicates that given larger dataset changes, the potential profit (on correct predictions) increases. For example, even with a 100% correct prediction rate, the available profit is variable. In US/EUR and US/GBP datasets, potential profit is always less than the size of change. In the US/JPY set, potential profit increases when the size of change is about 50%. Thus, correct predictions are much more valuable on this dataset. This significant effect on AR has wider ranging implications when considered alongside the different behaviour of the NNs. For several of the benchmarked NN architectures, the behavioural objective of the training is to minimise error over the whole training dataset. However, the training effect on the self-organising layer's learning is localised; the network's concern is primarily with current data values. As such, the network is better placed to predict on these temporally localised events.
Summary
This research work underlines an important contribution of a new recurrent self-organising multilayer neural network inspired by artificial immune systems. In this case a recurrent links from the output layer to the input layer was proposed which allows the network to have memory. It is applied to and evaluated against prediction of values in a financial time series; namely its ability to approximate non-linear financial series values. The network has shown its advantages in forecasting both stationary and non-stationary signals, particularly regarding temporally local training behaviour.
The purpose of the proposed network was to look at the improvement achieved when using recurrent links into the structure of the SONIA network. The simulation results indicated that the proposed network achieved improved results when compared to the SONIA network. Furthermore the network generated profits (using the annualised return as a financial measure) for the non-stationary data prediction while most benchmarked networks fails to do so. This is because the proposed network is able to look at the temporal locality of the signal and extract the required information while other network such as the MLP is more capable of predicting the overall trends in the signals.
Early work on applying a regularisation scheme to the DSMIA network is providing encouraging results using a weight-decay between the hidden and output nodes. As such, future work will further investigate and assess an improved, regularised-DSMIA scheme. While weight-decay is not without its performance-related problems, work by others has shown that it can help to avoid over-fitting the network to training data; as such, improving the network (Duda et al., 2001) . Another direction of research is to investigate the best choice of network architecture, which includes the number of inputs and the use of higher order terms in the input units similar to the FLNN. This may improve the performance of the proposed network since this can extend the input space into higher dimensional spaces where linear separability is possible.
