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Abstract
The main emphasis of this dissertation is the development of nonlinear control 
strategies based on biological control systems. Commonly utilized biological control 
schemes have been studied in order to "reverse engineer” the important concepts for 
applications in process control. This approach has led to the development of a non­
linear habituating control strategy and nonlinear model reference adaptive control 
schemes.
Habituating control is a controller design strategy for nonlinear systems with 
more manipulated inputs than controlled outputs. Nonlinear control laws that pro­
vide input-output linearization while simultaneously minimizing the cost of affecting 
control axe derived. Local stability analysis shows the controller can provide a simple 
solution to singularity and non-minimum phase problems.
A direct adaptive control strategy for a class of single-input, single-output non­
linear systems is presented. The major advantage is that a detailed dynamic non­
linear model is not required for controller design. Unknown controller functions in 
the associated input-output linearizing control law are approximated using locally 
supported radial basis functions. Lyapunov stability analysis is used to derive pa­
rameter update laws which ensure the state vector remains bounded and the plant 
output asymptotically tracks the output of a linear reference model.
xiii
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A nonlinear model reference adaptive control strategy in which a linear model 
(or multiple linear models) is embedded within the nonlinear controller is presented. 
The nonlinear control law is constructed by embedding linear controller gains de­
rived from models obtained using standard linear system identification techniques 
within the associated input-output linearizing control law. Higher-order controller 
functions are approximated with radial basis functions. Lyapunov stability analysis 
is used to derive stable parameter update laws.
The major disadvantage of the previous techniques is computational expense. 
Two modifications have been developed. First, the effective dimension is reduced by 
applying nonlineax principal component analysis to the state variable data obtained 
from open-loop tests. This allows basis functions to be placed in a lower dimensional 
space than the original state space. Second, the total number of basis functions is 
fixed a priori and an algorithm which adds/prunes basis function centers to surround 
the current operating point on-line is utilized.
xiv
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Chapter 1 
Introduction
1.1 Overview
Biological systems exhibit high performance, fault tolerant control of more complex 
systems than those encountered in the chemical process industries. At the same 
time, economic and environmental concerns require more efficient process control 
techniques. Recent research has focused on reverse engineering, or mimicking, these 
biological control functions for process control applications.
A recurring biological theme is to employ all of the available inputs to control 
a particular output [21, 41]. The impetus for biological systems to use more inputs 
than outputs is that each input can differ in its dynamic effect and physiological 
cost. For many of these systems, the inputs with the most direct effect on critical 
physiological variables are expensive, while the relatively cheaper inputs have a less 
direct effect. In the control theoretic context, this leads to a non-square system 
which has additional degrees of freedom not present in conventional process control 
systems.
The biological control system coordinates the use of all the available inputs to 
achieve the output objective while simultaneously minimizing the cost of taking 
control action. This has been called habituating control and Henson et al. [28] have
1
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2developed a habituating control strategy based on mammalian blood pressure regu­
lation. The technique is applicable to linear, single output processes where the fast 
(secondary) inputs are only used during transients. As the slower (primary) inputs 
begin to affect the outputs, the fast inputs can habituate by slowly returning to 
their desired values. However, biological systems are inherently nonlinear and more 
complex than any existing chemical process application. In this thesis, a nonlinear 
habituating control scheme for non-square nonlinear processes will be developed by 
reverse engineering the system responsible for short-term blood pressure control.
Another important biological control technique is the employment of highly so­
phisticated network architectures of interconnected dynamic neurons. Unlike stan­
dard artificial neural networks used for control [8, 37] which are crude approxima­
tions to real biological neural networks, the novel control strategies developed in 
this thesis will employ a more biologically plausible neural network. These networks 
use radial basis functions which have local support. Potential basis function centers 
are placed on a regular grid in the state space and only added to the network if the 
operating point passes near the center. Similar to the spatial properties of biological 
neurons, only functions near the current operating point are active after they have 
been added to the network. Details will be given in the chapters that follow.
Another recurring biological theme is learning, or adapting in the control con­
text. The brain and voluntary muscle control are two of numerous adaptive systems 
[9, 43, 61, 88]. Additionally, biological control systems are conjectured to operate
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3without an explicit dynamic model [9, 76. 88]. In this thesis, a direct adaptive 
control strategy for nonlinear systems which mimics learning in biological systems 
is developed. Initially, the entire controller will be constructed on-line using ra­
dial basis functions. However, even systems without a complete dynamic model are 
conjectured to contain some fundamentally simple form of a model for rudimen­
tary control. For motor control, these are known as motor computational elements 
[76, 96] and are pieced together to form an internal model. Analogous to the biolog­
ical concept of using simple models for learning, a direct adaptive control strategy 
is developed with an embedded linear model. The linear model is obtained off-line 
from input/output data using standard linear system identification techniques [58]. 
The technique is then extended to embed multiple linear models for systems which 
have multiple operating regions.
Unfortunately, the computational efficiency of biological systems cannot be repli­
cated with current computer technology. For this reason, the direct adaptive control 
strategy is computationally enhanced, enabling the strategy to be applied to engi­
neering systems of reasonable complexity. The computational enhancements come 
from two techniques: (i ) nonlinear principal component analysis; and (ii) an algo­
rithm for on-line addition/pruning of radial basis centers.
1.2 Biological Background
Two important biological functions that are reverse engineered for applications in 
process control are presented here for review. The reader is directed to Kirchheim
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4[45] and Chauvet [12] for additional information on the baroreceptor reflex and 
cerebellum involvement in motor control, respectively.
1.2.1 H abituating C ontrol in the B aroreceptor R eflex
Homeostasis is the dynamic maintenance of an equilibrium state in the internal 
environment of a living organism. A critical component of homeostasis is arterial 
blood pressure control. Control of blood pressure is so important that seven different 
arterial pressure control mechanisms are known to exist in humans [22]. These 
consist of:
1. Baroreceptor reflex
2. Central nervous system (CNS) ischemic mechanism
3. Chemoreceptor reflex
4. Renin-angiotensin vasoconstrictor mechanism
5. Stress-relaxation of the vasculature
6. Shift of fluid through the capillary walls to adjust blood volume
7. Renal-body fluid pressure control mechanism
The first three are rapidly acting and tend to have short durations. However, they 
tend to be extremely powerful and the most important means of maintaining arterial 
pressure control. Mechanisms four through six have an intermediate response time
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
oand response duration. They tend to serve as a buffer between the short-term and 
long-term control mechanisms. Mechanism seven is for long-term arterial pressure 
regulation. Involved in this mechanism is the slow coupling of the kidneys and a 
hormone known as aldosterone to form the renin-angiotensin-aldosterone system.
For the purpose of this thesis, the baroreceptor reflex mechanism will be the 
primary focus for short-term  regulation (seconds to hours) of arterial blood pressure 
[53, 87]. The baroreceptors, or pressoceptors, are stretch receptors located in the 
large systemic arteries primarily at the aortic arch and the bifurcation region of the 
carotid arteries [45]. Baroreceptor discharges are transmitted to the nucleus of the 
tractus solitarius (NTS) where they inhibit vasoconstrictor centers and excite vagal 
centers. The NTS combines this information along with other cardiorespiratory 
information (chemoreceptors, etc.) to be used by two distinct neural controllers, 
the sympathetic and parasympathetic (vagal) nervous systems.
The biological elements involved in reverse engineering the baroreceptor reflex 
and the analogous control elements are shown in Figure 1.1. Baroreceptor dis­
charge information is compared to the current arterial blood pressure setpoint by 
the sympathetic and parasympathetic nervous systems. The origin of the setpoint 
is not known but is currently under investigation. The primary manipulated in­
put, determined by the sympathetic system, is responsible for long-term (steady- 
state) maintenance of blood pressure and corresponds to the total peripheral resis­
tance of the vasculature. Because this input is used for long-term control, it must
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 1.1: Simplified diagrammatic representation of the baroreceptor reflex.
be physiologically “cheap”. The secondary manipulated input, determined by the 
parasympathetic system, is responsible for tracking setpoint changes and rejecting 
disturbances rapidly and corresponds to cardiac output. Since the secondary input 
can be physiologically “expensive” , it is normally used only during transients be­
cause of its rapid effect. The two inputs are habitually controlled from the tractus 
solitarius of the medulla, a specific nucleus of the NTS.
The parasympathetic nervous system is important in many autonomic (subcon­
scious) functions of the body, but its only major role in the circulatory system is its
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
inhibitory control of heart rate via the vagal center. This effect is very important 
and quite rapid (seconds to hours). Heart rate {HR) and arterial blood pressure 
(PA) satisfy the following relationships,
CO =  {HR) {SV)  (1.1)
PA =  (CO) {TPR)
where C O , SV ,  and T P R  denote cardiac output, stroke volume, and total peripheral 
resistance, respectively. Although other factors are known to affect CO,  including 
venous return and strength of contractility, the primary focus of this thesis will 
be on control of PA via T P R  and CO as manipulated by the sympathetic and 
parasympathetic nervous systems, respectively.
The sympathetic nervous system, although shown to facilitate H R  by Kumada et 
al. [53], is primarily associated with innervation of the internal viscera and peripheral 
vasculature. The effect on arterial blood pressure is slow (10 seconds to hours) 
in comparison to the parasympathetic effect due to the response time of vascular 
smooth muscle. As compared to mechanisms 4-7, it responds quite rapidly and thus 
contributes to the short-term regulation of arterial blood pressure.
The physiological expense of each input is an important part of habituating 
control. For instance, consider the body’s response to hemorrhaging. Cardiac output 
immediately drops because of a decrease in the mean systemic filling pressure and 
as a consequence decreased venous return. The drop in cardiac output produces a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8drop in arterial pressure. Sympathetic centers are activated to increase heart rate by 
inhibition of parasympathetic activity (expensive) and increase vascular constriction 
(less expensive). Initially, heart activity increases markedly, sometimes increasing 
from the normal value of 72 beats per minute to as much as 170 to 200 beats per 
minute. In general, the more times the heart beats per minute, the more blood it 
can pump. However, there are important physiological limitations. Once the heart 
rate rises above a critical level, the heart strength itself decreases. Additionally, 
the period of diastole between the contractions becomes so reduced that blood does 
not have time to flow from the atria into the ventricles. And most importantly, 
prolonged elevation of heart rate can lead to failure of the heart muscle itself which 
is expensive for long-term survival. The less expensive solution to decreased venous 
return is to increase the central blood volume. The arterioles constrict in most 
parts of the body to increase the total peripheral resistance while veins and venous 
reservoirs constrict to maintain adequate venous return despite diminished blood 
volume. The splanchnic bed is the predominant source of the latter and provides 
the cardiovascular system with a rapid means of restoring the filling pressure of the 
heart by using stored pools of blood. As the systemic filling pressure rises, heart 
rate will habituate to its normal rate.
Differences in the dynamic effects of the manipulated inputs also is an impor­
tant characteristic of habituating control. Consider the following example of an 
external disturbance causing a decrease in blood pressure when a person goes from
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9prone to standing position. The parasympathetic system induces a rapid increase in 
blood pressure by decreasing its inhibitory effect on H R  which causes an increase in 
CO. A significantly slower increase in blood pressure is caused by the sympathetic 
system increasing peripheral resistance. As the sympathetic effects become more 
pronounced, the parasympathetic controller habituates by returning H R  to its pre­
vious steady-state value. Without the parasympathetic effect, a person would have 
to stand very slowly to keep from passing out because of the drop in blood pressure 
to the brain due to gravity.
By reverse engineering these functionalities, a habituating controller design s tra t­
egy for nonlinear systems will be developed with superior performance to conven­
tional control techniques for which the number of inputs and outputs are equal [28]. 
The underlying premise is that the control objectives can be satisfied more easily 
by utilizing additional input variables. The habituating control system consists of 
primary and secondary inputs that differ in terms of their relative costs and dynamic 
effects on the outputs. The primary inputs are employed mainly for steady-state 
control, while the secondary inputs are used mainly during transients.
1.2.2 Learning in B iological S y stem s
Learning is an important function of biological systems. In the brain and cen­
tral nervous system (CNS), learning occurs via networks of interconnected neurons. 
Nerve signals, or impulses, are transm itted from one neuron to the next through
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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inter-neuronal junctions called synapses, which are electrochemical in nature. Learn­
ing is the adjustment of the strength and/or number of synapses within a neuronal 
pool.
For a better understanding of these important synaptic interactions, consider 
the baroreceptor reflex at the cellular level. Complex interactions occur to im­
plement the sympathetic and parasympathetic discharge information, as shown in 
Figure 1.2. The cardiac pacemaker cells are where these interactions take place 
[55, 56]. The pre-synaptic endings of the sympathetic nerves release norepinephrine 
(NE) and neuropeptide Y (NPY). while the parasympathetic nerve endings release 
acetylcholine (ACh). Pre-svnaptically released NE and ACh bind to post-svnaptic 
receptors of pacemaker cells, which in turn alter the production of cyclic adenosine- 
mono-phosphate (cAMP). cAMP is a well known second messenger affecting ionic 
currents between extracellular and intracellular fluids. NE and ACh facilitate and 
inhibit the production of cAMP. respectively, which in turn facilitates and inhibits 
heart rate. The parasympathetic inhibitory effect is much more rapid than the 
sympathetic facilitory effect.
The pre-synaptic release of one neurotransmitter effects its own release and the 
release of its antagonistic neurotransmitter. The antagonistic feedback mechanism is 
known as reciprocal lateral inhibition [19] in the physiology literature. ACh released 
by parasympathetic nerve endings inhibits the release of NE from sympathetic nerve 
endings. ACh autoreceptors located on parasympathetic nerves provide a negative
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
11
Presynaptic Interactions Postsynaptic Interactions
ACh
Heart
RateBaroreceptorSignals cAMP
NE
NE
Ionic
Currents
Sympathetic
System
Trans membrane 
Signaling
Parasympathetic 
Nerve Endings
Sympathetic 
Nerve Endings
Parasympathetic
System
Figure 1.2: Sympathetic and parasympathetic manipulation of heart rate 
at the cellular level.
feedback function by inhibiting ACh release. Analogous NE autoreceptors on sym­
pathetic nerves inhibit release of NE. whereas NPY from sympathetic nerves inhibits 
ACh release from parasympathetic nerves.
The previous discussion demonstrates the complex interactions occurring at each 
synapse of cardiac pacemaker cells. Learning is accomplished by adjusting the 
strength and /or number of these synapses. For the sake of brevity, the actual 
biological mechanisms involved in changing the strength or number of synaptic con­
nections will not be discussed here. The reader is referred elsewhere for additional 
information [22]. Each of the following factors can influence the strength of a synap­
tic connection: the number of synapses; the amount of neurotransmitter released; 
and the number of pre- and post-synaptic receptors.
The complexity of learning in biological systems increases dramatically when 
one begins to consider the function of higher brain centers for control of entire
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systems. For instance, consider the cerebellum in voluntary muscle control [12. 22]. 
The human cerebellum consists of approximately 30 million functional units with 
synaptic connections from billions of neurons. The cerebellum has two principal 
functions: (i) help the cerebral cortex coordinate patterns of movement involving 
mostly distal parts of the limbs (especially hands, fingers, and feet); and {ii) help 
the cerebral cortex plan the timing and sequencing of the next successive movement 
that will be performed after the present movement is completed. As an example, 
consider the movement of a limb which involves agonist and antagonist muscles. 
Most muscles have agonist and antagonist pairings which allow them to work in 
a push-pull environment. The reason for this is apparent when you realize that a 
muscle is actually a bundle of individual fibers (or strings). In order to make a limb 
move in one direction, you simply pull the string (agonist contraction). However, 
to move in the opposite direction, pushing the string (inhibition of agonist) just 
releases tension in the string but does not necessarily move the limb in the desired 
direction. For this reason, a second string opposite to the first string (antagonist) 
is needed. An equilibrium state of the limb is maintained by tonic contraction of 
agonist and antagonist muscles. In order to move a limb [22], the cerebellum must 
provide enhancements to the onset of agonist contraction (when and how much to 
pull the string), the degree of onset inhibition of the antagonist (how much slack 
at the start of the movement in the second string), the extent of inhibition of the 
agonist at the offset (how much reduced pulling force to stop the movement at this
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position), and the extent of contraction of the antagonist at the offset (how much 
tension in the second string to maintain the new equilibrium).
When a person first performs a new motor act, the movement is imprecise. 
Basic movements are controlled locally by the central nervous system (CNS). After 
performing the movement many times, the act can usually be performed precisely 
as desired. The training can be accomplished in a few repeated movements or may 
take hundreds of repeated attempts. The cerebellum augments the "local model” 
in the CNS by learning to perform the movement precisely. The exact method of 
learning is not known, but it is known tha t sensitivity levels in the cerebellar circuits 
progressively adapt during the training process. Research studies suggest that the 
sensitivity change is brought about by signals from the climbing fibers entering the 
cerebellum from the inferior olivary complex. These signals adjust the long-term 
sensitivity of Purkinje cells, a single very large cell at the center of each of the 30 
million functional units in the cerebellum.
Previously, experimental and theoretical results showed that humans appear to 
make rest-to-rest, point-to-point motions in a manner which minimizes the deriva­
tive of hand acceleration, known as minimum jerk trajectory [18, 36]. Recently, 
researchers have presented experimental results that humans adaptively form inter­
nal representations to ensure arm motions follow the minimum jerk trajectory [96]. 
This suggests biological systems adaptively construct an internal representation to 
track a desired trajectory'. In this thesis, reverse engineering adaptive motor control
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in biological systems has led to the development of adaptive control strategies for 
tracking in nonlinear systems. Details are presented in the chapters that follow.
1.3 Feedback Linearization
Feedback linearization [30. 38. 47, 48, 49] will be used throughout this thesis as 
the nonlinear controller design technique for realizing the reverse engineered control 
strategies. The general approach is based on two operations: (i) nonlinear change of 
coordinates: and (ii) nonlinear state feedback. The feedback linearization approach 
used in this thesis is input-output linearization with static state feedback. The 
objective is to linearize the map between the transformed inputs and the outputs. 
A linear controller is then designed for the linearized input-output model. Unlike 
Jacobian linearization which is exact only at the point of linearization, feedback 
linearization can produce a linear model which is an exact representation of the 
original nonlinear model over a large set of operating conditions. Additionally, 
researchers have suggested that biological control systems use some form of feedback 
linearization. Smith and Galiana [19, 101] have shown that neural connections in 
the vestibulo-ocular reflex provide approximate feedback linearization.
We consider the following class of nonlinear systems,
x  =  f ( x ) + g ( x ) u  (1.2 )
y =  h(x)
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where x is an n-dimensional vector of measured state variables, u is an 
m-dimensional vector of manipulated inputs, and y is a p-dimensional vector of 
controlled outputs. For most multiple input, multiple output (MIMO) applications 
and the review presented here, m and p are assumed to be equal. However, the 
number of inputs is strictly greater than the number of outputs (m > p) for the ha­
bituating control strategy discussed in Chapter 2. For the square case (m  =  p). the 
control objective is to design a state feedback control law such that the input-output 
response is both linear and decoupled.
The following notation [31, 38, 48] is useful. The Lie derivative of the scalar field 
h(x) with respect to the vector field /(x )  is defined as:
Lfh(x)  = dh(x) dx m
(1.3)
Higher-order Lie derivatives are defined recursively as,
L)h(x) =
d L kf ~lh(xy  
dx /(*) (1.4)
where L°f h(x) = h(x). The output yi is said to have relative degree n  at the point 
x0 if Lg]LTf ~ lhi(x) 7^  0 for at least one j  G [l,m] and the decoupling matrix,
LgiLr/ ~ lhi{x) LgmLr/ ~ lhi(x)
LgiLrfm lhm(x) ••• LgmL rfm lhm(x)
(1.5)
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is non-singular at x  = x 0. Time derivatives of the outputs can be represented as [38],
!/ln) LgiLrj ~ lhi(x) . . .  L9mLr/ - lM x )
: — • +
y{p p) Lrfphp{x) LgiLr; - lhp(x) . . .  LgmLr/ - lhp(x)
u (1.6 )
=  b(x) +  A(x)u
For systems with a well defined relative degree, the input-output decoupling control 
law is obtained by setting the output derivatives equal to an m-dimensional vector 
v of new inputs and solving the resulting equation for u:
u = A l (x)[v —6(x)] (1.7)
Under this control law, the closed-loop system has a linear and decoupled input- 
output map [38]:
( 1.8 )
Consequently, the control law for vx can be designed using linear single input, single 
output (SISO) control techniques. In the work tha t follows, v usually is designed to 
place the closed-loop poles and to provide offset-free tracking,
v =  - a rLrf  lh ( x )    Q2Lfh(x) + ai[ysp -  h(x)] +  a 0 [ysp -  h(x)] dr  (1.9)
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where ysp is the setpoint and a , are controller tuning parameters chosen such that 
the characteristic polynomial,
sr+1 +  a rsr H +  aus 4- Qo =  0 (1.10)
is Hurwitz. Controller tuning can be simplified by choosing the controller parameters 
Qj in terms of a single tuning parameter e. For systems where y(0) =  y3p(0), the 
following closed-loop transfer function is obtained from (1.8) -  (1.9) [30]:
y(s) _  (r +  l)ea +  1 , .
ysp(s) (cs +  l ) r+1
Stability of the resulting closed-loop system must now be considered. This 
problem was originally posed and solved by Isidori and Krener [39, 51]. A SISO 
system of the form (1.2 ) can be transformed into normal form via a diffeomor- 
phism [£r  tjt ]T  =  <£(r) if the relative degree r is well defined. The coordinates are 
defined as,
& =  *k(x) = Lj~ lh(x) 1 < k  < r
( 1 . 12 )
rji =  $ r+ t (x)  l < i < n - r
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where the rfc functions are obtained as the solution to the partial differential equa­
tion: Lg$i(x) =  0. The coordinate transformation produces:
where:
f t  =  f t
f t  =  f t
f t -1 =  f t
f t  =  b(£,r]) + a(Z,r})u 
Hi = <7i(ft n)
Hn—r =  9 n  —r ( f t  7?)
y =  f t
(1.13)
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Substituting the linearizing control law.
u = v  ~  >?) (1.14)
into (1.13) changes the r-th equation to £r =  v. Then the SISO nonlinear system 
(1.2) has the following normal form representation [38],
£ = A£ + Bv
n =
V =  CE,
(1.15)
where:
.4 =
0 1 0 . . .  0 0
0 0 1 . . .  0 0
\ : I • • • : , B = :
0 0 0 . . .  i 0
0 0 0 . . .  0 1
, c  = [l o 0 0 ] (1.16)
The zero dynamics are the dynamics of the (n-r)-dimensional nonlinear subsystem 
when the variables of the r-dimensional linear subsystem £ =  0 :
77 =  9 (0 ,;?) (1.17)
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Local stability of the zero dynamics is a necessary and sufficient condition for the 
control law (1.14) to yield local closed-loop stability [10]. The linearizing state 
feedback law (1.14) achieves the nonlinear analog of placing the closed-loop poles at 
the zeros of the system, which renders them unobservable. For this reason, standard 
input-output linearization techniques cannot be applied to nonlinear systems with 
unstable zero dynamics, commonly referred to as non-minimum phase systems [38].
1.4 Adaptive Control
Experimental and theoretical evidence supports the conjecture that human arm 
motions attempt to follow a desired trajectory by adaptively forming an internal 
representation of the movement [18, 36]. Reverse engineering adaptive motor con­
trol in biological systems has led to the development of nonlinear model reference 
adaptive control strategies presented in this thesis.
A brief review of linear model reference adaptive control (MRAC) will be given 
as background for the extension to nonlinear systems presented later. MRAC is 
a direct adaptive control scheme, which means controller parameters are updated 
directly and no explicit estimation of plant parameters is made [54, 90]. By contrast, 
indirect adaptive control schemes first identify the plant parameters and then use 
these estimates to update the controller parameters [3, 90].
The basic objective of MRAC is to specify the desired performance of the closed- 
loop system by a linear reference model and then adapt the controller on-line to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
21
i L
i r
PlantController
Reference
Model
Parameter
Update
Figure 1.3: Simplified block diagram of model reference adaptive 
control.
make the plant output asymptotically match the reference model output. Figure 
1.3 shows a simplified block diagram of the MRAC scheme. The controller uses 
the setpoint (r) to compute the manipulated input (u) introduced to the plant. 
The plant output is compared to the output of the linear reference model which 
represents the desired setpoint response of the closed-loop system. The output error 
(eD) is used to adapt the controller parameters (0 ) such that the desired closed-loop 
response is obtained asymptotically.
The key problem with MRAC is the derivation of schemes for adjusting the con­
troller parameters to drive the output error to zero. Originally, a gradient update 
law (MIT rule) was proposed. Unfortunately, it generally is not possible to prove 
closed-loop stability or convergence of the output error to zero. In fact, instability
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often results when the adaptation gain and/or the magnitude of the reference signal 
are sufficiently large. Lyapunov stability theory has been used to derive stable and 
convergent model reference adaptive schemes [3, 90].
These Lyapunov-based controller design techniques can be extended to nonlin­
ear systems. The following method by Sastry and Isidori [91] demonstrates the 
important concepts in nonlinear model reference adaptive control (NMRAC) de­
sign. Consider the class of feedback linearizable nonlinear systems (1.2) where u 
and y are scalar manipulated input and controlled output variables, respectively. 
The nonlinear output function h(x ) is assumed to be perfectly known since it is 
usually chosen as part of the controller design. Additional assumptions are required 
to ensure internal stability of the resulting closed-loop system. A sufficient condi­
tion for bounded tracking is that the zero dynamics are exponentially stable and 
Lipschitz continuous [91]. This restricts the method to minimum phase nonlinear 
systems.
Assume f (x )  and g(x) have the form,
/(* )  =  ( i i 8 )
i=l
f f ( x ) =
j=i
where 9l and 92 are unknown parameter vectors and /,(x ) and gj(x) are known 
functions. The assumption that / ,( r )  and gj(x) are known will be removed in the
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adaptive control strategies developed in this thesis. Estimates of the functions have 
the form.
/(* ) =  (119)
1 = 1
9(x) =  Y,dj { t )9 j {x)  
j =i
where dl and 62 are time-varying estimates of the true parameters 9l and 02, respec­
tively. For relative degree one systems (r =  1), the resulting input-output linearizing 
control law has the form.
u = —JL:—( v - L f h ( x ) )  (1.20)
Lgh{x)
where Lgh(x) and Lfh(x)  are estimates of the unknown Lie derivatives Lgh{x) and 
Ljh(x),  respectively. They have the form:
LfT(x) =  Y . e ] { t ) L fxh{x) (1-21)
:=1
LgT(x) =  Y , d 2{t)Lgjh{x)
J=1
where it is necessary that Lgh(x) ^  0 to ensure the control law (1 .2 0 ) remains well
defined. Differentiating the output of the true system (1.2) with respect to time
yields:
y =  Lfh{x)  +  Lgh(x)u (1-22)
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The following equation is obtained from substitution of (1.20) into (1.22):
u — Lfh(x)
y = Lfh(x) + Lgh(x)
Lgh{x)
(1.23)
Addition and subtraction of Lgh{x)u and using u from (1.20) yields:
u — Lfh(x)
y = Lfh(x) + Lgh(x)
Lgh{x)
+ [u — L//i(x)] — Lgh(x)
v — Lfh(x)
L g h ( x )
(1.24)
Simplification allows the equation to be rewritten as.
y = v +  0 f 0 i(x) + (1.25)
where = 6l —9l and c;2 = 62 — 92 are parameter error vectors with corresponding 
regressors defined as:
Lf lh{x) h {x)
(j> i(x) = ; 0 2 (x) =
LfnM x) Lgn2h{x )
v — L jh(x)  
Lgh{x)
The control law for v can be specified as a first-order reference model,
(1.26)
v = ym +  oc{ym -  y) (1.27)
where ym is the model output and a  > 0 is a controller tuning parameter which 
determines the speed of setpoint responses. The dynamics of the tracking error
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e =  y — ym can be written as,
e +  ae  =  $  r $  (1-28)
where =  [w[ xl^Y and $  =  [<t>\ <t>?Y■ The form of the error equation suggests 
the following parameter update law [90]:
=  - $ e  (1.29)
Closed-loop stability is proven using the Lyapunov function: V  =  |  e2+ |
The technique reviewed above assumes the functions fi{x) and gj{x) in (1.18) are 
known and only a vector of unknown parameters needs to be estimated to build the 
nonlinear controller. Often, the functions are essentially unknown and an inappro­
priate choice of fi(x) and gj(x) can result in poor controller performance. Analogous
to biological control systems which have do not have an explicit dynamic model, no
attem pt will be made to adaptively construct the model in this thesis. Instead, the 
functions that appear in the associated input-output linearizing control law will be 
estimated directly. In the chapters that follow, the procedures for estimating the 
functions will vary depending on relative degree, number of embedded linear models, 
and space in which the controller is built.
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Chapter 2 
Habituating Control for Non-Square 
Nonlinear Processes
2.1 Introduction
Feedback control systems typically employ equal numbers of manipulated inputs and 
controlled outputs. In many applications, superior performance and robustness can 
be achieved by introducing additional input or output variables. A well established 
example of this approach is cascade control, where a second output measurement 
allows improved disturbance rejection using the existing manipulated input. Also 
widely studied is the introduction of additional input variables to form a non-square 
system with more inputs than outputs. A variety of linear controller design tech­
niques have been proposed for both the single output [28, 84, 98] and multiple output 
[73, 74, 99] cases.
Significantly fewer results are available for nonlinear systems with more inputs 
than outputs. The design of input-output lineaxizing controllers for non-minimum 
phase nonlinear systems with a single output and two inputs has been investigated 
[16, 62]. The first input is used to achieve input-output linearization, while the 
second input is used to stabilize the otherwise unstable zero dynamics. Nonlinear 
model predictive control [7, 86] provides a systematic means for handling non-square
26
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nonlinear systems with multiple outputs. However this method has several disad­
vantages including large computational requirements.
In this chapter, we propose an input-output linearizing control strategy for non- 
square nonlinear processes with more manipulated inputs than controlled outputs. 
The underlying premise is that the control objectives can be satisfied more easily 
by utilizing additional input variables. Because the additional inputs provide extra 
degrees of freedom, the nonlinear controller is designed to provide input-output 
linearization at the minimum cost. As explained in Chapter 1 . the technique is called 
“habituating control" due to its similarity to control schemes utilized in biological 
systems such as the baroreceptor reflex.
The remainder of the chapter is organized as follows. Section 2.2 contains a de­
tailed presentation of the nonlinear controller design technique for the single output 
case. Local stability of the closed-loop system obtained with the habituating con­
troller is also presented in Section 2.2. An extension for multiple output processes 
is presented in Section 2.3. The proposed method is evaluated via two simulation 
examples in Section 2.4. Finally, Section 2.5 contains a summary and conclusions.
2.2 Single Output Processes
Initially we consider the following class of nonlinear systems,
x  =  f{x)  + g l (x)ul + g 2(x)u2 (2 .1)
y =  h(x)
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where x  is an n-dimensional vector of state variables. Ui and u2 are scalar manipu­
lated input variables, and y is a scalar output variable. We assume that the state 
vector is measured or estimated from available measurements [75]. The objective 
is to design nonlinear feedback control laws fonq and u2 such that input-output 
linearization is achieved.
Utilizing both inputs to achieve input-output linearization offers several poten­
tial advantages as compared to the standard approach of using a single input. As 
discussed below, singular points [32. 35] and unstable zero dynamics [16, 25] may 
preclude exact linearization using the primary input iq. We show that it may be 
possible to overcome such obstructions by introducing a secondary input u2. It is 
important to note that the linearization objective does not yield unique control laws: 
an additional objective must be specified to obtain a well defined control problem. 
We design the control laws to minimize a performance index which corresponds to 
the cost of affecting control. The index differs according to the relative degrees of 
the two inputs.
2.2.1 E qual R elative D egrees
First we assume that the two inputs have equal relative degrees: r t = r2 = r. In 
this case, the r-th  derivative of the output can be represented as:
=  Lrf h(x) + LgiLj~1h(x)ui + Lg2Lrf lh(x)u2 (2.2)
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W ithout loss of generality, we use the first input iq to achieve input-output 
linearization:
v — Lrfh(x)  — Lg2Lrf  lh(x)u2 
LgiLrf~lh(x)
(2.3)
Under this control law, the closed-loop system has a linear input-output map: f/r) =
v. Consequently, the new input v can be designed to place the closed-loop poles and 
to provide integral action for offset-free tracking,
where ysp is the setpoint and a , are controller tuning parameters chosen such that
the characteristic polynomial sr+l +  a rsr +  F a^s -I- qq is Hurwitz.
Note that the input-output linearizing control law (2.3) is a function of the 
second input u2. The objective is to design the control law for u2 such that the 
cost associated with affecting control is minimized. It is important to note that this 
approach is more general, and more biologically plausible [94], than linear controller 
design techniques [28, 84, 98] in which the more '‘expensive” input is returned to its
resting value at steady state. We propose the following cost function,
v =  - a rL rf lh ( x )  a 2L f h(x)  -I- cn[ysp -  /i(x)] + a 0 f  [ysp -  h{x)} dr (2.4)
J Jo
(2.5)
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where Ui and 7 , are the desired steady-state value and the “cost” of input u„ respec­
tively. Note that the cost function penalizes instantaneous deviations of the inputs 
from their steady-state values. Minimizing /  with respect to u2 yields.
dl 1=  0 =  7 i(u l -  fii)—-  +  7 |(u 2 -  u2) (2 .6 )
CLU2 OV.2
where:
du\ Lg^Lf lh{x)
du2 LgiLrj~lh(x)
Solving (2.3) and (2.6) for u2 yields the following state-feedback control law.
“2 =  [LgiLrf lh{x)Y l a [ L gM s- lh{x)Y[v ~  LTfk{x)] +  (2-,)
[LgiLrf lh(x)]2u2 -  aLgiLrf lh(x)Lg2Lrf - lh(x)ul 
[LgiLrf - lh{x)]* + a[Lg2Lrf~lh(x)]2
2
where a  =  In practice, a  may be employed as a tuning parameter that deter-72
mines the relative contributions of the two inputs. By substituting (2.7) into (2.3). 
the following control law for uj is obtained:
[L,l Ly'h(x)Y +  a[LlnL Y lh{x)]‘ [V UtHz)] +  ^
a[Lg2Lrf  lh(x)]2ui -  LgiLrf lh(x)Lg2L rf lh(x)u2 
[LgiLrf- lh(x)]* + a[L92Lrf- lh(x)}*
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It is insightful to examine the control laws (2.7) and (2.8) for limiting values of 
the tuning parameter a . In the limit as a  —> 0, u2 =  u2 and the control law for u i 
becomes:
1 r r r l / \1 ^92 £ /  h{x) _ ^
=  L J r ^ ) [V ~ L’ Hl)] -  Ln LT ' h ( s ) ^  <2'9)
This corresponds to the case where the cost associated with manipulating u2 is much 
higher than the cost of manipulating U\. Consequently. Ui provides the linearizing 
feedback while uo is maintained at its steady-state value. In the limit as a  —> oc, 
Uy =  tii and the control law for u2 becomes:
- LWx)]-  ( 2 1 0 )
In this case, the cost of manipulating ui is much higher than the cost of manipulating 
u2. Therefore, u2 is active and u i is held at its steady-state value.
The proposed control strategy can provide a simple and effective means for over­
coming the singularity problem. The point Xq is termed a singular point with 
respect to it* if LgiLrj~lh{xQ) =  0, but LgiLrj~xh{x) ^  0 for some points x  in a 
neighborhood of x0 [32, 35]. Standard input-output linearizing control laws based 
on a single input Ui are not well defined on the singularity manifold, which is de­
fined as: Ms = {x : LgiLrf l h(x) =  0}. As an illustration, consider the linearizing
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control law (2.9) obtained when u2 is held at its steady-state value. Because the term 
LgiLrf~lh(x) appears in the denominator, the controller produces unbounded values 
of ui on the singularity manifold. Although design techniques for systems with sin­
gularities have been proposed, the resulting control laws provide only approximate 
linearization and/or are difficult to analyze [11, 14, 24]. By contrast, singularities 
are handled easily with the habituating control strategy. On the singularity mani­
fold where LgiLrj~ lh{x) =  0, ui = ui and the control law (2.10) with the last term 
vanishing is obtained for u2. At points where Lg2Lrj~lh(x) =  0, u2 =  u2 and the 
control law for ui is (2.9) with the last term vanishing. Note that the control laws 
Eire not well defined at points where both LgiLrj~lh(x) = 0 and Lg2Lrj~lh(x) =  0.
2.2.2 D ifferent R elative Degrees
Now the controller design procedure is generalized to systems in which the two 
inputs have different relative degrees. Without loss of generality, assume that the 
relative degree of the first input is less than the relative degree of the second input: 
ri < r2. When computing derivatives of the output, we assume that u2 appears via 
the vector field f ( x )  rather than g\{x). This simplifies the controller design since it 
ensures that u2 will first appear in the r2-th derivative via the function Lg2L rj ~ lh.(x).
The first step is to construct an extended system [30, 79] in which the two ma­
nipulated inputs have the same relative degree. The extended system is obtained 
by introducing // =  r2 — ri integrators into the ux input channel,
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where the Zi represent controller state variables and is a new manipulated input 
that replaces ui in the controller design. The extended system has the following 
state-space representation:
\
X
/ \ 
f (x )  + g l {x)zl
( \  
0
(  \  
92{x )
Z\ ~2 0 0
= '■ + W i  +
Zfi—l Zp 0 0
Ztx ) y 0 , V1 . v 0 y
y  =  h { x )
By defining x e =  [xT zT]T and w2 = u2, the extended system can be rewritten as:
Xe =  f e { X e )  +  g \ e ( X e ) W l  +  9 2 e { X e ) W 2  ( 2 - 1 3 )
V — he(^-e)
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By construction, the manipulated inputs wi and u.’2 have the same relative de­
gree r =  r2. The extended system can be used to design the nonlinear control laws 
as described in the previous section, where the form of the input v in (2.4) is mod­
ified accordingly. It is important to remember that w\ = u[^  when analyzing the 
resulting control laws. Based on the equal relative degree case, the following results 
are easily derived:
1. In the limit as a  —y 0, u2 =  u2 and Ui provides the linearizing feedback.
2. In the limit as a  —>• oc, u[^ =  u = 0. If Ui(0) =  iii and the system is 
initially at rest, then iq =  uL and u2 provides the linearizing feedback.
3. At points where LgiL Tj ~ lh{x) =  0, =  u[^ =  0 and both inputs contribute
to the linearizing feedback. If n  =  1, then ui is held constant on the singularity 
manifold.
4. At points where Lg2L rj2~lh(x) =  0, u2 =  u2 and iq provides the linearizing 
feedback.
5. At steady-state, u2 =  u2 and tq maintains the output at the setpoint.
By analogy to linear habituating control [28], the final result shows that tq and u2 
can be identified as the primary input and secondary input, respectively.
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2.2.3  Local S tab ility
Next we perform a local stability analysis of the closed-Ioop system obtained with 
the habituating controller. Of particular interest is the case where the zero dynamics 
associated with one of the inputs is unstable. Standard input-output linearization 
techniques based on a single input cannot be applied to such non-minimum, phase 
systems. Below we show that nonlinear habituating control can provide an effective 
method for overcoming the non-minimum phase problem.
The zero dynamics associated with the input Ui are constructed as follows. Under 
the linearizing control law (2.9), there exists a nonlinear coordinate transformation 
*7r ] =  * r (x) such that the nonlinear system (2 .1) has the following normal form 
representation [38]:
i  = AS + Bv
n =  g(€,f?) (2-14)
y =  c s
The zero dynamics are defined as dynamics of the {n-ri )-dimensional nonlinear 
subsystem when the variables of the r L-dimensional linear subsystem £ =  0 :
V = q{ 0,tj) (2.15)
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Stability of the zero dynamics is a necessary and sufficient condition for the control 
law (2.9) to yield local closed-loop stability [10]. The zero dynamics associated with 
the input u2 can be derived similarly. Note that the introduction of integrators does 
not affect the stability of the zero dynamics [38].
Stability analysis is based on the Jacobian approximation of the extended non­
linear system (2.13):
x e =  Axe + biWi + b2W2  (2.16)
y =  cxe
The input-output behavior of the linearized system can be represented as.
/ \ dn_riSn_ri +  dn-rj-LS”-1’1-1 +  • • ’ +  +  3qy(s) =  -------—;------------ 1 :------------------------ :-------UMs) +
S>*(sn +  a n_ i S n~ l +  h QiS +  Qo)
3 n - r 2S n ~ r2 +  3 n - r 2- i S Ti~ r2~ 1 +  * • ■ +  3 \ S  +  3o 
---------------------------------------  — ;------------------------------------------------------- W2 (S)sn +  a ri_1sn_1 H b a\S + ao
s ^ ) w i [ s ) + W i w M  (217)
N(s) N(s)where and are (possibly non-minimal) realizations of the transfer func­
tions and , respectively. It is important to note that the zeros of the
v( s)transfer function are identically equal to the eigenvalues of the linearized ver­
sion of the zero dynamics (2.15) [38]. Similarly, the zeros of the transfer function 
v (5)U2'(3y e9 ua  ^ t i^e eigenvalues of the linearized zero dynamics associated with u2.
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T h eo re m  2.1 I f  the characteristic polynomial,
3n. riN(s)  + a/?n_r2^iV (s) =  0 (2.18)
associated, with the linearized zero dynamics of the extended nonlinear system (2.13) 
is Hurwitz, then the habituating controller is locally stabilizing.
The proof is presented in Appendix A.
If the two inputs have equal relative degrees {p =  0), Theorem 2.1 shows that 
the linearized zero dynamics of the single-input, single-output systems ^  and ^J if
are recovered in the limit as a  —► 0 and a —> oc, respectively. By contrast, only
the zero dynamics of ^  can be recovered when the relative degrees are different
1/
(p > 1). Corollary 2.1 follows directly from these observations.
C o ro lla ry  2.1 There exists a tuning parameter a G [0, oc) such that the habituating 
controller is locally stabilizing if: (i) the two inputs have equal relative degrees and 
the linearized zero dynamics associated with either U\ or U2 is stable: or (ii) the two 
inputs have different relative degrees and the linearized zero dynamics associated 
with U\ is stable.
For systems that do not satisfy the conditions of Corollary 2.1, there may exist 
values of a  such that (2.18) is a Hurwitz polynomial and the closed-loop system is 
locally stable. Corollary 2.2 provides a necessary condition for the existence of a 
stabilizing a.
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C oro lla ry  2.2 I f  the two inputs have different relative degrees and the linearized 
zero dynamics associated with u i are unstable, then the habituating controller is 
locally stabilizing only if: (i) the linearized zero dynamics associated with and u2 
do not have common eigenvalues with positive real part; and (ii) the linearized zero 
dynamics associated with U\ has an even number of eigenvalues with positive real 
part.
The first condition follows directly from (2.18), while a proof for the second condition 
is presented in Appendix A.
2.3 M ultiple Output Processes
Now we generalize the nonlinear habituating control technique to multiple output 
systems of the form.
x = f ( x ) + g ( x ) u  (2.19)
y = h{x)
where x  is an n-dimensional vector of state variables, u is an m-dimensional vector 
of manipulated inputs, and y is a p-dimensional vector of controlled outputs. We 
assume that the number of inputs is strictly greater than the number of outputs 
(m > p). The objective is to design state feedback control laws such that the input- 
output response is both linear and decoupled, and the cost of affecting control is 
minimized.
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As shown in Chapter 1, time derivatives of the outputs can be represented as:
(  , A /  \  Lr/ h i ( x )  ^LgiLrf ~ lhi{x) ••• L ^ L y - ' h ^ x ) '
Ky{v v) t KLr/ h p(x )J
+
KL9lLr/ - lhp(x) ••• LgmLrf - lhv{x)J
u (2 .20 )
=  6(x) +  A(x)u
We assume that the rank of the matrix A{x) at the point x0 is greater than or equal 
to p. This is a necessary and sufficient condition for achieving local input-output 
decoupling with static state feedback [38]. Under this assumption, the input vector 
can be partitioned such that,
Vi
Il(rp)
V yp /
=  b(x) + -I- A2 (x)u2 (2 .2 1 )
where ui is a p-dimensional vector, u2 is an (m-p)-dimensional vector, Ai(x) is an 
p x p matrix that is invertible at xo, and .42(x) is an p x m-p  matrix. Note that 
the partitioning may not be unique. The input-output decoupling control law is 
obtained by setting the output derivatives equal to an m-dimensional vector of new
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inputs and solving the resulting equation for ui:
ui =  .4f l(x)[u -  b{x) -  .42(x)u2] (2.22)
Under this control law. the closed-loop system has a linear and decoupled input- 
output map: yt-r,) =  V(. Consequently, the new input Vi can be designed as in the 
single output case.
We use the additional manipulated inputs u2 to design a second state feedback 
control law that minimizes the cost of affecting control. The cost function utilized is.
I  =  -  u 1)Tr i(u i  -  uO +  i ( u 2 -  u2)r r 2(u2 -  u2) = h  +  h  (2.23)
where u 1 is the desired steady-state value of ui and is a diagonal matrix with non­
negative elements tha t correspond to the cost of manipulating the individual inputs. 
The vector u2 and matrix T2 represent analogous quantities for u2. Minimizing I  
with respect to u2 yields,
T ~  = p - p 1 + P  = - U r '. - l s f lM t i i  -  ui) +  r 2(a2 -  <h) = 0 (2.24)
d u 2 d i i \  011*1 0 U 2
where the state dependence has been omitted for simplicity. The state feedback 
control laws result from simultaneous solution of the two equations (2.22) and (2.24):
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/ \ ( \ (A2 ui u — b
(2.25)
 ^ — (*4t l-42)Tri r 2 y ^ u2 y y -(-41l.42)r r 1ul 4-r2u2 y
The habituating controller exists if and only if these equations have a unique solution 
at xo- A proof of the following theorem is presented in Appendix A.
T heo rem  2.2 The habituating controller exists if ran£[Ai(xo)j =  p and either of 
the following conditions hold: (i) rank(T2) =  m — p; or (ii) rank(YL) =  p and
where the m atrix A =  T2 +  (Aj'1A2)r r 1(Af 1.42) is invertible at x0. It is interesting 
to note that the nonlinear habituating controller reduces to the standard input- 
output decoupling controller [38] when the cost associated with manipulating u2 is 
much higher than  the cost of manipulating Ui (1^ = 0 ) .  In this case, the control 
law (2.26) yields (2.22) with u2 =  u2. A more complicated result is obtained if the 
cost of manipulating Ui is very high as compared to the cost of manipulating u2 
(T2 = 0 ) . Both ui  and u2 axe needed to achieve input-output decoupling in general,
Under these conditions, (2.25) can be solved to yield,
ui =  1 — (.4t l .42)A 1(Al l.42)r r i .4 1 Lj (v — b) +
(Arl.42) A - l (A[-lA2)r r lul -  (Ar1.42) A - lr 2u2
(2.26)
u2 = A - 1(A r1-42)Tr 1.4 rl ( u - 6 ) - A - l (.4 r1-42)r r 1u1+ A - lr 2u2
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although only 112 is utilized if there are twice as many inputs as outputs (m =  2p). 
Note that this condition is satisfied in the single output case.
The habituating control technique can be advantageous for processes that have 
singular decoupling matrices with respect to the primary inputs [50]. In this case, 
secondary inputs are introduced and the input vector is partitioned such that the 
system is input-output decouplable. Then the weighting matrices (Tt, I^) are used 
to determine the relative contribution of the individual inputs. This represents a 
very simple and effective approach as compared to existing input-output decoupling 
techniques, which do not utilize all the available inputs [38] or produce a complicated 
dynamic control law using just the primary inputs [78].
2.4 Simulation Examples
First we apply the habituating control strategy to a nonlinear chemical reactor. 
The chemical reactor is chosen since it has been well studied and has become a 
benchmark for nonlinear control strategies because of its highly nonlinear charac­
teristics. Additionally, the optimum conversion belongs to the singularity manifold 
and would preclude exact input-output linearization using a single input. Then we 
apply the habituating control strategy to a biochemical reactor. This system also 
exhibits highly nonlinear behavior. Additionally, the linearized zero dynamics as­
sociated with a common choice for the manipulated input are unstable and would 
also preclude exact linearization using a single input.
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2.4.1 C hem ical Reactor
The process model describes a reversible reaction B  that occurs in a constant 
volume, stirred tank reactor (CSTR) [17],
Cb = ^ ( C Bl- C B) + kl (T)CA - k 2(T)CB (2.27)
t  =  ± ( T i - T ) + {- ^ P - [ k l (T)CA - k 2(T)CB]
V pt'p
where ki{T) =  C ie x p { - j£ )  and k2(T ) =  C2e x p ( - j £) .  Symbol definitions and 
nominal operating conditions are given in Table 2.1. Economou et al. [17] have 
designed a nonlinear internal model controller for this system using the feed temper­
ature Ti and effluent concentration C B as the manipulated input (nO and controlled 
output (y ), respectively. For this choice of variables, the relative degree r L =  2 and 
the linearizing control law is singular on the manifold:
_  E 1k l (T)
° B E lk l (T) + E2k2(T) ( ' }
It is interesting to note that the optimum conversion ( ^ -  =  0.508) belongs to the 
singularity manifold. Consequently, input-output linearization should not be applied 
if T{ is the only input variable.
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Table 2.1: Nominal operating conditions for reversible chemical reactor.
Symbol Definition Value
Q inlet flow rate 1 L/s
Cm inlet concentration of A 1 mol/L
C B i inlet concentration of B 0 mol/L
Ti inlet temperature 392.4 K
V reactor volume 60 L
Ci pre-exponential factor for forward reaction 5 x 103 s_l
c2 pre-exponential factor for reverse reaction 1 x 106 s ' 1
E x activation energy for forward reaction 1 x 104 cal/mol
e 2 activation energy for reverse reaction 1.5 x 104 cal/mol
- A  H heat of reaction 5000 cal/mol
P density 1 kg/L
cP heat capacity 1000 cal/kg-K
CA effluent concentration of .4 0.6 mol/L
Cb effluent concentration of B 0.4 mol/L
T reactor temperature 394.4 K
We consider introducing an additional manipulated input to overcome the singu­
larity problem. Assume that operational requirements dictate that the throughput 
q remain constant. In this case, the inlet concentration Cm may be chosen as the 
second input. However, large excursions of Cm from its nominal value may lead 
to increased raw material costs. Therefore, it is desirable to use both Ti and Cm 
as manipulated inputs. It is easy to show that C.m has relative degree r2 =  2 and 
the linearized zero dynamics associated with both inputs is stable for all operating 
points of interest.
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We compare a nonlinear habituating controller (NHC) that manipulates both T, 
and Cm and an input-output linearizing controller (IOLC) that manipulates only 
Ti. In both cases, the input v  is designed to yield the closed-Ioop characteristic 
polynomial (es 4- l )3 =  0, where e =  15 s. NHC is tuned with a  =  5 x 10“°. 
Ti =  392.4 K. and Cm =  1 mol/L. The controllers are compared for a setpoint 
change to the optimum conversion (where Cb =  0.508 g/L) in Figure 2.1. The 
controllers appear to yield the same output response. However. IOLC produces 
very large control moves as the singularity at the optimum is approached. As a 
result, the simulation fails completely at approximately t =  185 s. NHC generates 
reasonable Ti changes by employing C.m as an additional manipulated input. Note 
that only small variations in Cm are needed to avoid the singularity. Figure 2.1 also 
shows that NHC can handle much larger setpoint changes (Cb = 0.6 g/L) without 
requiring large control moves.
In Figure 2.2, the controllers are compared for a sudden change in the activation 
energy of the second reaction (E2 = 1.44 x 104 cal/mol) while operating at a constant 
setpoint. IOLC is unable to handle the disturbance because the singularity manifold 
is encountered. As a result, the simulation fails at t = 310 s. NHC provides smooth 
disturbance rejection and reasonable control moves. Note that a faster response 
could be obtained by retuning the controller.
In Figures 2.3-2.4, we utilize the following initial conditions: C.-i(O) =  Cs(0) = 
0.5 g/L, T(0) =  424.9, Tj(0) =  422.4 K. Note that these values correspond to a
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Figure 2.1: IOLC and NHC for setpoint changes (chemical reactor).
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steady state much closer to the optimum conversion than the steady state in Table 
2.1. NHC is retuned with f i  =  422.4 K to account for the initial condition change. 
Figure 2.3 compares NHC and IOLC for a step disturbance in the inlet flow rate 
(q =  1.10 L/s). IOLC is unable to handle the disturbance because a singularity 
is encountered, and the simulation fails at t =  100 s. By contrast, NHC provides 
effective disturbance rejection by employing CAl as an additional manipulated input. 
Figure 2.3 also shows that NHC can handle much larger flow rate disturbances (q =  
1.33 L/s). The effect of the NHC tuning parameter a  on closed-loop performance 
for a flow rate disturbance (q =  1.33 L/s) is shown in Figure 2.4. As expected, the
contribution of the second input C.\i increases as a  is increased. In this case, larger
values of a  yield similar disturbance rejection but improved control moves.
2.4 .2  B iochem ical R eactor
Now we apply the habituating control strategy to the following biochemical reactor 
model [32],
X  = - D X  + n X
S  = D ( S f - S ) - ^ — fiX  (2.29)
Yx/s
P  =  —D P  +  (afj. + 0 ) X
where the growth rate fi is:
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Table 2.2: Nominal operating conditions for biochemical reactor.
Symbol Definition Value
D dilution rate 0.04 h_I
Sf feed substrate concentration 20 g/L
T y/ s cell-mass yield 0.4 g /g
a kinetic parameter 2-2 g / g
3 kinetic parameter 1
-rSO
Hm maximum specific growth rate 0.48 h~l
Pm product saturation constant 50 g/L
K m substrate saturation constant 1.2 g/L
Ki substrate inhibition constant 22 g/L
X biomass concentration 6.09 g/L
S substrate concentration 4.76 g/L
P product concentration 43.9 g/L
fx =  — (2. 30) 
K m + S  + f t
Symbol definitions and nominal operating conditions are given in Table 2.2. A 
common choice for the manipulated input (uL) and controlled output (y ) are the 
dilution rate D  and the substrate concentration S, respectively. These variables yield 
a well defined relative degree rj =  1, but the linearized zero dynamics associated 
with u i are unstable at the operating point in Table 2.2. As a result, stable input- 
output linearization cannot be achieved using D  as the only input variable. An 
internally stable closed-loop system can be obtained by employing the feed substrate
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concentration 5 / as an additional manipulated input. However, large variations in 
S f  are undesirable in some applications.
We compare a nonlinear habituating controller that manipulates both D  and 5 / 
and an input-output linearizing controller that manipulates only D.  The dilution 
rate is constrained as: 0 < D  < 0.1 h-1. To obtain the control affine form (2.1). 
the second input for NHC design is defined as u2 =  DSj .  It is easy to show that 
this input has relative degree r2 =  1 and stable linearized zero dynamics. Both 
controllers utilize an input v that is designed to yield the closed-loop characteristic 
polynomial (es+1)2 =  0, where e =  3 h. NHC employs target values th a t correspond 
to the operating conditions in Table 2.2 for operation in the non-minimum phase 
region: D =  0.04 h~l . 5 / =  20 g/L.
Theorem 2.1 can be used to determine the range of a  values that yield a locally 
stable closed-loop system. As mentioned above, the linearized zero dynamics as­
sociated with D  are unstable when 5 / is not used. However, the stability of zero 
dynamics associated with D  are changed dramatically when S f  is introduced as an 
additional input. It can be shown that the linearized zero dynamics actually are 
stable in this case. This seemingly anomalous result is attributable to  the definition 
of the second input as u2 =  DSj .  Consequently, Theorem 2.1 shows that NHC 
provides local stability when 0 < a  < oo; we choose a  =  20.
Figure 2.5 compares the two controllers for operation at the nominal operating 
point in the presence of a very small initial condition error. IOLC is unable to
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Figure 2.5: IOLC and NHC for stabilization at the nominal operating point 
(biochemical reactor).
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stabilize the system as a result of the unstable zero dynamics, and D  saturates at 
the upper constraint. When the constraint is removed, D  is increased such that the 
system moves into the minimum phase region. The new steady state corresponds 
to the desired substrate concentration, but the product concentration (19.1 g/L) is 
much less than the value in Table 2.2. This behavior is undesirable in applications 
where a low dilution rate and/or high product concentration are desired. Figure 2.6 
compares the controllers for positive (5.5 g/L) and negative (4 g/L) step changes in 
the substrate concentration setpoint. IOLC cannot handle either setpoint change. 
The positive setpoint change causes D  to saturate at the upper constraint, while the 
negative change causes saturation at the lower constraint. When the constraints are 
removed, the positive change can be handled as the system moves into the minimum 
phase region. However, the closed-loop system remains unstable for the negative 
change. By contrast, NHC provides effective tracking of both setpoint changes by 
utilizing 5 / as a second manipulated input.
As a disturbance example, the controllers are compared for a sudden change in 
the cell-mass yield {Yx/s =  0.45 g/g) in Figure 2.7. Due to the unstable zero dy­
namics, IOLC cannot handle the disturbance as D saturates at the lower constraint. 
The system moves into the minimum phase region when the constraint is removed. 
NHC provides excellent disturbance rejection by using both D  and Sf .  Figure 2.8 
shows the effect of the NHC tuning parameter a for the same parameter change. The 
disturbance rejection performance is comparable for all three values of a. Note that
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the utilization of both D and S f  is increased as a  is decreased. This behavior can 
be explained by considering the NHC cost function (2.5). In this example, a control 
affine system is obtained by defining the second input as u2 = DSj .  Unusual control 
moves are observed because D S f  is penalized rather than Sf .
2.5 Summary and Conclusions
By emulating a control strategy used in the baroreceptor reflex, we have developed 
a controller design technique for nonlinear processes with more manipulated inputs 
than controlled outputs. The motivation for habituating control is tha t improved 
closed-loop performance can be achieved if all the available inputs are utilized. 
The nonlinear controller provides input-output linearization while simultaneously 
minimizing the cost of affecting control. In the single output case, we have shown 
that the proposed method can provide a simple means to overcome the singularity 
and non-minimum phase problems associated with input-output linearization. An 
extension of the controller design strategy for multiple output processes also has been 
presented. The habituating control technique was successfully applied to nonlinear 
chemical and biochemical reactor models.
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Chapter 3
Nonlinear M odel Reference Adaptive 
Control o f Partially Known Nonlinear 
Systems
3.1 Introduction
Most advanced control strategies require a suitable dynamic model of the process 
to be controlled [34]. In fact, the popularity of linear control techniques is largely 
attributable to the widespread availability of linear system identification tools [58]. 
The development of nonlinear dynamic models is a considerably more difficult prob­
lem. First-principles modeling is difficult to apply to processes which are poorly 
understood and/or highly complex. An alternative approach is to develop an em­
pirical process model from input/output data via nonlinear system identification 
[82]. While several techniques based on neural networks have been proposed [37], 
there are a number of unresolved theoretical and practical issues which severely limit 
their applicability.
In most chemical process applications, the dynamic model is developed for con­
troller design rather than to enhance fundamental process understanding. The brain 
and CMS are just two of numerous biological control systems which are thought to 
operate without the use of explicit models [9, 76,88]. Biological systems utilize learn­
ing via networks of interconnected neurons to develop internal representations. By
59
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adjusting the strength of synaptic connections, a biological system learns to perform 
the desired task better with each successive attempt. This suggests the modeling 
step may be eliminated entirely if a satisfactory method for direct construction of 
the nonlinear controller is available [37].
Linear model reference adaptive control (LMRAC) provides a framework for syn­
thesizing linear control laws in the absence of explicit linear models [90]. Controller 
parameters are adjusted on-line such that the process output asymptotically tracks 
the output of a reference model. In principle, the same approach can be used to 
develop direct adaptive controllers for nonlinear systems. An im portant advantage 
of this direct method is only the nonlinear functions which actually appear in the 
control law need to be approximated. As shown below, a maximum of two controller 
functions must be generated for single-input, single-output systems. By contrast, 
nonlinear system identification techniques based on state-space models require the 
approximation of every non-zero model function [83, 85]. The number of estimated 
functions can be as large as 2n, where n is the dimension of the system.
Several difficulties are encountered when attempting to develop a direct adap­
tive control technique for nonlinear systems. The lack of a systematic methodology 
for constructing the appropriate controller form and determining stable parame­
ter update laws are the biggest obstacles associated with extending the LMRAC 
approach to nonlinear systems. A number of investigators have proposed nonlin­
ear model reference adaptive control (NMRAC) techniques for nonlinear systems
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[13, 42, 77, 83, 89, 91, 92]. However, these methods assume a suitable nonlinear 
model is available for controller design. Such nonlinear models are generally not 
available. Lightbody and Irwin [57] include a linear, fixed-gain controller in parallel 
with the nonlinear adaptive controller. The linear controller is designed to locally 
stabilize the nonlinear system. However, the method requires an off-line learn­
ing phase followed by specialized on-line training. Sanner and Slotine [89] use a 
derivative of the desired trajectory combined with a proportional-derivative control 
component which consists of a linear combination of tracking error state variables 
and an adaptive term to recover the unknown controller functions. Derivation of 
stable parameter update laws is another challenging problem. Simple gradient-based 
update laws, such as the MIT rule [57], do not ensure closed-loop stability and often 
lead to poor performance.
In this chapter, we develop a nonlinear model reference adaptive control strategy 
for the class of nonlinear systems described in Section 3.2. The nonlinear control 
law is generated by approximating on-line the unknown functions of the associated 
input-output linearizing control law. Stable parameter update laws are derived using 
Lyapunov stability theory [44]. The controller design procedures for relative degree 
one systems and higher relative degree systems are presented in Sections 3.3.1 and 
3.3.2, respectively. Section 3.4 contains an application of the proposed method to 
a nonlinear biochemical reactor model. A summary and conclusions are given in 
Section 3.5.
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3.2 Class of Nonlinear Systems
The nonlinear system is assumed to have the general form,
x = f ( x ) + g { x )u (3-1)
y = h{x)
where x is an n-dimensional vector of measured state variables, u is a scalar ma­
nipulated input, y is a scalar controlled output, and the functions f (x )  and g{x) 
are unknown. The nonlinear output function h(x) is assumed to be known since 
it usually is chosen as part of the controller design. The objective is to make the 
controlled output (y) track the output of a linear reference model (ym). Figure 3.1 
shows a simplified block diagram of the nonlinear model reference adaptive control 
scheme. The nonlinear controller uses the setpoint (r) and the state vector (x) to 
compute the manipulated input (u ) introduced to the plant. The plant output is 
compared to the output of a linear reference model which represents the desired 
setpoint response of the closed-loop system. The tracking error (e) is used to adapt 
the controller parameters (0 ) such that the desired closed-loop response is obtained 
asymptotically.
The input-output linearizing control law for (3.1) is,
u
—Lrf h{x) -  7rLTj lh {x ) --------- 7 ih{x) +  71 y3p
LgLrf lh(x) (3-2)
- a m(x) + 7 iy,p 
/3 m{ x )
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Figure 3.1: Simplified block diagram of nonlinear model reference 
adaptive control strategy.
where yap is the setpoint, r is the relative degree, 7 , are adjustable tuning parameters, 
Lljh(x)  and LgL y lh(x) are Lie derivatives, and a*(x) and <3*(x) represent the "true” 
controller functions. This control law yields the closed-loop dynamics,
y(r) +  7ry(r l) +  H 7iy =  71 y 3p  (3.3)
which can be made stable by suitable choice of the 7 ,. A sufficient condition for 
bounded tracking is that the zero dynamics are exponentially stable and Lipschitz 
continuous [91]. The proposed control strategy is restricted to nonlinear systems 
which are minimum phase in this sense.
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We consider the problem where the nonlinear system (3.1) only is partially 
known, and the input-output linearizing control law cannot be synthesized directly. 
The objective is to construct estimates of the controller functions a*(x) and 3m(x) 
given the following information: (i ) measurements of the state variables x(t); (ii) 
the value of the relative degree r: and (Hi) the sign of 3*(x).
For systems of relative degree one, the function d*(x) =  Lgh(x) often is known 
from basic conservation relations. As an example, consider a continuous biochemical 
reactor with a single rate limiting substrate. Basic material balances yield [6],
X  =  ri ( X , S ) - D X  (3.4)
S = r2( X, S )  + D( S f - S )
where X  and S  are the biomass and substrate concentrations, respectively, D is the 
dilution rate, 5 /  is the feed substrate concentration, and r t (X, S) and r2(A', S)  are 
unknown functions associated with the reaction kinetics. If D  and A" are chosen as 
the manipulated input and the controlled output, respectively, then the system has 
relative degree one and the function Lgh(x) =  —X  is known.
For nonlinear systems of relative degree two and higher, the corresponding con­
dition is that the function LgLTf lh(x) is known. This is a considerably more re­
strictive assumption because it implies certain elements of the function f ( x)  are 
known. However, by knowing just the sign of LgLrj~lh(x) we are able to construct 
the nonlinear controller. Using the same biochemical reactor with S f  and X  as the
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manipulated input and the controlled output, respectively, the system has relative 
degree two. The function LgL /h{x ) is unknown, but the sign of the function is 
known to be positive in the desired operating regime.
3.3 Nonlinear Model Reference Adaptive 
Control
The basic idea of the nonlinear model reference adaptive control (NMRAC) strategy 
is to construct on-line estimates of the unknown controller functions a*(x) and 3'(x) 
such that input-output linearization is achieved asymptotically. The functions are 
approximated as.
N
Q*(z) -  ^ctiCpiix) = aT0 (x) (3.5)
i=L
N
3'(x)  =  = 3T<t>{x)
i=1
where a  and 3 are vectors of time-varying controller parameters, o(x) is a vector 
of basis functions, and N  is the number of basis functions employed. The resulting 
control law has the form.
-o tT<j){x) +  7iJ/sp ,n cs
u  =   ~\  ( 3-6)
where (3T<f>(x) is replaced by 3'{x) when this function is known.
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A wide variety of basis functions have been proposed for multivariate function 
approximation [20]. The basis function we utilize is a locally supported radial basis 
function of the form [85],
where n is the number of state variables, x  is the state variable vector, x c is the basis 
function center, and a.j are scaling parameters. The function is said to have compact 
support because it is identically zero outside a compact subset of R. As compared 
to radial basis functions with global support such as the Gaussian [89], the locally 
supported basis function (3.7) offers several potential advantages including: (i ) on­
line adaptation is simplified because only a subset of the controller parameters have 
to be updated at any particular time; and (it) knowledge about previous operating 
regimes can be retained because adaptation only affects the controller locally.
Basis functions with compact support are more biologically plausible than those 
with global support. For example, consider the response of the auditory system 
to a single steady tone [97]. Vibrations increase in amplitude as they travel from 
the entrance of the cochlea to a maximum and decay abruptly at a distance that is 
monotonically related to the tone frequency. The cochlea is organized such that high 
frequency resonance occurs near the base and low frequency resonance occurs near
(1 — r)4( l  +  4r +  3r2 +  0.75r3) r € [0.1]
(3.7)0i ( r )  =  *
0 elsewhere
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the apex. Thus, the cochlea is tonotopically ordered with each location associated 
with a particular frequency. Additionally, the somatic sensory cortex and motor 
cortex have distinct topographical representations of the body and all the muscle 
groups of the body, respectively [22]. The local radial basis function emulates this 
spatial property by having activity only when the current operating point is near 
its center.
3.3.1 R elative D egree O ne System s
The objective is to recursively update the controller parameters such that the plant 
output asymptotically tracks the output of a linear reference model. The following 
reference model is suitable for nonlinear systems of relative degree one,
V m  =  Urn " b  l l V s p  ( 3 - 8 )
where ym is the model output and 71 > 0 is a controller tuning parameter which 
determines the speed of setpoint responses. Note that if a*(x) and 3*(x) are known, 
the model matching problem is solved by the linearizing control law (3.2).
Two assumptions are invoked to facilitate Lyapunov design of the parameter 
update laws. The first assumption that 0T<p{x) 0 ensures the nonlinear control law
(3.6) remains well defined. Because the sign of @*(x) is assumed to be known, this 
condition usually can be satisfied by careful initialization of the controller parameters 
0. The second assumption ensures the existence of “true” controller parameters a*
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and 3* such that model matching is achieved:
a ‘T(p(x) =  Lfh(x)  4- 7i/i(x) (3.9)
3*Ttf>{x) =  Lgh(x)
This implies perfect estimation of the controller functions throughout the entire 
state space is possible. This assumption does not strictly hold in practice, although 
results for globally supported radial basis functions suggest the controller functions 
can be approximated arbitrarily well on a compact set if a sufficient number of basis 
functions are employed [81]. In some sense, the second assumption is analogous 
to the perfect model assumption commonly used in nonlinear model-based control 
techniques [34]. Moreover, similar conditions are required in linear model reference 
adaptive control schemes [90].
The derivative of the output along the system trajectories can be written as:
y = Lfh(x) + Lgh(x)u (3.10)
Using the model matching equations (3.9) and adding and subtracting 3T(p(x)u to 
(3.10) yields:
y =  —'•fih(x) +  a*T<fr(x) +  (3*T<})(x)u +  3T4>(x)u — 0 T <f)(x)u (3.11)
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Assuming 3T<t>(x) 7^  0. substitution of the control law (3.6) yields,
y = - h h ( x )  +  hysp  -  ^Jd>{x) -  !»(x)u (3.12)
where =  a  — a* and '52 = 3 — 3* are parameter error vectors. The dynamics of
the tracking error e =  ym — y can be written as:
e =  —7 te +  ^f<p(x) +  ^ 2 6 {x)u (3.13)
The form of the error dynamics suggests the following parameter update laws [90]:
tpi =  a = -rjie(p(x) (3.14)
W2  =  3  =  -/72e0(x)u
where r/, > 0 are adjustable adaptation gains. Only the first update law is required 
if the controller function 3*{x) is known a priori.
Closed-loop stability is proven using the Lyapunov function:
V  = %- +  02 (3.15)
2 2 t7x 2 t?2
The derivative of V  along trajectories of the error system is: V — —7 ie2 < 0. 
This establishes that e, tpi, and 0 2 are bounded, and e is square integrable [44]. 
The exponential stability and Lipschitz continuity assumptions imposed on the zero
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dynamics ensure x  is bounded and e is uniformly continuous [91]. It follows from 
Barbalat’s Lemma [44] that /zm(_i.00e(t) =  0.
3.3.2 H igher R elative Degree System s
We now extend the direct adaptive control technique to nonlinear systems of relative 
degree two and higher. The appropriate reference model is,
Vm = -7rym_ l)---------- 7l Vm  +  7l Vsp (3-16)
where the 7 * are controller tuning parameters chosen such that sr +  7rs r~l H F7 i
is a Hurwitz polynomial. As in the relative degree one case, two assumptions are 
needed to rigorously derive the parameter update laws. The first assumption is 
3To(x) 7^  0. The second assumption implies the existence of "true” controller
parameters a* and 3* that achieve model matching:
Q*r 0(x) =  Lrf h{x) + 7 rLrf lh ( x ) + ■■■ + -,M x )  (3.17)
3*T<f>(x) = LgLTf vh{x)
The r-th derivative of the output along the system trajectories can be written as:
y(r) =  Lrf h{x) +  LgLrf~lh(x)u (3.18)
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Using the model matching equations (3.17) and adding and subtracting 3Td)(x)u to 
(3.18) yields:
y<»•> =  - l r Lrf lh { x )  7l/»(x) + a ml0{x) + F I 0(x)u + (3.19)
3T0(x)u — 3t o(x )u
Substitution of the control law (3.6) yields,
y(r) =  - 7  rLrf lh { x )  71 h{x) +  71 ysp ~  0{x) -  ^( t ){x)u  (3.20)
where $1  and are parameter error vectors defined previously. The dynamics of 
the tracking error are:
e(r) =  —7 re(r-l) -  • • • — 71 e-\-^<t){x)+  (3.21)
In this case, the gradient update laws (3.14) do not guarantee Lyapunov stability 
because the transfer function,
M{s) = ------------- 1--------------  (3.22)
sr + 7 rsr_1 4 h 71
associated with the error dynamics is not strictly positive real [90]. This difficulty 
is overcome using the augmented error approach [91]. Define the parameter error 4/
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and the regressor $  as:
=
^2
$  =
<t>
(pu
(3.23)
Now the error dynamics can be written as e =  iV/(s)['Irr$]. which represents the 
filtering of the time domain signal by the stable transfer function M(s).  The 
“true" and estimated values of the controller parameters are defined as:
(3-24)
- ~
a* a
9* = 9 =
3 * 3
Standard F ilter in g  Technique
The augmented error ei is defined as [91]:
d  =  e +  0r A/(s)[$] -  M ( s )[8t $] (3.25)
This relation allows ex to be computed from measurable signals. In general. ex ^  e 
because the estimated parameters vary with time. By contrast, the “true” param­
eters are constant so 0*r A/(s)[<£] — A/(s)[0*r $] =  0. By subtracting this equation 
from (3.25), an alternative representation of ex which is more convenient for analysis 
is obtained:
ei =  e +  tfr M (s)[$] - M (s ) [ t f r $]
=  tfr A/(s)[$]
(3.26)
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The form of this error equation suggests the following normalized gradient update 
law [90],
* “ ®= (3-27)
where £ =  A/(s)[<£] is the filtered regressor. Different adaptation gains can be used 
for the a and 3 parameters by modifying the update law as follows.
Q = TTF?'  (3 -28)
where £i =  A/(s)[o] and £2 =  A/(s)[0 u].
Stability analysis for higher relative degree systems is considerably more com­
plex than that shown for the relative degree one case due to the augmented error 
scheme. However, the analysis procedure presented by Sastry and Isidori [91] can 
be used to show the state vector x  remains bounded and lim^oo e(t) =  0. Note that 
the augmented error scheme can lead to high computational demands due to the 
introduction of a large number of filters. The total number of differential equations 
required to implement the parameter estimator is 2r (N  +  1) +  2N,  where r is the 
relative degree and N  is the number of basis functions used. Thus, the method is not 
well suited for nonlinear systems with high relative degree or which require a large 
number of basis functions. Fortunately, most chemical and biochemical systems 
have low relative degree.
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M odified F iltering Technique
The controller parameters 7* in the transfer function (3.22) determine the speed of 
setpoint responses. The parameters are chosen to achieve an appropriate balance be­
tween the speed of response and aggressiveness of the control action. Unfortunately, 
these same parameters are used to filter various signals via the transfer function 
(3.22). As shown later in Section 3.4, this “slow” filtering can lead to undesirable 
closed-loop performance. To address this shortcoming, M{s) is redefined as:
M(s) = -------------£ ------------- (3.29)
Sr +  7 r s r _ 1  -I----------- (- 7 1
We introduce a new filter with faster dvnamics.
Mi(s) = -------=-----^ ------------ r  (3-3°)sr +  6r s r~ 1 h—  +  <fi
where the polynomial sr +  Srsr 1 -I—  • +  d't is Hurwitz. Now the error dynamics can 
be written as:
e =  — A/(s)[tfr $] (3.31)
7i
The modified augmented error e\ is defined as:
ei =  ~TTT\e +  - 0 r */i(s)[$] -  -M i(s ) [0 r ^] (3.32)M(s)  7i 7i
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This relation allows et to be computed from measurable signals. The identity equa­
tion ^j-0*r A/i(s)[$] -  ^ ■A/l (s)[0*r $] =  0 can be subtracted from (3.32) to yield a
more convenient form of e\ for analysis:
= T77Te +  - * r AT,(«)[«] -  -.W,(s)[<?r <['] (3.33)A/(s) 7i 7i
= — ^ A / ^ s ) ^ ]
7l
The form of this error equation suggests the normalized gradient update law (3.28). 
where £ =  ^A /i(s)[$ ] is the filtered regressor.
3.3.3 Com parison w ith  Linear M odel R eference A daptive  
Control
Linear model reference adaptive control (LMRAC) techniques are based on a set 
of standard assumptions which allow closed-loop stability analysis [90], We show the 
proposed nonlinear model reference adaptive control (NMRAC) requires analogous, 
but generally stronger, assumptions. LMRAC techniques require a minimum phase 
transfer function model in which the sign of the high frequency gain is known. The 
NMRAC strategy is restricted to nonlinear systems which are minimum phase in 
the sense discussed in Section 3.2. In Appendix B, we show the assumption that 
the sign of /3’ (x) is known is a nonlinear generalization of the high frequency gain 
condition. The definition of the reference model in LMRAC techniques requires 
knowledge of the system order (n) and the relative degree (r). The relative degree
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also must be known in the NMRAC strategy to define the reference model. Knowl­
edge of the system order is replaced by the considerably stronger assumption that all 
n state variables are measurable. Both techniques require the existence of nominal 
controller parameters which achieve exact model matching. As discussed previ­
ously. this assumption is considerably stronger in the nonlinear case since unknown 
nonlinear functions are approximated by linearly parameterized basis functions.
3.3.4 B asis F u nction  G eneration
The previous development is based on the assumption that the number of radial 
basis functions (N) is fixed. This implies basis functions are placed throughout the 
entire state space since trajectories of the closed-loop system cannot be predicted a 
priori. To reduce computational demands, only basis functions which are centered 
"near” these trajectories should be utilized. We address this problem by using a 
slight modification of center generation procedures proposed in [85, 89].
Potential locations for basis function centers are placed on a regular grid in the 
state space. Guidelines for selecting an appropriate mesh size based on smoothness 
properties of the approximated functions are discussed elsewhere [89]. A particular 
basis function is activated only if the closed-loop system evolves "near” its center. In 
the two-dimensional example considered in the next section, the four basis functions 
surrounding the current operating point are activated if they are not presently con­
tained in the network. We have found this scheme provides a reasonable compromise 
between the number of basis functions and smoothness of the control moves.
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Table 3.1: Nominal operating conditions for biochemical reactor.
Symbol Definition Value
Hm maximum specific growth rate 0.48 h " 1
K m substrate saturation constant 1.2 g/L
K t substrate inhibition constant 15 g/L
} x/s cell-mass yield 0-4 g/g
D dilution rate 0.2 h " 1
Sf feed substrate concentration 20 g/L
X biomass concentration 7.64 g/L
s substrate concentration 0.895 g/L
3.4 Simulation Example
We apply the direct adaptive control strategy to the bioreactor model (3.4) where 
the reaction rate functions have the form [6]:
“  ( 3 ' 3 4 )
r2(.V,S) =  - t r 4 - r , ( X 5 )
*x/s
Nominal operating conditions are shown in Table 3.1. The controlled output is 
chosen to be the biomass concentration (X).
3.4.1 R elative D egree One S ystem
The manipulated input is chosen as the dilution rate (D ). In this case, the system 
has relative degree one and the input-output linearizing control law is,
i-j  r i(X, S) 7 iX  4- 7iySp   Q: (x) + 7iUsp oc\
- X  ~  (3'{x) ( j
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where the state vector is defined a s i  =  [X S]T. The associated zero dynamics can 
be shown to be locally stable via Jacobian linearization.
As discussed in Section 3.2, it is reasonable to assume the function 3*(x) is 
known and the function a*(x) is unknown. Therefore, the nonlinear control law has 
the form (3.6) where /?T0 (x) =  —X .  Radial basis functions are used to construct 
an on-line estimate of a*(x) using the procedure described in Section 3.3.4. The 
mesh size for centers is 0.05 g/L  and 0.1 g/L for X  and S, respectively, and the 
basis functions are scaled with ax =  0.2 g/L and a2 =  0.4 g/L. The controller 
parameters a* of the four basis functions surrounding the nominal operating point 
are initialized such that D{0) is equal to the nominal value in Table 3.1. The 
remaining controller parameters a, are initialized to zero when the corresponding 
basis functions are introduced to the network. The desired setpoint response is 
described by the reference model (3.8) with 71. =  0.67 h~l . The parameter update 
law is (3.14) where rji =  50 (the 3 update law is not needed).
Figure 3.2 shows the servo performance for repeated setpoint changes between 
the nominal biomass concentration (7.64 g/L) and a lower value (7.14 g/L). A total 
of 47 basis functions are activated for this test. The adaptive nonlinear controller 
provides such outstanding tracking that it is difficult to distinguish between the 
outputs of the plant and the reference model. The controller produces reasonable 
dilution rate changes, and the control moves become slightly' smoother as training 
progresses. Smoother control moves can be obtained by decreasing the mesh size
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Figure 3.2: Repeated setpoint changes for relative degree one case. Legend 
for the parameters; a(3) (solid); a(10) (dash); a(44) (dot).
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at the expense of increased computation. Three randomly chosen controller param­
eters shown for a longer test run appear to be converging. These correspond to 
a(3), ct(10), and a(44) located in the two dimensional state space at [7.65,0.80]r . 
[7.55,1.2jT. and [7.15.2.2]r . respectively. Figure 3.3 shows the on-line function ap­
proximation of the true controller function q*(x) by the estimated function a (x ). 
After the initial training phase, the function is approximated very accurately, with 
the exception of the ‘‘spikes” which appear in the approximated function for positive 
setpoint changes.
Figure 3.4 shows the servo performance for setpoint changes of random magni­
tude and duration. A total of 53 basis functions Eire activated. As before, it is diffi­
cult to distinguish between the outputs of the plant and the reference model. Rea­
sonably smooth dilution rate changes are produced even though the input changes 
±40% from its nominal value. Figure 3.5 shows the controller function approxima­
tion for this case. With the exception of a few “spikes” in the estimated function, 
outstanding approximation is obtained.
Figure 3.6 shows the regulatory performance for repeated feed substrate con­
centration disturbances between the nominal value (20 g/L) and a larger value (22 
g/L). A total of 46 basis functions are activated. The controller provides excellent 
disturbance rejection as the biomass concentration is maintained within 0.02 g/L  
of the setpoint. The input is well behaved and becomes slightly smoother with 
continued training. Figure 3.7 shows the regulatory performance for random feed
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
81
- 6.6
-6.7
^  -6.8 
8
-6.9 —  a (x )  
 a*(x)
-7.0
504020 30100
Time ( h )
Figure 3.3: On-line function approximation for repeated setpoint changes 
for relative degree one case.
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Figure 3.4: Random setpoint changes for relative degree one case.
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Figure 3.5: On-line function approximation for random setpoint changes 
for relative degree one case.
7.70
7.65
7.60
— y
7.55
7.50
6040 5020 300 10
0.32
0.30
0.28
0.20
600 20 30 40 5010
Time ( h )
Figure 3.6: Repeated disturbance for relative degree one case.
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Figure 3.7: Random disturbance for relative degree one case.
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substrate concentration disturbances. A total of 22 basis functions are activated. 
The controller provides excellent disturbance rejection as before.
3.4.2 R elative D egree Two System
In this case, we chose the feed substrate concentration as the manipulated input. 
The system has relative degree two and the input-output linearizing control law is,
It is important to realize that these controller functions are assumed to be unknown 
and are not used by the adaptive nonlinear controller. They are only given here 
in order to show the increasing complexity of the functions as the relative degree 
increases. The desired setpoint response is described by the reference model (3.16)
Sf
—L2fh(x)  -  ~(2n { X ,  S) -  7iA  +  7iyap 
LgLfh(x)
(3.36)
a* (x) + 7 1  ysp 
F {x)
where:
L2h(x) =  (fx — D)2xi — ^ 1 -
&m + x 2 + Afm +  x2 +
VmDXi
2
with r  =  2. We reduce the number of tuning parameters by choosing 72 =  -  and 
7 i =  where e =  1.5 h. The parameter update law is (3.28) with the adaptation
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gains chosen as r/i =  100 and 772 =  0.25. The filter M\  in (3.30) is simplified by
o  1
choosing <S2 =  — and where ei =  0.5 h.
The basis function generation procedure described in Section 3.3.4 is not utilized 
here for simplicity. Instead, the radial basis function centers are introduced a priori 
on a mesh of 0.05 g/L and 0.1 g/L for X  and 5, respectively. This corresponds to 
75 centers that cover the range 7.3 < -Y < 8.0 g /L  and 0.7 < 5  < 1.1 g/L.  The a 
parameters are initialized as a(0) =  0, while the 3 parameters are initialized with 
the same value such that 5 /(0) is equal to the nominal value in Table 3.1. The basis 
function scaling is chosen as ai =  0.15 g/L and a2 =  0.3 g/L.
Figure 3.8 shows the servo performance for repeated setpoint changes between 
the nominal biomass concentration (7.64 g/L) and a lower value (7.44 g/L). Note 
that the nonlinear adaptive controller with the modified filtering method provides 
significantly improved setpoint tracking as compared to the standard filtering tech­
nique. The input moves are reasonable, but not particularly smooth. Three repre­
sentative q and 3 parameters shown for a longer test run appear to be converging. 
The q parameters correspond to a(8), c*(22), and a(33) located in the two di­
mensional state space at [7.65,0.7]r , [7.6,0.8]r , and [7.4,0.9]r , respectively. The 3 
parameters correspond to (3(21), 3(24), and 3(51) located at [7.55,0.8]r , [7.7,0.8]r . 
and [7.55,1.0]T, respectively. Figure 3.9 shows the on-line approximation of the con­
troller functions a*(z) and /3*(x). The estimated functions are offset from the true 
functions because the a* parameters are initialized to 0 and the /?, parameters are
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Figure 3.8: Repeated setpoint changes for relative degree two case. Legend 
for the parameters; a(8) (dash); a(22) (dot); c*(33) (solid); /3(21) (solid); 
/3(24) (dash); /3(51) (dot).
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Figure 3.9: On-line function approximation for repeated setpoint
changes for relative degree two case.
chosen to produce the nominal input. The estimated functions are not converging 
to the true functions because of the high number of adjustable parameters combined 
with the lack of persistent excitation [91] in the setpoint. However, the controller is 
able to track the setpoint changes despite the poor function approximation.
Figure 3.10 shows the servo performance obtained with the modified filtering 
technique for setpoint changes of random magnitude and duration. The output
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Figure 3.10: Random setpoint changes for relative degree two case.
tracks the setpoint quite well considering the limited amount of information known 
about the system. The feed substrate concentration is not particularly well-behaved 
in this case. Figure 3.11 shows the on-line approximation of the controller functions 
a*(x) and f3*(x). The estimated functions are offset from the true functions because 
of the high number of adjustable parameters combined with the lack of persistent 
excitation. Despite this problem, the controller is able to track the setpoint changes 
reasonably well.
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Figure 3.11: On-line function approximation of random setpoint changes 
for relative degree two case.
3.5 Summary and Conclusions
By emulating learning control strategies used in biological systems, we have de­
veloped a nonlinear model reference adaptive control strategy which does not re­
quire a detailed dynamic model of the process to be controlled. The motivation 
for developing the direct adaptive control technique is tha t biological systems are 
believed to operate without the use of explicit models. The technique is applicable
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to single-input, single-output nonlinear systems with full-state feedback and stable 
zero dynamics. The only structural information required is the relative degree and 
the sign of the Lie derivative LgLrj~lh(x) which appears in the associated input- 
output linearizing control law. For relative degree one systems, this function often 
is known from basic mass and energy balances. Unknown controller functions are 
approximated with locally supported radial basis functions that are linearly param­
eterized. Basis functions are introduced only in regions of the state space where the 
closed-loop system actually evolves. Parameter update laws which ensure (under 
certain assumptions) the plant output asymptotically tracks the output of a linear 
reference model and the state vector remains bounded are derived via Lyapunov 
stability analysis. The strategy provides good servo and regulatory performance 
when applied to a two-dimensional bioreactor model.
A potential shortcoming of the proposed technique is high computational require­
ments. A large number of basis functions and adjustable parameters are required 
when the nonlinear system is highly dimensional and/or operates over a wide range 
of the state space. Moreover, for higher relative degree systems the method requires 
the introduction of filters which cause the total number of differential equations 
needed for implementation to increase linearly with the relative degree. Chapter 5 
focuses on improving the computational efficiency of the technique by reducing the 
dimension of the state space in which the radial basis function centers are placed. 
Additionally, the closed-loop system can exhibit poor transient performance using
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the proposed method. To address this shortcoming, a technique for embedding 
linear models in the nonlinear controller is presented in Chapter 4.
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Chapter 4 
Nonlinear M odel Reference A daptive  
Control with Embedded Linear M odels
4.1 Introduction
The previous chapter presented a nonlinear model reference adaptive control strat­
egy based on radial basis function networks. The technique is applicable to input- 
output linearizable nonlinear systems with full state feedback. The major advantage 
of the proposed method is that controller design can be performed without a de­
tailed nonlinear model. The only structural information needed is the relative degree 
and the sign of the high frequency gain. Unknown controller functions are approx­
imated with radial basis functions that are introduced only in regions of the state 
space where the closed-loop system actually evolves. Lyapunov stability analysis 
is used to derive parameter updates laws which ensure the state vector remains 
bounded and the plant output asymptotically tracks the output of a linear reference 
model. A disadvantage of this approach is the underlying process dynamics are 
completely unknown to the nonlinear controller prior to on-line adaptation. Con­
sequently, the closed-loop system can exhibit poor transient performance, and even 
instability, during training.
Analogous to cerebellum and CNS involvement in voluntary motor control, we 
propose a nonlinear model reference adaptive control strategy based on local linear
92
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models which addresses this shortcoming. The CNS is conjectured to use hard­
wired models for rudimentary motor control. These local models, known as motor 
computational elements [76. 96], are located in the CNS and provide motor control 
for reflexes and simple voluntary movements. In order to perform more complex 
movements, the cerebellum learns to combine these motor computational elements. 
We emulate this biological technique by using a linear model to synthesize a linear 
controller which provides satisfactory closed-loop performance near the nominal op­
erating point. The linear controller gains are embedded in the nonlinear controller 
by adapting radial basis functions to approximate higher-order terms in the Tay­
lor series expansion of the unknown input-output linearizing controller functions. 
Analogous to the cerebellum combining motor computational elements, the track­
ing problem is addressed by embedding multiple linear models, each of which reflect 
the process dynamics around a desired operating point.
Computational efficiency of the nonlinear model reference adaptive control s tra t­
egy is also an important factor for practical applications. Due to the large number 
of adjustable parameters in the network, the on-line placement scheme presented in 
Chapter 3 is not computationally tractable for high-dimensional systems (n >  3) 
and/or systems with large operating regimes. For this reason, the computational 
efficiency will be enhanced by fixing the total number of basis functions and utilizing 
an algorithm for on-line addition/pruning of basis function centers.
The remainder of the chapter is organized as follows. In Section 4.2, an efficient 
algorithm for on-line placement of radial basis function centers is presented. In
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Section 4.3, simulation results for a chemical reactor example are presented using 
the nonlinear model reference adaptive control strategy of Chapter 3 and the center 
placement algorithm of Section 4.2. In Section 4.4, the nonlinear model reference 
adaptive control strategy with a single embedded linear model is described and com­
pared to a fixed-gain state feedback controller. In Section 4.5, a nonlinear multiple 
model adaptive control technique is developed by extending the controller design 
method in Section 4.4 to multiple linear models. The proposed controller is com­
pared to a linear multiple model adaptive controller. A summary and conclusions 
are presented in Section 4.6.
4.2 On-line Placement of Radial Basis Function 
Centers
The analysis presented in Chapter 3 is based on the assumption that the radial basis 
function centers are fixed. This implies basis functions are placed throughout the 
entire state space since trajectories of the closed-loop system cannot be predicted a 
priori. In the previous chapter, we have addressed this problem by placing potential 
locations for basis function centers on a regular grid in the state space. A particular 
basis function is activated only if the closed-loop system evolves near its center. A 
disadvantage of this approach is that a very large number of basis functions may be 
activated if the process is high-dimensional and/or operates in several regions {e.g. 
a chemical reactor with different steady-state operating conditions).
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The addition of a single basis function center to the network introduces two ad­
justable parameters which have associated differential equations (3.14) that describe 
their evolution. The total number of adjustable parameters is 2N. where *V is the 
number of active basis functions. On-line adaptation is practical only for low di­
mensional systems (n < 2) because the number of basis functions required to cover 
the desired operating region generally increases as the power of the state space di­
mension (n). Even for low dimensional systems, the basis function center placement 
scheme described above can lead to a large number of adjustable controller param­
eters if basis functions are continuously added to the network. It is desirable to 
minimize the total number of adjustable controller parameters to facilitate on-line 
implementation.
To address this shortcoming, an on-line pruning algorithm is employed. The 
mesh size is determined from a priori estimates of the smoothness of the unknown 
controller functions [89]. Then the scaling factors (aj) in (3.7) are chosen to fix 
the coverage of a single basis function. This allows the maximum number of basis 
functions that can be active at any particular time to be determined. The maximum 
number of active functions is used as the fixed size of the network (jV). Only active 
functions centered near the current operating point are contained in the network. As 
the operating point changes, new active centers are added and old inactive centers 
are pruned. The proposed method allows a simple initialization procedure since the 
centers being added/pruned are far removed from the current operating point and 
their contribution is small.
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CAf
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Figure 4.1: Simplified diagrammatic representation of a continuous 
stirred tank reactor.
4.3 Nonlinear Model Reference Adaptive 
Control
The chemical reactor shown in Figure 4.1 is used to evaluate the NMRAC strategy 
of Chapter 3. The model equations for a single irreversible reaction A -+ B  are [103],
C 4 =  l ( C A f - C A) - k 0e x p ( - ^ C A (4.1)
where CA is the reactor concentration of component ,4, T  is the reactor tem perature, 
Tc is the temperature of the fluid in the cooling jacket, and Tf  is the tem perature of
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Table 4.1: Nominal operating conditions for irreversible chemical reactor.
Symbol Value
Q 100 L/min
E
R 8750 K
Cm 1 mol/L
kf) 7.2 x 1010 min-1
Tf 350 K
UA 5 x 104 J/min-K
V 100 L
P 1000 g/L
( -A  H) 5 x 104 J/mol
Cp 0.239 J/g-K
the feed stream. The remaining variables are defined in the original reference [103]. 
Nominal operating conditions are given in Table 4.1. The manipulated input and 
controlled output are the coolant temperature (u =  Tc) and the reactor temperature 
[y =  T), respectively. The resulting nonlinear system has relative degree one. The 
input is constrained as follows to maintain feasible operation: 280 K <  Tc < 370 
K. The tuning parameters are chosen as: 7  =  2 min-1, r\x =  100. and 772 =  0.005. 
The mesh size for centers is 0.05 g/L and 5 K for Ca and T, respectively. The basis 
functions are scaled with ax =  0.2 g/L and <22 =  15 K. For the following simulations, 
the network consists of 24 basis functions.
The performance of the NMRAC controller for a setpoint change from a stable 
steady state where T  =  383.8 K to an unstable steady state where T  =  363.8 K is
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Figure 4.2: Nonlinear model reference adaptive control for setpoint 
change.
shown in Figure 4.2. The temperature tracks the output of the reference model, but 
it exhibits bursting behavior before and after the setpoint change. The bursting is 
caused by initialization of the basis function weights when new centers are introduced 
to the network. The weights must be carefully initialized such that the control 
law remains well behaved. We have not found initial weights or controller tuning 
parameters which eliminate this bursting behavior. Figure 4.3 shows the regulatory 
performance at an unstable steady state for a feed temperature (X/) disturbance 
from the nominal value (350 K) to a larger value (380 K). The controller provides
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Figure 4.3: Nonlinear model reference adaptive control for feed temper­
ature disturbance.
excellent disturbance rejection as the reactor temperature is maintained within 1 K 
of the setpoint. However, the input exhibits bursting behavior during initialization. 
These results provide the motivation for modifying the NMRAC strategy to obtain 
improved transient performance.
4.4 Nonlinear Model Reference Adaptive 
Control w ith Embedded Linear Model
The NMRAC technique is based on the assumption that the underlying process dy­
namics are completely unknown prior to on-line adaptation. As shown for the CSTR
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example, this can result in poor transient performance, and even instability, during 
training. In many process applications, some dynamic information is known or can 
be obtained from plant data. In particular, linear dynamic models can be developed 
for nominal operating points using well developed linear system identification tech­
niques [58]. These linear models can be used to synthesize linear controllers which 
provide approximate model matching near the associated operating points. In this 
section, we show how the controller gains obtained from a single linear model can be 
embedded within the nonlinear controller to yield a NMRAC strategy with a sim­
pler initialization procedure and improved transient performance. We focus on the 
relative degree one case but note that the following development can be extended 
to higher relative degree systems using the filtered regressor approach in Chapter 3.
4.4 .1  Taylor Series Expansion
Consider the linear model,
x' =  Ax'  +  bu' (1-2)
y' =  ex'
where: x' =  x  — x, u' = u — u, and y' =  y — y are deviation variables; and x , u, and 
y represent the steady-state operating point of interest. The matrices A, b, and c 
can be determined using standard linear system identification techniques [58]. The 
linear controller which provides local model matching with respect to the reference
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model (3.8) is,
—cAx' -  7 ex' +  7 r' _  —k]_x' 4- 7 r' (4.3)u cb
where k { and k2 are linear controller gains.
The input-output linearizing control law for a relative degree one system of the 
form (3.1) is [33, 38],
- L f h ( x )  -  yh(x) + 7 r _  - a m(x) + yr 
“ = ---------- L p f c ) -------------- - 3-{x) (4-4)
where r  is the setpoint, 7  >  0 is an adjustable tuning parameter, L/h(x)  and Lgh(x) 
are Lie derivatives, and a*(x) and 0*(x) represent the true controller functions. Now 
consider the control law (4.4), which can be rewritten as:
The linear approximation of this equation about the steady state (x, u , r) is:
a ( x )  -I- (3*(x)u = 7 r (4.5)
dcx*{x) _d(3*(x) 
dx + U dx X
(x — x) + j3*(x)(u — u) =  7 (r — r) (4.6)
The linear approximation can be written as,
k]_x' -t- k2u' =  7 r' (4.7)
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where ki and Ar2 are the linear controller gains. The linear controller gains are 
embedded within the NMRAC controller derived below.
Consider Taylor series expansions of the unknown controller functions:
Q*(x) =  Ct*(x) +
da* (x) 
dx
(x — x) +
d2a*(x)
dx2
(x — x )2 +  • • • (4.8)
3m(x) = 3*{x) +
d3*{x)
dx
(x — x) +
d23*(x) 
dx 2
(x — x )2 +
As shown in Appendix C .l. substitution of these expansions into (4.5) yields.
[&ix; +  d(x')] +  [k2 +  8(x')\u' =  l r> (4.9)
where q(x') represents second-order and higher terms in a*(x) and 3*(x)u, while 
3{x') represents first-order and higher terms in /3*(x). Thus, the input-output lin­
earizing control law (4.4) has the following deviation form:
,  _  - [ k i x 1 +  ^(x')] -I- 7 r' 
k2 + /3(x/)
(4.10)
4.4.2 Param eter E stim ation
By embedding the linear controller gains as in (4.10), the nonlinear controller design 
problem is reduced to approximating the higher-order functions d(x') and 3(x‘). VVe
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assume the functions can be represented as,
,V •T
a(x') = Y , a ' M x>) = *(x ') (4-u )
«=i
AT
J (t') =  Y . =  3'
1 = 1
where a* and 3* are vectors of unknown constant parameters, o{x') is a vector of 
basis functions, and N  is the number of basis functions. As discussed in Chapter 3. 
in practice the relations (4.11) will hold only in an approximate sense. The control 
law (4.10) can be rewritten as:
, - [ k ix 1 +  a*T<p(x')} +  7 r' , ,  , ^
k2 + 3*T<t>{x>) { ]
An implementable control law is obtained by replacing the unknown controller pa­
rameters with adjustable parameters a(t) and 3(t),
, -[hiX1 +  a T <j>(x')\ +  7 /
u =  M l W )  ( 4 ' 1 3 )
where we assume ki +  3To(x') ^  0 to ensure the control law remains well defined. 
Because &2 and 3*(x') have the same sign, this assumption usually can be satisfied 
by initializing the controller with 3(0) =  0. This initialization procedure is consid­
erably simpler than that required for the NMRAC technique without an embedded 
linear model (ELM). As before, locally supported radial basis functions are used
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to approximate the unknown controller functions, and the basis function centers
are allocated as discussed in Section 4.2. However, since the control law (4.13) and
controller functions are expressed in terms of deviation variables, the basis functions 
will be placed in the deviation space (x ').
Update laws for the controller parameters a(t) and 3(t) are derived via Lyapunov 
stability analysis. The derivative of the output along the system trajectories is:
y = Lfh(x)  +  Lgh(x)u = a*(x) — ~/h(x) + J*(x)u (4.14)
The following relation is obtained from (4.14) in Appendix C.2,
y + ^y  =  —v^e^x') -  ^(t>{x')u' -+- 7 r  (4.15)
where =  a  -  a* and =  3 ~  3*- The tracking error e = ym -  y has the
dynamics:
e = —ye -I- tyj(p(x') +  \Er|'0 (x ,)u/ (4.16)
This error equation suggests the following gradient update laws [90],
=  d =  —T71ed(x/) (4-17)
4>2 =  3  =  -rfre4>(x')u'
where 77* >  0 are adjustable adaptation gains.
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4.4.3 S im ulation  Exam ple
The NMRAC strategy with ELM is evaluated using the chemical reactor model 
described in Section 4.3. The linear controller gains are obtained from one of the 
linear models in Table 4.2. where the linear state space matrix for the output is 
c =  [0 1]. The tuning parameters are chosen as: 7  =  2 min-1. r]i =  75. and 
rfr =  0.005. The mesh size and scaling factors are the same as in Section 4.3, except 
that the number of active centers is reduced to 20  to decrease the computational 
burden. The centers of the radial basis functions are determined on-line using the 
procedure described in Section 4.2. We compare the nonlinear controller to a linear 
state feedback controller designed using one of the linear models in Table 4.2. To 
include an explicit integral term, the controller design is based on a second-order 
reference model rather than the first-order model (3.8). The resulting control law 
has the form,
, -c A x '  + 7 i(r ' -  y') -F y0 /„* (r' -  y')dr
U =  -------------------------------7------------------------------
CO
where = 4 and 70 =  4.
Figure 4.4 shows the performance of the NMRAC controller with ELM and the 
linear controller for a setpoint change from a stable operating point to an unstable 
operating point. Both controllers are designed using stable model number 3 in Table 
4.2. The nonlinear controller provides excellent tracking in the unstable region
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Table 4.2: Linear models for irreversible chemical reactor.
Model Stable Steady States Linear State Space Matrices
Number Model CA T T1  C .4 b
1 yes 0.944 314.6 292.0
-1 .06 -0.005 
12.5 -2.05
0
2.09
2 no 0.5 350 300
-2.00 -0.0357 
209.2 4.38
0
2.09
3 yes 0.1 383.8 309.9
-10.0 -0.0536 
1889 8.13
0
2.09
even though the ELM is stable. The linear controller produces very large input 
moves which hit the input constraints. As a result, the temperature exhibits large 
oscillations and the new setpoint is not achieved. This behavior is attributable to 
the use of a stable model for controller design. The advantage of the NMRAC 
controller with ELM over the NMRAC controller without ELM (Figure 4.2) also 
is apparent. The bursting behavior during initialization and transients is almost 
completely eliminated when the ELM is included.
Figure 4.5 shows the performance of the NMRAC controller with ELM and 
the linear controller for a setpoint change in the unstable operating region. Both 
controllers are designed using unstable model number 2 in Table 4.2. The linear
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Figure 4.4: Nonlinear MRAC with stable ELM and linear state-feedback 
for setpoint change: nonlinear MRAC (solid); linear (dash-dot); ym (dot).
controller produces a large overshoot in the temperature as the input saturates 
at the lower constraint. The nonlinear controller provides excellent tracking even 
though the input is slightly oscillatory.
Figure 4.6 shows the performance of the NMRAC controller with ELM using 
stable model number 3 for several setpoint changes. Because a single linear m odel. 
is used, the tracking deteriorates as the setpoint moves further from the region in 
which the linear model is accurate. This provides motivation for embedding multiple 
linear models, as discussed in the following section. Figure 4.7 shows the regulatory
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
108
420
* 4 0 0
2 380
.5 360
340
1096 7 8540 2 3
2 340
320
§300
1095 6 7 8430 2
Time (min)
Figure 4.5: Nonlinear MRAC with unstable ELM and linear state- 
feedback for setpoint change: nonlinear MRAC (solid): linear (dash-dot); 
ym (dot).
performance of the NMRAC controller with ELM and the linear controller at an 
unstable steady state for a feed temperature disturbance from the nominal value 
(350 K) to a larger value (380 K). Both controllers are designed using unstable 
model number 2 . The linear controller yields very poor performance. The nonlin­
ear controller with ELM effectively rejects the disturbance and the input behav­
ior is significantly improved as compared to the nonlinear controller without ELM 
(Figure 4.3).
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Figure 4.6: Nonlinear MRAC with stable ELM for multiple setpoint 
changes: nonlinear MRAC (solid); yrn (dot).
4.5 Extension to Multiple Linear Models
Figures 4.4 and 4.5 demonstrate that NMRAC can provide excellent tracking per­
formance when the setpoint is in the same region as that used to develop the ELM. 
However, a degradation in performance is observed in Figure 4.6 as the setpoint 
moves into a region with different stability characteristics than the linear model. 
This is attributable to a fundamental change in the underlying process dynamics 
which makes the ELM inappropriate. Multiple linear models, each developed for a
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Figure 4.7: Nonlinear MRAC with unstable ELM and linear state- 
feedback for feed temperature disturbance: nonlinear MRAC (solid); 
linear (dash-dot); ym (dot).
different operating regime, should provide better setpoint tracking over the entire 
operating range than a single linear model. This is particularly important for plants 
that operate in multiple regimes and transition between them (e.g. a polymerization 
reactor with different grades). The proposed method of embedding multiple linear 
models in the NMRAC controller represents a nonlinear extension of the multiple 
model adaptive control approach [5, 26, 95].
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4.5.1 C ontroller D esign
The objective of most multiple model adaptive control techniques is to determine 
the control action using the ‘‘best” model or combination of models for the current 
operating point. These models are linear because they can be obtained more readily 
than nonlinear models and tend to be more computationally efficient. Assuming 
linear models are available, the problem is reduced to combining the models cuch 
that linear controller gains can be calculated and incorporated into the nonlinear 
control law (4.13).
Following the development in [5], the combination rules are chosen as,
A/ M
ki =  Y .  + TCi) k* = £  W W i )  (4.19)
t=l i=l
M \f
u = Y ,  W&i x  =  W'iXi
«=i t=i
where: M  is the number of linear models; .4*, and c* are the state space matrices 
for the i-th linear model; and Wi is the weight associated with the z'-th model. 
Although there are several methods for determining which model or combination 
of models best represent the plant [5, 26, 95], a Bayesian weighting scheme will be
used in this thesis. The probability that the z-th model at time k represents the
plant is [95],
exp ( —e[ (k)K ti{k )) pi(k — 1)
Pi(*) =  r /  —  - \ ------- -— f (4-20)
H j i i  [exp ( - € f ( k ) K c j ( k )) pj(k -  1)]
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where ti(k) is the normalized residual for the i-th model and K  is the convergence 
factor [26]. The residual is computed as.
ei(k) = S[x{k) -  Xi{k)] (4.21)
where x(fc) is the state measurement at time k , Xi(k) is the state estimate obtained 
from the z-th model at time k. and S  is a diagonal scaling matrix. Since equation 
(4.20) is recursive, the probabilities must have a lower bound (J) to prevent them 
from becoming zero. This is achieved by renormalizing the probabilities to determine 
the actual weights [95]:
4.5.2 Sim ulation E xam ple
For the chemical reactor described in Section 4.3. three linear models correspond­
ing to different operating points axe given in Table 4.2. Since model number 2 is 
unstable, the Bayesian estimation scheme cannot use simple open-loop observers 
to generate the state predictions. To ensure bounded state estimates, a standard 
closed-loop observer is designed for each model,
Pi(k) > 6 (4.22)
Wi(k) = 0 Pi(k) =  S
x\ =  + biu'i + Li(y' -  y'J (4.23)
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where Li is the observer gain. Typically, the observer poles are chosen such that the 
observer responds significantly faster than the controller. In this example, the gains 
Li are chosen to place the observer poles at —20 . The residual can be rewritten as.
i(k) = S[x(k) -  (z'(k) +  Ii)J (4.24)
where:
S  =
(0.5) -1  0
0 (350)"1
We compare the proposed nonlinear multiple model adaptive controller (XM- 
MAC) to a linear multiple model adaptive control (LMMAC) controller, both of 
which use the state estimation scheme described above. The tuning parameters for 
the NMMAC controller are chosen as: 7  =  2 min_ l, r/i =  50, r/2 =  0.005, S = 0.005,
and:
K  =
25 0
0 35
(4.25)
The centers of the radial basis functions are determined on-line using the procedure 
in Section 4.2. The mesh size and scaling factors are the same as those given in Sec­
tion 4.3, but for this example the network consists of only 20 active basis functions. 
The control law for the LMMAC scheme is (4.18) and the tuning parameters are
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chosen as: 71 = 2, 70 =  1. 6 = 0.005, and:
A' =
75 0
0 75
(4.26)
In the following simulations, the nonlinear controller is initialized such that the linear 
model with nominal operating point closest to the initial operating point is assigned 
a weighting of one while the remaining linear models are assigned a weighting of 
zero.
Figure 4.8 shows the servo performance of the LMMAC controller for setpoint 
changes across the operating space. For the second change, the setpoint is not at­
tained because the estimator incorrectly switches to the unstable model. The input 
is not well behaved during this transition. Increasing the convergence factor causes 
the controller to switch repeatedly between stable and unstable models, which leads 
to closed-loop instability. The LMMAC controller also performs unacceptably for 
the sixth setpoint change. This behavior is due to the transition from the unsta­
ble model to stable model number 1. However, the controller performs reasonably 
well when the setpoint remains in an operating regime where the local stability 
characteristics are the same.
Figure 4.9 shows the servo performance of the proposed NMMAC controller for 
the same setpoint sequence as in Figure 4.8. The controller performs very well, 
although the input is somewhat oscillatory. It is interesting to note that the first
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transition between models occurs quite rapidly, whereas the second transition is 
considerably slower. For all setpoint changes, the temperature is maintained within 2 
K of the reference model. The NMMAC controller clearly outperforms the NMRAC 
with a single ELM (Figure 4.6).
Figure 4.10 shows the regulatory performance of the NMMAC controller for a 
series of feed temperature disturbances of random magnitude and duration. The 
controller provides excellent disturbance rejection as the temperature is maintained 
within 3 K of the setpoint. The input is well behaved, and the estimator correctly 
selects the unstable model throughout the test (not shown). Figure 4.11 shows the 
servo performance of the NMMAC controller when the unstable model is not used. 
For this test, the tuning is slightly modified with t]i = 100 and,
K  =
20 0 
0 25
(4.27)
As expected, the controller performs very well in the upper and lower stable oper­
ating regions. Despite the lack of an unstable model, the controller is able to track 
setpoint changes in the unstable region. However, the input is rather oscillatory in 
this regime.
4.6 Summary and Conclusions
By emulating learning in biological control systems, we have developed a nonlinear 
adaptive control strategy which does not require a detailed dynamic model of the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Fe
ed 
Te
m
pe
ra
tu
re
 
(K
) 
Co
ol
an
t 
Te
m
pe
ra
tu
re
 
(K
) 
Te
m
pe
ra
tu
re
 (
K
)
118
360
340
25 3015 200 5 10
360
340
320
300
280
20 2515 300 5 10
380 - ________________   -
360 - ---------------------
340-
320 - ___________
_________ i_________ i_________ i_________ i_________ i_________
0 5 10 15 20 25 30
Time (min)
Figure 4.10: Nonlinear MM AC for random feed temperature disturbances.
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process to be controlled. The motivation for embedding linear models within the 
direct adaptive control technique is that biological systems, such as the cerebellum 
and CNTS, use simple control elements to perform complex tasks. The technique is 
applicable to single-input, single-output nonlinear systems with stable zero dynam­
ics and full state feedback. Similar to motor computational elements utilized by the 
CNS, the proposed technique is based upon embedding a linear model (or multiple 
linear models) within the nonlinear controller to improve closed-loop performance 
during initialization and transients. Higher-order controller functions are approxi­
mated with locally supported radial basis functions that are linearly parameterized.
The total number of basis functions used is determined a priori, and an on­
line pruning algorithm is utilized such that the functions are centered near the 
current operating point. Parameter update laws which ensure the plant output 
asymptotically tracks the output of a linear reference model and the state vector 
remains bounded are derived via Lyapunov stability analysis. Bayesian estimation 
and heuristic combination rules are used to embed multiple linear models within the 
nonlinear controller. This yields a novel nonlinear multiple model adaptive control 
scheme with the ability to yield improved closed-loop performance for transitioning 
between operating points as compared to linear multiple model adaptive control 
techniques. The proposed strategies provide good servo and regulatory performance 
when applied to a nonlinear chemical reactor model.
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Chapter 5
Principal Component Analysis for 
Nonlinear M odel Reference Adaptive 
Control
5.1 Introduction
The previous chapters have developed a nonlinear model reference adaptive control 
strategy based on radial basis function networks [67. 71]. However, the scheme is 
not computationally tractable for high-dimensional systems (n > 3) due to the large 
number of adjustable parameters in the network. In this chapter, nonlinear prin­
cipal component analysis is investigated as a means to improve the computational 
efficiency of the nonlinear model reference adaptive control strategy. Nonlinear 
principal component analysis is used to reduce the effective system dimension so 
that basis function centers can be placed in a lower dimensional space which re­
flects the most critical directions of dynamic operation. Computational efficiency 
is further enhanced by utilizing the algorithm for on-line addition/pruning of basis 
function centers presented in Chapter 4. The proposed techniques are evaluated for 
a polymerization reactor model by reducing the four-dimensional sta te  space to a 
two-dimensional space for controller design.
The remainder of this chapter is organized as follows. Computational enhance­
ment based on dimensionality reduction with nonlinear principal component analysis
121
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is discussed in Section 5.2. In Section 5.3, the algorithm presented in Chapter 4 is 
extended for on-line placement of radial basis function centers in the reduced dimen­
sional space. The modified nonlinear model reference adaptive control technique is 
applied to a polymerization reactor model in Section 5.4. Finally, a summary and 
conclusions are presented in Section 5.5.
5.2 Dimensionality Reduction via Nonlinear 
Principal Component Analysis
In previous chapters, we have addressed the computational problem by placing po­
tential locations for basis function centers on a regular grid in the state space. A 
particular basis function is activated only if the closed-loop system evolves near 
its center. A disadvantage of this approach is that a very large number of basis 
functions may be activated if the measurement space dimension (n ) is large. By 
contrast, biological systems axe able to integrate hundreds or even thousands of 
widely dispersed and highly redundant pieces of sensory information. This type 
of information integration is known as data fusion [29]. For instance, NTS neu­
rons appear to reconstruct the blood pressure wave by integrating measurements 
from hundreds of arterial baroreceptors and cardiorespiratory measurements. Even 
though the specific computational mechanisms employed for the data integration 
are not yet fully understood, an analogous approach can be exploited to address the 
dimensionality problem of NMRAC.
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The proposed technique involves approximating unknown controller functions 
in a reduced dimensional space which is determined off-line via nonlinear principal 
component analysis (NPCA). The objective is to construct the reduced dimensional 
space Z  which provides a more efficient representation of the process dynamics 
than the original state space X .  The first step is to choose a dimension for the 
Z  space which provides a reasonable compromise between prediction accuracy and 
computational efficiency. While the appropriate choice is problem dependent, two 
dimensions have proven sufficient for the process models we have considered. The 
next step is to determine coordinates for the Z  space which minimize the amount of 
lost information. This can be achieved using principal component analysis (PCA) 
techniques.
PCA is a linear technique for mapping a multi-dimensional data  set into a lower 
dimension space while minimizing the loss of information [59, 60]. The basic idea is 
to project the original space onto a lower dimensional linear subspace spanned by- 
eigenvectors of the covariance matrix corresponding to the largest eigenvalues. The 
reader is referred to [60] for a review of PCA.
Numerous researchers have proposed methods for generalizing the PCA approach 
to perform nonlinear mappings. The principal curves method [23] minimizes a dis­
tance property similar to PCA but relaxes the linear subspace assumption. However, 
this method can produce a projection which is discontinuous. While this charac­
teristic may be advantageous in a theoretical setting, it is not desirable when the
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intended application is control of a continuous process. More importantly, each data 
point only generates an associated score. That is, the algorithm does not produce 
a nonlinear principal component model. Consequently, it is not possible to develop 
process monitoring and control techniques with this method [15].
Kramer [46] has proposed a NPCA technique based on a five-layer autoassocia- 
tive neural network with sigmoidal nodes in the second and fourth layers and linear 
nodes in the other three layers. The network is trained via backpropagation to per­
form the identity mapping. The trained network provides the necessary mappings to 
transform data  between the full and reduced dimensional spaces. This method has 
been shown to represent data with greater accuracy and fewer factors than linear 
PCA [46].
Tan and Mavrovouniotis [102] have proposed a nonlinear dimensionality reduc­
tion method based on optimization of neural network inputs. The basic idea is 
to reduce the five-layer autoassociative network to three layers and train the net­
work parameters and inputs simultaneously to reproduce the corresponding output 
vectors. Unfortunately, inputs are known only for the outputs which are used for 
network training. For other data sets, the network parameters are held constant 
and the input vector must be optimized for each output of interest. This method is 
not amenable to on-line implementation. As a result, the NPCA method of Kramer 
[46] is used in this thesis.
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X space hidden layer i Z space I hidden layer X space 
__________________________ J L _______ J
I
z = cp(x) X = S(z)
Figure 5.1: Autoassociative neural network for nonlinear principal 
component analysis.
The NPCA method is implemented with the five-layer neural network shown 
in Figure 5.1. This figure depicts the network used for the polymerization reactor 
example discussed in Section 5.4. The network maps points from the original X  
space to the reduced dimensional Z  space, and then maps points from the Z  space 
to a new space X  which represents an approximation to the X  space. The first layer 
of the network simply distributes the x  vector to nodes in the first hidden layer. The 
third layer produces the z vector from the outputs of the first hidden layer. The 
z vector is distributed to a second hidden layer, and the outputs from this layer 
serve as the inputs for the fifth layer that produces the estimated state vector (i).
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Figure 5.2: Simplified block diagram of nonlinear model 
reference adaptive control strategy using nonlinear principal 
component analysis.
The network is trained using backpropagation to perform the identity mapping [46]. 
The resulting network provides a mapping model 2 =  ip{x) and a demapping model 
x  =  £(z). As discussed below, the modified NMRAC strategy utilizes the mapping 
model to transform data points from the X  space into points in the Z  space.
The nonlinear controller is constructed in the reduced dimensional space Z  such 
that the controlled output (y) tracks the output of a linear reference model (ym)• 
Figure 5.2 shows a simplified block diagram of the NMRAC strategy using NPCA. 
The nonlinear controller uses the setpoint (r) and the reduced dimensional state 
vector (2 ), which is determined from the NPCA mapping 2 =  <p(x), to compute the
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manipulated input (u) introduced to the plant. The plant output is compared to the 
output of a linear reference model which represents the desired setpoint response 
of the closed-loop system. The tracking error (e) is used to adapt the controller 
parameters (0 ) such that the desired closed-loop response is obtained asymptotically.
In this case, a priori selection of an appropriate reference model is difficult 
because the relative degree of the nonlinear system in the reduced space is unknown. 
For most applications, the most reasonable choice is the first-order reference model 
(3 .8 ). We assume there exists a nonlinear control law which achieves the model 
matching objective in the reduced space Z:
- a ' ( z ) + j r
“ =  ~ n z )  ~ (° '1)
This is a reasonable simplifying assumption if the reduced space provides a good 
approximation of the process dynamics in the original state space.
By analogy to the full dimensional control law (4.12), an implementable version 
of the nonlinear control law is obtained by approximating the unknown controller 
functions using radial basis functions,
, - [ h z 1+ a T(j>{z')]+~/r'
k2 + pr<i>(z') ( ~ )
where: z' = z — z, u' = u — u, and r' =  r — f  are deviation variables; a  and 3 
are vectors of adjustable controller parameters; and ki and k2 are linear controller 
gains chosen to provide local tracking of the reference model. The linear gains are
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computed using an empirical linear model constructed in the reduced Z space.
£  =  Az' + bu' (5.3)
y' =  cz'
where: z' = z — z. u' = u — u. and y' =  y — y are deviation variables: and 5, u, 
and y represent the steady-state operating point of interest. As shown in Section 
5.4, the matrices A, b, and c can be determined using the mapping model 2 =  ^p(x). 
state variable data for small amplitude input changes around the nominal operating 
point of interest, and standard linear system identification techniques [58]. The 
linear controller which provides local model matching with respect to the reference 
model (3.8) is,
, —c A z ' - ^ c z '  + ^r' —kiz '  + yr'
u = ------------ ------------ = --------   (o.4)cb ko
where Aq =  c.4 +  7 c and k-2 =  cb are linear controller gains. The corresponding 
parameter update laws are,
a  = -riie(t>(z') (5.5)
3  =  —J72e0(2/)u/
where: e =  ym — y; and t]i and t]2 are positive adaptation gains.
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5.3 On-Line Placement of Radial Basis Function 
Centers in the Reduced Dimensional Space
Computational problems associated with on-line addition of basis function centers 
are addressed by fixing the total number (N)  of basis functions in the network. 
Potential locations for basis function centers are placed on a regular grid in the 
reduced dimensional space Z. As discussed previously, the RBF scaling parameters 
can be chosen to fix the coverage of a single basis function. This allows the maximum 
number of basis functions (N) that can be active at any particular time to be 
determined. As before, a particular basis function is activated only if the closed- 
loop system evolves near its center. The total number of active basis functions is 
held constant by pruning basis functions which have zero contribution a t the current 
operating point. New basis function centers are added and old centers are pruned as 
the nonlinear system transitions through the reduced space Z. The proposed scheme 
allows the controller parameters to be initialized as o (0 ) = J (0 ) =  0 since basis 
function centers being added and pruned have small contributions at the current 
operating point.
5.4 Simulation Example
The modified NMRAC strategy is evaluated using a four-dimensional polymeriza­
tion reactor model. The process considered is the free-radical polymerization of 
methyl methacrylate in a constant volume, continuous stirred tank reactor. The
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dimensionless model equations are [1],
/  ~ x i ~  DaplV(x)xiEx(x2)
(5.6)
x 3f  -  x3 -  Dadx 3Exd{x2)
dr
dx 4
—— =  14,  -  x 4
where r is time, Xi is the monomer concentration, x2 is the reactor temperature. x 3 
is the initiator concentration. X4 is the solvent concentration, x \ f - x 4f  are the corre­
sponding feed concentrations, B  is the heat of reaction, Dap and Dad are Damkohler 
numbers for propagation and disassociation, respectively, 7P is the activation energy 
for propagation, W(x)  is the live polymer concentration, Id is the heat transfer co­
efficient, and x2c is the cooling jacket temperature. The solvent feed concentration 
x 4f  is a function of i \ f  and x3,  because the feed stream mass fractions must sum to 
unity. The gel effect is included in the calculation of the live polymer concentration 
W(x)  [93]. The reaction rate expressions have the form,
Ex(x2) (5.7)
Exd(x 2)
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Table 5.1: Nominal operating conditions for polymerization reactor.
Symbol Value Symbol Value
Dap 5.871xl06 7 p 6.846
Dad 3.6447xlOn Id 6.892
3 1.3 B 0.3635
w 1.013x 10-7 %2c 0
1.206 X 2 0.08653
X 3 0.01424 X 4 1.865
Xif 1.286 X 2/ 0
* 3 / 0.01429 X 4  / 1.8653
where 7<* is the activation energy for disassociation. A more complete description 
of the model is presented in [1]. The nominal operating conditions shown in Table 
5.1 correspond to a stable equilibrium point. The objective is to control the reactor 
temperature (y =  x2) by manipulating the coolant temperature (u =  x2c). In this 
study, we assume the four state variables can be measured or inferred from available 
on-line measurements.
The five-layer neural network in Figure 5.1 used for dimensionality reduction 
is configured to reduce the four-dimensional state space X  to a two-dimensional 
space Z.  The network consists of 4 linear nodes in the first and fifth layer, 2 linear 
nodes in the third layer, and 15 hyperbolic activation functions in the second and 
fourth layers. A random sequence of manipulated input changes (u =  x2c) is used 
for network training, as shown in Figure 5.3. The resulting data set consists of
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Figure 5.3: Input sequences for training set (solid) and validation 
set (dot).
751 points. The network is trained over 50 epochs using the Levenberg-Marquardt 
backpropagation method, which yields a sum-squared error S S E  =  0.00016 for the 
difference between the state vector X  and its prediction X .  By comparison, lin­
ear PCA [60] yields a much larger error for the same training set: S S E  =  5688. 
The predicted monomer concentration (fi), reactor tem perature (x2), and initia­
tor concentration (£3) are compared to the actual values in Figure 5.4. There 
are no discernible differences between the monomer concentrations and the reac­
tor temperatures and only very small differences between the initiator concentra­
tions. By contrast, linear PCA is unable to produce mappings which yield accurate
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Figure 5.4: Predictions for training set: actual (solid); nonlinear PCA 
(dash); linear PCA (dot).
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predictions of the state variables. A second random input sequence shown in Figure 
5.3 is used for validation. Figure 5.5 shows the excellent generalization properties 
of the trained N’PCA network as the prediction accuracy is very close to that ob­
tained with the training data set. As expected, linear PCA generalization is very 
poor. These results demonstrate that NPCA captures the most important process 
characteristics by projecting the dynamics into a two-dimensional space.
The linear controller gains Aq and k2 are computed as in (5.4) by constructing 
a linear state-space model about the nominal operating point in the reduced space 
Z. The nominal steady state in the Z  space is obtained from the mapping model 
z =  ip(x). For the steady state in Table 5.1, this corresponds to z =  [1.881 2.052]. 
The input sequence used for system identification consists of a random series of 
small x 2c changes around the nominal value, as shown in Figure 5.6. The linear 
state-space matrices are estimated from the resulting data set of 1001 points using 
the MATLAB svstem identification toolbox:
0.3199 -0.5918 0.0572
.4 = , b =
0.8642 -1.2752 0.1466
, c =  [-5.5707 6.2331] (5.8)
In Figure 5.6, the predicted reactor temperature generated from the linear model 
is compared to the actual value. The linear model captures the most important 
dynamic trends and is sufficiently accurate to use in the nonlinear controller design. 
The linear controller gains computed from (5.4) are ki =  [—4.7515 4.6977] and 
k2 =  0.5952.
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Figure 5.5: Predictions for validation set: actual (solid); nonlinear PCA 
(dash); linear PCA (dot).
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Figure 5.6: Linear system identification: actual (solid); model (dash).
The NMRAC controller utilizes 24 basis functions placed on a regular grid with 
spacing of 0.05 units in the two-dimensional Z  space. The scaling factors are a! =  
a-i =  0.2. The controller is tuned by trial-and-error with 7  =  1.5, r]i =  15, and 
Tf2 =  5. For the sake of illustration, the NMRAC controller is compared to a linear 
state feedback controller designed in the Z  space using the empirical linear model. 
To include an explicit integral term, the linear controller design is based on a second- 
order reference model rather than the first-order model (3.8). The resulting control
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Figure 5.7: Linear state-feedback controller for setpoint changes.
law has the form,
, _  ~cAz'  4- 7 i( r7 -  y') + 70 /0*(r7 -  y')dT
cb
where 71 =  3 and 70 =  4.5.
Figure 5.7 shows the performance of the linear controller for a series of setpoint 
changes between three steady states where x?c =  0. The controller produces large 
overshoots and has difficulty tracking the reference signal. Additionally, the manip­
ulated input moves are undesirably large. Figure 5.8 shows the nonlinear controller
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
138
|- 0.8
£ 0.6
I  0.4
I  0.2
2016 18108 12 140 2 64
8 - 2
2016 188 10 12 140 4 6
Time
Figure 5.8: Nonlinear controller for setpoint changes.
response for the same series of setpoint changes as in Figure 5.7. The nonlinear 
controller provides very good tracking through the unstable operating region, and 
the manipulated input is reasonably well behaved.
Figure 5.9 shows the performance of the NMRAC controller for a repeated series 
of setpoint changes. Since the magnitude of the setpoint changes is relatively small, 
the closed-loop system remains in a small subspace of the overall operating space. 
For this reason, the controller is able to learn the appropriate control moves because 
there is minimal addition and pruning of basis functions. The learning results in
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Figure 5.9: Nonlinear controller for repeated setpoint changes.
improved tracking performance, as well as smoother manipulated input moves. The 
performance of the NMRAC controller for a random setpoint sequence is shown in 
Figure 5.10. The controller provides excellent tracking, and the input is reasonably 
well behaved.
The disturbance rejection performance of the nonlinear controller for a series of 
feed temperature ( i 2 /) changes is shown in Figure 5.11. The disturbance changes 
from its nominal value to 0.3 at r  =  2, to —0.3 at r  =  8 , and back to its nominal 
value at r  =  14. The controller provides good regulatory performance with well
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Figure 5.10: Nonlinear controller for random setpoint changes.
behaved input changes. Figure 5.12 shows the controller response for a sequence of 
feed temperature disturbances with random amplitude and duration. The controller 
provides excellent regulatory performance, and the input moves are reasonable.
In the previous simulations, the state space was reduced from four dimensions 
to two dimensions. For the sake of comparison, we consider reducing the original 
state space X  to a one-dimensional Z  space. The further dimensionality reduction 
will enhance the computational efficiency of the NMRAC strategy at the expense 
of decreased prediction accuracy of the NPCA network. A five-layer neural network 
with a single linear node in the third layer and the same number of nodes in the
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Figure 5.11: Nonlinear controller for unmeasured feed temperature distur­
bances.
other layers is trained using the random input sequence in Figure 5.3. After 50 
epochs training yields S S E  = 8.011, which is much greater than 0.00016 S S E  value 
obtained for the two-dimensional case. Additional training offers little improvement 
as S S E  =  6.936 after 500 epochs.
The linear controller gains ki =  —1.8724 and &2 =  0.2714 are determined from 
a linear model constructed about the nominal operating point z =  —0.0651. The 
NMRAC controller utilizes 10 basis functions instead of the 24 used in the two- 
dimensional case. This reduction provides the computational improvement. The
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Figure 5.12: Nonlinear controller for random unmeasured feed temperature 
disturbances.
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Figure 5.13: One-dimensional nonlinear controller for setpoint changes.
regular grid for basis center placement has a spacing of 0.05 units with a scaling 
factor a =  0.25. The controller is tuned by trial-and-error with j  =  1.5, rji =  25, 
and % =  0 .2 . Figure 5.13 shows the nonlinear controller performance for the one­
dimensional case using the same setpoint sequence as in Figure 5.8. Poor tracking 
of the reference model results from large oscillations in the input. The poor perfor­
mance is attributable to two factors. First, the linear controller is unable to capture 
the dominant process dynamics when restricted to a single dimension. More impor­
tantly, a significant amount of information is lost using NPCA when the Z  space is
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one-dimensional. This is demonstrated by the relative S S E  values for the one- and 
two-dimensional cases.
Additional simulations are conducted for the case of unmeasured state vari­
ables. For this case, we assume the monomer concentration (aq) and reactor tem­
perature (X2 ) are measured and the initiator concentration (x3) and solvent con­
centration (£4) are unavailable. The NMRAC controller is constructed directly 
in the two-dimensional measured space. This corresponds to NPCA with fixed 
<p(x) and f(z) mappings that reflect the measurement space. In the event the 
measured space is higher dimensional, the controller design strategy can be eas­
ily extended to include NPCA. Nonlinear controller design begins with determina­
tion of the linear controller gains. A random input sequence about the nominal 
steady state z =  [1.2057 0.08653] is used to generate input/output data for lin­
ear system identification. The resulting controller gains computed from (5.4) are 
k x =  [—0.2210 0.9021] and £2 =  0.4626. The NMRAC controller utilizes 24 basis 
functions placed on a regular grid with spacing of 0.05 units in the two-dimensional 
Z  space. The scaling factors are ax = 02 =  0.2. The controller is tuned with 7  =  1.5, 
771 =  25, and 772 =  2.
Figure 5.14 shows the tracking performance of the nonlinear controller for the 
same setpoint sequence as that in Figure 5.8. The controller performs reasonably 
well despite lacking an explicit dynamic model and having only partial state feed­
back with no estimation of the unmeasured state variables. Although not shown.
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Figure 5.14: Partial state-feedback nonlinear controller for setpoint changes.
regulatory performance comparable to that in Figures 5.11 and 5.12 is obtained for 
feed temperature disturbances. The satisfactory performance of the partial state 
feedback controller seems to be attributable to the measured state variables captur­
ing most of the important dynamics. As a result, the absence of the unmeasured 
state variables does not result in a large degradation of closed-loop performance. 
These results are highly problem specific, and full state feedback combined with 
NPCA can be expected to yield far superior performance in most applications.
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5.5 Summary and Conclusions
By emulating data fusion methods in biological systems, a nonlinear model reference 
adaptive control strategy in which nonlinear principal component analysis is used to 
reduce the effective system dimension has been developed and evaluated via simu­
lation. The proposed method utilizes radial basis function networks to approximate 
unknown functions in the associated input-output linearizing controller. Analogous 
to the biological concept of data fusion, computational efficiency is significantly im­
proved by using nonlinear principal component analysis to reduce the dimension of 
state space used for nonlinear controller design, thereby allowing basis functions to 
be placed in a lower dimensional space. In addition, an algorithm which reallocates 
a fixed number of basis functions to continuously follow the current operating point 
is used to alleviate computational problems associated with the on-line addition of 
basis functions.
When applied to a four-dimensional polymerization reactor model, the proposed 
nonlinear controller provides good performance despite lacking an explicit nonlinear 
model and being constructed in a two-dimensional space. This example demon­
strates that the incorporation of nonlinear principal component analysis allows the 
nonlinear model reference adaptive control strategy to be applied to processes of 
reasonable complexity.
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Chapter 6 
Conclusions and Recom m endations
Economic and environmental concerns dictate the development of more effective 
process control techniques. At the same time, biological systems exhibit high per­
formance, fault tolerant control of more complex systems than those encountered in 
the chemical process industries. This thesis has focused on reverse engineering, or 
mimicking, these biological control functions. Reverse engineering biological control 
systems has led to the development of novel control strategies for applications in 
process control. Further study of biological systems could yield new control tech­
niques which are superior to those currently being utilized in the chemical process 
industries.
6.1 Nonlinear Habituating Control
Chapter 2 presents a controller design technique called nonlinear habituating control 
for nonlinear processes with more manipulated inputs than controlled outputs. The 
technique is developed by reverse engineering the control strategy used in biological 
systems for maintenance of arterial blood pressure. The impetus for habituating 
control is that improved closed-loop performance can be achieved if all the avail­
able inputs are utilized. The nonlinear controller provides input-output lineariza­
tion while simultaneously minimizing the cost of affecting control. The method can
147
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provide a simple means to overcome the singularity [32, 35] and non-minimum phase 
[16] problems associated with input-output linearization, as demonstrated for non­
linear chemical and biochemical reactor examples. An extension of the controller 
design strategy for multiple-output processes also was developed. The work dis­
cussed in Chapter 2 has been presented at conferences [27. 6 8 . 69] and published in 
a journal [70].
The relative cost of each input is an important concept in habituating control. 
The input-output linearizing control law is designed to minimize a performance in­
dex which penalizes instantaneous deviations of the inputs from their desired steady- 
state values. This point-wise optimization appears to work well for the cases studied, 
but alternative performance indices might prove to be more beneficial. Another pos­
sible direction for future research is the development of more biologically plausible 
indices. This will require improved fundamental understanding of both physiological 
and neurological systems from those currently conducting research in these fields.
Comparison of the nonlinear habituating control (NHC) technique with uncon­
strained nonlinear model predictive control (NMPC) would be beneficial since both 
techniques are capable of controlling non-square nonlinear systems [7, 86]. The ma­
jor disadvantage of NMPC is the large computational requirement. On the other 
hand, NHC retains the computational simplicity of feedback linearization even for 
systems with singular points and unstable zero dynamics which preclude exact lin­
earization. NMPC has the ability to handle input constraints explicitly whereas
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conventional feedback linearization and NHC do not provide this capability [7, 86 ]. 
The comparison of NHC and NMPC may yield methods for incorporating constraint 
handling techniques in the NHC framework. Improved performance would then be 
possible since linearizing controllers are often tuned to avoid input constraints [2].
The final recommendations involve implementation of the NHC strategy. Addi­
tional simulation examples for multiple output systems would further illustrate the 
controller design procedure. Ultimately, the control strategy should be implemented 
on an experimental system of reasonable complexity. At that time, necessary mod­
ifications can be made which will facilitate industrial applications.
6.2 Nonlinear M odel Reference Adaptive 
Control
Chapters 3-5 present a direct adaptive control strategy termed nonlinear model 
reference adaptive control (NMRAC). The technique is developed by reverse engi­
neering biological concepts of learning in the cerebellum and motor control centers. 
Similar to biological systems which are thought to operate without explicit dynamic 
models [9, 76, 88], the strategy in Chapter 3 is an initial attempt at controlling non­
linear systems with minimal a priori information. The only structural information 
required is the relative degree and the sign of a Lie derivative which appears in the 
associated input-output linearizing control law. Unknown controller functions are 
approximated with locally supported radial basis functions that are linearly param­
eterized. Basis functions are introduced only in regions of the state space where the
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closed-loop system actually evolves. Parameter update laws which ensure the plant 
output asymptotically tracks the output of a linear reference model and the state 
vector remains bounded are derived via Lyapunov stability analysis. The strategy 
provides good servo and regulator}' performance when applied to a two-dimensional 
bioreactor model. The work discussed in Chapter 3 has been presented at confer­
ences [63. 71] and submitted to a journal [72].
Chapter 4 presents a technique for embedding a linear model within the nonlin­
ear controller developed in Chapter 3 in order to improve closed-loop performance 
during initialization and transients. Higher-order controller functions are approx­
imated with locally supported radial basis functions. The total number of basis 
functions used is determined a priori, and an on-line pruning algorithm is utilized 
such that the functions are centered near the current operating point. Parameter 
update laws are derived via Lyapunov stability analysis. Bayesian estimation and 
heuristic combination rules are used to embed multiple linear models within the 
nonlinear controller. This yields a novel nonlinear multiple model adaptive control 
scheme which has the potential to yield improved closed-loop performance for tran­
sitioning between operating points as compared to linear multiple model adaptive 
control techniques [5, 67]. The proposed strategies have been successfully applied 
to a nonlinear chemical reactor model. The work discussed in Chapter 4 has been 
presented at a conference [67] and submitted to a journal [64].
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Chapter 5 presents a modification of the nonlinear model reference adaptive con­
trol strategy in which nonlinear principal component analysis is used to reduce the 
effective system dimension. Computational efficiency is significantly enhanced by 
placing basis functions in the lower dimensional space. When applied to a four­
dimensional polymerization reactor model, the proposed nonlinear controller pro­
vides good performance. This example demonstrates that the incorporation of non­
linear principal component analysis allows the nonlinear model reference adaptive 
control strategy to be applied to processes of reasonable complexity. The work dis­
cussed in Chapter 5 has been presented at a conference [66] and submitted to a 
journal [65].
Two assumptions are invoked to facilitate Lyapunov design of the parameter 
update laws. The first assumption that the denominator of the associated input- 
output linearizing control law is non-zero ensures the nonlinear control law remains 
well defined. This is a necessary assumption which usually can be satisfied by 
careful initialization of the controller parameters. The second assumption ensures 
the existence of “true” controller parameters a * and 3* such that model matching is 
achievable. Further work should concentrate on relaxation of the second assumption.
There are numerous areas where further investigation of NMRAC is necessary 
before industrial applications become possible. Performance in the presence of noise 
will be an im portant factor in applicability to real world processes. Preliminary 
tests have shown the following: (i) computation time is increased; and (ii) the
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controller parameters may have improved convergence properties because of persis­
tent excitation of the random noise signal [90, 100]. Theoretical analysis of stability 
and convergence properties in the presence of noise would be beneficial.
The NMRAC strategy was developed for single-input, single-output nonlinear 
systems. The applicability of the technique would be enhanced substantially with 
an extension to multiple-input, multiple-output (MIMO) nonlinear systems. The 
extension to MIMO systems will require additional improvements in computational 
efficiency. Furthermore, development of a new parameter estimation technique for 
higher relative degree systems may be necessary for MIMO systems.
Recommendations for the multiple model adaptive control strategy (Chapter 4) 
focus on alternative techniques for model discrimination and improved techniques 
for steady-state determination. In this thesis, a Bayesian weighting scheme based 
on probability estimates is chosen for model discrimination since it is the most 
common method for determining the likelihood that a particular model represents 
the plant dynamics [95]. However, other approaches such as horizon-based error 
tracking [4] and fuzzy logic [40, 52, 104] may provide improved performance. The 
horizon-based approach treats the model probability functions as parameters of a 
global model. In the fuzzy logic approach, model validity functions are interpreted as 
set membership functions and estimated off-line. The proposed method for steady- 
state determination involves the weighted sum of the individual steady states at 
each operating point. This assumes that the steady-state curve follows a straight
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line between the steady-state points of the local models. This assumption should 
be relaxed as it generally does not hold.
Recommendations for computational enhancements of the NMRAC strategy 
(Chapter 5) mainly focus on methods for obtaining the mapping model z =  <p(x). In 
this thesis, a random input sequence is introduced to the open-loop plant such that 
the state variables traverse the desired operating space. The autoassociative net­
work is then trained and validated with state information from the entire operating 
space. However, this may not be safe and/or economically feasible in practice. For 
this reason, further work should concentrate on input sequence design techniques 
which are sufficiently exciting, yet implementable [80, 100]. The autoassociative 
network proposed by Kramer requires the size of the bottleneck layer, which corre­
sponds to the dimension of the reduced space in which the controller is constructed, 
to be specified a priori. At this time, techniques for “skeletonizing” network ar­
chitectures with a bottleneck layer are not available [46]. Skeleton networks can 
be produced by dynamically modifying the network architecture during training. 
Only essential connections are retained, while unnecessary connections and nodes 
are removed. If such methods become available, the mapping and demapping lay­
ers would be the primary targets of skeletonization. Finally, the local properties 
of radial basis functions could be exploited further with the recent development of 
parallel computing. Multiple processor environments will reduce the computational
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burdens associated with the proposed nonlinear model reference adaptive control 
strategy.
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A ppendix A  
Supplem ent to  Chapter 2
A .l Proof of Theorem 2.1
First we consider the Jacobian linearization (2.16) of the extended nonlinear system 
assuming that the two inputs have equal relative degree. The associated transfer 
function model (2.17) allows a convenient representation of the linear plant operator 
in observability canonical state-space form:
/
0 0 
1 0
0 0
0 0
0 0
0 0 ••• 1 0
0 - a 0
0 —Qi
0 on_r
\
0 - a n- 2
1 Q!n_l
z +
( \ 
Jo
Jl
J n —r
0
Ul
J n —r
0
0
0
u2
y = ( 0 ••• 0 1 ) z
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Corresponding to this state-space model, we introduce the following definition of ,4. 
61, &21 and c:
z — A z -+- b\Ui +  62 U2 (A.l)
y = cz
It is shown by Isidori [38] that one can construct an invertible transformation.
/  \ 
?i
&
\  r?n- r  /
= T x =
( \ 
cz
cAz
cA2z
ZJr - I ,cL4
~i
(A.2)
which partitions the state vector into observable (f) and unobservable (tj) variables. 
Internal stability of the input-output linearized system requires that the unobserv­
able dynamics are stable. The unforced subsystem of unobservable state variables, 
also known as the zero dynamics, is obtained by setting £ =  0:
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n =
0 0 0 
1 0 0
0 0 0 
0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
n +
f  \
3q
3i
3 n - r - l
V 3 n - r ~ l )
U\ +
{  . \
^0
i i
3 n - r - 2
3 n - r - l
U2 (A-3)
The Jacobian linearization of the habituating controller (2.7)-(2.8) is given by:
ul = 3 n —r
3l_r 4- a3n->
"(t? Zn—r) (A.4)
®-3n—r / >
“2 =
When these relations are substituted into (A.3), the following result is obtained:
0 0 0
1 0 0
0 0
0 0
3of3n—r JrOL3o0n—r
^n—r~^°i^n —r
3\&n—r~^~a (3\3n—r
@n-r+ a @n-r
(A.5)
0 0 0
0 0 0
1 0
0 1
3n—r-2 0 n —r+ Q /^ n —r _  20n—r
Fp- -3-q R^ Rn—r ' ^ ^ n —r
/^n—r —l/^n—r + Q ^ n —r —l/^n—r 
Rn—r ' ^ n —r
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It is straightforward to show that the stability of this subsystem is equivalent to the 
condition stated in the theorem; that is, the polynomial,
a3n- rN(s) + ,dn_r*V(s) (A.6)
is Hurwitz.
Now consider the case where the two inputs have different relative degrees. The 
transfer function model (2.17) can be manipulated such that the individual transfer 
functions have a common denominator:
+  s ,1N{s )w2 {s) Ni i sjwyis)  +  iV2 ( s ) u ’2 (.s) ^
# w  = ---------------------------------- 5 -------------- W ) -------------  ( ’
This model has the same form as that in the equal relative degree case. Recall that 
the final result hinged upon the stability of a weighted version of the individual 
numerator polynomials. In this case the numerator polynomial for u'2 is modified 
as shown, and the result in the theorem is obtained.
A .2 Proof of Corollary 2.2
Let N(s)  be the numerator polynomial associated with ui and N(s)  be the numer­
ator polynomial for u^:
N(s)  =  /?n-riSn-ri +  (3n- ri-iSn~Tl~l +  •••-!- fas  -I- do (A.8)
iV (s) =  & _ raSB ra +  j3n- T2_iSn F2 1 +  • • • +  ,3\S +  /30
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We want to check the roots of the characteristic equation:
A,_ri.V(5) +  a/3n_r2sr2- ri:V(s) =  M(s) a  > 0 (A.9)
By assumption, the input Ui is non-minimum phase and has a lesser relative degree 
than it2 (i.e. iV'(s) contains right-half plane roots and r2 — > 0 ) . We define two
real-valued functions over the polynomials:
{LC(p(x)) : F[x] -»• 3?} =  coefficient of the lowest degree of x  in p(x) 
{HC(p(x)) : F[x] —> 3?} =  coefficient of the highest degree of x  in p(x)
Note the following:
LC(M(s))  = 3n- ri&  (A.10)
H C ( M ( s )) =  0i_n + a f i _ n >O V a  > 0
Thus, to prove the corollary it is sufficient to show that 3n- ri3o < 0 for an odd 
number of right-half plane (RHP) zeros since the first criterion of the Routh-Hurwitz 
test fails in this case.
First note that /3n-ri ^  0. If @n- Tl@o =  0 then 3o = 0, which implies that M(s)  
has a root at the origin for any value of the tuning parameter a  and any number of 
additional closed RHP roots. This implies A/(s) is not Hurwitz.
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Now assume 3q 0 and write N{s) =  Q(s)P(s), where Q(s) contains all the 
open left-half plane (LHP) roots of N(s)  and P{s) contains all the closed right-half 
plane (RHP) roots. Since Q(s) has only negative roots, the following must be true:
HC(Q(s)) ■ LC(Q(s)) > 0 (A-ll)
Further partition P{s) =  Pc(s)Pr(s), where Pc(s) contains all the closed RHP com­
plex roots and Pr(s) contains all the RHP real roots. First we consider the contri­
butions from Pc(s),
Pc{s) = {ais2 + bis -I- Ci)(a2s2 -I- b2s +  c2) • • • (a{s2 -I- bts +  q) (A.12)
where atc, > 0 and a,b, < 0. It is clear that the following holds:
HC(Pc(s)) ■ LC(Pc(s)) = (ala2 ---at)(cic2 ---ci) = (a lcl )(a2c2) • • • (o/q) > 0 
Now we consider the contribution of Pr{s),
Pr{s) = {ais + bi)(a2s + b2) ■ • ■ (aps + bp) (A. 13)
where a,-,6j € 3? are such that atbt < 0 . If p is even and if an odd number of a; < 0, 
then an odd number of 6^  < 0. Similarly, if p is even and an even number of at < 0
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then an even number of b{ < 0. This shows that,
HC{Pr(s)) < 0 => LC{Pr(s)) < 0 (A. 14)
HC(Pr(s)) > 0 => LC(Pr(s)) > 0
which implies that HC(Pr(s)) • LC{Pr{s)) > 0 if there is an even number of real 
roots in Pr{s). If p is odd then.
Pr(s) = (7s + S)(ap- isp~l 4-----+  a0) (A.15)
where 7 6  < 0 and > 0. Thus, if p is odd:
HC(Pr(s)) - LC(Pr(s)) = (7 aP-i)(da0) =  (7<5)(ap_ la0) < 0
We now can combine all the contributions to N{s):
Pn-nPo = HC(N(s ) ) -LC(N(s ) )  (A.16)
=  HC(Q(s))  • HC(Pc(s)) • HC(Pr(s)) ■ LC{Q{s)) • 
LC(Pc(s)) ■ LC(Pr(s)) 
= [.HC(Q(s )) • LC(Q(s ))][HC{Pc{8)) ■ LC(Pc(s))] •
[ H C ( P M )  •  L C { P r { s ) ) \
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Thus.
dn —n d o  i
< 0  if N(s) contains an odd number of RHP roots 
> 0  if N(s)  contains an even number of RHP roots
and the proof is complete.
A.3 Proof of Theorem 2.2
The set of equations (2.25) has a unique solution if the m  x m  matrix.
Ai{x) .4.2 (x)
, T
/
(A.17)
(A.18)
has full rank m  at x Q. For simplicity, we omit the state dependence of the matrices. 
Because A x is invertible by assumption, the first set of equations in (2.25) can be 
premultiplied by A^1 to yield the matrix:
-(.4rI.42)Tr 1
-4l -42
r2
\
(A.19)
This matrix can be rewritten as follows after a simple row reduction operation:
\Ip .42
0 r2 + (Ar1A2)rr 1(.4fl.42) j
(A.20)
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Because of its block diagonal structure this matrix is full rank, and therefore the 
equations (2.25) have a unique solution, if:
rank [r2 + = m - p  (A.21)
It is easy to show that this condition holds if either of the two assumptions in the 
theorem are satisfied.
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Appendix B 
Supplement to  Chapter 3
We show the assumption that the sign of 3*(^) is known is a nonlinear generalization 
of the high frequency gain condition used in linear model reference adaptive control 
schemes. The transfer function for a linear system of order n and relative degree r 
can be written as:
y(s) _  ^ srt~r + bn- r- i s n~r~l +  H bis +  6p .g
u(s) sn + an-]_sn~l + ------ha i s  +  ao
where k is the high frequency gain. A minimal state-space realization is.
x =  Ax  +  bu (B.2)
y = cx
where the matrix A, b, and c are defined in [38]. Using these matrices, it is easy to 
show that,
y[r) = cAr x  + cAr~lbu (B.3)
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where cAr~lb = k. From (3.18) it follows that LgLrf~lh(x) = k for a linear state- 
space system in the form (B.2). In this sense, LgLrf lh{x) is the nonlinear general­
ization of the high frequency gain k.
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Appendix C 
Supplem ent to Chapter 4
C .l Development of Equation 4.9
Substitution of the expansions (4.8) into the controller equation (4.5) yields:
q *(x ) +
da*(x)
dx
(x — x) +
d2a*(x)
dx2
(x — x )2
+ (C.l)
+  3m(x) +
<9d*(x)
dx (x — x) +
d23*(x) 
dx2
(x — x )5
+ • • • u
+  ( d* (x) + d3'{x)dx (x — x) +
d2,3'{x)
dx2
(x — x)-'
=  7  r' + 7  r
The equation above can be simplified using the steady-state controller relation. 
q *(x ) +  3 ’ (x)u = 7 f. The result is,
[Aqx' -I- d(x')] +  [k2 + /3(x')]ur =  7 r ' (C.2)
175
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where:
a(x ') =
cf2 o* (x) 
dx2
( x ' Y + c^a^x) dx3
/\3w
3!
+
’d23*{x)
dx2
( x ' Y + ' & £ ( x ydx3
( x T
3!
u
j(x ')  =
'd(3*(x)'
dx (x') +
’d2F ( x Y
dx2
( x ' Y
C.2 Developm ent of Equation 4.15
Substitution of the expansion (4.8) into (4.14) yields:
y  +  i y  = ( a* (*)-!-
da’ (x)
dx (x — x) +
(C.3)
+  ,3*(x) +
d/3* (x)
dx
(x — x) + u
+  Id* (x) +
dd m (x) 
dx
(x — x) +  • • • ) u' +  7 r — ~r
Substitution of the steady-state controller relation, a*(x) -h 3*(x)u = 7 r, allows this 
equation to be simplified as follows:
if + 7 y =  [kix1 +  a(x')] +  [k2 + 3(x'))u' 4- 7 r (C.4)
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The approximation relations (4.11) are utilized to obtain:
y + j y  =  [k ix 1 +  Q'*T0 (x,)] +  [k2 +  3*T <t>{x')\u' 4- 7 r (C.5)
+ [k2 +  3 t q (x ')]u ' — [k2 +  3 Tcp(x')\u'
= k \ x '  +  a * T <i>(x') — (3t  — 3*T )(f}(x')u' +  7  t +  [k2 +  3 T o{x ')]u
Substitution of the nonlinear control law (4.13) into the final term yields:
y 4" 72/ =  k\x' +  a ’r 0(x') — (3T ~ 3*T)<i>(x')u' + ~(f (C .6)
—[k ix '  +  a T <i>(x')] +  7 r'
=  - ( a T -  a*T )4>(x') -  (3 T ~  3*T )<t>(x')u' +  7 r 
=  —'Erf0(x ') — 'Erf^>(x/)t/ +  7 T
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