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1 Introduction
We have been trying to understand the analysis provided by Kneip (1994).
In particular we want to persuade ourselves that his results imply the oracle
inequality stated by Tsybakov (2014, Lecture 8).
This note contains our reworking of Kneip’s ideas. We refer to page x
of Kneip’s paper as Kx. For n × n symmetric matrices we write A 4 B to
mean that B − A is positive semi-definite. Also we write | · | for the usual
Euclidean length in Rn, that is, |x|2 =∑i≤n x2i .
Following Kneip, we consider an observed n×1 random vector y = µ+ ξ
with unknown µ and error ξ (with independent components) with Pξ = 0
and var(ξ) = σ2In. We assume that ξ ∼ N(0, σ2In). Kneip(K844, statement
of Theorem 1) assumed subgaussianity. The possible estimators are of the
form Sy, with S in a specified set S of n × n (symmetric) positive semi-
definite smoothing matrices that is totally ordered under the semi-definite
ordering 4, with 0 4 S 4 In for all S ∈ S.
Kneip considered the estimator Ŝy with
Ŝ = argminS∈S Ĝ(S) where Ĝ(S) = |y − Sy|2 + 2σ2trace(S).
Here and subsequently we omit multiplicative factors of n−1 that Kneip
used. This selection procedure is the well known Mallows’ Cp.
1
The analysis and the statement of Kneip’s main result involve two related
processes, which we define for all positive semi-definite matrices S:
Gµ(S) := |µ− Sy|2
Mµ(S) := PGµ(S) = |µ− Sµ|2 + σ2trace(S2).
Following Kneip, we assume that the minimium of Mµ over the set S is
achieved at the matrix Sµ in S and define
m∗ =Mµ(Sµ) = minS∈SMµ(S)
We ignore all questions of whether mininima are achieved and whether Ŝ is
measurable.
<1> Theorem. (K844) There exist constants C1 and C2 that depend only on σ
2
for which for all µ in Rn,
P{|Gµ(Ŝ)−Gµ(Sµ)| ≥ max
(
x2, x
√
m∗
)
} ≤ C1e−C2x for x ≥ 0.
<2> Corollary. There exist constants C3 and C4 that depend only on σ
2 for
which for all µ in Rn,
PGµ(Ŝ) ≤ m∗ +C3
√
m∗ + C4.
The Corollary is equivalent to
PGµ(Ŝ) ≤ (1 + ǫ)m∗ + C0/ǫ+ C4 for all ǫ > 0 and C0 = C23/4,
a minor modification of the oracle inequality stated by Tsybakov (2014,
Lecture 8). For ǫ in a bounded range the C4 can be absorbed into the
previous term.
The proof of the Theorem makes extensive use of the properties of the
metric d defined on the set of all positive semi-definite matrices S1 and S2
by
d2(S1, S2) = P|S1y − S2y|2 = |(S1 − S2)µ|2 + σ2trace(S1 − S2)2
(Note that d2(S1, S2) = nq
2
µ(S1, S2) for the qµ defined near the bottom
of K842.) In particular, the proof relies crucially on a bound (see Section 3.2)
for the packing numbers of subsets of S, a set of positive semi-definite ma-
trices that contains S as a subset. The arguments rely on the total ordering
of S to parametrize S by a subset of the real line.
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2 Outline of the Proofs
To prove Theorem <1> we first show that
Ĝ(S) ≈Mµ(S) + term not depending on S
Gµ(S) ≈Mµ(S) + term not depending on S.
More precisely, with
Dµ(S) := Gµ(S)−Mµ(S) and D̂(S) := Ĝ(S)−Mµ(S),
we show: There exist positive constants C1, C2, depending only on σ
2 for
which, for every r > 0,
P{∃S ∈ S :|D̂(S)− D̂(Sµ)| > L(S, x, r)} ≤ C1e−C2x,<3>
P{∃S ∈ S :|Dµ(S)−Dµ(Sµ)| > L(S, x, r)} ≤ C1e−C2x,<4>
where L(S, x, r) =
[
d2(S, Sµ) + r
2
]
x/r.<5>
The proof of these inequalities (in Section 3) uses a chaining argument based
on control of the increments of both the D̂ and Dµ processes, together with
a bound on the packing numbers that derives from the total ordering of S.
We also make use of an inequality (cf. K843, Proposition 1) related to
the growth of Mµ(S)−Mµ(Sµ) as d(S, Sµ) increases. For that we need the
matrix analog of the inequality α2 + β2 ≥ (α − β)2 for nonnegative real
numbers.
<6> Lemma. If S1 and S2 are symmetric, positive semi-definite matrices that
commute then (S1 − S2)2 4 S21 + S22 .
Proof We want to show that the matrix
(S21 + S
2
2)− (S1 − S2)2 = 2S1S2
is positive semi-definite. Let U be an orthogonal matrix that simultaneously
diagonalizes S1 and S2 to Λ1 and Λ2. Then for any vector α in R
n, we have
α′S1S2α = (Uα)′Λ1Λ2(Uα),
which is nonnegative because the elements of the diagonal matrix Λ1Λ2 are
all nonnegative.
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As a direct consequence of the Lemma,
Mµ(S1) +Mµ(S2)
= µ′
[
(In − S1)2 + (In − S2)2
]
µ+ σ2trace
[
S21 + S
2
2
]
≥ µ′(S1 − S2)2µ+ σ2trace(S1 − S2)2 = d2(S1, S2).<7>
In particular, if d2(S, Sµ) ≥ 3m∗ then d2(S, Sµ) ≥ d2(S, Sµ)/3 + 2m∗, so
that <7> implies
<8> Mµ(S)−m∗ ≥ 13d2(S, Sµ){d(S, Sµ) ≥
√
3m∗ }.
Proof (of Theorem <1>) With L as defined in <5>, define
L(S, x) := L(S, x, rx) where rx = max(
√
3m∗ , 7x).
By inequalities <3> and <4>, we can find a set Ωx with probability at least
1− 2C1e−C2x, on which we have
<9> max
(
|D̂(S)− D̂(Sµ)|, |Dµ(S)−Dµ(Sµ)|
)
≤ L(S, x) for all S ∈ S.
The rest of the proof is just a deterministic argument on the set Ωx.
Define d̂ = d(Sˆ, Sµ). Then
1
7
(d̂2 + r2x) ≥ L(Ŝ, x) because x/rx < 1/7
≥ D̂(Sµ)− D̂(Ŝ) by <9>
= Ĝ(Sµ)− Ĝ(Ŝ) +Mµ(Ŝ)−Mµ(Sµ)
≥Mµ(Ŝ)−m∗ because Ŝ minimizes Ĝ
≥ 1
3
d̂2{d̂ ≥
√
3m∗} by <8>.
If d̂ were larger than rx the last inequality would give
2
7
d̂2 ≥ 1
3
d̂2, which
clearly cannot be true. Thus d̂ < rx on Ωx, implying
2r2xx/rx ≥ L(Ŝ, x) ≥Mµ(Ŝ)−m∗.
In summary,
<10> d̂ := d(Ŝ, Sµ) < rx and Mµ(Ŝ) ≤ m∗ + 2xrx on Ωx.
Combine this inequality with the bound for |Dµ(S)−Dµ(Sµ)| from <9>
to deduce that, again on Ωx,
|Gµ(Sˆ)−Gµ(Sµ)| ≤
(
Mµ(Sˆ)−Mµ(Sµ)
)
+ |Dµ(Sˆ)−Dµ(Sµ)|
≤ 2xrx + L(Ŝ, x)
≤ 4xrx.
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Thus
P{|Gµ(Sˆ)−Gµ(Sµ)| > 4xrx} ≤ PΩx ≤ 2k1e−k2x.
This inequality is not quite the result announced in Theorem <1>. However,
4xrx = 4xmax(
√
3m∗, 7x) ≥ max(4
√
3, 28)max(x
√
m∗ , x2)
so we get the announced result, for Z = |Gµ(Ŝ)−Gµ(Sµ)|:
<11> P{Z ≥ max(x2, x
√
m∗ )} ≤ C1e−C2x for x ≥ 0.
by adjusting the constants.
The oracle inequality stated as Corollary <2> is an integrated version
of the tail bound from Theorem <1>.
Proof From inequality <11> we have P{Z ≥ f(x)} ≤ C1e−C2x for x ≥ 0,
where f(x) = max(x2, x
√
m∗ ), which gives
|PGµ(Ŝ)−m∗| ≤ PZ =
∫ ∞
0
P{Z > t} dt =
∫ ∞
0
P{Z ≥ f(x)}f ′(x) dx
≤
∫ ∞
0
max(2x,
√
m∗)C1e−C2x dx
≤ C1
C2
√
m∗ + 2
C1
C2
2
e−C2
√
m∗ +
C1
C2
√
m∗e−C2
√
m∗
≤ C3
√
m∗ + C4
for new constants C3 = 2C1/C2 and C4 = 2C1/C
2
2
.
3 Technical Stuff
This section proves the inequalities <3> and <4>,
P{∃S ∈ S :|D̂(S)− D̂(Sµ)| > L(S, x, r)} ≤ C1e−C2x,
P{∃S ∈ S :|Dµ(S)−Dµ(Sµ)| > L(S, x, r)} ≤ C1e−C2x,
where L(S, x, r) =
[
d2(S, Sµ) + r
2
]
x/r,
by means of a chaining argument with stratification. The necessary ingre-
dients are the control of increments of the D̂ and Dµ processes and bounds
on packing numbers.
5
3.1 Exponential bounds for increments
The next Lemma is all we need to control the increments of the D̂ and Dµ
processes under the assumption of gaussian errors. First we expand each
process into sums of simpler processes.
Dµ(S) =Gµ(S)−Mµ(S) = X1(S) +X2(S)
Dˆ(S) =Gˆ(S)−Mµ(S) = X3(S) +X4(S) + nσ2.
where
<12>
X1(S) = ξ
′S2ξ − σ2trace(S2)
X2(S) = −2µ′(S − S2)ξ
X3(S) = ξ
′(I − S)2ξ − σ2trace(I − S)2
X4(S) = 2µ
′(I − S)2ξ
Notice that each Xi(S) is either a linear or quadratic function of ξ.
<13> Lemma. (Compare with Kneip’s Lemma 2, K852) Suppose z ∼ N(0, In).
For each vector of constants a and each symmetric matrix A,
P{z′a ≥ w|a|} ≤ exp(−w2/2)
P{z′Az − trace(A) ≥ w
√
trace(A2) } ≤ 2e−w/4
for each w ≥ 0.
Proof The first inequality is just the usual bound for N(0, 1) tails. (It
extends easily to the subgaussian case.) For the second inequality write A
as L′diag(λ1, . . . , λn)L, with L orthogonal. Write κ for
√
trace(A2) = |λ|.
Then x = Lz ∼ N(0, In). With t = 1/(4κ),
P{z′Az − trace(A) ≥ w
√
trace(A2) }
= P{
∑
i
λi(x
2
i − 1) ≥ wκ}
≤ e−twκ
∏
i
P exp
(−tλi + tλix2i )
= e−w/4 exp
(∑
i
(−tλi − 12 log(1− 2tλi))) .
As maxi |2tλi| ≤ 1/2, we have −12 log(1−2tλi) ≤ tλi+ 12(2tλi)2, which leaves
2t2
∑
i λ
2
i = 1/8 < log 2 in the exponent.
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The argument for the quadratic form comes from Nolan and Pollard
(1987, Lemma 3). For subgaussian errors Kneip calculated moments, re-
sulting in a bound similar to an earlier result of Hanson and Wright (1971).
The Rudelson and Vershynin (2013) method provides a simpler derivation.
The exp(−w2/2) bound for z′a is more than we need. The inequality
min
(
1, 2e−w
2/2
)
≤ 4 exp(−w/4) for all w ≥ 0.
shows that all the increments of the Xi processes from <12> satisfy inequal-
ities of the form
<14> P{|Xi(S1)−Xi(S2)| > d(θ1, θ2)x} ≤ C1e−C2x for x ≥ 0,
for constants C1 and C2.
3.2 Packing bounds
The assumption on S ensures the matrices can be diagonalized by a fixed
rotation: S = U ′Λ(S)U with U orthogonal and
Λ(S) = diag (λ1(S), . . . , λn(S))
The total ordering ensures that each S ∈ S is uniquely determined by its
trace. The set S can be parametrized as Sθ, with θ ∈ Θ ⊆ [0, n], where
Λ(Sθ) = Λ(θ) = diag (λ1(θ), . . . , λn(θ)) and θ =
∑
i≤n λi(θ).
The maps θ 7→ λi(θ) are increasing, for each i. As Kneip showed (by inter-
polation, K857), S can be embedded into a larger family of positive semi-
definite matrices S = {Sθ : θ ∈ Θ} with Sθ = U ′Λ(θ)U and θ 7→ λi(θ)
continuous and nondecreasing from Θ = [0, n] onto [0, 1]. The monotonicity
of θ 7→ λi(θ) simplifies calculation of packing/covering numbers for subsets
of Θ = [0, n] under the metric d. Recall that
d2(θ1, θ2) =
∑
i
(ρ2i + σ
2)|λi(θ1)− λi(θ2)|2
and θ 7→ λi(θ) is nondecreasing. If a ≤ t1 < t2 < · · · < tN ≤ b then
|λi(b)−λi(a)|2 ≥
(∑N
j=2
λi(tj)− λi(tj−1)
)2
≥
∑
j
|λi(tj)− λi(tj−1)|2
which implies
<15> d2(a, b) ≥
∑N
j=2
d2(tj, tj−1).
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If d(a, b) ≤ r and d(tj , tj−1) > δ for each j then (N − 1)δ2 ≤ r2. Thus
pack(δ, [a, b], d) ≤ 1 + (r/δ)2 for 0 < δ ≤ r.
To avoid mess, we simplify the bound to 2(r/δ)2.
3.3 Chaining bounds
In this section we consider a generic stochastic process {X(θ) : θ ∈ Θ} whose
increments are controlled by the metric d in the sense that
<16> P{|X(θ1)−X(θ2)| > d(θ1, θ2)x} ≤ C1e−C2x for x ≥ 0,
for constants C1, and C2. We establish a one-sided analog of <3> and <4>,
P{∃θ ≥ θµ : |X(θ)−X(θµ)| > 2L(θ, x, r)} ≤ C1e−C2x for x, r > 0<17>
where L(θ, x, r) =
[
d2(θ, θµ) + r
2
]
x/r
We omit the argument for θ < θµ, which is similar.
As explained in Section 2, we actually only need the inequality for r
equal to max(
√
3m∗ , 7x), but that choice plays no role in the derivation
of <17>.
The method works by cutting the index set into regions where L(θ, x, r)
is approximately constant. For a given r > 0 cover [θµ, n] by ∪mk=1Ik where
Ik = [ak−1, ak] and d2(ak, θµ) = kr2 for k = 1, . . . ,m − 1 and d2(am, θµ) ≤
kr2. By <15>, each Ik is of d-diameter at most r. Bound the left-hand side
of <17> by∑
k
P{∃θ ∈ Ik : |X(θ)−X(θµ)| > 2krx}.
Here we have used the fact that d2(θ, θµ) + r
2 ≥ kr2 for all θ in Ik, with
equality at θ = ak−1. The kth term in the sum is less than
P{|X(ak−1)−X(θµ)| > krx}+ P{∃θ ∈ Ik : |X(θ)−X(ak−1)| > krx}
By inequality <16>, the first term is less than C1e
−C2
√
kw. The next lemma
handles the other contribution. Taken together they give a bound of the form∑
k≥1C3 exp(−C4kx) for the left-hand side of <17>. If C4x ≥ 1 the sum is
bounded by a constant times exp(−C4x). An increase in the constant C1, if
necessary, extends the bound to values of x for which C4x < 1.
<18> Lemma. Suppose {Z(t) : t ∈ T} is a process with continuous sample paths
indexed by a set T equipped with a metric d. Suppose also that
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(i) The diameter of T is r and the packing numbers satisfy
pack(δ, T, d) ≤ C (r/δ)m for 0 < δ ≤ r,
where C and m are constants.
(ii) The increments of Z are controlled by d, in the sense that
P{|Z(t1)−Z(t2)| > xd(t1, t2)} ≤ C1 exp(−C2x) for all x ≥ 0.
Then
P{supt∈T |Z(t)− Z(t0)| > c1x} ≤ c2e−x for all x ≥ 0,
for constants ci depending on C and m.
Proof Define T0 = {t0} and construct packing sets T1, T2, ... with
Ni = #Ti ≤ pack(δi, T, d) ≤ C2mi where δi = r/2i.
By construction,
mint′∈Ti d(t, t
′) ≤ δi for each t ∈ T .
Let {γi}i≥1 be a sequence of positive numbers whose value we will later
choose. For simplicity of notation write Ri =
∑
j≤i γj and R∞ for
∑∞
j=1 γj .
Denote ∆i := supti∈Ti |Z(ti)− Z(t0)|. By continuity of sample paths,
∆i → ∆ := supt∈T |Z(t)− Z(t0)| as i→∞.
so that Mi → P{∆ > R∞}. It suffices to bound Mi := P{∆i > Ri}.
Define ψi : Ti → Ti−1 as the function that maps ti to the element in
Ti−1 that is the closest to ti. Then ∆i ≤ ∆i−1 + Si for each i, where
Si = maxt∈Ti |Z(ti)− Z(ψit)|, which implies the recursive bound
P{∆i > Ri} ≤ P{∆i−1 > Ri−1}+ P{Si > γi}.
Use a union bound to control the second term.
P{Si > γi} ≤
∑
ti∈Ti
P{|Z(ti)− Z(ψiti)| > γi}
≤ C1Ni exp (−C2γi/δi)
≤ CC1 exp(im log 2− C2γi2i/r)
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Since we eventually want
∑
i≥1 P{Si > γi} to be exponentially small, we
choose γi so that exp(im log 2− C2γi2i/r) = exp(−x)/2i, i.e.,
γi =
r
C2
2−i(i(m+ 1) log 2 + x).
This choice of γi ensures that the tail probability is small enough, but still
we do not want Ri =
∑
j≤i γj to diverge as i grows. Check
Ri =
∑
j≤i
γj =
r
C2
∑
j≤i
[2−j(j(m+ 1) log 2 + x)] ≤ C3 + C4x.
Here C4 is a universal constant, and C3 only depends on m. When x ≥ 1,
we can absorb C3 into the C4x term. In summary,
Mi = P{∆i > Ri} ≤
∑
j≥1
e−x/2j = e−x.
If c2 = e then the upper bound c2e
−x also covers the 0 < x < 1 case. Let i
go to infinity to complete the proof.
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