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The eets of quenhed disorder on nonequilibrium phase transitions in the direted perola-
tion universality lass are revisited. Using a strong-disorder energy-spae renormalization group
method, it is shown that for any amount of disorder the ritial behavior is ontrolled by an innite-
randomness xed point in the same universality lass of the random transverse-eld Ising models.
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Using the formalism and the knowledge of equilibrium
phase transitions, a natural trend with the aim of es-
tablishing and lassifying possible universality lasses in
nonequilibrium transitions arose [1, 2℄. It was onje-
tured that the ritial behavior of short-ranged interat-
ing models with salar order parameter and absene of
onservation laws and extra symmetries are in the Di-
reted Perolation universality lass [3, 4, 5℄, whih sep-
arates an ative utuating state from an inative (ab-
sorbing) nonutuating one [6℄. Examples inlude tran-
sitions in the ontat proess [7℄, atalyti reations [8℄,
depinning interfae growth [9, 10℄, and marginal growth
of turbulent domains in laminar ows [11℄.
Despite the theoretial understanding on the ubiqui-
tous Direted Perolation universality lass, its ritial
exponents have hardly been seen in real experiments
[12℄ (see, however, Ref. [13℄). It was then suspeted
that quenhed disorder may be responsible. For spa-
tial dimension d < 4, this is indeed the ase as di-
tated by the Harris riterion [14, 15, 16℄ and onrmed
by eld-theoretial methods [17℄, whih showed that the
renormalization-group equations have only runaway so-
lutions towards large disorder. In addition, disorder-
dependent Griths-like phases [18, 19℄ nearby ritiality
have been observed [16, 20, 21, 22, 23, 24, 25℄.
This senario thus points out an unonventional rit-
ial behavior originating from the interplay between
large spatial disorder utuations and strong orrela-
tions. Motivated by this reasoning, a strong-disorder
renormalization-group (SDRG) method [26, 27℄ was ap-
plied to the random ontat proess model [28℄. For
strong disorder, the ritial behavior is governed by a
universal innite-randomness xed point (IRFP) in the
same universality lass of the random transverse-eld
Ising model, whose dynamial saling is known to be a-
tivated [29, 30, 31℄, i.e., length ξ and time τ are related
through ln τ ∼ ξψ , with ψ (dubbed tunneling exponent)
being universal. For weak disorder, on the other hand,
the ritial point has nite disorder and usual power-law
saling τ ∼ ξz with nonuniversal dynamial exponent
z proportional to the disorder strength and is formally
innite at the transition between the weak- and strong-
disorder limits. These onlusions were also supported
by density-matrix renormalization-group alulations in
d = 1 [28℄. Further Monte-Carlo alulations in d = 2
onrmed the above senario. However, the possibility
that the weak-disorder regime was an artifat of nite-
size eets was raised [32℄.
Faing the logarithmially slow dynamis, large-sale
Monte-Carlo simulations in d = 1 for system sizes up
to 107 sites and times up to 109 were performed [33℄.
No nonuniversal weak-disorder ritial regime was found,
shrinking onsiderably the parameter spae in whih it
would exist and, together with the eld-theoretial re-
sults, strongly suggesting its nonexistene. It then raises
the following puzzle. How an the SDRG suggest a -
nite-disordered xed point while Monte-Carlo simula-
tions point to an innite-disordered one? Sine the
SDRG method is devised to inlude any minimal eets
of disorder, it should be able to apture the physis of
any IRFP as well as to point out its existene.
This Brief Report is devoted to solve this question. In
generalizing the SDRG method, we show that the rit-
ial system is governed by a universal IRFP when any
amount of disorder is present. Moreover, our motivation
goes beyond the issue of settling the orret universality
lass of weakly disordered absorbing-state phase transi-
tions. It deals with the deliate issue of implementing
a SDRG in suh a limit, whih is an important tool to
takle many disordered systems.
For deniteness, we now introdue the system, review
the usual SDRG for random ontat proess [28℄, point
out its failure, and modify it in order to overome this
problem.
The ontat proess an be dened in a lattie in whih
eah site i an have either a healed (σi = 1) or an in-
feted (σi = −1) partile. A healed partile at site i
an be ontaminated by an infeted one in a neighboring
site j at rate λij = λji [34℄. Also, an infeted partile
at site i an get spontaneously healed at rate µi. The
system has a stohasti dynamis governed by a mas-
ter equation ∂tP({σ}, t) = −HP({σ}, t) where the ve-
tor P gives the probability of nding the onguration
{σ} = (σ1, σ2, . . . ) at time t and
H =
∑
i
µiMi +
∑
〈i,j〉
λij (niQj +Qinj) (1)
is the generator of the Markov proess [32, 35, 36℄. Here,
M =
(
0 −1
0 1
)
, n =
(
0 0
0 1
)
, Q =
(
1 0
−1 0
)
,
2and 〈i, j〉 restrits the sum to nearest neighbors only.
The usefulness of this quantum Hamiltonian formal-
ism omes from the fat that the steady state probability
distribution P({σ}, t → ∞) oinides with ground state
of H and that the long-time relaxation properties are ob-
tained from the low-lying spetrum of H . Although H
is in general non-Hermitian, some standard methods an
still be used.
For the disordered ase, λij and µi are random in-
dependent variables distributed aording to P (λ) and
R(µ), respetively. In this ase, the low-lying spetrum
of H an be reahed by the following reipe (for simpli-
ity, we fous on the d = 1 ase): (i) Searh for the fastest
(high-energy) sale in the system Ω = max{λi, µi}, (ii)
integrate out loally the orresponding mode, and (iii)
renormalize the remaining degrees of freedom. Those
steps are the basis of the SDRG method [37℄.
When (ii.a) Ω = λ2, partiles on sites 2 and 3 an be
onsidered as one sine they will be mostly in the same
state, i.e., either both healed or both infeted. Then,
(iii.a) one treats H0 = λ2(n2Q3 + Q2n3) exatly and
H1 = µ2M2 + µ3M3 as a perturbation. H0 has two
twofold multiplets. In the ground (exited) one, parti-
les 2 and 3 are in the same (opposite) state. H1 lifts the
degeneray of the ground multiplet, whih orresponds
to the eetive healing rate µ˜ of the partile luster 2
and 3. In seond order of perturbation theory, one nds
that H˜1 = µ˜M˜ , with
µ˜ = κµµ2µ3/λ2 , with κµ = 2 . (2)
When (ii.b) Ω = µ2, the partile at site 2 an be
onsidered as healed for all times. Hene, (iii.b) one
treats H0 = µ2M2 exatly and H1 = λ1(n1Q2 +Q1n2) +
λ2(n2Q3 + Q2n3) perturbatively. H0 has two fourfold
multiplets. The ground (exited) one refers to partile
2 healed (infeted). H1 then lifts the degeneray whih
orresponds to an eetive infetion rate λ˜ between par-
tiles 1 and 3. In seond order of perturbation theory
H˜1 = λ˜(n1Q3 +Q1n3), with
λ˜ = κλλ1λ2/µ2 , with κλ = 1 . (3)
One set the reursion relations (2) and (3), ow equa-
tions for P (λ) and R(µ) an be onstruted and the xed-
point distributions obtained [30, 32℄. In priniple, this
give the long-time behavior of the system. The multi-
pliative struture of Eqs. (2) and (3) is very important.
Under these transformations, P (λ) and R(µ) beome in-
denitely broad at ritiality for any amount of disor-
der as long as 0 < κµ,λ ≤ 1 [30, 32, 38℄. However, for
κµ,λ > 1 the SDRG beomes inonsistent for weak dis-
order beause the renormalized ouplings are typially
bigger than the deimated ones. It is thus tempting to
interpret this result as a runaway ow towards weak dis-
order in odds with the eld-theoretial results [17℄. As
we show below, this is not the ase. The generation of a
transition rate larger than the deimated ones is unphys-
ial. The numerial prefator κµ > 1 is just an artifat
of treating H1 until seond order in perturbation theory.
λ3λ0
µ1 µ3
λ1 λ2 λ3λ0
µ1 µ2 µ3
λ~
~ ~
λ1 λ3λ2 λ3λ1
µ1 µ2 µ~
~ ~
Ω=λ2(a)
Ω=µ2(b)
Figure 1: (Color online) Shemati deimation proedure.
Aording to Eq. (2), the splitting of the ground mul-
tiplet of H0 due to H1 may overome the distane (λ2)
between the two unperturbed multiplets for ertain val-
ues of µ2,3 even though µ2,3 < λ2. Treating H0 + H1
exatly, however, this an never be the ase. The ground
state has energy 0 and the exited ones are solutions of
the polynomial
x3 − 2ξx2 + (ξ2 + µ2µ3)x− µ2µ3 (λ2 + ξ) = 0 , (4)
with ξ = λ2 + µ2 + µ3. The renormalized healing rate µ˜
is thus its minimal root. Although we ould not solve µ˜
analytially, its maximum value is shown to be µ˜max =
(2−√2)λ2, whih happens for µ3 = µ2 = λ2. Numerial
inspetions of Eq. (4) show that µ˜ ≤ min{µ2, µ3, λ2} in
general.
In addition, the operators onneting this partile lus-
ter to the rest of the hain have also to be projeted
onto the same states. We nd that n2,3 = α2,3n˜ and
Q2,3 = α2,3Q˜, where (1 + c2 + c3)α2,3 = 1 + c2,3, with
(λ2+µ2,3−µ˜)2c2,3 = λ2µ3,2. (Note that 1/2 ≤ α2,3 ≤ 1.)
Therefore, the SDRG deimation proedure summarizes
in replaing
∑
i=1,3 λi(niQi+1+Qini+1)+
∑
i=2,3 µiMi by
λ˜1(n1Q˜+Q1n˜)+µ˜Q˜+λ˜3(n˜Q4+Q˜n4), with λ˜1,3 = α2,3λ1,3
[see Fig. 1(a)℄. The renormalization of λ1,3 is not onsid-
ered in the usual perturbative SDRG whih is indeed a
weaker eet sine α2,3 ∈ [1/2, 1] and approahes 1 in
the strong-disorder limit.
Repeating the same proedure when deimating a heal-
ing rate, Eq. (3) is then replaed by
λ˜ = ζ − χ , (5)
with 2ζ = λ1 + λ2 + µ2 and χ =
√
ζ2 − λ1λ2, implying
λ˜ ≤ min{λ1, λ2, µ2}. [Its maximal value λ˜max = µ2(3 −√
5)/2 happens for λ1 = λ2 = µ2.℄ Moreover, M1,3 =
β1,3M˜1,3, n1,3 = n˜1,3 and Q1,3 = Q˜1,3, with 4β1χ(ζ +
χ) = λ1(3µ2 − λ2) + (λ2 + µ2)(µ2 + λ2 + 2χ) and β3
is obtained by exhanging λ1 ⇋ λ2 in β1. (Note that
3/4 ≤ β1,3 ≤ 1.) These results mean we have to replae∑
i=0,3 λi(niQi+1+Qini+1)+
∑
i=1,3 µiMi by λ0(n0Q˜1+
Q0n˜1) + µ˜1M˜1 + λ˜(n˜1Q˜2 + Q˜1n˜2) + µ˜3M˜3 + λ3(n˜3Q4 +
Q˜3n4), where µ˜1,3 = β1,3µ1,3 [see Fig. 1(b)℄. Note that
n1,3 (Q1,3) has no projetion onto n˜3,1 (Q˜3,1). If this
was not the ase, the tehnial treatment of this SDRG
would be more diult beause further-nearest-neighbor
interations would arise. Long-ranged interations may
3point out deloalized states. Their absene suggests that
the SDRG here presented is amenable.
Importantly, there are no level rossings in the entire
region where the parameters of H1 are less than or equal
to the parameters of H0, meaning the interpretation of
the deimation steps still holds. Also important, the en-
ergy dierene between the seond and rst exited mul-
tiplets (∆21) of H0 +H1 only inreases when inreasing
the perturbation and is always greater than the energy
dierene between the rst exited and ground multiplets
(∆10). Preisely, ∆10 ≤
(
1− 1/√2)∆21.
Therefore, exatly projeting the entire system in the
low-energy states of H0+H1 makes the renormalization-
group approah totally onsistent. Whether or not these
new reursion relations drive the system to the universal
IRFP is not straightforwardly lear. This is the question
we address in the next part of this paper.
The fate of the ritial point is obtained by solving
the standard ow equations [30, 32℄ for P (λ) and R(µ)
with the perturbed renormalized rates (2) and (3) re-
plaed by their exat ounterparts (4) and (5) in addi-
tion to the weaker renormalization of the neighboring
transition rates (λ˜1,3 and µ˜1,3 in Fig. 1). Beause of the
ompliated analytial struture of these quantities, a de-
tailed analytial solution is hampered. We then rewrite
µ˜ = κ′µµ2µ3/λ2 and λ˜ = κ
′
λλ1λ2/µ2, where κ
′
µ,λ are fun-
tions of the deimated transition rates. Moreover, we will
neglet the renormalizations of λ˜1,3 and µ˜1,3 [39℄. Now,
reall that (i) λ˜ and µ˜ are always less than the deimated
ones and that (ii) there is no orretion to H0 in rst or-
der of perturbation theory. Point (i) permits us to set
κ′µ,λ = 1 in the weak-disorder limit. Hene, the system
rapidly ows towards stronger disorder. As intermediate
disorder is reahed, the only way of stopping its further
growth is making all deimations of type µ˜ = const× µ2
[40℄, whih orresponds to orretions in rst order of
perturbation theory. Point (ii) thus guarantees there is
no hindrane on the ow towards even stronger disorder,
in whih limit κ′µ,λ an be negleted [38℄. We thus nally
onlude that any amount of disorder drives the ritial
system towards the universal innite-randomness xed
point.
This onlusion was heked by numerial implemen-
tation of the SDRG for weak- and moderate-disordered
hains. (For onsisteny with the above proof, the weaker
orretions to λ˜1,3 and µ˜1,3 were negleted [41℄.) Follow-
ing time τ and length ξ sales along the ritial SDRG
ow, the predited [29℄ tunneling exponent ψ = 1/2 was
onrmed (see Fig. 2). Here, τ−1 = Ω and ξ−1 is the den-
sity of ative partile lusters. The o-ritial Griths
phases surrounding the ritial point in whih τ ∼ ξz
with disorder-dependent dynamial exponent is also on-
rmed in our numeris [42℄.
We now address the issue of weak disorder in higher
dimensions. One key feature hinders a straightforward
generalization of the RG steps here proposed: the reon-
netion of the lattie. Beause the oordination number
inreases in d > 1, one eventually needs to treat exatly
big partile lusters. Leaving this task open, we annot
guarantee that all the RG steps will onsistently lower
the energy sale and drive the system to an IRFP. How-
ever, and somewhat surprisingly, it was shown that the
lattie reonnetion does not hinder the ow towards in-
nite randomness [31℄. As the inonsisteny of the sim-
ple reursion relations is just an artifat of the perturba-
tive treatment, it is then reasonable to onlude that the
RG ows of the Direted Perolation and the Transverse-
Field Ising universality lasses are the same in the pres-
ene of disorder in d = 2 and 3, as suspeted in Ref. [32℄.
This would be in agreement with Monte-Carlo simula-
tions in d = 2 [43℄, with the Harris riterion [14, 15, 16℄
and with the eld-theoretial runaway ow solutions [17℄.
Reently, the experimental realization of the lean Di-
reted Perolation universality lass have been laimed
[13, 44℄. These experiments now raise another puzzle
in the fae of our results and many others [14, 15, 16,
17, 32, 33, 43℄. We would like to point out two rossovers
whih may give an explanation. One is the time rossover
whih was stressed in Ref. [33℄ (see, e.g., Fig. 7 therein).
Beause of the logarithmially slow dynamis, the true
steady state takes plae only after a long period of relax-
ation. The other one is the lean-dirty rossover length.
As in spin hains [45, 46℄, there is a rossover length
below whih disorder is irrelevant. The leaner the sam-
ple the longer the rossover length whih reahes hun-
dreds of sites even for spin hains with moderate disor-
der. The time rossover is analogous to the tempera-
ture rossover in spin hains. Only at very low temper-
atures are the low-energy states important. The length
rossover is equally analogous. Statistially rare utua-
tions (the so-alled large rare regions) only exist on large
samples. Naturally, these rossovers are related through
-1 0 1 2 3 4 5 6
ln (ln 1/τ)
0
3
6
9
12
ln
 ξ
ln τ = 0.41 ξψ
ln τ = 0.95 ξψ
Box distributions
0.9819<µ<1
0.99<λ<1
0<µ<0.815
0<λ<1
ψ=1/2
Figure 2: (Color online) Time τ and length ξ sales along
the SDRG ow at ritiality. Transition rates are drawn from
boxlike distributions as indiated. Chains have 2 × 10
6
sites
and the data were averaged over 100 disorder realizations.
Error bars are about the symbol size.
4the dynamis. In Ref. [44℄, the system size is of order
of hundreds of degrees of freedom. It is thus reasonable
that the exponents measured are nonuniversal between
the lean and the innite-randomness xed point. (This
also may apply to other experiments [12℄.) The rossover
length of the samples in Ref. [13℄ seems muh bigger.
In the fae of the possibility of explaining many ex-
periments, it is thus desirable to study the aforemen-
tioned rossover of the exponents, whih should be a-
omplished without muh eort by Monte-Carlo alu-
lations in d = 1, for instane. From the experimental
side, it is desirable to pinpoint preisely the soure of
quenhed disorder and to estimate its strength. Border
eets may also diminish the eetive size of the sam-
ple. Finally, due to the slow relaxation proesses, time
measurements have to be arefully taken when loating
the ritial point. These studies should shed onsiderable
light on this problem.
In onlusion, we have modied the usual strong-
disorder renormalization-group method in order to ex-
atly reast the low-energy spetrum of the loal fast-
mode Hamiltonian. This allowed the method amenable
to attak the problem in the weak-disorder limit in whih
the perturbative treatment yielded to runaway ow to-
wards weak disorder. Appliations to quantum spin
hains as well as omparison with similar generalizations
will be presented elsewhere.
As disussed in Refs. [30, 38℄, this renormalization
group method is not justied in the weak-disorder limit.
We, however, leave open the possibility that, by exatly
projeting the entire Hamiltonian onto the loal low-
energy spetrum, the method will orretly point out
whether weak disorder is irrelevant.
We are indebit to T. Vojta, E. Miranda, M.-Y. Lee,
and K. A. Takeuhi for useful dis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