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ABSTRACT
This paper reviews the method of model-fitting via the empirical characteristic func-
tion. The advantage of using this procedure is that one can avoid diﬃculties inherent
in calculating or maximizing the likelihood function. Thus it is a desirable estimation
method when the maximum likelihood approach encounters diﬃculties but the charac-
teristic function has a tractable expression. The basic idea of the empirical characteristic
function method is to match the characteristic function derived from the model and the
empirical characteristic function obtained from data. Ideas are illustrated by using the
methodology to estimate a diﬀusion model that includes a self-exciting jump compo-
nent. A Monte Carlo study shows that the finite sample performance of the proposed
procedure oﬀers an improvement over a GMM procedure. An application using over 72
years of DJIA daily returns reveals evidence of jump clustering.
Key Words: Diﬀusion process; Poisson jump; Self-exciting; GMM; Jump clustering.
JEL Classification: C13; C15; C22; G10.
1 INTRODUCTION
Traditionally the maximum likelihood (ML) approach is widely favored in economic
and financial applications due to its generality and asymptotic eﬃciency. In a variety of
applications in economics and finance, the ML method can be diﬃcult. The diﬃculties
arise when the likelihood function is not tractable or not bounded over the parameter
space or does not have a closed form expression in the sense that it is not expressible in
terms of known elementary functions.
Although the likelihood function can be unbounded, its Fourier transform is always
bounded. Moreover, while the likelihood function is not tractable or has no closed form
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solution, the Fourier transform can have a closed form expression. Since the Fourier
transform of the density function is the characteristic function (CF), one can exploit the
empirical characteristic function (ECF) to estimate the system parameters.
A main purpose of this paper is to explain the estimation method via the ECF to
applied researchers. The paper also summarizes the models for which the ML approach
encounters diﬃculties but the CF has a closed form expression and hence the ECF
method can be a viable estimation method. The statistical properties of the ECF
estimators are also discussed.
Work in this area has been initiated by Parzen (1962), and can be dichotomized
according to whether we are dealing with independent, identically distributed (iid) or
dependent stationary stochastic processes. Section 2 reviews various ECF procedures
both in the iid and non-iid cases. Section 3 discusses important assumptions for the ECF
procedures that applied researchers should be aware of, together with some asymptotic
properties for the ECF estimators. Section 4 lists some examples for which the likeli-
hood function is not bounded over the parameter space or does not have a closed form
expression. In Section 5, I illustrate the ECF procedure to estimate a self-exciting jump
diﬀusion process in a Monte Carlo study and in an empirical study. Section 6 concludes.
2 ECF PROCEDURES
2.1 IID Case
The ECF procedure in the iid case has been previously investigated by Paulson, Hol-
comb and Leitch (1975), Heathcode (1977), Feuerverger and Mureika (1977), Bryan and
Paulson (1983), Feuerverger and McDunnough (1981b, 1981c), Koutrouvelis (1980), and
more recently by Tran (1998) and Carrasco and Florens (2002). The justification for
the ECF method is that the CF is the Fourier-Stietjes transform of the cumulative dis-
tribution function (CDF) and hence there is a one-one correspondence between the CF
and CDF. As a consequence, the ECF retains all information in the sample. This ob-
servation suggests that estimation and inference via the ECF should work as eﬃciently
as the likelihood-based approaches.
Suppose the CDF of X is F (x;θ) which depends on a K-dimensional vector of
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parameters θ. The CF is defined by
c(r;θ) = E[exp(irX)] =
Z
exp(irx) dF (x;θ),
and the ECF is the sample counterpart of the CF defined by
cn(r) =
1
n
nX
j=1
exp(irXj) =
Z
exp(irx) dFn(x),
where i =
√
−1, {Xj}ni=1 is an iid sequence, Fn(x) is the empirical CDF, and r is
the transform variable. Also assume the true value of θ is θ0. Note that the CF is
a deterministic function of θ while ECF depends on θ0 only through the observations
{Xj}. θ is suppressed in c(r;θ) when there is no confusion.
Since the ECF estimator can be treated as a generalized method of moment (GMM)
estimator of Hansen (1982), it is worth briefly reviewing GMM first. Suppose one has
the following l moment conditions:
E(f(Xj;θ0)) = 0,
where f : R×RK → Rl. Further assume that the strong law of large numbers is invoked
so that we have the following result for the sample moments:
1
n
nX
j=1
f(Xj;θ)
a.s.→ E(f(Xj;θ)).
The basic idea of GMM estimation is to minimize a distance measure between the sample
moments and the population moments, that is,
min
θ
1
n
nX
j=1
f(Xj;θ)0Wn
1
n
nX
j=1
f(Xj;θ),
where Wn is a positive semidefinite weighting matrix which converges to a positive
definite matrixW0 almost surely. Under some regularity conditions, the GMM estimator
is consistent and asymptotically normally distributed for arbitrary weighting matrices.
When the system is just identified (K = l), the GMM estimator does not depend on
the choice of Wn and basically solves the estimation equation: 1n
Pn
j=1 f(Xj;θ) = 0. As
a result, this is the method of moment estimation. When the system is over identified
(K < l), Hansen (1982) shows that if W0 = Σ−1, the GMM estimator is asymptotically
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eﬃcient in the sense that the covariance matrix of the GMM estimator is minimized,
where Σ is the long run covariance matrix of f(Xj;θ0). It should be pointed out that
in general GMM eﬃciency is diﬀerent from ML eﬃciency and the GMM estimator is
optimal only for the given moment conditions f(Xj;θ). When moment conditions are
diﬀerent, GMM eﬃciency can vary. Hence GMM is sub-optimal relative to ML.
Motivated from the recognition that two distribution functions are equal if and only
if their CFs agree on −∞ < r < ∞ (Lukacs, 1970, p.28), the general idea for ECF
estimation is to minimize various distance measures between the ECF and CF.
To link the ECF method to GMM, define the following function based on the ECF,
h(r,Xj;θ) = exp(irXj)− c(r;θ). (2.1)
Obviously E(h(r,Xj;θ0)) = 0,∀r. Consequently, a finite set of moment conditions or
a continuum of moment conditions can be constructed, depending how the transform
variable r is chosen.
If r is chosen to be a set of discrete points, the procedure is called the discrete ECF
method and is used by Tran (1998) to estimate the mixtures of normal distributions,
following the suggestion made by Quandt and Ramsey (1978) and Schmidt (1982).
Suppose q discrete points r1, · · · , rq are used and define
f(Xj;θ) = (Re[h(r1,Xj;θ)], · · · , Re[h(rq,Xj;θ)], Im[h(r1,Xj;θ)], · · · , Im[h(rq, Xj;θ)])0,
where Re[·] and Im[·] are the real and imaginary parts of a complex number. By con-
struction E(f(Xj;θ0))) = 0. This forms 2q (usually larger than l) moment conditions.
Also note that the strong law of large numbers applies here (see, for example, Feuerverger
and Mureika (1977)).
WhenWn = I, this discrete ECF estimator is basically the first stage GMM estimator
and can also be thought of as the nonlinear OLS regression of Vn on Vθ, where
Vn = (Re[cn(r1)], · · · , Re[cn(rq)], Im[cn(r1)], · · · , Im[cn(rq)])0
and
Vθ = (Re[c(r1;θ)], · · · , Re[c(rq;θ)], Im[c(r1;θ)], · · · , Im[c(rq;θ)])0.
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Obviously, 1n
Pn
j=1 f(Xj;θ) = Vn − Vθ.
1 However, the resulting estimator cannot at-
tain GMM eﬃciency since by construction the covariance matrix of Vn is not diagonal.
Denote the covariance matrix of Vn by Ω and it has been shown that (see, for example,
Feuerverger and Mureika (1977))
Ω =

 ΩRR ΩRI
ΩIR ΩII

 ,
where the elements in the partitions associated with rj and rk are given by
(ΩRR)jk =
1
2
(Re[c(rj + rk)] +Re[c(rj − rk)])−Re[c(rj)]Re[c(rk)],
(ΩRI)jk =
1
2
(Im[c(rj + rk)]− Im[c(rj − rk)])−Re[c(rj)]Im[c(rk)],
(ΩII)jk =
1
2
(Re[c(rj + rk)]−Re[c(rj − rk)])− Im[c(rj)]Im[c(rk)].
Using the covariance matrix, Tran (1998) estimates θ by finding the minimizer of
(Vn − Vθ)
0Ωˆ−1(Vn − Vθ), where Ωˆ is a consistent estimate of Ω. The procedure can be
thought of as the second stage GMM estimation or the non-linear GLS regression of Vn
on Vθ and hence yields GMM eﬃcient estimators.
Just like how GMM depends on the choice of moment conditions, the above ECF
procedure hinges on the choice of a grid of discrete points. To select the optimal discrete
points, two choices have to be made: how many discrete points (ie q) and which discrete
points should be used. These correspond respectively to how many and which moment
conditions should be used for GMM. For a given q, Schmidt (1982) suggests selecting the
grid that minimizes the determinant of the asymptotic covariance matrix and has found
it is best to select all the points close together. Feuerverger and McDunnough (1981c)
show that the asymptotic matrix can be made arbitrarily close to the Cramér-Rao lower
bound (ie ML eﬃciency) provided that q is suﬃciently large and the grid is suﬃciently
fine and extended. They further suggest that the grid should be chosen to be equally
spaced, ie, rj = τj for j = 1, · · · , q. This suggestion will ease the computational burden
but whether or not the ML eﬃciency is warranted is still an open question. Furthermore,
1Although we separate the real and imaginary parts for ease of understanding, Carrasco and Florens
(2002) argue that this separation is not needed as most software packages allow for operations of complex
numbers. In this case, the moment conditions are f(Xj ;θ) = (h(r1,Xj ;θ), · · · , h(rq,Xj ;θ))0.
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as noted by Carrasco and Florens (2002), when the grid is too fine, the covariance matrix
Ωˆ becomes singular and hence the ECF estimator can not be computed. The same
problem is also identified in Madan and Seneta (1990) in the context of the variance
gamma distribution.
When r is chosen continuously, one can minimizeZ ∞
−∞
|cn(r)− c(r;θ)|2g(r) dr, (2.2)
with g(r) being a continuous weighting function. Or equivalently one can minimizeZ ∞
−∞
|cn(r)− c(r;θ)|2 dG(r),
or solve the following estimation equationZ ∞
−∞
w(r)(cn(r)− c(r;θ)) dr = 0, (2.3)
where G(r) and w(r) are weighting functions.
Since g(r) is a continuous function, the procedure (2.2) basically matches the ECF
and CF continuously over an interval and hence can be viewed as a special class of GMM
on a continuum of moment conditions given by Carrasco and Florens (2000). To see
this, consider the objective function of the GMM procedure based on a continuum of
moment conditions defined in Carrasco and Florens (2000),Z Z
hn(r;θ)gn(r, s)hn(s;θ) drds, (2.4)
where h is the conjugate of h. If we choose gn(r, s) = g(r)I(r−s), hn(r;θ) = 1n
P
h(r,Xj;θ),
(2.4) is equivalent to (2.2).
The above continuous ECF procedure has been used in Press (1972), Paulson et
al (1975), Thornton and Paulson (1977), and more recently in Carrasco and Florens
(2002). The advantage of using a continuum of moment conditions is that in theory
with a judiciously chosen weighting function it results in full ML eﬃciency (Carrasco and
Florens (2002)). While an arbitrary continuous function with bounded total variation for
g(r) can guarantee consistency, in practice an exponential weighting function is often
used. Although the exponential weight has the numerical advantage associated with
quadratures, in general, the resulting ECF estimator from the exponential weight, say
exp(−r2), is less eﬃcient than the ML estimator.
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To see this, suppose the random sample X1, · · · , Xn is from N(µ, σ2), where σ2 is
known, and we want to estimate µ. It is easy to show thatZ ∞
−∞
|cn(r)− c(r)|2 exp(−r2) dr
=
Z ∞
−∞
|1
n
nX
j=1
eirXj − eirµ−σ
2r2
2 |2e−r2 dr
=
π1/2
n2
nX
i=1
nX
j=1
e−
1
4
(Xi−Xj)2 + (
π
1 + σ2
)1/2 − ( 2
n
)(
π
1 + σ2/2
)1/2
nX
j=1
exp(−(Xj − µ)
2
4 + 2σ2
).
The first order condition gives the following estimating equation
nX
j=1
(Xj − µ) exp(−
(Xj − µ)2
4 + 2σ2
) = 0.
The asymptotic relative eﬃciency of the ECF estimator of µ is
{1 + 2σ
2 + 3
4
σ4
1 + 2σ2 + σ4
}3/2,
and is generally less than 1. When σ2 = 1, for instance, the asymptotic relative eﬃciency
is about 95%; as σ2 tends to 0 it tends to 100% but as σ2 tends to ∞ it tends to about
65%.
The optimal weight obtained by Feuerverger and McDunnough (1981b) using the
Parsaval identity is given by
w∗(r) = (
1
2π
)
Z
exp(−irx)
∂log fθ(x)
∂θ dx. (2.5)
The weight is optimal in the sense that the resulting estimator from equation (2.3)
attains ML eﬃciency. Obviously when the likelihood function has no closed form ex-
pression, the optimal weight is unknown.
Based on the results obtained in Carrasco and Florens (2000), Carrasco and Florens
(2002) provide a solution to this dilemma which also avoids the singularity problem
discussed in the discrete case. According to Carrasco and Florens (2002), a covariance
operator associated with a continuum of moments (ie h(r,Xj;θ)), perturbed by a reg-
ularization parameter αn, is used in the second stage estimation. The perturbation
guarantees that the inverse of the covariance operator always exists. Denoting this co-
variance operator by Ω, Carrasco and Florens (2002) obtain the expression for the kernel
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of Ω (called g∗(r, s))
g∗(r, s) = c(r − s)− c(r)c(−s).
The asymptotic variance of the resulting estimator is shown to reach the Cramér-Rao
lower bound when nαn → ∞ and αn → 0. The intuitions for this ML eﬃciency are
as follows. First, relative to the optimal scheme of the ECF approach based on a grid
of discrete points, more moment conditions and hence more information are used here.
As a result, the estimator should be more eﬃcient. Second, relative to the non-optimal
continuous ECF approach which uses the full continuum but a sub-optimal weight, it
provides an optimal GMM scheme by using the information in the covariance.
2.2 Non-iid Stationary Case
Estimation of a strictly stationary stochastic process using the ECF is not exactly the
same as that of an iid sequence, because the dependence must be taken into account. Like
the marginal empirical CDF, the marginal ECF may not identify all the parameters in
the case of dependent data or may result in a loss in eﬃciency. Consequently, approaches
based on the joint CF and conditional CF have been used in the literature.
2.2.1 Joint ECF
The approach via the joint CF is used in Feuerverger (1990), Knight and Satchell (1996),
Yu (1998), Knight and Yu (2002), Carrasco, Chernov, Florens and Ghysels (2002),
Jiang and Knight (2002). The procedures involve moving blocks of data. Denote the
moving blocks for X1,X2, · · · ,XT as Zj = (Xj, · · · , Xj+p)0, j = 1, · · · , T−p. Thus each
block has p + 1 observations and p overlapping periods with its adjacent blocks. The
characteristic function of each block is defined as
c(r;θ) = E(exp(ir0Zj)),
where r = (r1, · · · , rp+1)0 and hence the transform variable is of p+ 1 dimensions. The
joint ECF is defined as
cn(r) =
1
n
nX
j=1
exp(ir0Zj),
where n = T − p.
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To estimate the parameter via the joint ECF one can minimize a distance measure
between the joint CF and joint ECF,Z
· · ·
Z
|c(r;θ)− cn(r)|2g(r) dr, (2.6)
or Z
· · ·
Z
|c(r;θ)− cn(r)|2 dG(r), (2.7)
or solve the following estimating equationZ
· · ·
Z
(c(r;θ)− cn(r))w(r) dr = 0, (2.8)
where g(r), G(r) and w(r) are weighting functions. Under suitable conditions equations
(2.6), (2.7) and (2.8) are equivalent.
As in the iid environment, the ECF estimator is a special case of GMM where the
moment conditions are exp(ir0Zj)− c(r;θ), ∀r ∈ Rp+1. Since the transform variable r
is a vector, the moment conditions include both marginal and joint moments.
The discrete ECF procedure is advocated in Feuerverger (1990), Knight and Satchell
(1996, 1997) and further discussed in Yu (1998). It corresponds to minimizing equation
(2.6) with g(r) being a function which takes a finite number of non-zero values. Com-
pared to the iid case, the situation is more complicated since a set of p+ 1 dimensional
vectors must be selected. Feuerverger (1990) argues that under some regularity condi-
tions, if p is suﬃciently large and the discrete vectors are suﬃciently fine and extended,
the resulting estimators can be made arbitrarily close to the Cramér-Rao lower bound.
The result is of theoretical interest but oﬀers no guidance as to the practical choice of
an optimal set of vectors.
Defining Vn and Vθ in the same way as in the iid case but based on the moving blocks,
Knight and Satchell (1997) suggest a multi-step procedure on the implementation of the
discrete ECF method which is basically an optimal GMM scheme. The main idea is as
follows. Firstly, choose p and q and an arbitrary set of vectors, (r1, · · · , rq). Secondly,
choose θ to minimize (Vn − Vθ)
0(Vn − Vθ) to obtain a consistent estimate for Ω, say Ωˆ.
Thirdly, choose elements in (r1, · · · , rq) to minimize some measure of the asymptotic
covariance matrix of the nonlinear GLS estimator. Fourthly, based on the resulting
(r1, · · · , rq) from Step 3, we repeat Step 1 to obtain another consistent estimate for
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Ω, say ˆˆΩ. Finally, choose θ to minimize (Vn − V )0 ˆˆΩ−1(Vn − V ). The minimizer is the
desirable estimator and should be eﬃcient in the GMM sense. Knight and Satchell
(1996) give the expression of the covariance matrix Ω of Vn for stationary processes and
subsequently implement the procedure for a Gaussian MA(1) model with p = 2, q = 5
but ignore Step 3.
To improve the GMM eﬃciency, Yu (1998) implements the above procedure without
missing any step. Apart from the well known diﬃculties associated with the choice of
p and q, Yu (1998) also identifies several numerical diﬃculties. In particular, in Step 3
it is not clear how many elements in (r1, · · · , rq) should be chosen. That is, should one
choose the entire set of vectors or should one choose a set of elements in the vectors with
some pre-specified restrictions, such as even spacing? Clearly the choice of the entire
set of vectors would generally gain in asymptotic eﬃciency but would also increase the
computational burden for numerical optimization in Step 3.2 Moreover, in Step 4 the
estimated covariance matrix Ω often becomes singular when too many elements are
chosen in Step 3. It seems that this singularity problem would be worse as p or q or
both increase.
Alternatively one can match the joint CF and joint ECF continuously. In this con-
tinuous ECF procedure the weighting function is a continuous function and hence the
transform variable is integrated out. As in the iid case, this procedure can be treated
as GMM based on a continuum of moment conditions. Yu (1998) and Knight and Yu
(2002) consider two continuous procedures. When an unequal weight is used, the pro-
cedure is referred to as the WLS-ECF method. The procedure is referred to as the
GLS-ECF method when the weighting function in (2.8), w(r), is given by
w∗(r) =
Z
· · ·
Z
exp(−ir0Zj)
∂ log f(Xj+p|Xj, · · · ,Xj+p−1)
∂θ dXj · · · dXj+p, (2.9)
where f(Xj+p|Xj, · · · , Xj+p−1) is the conditional score function. This weight is opti-
mal in the sense that the asymptotic variance of the GLS-ECF estimator can be made
arbitrarily close to the Cramér-Rao lower bound when p is large enough. Knight and
Yu (2002) derive the expressions for w∗(r) for the Gaussian ARMA models in which
the conditional score is known, and show that in finite samples the GLS-ECF estima-
2For example, when p = 2, q = 5, the optimization problem in Step 3 is of 15 dimensions if the entire
set of vectors is chosen.
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tor has reasonably good eﬃciency in comparison with ML. However, this quantity is
not calculable if the conditional score is unknown. In a recent study in progress Jiang
and Knight (2003) suggest approximating the optimal weight using the Edgeworth ex-
pansion to approximate the conditional score in (2.9) for Markov processes. As an
alternative, Carrasco et al (2002) propose to use an optimal GMM scheme based on a
continuum of moment conditions. It is interesting to compare the performances of these
two alternative approaches.
It is very important to recognize that when using the joint ECF, an additional choice
needs to be made, which is that of the overlapping size of the moving blocks, p. The
choice of p in the context of the ECF estimation is closely related to the well-known
diﬃcult choice of the block size in the moving block bootstrap method of Künsch (1984),
as well as to the choice of bandwidth in the nonparametric setting. See Politis andWhite
(2003) for an overview of block bootstrap methods and the block size selection problem,
and Härdle and Linton (1994) for an overview of the bandwidth selection problem in
the nonparametric setting. As a result, one should expect that the ECF estimator can
be sensitive to p, similar to the case in the block bootstrap and nonparametric methods.
Ideally an optimal p is selected to minimize the mean square error (MSE) of the
ECF estimator. However, the form of the MSE expansion for the ECF estimator has
not yet been developed. Knight and Yu (2002, Remark 3.7) point out that the choice
of p is related to the dimension of the minimal suﬃcient statistics. In particular, for
a Markov process of order 1, the overlapping moving blocks with block size of 2 form
a set of suﬃcient statistics and hence p = 1 is enough. This result is identical to that
reached in Bühlmann (1994) in the context of the moving block bootstrap for the AR(1)
model. For non-Markov processes, however, since any statistics of dimension less than
the sample size is not suﬃcient (see Arato (1961)), the blocks with a larger p (as long
as p→∞ as n→∞ but p = o(n)) will always improve asymptotic eﬃciency. It seems
reasonable to believe that when a non-Markov process can be well approximated by a
Markov process of order l, p = l should work well. Furthermore, while for a general
non-Markov process a larger p can increase asymptotic eﬃciency, it will lead to a higher
computational ineﬃciency and hence in practice there is always a trade-oﬀ between a
large p and a small p.
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2.2.2 Empirical conditional CF
For ease of exposition, I first restrict my attention to Markov processes in this section.
The conditional CF (CCF) for a Markov process {Xt} is defined by
cXt(r;θ) = E[exp(irXt+1)|Xt, · · · ,X1] = E[exp(irXt+1)|Xt], (2.10)
where the second equality follows the Markov property. Note that the transform variable
is a scalar in the CCF, in contrast to that in the joint CF.
As in the case of the unconditional CF, the estimation based on the empirical CCF
(ECCF) can be motivated from GMM which is based on a set of moment conditions
but is conditional this time:
E(exp(irXt+1)− cXt(r;θ0)|Xt) = 0,∀r.
This implies that for any weighting function, w(·, ·) (often termed instruments in the
GMM literature), we have
E(exp(irXt+1)− cXt(r;θ0)) = 0, ∀r, (2.11)
E{
Z
(exp(irXt+1)− cXt(r;θ0))w(Xt, r)dr} = 0, (2.12)
and
E((exp(irXt+1)− cXt(r;θ0))w(Xt, s)) = 0, ∀r, s. (2.13)
Obviously (2.13) implies (2.12) which, in turn, implies (2.11). As a result, resulting
estimators based on (2.11) should be generally less eﬃcient than those based on (2.12)
and (2.13).
Using (2.11) to form moment conditions, Chacko and Viceira (2001) consider an
optimal GMM scheme which is basically a discrete ECF procedure based on the CCF
with a set of integer values assigned to the transform variable. A drawback of their
procedure lies in the obvious loss in eﬃciency.
Singleton (2001) makes use of (2.12) to construct the ECF procedure which solves
the estimation equation:
1
T − 1
Z T−1X
t=1
(exp(irXt+1)− cXt(r;θ))w(Xt, r) = 0, (2.14)
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where w(Xt, r) is a set of K functions. He further shows that if w(Xt, r) is chosen as
w∗(Xt, r) = (
1
2π
)
Z
exp(−irXt+1)
∂log fθ(Xt+1|Xt)
∂θ dXt+1, (2.15)
the resulting estimator reaches the ML eﬃciency although the actual implementation is
infeasible when the conditional score cannot be computed.
To overcome this problem, Singleton suggests approximating the integral in (2.14)
with the sum over a finite number of discrete points. In particular, he proposes to fix
the interval [−qτ, qτ ], divide it into 2q + 1 equally spaced sub-intervals of width τ , and
then solve
1
T − 1
T−1X
t=1
τ
qX
j=−q
w(Xt, jτ)(exp(ijτXt+1)− cXt(jτ ;θ)) = 0. (2.16)
This discrete ECF procedure results in a consistent estimator, albeit generally ineﬃcient
both in the GMM sense and in the ML sense, for any q ≥ 1 and w. To improve eﬃciency,
Singleton (2001) choosesw(Xt, jτ) to be the optimal instruments given in Hansen (1985),
and argues that when q →∞, τ → 0, this optimal discrete ECF procedure can be made
arbitrarily close to the Cramér-Rao lower bound. Unfortunately, as Carrasco et al (2002)
point out, when q → ∞, τ → 0, the covariance matrix used for obtaining the optimal
instruments tends to be singular.
By using (2.13) Carrasco et al (2002) construct an optimal GMM scheme based on
a continuum of moment conditions with w(Xt, s) set to be exp(isXt), and show that
the resulting estimator can achieve the ML eﬃciency. ML eﬃciency is ensured by the
fact that a full continuum of moments and the corresponding covariance operator are
used. The singularity problem is overcome by attaching a regularization parameter to
the covariance operator, as in Carrasco and Florens (2002).
All the estimation procedures discussed above apply to non-Markov processes but
the condition has to be made on the whole history of Xt+1 (ie the CCF of Xt+1
is CX1,··· ,Xt(r;θ)). Moreover, these procedures apply more generally to multivariate
processes, including those involved with state variables. As long as all the state vari-
ables are observed, the ECCF method is used in the same way. However, when a state
variable is not observable, the CCF of Xt+1 cannot be calculated and hence the ECCF
methods are not directly applicable unless the latent state variable can be integrated
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out from the joint CCF of observables and unobservables. Such an example is the sto-
chastic volatility model where Xt = (Yt, σ2t )
0. In this case the return process Yt, but
not the volatility process σ2t is observed. As a result, Singleton (2001) discusses how
the ECCF method can be used in combination with simulations whereas Chacko and
Viceira (2001) explain how to integrate out volatility from the joint CCF of (Yt, σ2t ).
3 IMPORTANT ASSUMPTIONS AND ASYMP-
TOTIC PROPERTIES
3.1 Important Assumptions
In this subsection, I discuss assumptions under which asymptotic properties of the ECF
estimators are derived. As non-iid processes include iid processes as special cases, I
restrict my attention to the non-iid case in this section. It was shown that the discrete
ECF procedure is the special case of the GMM procedure in Hansen (1982) while the
continuous ECF procedure is the special case of the GMM procedure in Carrasco and
Florens (2000). Not surprisingly, the assumptions adopted are closely related to those
used in Hansen (1982) and Carrasco and Florens (2000). In particular, to develop the
asymptotic properties of the ECCF estimator, Singleton (2001) makes use of the same
set of assumptions as in Hansen (1982). Observing that the continuous ECF estimator
is a class of extremum estimators, Knight and Yu (2002) impose a set of assumptions to
ensure suﬃcient conditions of an extremum estimator listed by Newey and McFadden
(1994, p.2121). There are three common assumptions in Hansen (1982) and Knight and
Yu (2002) which are important to applied researchers. We review them in detail.
Stationarity: Xt is assumed to be strictly stationary. A time series Xt is said to
be strictly stationary if the joint distribution of {Xt, · · · ,Xt+τ} is identical to that of
{Xt+s, · · · , Xt+s+τ} for any t, s, τ . This rules out unit root processes, deterministic trend
models, and unconditional heteroskedasticity. The stationarity assumption, however,
does not rule out the possibility of conditional heteroskedasticity.
Weak Dependence: Xt is assumed to follow a form of weak dependence. The weak
dependence holds true under suitable mixing (for example, α-mixing and β-mixing)
conditions. For processes which do not have this form of weak dependence, such as long
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memory processes, we do not know if the ECF method is applicable.
Identification: This puts restrictions on the model and is related to the GMM
identification restriction that f(Xj;θ)0W0f(Xj;θ) has the unique minimizer at θ0. In
the ECF context, this is equivalent to requiring θ0 to be the unique minimizer of (2.6)
or the estimation equation (such as (2.12) or (2.8)) to have a unique solution at θ0.
In the context of the joint CF, the restriction necessitates a careful choice of p. For
example, for an MA(10) process, Xt = εt − φεt−10, εt ∼ iidN(0, σ2), the moving blocks
with p < 10 (say p = 0) cannot identify all the parameters. To see this we have
E(exp(irXj)− c(r,θ)) = exp(−r
2σ20(1+φ20)
2
)− exp(−r
2σ2(1+φ2)
2
). Hence only σ2(1 + φ2) is
identified.
3.2 Asymptotic Properties
The asymptotic properties of the ECF estimator in the iid case is established in Heath-
cote (1977). Since the ECCF estimator proposed by Singleton (2001) is treated as a
GMM estimator, the asymptotic properties are the same as those of the GMM estima-
tor. The asymptotic properties of the estimator based on the joint CF are established in
Knight and Yu (2002). In all cases, the resulting ECF estimator is strongly consistent
and asymptotically normally distributed. More interestingly, the convergence rate for
the ECF estimator is
√
n. This is true for the processes with stable noise. This result
is remarkably diﬀerent from the ML estimator, the least absolute deviation (LAD) es-
timator, and the least square (LS) estimator where the rates of convergence are n1/α
for LAD/ML and (n/ log n)1/α for LS with α being the index parameter in the stable
distribution (see, for example, Calder and Davis (1998) and references therein).
4 EXAMPLES
There are many models used in economics and finance for which the likelihood function
is not bounded over the parameter space or has no closed form expression, while the CF
and CCF have a closed form solution and hence the estimation method via the ECF or
ECCF can be used. In this section we list some of these models which are used widely
in practice.
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4.1 Mixtures of Normal Distributions
Titterington, Smith and Markov (1985, Chapter 2) list many applications of mixtures
of normal distributions. Mixtures of k normal distributions are defined by a random
variable X such that
X ∼ N(µi, σ2i ) with probability λi, i = 1, · · · , k,
where
Pk
i=1 λi = 1, and (λi, µi, σ
2
i )i=1,··· ,k are (3k − 1) unknown parameters. The like-
lihood is unbounded when one of the above distributions is imputed to have a mean
exactly equal to one of the observations with the corresponding variance going to zero.
Consequently, a global maximum fails to exist.
The CF of X is
c(r) = λ1 exp(iµ1r −
1
2
σ21r
2) + · · ·+ λk exp(iµkr − 1
2
σ2kr
2).
Since the CF of the mixtures of normal distributions has a closed form expression
and is uniformly bounded, an estimation method suggested in the literature is via the
ECF. References include Bryan and Paulson (1983) and Tran (1998) and the references
contained.
4.2 Switching/Dis-Equilibrium Models
Mixtures of normal distributions often appear in economics, in switching regressions
introduced by Quandt (1958), in dis-equilibrium models introduced by Goldfeld and
Quandt (1973), and in regime switching models introduced by Hamilton (1989, 1990).
Not surprisingly, estimation of these models has the same problems as for the mixtures
of normal distributions and hence the ECF method is a viable estimation method.
4.3 Variance Gamma Distribution
The variance gamma (VG) distribution is proposed by Madan and Seneta (1990) to
model share market returns. The VG distribution assumes that the conditional variance
is distributed as a gamma variate. Formally, X|V ∼ N(0, V σ2) and V ∼ Γ(c, γ), where
Γ is the Gamma distribution. The density is given by
f(x) =
Z ∞
0
exp(−x2/(2vσ2))cγvγ−1 exp(−cv)
σ
√
2πvΓ(γ)
dv.
16
To calculate this density, one has to evaluate the above integral numerically. On the
other hand, the CF of the VG distribution is given by
c(r) = [1 + σ2γr2/(2c2)]−c
2/γ,
and hence is very easy to calculate.
4.4 Stable Distribution
The stable distribution was first proposed by Mandelbrot (1963) and Fama (1965) to
model stock returns. It is usually characterized by the CF given by
c(r) =



exp{iµr − σ|r|α[1− iβsign(r) tan(πα
2
)]} if α 6= 1
exp{iµr − σ|r|α[1 + iβ 2πsign(r) log(|r|)]} if α = 1
. (4.17)
The stable distribution with the above CF is said to follow Sα(σ, β, µ), where α, β, σ,
and µ are respectively, index, skewness, scale, and location parameters. Analytic forms
for the density in terms of elementary functions are known for three cases, α = 1/2, 1, 2.
For any other value of α, the density function has to be calculated numerically by Fourier
inverting (4.17).
A widely used method for estimating a stable distribution is based on the ECF.
References include Press (1972), Paulson et al (1975), Arad (1980), Koutrouvelis (1980,
1981), Feuerverger and McDunnough (1981a), Brockwell and Brown (1981), Paulson
and Delehanty (1985), Kogon and Williams (1998).
4.5 Stable ARMA Process
The stable ARMA model has been used to model financial time series, including re-
turns in stock markets, commodity markets and foreign exchange markets; see Mittnik,
Rachev, and Paolella (1998). The ARMA(l,m) model is of the form
Yt = c+ ρ1Yt−1 + · · ·+ ρlYt−1−l + εt − φ1εt−1 − · · ·− φmεt−1−m,
where εt ∼ iid Sα(σ, β, µ).
Although the ML estimation for the stable ARMA model is notoriously diﬃcult,
since the CF of the error term has a closed form expression, it can be shown that the
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joint CF of the stable ARMA model has a closed form expression. For example, a two
dimensional joint CF of the stable ARMA(1,1) model, Yt = ρYt−1 + εt − φεt−1 where
εt ∼ Sα(1, β, 0), is given by
c(r1, r2;θ) = exp{−|r2|α − |r1 + (ρ− φ)r2|α − |r1 + ρr2|
α|ρ− φ|α
1− |ρ|α }
× exp{iβ tan πα
2
[|r2|αsign(r2) + |r1 + (ρ− φ)r2|αsign(r1 + (ρ− φ)r2)
+
|r1 + rhor2|αsign(r1 + ρr2)|ρ− φ|αsign(ρ− φ)
1− sign(ρ)|ρ|α ]}.
Based on the above expression of the joint CF, Knight and Yu (2002) estimate various
stable ARMA models.
4.6 Discrete Time Stochastic Volatility Model
The discrete time stochastic volatility (SV) model has been used to model stock returns,
interest rates, exchange rates; see Ghysels, Harvey, and Renault (1996) and references
therein. The basic SV model is of the form,
Xt = σtet = exp(0.5ht)et, et ∼ iidN(0, 1), t = 1, 2, · · · , T,
ht = λ+ αht−1 + vt, vt ∼ iidN(0, σ2),
where cov(et, vt+1) = 0.
Since Xt is a non-linear function of the latent AR(1) process, ht, it is diﬃcult to
work with. Defining Yt to be the logarithm of X2t , we have
Yt = log σ
2
t + log e
2
t = ht + t, t = 1, 2, · · · , T,
where t is the logarithm of the χ21 random variable. Hence, Yt depends on the latent
process ht in a linear form.
It is known that the SV model oﬀers a powerful alternative to more widely used
ARCH-type models (Kim, Shephard and Chib (1998)). Unfortunately, neither Yt nor
Xt has a closed form expression for the likelihood function. This property makes the
likelihood-based estimation extremely diﬃcult to implement since it requires that the
latent process be integrated out of the joint density for the observed and latent processes.
As the convolution of an AR(1) process and an iid logχ21 sequence, Yt has a closed form
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expression of the joint CF. Hence the ECF method is a viable alternative. The joint CF
of Yt, Yt+1, · · · , Yt+k−1 is first derived in Yu (1998) and given by
c(r1, · · · , rk;θ) = exp[ iλ
1− α
kX
j=1
rj −
σ2
2(1− α2)(
kX
j=1
r2j + 2α
kX
l=1
kX
j=l+1
αj−l−1rlrj)]
×
Qk
j=1 Γ(
1
2
+ irj)
Γk(1
2
)
2i
Sk
j=1 rj ,
where Γ(·) is the Gamma function.
A special case of the above SV model is the subordinated stochastic process proposed
in Clark (1973) where α is set to be 0. Furthermore, it can be shown that more general
SV models can also have a closed form joint CF and hence the ECF procedures are
applicable. For example, for the SV model with the leverage eﬀect defined by
Yt = log σ2t + log e
2
t , et ∼ iidN(0, 1), t = 1, · · · , T
log σ2t = λ+ α log σ
2
t−1 + vt, vt ∼ iidN(0, σ2)
where cov(et, vt+1) = ρσ2, the joint CF of Yt, Yt+1, · · · , Yt+k−1 is given by (Knight,
Satchell and Yu (2002))
c(r1, · · · , rk;θ) = exp[ iλ
1− α
kX
j=1
rj] exp[−
σ2
2(1− α2)(
kX
j=1
rjαk−j)2]
× exp[−σ
2(1− ρ2)
2
kX
l=2
(
kX
j=l
αj−lrk+1−j)2]
Qk
j=1 Γ(
1
2
+ irj)
Γk(1
2
)
2i
Sk
j=1 rj
×
kY
j=2
1F1(rj +
1
2
,
1
2
,−σ
2ρ2
2
(
j−1X
l=1
rjαj−1−l)2),
where 1F1 is the hypergeometric function.
4.7 Aﬃne Jump Diﬀusion Models
Aﬃne jump diﬀusion models have been used extensively to describe the dynamics of
asset prices in finance. A general aﬃne model is taken from Duﬃe, Pan and Singleton
(2000) and is of the form
dYt = µ(Yt)dt+ σ(Yt)dBt + dZt,
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where Bt is a standard Brownian motion, and Zt is a pure jump process with intensity
{λ(Yt)} and jump size ν. The process is aﬃne if
µ(y) = K0 +K1y,
(σ(y)σ0(y))ij = (H0)ij + (H1)ijy,
λ(y) = l0 + l1y.
Duﬃe et al (2000) derive the CCF of Yt+1 conditional on Yt which is given by (see also
Piazessi, 2004)
cY t(r) = E[exp(irYt+1)|Yt] = exp(C(1) +D(1)0Yt),
where D(·) and C(·) satisfy the following complex-valued Ricatti equations:
dC(τ)
dτ
= K 00D(τ) +
1
2
D(τ)0H0D(τ) + l0(g(D(τ))− 1),
dD(τ)
dτ
= K 01D(τ) +
1
2
D(τ)0H1D(τ) + l1(g(D(τ))− 1),
with initial conditions: D(0) = ir, C(0) = 0, g(·) being the moment generating function
of ν . Although explicit solutions of D(·) and C(·) can be found in several special cases,
in general one need to use numerical methods to calculate D(·) and C(·). Two papers
which have estimated the above model via the ECCF are Singleton (2001) and Chacko
and Viceira (2001).
Jiang and Knight (2002) derive the joint CF of a particular class of aﬃne jump
diﬀusion models, where some of the state variables are unobserved. It includes as a
special case the following continuous time square-root SV model
dYt = µdt+ h
1/2
t dB1t,
dht = β(α− ht)dt+ σh1/2t dB2t, (4.18)
dB1tdB2t = ρdt.
Suppose Yt is observed at equi-spaced intervals on the model defined by (4.18) with
initial condition Y0 = y0. The joint CF of (Y1, · · · , Yp+1) is given by,
c(r1, · · · , rp+1;Y1, · · · , Yp+1|y0) = exp(
p+1X
k=1
C(1, r∗k)) exp(D(1, r
∗
1)
0y0), (4.19)
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where r∗p+1 = rp+1 and r
∗
k = rk − iD(1, r∗k+1), with k = 1, · · · , p. If the CF of Y0 is
φ(r; y0), then the unconditional joint CF of (Y1, · · · , Yp+1) is given by,
c(r1, · · · , rp+1;Y1, · · · , Yp+1) = exp(
p+1X
k=1
C(1, r∗k))φ(D(1, r
∗
1); y0).
Based on the joint CF, Jiang and Knight (2002) apply the continuous ECF procedure
proposed in Yu (1998) and Knight and Yu (2002) to estimate the continuous time SV
model.
5 ECF ESTIMATIONFORASELF-EXCITING JUMP
DIFFUSION MODEL
To illustrate the ECF procedure I now consider a self-exciting jump diﬀusion model
which is first proposed by Knight and Satchell (1998). A small scale Monte Carlo study
and an empirical study are performed.
5.1 The Model
It is common in the financial literature to assume that the price of an asset at time t,
P (t), follows a geometric Brownian motion (BM)
dP (t) = γP (t)dt+ σP (t)dB(t),
where B(t) is a standard BM, γ is the instantaneous return and σ2 is the instantaneous
variance. By including the jump component, Merton (1976) assumes that the price
follows the mixed Brownian-Poisson process
dP (t) = γP (t)dt+ σP (t)dB(t) + P (t)(exp(Q)− 1)dN(t), (5.20)
where B(t) is a standard Brownian motion; N(t) is Poisson process with intensity pa-
rameter λ; B(t) and N(t) are assumed to be independent; Q is an independent normal
variable with mean µQ and variance σ2Q. Using Ito’s lemma, we solve the stochastic
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diﬀerential equation (5.20) for the log return X(t)(= log(P (t)/P (t− 1)),
X(t) = (γ − σ
2
2
) + σ(B(t)−B(t− 1)) +
∆N(t)X
n=1
Q(n)
= µ+ σ(B(t)−B(t− 1)) +
∆N(t)X
n=1
Q(n), (5.21)
where Q(n) =
Pn
i=1Qi if n ≥ 1, and µ = γ − σ
2
2
. Hence, the behavior of X(t) depends
not only on the continuous diﬀusion part µ+σ(B(t)−B(t−1)), but also a dis-continuous
jump part
P∆N(t)
n=1 Q(n).
Knight and Satchell (1998) extend the Merton model by assuming that the Poisson
process N(t) has a stochastic intensity function λ(t) which is self-exciting as follows:
λ(t) = βσ2 + φλ(t− 1) + αν2(t− 1), (5.22)
where ν(t) is N(0, 1) conditional on N(t), and I(t) is information up to the close of the
market on day t. In Appendix A, we show that equation (5.22) is equivalent to
λ(t) = βV ar(X(t− 1)|I(t− 2)) + αν2(t− 1). (5.23)
and
V ar(X(t)|I(t− 1)) = σ2 + φV ar(X(t− 1)|I(t− 2)) + α(µ2Q + σ2Q)ν2(t− 1), (5.24)
where φ = β(µ2Q + σ
2
Q).
According to the specification, the jump component’s arrival time is endogenously
determined, reflecting past volatility in the data and deviations from economic funda-
mentals. It oﬀers a more general specification than models with a constant jump in-
tensity (Merton (1976) and Jorion (1988)). It can be regarded as an alternative way to
model the time varying jump intensity via exogenous variables (Das (1999) and Bekaert
and Gray (1998)). A similar jump specification is incorporated in models proposed by
Chan and Maheu (2002) and Maheu and McCurdy (2003) where the jump intensive
is assumed to follow a Gaussian autoregressive structure.3 As noted in Maheu and
3Maheu and McCurdy (2003, Section 4) give several interesting examples in which one should expect
that jumps tend to be followed by jumps.
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McCurdy, such models allow jumps to cluster. This feature is termed “jump cluster-
ing" which is analogous to “volatility clustering" in the GARCH and SV literature. In
equation (5.22) jump clustering is captured by parameter φ.
Obviously, the model defined by (5.21) and (5.22) can be regarded as the discrete
version of bivariate diﬀusion process for (Xt, λt)0 with one of the state variables, λt,
latent. Unfortunately, the likelihood function has no closed form and hence the ML
method is infeasible. We show in the theorem below, however, that the joint CF has a
closed form expression and thereby facilitates the use of the GMM and ECF procedures.
Theorem 5.1 If a random process {X(t)}Tt=1 is a self-exciting Poisson jump diﬀusion
model which is defined by equations (5.21) and (5.23), then the joint CF ofX(t), · · · , X(t−
k) is,
c(r1, · · · , rk+1;θ) =
exp(iµ
k+1X
j=1
rj −
1
2
σ2
k+1X
j=1
r2j ) exp
(
βσ2
1− φ
k+1X
j=1
G(rj)
)
×
∞Y
l=0
(
1− 2αφl
k+1X
j=1
φk+1−jG(rj)
)−1/2 k+1Y
j=2
(
1− 2α
jX
l=1
φj−lG(rl)
)−1/2
, (5.25)
where φ = β(µ2Q + σ
2
Q), G(r) = exp(irµQ −
r2σ2Q
2
)− 1, and θ = (µ, σ2, α, β, µQ, σ2Q)0 are
the parameters of interest.
Proof: See Appendix A.
It is well known that the joint CF can be used, as well, to derive closed form ex-
pressions for marginal and joint moments of the model, by evaluating derivatives of
the joint CF at zero. In particular, the unconditional moments can be derived from
the marginal CF while the joint moments can be derived from the joint CF. For ex-
ample, Cov(X(t), X(t − s)) = 2µ2Qα2φs/(1 − φ2). Hence, X(t) and X(t − s) are
uncorrelated when µQ = 0. However, X(t) and X(t − 1) are not independent since
c(r1, r2;θ) 6= c(r1;θ)c(r2;θ). Appendix B presents the analytic expressions for some
moments of the model, including four unconditional moments and three autocovari-
ances. These moment conditions form the basis of the GMM procedure.
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As for the ECF method, we use the continuous ECF procedure based on the joint
CF. The ECCF procedure is not used here since the state variables λt is not observable.
To use the ECF method, we have to choose a value for p. It is easy to see that the model
does not have a Markov property, and hence a larger p works better than a smaller p in
terms of asymptotic eﬃciency. In the Monte Carlo study we only choose p = 1 to ease
the computational burden while in the empirical study we choose several values for p to
examine the eﬀect of p on the estimates. Note that with p = 1
c(r1, r2;θ) = exp
½
βσ2
1− φ(G(r1) +G(r2)) + iµ(r1 + r2)−
1
2
σ2(r21 + r
2
2)
¾
×
∞Y
l=0
©
1− 2αφl(φG(r1) +G(r2))
ª−1/2
(1− 2αG(r1))−
1
2 , (5.26)
and
cn(r1, r2) =
1
n
nX
j=1
exp(ir1xj + ir2xj+1). (5.27)
Although the optimal ECF procedure proposed in a recent study by Carrasco et al
(2002) should lead to an estimator with ML eﬃciency, in this paper I use the sub-
optimal WLS-ECF method with an exponential weighting function. As a result, the
procedure is to choose (µˆ, σˆ2, αˆ, βˆ, µˆQ, σˆ2Q) to minimizeZ Z
|c(r1, r2;θ)− cn(r1, r2)|2 exp(−r21 − r22) dr1dr2, (5.28)
where c(r1, c2;θ) and cn(r1, r2) are given by (5.26) and (5.27).
The implementation of the ECFmethod essentially requires minimizing (5.28), which
involves double integrals. Unfortunately, no analytic solutions for either the double
integrals or the optimization are available. Consequently, we will numerically evaluate
the multiple integral (5.28), followed by numerical minimization of (5.28) with respect
to θ. The numerical solutions are the desired estimators.
A 96-points Hermite quadrature is used to approximate the two dimensional integral
in (5.28). Since there is no analytic expression for the derivatives of the objective
functions, the Powell’s conjugate direction algorithm (Powell (1964)) is used to find the
global minimum. All computations are done in double precision.
By using the procedure, we examine the performance of the ECF method in the
estimation of the self-exciting jump diﬀusion model in a Monte Carlo study. We also fit
the model to a real data set.
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5.2 Monte Carlo Experiments
The Monte Carlo study is designed to check the viability of the ECF method in compar-
ison with a GMM procedure. For simplicity, in the model defined by equations (5.21)
and (5.23), we let µ = µQ = σ = 0, α = 1 and assume them to be known quantities.
Therefore, the model can be represented by
X(t) =
∆N(t)X
n=1
Q(n), (5.29)
where Q(n)|∆N(t) ∼ i.i.d.N(0, σ2Q),∆N(t) ∼ P (λ(t)), and
λ(t) = φλ(t− 1) + ν2(t− 1). (5.30)
I choose parameters σ2Q = 1 and β = 0.5, which imply φ = 0.5. The number of
observations is set at T = 2000 and the number of replications is 1000.
I propose two estimators. One is the GMM estimator based on ad hoc moment
conditions, the other is the ECF estimator. The details of the GMM procedure are given
by Hansen (1982) in a more general framework. In this specific situation, I arbitrarily
choose seven moment conditions that are listed in Appendix B. The only guide used to
select these moments is to avoid high order moments due to the erratic finite-sample
behavior caused by the presence of fat-tails in the distribution of the returns, pointed
out by Andersen and Sorensen (1996). For the ECF, I used the GMM estimates as the
starting point.
Table 1 shows the mean, median, minimum, maximum, MSE and root mean square
error (RMSE) for both sets of estimates, and serves to illustrate that the ECF method
outperforms the GMM procedure. For example, the ECF estimates have smaller biases
than the GMM estimates. Moreover, the MSE’s of the GMM estimates are larger than
those of the ECF estimates, suggesting the ECF method is more eﬃcient than the GMM
procedure. Of course, the GMM procedure adopted here may not be ideal since it is
based on a set of ad hoc moments conditions. If one keeps adding moments and adopts
the optimal scheme of Hansen (1982), asymptotic eﬃciency should improve (Liu (1997)).
If the increased moment conditions are based on power functions of a random variable,
the ML asymptotic eﬃciency can be achieved (Gallant and Tauchen (1999)). However,
the ECF procedure used here is also sub-optimal. In the context of the scalar diﬀusion,
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Carrasco et al (2002) find that their optimal ECF procedure outperforms the eﬃcient
method of moment of Gallant and Tauchen (1996) where a judiciously chosen set of
moment conditions is used.
Table 1
Monte Carlo Study to Compare ECF with GMM for the Self-exciting Jump Diﬀusion
Model
β = 0.5 σ2Q = 1.0
ECF GMM ECF GMM
MEAN .5087 .5132 .9803 .9630
MED .5067 .5176 .9757 .9675
MIN .3395 .0965 .6331 .4116
MAX .6492 .847 1.340 1.643
MSE .00287 .00485 .0195 .0394
RMSE .0536 .0696 .1396 .1980
Note: The reported statistics are based on 1000 simulated replications each
with sample size equal to 2000.
5.3 An Empirical Application
The data used in the empirical study consists of more than 72 years (19,302 observations)
of daily geometric returns (defined as 100(logPt+1−logPt)) for the Dow Jones Industrial
Average (DJIA) index covering the period from October 2, 1928 to June 12, 2001. The
series is plotted in Figure 1.
In this empirical study, we fit the model defined by (5.21) and (5.23) to the data
using the continuous ECF procedure with p = 1, 2, 3. The parameters of interest are θ =
(µ, σ2, α, β, µQ, σ2Q)
0. The parameter estimates and corresponding asymptotic standard
errors are presented in Table 2.
A few results emerge from the table. First and probably most importantly, the
autoregressive coeﬃcient φ in equation (5.22) is estimated to be 0.9512, 0.9340, 0.9426,
for p = 1, 2, 3. Using the delta method, we can obtain the asymptotic standard error of
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φˆ, which is 0.2041, 0.1765, 0.1822 for p = 1, 2, 3. Obviously φ is statistically significant in
all three cases. The result suggests overwhelming evidence of jump clustering, consistent
with the empirical findings recently documented in Chan and Maheu (2002) and Maheu
and McCurdy (2003). Second, the ECF estimates of µQ, σ2Q are highly significant and
indicate that jumps are present in the sample path of DJIA returns over the period
from 1928 through 2001. This result is consistent with the findings by Ball and Torous
(1985) and Chib, Nadari and Shephard (2002) in the sample paths of daily stock returns.
Moreover, the estimate of µQ is significantly less than 0, suggesting that on average
jumps lead to a negative return in the stock market. Third, the estimates clearly depend
on but are not highly sensitive to the overlapping block size p. It is apparent that the
parameters associated with the jump component are relatively less stable than those in
the diﬀusion component.
Table 2
Estimation of the Self-exciting Jump Diﬀusion Model via ECF Using DJIA Data
Method µ σ2 α β µQ σ2Q
ECF 0.0712 0.1687 0.3065 0.6053 -0.4341 1.3830
(p=1) (0.0091) (0.0009) (0.0315) (0.0954) (0.0814) (0.1789)
ECF 0.0710 0.1685 0.3117 0.6142 -0.4122 1.3507
(p=2) (0.0090) (0.0009) (0.0303) (0.0842) (0.0758) (0.1655)
ECF 0.0711 0.1686 0.2986 0.5979 -0.4278 1.3994
(p=3) (0.0089) (0.0009) (0.0290) (0.0801) (0.0736) (0.1549)
Note: The numbers in brackets are standard errors.
6 Conclusion
In this paper, the estimation method via the ECF has been described and illustrated.
The estimation method requires no tractable form or property of the likelihood function.
It is accomplished by matching the CF with ECF. We illustrate the ECF procedure
by estimating a self-exciting jump diﬀusion model. Simulations demonstrate that the
ECF method works well in comparison with an ad hoc GMM approach. An empirical
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application to DJIA index returns shows some interesting results, including evidence of
jump clustering.
Appendix A
Proof of Theorem 5.1
We start the proof by showing that equations (5.22), (5.23) and (5.24) are equivalent.
From the definition of I(t− 1), we get
V ar(X(t)|I(t−1)) = V ar(µ+σ(B(t)−B(t−1))+
∆N(t)X
n=1
Q(n)|λ(t)) = σ2+λ(t)(µ2Q+σ2Q).
(A.1)
Substituting out λ(t) in equation (5.23), we then get
V ar(X(t)|I(t−1)) = σ2+α(µ2Q+σ2Q)ν(t−1)2+β(µ2Q+σ2Q)V ar(X(t−1)|I(t−2)). (A.2)
Furthermore, by substituting out V ar(X(t− 1)|I(t− 2)) in equation (5.23), we get
λ(t) = βσ2 + β(µ2Q + σ
2
Q)λ(t− 1) + αν2(t− 1), (A.3)
which is equation (5.22). Since the intensity represents how fast new information arrives,
equation (A.3) means that the speed of the arrival of new information on day t depends
on how frequent new information has arrived on day t−1, as well as a random component.
By applying backward induction to equation (A.3), we get
λ(t) =
βσ2
1− φ(1− φ
t−1) + φt−1λ(1) + α
t−2X
j=0
φjν2(t− j − 1).
If |φ| < 1, as t→∞,
λ(t) =
βσ2
1− φ +
∞X
j=1
φjν2(t− j − 1).
Consequently, the characteristic function of λ(t) is
Ψ(r) = E(exp(irλ(t))) = E
(
exp
¡
is(
βσ2
1− φ +
∞X
j=1
φjν2(t− j − 1))
¢)
= exp(ir
βσ2
1− φ)
∞Y
j=0
(1− 2iαφj)− 12 .
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Considering
∆N(t−l)X
n=1
Q(n)|∆N(t− l) ∼ N(µQ∆N(t− l), σ2Q∆N(t− l)),
we get
E



k+1Y
l=1
exp

irl
∆N(t−l)X
n=1
Q(n)





= E


E


E


k+1Y
l=1
exp(irl
∆N(t−l)X
n=1
Q(n))|∆N(t− l), I(t− k)








= E
(
E
"
k+1Y
l=1
exp(iµQrl∆N(t− l)−
r2l
2
σ2Q∆N(t− l))|I(t− k)
#)
= E
(
k+1Y
l=1
exp[λ(t− l)(exp(iµQrl −
r2l
2
σ2)− 1)]
)
= E{
k+1Y
l=1
exp[(
βσ2
1− φ(1− φ
k−l) + φk−lλ(t− k)
+α(ν2(t− j − 1) + · · ·+ φk−l−1ν2(t− k)))(exp(iµQrl − r
2
l
2
σ2)− 1)]}
= exp
"
k+1X
l=1
βσ2
1− φ(1− φ
k−l)(exp(iµQrl −
r2l
2
σ2)− 1)
#
×
E
(
exp
"
λ(t− k)
k+1X
l=1
µ
φk+1−l(exp(iµQrl −
r2l
2
σ2)− 1)
¶#)
×
E
(
k+1Y
l=1
exp
·
α(ν2(t− j − 1) + · · ·+ φk−l−1ν2(t− k))(exp(iµQrl − r
2
l
2
σ2)− 1)
¸)
= exp
"
k+1X
l=1
βσ2
1− φ(1− φ
k−l)(exp(iµQrl −
r2l
2
σ2)− 1)
#
×
exp
(
βσ2
1− φ
k+1X
l=1
·
φk+1−l(exp(iµQrl −
r2l
2
σ2)− 1)
¸)
×
∞Y
j=0
(
1− 2αφj
k+1X
l=1
·
φk+1−l(exp(iµQrl −
r2l
2
σ2)− 1)
¸)
×
E
(
exp
"
k+1X
j=2
Ã
α
jX
l=1
φj−l(exp(iµQrl −
r2l
2
σ2)− 1)
!#)
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which equals
exp
"
k+1X
l=1
βσ2
1− φ(1− φ
k−l)G(rl)
#
exp
(
βσ2
1− φ
k+1X
l=1
£
φk+1−lG(rl)
¤)×
∞Y
l=0
(
1− 2α1φl
k+1X
j=1
φk+1−jG(rj)
)−1/2 k+1Y
j=2
(
1− 2α
jX
l=1
φj−lG(rl)
)−1/2
= exp
(
βσ2
1− φ
k+1X
j=1
G(rj)
) ∞Y
l=0
(
1− 2αφl
k+1X
j=1
φk+1−jG(rj)
)−1/2
×
k+1Y
j=2
(
1− 2α
jX
l=1
φj−lG(rl)
)−1/2
.
Thus, the characteristic function of X(t), · · · ,X(t− k) is
c(r1, · · · , rk+1;θ)
= E {exp(ir1X(t) + · · ·+ irk+1X(t− k))}
= E


exp(ir1(µ+ σB(1) +
∆N(t−l)X
n=1
Q(n)) + · · ·+ irk+1(µ+ σB(1) +
∆N(t−l)X
n=1
Q(n)))



= E


exp(iµ
k+1X
l=1
rl) exp(iσ(r1B(1) + · · ·+ rk+1B(1)) exp(
k+1X
l=1
irl
∆N(t−l)X
n=1
Q(n))



= exp(iµ
k+1X
j=1
rj −
1
2
σ2
k+1X
j=1
r2j )E



k+1Y
l=1
exp

irl
∆N(t−l)X
n=1
Q(n)





= exp(iµ
k+1X
j=1
rj −
1
2
σ2
k+1X
j=1
r2j ) exp
(
βσ2
1− φ
k+1X
j=1
G(rj)
)
×
∞Y
l=0
(
1− 2αφl
k+1X
j=1
φk+1−jG(rj)
)−1/2 k+1Y
j=2
(
1− 2α
jX
l=1
φj−lG(rl)
)−1/2
. (A.4)
Appendix B
Analytic Expressions for Moments of the Self-Exciting Jump DiﬀusionModel
The model is defined by equations (5.21) and (5.23). The joint cumulant generating
function is obtained by applying the logarithmic operator to the joint characteristic
function (5.26). The coeﬃcients on the Taylor series expansion of the joint cumulant
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generating function are the cumulants of the model (Kendall and Stuart (1958, page
83)), that is
log c(r1, r2;θ) =
∞X
j,k=1
κjk
(ir1)j
j!
(ir2)k
k!
.
Hence we have
κ1 =
βσ2 + α
1− φ µQ + µ
κ2 =
βσ2 + α
1− φ (µ
2
Q + σ
2
Q) + σ
2 +
2α2µ2Q
1− φ2
κ3 =
βσ2 + α
1− φ (µ
3
Q + 3µQσ
2
Q) +
8α3µ3Q
1− φ3 +
α2(µ2Q + σ
2
Q)µQ
1− φ2
κ4 =
βσ2 + α
1− φ (µ
4
Q + 6µ
2
Qσ
2
Q + 3σ
4
Q) +
α2
1− φ2 (14µ
4
Q + 36µ
2
Qσ
2
Q + 6σ
4
Q)
+
α3
1− φ3 (48µ
4
Q + 48µ
2
Qσ
2
Q) +
48α4µ4Q
1− φ4
κ11 =
2α2µ2Qφ
1− φ2
κ12 =
2α2µQφ(µ2Q + σ
2
Q)
1− φ2 +
2α3µ3Qφ
1− φ3
κ22 =
8α3µ2Qφ(µ
2
Q + σ
2
Q)
1− φ3 +
2α2φ(µ2Q + σ
2
Q)
2
1− φ2 +
16α3µ2Qφ
2(µ2Q + σ
2
Q)
1− φ3 +
48α4φ2µ4Q
1− φ4 .
The analytic expressions of corresponding moments can be then calculated using the
relationship given by Kendall and Stuart (1958),
µ1 = κ1
µ2 = κ2
µ3 = κ3
µ4 = κ4 + 3µ22
µ11 = κ11
µ12 = κ12
µ22 = κ22 + µ22 + 2µ
2
11,
where µ1 =
R∞
−∞ xdF (x), µj =
R∞
−∞(x − µ1)jdF (x),∀j > 1, and µjk =
R∞
−∞
R∞
−∞(Xt −
µ1)j(Xt+1 − µ1)kdF (Xt, Xt+1).
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Figure 1: Daily Observations of the Dow Jones Industrial Average Index Returns from
October 2, 1928 to June 12, 2001.
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