This study investigates whether exposure to downside risk, as measured by value-at-risk (VaR) 
Introduction
The most important implications of the capital asset pricing model (CAPM) (see Sharpe, 1964; Lintner, 1969; Black, Jensen, & Scholes, 1972) are that (i) the expected return on a risky asset is linearly and positively related to its systematic risk, and (ii) only the asset's beta captures crosssectional variations in expected stock returns; other variables have no explanatory power. However, the empirical evidence of the last few decades suggests that many alternative risk and nonrisk variables are able to explain average stock returns. These include size (Banz, 1981) , the ratio of book equity to market equity (Fama & French, 1992 , 1993 Stattman, 1980; Rosenberg, Reid, & Lanstein, 1985; Chan, Hamao, & Lakonishok, 1991) , the price/earnings ratio (Basu, 1977) , leverage (Bhandari, 1988) , liquidity (Pastor & Stambaugh, 2003) , and value-at-risk (VaR) (Bali & Cakici, 2004; Chen, Chen, & Chen, 2010) . Bali and Cakici (2004) investigate the relationship between portfolios sorted by VaR 1 and expected stock returns and find that VaR, size, and liquidity explain the cross-sectional variation in expected returns, while beta and total volatility have almost no explanatory power at the stock level. Furthermore, the strong positive relationship between average returns and VaR is robust for different investment horizons and loss-probability levels.
VaR is a popular measure of risk value among finance practitioners and regulators of banks and financial institutions because it provides a single number with which to quantify the monetary loss associated with a portfolio exposed to market risk with a certain probability. If portfolios sorted by VaR result in higher returns associated with a higher VaR, then this can prove to be extremely valuable information for investors, portfolio managers, and financial analysts who can construct and recommend profitable portfolio strategies accordingly. The Basel II accord on banking supervision also recommends using VaR to measure the market risk exposure of banking assets. It is, therefore, an equally useful measure for market regulators and policymakers, making it important to investigate the asset pricing implications of VaR as a risk factor.
Apart from Bali and Cakici's (2004) pioneering study on the US and a recent study on Taiwan by Chen et al. (2010) , there are no empirical studies on this aspect of asset pricing in the context of emerging and developed markets. The major objective of our study is to test whether the maximum likely loss as measured by VaR can explain the cross-sectional and time variations in average returns in Pakistan as an emerging market.
We have selected Pakistan for this analysis because it typifies an emerging market, exhibiting features such as higher returns associated with higher volatility, lower liquidity, a relatively high market concentration, and infrequent trading of many stocks. 2 Additionally, given that determining the validity of an economic or financial theory or model requires testing it under different conditions, this study aims to contribute to the literature by testing the relationship between VaR and expected returns accordingly. Our analysis reveals that constructing VaR as the common risk factor enables a better explanation for time variations in average portfolio returns sorted by size and book-to-market factors as compared to the Fama-French common factors.
Literature Review
Over the last six decades, downside risk has been studied from the perspective of explaining asset returns. The concept of measuring downside risk dates back to Markowitz (1952) and Roy (1952) . Markowitz (1952) provides a quantitative framework for measuring portfolio risk and return. The study utilizes mean returns, variances, and covariances to develop an efficient frontier on which every portfolio maximizes the expected return for a given variance or minimizes the variance for a given expected return. Roy (1952) explains the same equation as Markowitz, connecting the portfolio variance of returns to the variance of returns of the constituent securities. As Markowitz (1959) points out, investors are interested in minimizing the downside risk because this would help them make better decisions when faced with nonnormal security return distributions. Consequently, he suggests assessing downside risk using (i) a semivariance computed from the mean return or below-mean semivariance (SVm) and (ii) a semivariance computed from a target return or below-target semivariance (SVt). The two measures compute a variance using only the returns below the mean return (SVm) or target return (SVt). In addition, the study compares several risk measures, including standard deviation, expected value of loss, expected absolute deviation, probability of loss, and maximum loss. Quirk and Saposnik's (1962) study establishes the theoretical dominance of the semivariance over the variance. Mao (1970) argues in favor of using the semivariance given that investors will be interested specifically in the downside risk. Bawa (1975) and Fishburn (1977) identify the lower partial moment as a general family of below-target risk measures (one of which is the SVt) that describe below-target risk in terms of risk tolerance. Bawa and Lindenberg (1977) , whose study develops a mean lower partial moment (MLPM) model based on downside risk, present the CAPM as a special case of the MLPM, pointing out that the latter must explain the data at least as well as the CAPM. Harlow and Rao (1989) provide empirical support for the Bawa-Lindenberg downside risk model. Nawrocki's (1999) study of downside risk differentiates between the two types of semivariance risk measures presented by Markowitz (1959) . Eftekhari and Satchell (1996) and Claessens, Dasgupta, and Glen (1995) observe nonnormality in emerging markets. Bekaert, Erb, Harvey, and Viskanta (1998) note that skewness and kurtosis are significant risk factors for emerging market equities. Harvey and Siddique (2000) and Bekaert and Harvey (2002) , respectively, argue that skewness is a significant risk factor in both developed and emerging markets. Estrada (2000 Estrada ( , 2002 investigates different risk measures and finds that semi-standard deviation is the relevant measure of risk for emerging markets. Dittmar (2002) determines the influence of a security's skewness and kurtosis on investors' expected returns. Bali and Cakici (2004) , Bali, Gokcan, and Liang (2007) , and Bali, Demirtas, and Levy (2009) consider VaR an alternative risk factor that helps explain the cross-section of stock returns. Chung, Johnson, and Schill (2006) argue that a set of co-moments taken together may be more reliable than individual co-moments. Ang, Chen, and Xing (2006) demonstrate how the downside beta term helps explain cross-sectional variations in average stock returns. Iqbal, Brooks, and Galagedera (2010) evaluate the CAPM and MLPM for an emerging market over the period September 1992 to April 2006. Their empirical results support both models when performed against an unspecified alternative, but support the CAPM when an MLPM alternative is specified. Blitz, Pang, and van Vliet (2013) study the significant effects of volatility in emerging markets. De Groot, Pang, and Swinkels (2012) demonstrate the significant presence of value, momentum, and size effects in frontier emerging markets over the period 1997 to 2008; the authors argue that transaction costs or risk do not adequately explain these three market factors.
The disadvantage of the MLPM, which measures the relationship between asset returns and downside movement in the market, is that it yields a regression-based estimate, which may not be easily understood by common investors. The VaR, on the other hand, is a monetary value that readily captures downside risk. Accordingly, this study focuses on providing empirical evidence on the efficacy of VaR as a risk measure for Pakistan's emerging market. In addition to providing time series evidence, we carry out a cross-sectional regression analysis of VaR and average portfolio returns sorted with respect to VaR. This differentiates the study from Bali and Cakici (2004) , for example, who do not provide estimates for the cross-sectional relationship between VaR and expected returns.
Data, Sample Selection, and Variables
Our primary source of data is the Karachi Stock Exchange (KSE)-the largest of Pakistan's three stock exchanges. Conducting asset-pricing tests based on daily data is problematic, given that daily returns tend to be nonnormal and that stocks are traded infrequently in this market. We have, therefore, used monthly data on continuously compounded stock returns for 231 stocks traded on the KSE from October 1992 to June 2008 (see Appendix 1).
The number of firms in the sample varies over the sample period. Figure 1 shows the number of firms at the end of December for each year of the sample period. We have 149 firms in the first year and 231 stocks at the end of June 2008, which provides us with a reasonable volume of data for analysis. The sample includes both financial and nonfinancial firms across all sectors of the KSE. As with other studies that use price databases, firm survival may be an issue, implying that the data overstates the importance of certain factors in such cases. In order to minimize this likelihood, we have applied a smaller level of significance-1 percent instead of 5 and 10 percent-in the statistical tests conducted. The variables employed include: (i) size, (ii) systematic risk (beta), (iii) book-to-market equity, and (iv) VaR. These are explained below.
Following the literature, we measure firm size using the natural logarithm of the market value of equity, i.e., the stock price multiplied by the number of shares outstanding as of the sample selection date (each December).
In constructing systematic risk (beta), we follow Fama and French (1992) and sort all the sample stocks by size to determine the KSE size quintile breakpoints, based on which the stocks are allocated into five size portfolios. We then subdivide each size quintile into another five portfolios based on pre-ranking betas for all the sample stocks. The preranking betas are calculated using two to five years' (as available) data on the monthly returns ending in December of year t based on the market model. In all, 162 post-ranking monthly returns for each of the 25 portfolios are computed for the period January 1995 to June 2008.
Following Fama and French (1992) , we estimate the pre-ranking betas as the sum of the slopes yielded by regressing the monthly return on the current and previous months' market returns:
where Rjt is the monthly return on stock j in period t, 1j + 2j is the preranking beta for stock j, Rmt is the monthly return on the KSE valueweighted index in period t, and ujt is the residual series from the time series regression.
Book-to-market equity or BE/ME is the ratio of the book value of equity plus deferred taxes to the market value of equity. This study uses each firm's market price and equity data as of the end of December for each year to compute its BE/ME. Given the absence of reliable historical data on book values, we have employed December 2000 values (which fall roughly in between the sample period) to construct book-to-market portfolios.
In order to construct portfolios sorted by VaR, we sort the sample stocks by 99, 95, and 90 percent VaR levels and obtain the average returns and average VaR for each decile portfolio. The VaR is estimated using the historical simulation method. 3 The mean and cutoff return for each confidence level is estimated using 24-60 monthly returns (as available). The 99, 95, and 90 percent confidence level VaRs are then measured by the lowest, third lowest, and sixth lowest observations drawn from these monthly returns in December of each year, starting from 1995.
Methodology
This section explains how the relationship between VaR and expected returns is determined.
VaR and the Cross-Section of Expected Returns
In order to capture the relationship between VaR and expected returns, we investigate whether stock portfolios with a higher maximum likely loss (as measured by VaR) earn higher expected returns. Starting from 1995 through December of each subsequent year, we sort the sample of 232 KSE stocks by 99, 95, and 90 percent VaR levels to determine the decile breakpoint for each VaR stock. Based on these breakpoints, we then allocate the stocks among 99, 95, and 90 percent VaR deciles. Decile 1 comprises the 10 percent of stocks with the lowest VaR; decile 10 represents those stocks with the highest VaR. We also compute the equally weighted average returns for the stocks in each decile. The portfolios are rebalanced every December for the subsequent years.
VaR and Time Series Variations in Expected Returns
Given the drawbacks of the CAPM, Fama and French (1992) have developed an alternative asset-pricing model, which we employ to study the usefulness of the VaR factor. Fama and French (1993) study the common risk factors in stock returns using six portfolios formed by sorting the stocks by size (ME) and BE/ME. Following this method, we rank the 232 sample stocks for January of each year t from 1995 to June 2008 according to size. The median stock size is used to divide the stocks into two groups: small (S) and big (B). The stocks are sorted separately into three portfolios based on the breakpoints for the bottom 30 percent (L), the middle 40 percent (M), and the top 30 percent (H). Thus, we construct six portfolios (S/L, S/M, S/H, B/L, B/M, and B/H) from the intersection of the two ME groups and the three BE/ME groups.
The Fama and French small-minus-big (SMB) factor is constructed as the difference between the average return on a portfolio of three smallcap stocks, i.e., (S/L + S/M + S/H)/3, and the average return on a portfolio of three big-cap stocks, i.e., (B/L + B/M + B/H)/3. The highminus-low (HML) factor is constructed as the difference between the average return on two high-BE/ME portfolios, i.e., (S/H + B/H)/2, and the average return on two low-BE /ME portfolios, i.e., (S/L + B/L)/2.
Following Fama and French (1993 , we use the excess market return over the risk-free return (RM-RF) as a measure of the market factor in stock returns. The RF is constructed using the 30-day repo rate obtained from DataStream. The excess returns on the 25 portfolios sorted by size and BE/ME are employed as dependent variables in the time series regressions.
In order to examine the empirical performance of VaR based on the 25 Fama and French (1993) portfolios, we follow Bali and Cakici (2004) and construct an HVaRL factor (high VaR minus low VaR), which is meant to mimic the risk factor in returns related to VaR and is defined as the difference between the simple average of the returns on high VaR and low VaR portfolios. The construction of the 95 percent VaR portfolios is similar to that of Fama and French's size portfolios: for December of each year t from 1995 through June 2008, we rank 232 stocks by their 95 percent VaR level. The median 95 percent VaR is used to divide the selected stocks into two groups: high VaR and low VaR.
Regression Analysis With Several Factors
We carry out a series of regressions to ascertain the role of the various factors (RM-RF, SMB, HML, and HVaRL) in explaining returns. These include (i) one-factor models (which use RM-RF, SMB, HML, or HVaRL as a single explanatory variable at a time), (ii) two-factor models (which use RM-RF along with SMB, HML, or HVaRL), (iii) three-factor models (which use RM-RF along with SMB and HML, or SMB and HVaRL, or HML and HVaRL), and (iv) four-factor models (which use RM-RF, SMB, HML, and HVaRL).
Empirical Results
This section presents the results of each regression analysis. 
VaR and the Cross-Section of Expected Returns
As Table 1 shows, when portfolios are formed according to their 99, 95, and 90 percent VaR, average stock returns are positively correlated with VaR. In other words, stocks with a higher maximum likely loss (measured by VaR) generally yield higher average returns. From the lowest to the highest 1 percent VaR decile, the monthly average return on VaR portfolios increases from 0.96 to 7.83 percent, which amounts to an 82.45 percent annual return differential. This increase is not monotonic: for example, moving from the eighth to the ninth decile portfolio using the 99 percent VaR results in a lower average return.
The overall evidence supporting a positive risk-return relationship is fairly strong. This is in contrast to Bali and Cakici (2004) who estimate an annual return differential of only 11.52 percent between the highest and lowest VaR portfolios. Our result is, however, consistent with the general observation that emerging markets yield higher returns than developed markets. The result is also important from an investment allocation perspective.
We find a similarly strong positive relationship between average returns and VaR, using the 95 and 90 percent confidence levels. The results show that, the greater a portfolio's potential losses as captured by VaR, the higher will be the expected return. Portfolios of higher-VaR stocks appear to yield higher returns than lower-VaR portfolios.
To gauge the statistical significance of the relationship between the average VaR and average returns on the VaR portfolios, we regress the average returns from the decile portfolios on the average VaR for the 99, 95, and 90 percent levels, respectively. The results indicate that the VaR coefficients are highly significant with a theoretically consistent positive sign. The R 2 values range from 83 to 86 percent. Note: *, **, and *** = significant at 1, 5, and 10 percent, respectively. We obtain R 2 by regressing a cross-section of the average returns to the ten deciles on a constant and the average VaR of the portfolios. The t-statistics are based on heteroskedasticity-consistent standard errors and tested to determine if the estimated coefficients are significantly different from 0. Source: Authors' calculations.
VaR and Time Series Variations in Expected Stock Returns
Panel A of Table 2 provides some descriptive statistics for RM-RF, SMB, HML, and HVaRL at a 95 percent confidence level. The normality of the Fama-French and VaR factors is rejected in all cases. However, the time series sample is large enough to justify statistical tests asymptotically.
Panel B calculates the correlation between RM-RF, SMB, HML, and HVaRL in order to determine the direction and magnitude of the relationship between HVaRL and the three Fama-French factors. There is a positive correlation of 0.59 and 0.53 between the market and HVaRL factors and between HML and HVaRL, respectively. The size factors, however, are weak correlates of HVaRL. Overall, the correlation between HVaRL and the Fama-French factors is not very large, making it possible to estimate any independent influence on portfolio returns without fear of collinearity. Table 3 shows the correlation between returns for the 25 portfolios and HVaRL, RM-RF, SMB, and HML. RM-RF and HVaRL capture more common variation in stock returns on average than SMB and HML. Note: S1BM1 denotes a portfolio that belongs to the smallest size quintile and the lowest BE/ME quintile. The other portfolios are similarly labeled. Source: Authors' calculations.
Regression Analysis With Several Factors
This section presents the results of the four-and three-factor models (see Appendix 2 for the results of the one-and two-factor models). The table shows that the slope coefficients of RM-RF are positive and highly significant (with p-values of less than 0.01). It is worth noting that 22 of the 25 slopes for HVaRL are significant and, barring one, all have the correct positive sign. Ten of these slopes are significant at 1 percent, especially for the largest book-to-market quintile portfolios. The number of significant coefficients corresponding to HVaRL is higher than those for the size and book-to-market factors; its average coefficient is also much larger. The four-factor model yields a greater average adjusted R 2 value (0.518) than the other models.
Four-Factor Model
These results are in line with the findings of Bali and Cakici (2004) . The smaller size portfolios appear to be strongly related to average portfolio returns compared to portfolios comprising larger sizes. Thus, smaller firms may require higher returns for the greater risk with which they are associated. The signs of the HML factor are not stable.
Three-Factor Model
In order to gauge the importance of the VaR factor, we consider if it can serve as a substitute for any of the Fama-French factors. Tables 5, 6 , and 7 present panel estimates from the three-factor model in which the excess returns on 25 portfolios were regressed on RM-RF along with (i) SMB and HML, (ii) HVaRL and SMB, or (iii) HVaRL and HML. Table 5 indicates that all the RM-RF coefficients are highly significant. The size and book-to-market factors follow in importance with fewer significant coefficients. The average adjusted R 2 value is 0.485, which is slightly lower than that for the four-factor model, including VaR.
Compared to HML, most of the SMB slope coefficients are statistically significant, implying strong size effects but slightly weak book-to-market effects during the testing period; this is consistent with Chen et al. (2009) . Once SMB and HML are added to the one-factor model, the average adjusted R 2 value increases from 0.359 (Table A1 in Appendix 2) to 0.485 (Table 5) , which shows that the factors SMB and HML also help explain the time series variation. These findings are consistent with Fama and French (1993) Table 6 shows that adding HVaRL and SMB to the one-factor model yields significant coefficients for RM-RF, while HVaRL captures slightly more time variation in the test portfolios than SMB. Five of the HVaRL slope coefficients and eight of the SMB slope coefficients are insignificant. All the HVaRL coefficients have the correct positive sign while some of the SMB coefficients have a negative sign. Interestingly, in Table 7 , HVaRL captures greater time variation than RM-RF and SMB as indicated by their significant coefficients. Only three of the HVaRL coefficients are insignificant compared to five and ten, respectively, in the case of RM-RF and SMB. The average adjusted R 2 value is 0.476. Again, while the HML factor carries both signs, HVaRL has a robust positive sign in all cases. It is interesting to note that the three-factor model captures slightly more common variation in terms of the adjusted R 2 value when using HVaRL with SMB or HML: the average adjusted R 2 value increases from 0.485 (Table 5) to 0.494 (Table 6 ).
Conclusion
Investigating the asset-pricing implications of VaR as a risk factor can be a difficult task, especially in the context of emerging markets where economic and political conditions may be volatile. However, VaR is now widely applied in the financial world and is popular among risk managers, banks, and financial institutions that wish to determine whether their investors are compensated adequately in terms of high returns. Our main aim has been to investigate the role of VaR at three different confidence levels (10, 5, and 1 percent) in Pakistan as an emerging market for the period August 1995 to June 2008.
The study compares the explanatory power of VaR with that of the size and book-to-market factors by adopting both a cross-sectional and time series approach. It also investigates the asset-pricing implications of downside risk as measured by VaR and examines the cross-section of expected returns for decile portfolios sorted by the VaR (10, 5, and 1 percent) of each stock. Portfolios with a higher VaR are found to yield a higher average return; the VaR factor thus significantly explains the cross-sectional variations in expected returns. As a measure of downside risk, therefore, VaR is associated with higher returns.
We also evaluate the performance of VaR at the portfolio level by using a time series regression approach. This involves applying one-, two-, three-, and four-factor models where the monthly returns associated with a portfolio constructed by sorting stocks with respect to size and book-to-market are regressed on the returns for a market portfolio of stocks as well as size, book-to-market, and VaR factors. Our empirical results show that VaR captures substantial time variation in stock returns in the one-factor and two-factor models. More importantly, it gains additional explanatory power after controlling for the characteristics of RM-RF, SMB, and HML in the four-factor model. Overall, our results imply that VaR is better able to capture crosssectional and time series variations than size and book-to-market factors in Pakistan's emerging market. Currently, it is implemented by the State Bank of Pakistan and the Securities and Exchange Commission of Pakistan, primarily to supervise the risk exposure of banks, brokerage houses, and investment companies. Our results suggest that VaR could serve as a useful measure for quantifying the downside risk exposure of equity securities in Pakistan.
The study could be extended to compare VaR with other measures of risk such as beta, downside beta, lower partial moment, and liquidity. In addition, the analysis could be extended to examine the sensitivity of the relationship between expected returns and VaR to various parametric and nonparametric methods of estimating VaR. Results obtained from one-factor and two-factor models One-factor model Table A1 gives the estimates and averages obtained from the onefactor model in which the excess returns on 25 portfolios are regressed separately on RM-RF, SMB, HML, and HVaRL. It is evident from the table that, when these factors are employed individually, RM-RF captures more common variation in stock returns than HVaRL, SMB, or HML. All the market slopes are statistically significant. The average slope coefficient of RM-RF is 0.547. HVaRL captures a greater degree of time series variation in portfolio returns, even when used alone. These findings are consistent with Bali and Cakici (2004) and Chen et al. (2009) . All the slope coefficients are statistically significant at the 1 percent level. The average slope of HVaRL is 1.002 and the t-statistics range from 3.38 to 14.14. The average adjusted R-squared value is 0.322.
The results also show that the portfolios with the highest book-tomarket value are more sensitive to changes in HVaRL and have larger statistically significant coefficients than the other portfolios. Relative to the other factors, HVaRL has a higher degree of explanatory power for the portfolios in the large-cap stock quintile than SMB and HML. Specifically, the average adjusted R-squared value for HVaRL is 0.322 while the corresponding range for SMB and HML is 0.078-0.148, respectively. SMB, which mimics the factor in returns related to size, has less explanatory power than HVaRL and HML. Nine of the slope coefficients are statistically insignificant and 18 of the adjusted R-squared values are less than 0.1. As expected, the SMB slopes are related to size: in every BE/ME for SMB, the slopes generally decrease from smaller to larger size quintiles. HML, when used alone, explains the large difference in contrast to SMB: three of its slope coefficients are statistically insignificant and 11 of the adjusted R-squared values are less than 0.1. Clearly, the slopes for HML are systematically related to BE/ME. In every size quintile of stocks, the HML slopes generally increase from lower to higher BE/ME quintiles. 
Two-factor model
In order to determine the relative efficacy of the VaR factor, we consider a set of two-factor models in which the monthly returns on the 25 portfolios are regressed on RM-RF along with SMB, HML, or HVaRL. The results are given in Table A2 . Interestingly, the RM-RF and HVaRL two-factor model captures a greater degree of time variation in portfolio returns than the other two-factor models.
Panel A of the table gives the results of the excess stock returns regressed on RM-RF and HVaRL. When used alone, RM-RF has a low degree of explanatory power in terms of the adjusted R-squared value. However, when HVaRL is added to the regression, both variables capture a larger time series variation. RM-RF, when used alone, yields an average adjusted R-squared value of 0.359 (Table A1 ). In the two-factor regressions (Table A2 , panel A), the average adjusted R-squared value is 0.452. The t-statistics for the RM-RF slopes are generally greater than 2.
As expected, 22 of the 25 HVaRL coefficients are statistically significant at the 1 percent level. The t-statistic ranges from -0.7 to 10.0. Panel B of Table A2 gives the regression results for the portfolios with RM-RF and SMB. The betas for stocks are all between 0 and 2. Six of the SMB slope coefficients are insignificant and the average adjusted Rsquared value is 0.454. 
