Vision based depth estimation plays a significant role in Intelligent Transportation Systems (ITS) because of its low cost and high efficiency, which can be used to analyze driving environment, improve driving safety, etc. Although recently proposed approaches abandon time consuming pre-processing or post-processing steps and achieve an end-to-end prediction manner, fine details may be lost through max-pooling based encode modules. To tackle this problem, we propose Multi-Scale Dilated Convolution Network (MSDC-Net), a dilated convolution based deep network. For the feature encoding and decoding part, dilated layers maintain the scale of original image and reduce lost details. After that, a pyramid dilated feature extraction module is added to integrate the knowledge learned through forward steps with different receptive fields. The proposed approach is evaluated on KITTI dataset, and achieves a state-of-the-art result on the dataset. INDEX TERMS Depth estimation, ResNet, dilated network, multi-scale dilated module, intelligent transportation systems (ITS).
I. INTRODUCTION
Depth estimation refers to computer vision techniques and algorithms to extract or estimate the depth information from a or a pair of 2D image [1] , especially for Intelligent Transportation Systems (ITS) [2] - [4] as shown in FIGURE 1. Compared with Light Detection And Ranging (LiDAR), structured light [5] and time-of-flight [6] , vision based depth estimation is able to construct a full dense depth map with less expense and only requires photographic equipment which could be easily embedded into other portable devices [7] , [8] . With these superiorities, depth estimation is found important The associate editor coordinating the review of this manuscript and approving it for publication was Edith C.-H. Ngai . applications in a large number of areas such as autonomous driving [9] , intelligence robotics [10] - [14] , visualinertial odometry [15] , 3D reconstruction [16] , virtual reality, object detection [17] - [19] , object recognition [20] , [21] and activity recognition [22] - [25] etc.
Depth estimation includes stereo matching method and monocular prediction. Stereo matching method reconstructs the depth information by matching the corresponding points [26] in a pair of rectified stereo images [27] , [28] . This relationship is represented by the disparity d which is inverse to the depth value D: D = λ d , λ is a constant coefficient decided by the camera's parameters. Monocular depth prediction extracts the depth by scaling relative to the known size of familiar objects, exploiting the cues such as perspective, appearance in the form of lighting, shading and occlusion just as human eyes did [29] .
Before the deep learning methods applied on the image processing problem. Classical methods, such as maxflow [21] , [30] , belief propagation [31] , Markov Random Field (MRF), Conditional Random Field (CRF) [32] , and Semi Global Matching (SGM) [33] , dominate in the depth estimation area. But they are not able to compute the dense depth map and spending time on post processing is inevitable.
When the deep learning based depth estimation approach [34] is proposed and the result far exceeds the classical methods both on computing time and pixel-wise accuracy. Since then, there has recently been a surge in the number of works [35] - [39] that focus on developing deeper and more efficient deep learning models. The strong ability to mimic detailed depth information of a scene also enables these networks to yield comparable results when working on monocular tasks [40] , [41] .
Among these state-of-the-art models [42] - [44] , most of them depend on the encode and decode module to generate a dense depth map. In encoding, simple use of the max-pooling down-sampling loses fine details of the image. As for the decoding, bilinear up-sampling is not learnable and can not recover the previous lost information.
In our work, the Multi-Scale Dilated Convolution Network (MSDC-Net) is proposed to better serve the pixel-level depth estimation. Dilated convolution layers maintain the resolution and receptive field of the original image by inserting holes in the convolution kernels. With this advantage, detailed information can be preserved in the encode module and provides learnable knowledge for decoding process. Besides, the MSDC-Net can work both at monocular and stereo manners with a little modification.
The contributions of our work are as follows:
• Substituted max-pooling layers with dilated convolution layers to decrease the information loss and improve the accuracy.
• Applied pyramid dilated feature extraction module to exploit information in multi scales and preserve more details during the propagation of the network.
• Designed flexible architecture to make it possible for model to work both on monocular with state-of-the-art result and stereo tasks with reasonable result. The rest of this paper is organized as follows: section II introduces related work from classical methods to the stateof-the-art residual based dilated convolution network. The comprehensive steps of the MSDC-Net is discussed in section III. Then section IV explains the implementation of the MSDC-Net in our experiment and performance on various datasets. At last, the paper is concluded in section V.
II. RELATED WORK
The classical depth estimation methods [21] , [30] , [31] , [33] depend on the feature points matching and stereo geometry constraints. Zhang et al. [21] proposed a stereo model for view interpolation whose outputted mesh is able to synthesize novel views with both visual coherency and high Peak Signalto-Noise Ratio (PSNR) values and can be easily converted to a triangular mesh in 3D. These classical depth estimation approaches consist of four steps: matching cost computation, cost aggregation, optimization and disparity refinement. The dispersiveness limits the speed and model's ability in matching corresponding points without clear textures.
The first Convolution Neural Network (CNN) based method is proposed by LeCun and Zbontar [34] in 2016. This method achieves an extraordinary result on KITTI at that time, and inspires following CNN based works. But it requires manually labeled good and bad images and still needs a time consuming post processing step.
To learn in an end-to-end manner, encode-decode U-Net architecture [45] and Geometric and Context Network (GC-Net) [46] was came up. For the first model, encode modules compress the image into lower dimensions as well as extract features which should be able to reconstruct the original image in the decode modules. For the second model, it learns the unary features through a number of 2D convolutional operations, and concatenates them at each disparity level into a 4D cost volume. Then the cost volume is fed to an encode-decode architecture and finally computes the pixel wise disparity through a disparity regression layer.
After that, spatial pyramid module [47] , [48] is added to the current architecture. This module consists of pooling layers with different scales so that it is able to enlarge the receptive fields as well as exploit global context information. The different scales of receptive fields extend pixel-level features to region-level features. The resultant combined global and local feature clues are then used to form the cost volume for the following reliable disparity estimation. Recently, more and more works [49] - [53] concentrate on monocular depth estimation field. Godard et al. [49] used self-supervised learning to training models in order to resolve the problem that per-pixel ground-truth depth data is challenging to acquire at scale. In addition, It is usual to compare the result of monocular depth estimation to the stereo depth estimation. Bian et al. [50] proposed a framework that is the first work to show competitive visual odometry results compared with The structure of our model: The input image is firstly down sample to a reasonable size which maintain the original details. Then the image is fed to multi-scale dilated convolution to exploit features. After that, the pyramid feature extraction module will combine different scale feature to finetune the output map. The green arrow and ''⊕'' means the same size low and top representation feature will be concatenated together.
the state-of-the-art model that is trained using stereo videos. A geometry consistency constraint is proposed to enforce the scale-consistency of depth and a self-discovered mask is designed for dynamic scenes and occlusions by the aforementioned geometry consistency constraint, which greatly improved the training effect.
Deep Dilated Convolution Network (DDCN) is found to have strong ability in exploiting the clues in images and achieves a state-of-the-art result on semantic segmentation problem [54] . In this model, max pooling layers are replaced by dilated convolution layers to reduce lost details. Depth estimation is similar to semantic segmentation in that they both receive a RGB or grey image and make a pixel-wise prediction. In this work, on the basis of DDCN and U-Net we add a multi-scale feature extraction module on the top of the network to finetune the prediction. And it reaches a state-of-the-art result on public datasets which is shown in the experiment part in section IV.
III. OUR MODEL A. OVERALL ARCHITECTURE
The proposed MSDC-Net (shown in FIGURE 2) consists of five parts: down sample, multi-scale dilated convolution, pyramid feature extraction, up sample and regression output. The multi-scale dilated convolution module exploits the features in different scales without losing much details. In order to balance between speed and accuracy, we apply the down-and-up sample module which rescales the image into a reasonable size. Pyramid feature extraction module consists of four dilated convolution layers, and the feature extracted from these four layers will be concatenated together and then combined into a lower feature representation.
B. MULTI-SCALE DILATED CONVOLUTION MODULE
In the previous CNN based depth estimation problem, 2D dilated convolution is constructed by inserting zeros between each pixel in the convolutional kernel. Dilated convolution is applied to maintain high resolution of original image or characteristic feature maps in the deep network by replacing max-pooling layers and strided convolution layers. It can decrease the lost details of each layer by not ''skipping'' the pixel but ''inserting'' the value.
For down sampling operations, it retains the receptive field of input and conveys it to the top of the network through iteratively applied on each layer. In our model, it is applied on features map that has already been downsampled to achieve a reasonable efficiency trade-off. The input feature map in our model keeps the effective resolution and can be reconstructed to original image through the subsequent upsampling (decoding) module.
However, in the previous design of dilated convolution framework there is a problem called ''gridding.'' The kernel in dilated convolution layer can be taken as a filter with 'holes', where the pixel is actually skipped, on it. When different size dilated convolution layers with a common factor applied on the same input image, the ''holes'' will overlap on some specific locations. With this design, pixels in these areas will be lost just as the max-pooling operations and the outlines in dense pixel-wise classification output maps just like grids.
Motivated by the work in [54] , we design the continues layers with prime dilation rate. Without a common factor, all pixel will be taken into account through each Res module. The features are delivered through input to output without skipping any pixel while maintain the original resolution. In our work, the dilation rate loops in [2, 5, 9, 1] for 4 times and goes with [5, 9, 17] in the end and the ablation study about the dilation rate is shown in section IV-D. In addition, after the continues layers, there is an Irregular Shape Resnet Module (ISRM) as shown in FIGURE 3, which makes features extracted in multi-scale more accurate and achieves a more effective combination. The effectiveness of this model will be shown in the section IV-D. 
C. PYRAMID FEATURE EXTRACTION MODULE
After a series of multi-scale dilated convolution modules, we add a pyramid feature extraction module to exploit the context information with various receptive fields on the top of the network. Then the multi scale features will be combined for the depth prediction in the next step. With this module, the relationship between an object and the sub background region can be learned even for the ill-posed regions.
Similar with the pyramid pooling module, we abandon the fixed size dilated layer and design various scales dilated convolution layers. While in our work, we replace the pooling layer with various scales dilated convolution layers.
In the current work, we design four dilated proportions: [8, 16, 32, 64] as shown in FIGURE 4. After concatenating multi-scale feature extraction modules, a 1 × 1 convolution layer is used to integrate the multi-level features and reduce the feature dimension, after which the low-dimensional feature maps will be put into regression output module. 
D. REGRESSION OUTPUT MODULE
After the 1 × 1 convolution layer in the end of the pyramid feature extraction module, each feature layer represents the normalized weights of depth value for every pixel. To generate the end-to-end output, we design a regression output module:
where D p is the predicted disparity, and P d is the normalized possibility.
To make the prediction more convinced, the predicted depth for each pixel is weighted sum of all possibility value but not the max possibility in all ranges.
E. LOSS FUNCTION
The entire model is trained end-to-end from a random initialization with supervised learning using ground truth depth data. In the case of using LiDAR to annotate the true depth (such as KITTI), the ground truth data is sparse. The loss is measured only by validate values.
The loss consists of three parts: absolute pixel-wise loss, smoothness loss and scale invariant logarithmic error. Which is shown as following:
In which L A , L S , L SIL denote absolute pixel-wise loss, smoothness loss and scale invariant logarithmic error, the λ A , λ S , λ SIL express their weights of total loss respectively.
1) ABSOLUTE PIXEL-WISE LOSS (L A )
Our model works in the supervised manner and the loss is defined as the average error between predicted disparity and ground truth data.
Although only with the pixel-wise loss, the model can predict a reasonable result in unseen scenarios by fine-tuning on sparse ground truth data, it is still regarded as an approximation process of unknown regions and it is hard to mimic distinct shapes or edges of true scenes. This smoothness loss tends to penalize diverse predictions at nearby spatial locations and focuses on the regional consistency between disparity map and original RGB image, which is shown as followings:
in which, D and I denote the disparity map and original image, and x, y denote the horizontal and vertical direction.
3) SCALE INVARIANT LOGARITHMIC ERROR (L SIL )
Motivated by [55] , we use a scale-invariant error to measure the relationship between points in the scene, irrespective of the absolute global scale. The loss represents the error by comparing the relationship between the pixel pairs i, j in the depth map. The difference in depth between each pair of pixels in the prediction must be close to the depth of the corresponding pair of pixels in the ground truth. It associates metrics with the original l2 errors. If the error direction is the same, the error is logged, and if the error is in the opposite direction, it is penalized. Therefore, if an imperfect predicted error is consistent with each other, the error rate will be lower. It aims to approximate the distribution of predicted depth map to ground truth data. Scale invariant logarithmic error is defined as:
in which, D, D * denotes the predicted depth map and ground truth map, λ ∈ [0, 1] and N is the sum of all validate ground truth points.
IV. EXPERIMENT
In this section, we describe the detailed setups of the MSDC-Net such as running environment, parameters and etc. To show the competitive depth estimation ability of our model, we conduct experiments on the publicly available dataset and compare the performance of the MSDC-Net with other state-of-the-art models.
A. IMPLEMENTATION DETAILS
The MSDC-Net is designed based on Res-Net architecture and kernel size of each conv layer is set to 3. All conv layers are followed by BatchNormalization and ReLUactivation layers except for the top output layer before disparity regression module, where we constrain the depth within a reasonable range.
During training, Stochastic Gradient Descent (SGD) optimizer is applied with momentum = 0.9, weightdecay = 0.0005, learning rate of 0.0001 and batch size of 6. Network weights are initialized randomly by the Pytorch default setup. Hyper-parameters are tuned on the held-out validation set. The balance between different losses is adjusted. The best weights of each loss are chosen according to the experimental results in KITTI dataset part.
The whole frame is implemented with Pytorch 0.4.0 platform on three Titan X GPUs with image size of 1024 × 256 during training, 1232 × 368 during validating and testing.
B. EVALUATION METRICS
We assess the performance of the MSDC-Net with respect of to state-of-the-art. In our tests, there are several main metrics measuring the accuracy scores (δ < 1.25, δ < 1.25 2 , δ < 1.25 3 ) and average depth error as following:
• relative absolute error (Abs Rel):
• relative squared error (Sq Rel):
• root mean squared error (RMSE):
• root mean squared error log (RMSE log):
• accuracy scores:
The result is presented for KITTI using two different splits. KITTI dataset contains 42,382 rectified stereo pairs from 61 scenes, with each image in the size of 1242×375 [10] . KITTI split is the same as official split in the annotated depth zip file from KITTI website. And Eigen split is selected to compare with existing work.
1) KITTI SPLIT
We take experiments on the KITTI dataset to evaluate the performance of model with different designs, and use the same training set as KITTI split on the website.
2) EIGEN SPLIT
Eigen et al. [55] select 697 images from 28 sequences as test set for single view depth evaluation. The remaining 33 scenes contains 23,488 stereo pairs for training. We follow this setup and form 23,455 temporal stereo pairs.
D. ABLATION STUDY
In this section, we conduct experiments with different settings to evaluate MSDC-Net on KITTI Split, including usage of ISRM and different dilation rates in multi-scale dilated convolution module. As listed in TABLE 1, there are two groups that with ISRM and without ISRM and five different dilation rates combinations, including:
(1) [2, 5, 9, 1] , [5, 9, 17] ;
(2) [3, 7, 13, 1] , [25, 31, 43] ; For dilation rates combinations, the dilation rates combination with [2, 5, 9, 1] , [5, 9, 17] performs best. According to the second and third rows in each group, [25, 31, 43] in (2) with non common factor works better than [18, 36, 72] in (3) due to the elimination of ''gridding.'' For ISRM, the result of group with ISRM with same dilation rates combination performs better than the other one.
E. DEPTH ESTIMATION RESULTS
We compare our MSDC-Net with several monocular depth estimation methods, including Eigen et al. [ 5 . We can find that our method performs best on the error and accuracy metrics except δ<1.25. In addition, according to Godard et al. [41] and Tosi et al. [52] , methods with train set ''K+CS'' outperform with ''K'' only. ''K'' refers to KITTI dataset, ''CS'' refers to Cityscapes [56] dataset. However, our method performs best with KITTI dataset using Eigen Split [55] . Besides, we also conduct some experiments with ''maximum depth = 50m'' to make comparison as shown in 
F. SINGLE VIEW STEREO ESTIMATION
We also implement a stereo version of our MSDC-Net and make comparison with some methods, including Godard et al. [41] , Luo et al. [58] and Tosi et al. [52] . In TABLE 4, D1 refers to the percentages of pixels having a disparity error larger than 3 or 5% of the ground truth value on different portions of the image, respectively background (bg), foreground (fg) or all ground truth (all). We can find that our method result is better than others. And qualitative examples are shown in FIGURE 6. 
V. CONCLUSION
In this paper, we proposed a framework called MSDC-Net for monocular depth estimation. It can not only decrease the information loss by substituting max-pooling layers with dilated convolution layers, but also can exploit multi-scale feature information to estimate the image depth. Our experimental results are superior to other state-of-the-art methods. In addition, our method is flexible to work both on monocular and stereo tasks.
In the future work, we will make further improvement to solve the problem that inaccurate depth estimation on reflected region such as car window.
