Increasingly, it is recognized that new automated forms of analysis are required to understand the high-dimensional output obtained from atomistic simulations. Recently, we introduced a new dimensionality reduction algorithm, sketch-map, 1 that was designed specifically to work with data from molecular dynamics trajectories. In what follows we provide more details on how this algorithm works and on how to set the parameters. We also test it on two well-studied Lennard Jones clusters and show that the coordinates we extract using this algorithm are extremely robust. In particular, we demonstrate that the coordinates constructed for one particular Lennard Jones cluster can be used to describe the configurations adopted by a second, different cluster and even to tell apart different phases of bulk Lennard-Jonesium.
Introduction
Atomistic simulation methodologies are now frequently used to shed light on the atomic scale mechanisms that underlie experimentally-observed phenomena. However, as the systems examined using simulations become progressively more and more complicated the sheer resolution of the data that is obtainable from a simulation begins to present a problem. Atomistic simulations, by their very nature, provide high-dimensionality data, which oftentimes can only be interpreted by using physical/chemical intuition obtained from experiments. This is obviously problematic if we want to predict new chemical structures or novel reaction mechanisms based on simulations alone. Hence, there is a growing interest in using machine learning algorithms and smart visualization software to generate simplified representations of the data obtainable from atomistic simulations so that it can be more easily understood and interpreted by a human user.
Recently, we developed a new approach, sketch-map, 1,2 for visualizing the results from molecular dynamics (MD) and enhanced sampling simulations. In this approach we use the high-dimensionality trajectory data obtained from an MD or enhanced sampling calculation to construct a two dimensional representation of the free energy surface (FES). This representation is generated by first selecting a set of landmark frames from the trajectory and by then endeavoring to map out the spatial relationships between them in a lower-dimensionality space. The free energy, as a function of these bespoke collective variables (CVs), can then be calculated by projecting the remainder of the trajectory using an out-of-sample procedure. 2 The free energy surfaces obtained with sketch map coordinates provide a far richer view of the FES and the many basins that comprise it than those obtained when CVs based on physical intuition alone are used. Furthermore, biassing potentials can be constructed as a function of sketch-map coordinates in order to facilitate rapid exploration of configuration space. 2 A concern, particularly when sketch-map is used to generate bias potentials, is the extent to which these coordinates can discriminate between configurations that were not represented in the set of landmark frames from which the initial map was constructed. Sketch-map should give a detailed picture of the landscape in the immediate vicinity of the landmark points. However, if this is all it can do then it can only be used when a very thorough sampling of the free energy landscape is available. If this sort of detailed data is available then further biased sampling on the landscape is probably not required. By contrast, if it is possible to use sketch-map coordinates to map configurations that are far from all of the landmark training points then it is easy to conceive of enhanced sampling methods based on biasing sketch-map coordinates generated from an initial, cursory exploration of the energetically accessible parts of configuration space. [3] [4] [5] In addition, because sketch-map coordinates can identify unexpected stable configurations, they are particularly suitable for visualizing how the occupations of all the basins in the free energy landscape change when the underlying chemical system is perturbed. This sort of analysis could help when it comes to understanding how mutations or the presence of denaturant molecules affect protein structure or to understand how the free energy changes as systems cross phase boundaries. They could even be used to understand the subtle differences in the free energies obtained when the same system is simulated with two different forcefields. However, when performing these sorts of comparisons it is important to remember that mappings from high to low dimensionality are generally not one-to-one. As such, the difference in free energy between two points on the surface is not a measure of the relative probability of the underlying configurations. The correct way to measure relative free energies is to define regions, N (A), in CV space, that correspond to fluctuations around structures of interest. Integrating the probability distribution over these regions using F A = −k B T ln N (A) exp [−F (s)/k B T ] ds gives free energies, F A , for the configurations that are well defined and independent of the choice of CV.
To test the transferability of our sketch-map coordinates we chose to re-examine some of the most extensively studied Lennard-Jones clusters. 6, 7 For these simple systems it is possible to calculate the positions of all the minima and transition states in the potential energy surfaces (PES) and to connect them all together to generate a disconnectivity graph that gives a sense of the global shape of the energy landscape and hence the properties of the model. In what follows we will start by showing that analyzing the results of parallel tempering calculations using sketch-map gives results that are in agreement with what would be expected given the structure of the disconnectivity graph. We then show how the sketchmap coordinates constructed for LJ38 can be used to understand this system at a range of temperatures, to understand the physics of a second, completely-different cluster and even to tell apart different phases of bulk Lennard-Jonesium. These results provide a confirmation that coordinates generated by sketch-map are extremely robust. Clearly, they most definitely can classify structures from outside the initial, fitted set of landmarks and can thus be used in a wide variety of different contexts.
Background
A large number of dimensionality reduction algorithms have been used to understand the high-dimensionality data output by atomistic simulations. These algorithms vary in sophistication but all of them make assumptions about the way low-energy configurations are distributed across phase space as illustrated in 1.
The algorithm that is most commonly used to map trajectory data is principal component analysis (PCA). [8] [9] [10] This algorithm projects the high dimensionality data on the eigenvectors corresponding to the largest eigenvalues of the covariance matrix and assumes that the lowenergy regions lie in a linear (d-dimensional) subspace of the full (D-dimensional) space as illustrated in 1a. This assumption of global-linearity is not required when nonlinear manifold learning algorithms such as locally linear embedding, 11 Isomap 12,13 and diffusion maps [14] [15] [16] [17] are employed. However, as illustrated in 1b these algorithms still for the most part assume that around each point there is a neighborhood of fixed size where the accessible part of phase space resembles a d-dimensional Euclidean space. In our recent paper we provided evidence that this assumption is invalid for data taken from a typical atomistic simulation. An analysis of the histogram of distances between trajectory frames showed that locally the distribution of points resembles that of a multivariate Gaussian in the high-dimensionality space. This distribution is compatible with our view of the energy landscape as being composed of energetic basins, in which the system fluctuates in the full dimensionality space about some mean structure, that are then connected by a web of narrow transition pathways and has also been detected by other researchers. 18 Two problems, which affect the performance of manifold learning algorithms, will arise if the data has this structure. Firstly, there will be a lot of noise in the vicinity of the energetic basins as a consequence of the harmonic fluctuations. Secondly, and more importantly, there will be poor sampling at the transition states because the energy in these regions is far higher than the energy in the basins.
We recently introduced the sketch-map algorithm, which was designed with the problems discussed in the previous paragraph in mind. This algorithm is based on metric mul-Figure 1: Configurations of data that can be visualized using dimensionality reduction algorithms. Panel A shows the sort of problem that can be tackled with PCA and linear methods. The low-dimensional data lies within a linear-subspace (in this case a plane) in the full, 3-dimensional space. Panel B shows the sort of problem that can be tackled with non-linear, manifold learning algorithms. The data lies on a curved surface, which, at every point resembles a two dimensional plane and which has been relatively uniformly sampled. Panel C shows the sort of data we obtain from a molecular dynamics trajectory. There are basins that are densely sampled and high-dimensional and transition pathways that are relatively poorly sampled and lower dimensional. tidimensional scaling (MDS) which is at the heart of many other dimensionality reduction algorithms. 19 MDS generates a set of projections {x i } from a set of high-dimensionality landmark points {X i } by minimizing the following stress function:
where R ij is a measure of the dissimilarity between the high dimensional points X i and X j and r ij is the Euclidean distance between their projections. Clearly, to minimize this stress the projections, {x i }, have to be arranged in the low-dimensional space so that the Euclidean distances between them match the dissimilarities between the high-dimensional points. The Euclidean distance between points is the easiest and most natural quantity to use for the R ij values in equation 1. However, reproducing these distances by arranging points in a lower dimensional space is difficult when we are dealing with trajectory data. On short length scales there are high dimensionality features in the data because of thermal fluctuations. Worse still, if we rewrite the r ij values in equation 1 in terms of R ij and a relative error ij (i.e. as r ij = R ij (1 + ij )), we find that each R ij contributes R 2 ij 2 ij to the final stress. That is to say, the greater the value of R ij the greater the penalty incurred in projections where r ij = R ij . This is far from ideal because longer Euclidean distances are unlikely to take non-linear features into account as shown in 1. In fact many algorithms deliberately remove these longer Euclidean distances by either changing the way dissimilarity is measured 12, 19 or by introducing weights so these distances contribute less to the stress. 20 Our way to resolve these problems is to introduce two sigmoid "filter" functions and to rewrite the stress as:
where
These filters, F (R) and f (r), transform all the distances to values between zero and one. Distances less than σ are transformed to something similar to zero, while distances greater than σ are transformed to something close to one. As such the difference F (R ij ) − f (r ij ) is small if both R ij < σ and r ij < σ or if both R ij > σ and r ij > σ, even when R ij = r ij . Hence, rather than searching for projections in which all the distances between points are reproduced, the main aim in sketch-map is to ensure that points closer than σ are projected close together while those farther apart than σ are projected far apart. To see this point more clearly it is useful to look again at the contribution small relative errors, ij , make to the stress function. Assuming F ≡ f , each contribution to the stress reads
Expanding the second term in this expression using a Taylor Expansion in ij gives [f (R ij )] 2 R 2 ij 2 ij to leading order in ij . This function is strongly peaked around σ so small differences between the r ij and R ij values contribute more to the stress when R ij ≈ σ. This solves many of the problems discussed above as now the algorithm expends little effort on accurately reproducing the shortest and longest distances.
In fact these distances can be significantly distorted in the low-dimensional projection. This is good though because, as discussed above, strict constraints on these distances are often detrimental to the performance of the MDS algorithm.
Details on how to select parameters for sketch-map can be found in appendix A and B. However, the parameter that most dramatically affects the results from a sketch-map calculation is σ. Any algorithm that works by minimizing an equation-2-like stress function will make the constraints on the shortest and longest distances less stringent. Therefore, when we set σ we are essentially deciding what features will be displayed in the projection. In all probability it will not be possible to see the structure on length scales less than σ as sketch-map will make little to no effort to accurately reproduce these distances. The value of σ should thus be chosen by examining the data and deciding what short-range features can be safely ignored. For trajectory data this is often the internal structure of the energetic basins -i.e. the thermal fluctuations. shows, using the same color code, projections of these points in two dimensions that were generated by minimizing equation 1. Projections for the star in the left panel were generated by minimizing a stress function and by using the weighted average described in the text. These projections are shown in black and grey respectively. The projection generated by minimizing the stress function (black) is distant from all the other points in agreement with what is observed in the three dimensional figure. In contrast, when the weighted sum is used the black star in the left panel is projected in between the four colored points.
The sums in (2) cannot run over the entire simulation trajectory as the cost of this analysis would then scale quadratically with simulation length. In fact, because we use the "point-wise global" optimization strategy described in Ref., 1 the cost would scale with the cube of the number of trajectory frames. Hence, to avoid this computational overhead, we start by projecting a subset of the points -the landmarks. A projection, x, for each of the remaining high dimensional points, X, is then generated by optimizing equation 2 for the landmarks and the additional point with fixed values for the projections of the landmarks. These constraints allow us remove many terms from equation 2, which simplifies to:
where the loops run over the set of landmark frames, R i (X) is the distance between the position of the ith landmark and the frame that is being projected and r i (x) is the distance between the projection of the frame and the projection of the ith landmark. When the new point X is in the vicinity of some of the landmarks, it is projected close to their projections. This is similar behavior to other, arguably-simpler approaches 21, 22 for performing the outof-sample embedding, that write the projection of a new high-dimensional configuration, X as a weighted average of the projected landmarks,
Our new algorithm only comes into its own when the new point, X, is distant from all of the landmarks. With approaches based on weighted sums the projection is by construction forced to lie within the smallest convex set containing all of the landmarks. As a result points that are far away from all the landmarks end up being projected in the middle of the map (see 2). This constraint is removed in our procedure because we do an explicit minimization of the stress function. Furthermore, when X is distant from all of the landmark points every distance R i (X) in equation 5 is greater than σ and well into the tail region of
As such when we minimize equation 5 we are requiring each r i (x) to be proportional to R i (X) B/b . When b = B, the algorithm insists that the new point should be projected so that the distances between the out-of-sample point and the landmarks, R i (X), are the same as the distances between the projection and the projections of the landmarks, r i (x). In this special case sketch-map's out-of-sample procedure behaves analogously to the algorithms used in GPS navigation systems to determine positions by measuring distances from a network of far-away satellites. This sensible treatment of points that are distant from the landmarks is important because, as discussed in what follows, it makes sketch-map coordinates extraordinarily resilient.
Methods
We chose to examine two clusters of Lennard Jones atoms in this work: the 38 and 55 atom clusters. Lennard Jones 55 (LJ55) has a funnel shaped landscape with an easy to find global minimum. 23, 24 This structure in the energy landscape ensures that at high temperature there is a transition from an ordered, solid-like phase to a liquid-like phase because of the interplay between energy and entropy. Lennard Jones 38 (LJ38) by contrast has a doubly funneled energy landscape. 25 There is thus a solid-solid transition at moderate temperature and a subsequent solid-liquid transition at higher temperature. The solid-solid transition occurs because the energy landscape in the high-temperature phase is flatter, which ensures that the entropic contribution to the free energy of this structure is higher.
To sample the energy landscapes for the two clusters we performed extensive parallel tempering calculations using gromacs-4.5.5 26 patched with plumed-1.3. 27 We set σ and in the Lennard Jones potential and the mass, m of the atoms equal to one and thus use time units, t * = /mσ 2 , and temperature units, T * = k B T / , throughout this paper. In our calculations we used a timestep of 0.001 t * and kept the temperatures fixed using the global thermostat of Bussi et. al. 28 (relaxation time equal to 0.1 t * ). For both systems a geometric distribution of temperatures was used and swapping moves were attempted every 100 steps. For LJ38 16 replicas were used, while for LJ55 10 replicas were used. A restraining potential (κ (r − r 0 ) 4 with κ = 0.4 ) was included to prevent sublimation of the clusters at higher temperatures. 29, 30 This potential acts if the distance, r, between any atom and the center of mass of the cluster become greater than r 0 . For LJ55 r 0 was set equal to 3.0σ, while for LJ38 r 0 was set equal to 2.25σ. Figure 3 : An explanation of the CVs we use to characterize the structures we find. Each CV measures the fraction of atoms with a particular coordination number. In the upper panel the atoms are colored according to their coordination number. Atoms with low coordination numbers are found on the surface of the cluster, while those with higher coordination numbers are found in the bulk. The distribution of coordination numbers thus measures the surface to bulk ratio. The bar chart in the bottom panel shows the distribution of coordination numbers and serves as a key for the colors in the upper panel.
The first step in applying sketch map is to devise a high-dimensional description that takes the peculiarities of the system into account. Many of the dimensionality reduction algorithms that have been used to analyze trajectory data create their low-dimensionality maps based on the RMSD distances between a subset of the trajectory frames. 13, 17, 18 This is not a sensible approach for Lennard Jones clusters as it does not incorporate the symmetry due to interchange of labels. Hence, in what follows we represent each configuration as a discretized probability distribution. 31, 32 In our case each of the values in this vector is calculated using:
and
In these expressions the sums run over all the atoms in the system, r jk is the distance between atom j and atom k and the parameters r 0 and r 1 were set equal to 1.5σ and 1.3σ respectively. 3 shows that, each s i value measures the fraction of atoms with a coordination number between i − 1/2 and i + 1/2. Variables of this sort are clearly invariant to changes of labeling. Furthermore, they are able to detect changes in the coordination environment of the atoms caused by changes in the surface-to-bulk ratio, by phase transitions that alter the dominant crystal structure, or by the creation and annihilation of defects.
Results

LJ38 at the melting point
There is a peak in the heat capacity curve for LJ38 at approximately T M = 0.18T * . 7 At this temperature the cluster will visit both solid-like and liquid-like configurations, which makes finding a low-dimensional representation particularly challenging. To construct the projection with sketch-map we randomly selected 500 landmarks points and set the sketchmap parameters equal to σ = 0.125, A = 8, a = 1 and B = b = 2 for the reasons discussed in appendix B. The final result of the optimization is shown in 4. 1 Sketch-map is able to clearly separate landmarks that have different distributions of coordination environments, which is encouraging. We thus went ahead and projected the remainder of the points from the trajectory onto these coordinates and constructed the free energy surface shown in 5.
Many of the features one would expect given the structure of the disconnectivity tree are visible in this free energy surface. A minimum corresponding to the face-centered-cubic (fcc), truncated-octahedral global minima appears in the bottom left hand corner of the surface. This feature is extended in the projection because at this temperature defective versions of this structure are energetically accessible. In fact, if you examine 5, you can see a second minimum in the free energy near the fcc basin that corresponds to a particularlyprevalent, defective version of this structure. The second lowest energy minimum in this energy landscape 25 -the incomplete Mackay icosahedron -appears at in the top left corner of the FES. Once again this structure is surrounded by minima corresponding to defective versions. Furthermore, at this temperature one of these defective minima is the most stable state. It is important to note that the sketch-map coordinates do not contain an explicit description of the pathway connecting these two minima. This is not a failure of sketch-map however. The highest energy transition state on the lowest-energy pathway connecting these two states is more than 4 higher in energy than the fcc-minimum. 33 As such the probability of adopting this configuration is vanishingly small. As a result sketch-map fails to map out this pathway because the data it would require to do this is simply not there -these high energy configurations do not appear in the trajectory output by the replica at this temperature. Figure 4 : Projections for a set of landmark coordinates of LJ38 obtained from the melting temperature trajectory. Colors for the points are generated by taking the fractions of 8, 9 and 11 coordinated atoms and re-normalizing so that these three components of the histogram sum to one. These renormalized values are then used to specify the degree to which red, blue and and green contribute to the final color as is illustrated in the key.
In 5 the molten state appears in the center of the projection. It is composed of two broad featureless basins that are separated by a non-negligible barrier. The larger of these two basins is clearly a highly defective version of the incomplete Mackay icosahedron. However, Figure 5 : The free energy surface for LJ38 at 0.18T * as a function of the sketch-map coordinates. This temperature is close to the peak in the heat capacity curve so both the liquid and solid phases have substantial occupancies. This figure also shows where a number of representative configurations of LJ38 are projected together with their coordination number histograms.
the basin in the top right corner of the free energy surface does not resemble the structure in the fcc or in the icosahderal minima and is instead characterized by a large fraction of 11 coordinated atoms. Sketch map also identifies a shallow, meta-stable minimum with fivefold symmetry. The fact that this high free-energy structure can be clearly distinguished further demonstrates the extent to which sketch-map variables capture the details in the free energy landscape.
Temperature dependence for LJ38
The sketch-map coordinates in the previous section were constructed from landmarks selected at random from an extensive and well converged simulation. As such the distribution of landmarks accurately reflects the underlying free energies of the configurations. In many cases, particularly when we want to use sketch-map to generate coordinates for enhanced sampling, we do not have access to data this rich. It is, therefore, important to understand how the quality of the landmarks affects the coordinates generated by sketch-map, and if sketch-map coordinates can also describe regions of configurational space where there are few or no landmarks.
When the temperature is raised the trajectory will contain more liquid-like configurations, and fewer solid-like configurations. The opposite will happen when the temperature is lowered. As such a good way to test the robustness of the sketch-map coordinates is to construct a map at T T M and to see how well it describes the free energy surface at T M or higher. Amongst the landmarks used to construct the low temperature map there will clearly be very few of the liquid-like configurations that will be populated at the higher temperature. Consequently, if the low-temperature coordinates can project the higher-temperature data sensibly it suggests they are very robust.
To quantitatively assess the quality of any projection we use the following expression:
where the X i s are 10000 of the high-dimensional configurations that are being projected, and the x i s are their embeddings. This quantity is basically the sketch-map stress function (equation 2) computed for the points we are trying to embed so a small value implies that the the out-of-sample points are being arranged relative to each other in a sensible manner. This is a particularly stringent test of the performance of the out-of-sample embedding procedure as the projection of each point is generated by optimizing equation 5 -i.e. by trying to reproduce the position of each point relative to the landmarks. The distances between the out-of-sample points relative to each other are not used in any of the fitting procedures so when the transformed distances are reproduced it suggests that the sketchmap coordinates capture the essential features in the free energy landscape. In addition, the fact that [F (|X i − X j |) − f (|x i − x j |)] 2 is a number between zero and one that is only equal to one when |X i − X j | < σ and |x i − x j | > σ or vice versa means that we can interpret equation 10 as the fraction of distances for which the out-of sample procedure has failed spectacularly. Figure 6 : The free energy surface for LJ38 as a function of sketch-map coordinates at a range of temperatures. At the lowest temperature the system spends most of its time trapped in the low-energy, solid-like minima in the landscape. As the temperature is increased and entropy starts to play a greater role the system begins to spend a greater fraction of its time in the liquid-like basin. Meanwhile at the highest temperature the entropic contribution to the free energy of the liquid is such that the solid-like basins no longer have substantial occupancies.
To show how the free energy depends on temperature we constructed sketch-map projections from three trajectories at different temperatures. We then constructed 9 free energy surfaces -one for each of the three trajectories on each of the three sets of sketch-map coordinates.
6 shows free energy surfaces at the melting temperature, T M ≈ 0.180T * , at a temperature well below T M , 0.135T * , and at a temperature well above T M , 0.225T * . To create this figure three sets of sketch-map coordinates were generated by randomly selecting landmarks from the configurations visited by the replicas at these three temperatures. The nine free energy surfaces shown in 6 are the result of projecting the data at each temperature on each of the three sets of sketch-map coordinates. It is clear that all three sets of sketch-map coordinates qualitatively represent the essential features of the free energy landscape across the phase transition. Even in the worst cases the residual stress shows that less than 10% of the distances have R ij > σ and r ij < σ or vice versa.
The lowest-stress projections are those on the diagonal in 6. These projections were constructed by randomly selecting landmarks from a trajectory at the temperature of interest. Clearly, having landmarks distributed in a way that reflect the underlying free energy does make a difference. The difference it makes is small, however, as is demonstrated by the free energy surfaces shown in the central column of 6. These projections were generated using sketch-map coordinates constructed using randomly selected landmarks from the T M trajectory. When this map is used the stress is low for the projection of both the high and low temperature data because the set of landmarks contains representatives from both the solid and liquid parts of configuration space.
In 6 the same qualitative picture of the physics emerges when the free energy surface is projected using sketch-map coordinates generated at any one of the three temperatures. All three maps show clearly that the solid-like configurations dominate at the low-temperatures and the liquid-ones dominate at high-temperatures and all three maps manage to separate the various defective versions of the incomplete Mackay icosahedron. This is remarkable as it would be almost impossible to extract the free energy surface at 0.135T * by reweighting 34, 35 a simulation run at T = 0.225T * . These two temperatures are on either side of a pseudo phase transition so there is almost no overlap between the configurations sampled during the two trajectories. A confirmation of this fact is provided by the top-central and bottomcentral panels of 6 At the lowest temperature the system is almost exclusively confined to fcc-like structures that have negligible occupancies at the higher temperature. There are thus no liquid-like configurations amongst the landmarks used to construct the T = 0.135T * sketch-map and no FCC-like configurations amongst the landmarks used to construct the T = 0.225T * map. Nevertheless, the top-right and bottom-left panels of 6 demonstrate that sketch-map's out-of-sample procedure works in spite of these deficiencies.
Testing the sketch-map coordinates
6 proves that the out of sample procedure projects a given configuration in roughly the same location when there are similar configurations amongst the landmarks and when there are not. It is interesting to know how far we can push the bounds of this procedure. For instance, is it possible to project a second, completely-different Lennard Jones cluster using the sketch-map coordinates generated for LJ38? The histograms of coordination numbers that we use as high-dimensional descriptors for the clusters are normalized so it is possible, in principle, to project an LJ55 trajectory on the LJ38 map. We thus took the data from the T = 0.294T * replica of our LJ55 parallel tempering calculation and projected it using the LJ38 map at T = 0.180T * . At T = 0.294T * LJ55 is close to melting so the trajectory contains both solid-like and liquid-like configurations which makes it a challenging test. The results of this exercise are shown in the two free energy surfaces shown in 7. These surfaces were constructed using sketch-map coordinates constructed from the LJ55 data and from the LJ38 data. The free energy surface constructed using the LJ55 data (top panel) is certainly more visually pleasing that the one constructed using the LJ38 data. The landscapes' features are seen in much clearer focus. However, in both representations the same three main features are identifiable: a basin corresponding to the minimum energy, icosahedral configuration, a basin corresponding to a defective version of the icosahedron that is implicated in surface diffusion 36, 37 and the liquid state. This suggests that sets of structures obtained from a cursory survey of the lie of the land can be used to construct a set of sketch-map coordinates that will project new structures in a reasonable location. These preliminary sketch-map coordinates can then be used, together with field overlap metadynamics, 2 to accelerate the exploration of a the free energy landscape and to extract relative free energies. Figure 7 : The free energy surface for LJ55 projected on a set of sketch-map coordinates generated from the LJ55 data (top) and a set of sketch-map coordinates generated from LJ38 data (bottom). The top free energy surface is more visually appealing but the bottom one is still able to clearly separate the three main features in the energy landscape. Representative structures from these three basins are shown above the figure together with bar charts showing the coordination number histograms.
To test the sketch-map out-of-sample embedding procedure in an extreme scenario, we calculated the histogram of coordination numbers for a number of bulk LJ phases and projected them in two dimensions using the sketch-map coordinates generated from the melting-temperature trajectory for LJ38. As shown in 8 we examined liquid, bcc, hcp and Figure 8 : The projections obtained when a number of phases of bulk Lennard Jones are projected using sketch-map coordinates generated from data on LJ38. The free energy surface for LJ38 is shown the upper left hand corner of the figure. All of the bulk structures are projected far from the structures of LJ38 and, with the exception of the hcp and fcc, structures far from each other. Colors for the points are generated by taking the fractions of 12, 13 and 14 coordinated atoms and re-normalizing so that these three components of the histogram sum to one. These renormalized values are then used to specify the degree to which red, blue and and green contribute to the final color as is illustrated in the key. The bar charts show the coordination number histogram for a representative structure of the specified bulk phase.
fcc configurations for Lennard Jones as well as the I43d bulk phase discovered by Eshet et. al. 38 All of these configurations are projected far from the LJ38 landmarks, which is good because these solid configurations clearly do not resemble any of the configurations of LJ38. Furthermore, with the exception of HCP and FCC, they are also projected far from each other. This second fact is remarkable as it suggests that the sketch-map coordinates can discriminate between high-dimensional configurations that lie in a space that is disconnected from the space spanned by the LJ38 landmarks 2 . In fact, the only two configurations that the sketch-map coordinates constructed from the LJ38 data cannot distinguish are the hcp and fcc bulk structures. If you examine the histograms shown in 8, however, it becomes clear that this is a failure of the high-dimensional description we have used. The histogram of coordination numbers is identical for the hcp and fcc bulk phases. This is well knownto distinguish between the hcp and fcc structures you have to examine the third coordination sphere as the first and second coordination spheres are identical. 39 As such sketch-map coordinates constructed from the histogram of coordination numbers were never going to be able to distinguish fcc from hcp. This observation is important as it demonstrates that you still need to think about the physics when you use sketch-map. The high-dimensional coordinates must be able to discriminate between all possible structures. Sketch-map simply makes it easy to visualize differences between many degrees of freedom simultaneously and to thus incorporate many more degrees of freedom in the analysis. We could thus easily create sketch-map coordinates that can differentiate fcc and hcp by supplementing the histogram of coordination numbers with a few extra variables to describe the arrangement of atoms in the third coordination shell.
To be clear we would not recommend using sketch-map coordinates constructed for LJ38 as a universal coordinate for all phases of Lennard Jones. To study LJ55 you should build sketch-map coordinates from an LJ55 trajectory. The exercises in this section are only there to demonstrate that sketch-map coordinates work even when the landmarks do not contain representatives of all the important structures.
Conclusion
Atomistic simulations produce data that is high-dimensional and thus impossible to comprehend without further analysis. Oftentimes tools for performing this analysis are developed based on detailed knowledge of the chemistry/physics of the system. The problem with this approach is that we now wish to simulate very complex systems for which our understanding of the chemistry of the physics/chemistry is limited. Without this thorough understanding of the system it is difficult to (a) know whether we have sampled all the low-energy parts of phase space and to (b) quantify the effect of small changes in the chemical environment.
It is increasingly recognized that the solutions to these problems lie in the MD trajectories themselves. Low-dimensional descriptions can be extracted by post-processing trajectories, and these descriptions can then be used to accelerate the rate at which phase space is sampled or to understand how the energetics change when the chemical environment is perturbed. In this paper, we have extensively tested one such algorithm, sketch-map, by looking at a number of Lennard-Jones systems. This algorithm was designed to tackle issues specific to the problem of performing non-linear dimensionality reduction on data coming from atomistic simulations; namely, poor sampling at the transition states and the high-dimensional nature of thermal fluctuations. Our results show that sketch-map generates a useful map of phase space that can be used to construct revealing free energy surfaces. The sketch-map coordinates for LJ38 give a far richer picture than the average Steinheardt parameter 40 -a quantity that is often used for this system and which cannot distinguish the liquid state of LJ38 from the second lowest energy minimum in the potential energy surface. 25 More importantly, however, we have shown that the coordinates generated are extremely robust. The sketch-map coordinates constructed for LJ38 can be used to describe the free energy landscape of a second, completely-different cluster or even to classify different bulk phases. This suggests that sketch-map will generate useful coordinates even if, because of the vagaries of sampling, the mapped trajectory does not visit all the energetically accessible parts of configuration space. Alternatively, if a chemical perturbation stabilizes configurations that were energetically inaccessible, sketch-map coordinates constructed for the unperturbed system will be able to recognize these new features in the energy landscape.
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A Selecting an appropriate σ parameter
The most important parameter in sketch-map is σ. The discussions in the main text suggest that when we set σ we are essentially deciding what features will be displayed in the projection. In all probability it will not be possible to see the structures on length scales less than σ as sketch-map will make little to no effort to accurately reproduce these distances. The value of σ should be thus chosen by examining the data and deciding what short-range features can be safely ignored. For trajectory data this is often the internal structure of the energetic basins -i.e. the thermal fluctuations.
9a shows what typical trajectory data looks like when it is projected on a pair of the highdimensionality coordinates. There is clear clustering in the data, which, it seems reasonable to suppose, is because for much of the simulation time the system is fluctuating about one of the minima in the energy landscape. This is precisely the sort of information we are not particularly interested in visualizing in our projections and that we don't want to focus on when we construct sketch-map projections. As such the spatial extents of these clusters should inform any decisions we make as to the value of σ. We should not be fooled, however, by looking at two-dimensional projections. The many directions orthogonal to those displayed will also contribute making distances far longer in N -dimensions than they appear to be in two. If we assume, however, that the fluctuations are isotropic we can relate the radius we observe in two dimensions, λ, to the average distance between two D-dimensional points from the same basin using √ D − 1λ. This sort of analysis of the two dimensional projections together with this equation is a good rule of thumb for setting σ.
When points are distributed in a high-dimensional space and you measure the full set of pairwise distances between them you often find that the fraction of large distances is considerable. This is often just a consequence of the high dimensionality. In fact, we showed in our previous paper 1 that this part of the histogram of distances often resembles that obtained for a uniform distribution of points in the high-dimensionality space. It therefore seems reasonable to suppose that these long distances are not going to give us a great deal of information about any low-dimensionality features in the data. As such a good way to check any putative value of σ is to examine the weight the algorithm would place on the reproduction of these distances. In practice, a good value for σ places the inflection point of the filter in the vicinity of the first prominent feature in the histogram of pairwise distances and thus gives little weight to the long distances. showing how data is distributed along two high-dimensional coordinates. There are clear clusters in the data, which we assume correspond to the basins in the energy landscape. As discussed in the text we use the sizes of the clusters to inform our choice of σ. Panel B shows a cartoon of the histogram of pairwise distances between trajectory frames together with the sigmoid function we would use to sketch-map this data and its derivative. We tune σ so that the inflection point in the sigmoid function appears just before the first prominent peak in the histogram. Lastly panel C shows how setting A = a allows one to resolve problems that would arise when you try to project the high-dimensionality thermal fluctuations into a low-dimensional space. On the left the histogram of distances in a 16 dimensional Gaussian is shown together with the histogram of distances in a two dimensional Gaussian. On the right the distances from the 16-dimensional Gaussian and the two dimensional Gaussian are transformed by two different sigmoid functions. The figure shows clearly that, although the original distributions do not resemble each other, the distributions of differently transformed distances match almost perfectly.
B Selecting the other sketch-map parameters
Changing the value of σ makes an enormous difference to the projection generated by sketchmap. Changing the other parameters has a much less drastic effect on the projection. These parameters are required as we need the filter function to be smooth. If the filter function is too sharp the optimization is very poorly behaved.
The A and B parameters control the small-R and large-R tails of the filter, respectively. The histogram of distances between high-dimensional points (see 9) can be used as a guide to set them. Generally, we want the filter function to go to zero quickly when R < σ as we want a map in which points from the same energetic basin are projected almost on top of each other. A should thus be set to a large number -D is often a good first guess. We generally set B
A as we want the tail of the function for large R to be considerably longer than the small R tail. As shown in 9 we ideally would like this tail to not go to one before the histogram of distances goes to zero.
Our original intention when we developed sketch-map was, as we have described above, to make the constraints in the stress function on the shortest and longest distances less stringent. Clearly, an algorithm that works by minimizing an equation-2-like stress function with f ≡ F fulfills this requirement. There are, however, good reasons for using different parameters in the two functions. [F (x) − f (x)] equals zero for all x only if f ≡ F . Hence, if the two transfer functions are different, there is not necessarily a minimum in [F (R) − f (r)] at R = r. This means that a sketch-map calculation run with two different filter functions will definitely not generate a mapping in which the distances between the projections are the same as the distances between the high-dimensional points. If the σ parameters are set differently all distances will be uniformly scaled. If the a parameters are set differently then distances less than σ will be distorted because for R/σ There is no reason to scale the map so σ can be set equal in the two functions. Similarly, we see no reason to deliberately distort the long distances so b and B can be set equal.
The reason for setting A = a is again connected to the high-dimensionality features that appear in the way points are distributed in the high-dimensional space. If the system is inside one of the metastable basins in the energy landscape it will fluctuate in all directions about the minimum energy structure in that basin. If the basin is harmonic these fluctuations will give rise to a feature in the high-dimensional distribution of points that resembles a multivariate Gaussian. If we suppose, for the sake of simplicity, that this distribution is isotropic and that the variance along each direction is equal to λ then two points selected at random from the basin will be separated by a distance on the order of λ √ D − 1 as shown in the bottom panel of 9. In other words, because the data is high-dimensional, two points from the same energetic basin can be far apart even if the spatial extent of the basin in each direction is small. In fact, this high-dimensionality effect can make it so that the separation between points in the same basin can become comparable to the separation between points in neighboring basins.
Obviously, we would like points in the same energetic basin to be projected close together and points in different basins to be projected far apart. In addition, it would be ideal if the projections of many points from a single basin in the free energy landscape together resembled a low-dimensional Gaussian as basins would then have an unambiguous signature in the map. 9C shows that this will not happen if we attempt to match all the distances. The distribution of distances between points from the same basin will resemble that of a high-dimensional Gaussian and will thus be very different from the distribution of distances between points in a low dimensional Gaussian. This is important because a close match between these two histograms is a necessary (albeit not sufficient) condition for having the projections of points from the same basin arranged so that they resemble a low-dimensional Gaussian.
Thankfully, sketch-map does not try to match the distances between the high-dimensionality points and their projections. It instead transforms both distances by a filter function and endeavors to match these transformed distances. As such the constraints on the distribution of distances between points from the same basin described above are no longer a prerequisite for having the projections of points from the same basin arranged so that they resemble a low-dimensional Gaussian. To satisfy this condition in sketch-map we instead require that the histogram of F (R ij ) values and the histogram of f (r ij ) values are closely matched. This condition can be easily satisfied by tuning the parameters of the two filter functions separately. In particular, if we set a and A so that a/A = d/D we can obtain the close match between the distributions of transformed distances between points taken from high and low dimensional Gaussian distributions shown in the right panel of 9C.
C Selecting Landmarks
In this work landmarks were selected at random from trajectories, generated by extensive parallel tempering sampling. This ensured that the landmarks were distributed in a manner consistent with the underlying Boltzmann distribution for the temperature of the chosen replica. In our previous paper, we were analyzing data from a reconnaissance metadynamics simulation so the relationship between the distribution of trajectory frames and the underlying free energy surface was unclear. We thus selected a set of landmarks, X = {X i }, using farthest point sampling (FPS) as this ensured that all the configurations visited during the trajectory were represented in the final map. In the FPS technique you arbitrarily select a first point from the set of snapshots of the trajectory, Z, that were collected during the simulation. Further points are then selected using the following criterion:
where |X i − X| is the distance between configurations X and X i . Selecting landmarks in this way ensures that all the sampled areas of phase space are represented in the set of landmark points, as at each stage the point selected is the one in Z that is farthest from all the points already selected. This perhaps solves the problems described above but it does give us an algorithm that is rather sensitive to outliers. In addition, when this technique is used to select points from a parallel tempering or high-temperature MD simulation we are not exploiting any of the valuable information about the relative probability of different configurations that is present in the trajectory. We therefore chose to develop a new two-stage procedure based on FPS but which does not totally ignore the probabilities of the configurations. There is a single parameter in this procedure, which controls the extent to which landmarks are chosen because they are in densely sampled parts of configuration space. When this parameter is set equal to one the algorithm is equivalent to randomly selecting configurations. Setting it to zero corresponds roughly to selecting landmarks using FPS. To select n landmarks from a total of N configurations using our new algorithm we first select √ nN points, Y = {Y i } ⊂ Z, by farthest point sampling. We then proceed to count the number of points in Z that belong to the Voronoi polyhedron, V i , of each of the points in Y using:
The points selected using FPS are distributed uniformly across the space so it is reasonable to assume that the associated Voronoi polyhedra all have approximately the same volume. 41 As such, the number of points within each polyhedron provides a rough estimate of the probability density in the neighborhood of the central point:
It is straightforward to pick one of these polyhedrons, V k , in accordance with these probabilities by exploiting an algorithm that is widely used in Kinetic Monte Carlo. 42 If we then randomly pick one of the members of V k and add it the set of landmark frames we have an algorithm that is equivalent to selecting points randomly from Z. We selected landmarks for all the sketch-map calculations in this paper by repeating this procedure n times and ensuring that we didn't pick the same point twice.
The advantage of this two stage procedure over simply selecting points randomly is that we can modify the probabilities (the P i s) in the second step. That is to say we can set the probability of selecting a given polyhedron P i = P γ i . As illustrated in 10 setting γ > 1 increases the differences in the probabilities and thus encourages the algorithm to only select landmarks from the most densely sampled regions. Setting γ < 1 has the opposite effect -encouraging the algorithm to ignore the underlying probabilities and to pick a set of landmarks that are more uniformly distributed over the space. In fact we can interpret the γ parameter as an inverse temperature. Setting γ > 1 is akin to selecting points according to a Boltzmann distribution at a lower temperature than the one at which the simulation was run, while setting γ < 1 is similar to selecting points according to a Boltzmann distribution at a higher temperature. This interpretation comes by considering the limiting case in which the high-dimensional description of the system is simply the Cartesian coordinates of the atoms so the probabilities, P i , are proportional to the Boltzmann distribution at the sampling temperature T .
To test the efficacy of this procedure a further six sets of sketch-map coordinates were generated. To construct these coordinates we selected landmarks from the 0.135, 0.180 and 0.225 T * replicas of our parallel tempering simulation using the new landmark selection procedure with γ = 1 4 and γ = 4. We then projected the data from the replicas at each of these three temperatures on the nine sets of sketch-map coordinates and evaluated the stress (equation 10). The results are shown in table 1. The lowest-stress projections are still those constructed from landmarks selected at random from a trajectory at the projecting Figure 10 : A schematic illustration showing how the two stage landmark selection algorithm works. The faint black points in panel A represent data points, while the red points are a set of landmarks selected by FPS. In panel B the shapes of the Voronoi polyhedra for each of the red points in A are shown colored according to their Voronoi weight. Panel C shows the set of landmark configurations (red points) that would be selected from this data set for different values of the γ parameter. In these plots, the Voronoi polyhedra are colored in accordance with the probability of selecting a landmark from them.
temperature. If we are trying to accumulate a free energy at a given temperature and we have a converged trajectory at the same temperature, it is best just to select landmark points at random. Setting γ > 1 or γ < 1 just disrupts the relation between the probability of selecting a point and the underlying free energy. Disrupting this relationship is only desirable when we are planning to use the sketch-map coordinates constructed by selecting landmarks from a trajectory at temperature T 1 to project a second, higher/lower-temperature trajectory. If we call the temperature in this second trajectory T 2 and we have T 2 > T 1 then, because at the higher temperature a greater volume of configuration space is energetically accessible, we need to select landmarks from sparsely sampled parts of configuration space where the potential energy is high. In contrast, if T 2 < T 1 we want to only select points from densely sampled regions of configuration space because, at the lower temperature, the system will be confined to regions where the potential energy is low. Table 1 shows that the results from the sketch-map projections are in accordance with this analysis. When sketch-map coordinates constructed from low-temperature trajectories are used to project higher-temperature data the stress is lowered if γ < 1 and raised when γ > 1. By contrast when we are using sketch-map coordinates constructed from high-temperature trajectories to project lower-temperature data the stress is lowered when γ > 1 and raised when γ < 1.
1 shows that adjusting γ has a significant effect when we are selecting landmarks from the 0.18 T * replica and are using the resulting sketch-map coordinates to project the higher and lower temperature data. When we are selecting landmarks from the 0.135 and 0.225 T * replicas the effect changing γ has on the stress is much less marked. The reason for this Table 1 : The stress values obtained when the trajectories at different temperatures are projected using sketch-map coordinates constructed using landmarks selected from a variety of different temperature trajectories using different landmark selection protocols. The top panel in the table contains the stresses that were shown in 6. In the lower two panels we repeat this analysis using the new landmark selection protocol with the γ parameters described. The stresses obtained are colored green when they are lower than the corresponding stress for the map generated by selecting landmarks at random. The stresses obtained are colored red when the opposite is the case. As indicated in bold the lowest-stress embedding is always the one constructed by randomly selecting landmarks from a trajectory at the same temperature. The new landmark procedure is only useful when you are trying to project high-temperature data using a map constructed from a low-temperature trajectory or vice versa.
is that, as discussed in the main text, the system undergoes a transition from a solid-like structure to a liquid-like structure between these two temperature. Consequently, the highertemperature trajectory samples a completely different part of configuration space to the lower temperature trajectory. As such γ can no longer be interpreted as a temperature.
