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POLYNOMIALS AND HIGH-DIMENSIONAL SPHERES
AMY PETERSON AND AMBAR N. SENGUPTA
Abstract. We show that a natural class of orthogonal polynomials
on large spheres in N dimensions tend to Hermite polynomials in the
large-N limit. We determine the behavior of the spherical Laplacian
as well as zonal harmonic polynomials in the large-N limit.
1. Introduction
The uniform measure, of unit total mass, on the sphere of radius
√
N in
R
N is known to converge, in a suitable sense, to Gaussian measure on an
infinite-dimensional space R∞. We show that orthogonalizing monomials
on the sphere leads, in the large-N limit, to Hermite polynomials. We
prove a similar result for zonal harmonics and we determine the large-
N behavior of the spherical Laplacian. Along the way we establish a
number of results about spherical harmonics and the spherical Laplacian
from a purely algebraic viewpoint.
The relation between the infinite-dimensional Gaussian and the high-
dimension limit of uniform measures on large spheres has been known
historically in the study of the motion of gas molecules by Maxwell [6]
and Boltzmann [1, pages 549-553], and later in more mathematical form,
in the works of Wiener [12], Le´vy [5], McKean [7], Hida [2], and Hida and
Nomoto [3]. Umemura and Kono [11], following up on the works of Hida
et al., studied the limiting behavior of spherical harmonics and spherical
Laplacians. They also obtained the limiting results on zonal harmonics
and the spherical Laplacian, but our algebraic framework and methods
are different. A more detailed description of the distinguishing aspects
of our approach is given in subsection 1.2.
1.1. Summary of results. Towards the goal of studying the large-N
limit of polynomials and the spherical Laplacian on SN−1(
√
N) we also
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work through an algebraic framework for spherical harmonics. However,
spherical harmonics and the spectrum of the spherical Laplacian are clas-
sical subjects and it is not our intention here to provide a comprehensive
review of these topics.
We will work mostly with polynomials and sometimes with the corre-
sponding functions. Let P be the algebra of all polynomials in a sequence
of variables X1, X2, . . .. The subalgebra of polynomials in X1, . . . , XN
will be denoted PN , and those that are homogeneous of degree d by Pd.
To pass from polynomials to functions defined on the sphere SN−1(a)
of radius a > 0 we show in Proposition 3.4 that a polynomial p ∈ PN
that evaluates to 0 at every point on SN−1(a) is a polynomial multiple
of X21 + . . .+X
2
N − a2. We denote the ideal of all such multiples in PN
by ZN(a). Next we show in Proposition 3.5 how to extract from a poly-
nomial q ∈ PN a ‘minimal’ representative qmin ∈ Pk modulo the ideal
ZN(a); this is, roughly, the smallest k for which q has a representative,
mod ZN (a), that depends only on X1, . . . , Xk.
For any positive integer N , the space PN has, for each a > 0, the
sesquilinear pairing given by
〈p, q〉a,N =
∫
SN−1(a)
p(x)q(x) dσ(x), (1.1)
where σ is the unit-mass uniform surface measure on the sphere SN−1(a).
We show in Lemma 2.1 and subsection 3.13 that this is an inner-product
on Pk if k < N . We will often be interested in the sphere of radius
√
N ;
we use the notation:
〈p, q〉N = 〈p, q〉√N,N . (1.2)
In Theorem 2.1 we show that for any polynomials p, q ∈ Pk and any
N > k, we have the limiting inner-product
lim
N→∞
〈p, q〉N = 〈p, q〉L2(R∞,µ). (1.3)
where on the right hand side we view p and q as functions on the space
R∞ of real sequences, equipped with the product Gaussian measure.
In section 3 we use the rotation generating operators
Mjk = Xj∂k −Xk∂j
acting on P and define the ‘quadratic Casimir’
‖M‖2 =
∑
{j,k}∈P2(N)
M2jk, (1.4)
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where the sum is over P2(N), the set of all 2-element subsets of {1, 2, . . . , N}.
An algebraic computation establishes the following very useful identity
connecting the Euclidean Laplacian ∆N =
∑N
j=1 ∂
2
j and the quadratic
Casimir:
‖X‖2∆N = (r∂r)2 + (N − 2)r∂r + ‖M‖2 , (1.5)
where now ‖X‖2 = X21 + . . .+X2N , and r∂r =
∑N
j=1Xj∂j .
In section 5 we will define the spherical Laplacian ∆SN−1(a) by using
the quadratic Casimir ‖M‖2; for now let us note that the two are related
but not the same.
We introduce in (3.3) a projection map
La : PN → HN = ker∆N ,
for which Lap agrees with p as a function on S
N−1(a) (the existence of
Lap is a known result but we present a proof in subsection 3.3). We work
through algebraic properties of La such as its commutativity with Mjk
and hence with ‖M‖2:
La ‖M‖2 = ‖M‖2 La
(This is in (3.27) and Proposition 3.9) and show (Proposition 3.15) that
it is an orthogonal projection relative to the pairing 〈·, ·〉a,N .
In subsections 3.8 and 3.10 we briefly study spherical harmonics and
zonal harmonics. This is a classical subject, but for our needs we develop
the results and notion in terms of the algebra of polynomials so that we
can apply the results to the situation of interest to us where both the
radius and the dimension change. In Proposition 3.12 we show that if a
one-variable polynomial qm satisfies the differential equation
(a2 −X2)q′′(X)− (N − 1)Xq′(X) +m(m+N − 2)q(X) = 0 (1.6)
then the harmonic polynomial Laqm(X1) is homogeneous of degree m;
this is called a zonal harmonic.
We show in Lemma 2.1 and in subsection 3.13 the pairing 〈·, ·〉a,N is an
inner-product on the subspace HN ⊂ PN comprised of harmonic polyno-
mials. In Proposition 3.13 we show that the operators Mjk are skew-self-
adjoint and ‖M‖2 is self-adjoint with respect to this inner-product. The
homogeneous harmonic polynomials of different degrees are orthogonal.
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We show in Proposition 3.16 that the zonal harmonic polynomials
q0, q1, q2, . . . arise from the Gram-Schmidt process applied to the inner-
product on C[X ] given by
〈p, q〉a,N =
cN−2
cN−1a
∫ a
−a
p(x)q(x)
(
1− x
2
a2
)N−3
2
dx, (1.7)
where cj is the surface area of the j-dimensional unit sphere.
In section 5 we study the limiting behavior of the Laplacian on the
sphere SN−1(
√
N) as N → ∞. To this end we give a precise definition
of the spherical Laplacian
∆SN−1(a)
on the polynomial algebra PN . There is a subtlety here: for any p ∈ Pn,
for n < N , we define ∆SN−1(a)p to be the unique polynomial in Pn for
which
∆SN−1(a)p =
1
a2
∑
{j,k}∈P2(N)
M2jkp mod Zn(a).
That such a unique polynomial exists is shown in Proposition 5.2. We
also prove that then ∆SN−1(a) is a linear operator, self-adjoint on each
finite-dimensional space PdN .
We prove in Proposition 5.4 that the spherical Laplacian ∆SN−1(
√
N)
converges to the Hermite differential operator:
lim
N→∞
∆SN−1(
√
N) =
∞∑
j=1
[
∂2j −Xj∂j
]
. (1.8)
It is important to note that here on the left the limit is in the pointwise
sense for a sequence of operators on the vector space of polynomials.
We also show that a limiting relationship between Gegenbauer poly-
nomials and Hermite polynomials, given by
lim
N→∞
C((N−2)/2)m (X/
√
N) = Hm(X), (1.9)
can be explained in terms of the large-N limit of zonal harmonics for
SN−1(
√
N).
1.2. Distinctive features of our approach. Let us note some signif-
icant aspects of our work that differentiate it from other related works:
(i) we make extensive use of the rotation generator operators Mjk and
establish numerous results, such as those in subsection 3.4, for the action
of these operators on polynomials; (ii) our use of the quadratic Casimir
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‖M‖2, especially the identity (1.5); (iii) the introduction of the restric-
tion map La in Proposition 3.3; (iv) we prove a large number of algebraic
results of intrinsic interest, such as Proposition 3.4 and Proposition 3.11,
as well as many other results such as the limiting orthogonal projec-
tion result Proposition 4.3; (v) our definition of the spherical Laplacian
∆SN−1(a) in subsection 5.1, which depends critically on the uniqueness re-
sult Proposition 3.5. For fixed N one could define the spherical Laplacian
to be the same as the quadratic Casimir, but in studying the behavior
with varying N it is necessary to be more careful. Our result Proposition
5.4 on the limiting behavior of the spherical Laplacian ∆SN−1(
√
N) is, as
best as we can determine, logically different from the similar result in
[11] because of the precise definition of the spherical Laplacian operator
that we use. Finally, another difference, in framework, between [11] and
our work is that we work with ordinary limits of results on RN and do
not need to use projective limit spaces to state our results.
1.3. Notation. We will summarize here much of the notation used in
the paper. Let P be the algebra of all polynomials in the sequence of
variables X1, X2, . . .. Then we have the algebraic direct sum decomposi-
tion
P = P0 ⊕ P1 ⊕ P2 ⊕ . . . , (1.10)
where
Pd is the space of polynomials homogeneous of degree d. (1.11)
For example, X31X
2
7 +X2X5X
3
9 ∈ P5. Let us note that
P0 = C.
Let
P≤d = P0 ⊕P1 ⊕ . . .⊕Pd. (1.12)
be the subspace of polynomials of total degree ≤ d. The subspace of
polynomials in X1, . . . , XN will be denoted by PN :
PN = C[X1, . . . , XN ]. (1.13)
Moreover, we use the notation:
PdN = PN ∩ Pd
P≤dN = PN ∩ P≤d.
(1.14)
A basis of PdN is formed by all the monomials
Xj11 . . .X
jN
N
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for which each ja is a non-negative integer and
j1 + . . .+ jN = d.
We note that for such a monomial and any n ∈ {1, . . . , N − 1}, the
monomials Xj11 . . .X
jn
n and X
jn+1
n+1 . . .X
jN
N are both in the same monomial
basis of P≤dN .
The subspace of PN consisting of all polynomials homogeneous of de-
gree d will be denoted PdN ; thus
PN =
⊕
d≥0
PdN (1.15)
as an algebraic direct sum. The Laplacian ∆N is the operator on PN
given by
∆N = ∂
2
1 + . . .+ ∂
2
N , (1.16)
where ∂j is the usual partial differential operator in the variable Xj. We
denote by HN the subspace of all harmonic polynomials in PN ; thus
HN = ker∆N . (1.17)
If p ∈ HN then we can write p in a unique way as the sum of harmonic
polynomials that are homogeneous of different degrees; thus, we have the
algebraic direct sum:
HN = H0N ⊕H1N ⊕ . . . , (1.18)
where HdN is the subspace consisting of all harmonic polynomials that
are homogeneous of degree d. We also use the notation
H≤dN = H0N ⊕ . . .⊕HdN . (1.19)
2. Spherical and Gaussian integration
In this section we establish relationships between integration over spheres
and integration with respect to Gaussian measure.
2.1. Integration of homogeneous functions. A function f on RN is
said to be homogeneous of degree d if
f(tx) = tdf(x) for all x ∈ RN and t ∈ R.
We will work with homogeneous polynomial functions.
Let us note that the product of a homogeneous function of degree d1
and a homogeneous function of degree d2 is a homogeneous function of
degree d1 + d2.
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Proposition 2.1. Let f be a Borel function on RN , homogeneous of
degree d and integrable with respect to the standard Gaussian measure.
Then
2
d
2
Γ
(
d+N
2
)
Γ
(
N
2
) ∫
SN−1
f dσ =
∫
RN
f(x)(2pi)−N/2e−
‖x‖2
2 dx, (2.1)
where on the left σ is the uniform measure on the unit-sphere SN−1, nor-
malized to having total measure 1, and on the right we have the standard
Gaussian measure on RN .
Let us note for us later that by homogeneity of f we have∫
SN−1(a)
f dσ = ad
Γ
(
N
2
)
2
d
2Γ
(
d+N
2
) ∫
RN
f(x)(2pi)−N/2e−
‖x‖2
2 dx, (2.2)
for any radius a > 0.
Proof. We have the polar disintegration formula
∫
RN
f(x)(2pi)−N/2e−
‖x‖2
2 dx =
∫ ∞
0
[∫
SN−1(r)
f(x) dσ(x)
]
(2pi)−N/2e−r
2/2dr,
(2.3)
where σ is the standard surface measure on the sphere SN−1(r) of radius r
(see, for example, [8, (3.10)] for proof). Then we observe by homogeneity
of f that the spherical integral over the sphere of radius r is a multiple
of the integral over the unit sphere:∫
SN−1(r)
f(x) dσ(x) =
∫
SN−1
f(rx) rN−1 dσ(x)
= rd+N−1
∫
SN−1
f(x) dσ(x).
(2.4)
Using this in the Gaussian integration (2.3) we have∫
RN
f(x)(2pi)−N/2e−
‖x‖2
2 dx =
∫ ∞
0
[
rd+N−1
∫
SN−1
f dσ
]
(2pi)−N/2e−r
2/2dr
=
[∫
SN−1
f dσ
] ∫ ∞
0
rd+N−1(2pi)−N/2e−r
2/2 dr
= (2pi)−N/22
d+N
2
−1Γ
(
d+N
2
)∫
SN−1
f dσ,
(2.5)
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where in obtaining the Gamma function we used the substitution y =
r2/2 in the integration. Taking f = 1 (degree 0) here gives the surface
area of the sphere SN−1 to be
cN−1 = 2
piN/2
Γ(N/2)
. (2.6)
Then, returning to (2.5), we have:∫
RN
f(x)(2pi)−N/2e−
‖x‖2
2 dx
= (2pi)−N/22
d+N
2
−1Γ
(
d+N
2
)
cN−1
∫
SN−1
f dσ
= 2
d
2
Γ
(
d+N
2
)
Γ
(
N
2
) ∫
SN−1
f dσ
(2.7)

As an immediate consequence of this result, we see that the Gaussian
L2 inner-product when applied to homogeneous functions can be com-
puted by working out the L2 inner-product on the unit sphere, with
normalized uniform measure:
Proposition 2.2. Let f and g be homogeneous Borel functions on RN ,
of degrees df and dg, respectively, and square-integrable with respect to
standard Gaussian measure µ. Then
〈f, g〉L2(RN ,µ) = 2d
Γ
(
N
2
+ d
)
Γ
(
N
2
) 〈f, g〉L2(SN−1,σ), (2.8)
where d = (df + dg)/2. If df + dg is odd then both sides in (2.8) are 0.
We also have
〈f, g〉L2(RN ,µ) = ad,N 〈f, g〉L2(SN−1(√N),σ) (2.9)
where
ad,N =
d∏
j=1
(
1 + 2
(
j − 1
N
))
. (2.10)
Proof. The product f g¯ is homogeneous of degree 2d. Then, applying
Proposition 2.1 to the function f g¯ we obtain the formula (2.8). If df +dg
is odd then (fg)(−x) = −fg(x) for all x ∈ RN , and so both sides of (2.8)
are 0.
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Let us then assume that df + dg is even; then d is an integer. Suppose
d ≥ 1. Since
Γ(s+ 1) = sΓ(s),
we have
Γ(s+ d) = (s + d− 1)(s+ d− 2) . . . sΓ(s),
and so, with s = N/2 we have
Γ
(
N
2
+ d
)
= 2−d(N + 2d− 2)(N + 2d− 4) . . .NΓ(N/2). (2.11)
Then the formula (2.8) becomes
〈f, g〉L2(RN ,µ) = (N + 2d− 2)(N + 2d− 4) . . .N〈f, g〉L2(SN−1,σ). (2.12)
If d = 0 then this equation follows directly from (2.8), provided we
interpret the right hand side as just 〈f, g〉L2(SN−1,σ).
Using homogeneity of f and g again, we can rewrite the right hand
side as an integral over the sphere of radius
√
N :
〈f, g〉L2(RN ,µ)
=
(
1 + 2
(
d− 1
N
))(
1 + 2
(
d− 2
N
))
. . . ∗ 1 ∗Nd〈f, g〉L2(SN−1,σ)
= ad,N 〈f, g〉L2(SN−1(√N),σ)
(2.13)
where ad,N is as given in (2.10). 
We now show that the pairing
〈p, q〉a,N =
∫
SN−1(a)
p(x)q(x) dσ(x), (2.14)
where σ is the unit-mass uniform measure on SN−1(a), gives an inner-
product on Pk, for any positive integers k < N .
Lemma 2.1. Let p ∈ Pk be a polynomial in k variables, let f be the
function on RN , where N > k, given by
f(x1, . . . , xN) = p(x1, . . . , xk) for all (x1, . . . , xN) ∈ RN .
If f = 0 on SN−1(a), where a > 0, then the polynomial p is 0. The
inner-product 〈·, ·〉a,N restricts to an inner-product on the subspace Pk
for k < N .
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Proof. Let (x1, . . . , xk) be any point within the open ball of radius a in
Rk. Then
p(x1, . . . , xk) = f
(
x1, . . . , xk,
√
a2 − ‖x‖2, 0, . . . , 0) = 0,
where ‖x‖2 =√x21 + . . .+ x2k. A polynomial function in Rk that is zero
on an open set is identically zero, and so p is the zero polynomial.
If ‖p‖2a,N is 0 then the evaluation of p at every x ∈ SN−1(a) is zero,
and so p is the zero polynomial. Therefore 〈·, ·〉a,N restricts to an inner-
product on the subspace Pk for k < N . 
2.2. Gaussian integration as a limit of spherical integration.
There is a well-known relationship between Gaussian integration in in-
finite dimensions and integration over large spheres (see, for example,
[8, 9]). Here we focus on the special case of polynomial functions.
We use the product Gaussian measure µ on R∞, the space of all real
sequences. The measure µ is supported on much smaller subspaces of
R∞, but we do not need to bring such subspaces in for our purposes
here.
Theorem 2.1. Suppose p and q are polynomial functions on Rk, viewed
also as functions on RN for N > k in terms of the first k coordinates.
Then
lim
N→∞
〈p, q〉L2(SN−1(√N),σ) = 〈p, q〉L2(R∞,µ), (2.15)
with notation as before.
Recall that by Lemma 2.1, 〈·, ·〉L2(SN−1(a)) is an inner-product on the
space of polynomials in X1, . . . , Xk, for any k < N . So, restricting
to the case of p, q ∈ Pdk , the result (2.15) says that the inner-product
〈·, ·〉L2(SN−1(a)) converges to the Gaussian inner-product on Pdk for all in-
tegers d ≥ 0 and k ≥ 1.
Proof. By linearity we may assume that p and q are homogeneous, since a
general polynomial is a sum of homogeneous monomials. Then using the
identity (2.9) and observing that limN→∞ ad,N = 1 we obtain (2.15). 
3. Harmonic polynomials and operators on polynomial spaces
We work with the polynomial spaces Pdk . As noted in the introduc-
tion, the subject of harmonic polynomials is classical and there are many
treatments of the subject available, both old and recent (Stein and Weiss
[10, Chapter 4] or Kellogg [4, Chapter V], to name just two). However,
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for our objectives it is necessary to develop the subject in a way that
does not focus on functions on a fixed sphere in a fixed dimension. For
this reason we develop the ideas and results in terms of the algebra of
polynomials.
3.1. Decomposition of polynomials using harmonic components.
The results of this subsection are well-known, but we include them here
both for ease of reference and to help set up the framework we will be
using later.
Let 〈·, ·〉h be the ‘Hermite inner-product’ on the space P of polynomi-
als, specified by
〈Xj11 . . .Xjmm , Xk11 . . .Xkmm 〉h = j1! . . . jm!δjk, (3.1)
where δjk is 1 if j and k are equal as finite sequences and is 0 otherwise.
The reason we call this the Hermite inner-product is because
〈Xj11 . . .Xjmm , Xk11 . . .Xkmm 〉h
= 〈Hj1(X1) . . .Hjm(Xm), Hk1(X1) . . .Hkm(Xm)〉L2(µ),
(3.2)
where on the right we use the Gaussian inner-product from Theorem 2.1
and Hn(X) is the standard Hermite polynomial. In more detail, Hn(X)
is the component ofXn that is L2(µ)-orthogonal to the subspace spanned
by 1, X,X2, . . . , Xn−1.
Then the operator ∂j , the derivative with respect toXj , has the adjoint
given by multiplication by Xj :
〈∂jp, q〉h = 〈p,Xjq〉h, (3.3)
for all polynomials p and q, as can be readily verified by taking p and q
to be monomials. Then for the Laplacian
∆N =
N∑
j=1
∂2j
the adjoint is obtained from:
〈∆Np, q〉h = 〈p, ‖X‖2 q〉h (3.4)
for all p, q ∈ PN . Thus the adjoint of ∆N is given by multiplication by
‖X‖2 = X21 + . . .+X2N .
Using this adjoint relation we have the following standard result:
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Proposition 3.1. For any integers N ≥ 1 and d ≥ 2, the space PdN of
polynomials in X1, . . . , XN that are homogeneous of degree d splits as a
direct sum:
PdN = HdN ⊕ ‖X‖2Pd−2N , (3.5)
with these subspaces being orthogonal with respect to the Hermite inner-
product 〈·, ·〉h. Moreover,
P≤dN = H≤dN ⊕ ‖X‖2P≤d−2N . (3.6)
Proof. The decomposition (3.5) follows by applying the linear algebra
result Lemma 3.1 below with T = ∆N : PdN → Pd−2N . The decomposition
(3.6) follows as a consequence or by applying Lemma 3.1 below with
T = ∆N : P≤dN → P≤d−2N . 
We have used the following elementary result in linear algebra.
Lemma 3.1. Suppose T : V → W is a linear mapping between finite-
dimensional inner-product spaces. Then TT ∗ : W → W maps Im(T )
isomorphically onto itself. Moreover, for any v ∈ V we have
v = [v − T ∗(TT ∗)−1Tv] + T ∗(TT ∗)−1Tv, (3.7)
where the first term on the right hand side is in ker T and the second term
is in Im(T ∗). The subspaces ker T and Im(T ∗) are mutually orthogonal
and their direct sum is V :
V = (ker T )⊕ Im(T ∗). (3.8)
Proof. Let us first check that the term (TT ∗)−1Tv on the right hand side
makes sense. Since the image of TT ∗ is contained in Im(T ) it follows that
it maps this subspace into itself. Since we are working in finite dimen-
sions, (TT ∗) will map Im(T ) surjectively onto itself if TT ∗ is injective
when restricted to Im(T ). We verify this injectivity. If Tv ∈ ker(TT ∗)
then
‖T ∗Tv‖2 = 〈T ∗Tv, T ∗Tv〉 = 〈TT ∗(Tv), T v〉 = 〈0, T v〉 = 0,
and so T ∗Tv = 0, which then implies
‖Tv‖2 = 〈Tv, Tv〉 = 〈T ∗Tv, v〉 = 0.
Thus, if Tv ∈ ker(TT ∗) then Tv = 0. So TT ∗ maps Im(T ) isomorphically
onto itself. Hence, the terms on the right hand side of (3.7) are all
meaningful. The remaining statements are all readily verified. 
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Thus, every polynomial p can be ‘divided’ by ‖X‖2 to leave a remainder
that is harmonic:
p = p0 + ‖X‖2 q, (3.9)
where p0 ∈ HN and q ∈ PN , with the degree of q being less than the
degree of p.
Proposition 3.2. For any p ∈ PN there is a unique p0 ∈ HN and a
unique q ∈ PN such that
p = p0 + ‖X‖2 q. (3.10)
Proof. We have already seen the existence of p0 and q. For uniqueness,
suppose that q ∈ PN is such that ‖X‖2 q is harmonic; then by the adjoint
relation (3.4) we have
〈 ‖X‖2 q, ‖X‖2 q〉h = 〈∆N (‖X‖2 q), q〉h = 〈0, q〉h = 0. (3.11)
Thus ‖X‖2 q = 0 and so q = 0.

Inductively, we can ‘expand’ p ∈ P≤dN in ‘base’ ‖X‖2:
p = p0 + ‖X‖2 p1 + . . .+ ‖X‖2s ps, (3.12)
with s being the largest integer ≤ d/2, where p0, p1, . . . , ps are harmonic
polynomials, with pk ∈ P≤d−2kN .
Proposition 3.3. Given a polynomial function p on RN and a sphere
in RN , there is a unique harmonic polynomial Lap which coincides as a
function with p on the sphere. The polynomial Lap is given by
Lap = p0 + a
2p1 + . . .+ a
2sps, (3.13)
where the notation is as in (3.12). The degree of Lap is ≤ the degree of
p.
If p = ‖X‖2 then Lap is the constant a2. Thus the degree of Lap need
not be equal to the degree of p.
Proof. The polynomial Lap is harmonic because each term on the right
hand side in (3.13) is a harmonic polynomial. Moreover, by (3.12),
Lap(x) = p(x) for all x ∈ SN−1(a).
Thus Lap is a harmonic polynomial that agrees with p pointwise on the
sphere SN−1(a).
For the uniqueness statement, suppose p∗ is a harmonic polynomial
that agrees pointwise with p on the sphere SN−1(a), for some a > 0.
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Then Lap − p∗ is a harmonic polynomial that evaluates to 0 at each
point of SN−1(a). By a result from analysis, a harmonic function that
vanishes on the boundary of a ball is equal to zero in the interior of the
ball. Thus Lap−p∗ evaluates to zero in the interior of the ball of radius a,
and hence is the zero polynomial. (Any polynomial in N variables that
evaluates to 0 at all points in an open ball is identically zero; this can
be proved by induction on N and the fact that any nonzero one-variable
polynomial has finitely many zeros.)
Let p be of degree d. Then from (3.12) and (3.13) we see that the
degree of Lap is ≤ d, being equal to d if and only if p0 6= 0; indeed, if
p0 6= 0 then the part of p that is homogeneous of highest degree is the
same as that of Lap. 
Proposition 3.4. If a polynomial p ∈ C[X1, . . . , XN ] evaluates to 0
at all points on SN−1(a), for some a > 0, then there is a polynomial
q ∈ C[X1, . . . , XN ] such that p = (X21 + . . .+X2N − a2)q.
Proof. By definition, Lap is the harmonic polynomial that agrees with p
pointwise on SN−1(a); thus if p evaluates to 0 on this sphere then so does
Lap. Consequently (by the argument in the proof of Proposition 3.3),
Lap = 0. Then
p = p−Lap = (‖X‖2−a2)p1+(‖X‖4−a4)p2+. . . (‖X‖2r−a2r)pr, (3.14)
which is a polynomial multiple of ‖X‖2 − a2. 
Keith Conrad has shared with us an entirely algebraic proof of this
result.
We denote by ZN (a) the ideal in C[X1, . . . , XN ] consisting of all poly-
nomial multiples of (X21 + . . .+X
2
N − a2). Moreover, let
Z≤dN (a) = ZN (a) ∩ P≤dN , (3.15)
the subspace of ZN (a) consisting of all elements of degree d. Here we
continue to work with a fixed radius a > 0.
Proposition 3.5. Suppose p ∈ C[X1, . . . , XN ] and a > 0. Then either
p+ZN (a) contains no nonzero polynomial in X1, . . . , Xk, for k < N , or
there is a unique polynomial pmin in variables X1, . . . , Xk with k < N ,
such that pmin ∈ p+ ZN (a).
If p+ZN(a) contains no nonzero polynomial in X1, . . . , Xk, for k < N
then we take pmin to be just p itself.
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Proof. Suppose p1 and p2 are both polynomials in X1, . . . , Xj, with j <
N , for which p1, p2 ∈ p+ZN(a). Then, by Proposition 3.4, p1−p2 would
be divisible by ‖X‖2 − a2 in C[X1, . . . , XN ]. But no nonzero polynomial
multiple of ‖X‖2−a2 is a polynomial in fewer variables than X1, . . . , XN ,
because for any polynomial q we have
(‖X‖2 − a2)q = X21q + . . .+X2Nq − a2q,
which is of degree at least 2 in each Xj unless q is 0. Hence p1 = p2. 
3.2. The rotation generatorsMjk and their action on P≤dN /Z≤dN (a).
For j, k ∈ {1, . . . , N}, let
Mjk = Xj∂k −Xk∂j . (3.16)
Then
Mkj = −Mjk.
The following result produces an action ofMjk on each space P≤dN /Z≤dN (a):
Proposition 3.6. The operator Mjk maps each space PdN into itself and
it also maps Z≤dN (a) into itself.
Proof. Clearly Mjk preserves degrees and so maps PdN into itself. Now
consider p ∈ ZN (a). Then
p = (X21 + . . .+X
2
N − a2)q
for some q ∈ Pd−2N . Then, using the Leibniz formula for first-order differ-
ential operators, we have
Mjkp =
[
Mjk(X
2
1 + . . .+X
2
N − a2)
]
q+(X21+. . .+X
2
N−a2)Mjkq. (3.17)
The first term on the right hand side is readily checked to be 0. Hence
Mjkp is in ZN (a). 
Thus we have an induced linear map
Mjk : P≤dN /Z≤dN (a)→ P≤dN /Z≤dN (a). (3.18)
3.3. Reduction to harmonic polynomials. We have seen that the
restriction of any polynomial p to SN−1(a) coincides with the restriction
of a (unique) harmonic polynomial Lap to the sphere. In terms of the
expansion (3.12) the mapping La is given by:
La : P≤dN → P≤dN : p 7→ p0 + a2p1 + . . .+ a2sps, (3.19)
where each pj is harmonic of degree d− 2j.
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Proposition 3.7. The image of La is the space of harmonic polynomials
of degree ≤ d:
La(P≤dN ) = H≤dN . (3.20)
The operator La is a projection:
L2a = La (3.21)
and its kernel is
kerLa = Z≤dN . (3.22)
We note that then La induces an isomorphism
P≤dN /Z≤dN (a) ≃ H≤dN . (3.23)
In Proposition 3.15 we will show that La is self-adjoint with respect to
a pairing 〈·, ·〉a,N . Thus, it is the orthogonal projection in P≤dN onto the
subspace of harmonic polynomials.
Proof. By definition, Lap is the harmonic polynomial that agrees with p
on SN−1(a). In particular, Lap = p if p ∈ H≤dN , and so the image of La is
H≤dN . Moreover,
L2ap = La(Lap) = Lap,
since Lap = p if p is already harmonic.
Observing that
p = Lap+ (‖X‖2 − a2)p1 + . . .+ (‖X‖2s − a2r)ps, (3.24)
we see that kerLa ⊂ Z≤dN (a). Moreover, if p ∈ Z≤dN (a) then, since Lap
agrees with p on SN−1(a), we have Lap = 0 on SN−1(a) and hence, since
Lap is harmonic, Lap is the zero polynomial, and so p ∈ kerLa. This
proves that kerLa is Z≤dN . 
3.4. Rotation generators on harmonic polynomials. We show now
that the operators Mjk commute with the projection La and map har-
monic polynomials to themselves.
Proposition 3.8. With notation as above,
‖X‖2Mjk =Mjk ‖X‖2 , (3.25)
where ‖X‖2 is the operator that multiplies any polynomial by ‖X‖2, and
∆NMjk =Mjk∆N . (3.26)
The operator Mjk maps HdN into itself. Moreover,
LaMjk =MjkLa. (3.27)
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Proof. Since Mjk is a first-order differential operator we have by the
Leibniz product rule:
Mjk(‖X‖2 p) =Mjk(‖X‖2)p+ ‖X‖2Mjkp = ‖X‖2Mjkp, (3.28)
because
Mjk(X
2
j +X
2
k) = 0.
Thus (3.25) holds.
Straightforward algebraic computation shows that (3.26) holds, and
hence Mjkp is harmonic whenever p is harmonic.
Applying Mjk to the expansion
p = p0 + ‖X‖2 p1 + . . .+ n ‖X‖2r pr (3.29)
and using the Leibniz product rule Mjk(fg) = (Mjkf)g + f(Mjkg) and
the fact that Mjk ‖X‖2 = 0, we have
Mjkp = Mjkp0 + ‖X‖2Mjkp1 + . . .+ ‖X‖2rMjkpr. (3.30)
Here each of the terms Mjkpi is harmonic and of the same degree as pi.
Hence, (3.30) is the expansion of Mjkp in ‘base’ ‖X‖2, the counterpart
of (3.29) for Mjkp. Then, by the definition of La in (3.19) we have:
LaMjkp =Mjkp0 + a
2Mjkp1 + . . .+ a
2rMjkpr. (3.31)
Consequently,
LaMjkp =MjkLap. (3.32)

3.5. The quadratic Casimir ‖M‖2. We define the quadratic Casimir
operator on polynomials by
‖M‖2 =
∑
{j,k}∈P2(N)
M2jk, (3.33)
where P2(N) is the set of all 2-element subsets of {1, . . . , N}. This op-
erator acts on the full polynomial algebra P in the sequence of variables
X1, X2, . . ., but we will often restrict it to appropriate subspaces.
Proposition 3.9. ‖M‖2 maps each of the spaces PdN , Z≤dN (a), and HdN
into itself. Moreover,
Mjk ‖M‖2 = ‖M‖2Mjk
‖M‖2 La = La ‖M‖2 .
(3.34)
for all a > 0.
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Proof. By Proposition 3.6, each rotation generator Mjk maps each of the
spaces PdN and Z≤dN (a) into itself. Hence, ‖M‖2 also maps each of these
spaces into itself. The commutation of La and ‖M‖2 follows from the
commutation (3.27) relation between La and all Mjk. By Proposition
3.8, Mjk maps HdN into itself. Hence ‖M‖2 maps HdN into itself.
The first commutation relation in (3.34) follows by combining the iden-
tity (3.40), expressing ‖M‖2 in terms of ∆N and r∂r (see (3.36)) with
the commutation relation (3.26) between Mjk and ∆N , the commutation
relation (3.25) between ‖X‖2 and Mjk, and the commutation relation
between Mjk and r∂r given by Lemma 3.2. 
3.6. ‖M‖2 and the Euclidean Laplacian ∆N . We turn to the rela-
tionship between ‖M‖2 and the ordinary Laplacian ∆N on PN :
∆N =
N∑
j=1
∂2j . (3.35)
We use the notation
r∂r
def
=
N∑
j=1
Xj∂j , (3.36)
as an operator on PN . This notation is consistent with
r2 = ‖X‖2 = X21 + . . .+X2N .
Then
(r∂r)
2 =
N∑
j=1
X2j ∂
2
j +
N∑
j=1
Xj∂j + 2
∑
{j,k}∈P2(N)
XjXk∂j∂k, (3.37)
where P2(N) be the set of all 2-element subsets {j, k} of {1, . . . , N}. For
j 6= k, we have
M2jk = X
2
j ∂
2
k +X
2
k∂
2
j − [Xj∂j +Xk∂k]− 2XjXk∂j∂k. (3.38)
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Since each j appears paired exactly once with each of the other (N−1)
choices of k, we have∑
{j,k}∈P2(N)
M2jk
=
∑
j
X2j
(∑
k
∂2k − ∂2j
)
− (N − 1)
N∑
j=1
Xj∂j
− 2
∑
{j,k}∈P2(N)
XjXk∂j∂k
= ‖X‖2∆N −
N∑
j=1
[
X2j ∂
2
j + (N − 1)Xj∂j
]
− 2
∑
{j,k}∈P2(N)
XjXk∂j∂k.
(3.39)
Thus
‖X‖2∆N =
N∑
j=1
X2j ∂
2
j + 2
∑
{j,k}∈P2(N)
XjXk∂j∂k
+ (N − 1)
∑
j
Xj∂j +
∑
{j,k}∈P2(N)
M2jk
= (r∂r)
2 + (N − 2)r∂r + ‖M‖2 .
(3.40)
where we used (3.37) in the last step. This relation holds on the full
polynomial space PN .
3.7. Eigenvalues of r∂r. If q ∈ PmN , that is a polynomial inX1, . . . , XN
that is homogeneous of degree m, then we have the Euler relation
(r∂r)q = mq, (3.41)
as can be readily verified by taking q to be any monomial. Since eigen-
vectors belonging to distinct eigenvalues are linearly independent, and
every polynomial is the sum of its homogeneous parts, the eigenvalues of
r∂r are all the non-negative integers. By the same argument, the eigen-
values of the operator (r∂r)
2 + (N − 2)r∂r are m(m + N − 2), with m
running over all non-negative integers. Since these numbers are distinct
for distinct values of m, such eigenvectors are linearly independent. Thus
in the direct sum decomposition
PN = P0N ⊕ P1N ⊕ . . . (3.42)
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each subspace PmN is an eigenspace of (r∂r)2+(N−2)r∂r, with eigenvalue
m(m+N − 2).
Lemma 3.2. The operatorsMjk and r∂r commute for all {j, k} ∈ P2(N).
Proof. The Euler relation (3.41) shows that r∂r is constant on the space
PdN of polynomials homogeneous of degree d, and the operatorMjk maps
PdN into itself. Hence these two operators commute on each space PdN ,
and hence on all of PN . 
3.8. Eigenvectors for ‖M‖2. Suppose p is a harmonic polynomial,
homogeneous of degree m, in N variables. Then, using (3.40), we have
‖M‖2 p = r∆Np− (r∂r)2p− (N − 2)(r∂r)p
= 0−m2p− (N − 2)mp
= −m(m+N − 2)p.
(3.43)
Conversely, if p is a polynomial, homogeneous of degree m in N variables,
and if
‖M‖2 p = −m(m +N − 2)p (3.44)
then p is harmonic:
∆Np = 0.
Thus the operator ‖M‖2, when restricted to HN , has eigenvalue spec-
trum given by the distinct numbers −m(m+N − 2), as m runs over all
non-negative integers, and the corresponding decomposition of HN into
eigenspaces is
HN = H0N ⊕H1N ⊕H2N ⊕ . . . . (3.45)
3.9. Polynomials with rotational symmetry. We will use the nota-
tion
AX =
(
N∑
j=1
a1jXj , . . . ,
N∑
j=1
aNjXj
)
. (3.46)
for A = [aij ] any N ×N matrix with entries aij ∈ C.
Next we determine the nature of polynomials invariant under all rota-
tions and then those that are invariant under rotations that fix a partic-
ular direction.
Proposition 3.10. Suppose p(X1, . . . , XN) ∈ C[X1, . . . , XN ] is invari-
ant under all rotations, in the sense that
p(X1, . . . , XN) = p(AX)
for all A = [aij ] ∈ SO(N). (3.47)
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If N > 1 then there is a polynomial q(X) ∈ C[X ] such that
p(X1, . . . , XN) = q(X
2
1 + . . .+X
2
N). (3.48)
If N = 1 and (3.47) holds for all A ∈ O(1) then (3.48) holds; this is
simply the statement that if a polynomial p(X) is even in the sense that
p(−X) = p(X) then all the terms in p(X) with odd powers of X have
coefficient 0.
Proof. We argue by induction on the total degree dp of p(X1, . . . , XN) (if
this polynomial is zero then the result is trivially true). If dp = 0 then
p(X1, . . . , XN) is just a constant and so (3.48) holds automatically by
taking the right hand side to also be the constant polynomial.
The polynomial p0 = p(X1, . . . , XN) − p(1, 0, . . . , 0) evaluates to 0 at
all points on the unit sphere SN−1. Hence by Proposition 3.4 p0 is a
polynomial multiple of ‖X‖2 − 1:
p(X1, . . . , XN) = p(1, 0, . . . , 0) +
(‖X‖2 − 1) p1(X1, . . . , XN) (3.49)
where p1(X1, . . . , XN) ∈ C[X1, . . . , XN ]. Then for any A ∈ SO(N) we
have
p(X1, . . . , XN) = p(AX) = p(1, 0, . . . , 0) +
(‖AX‖2 − 1) p1(AX) (3.50)
Since ‖AX‖2 = ‖X‖2, this implies
(‖X‖2 − 1) (p1(AX)− p1(X)) = 0. (3.51)
The ring C[X1, . . . , XN ] has no zero divisors, it follows that
p1(X1, . . . , XN) = p1(AX) for all A ∈ SO(N).
We see from (3.49) that p1(X1, . . . , XN) is either 0 or has total de-
gree less than the total degree of p(X1, . . . , XN). Thus, inductively,
p1(X1, . . . , XN) is a polynomial in ‖X‖2. Substituting in (3.49) we see
then that p(X1, . . . , XN) is also a polynomial in ‖X‖2. 
Proposition 3.11. Suppose p(X1, . . . , XN) ∈ C[X1, . . . , XN ] is invari-
ant under all rotations that fix a particular nonzero vector t = (t1, . . . , tN ) ∈
RN , in the sense that
p(X1, . . . , XN) = p(AX)
for all A ∈ SO(N) for which At = t. (3.52)
Then there is a polynomial q(Y, Z) ∈ C[Y, Z] such that for any a > 0,
p(x1, . . . , xN ) = q(a, t1x1+. . .+tNxN) for all (x1, . . . , xN ) ∈ SN−1(a).
(3.53)
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Conversely, if a polynomial p is of the form (3.53) and if p is homoge-
neous then p satisfies the rotational invariance (3.52).
Proof. Any nonzero vector can be transformed into any other nonzero
vector by rotation and scaling. With this in mind, we can assume that t
is the vector (1, 0, . . . , 0). Then the hypothesis is that
p(X1, A(X2, . . . , XN)) = p(X1, . . . , XN) for all rotations A ∈ SO(N − 1).
Writing
p(X1, . . . , XN) = pmX
m
1 + . . .+ p1X1 + p0, (3.54)
where each pj is a polynomial in (X2, . . . , XN), we conclude then that
each of these coefficient polynomials pj is invariant under the action of
SO(N − 1) on (X2, . . . , XN). Then, by Proposition 3.10, each pj is a
polynomial in X22 + . . .+X
2
N :
pj = qj(X
2
2 + . . .+X
2
N), (3.55)
where qj is a polynomial in one variable.
For a > 0 and any point x = (x1, . . . , xN) ∈ SN−1(a) the rotational
symmetry of p implies that
p(x) = p(x1,
√
a2 − x21, 0, . . . , 0). (3.56)
Then by (3.54) and (3.55) we have
p(x) = qm(a
2 − x21)xm1 + . . .+ q1(a2 − x21)x1 + p0 (3.57)
With this in mind let us take
q(Y, Z) = Zmqm(Y
2 − Z2) + . . .+ Zq1(Y 2 − Z2) + q0. (3.58)
Then by (3.57) we have:
p(x) = q(a, x1), (3.59)
for all x = (x1, . . . , xN ) ∈ SN−1(a).
For the converse statement we note that if p has the form (3.53) then p
as a function on the sphere SN−1(a) is invariant under rotations preserv-
ing (t1, . . . , tN ). Since p is homogeneous, it is uniquely determined by its
values on the sphere. Hence p is invariant under all such rotations. 
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3.10. Zonal spherical harmonics. By a zonal harmonic we mean a
harmonic polynomial p that is invariant under all rotations that preserve
a particular direction. As before we take this direction to be (1, 0, . . . , 0).
Then, by Proposition 3.11, p, as a function on any sphere SN−1(a) of
radius a > 0, agrees pointwise with a one-variable polynomial q(a;X1).
We will compute ‖M‖2 on q(a;X1). First we have
M1j(X
m
1 ) = X1 ∗ 0−XjmXm−11 = −mXm−11 Xj, (3.60)
and so
M21j(X
m
1 ) = −mXm1 +m(m− 1)Xm−21 X2j (3.61)
which leads to
∑
{1,j}∈P2(N)
M21j(X
m
1 ) =
N∑
j=2
M21j(X
m
1 )
= −m(N − 1)Xm1 +m(m− 1)
(
N∑
j=2
X2j
)
Xm−21
= −m(N − 1)Xm1 +m(m− 1)
(
N∑
j=1
X2j −X21
)
Xm−21 .
(3.62)
That is,
‖M‖2 (Xm1 ) = −m(N − 1)Xm1 +m(m− 1)
(
N∑
j=1
X2j −X21
)
Xm−21 .
(3.63)
The map La in (3.19) carries any polynomial multiple of ‖X‖2 − a2 to
zero, and so
La ‖M‖2Xm1 = −m(N − 1)La(Xm1 ) +m(m− 1)La
(
(a2 −X21 )Xm−21
)
.
(3.64)
Then for any polynomial q(X1) we have:
La ‖M‖2 q(X1) = La
[−(N − 1)X1q′(X1) + (a2 −X21 )q′′(X1)] . (3.65)
Let us recall that La[q(X1)] is the harmonic polynomial in X1, . . . , XN
that agrees with q as a function on the sphere SN−1(a). Now we can
show that Laq(X1) is homogeneous.
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Proposition 3.12. Suppose q(a;X) is a polynomial in X that satisfies
(a2−X2)q′′(a;X)−(N−1)Xq′(a;X)+m(m+N−2)q(a;X) = 0, (3.66)
where N is a positive integer and m is a non-negative integer. Then the
harmonic polynomial La[q(a;X1)] that coincides with q(a;X1) pointwise
on the sphere SN−1(a) is homogeneous of degreem. Conversely, if q(a;X)
is a polynomial in X such that La[q(a;X1)] is homogeneous of degree m
then (3.66) holds.
When a is fixed we will usually just write q(X) instead of q(a;X). In
our main application, though, a =
√
N .
Proof. Since La[q(X1)] is a harmonic polynomial, using the identity (3.40)
we have:
0 = ‖X‖2∆N
(
La[q(X1)]
)
by(3.40)
=
(
(r∂r)
2 + (N − 2)r∂r + ‖M‖2
)
La[q(X1)]
=
(
(r∂r)
2 + (N − 2)r∂r
)
La[q(X1)] + La ‖M‖2 q(X1)
(on using the second equation in (3.34))
=
(
(r∂r)
2 + (N − 2)r∂r
)
La[q(X1)]
+ La
[−(N − 1)X1q′(X1) + (a2 −X21 )q′′(X1)] .
(3.67)
Thus(
(r∂r)
2 + (N − 2)r∂r
)
La[q(X1)]
= −La
[−(N − 1)X1q′(X1) + (a2 −X21 )q′′(X1)] . (3.68)
If q satisfies the differential equation (3.66) then(
(r∂r)
2 + (N − 2)r∂r
)
La[q(X1)] = m(m+N − 2)La[q(X1)], (3.69)
which says that La[q(X1)] is an eigenvector of the operator(
(r∂r)
2 + (N − 2)r∂r
)
with eigenvalue m(m+N−2). By the discussion in the context of (3.42)
we conclude that La[q(X1)] is homogeneous of degree m.
Conversely, suppose that the polynomial La[q(X1)] is homogeneous of
degree m. Then
(r∂r)La[q(X1)] = mLa[q(X1)]
and so(
(r∂r)
2 + (N − 2)r∂r
)
La[q(X1)] = m(m+N − 2)La[q(X1)].
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Then from (3.68) we see that
(a2−X21 )q′′(X1)−(N−1)X1q′(X1)+m(m+N−2)q(X1) ∈ kerLa. (3.70)
Then by Proposition 3.7
(a2 −X21 )q′′(X1)− (N − 1)X1q′(X1) +m(m+N − 2)q(X1) ∈ Z≤dN (a),
and this means (by (3.22)) that it is a polynomial multiple of ‖X‖2−a2.
Now no nonzero polynomial multiple of ‖X‖2 − a2 can be a polynomial
in only X1, unless N = 1. Thus q satisfies the differential equation (3.66)
if N > 1. When N = 1 the relation (3.70) means that m(m − 1)q(X1)
is a polynomial multiple of X21 − a2. Recall that m is the degree of
the harmonic polynomial La[q(X1)]; but in dimension N = 1 the only
harmonic polynomials are of degree ≤ 1, and so m(m − 1) = 0 in this
case. Thus, even when N = 1, the left side of (3.70) is 0. 
3.11. Examples of zonal harmonics. Let us look at a few examples.
For degree 2, we have the decomposition of X21 into a harmonic part and
a multiple of ‖X‖2:
X21 = X
2
1 −
1
N
‖X‖2 + 1
N
‖X‖2 , (3.71)
and so
LaX
2
1 = X
2
1 −
1
N
‖X‖2 + 1
N
a2, (3.72)
and then we see that
La
(
X21 −
1
N
a2
)
= X21 −
1
N
‖X‖2 . (3.73)
The point here is that the polynomial on the right hand side is ho-
mogeneous (as in Proposition 3.12). Next, for degree 3, we have the
decomposition
X31 = X
3
1 −
3
N + 2
‖X‖2X1 + 3
N + 2
‖X‖2X1, (3.74)
where the first two terms on the right hand side form a harmonic poly-
nomial; then
La
(
X31 −
3
N + 2
a2X1
)
= X31 −
3
N + 2
‖X‖2X1. (3.75)
Again, we have found a homogeneous degree 3 harmonic polynomial
that, when restricted to the sphere SN−1(a), is invariant under rotations
around the X1-axis.
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3.12. Zonal harmonics and Gegenbauer polynomials. The Gegen-
bauer differential equation is
(1− y2)p′′(y)− (2b+ 1)yp′(y) +m(m+ 2b)p(y) = 0. (3.76)
We take the Gegenbauer polynomial C
(b)
m (y) to be the degree-m monic
polynomial that satisfies this differential equation. If p is monic of degree
n then the coefficient of yn in (1− y2)p′′(y)− (2b+ 1)yp′(y) is
−n(n− 1)− (2b+ 1)n = −n(n + 2b),
which shows that n must be equal to m for p to be a solution of (3.76).
To match (3.76) with (3.66) we take
p(y) = q(a; ay)
Then
p′(y) = aq′(a; ay) and p′′(y) = a2q′′(a; ay)
and so
(1− y2)p′′(y)− (2b+ 1)yp′(y) +m(m+ 2a)p(y)
= (a2 − a2y2)q′′(a; ay)− (2b+ 1)ayq′(a; ay) +m(m+ 2b)q(a; ay)
= (a2 − x2)q′′(a; x)− (2b+ 1)xq′(a; x) +m(m+ 2b)q(a; x),
(3.77)
where x = ay. Setting 2b + 1 = N − 1 it follows from (3.66) that p(y)
does satisfy the differential equation (3.76). Thus
qm(a;X) = C
((N−2)/2)
m (X/a). (3.78)
These are the polynomials that coincide on the sphere SN−1(a) with the
restrictions of harmonic polynomials.
3.13. The inner-product 〈·, ·〉a,N . Consider the sesquilinear pairing
on PdN given by
〈p, q〉a,N =
∫
SN−1(a)
p(x)q(x) dσ(x). (3.79)
This satisfies all the conditions for an inner-product except that some
nonzero vectors might have norm 0; these are exactly those polynomials
that evaluate to 0 on SN−1(a). If p ∈ HdN satisfies 〈p, p〉SN−1(a) = 0 then
p evaluates to 0 at all points on SN−1(a) and so, since p is harmonic, it is
the zero polynomial. Thus, 〈·, ·〉a,N is an inner-product on HdN for every
d ≥ 0, and hence on HN , the space of all harmonic polynomials in PN .
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We have seen in Lemma 2.1 that 〈·, ·〉a,N is an inner-product on the
space Pk of polynomials in X1, . . . , Xk where 1 ≤ k < N .
3.14. Adjoint operators. Using the relationship between integration
over spheres and Gaussian integration we determine the adjoints of dif-
ferential operators over spheres.
Proposition 3.13. For any polynomials p, q ∈ PN , and any j, k ∈
{1, . . . , N},∫
SN−1(a)
(Mjkp)(x)q(x) dσ(x) = −
∫
SN−1(a)
p(x)(Mjkq)(x) dσ(x), (3.80)
for any radius a > 0. Moreover,∫
SN−1(a)
(‖M‖2 p)(x)q(x) dσ(x) =
∫
SN−1(a)
p(x)(‖M‖2 q)(x) dσ(x).
(3.81)
The operators Mjk are skew-hermitian and the operator ‖M‖2 is hermit-
ian on the spaces Pm, equipped with the inner-product 〈·, ·〉a,N , for any
integer m with 1 ≤ m < N :
〈p,Mjkq〉a,N = −〈Mjkp, q〉a,N
〈p, ‖M‖2 q〉a,N = 〈 ‖M‖2 p, q〉a,N
(3.82)
for all p, q ∈ Pm, polynomials in the variables X1, . . . , Xm for m < N .
On the space HN , equipped with the inner-product 〈·, ·〉a,N , the opera-
tors Mjk are skew-hermitian and the operator ‖M‖2 is hermitian: that
is, the relations (3.82) hold also for p, q ∈ HN .
Proof. Without loss of generality and for simplicity of notation, let j = 1
and k = 2. Both sides of (3.80) are bilinear in (p, q), and so we may as-
sume that p and q are both monomials, and, in particular, homogeneous.
Then, integrating over any sphere of radius a > 0 and using (2.2) we
have∫
SN−1(a)
p(x) (x1∂x2 − x2∂x1) q(x) dσ(x)
= ad
Γ
(
N
2
)
2
d
2Γ
(
d+N
2
)(2pi)−N/2 ∫
RN
p(x) [(x1∂x2 − x2∂x1) q(x)] e−‖x‖
2/2 dx
(3.83)
where d is the sum of the homogeneity degrees of p and q. Integrating by
parts and simplifying the algebra, the right hand side of (3.83) is equal
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to:
− ad Γ
(
N
2
)
2
d
2Γ
(
d+N
2
)(2pi)−N/2 ∫
RN
q(x) [(x1∂x2 − x2∂x1) p(x)] e−‖x‖
2/2 dx.
(3.84)
Now we reverse the process and use (2.2) again to rewrite this last ex-
pression as an integral over the sphere SN−1(a), to obtain
−
∫
SN−1(a)
q(x) (x1∂x2 − x2∂x1) p(x) dσ(x).
Thus, ∫
SN−1(a)
p(x) (x1∂x2 − x2∂x1) q(x) dσ(x)
= −
∫
SN−1(a)
q(x) (x1∂x2 − x2∂x1) p(x) dσ(x).
(3.85)
This proves (3.80). Applying this twice, and using the definition of ‖M‖2
we obtain (3.81).
The statements about skew-adjointness of Mjk and self-adjointness of
‖M‖2 follow by recalling that 〈·, ·〉a,N is an inner-product on Hm, for
m < N , and that 〈·, ·〉a,N is an inner-product on HN . 
Proposition 3.14. The subspaces HmN and HnN in HN are orthogonal,
with respect to the inner-product 〈·, ·〉a,N , if m 6= n.
Proof. The operator ‖M‖2 is self-adjoint on HN , with respect to 〈·, ·〉a,N ,
and has distinct eigenvalues (−m(m + N − 2) and −n(n + N − 2)) on
HmN and on HnN if m 6= n. Hence these subspaces are orthogonal. 
Finally, let us note that the operator La is also self-adjoint:
Proposition 3.15. The operator La : PN → PN is self-adjoint in the
sense that
〈Lap, q〉a,N = 〈p, Laq〉a,N (3.86)
for all p, q ∈ PN , and all a > 0.
POLYNOMIALS AND HIGH-DIMENSIONAL SPHERES 29
Proof. Let p, q ∈ PN ; then
〈Lap, q〉a,N =
∫
SN−1(a)
[Lap](x)q(x) dσ(x)
=
∫
SN−1(a)
p(x)q(x) dσ(x)
(because Lap(x) = p(x) for x ∈ SN−1(a))
=
∫
SN−1(a)
p(x)[Laq](x) dσ(x)
= 〈p, Laq〉a,N ,
(3.87)
where again in the last line we used the fact that Laq and q agree point-
wise on SN−1(a). 
3.15. Orthogonality of the zonal harmonic polynomials. We re-
call from subsection 3.13 that 〈·, ·〉a,N is an inner-product on P1, the
space of polynomials in X1. Let qm(X) be a degree m polynomial for
which Laqm(X1) ∈ PN is homogeneous of degree m; we take q0(X1) to be
1. To be definite, we take qm(X1) to be monic, with the highest degree
term being Xm1 .
Then, by Proposition 3.14 and the fact that Laq(X1) is harmonic, we
see that
〈Laqm(X1), Laqn(X1)〉a,N = 0 if m 6= n. (3.88)
Now recall that Laqm(X1) is equal to qm(X1) as functions when restricted
to the sphere SN−1(a). Hence, (3.88) is equivalent to:
〈qm(X1), qn(X1)〉a,N = 0 if m 6= n. (3.89)
Thus qm(X1) is a monic polynomial of degree m that is orthogonal to
the polynomials q0(X1), . . . , qm−1(X1), for m ≥ 1. Moreover, since each
qn(X1) is of degree n, it follows inductively that q0(X1), . . . , qn(X1) form
a basis of the space P≤n1 of polynomials in X1 of degree ≤ n.
Thus, using now the notation qm(a;X1) instead of qm(X1) to stress the
role of a, we have
qm(a;X1) =
(
I − Π˙≤m1,N
)
Xm1 , (3.90)
where
Π˙≤m1,N : P≤m1 → P≤m−11 (3.91)
is the orthogonal projection within the finite-dimensional space P≤m1 ,
with respect to the inner-product 〈·, ·〉a,N .
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The inner-product of two polynomials in X1 is given by
〈p(X1), q(X1)〉a,N =
cN−2
cN−1aN−1
a
∫ a
−a
p(x)q(x)(a2 − x2)N−32 dx
=
cN−2
cN−1a
∫ a
−a
p(x)q(x)
(
1− x
2
a2
)N−3
2
dx
(3.92)
where we have used the disintegration formula (3.98) with k = 1 and
d = N−1, and the denominator reflects the normalization by the ‘surface
area’ of SN−1(a). Thus we have established the following result.
Proposition 3.16. The zonal harmonic polynomials q0(X), q1(X), . . .
are obtained by Gram-Schmidt orthogonalization of 1, X,X2, . . . relative
to the inner-product given by
〈p, q〉a,N =
cN−2
cN−1a
∫ a
−a
p(x)q(x)
(
1− x
2
a2
)N−3
2
dx. (3.93)
Note that here, by the Gram-Schmidt process, we mean the process
(3.90) of taking the orthogonal projection onto the orthogonal comple-
ment of the span of the previously obtained basis vectors (we do not
normalize).
3.16. Disintegration. Here we review a disintegration formula that is
useful when integrating functions over a sphere. Let Sd(a) be the sphere
of radius a, center 0, in Rd+1. For k ∈ {1, . . . , d−1} and x ∈ Rk we have
the slice {y ∈ Rd+1−k : (x, y) ∈ Sd(a)}, which is a sphere of radius
ax =
√
a2 − ‖x‖2. (3.94)
Thus the slice is Sd−k(ax). The volume of this slice is
ad−kx cd−k, (3.95)
where cj is the surface area of the j-dimensional unit sphere:
cj = 2
pi
j+1
2
Γ
(
j+1
2
) . (3.96)
We use the following disintegration formula that expresses the integral
of a function f on the sphere Sd(a) of radius a, center 0, in Rd+1:∫
Sd(a)
f dσ =
∫
x∈Bk(a)
[∫
y∈Sd−k(ax)
f(x, y) dσ(y)
]
a
ax
dx, (3.97)
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where Sd(a) is the sphere of radius a, centered at 0, in Rd+1, and Bk(a)
is the ball of radius a, center 0, in Rk (for a proof see [8]). If f depends
only on x ∈ Rk then we have∫
Sd(a)
f(x) dσ(x, y) = cd−ka
∫
x∈Bk(a)
f(x)ad−k−1x dx. (3.98)
4. Hermite limits for monomials over large spheres
In this section we show that monomials, suitably projected, over the
sphere SN−1(
√
N) converge to Hermite polynomials.
4.1. The subspaces Pd and projections Πd. We equip the space P
of all polynomials in variables X1, X2, . . . with the Gaussian L
2 inner-
product:
〈p(X1, . . . , XN), q(X1, . . . , XN)〉 = 〈p, q〉L2(γN ) (4.1)
where γN is the standard Gaussian measure on R
N :
dγN(x) = (2pi)
−N/2e−‖x‖
2/2 dx.
Each space P≤dN is finite-dimensional and there is an orthogonal projec-
tion
Π≤dN : P≤dN → P≤d−1N , (4.2)
for all d ≥ 1 and N ≥ 1. We can drop the subscript N from Πd,N because
of the following observation.
Lemma 4.1. If M > N then
Π≤dM |P≤dN = Π≤dN . (4.3)
A consequence of this equality is that Π≤dM p(X1, . . . , XN) is a polyno-
mial in X1, . . . , XN , as seems natural.
Proof. Consider any p ∈ P≤dN , and any monomial Xj11 . . .XjMM ∈ P≤d−1M ;
then:
〈p(X1, . . . , XN), Xj11 . . .XjMM 〉
= 〈p(X1, . . . , XN), Xj11 . . .XjNN 〉〈1, XjN+1N+1 . . .XjMM 〉,
(4.4)
where we have used the fact that the Gaussian measure γM is the product
of the standard Gaussian measure γN and the standard Gaussian measure
in the remaining M −N variables:∫
RN×RM−N
f(x)g(y) dγM(x, y) =
∫
RN
f dγN
∫
RM−N
g dγM−N (4.5)
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Next we observe that
〈p(X1, . . . , XN), Xj11 . . .XjNN 〉 = 〈Π≤dN p(X1, . . . , XN), Xj11 . . .XjNN 〉, (4.6)
by definition of the orthogonal projection Π≤dN , keeping in mind that
Xj11 . . .X
jN
N has degree ≤ d− 1.
Using the product nature of γM again we conclude that
〈p(X1, . . . , XN), Xj11 . . .XjMM 〉 = 〈Π≤dN p(X1, . . . , XN), Xj11 . . .XjMM 〉,
(4.7)
for all monomials Xj11 . . .X
jM
M in P≤d−1M . On the right, Π≤dN p(X1, . . . , XN)
is in P≤d−1N . Since the monomials in P≤d−1M form a basis of this space, we
conclude from (4.7) that
Π≤dM p(X1, . . . , XN) = Π
≤d
N p(X1, . . . , XN), (4.8)
which establishes (4.3). 
Thus all the linear mappings Π≤dN combine to form one linear mapping
Π≤d : P≤d → P≤d−1. (4.9)
4.2. Hermite polynomials as orthogonal projections of mono-
mials. Now let
Π≤d⊥ = I −Π≤d. (4.10)
Then
Π≤d⊥ |P≤dN is the orthogonal projection onto P≤dN ⊖P≤d−1N . (4.11)
Focusing for the moment on just one variable X , the m-th Hermite
polynomial Hm(X) is 1 if m = 0 and is the projection of X
m to the
subspace orthogonal to Pm−1 otherwise. Thus
Hm(X) = Π
≤m
⊥ (X
m). (4.12)
We note that
Xm −Hm(X)
is the orthogonal projection of Xm on the subspace of polynomials of
degree < m, and so is of degree < m.
We have next the generalization of this observation to more than one
variable:
Proposition 4.1. For any monomial Xm11 . . .X
mN
N with m1+. . .+mN =
d, we have
Π≤d⊥ (X
m1
1 . . .X
mN
N ) = Hm1(X1) . . .HmN (XN). (4.13)
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Proof. Writing Xm11 . . .X
mN
N as
Xm11 . . .X
mN
N
=
(
Xm11 −Hm1(X1)
)
Xm22 . . .X
mN
N +Hm1(X1)X
m2
2 . . .X
mN
N ,
(4.14)
we observe that the first term on the right hand side is of total degree
< d, because Xm11 − Hm1(X1) is of degree m1 − 1 in X1. Therefore,
applying the projection Πd⊥, we have
Π≤d⊥
(
Xm11 . . .X
mN
N
)
= Π≤d⊥
(
Hm1(X1)X
m2
2 . . .X
mN
N
)
. (4.15)
Repeating this argument with X2, X3, ..., we obtain
Π≤d⊥
(
Xm11 . . .X
mN
N
)
= Π≤d⊥
(
Hm1(X1) . . .HmN (XN )
)
. (4.16)
Now we check that the polynomial Hm1(X1) . . .HmN (XN) is orthogonal
to all polynomials of total degree < d: if Xj11 . . .X
jN
N is a monomial of
total degree < d then jk < mk for at least one k, and so
〈Hm1(X1) . . .HmN (XN), Xj11 . . .XjNN 〉
= 〈Hm1(X1), Xj11 〉 . . . 〈HmN (XN), XjNN 〉
= 0 because 〈Hmk(Xk), Xjkk 〉 = 0.
(4.17)
Hence
Π≤d⊥
(
Hm1(X1) . . .HmN (XN)
)
= Hm1(X1) . . .HmN (XN),
and so, by (4.16), the result (4.13) follows. 
4.3. The limiting orthogonal projection. We turn now to look at
orthogonal projections associated to a sequence of inner-products. We
will apply the following result to the case of inner-products given by
integration over SN−1(
√
N).
Proposition 4.2. Let V be a finite-dimensional vector space, and 〈·, ·〉n
an inner-product on V for each n ∈ {1, 2, 3, . . .}, and suppose that there
is an inner-product 〈·, ·〉 on V which is the limit of the sequence of inner-
products 〈·, ·〉n. Let Pn : V → V be the orthogonal projection onto a
subspace W ⊂ V relative to the inner-product 〈·, ·〉n. Then Pnv → Pv,
as n → ∞, for all v ∈ V , where P is the orthogonal projection onto W
with respect to the inner-product 〈·, ·〉.
Proof. Let w1, . . . , wk form a basis of W . Fix v ∈ V . Then, writing
Pnv =
k∑
j=1
cj(n)wj, (4.18)
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we have
〈wi, v〉n = 〈wi, Pnv〉n =
k∑
j=1
〈wi, wj〉ncj(n). (4.19)
Hence the vector c(n) whose components are c1(n), . . . , ck(n) is given by
matrix inversion:
c(n) =


〈w1, w1〉n 〈w1, w2〉n . . . 〈w1, wk〉n
〈w2, w1〉n 〈w2, w2〉n . . . 〈w2, wk〉n
...
...
...
...
〈wk, w1〉n 〈wk, w2〉n . . . 〈wk, wk〉n


−1 

〈w1, v〉n
〈w2, v〉n
...
〈wk, v〉n

 . (4.20)
Now we let n→∞ and using continuity of matrix inversion and matrix
multiplication we obtain:
c
def
= lim
n→∞
c(n) =


〈w1, w1〉 〈w1, w2〉 . . . 〈w1, wk〉
〈w2, w1〉 〈w2, w2〉 . . . 〈w2, wk〉
...
...
...
...
〈wk, w1〉 〈wk, w2〉 . . . 〈wk, wk〉


−1 

〈w1, v〉
〈w2, v〉
...
〈wk, v〉

 .
(4.21)
Then, multiplying by the matrix with entries 〈wi, wj〉, we have:
k∑
j=1
〈wi, wj〉cj = 〈wi, v〉, (4.22)
and this means that Pv =
∑k
j=1 cjwj. Looking back at (4.18) we conclude
that limn→∞ Pnv = Pv. 
4.4. Hermite polynomials from monomials on spheres. Recall
that P≤dk is the vector space of all polynomials of degree ≤ d in the
variables X1, . . . , Xk.
Proposition 4.3. Let
Π˙≤dk,N : P≤dk → P≤d−1k (4.23)
be the orthogonal projection using the inner-product 〈·, ·〉N = 〈·, ·〉L2(SN−1(√N),σ),.
Then
lim
N→∞
(I − Π˙≤dk,N)(Xj11 . . .Xjkk ) = Hj1(X1) . . .Hjk(Xk). (4.24)
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Proof. By Theorem 2.1 the limit of the inner-product 〈·, ·〉N as N → ∞
is the Gaussian inner-product. Then by Proposition 4.2 we have the limit
of the projections:
lim
N→∞
Π˙≤dk,N(X
j1
1 . . .X
jk
k ) = Π
≤d(Xj11 . . .X
jk
k ). (4.25)
Hence
lim
N→∞
(I − Π˙≤dk,N)(Xj11 . . .Xjkk ) = (I − Π≤d)(Xj11 . . .Xjkk )
= Π≤d⊥ (X
j1
1 . . .X
jk
k ).
(4.26)
Then by Proposition 4.1, we have:
lim
N→∞
(I − Π˙≤dk,N)(Xj11 . . .Xjkk ) = Hj1(X1) . . .Hjk(Xk). (4.27)

4.5. Hermite polynomials from zonal harmonics. Consider the
special case k = 1 in (4.27). Recall from (3.91) that the polynomial
qm(X1), giving rise to a zonal harmonic, is the orthogonal projection
onto the orthogonal complement of the subspace spanned by the mono-
mials 1, X1, X
2
1 , . . . , X
m−1
1 . Thus (4.27) specializes to:
lim
N→∞
qm(
√
N ;X) = Hm(X). (4.28)
Using (3.78) we can write this as a limiting relationship between Gegen-
bauer polynomials and Hermite polynomials:
lim
N→∞
C((N−2)/2)m (X/
√
N) = Hm(X). (4.29)
5. Limit of the Spherical Laplacian
In this section we introduce the spherical Laplacian ∆SN−1(a) using a
special algebraic property of ‖M‖2 and determine the limiting behavior
of ∆SN−1(
√
N) as N →∞.
5.1. The Laplacian for SN−1(a). The spherical Laplacian correspond-
ing to the sphere SN−1(a) should emerge from the simple scaling
1
a2
∑
{j,k}∈P2(N)
M2jk.
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However, we will refine this notion before formulating a definition. We
define, for p ∈ C[X1, . . . , Xn],
∆SN−1(a)p =
1
a2
∑
{j,k}∈P2(N)
M2jkp ∈ C[X1, . . . , Xn] if n ≥ N . (5.1)
Now let N > n; then
q =
1
a2
∑
{j,k}∈P2(N)
M2jkp ∈ C[X1, . . . , XN ].
We will show in Proposition 5.2 that q is equal, modulo ZN(a), to a
unique polynomial qmin in X1, . . . , Xn, and we define
∆SN−1(a)p = qmin ∈ C[X1, . . . , Xn] if N > n. (5.2)
Linearity of
∑
{j,k}∈P2(N)M
2
jkp in p and the uniqueness of qmin implies
that ∆SN−1(a) is a linear operator.
Proposition 5.1. The mapping p 7→ ∆SN−1(a)p specifies a linear operator
on each finite-dimensional space P≤dn of polynomials in X1, . . . , Xn of
total degree ≤ d. Moreover, this operator is self-adjoint with respect to
the inner-product 〈·, ·〉a,N on P≤dn , for 1 ≤ n < N , given in (3.79).
Proof. We have already explained linearity of ∆SN−1(a). Self-adjointness
follows from the relation (3.82) along with the fact that any polynomial
in ZN (a) vanishes pointwise as a function on SN−1(a). 
5.2. ∆SN−1(
√
N) on monomials. From (3.63) we have∑
{j,k}∈P2(N)
M2jk(X
m
1 ) = −m(N − 1)Xm1 +m(m− 1)(N −X21 )Xm−21
modulo ZN (
√
N).
(5.3)
Hence
∆SN−1(
√
N)(X
m
1 ) = −m
(
1− 1
N
)
Xm1 +m(m− 1)
(
1− X
2
1
N
)
Xm−21 .
(5.4)
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5.3. ∆SN−1(
√
N) on products. Now consider a polynomial f ∈ C[X1, . . . , Xn]
of the form
f = pq, (5.5)
where p ∈ C[X1, . . . , Xm] and q ∈ C[Xm+1, . . . , Xn]. Then, since Mjk is
a first order differential operator, we have
M2jkf =
(
M2jkp
)
q + 2MjkpMjkq + pM
2
jkq. (5.6)
The second term on the right hand side is zero unless either (j, k) or
(k, j) lies in {1, . . . , m} × {m+ 1, . . . , n}. So we have the sum∑
{j,k}∈P2(N)
MjkpMjkq =
m∑
j=1
n∑
k=m+1
(−Xk∂jp)(Xj∂kq)
= −
n∑
j=1
Xj∂jp
n∑
k=m+1
Xk∂kq
= −dpdqpq,
(5.7)
if p is homogeneous of degree dp and q is homogeneous of degree dq.
Thus, working with the case where p and q are both monomials (and
hence homogeneous), we have∑
{j,k}∈P2(N)
M2jkf
=

 ∑
{j,k}∈P2(N)
M2jkp

 q − 2dpdqf + p

 ∑
{j,k}∈P2(N)
M2jkq

 . (5.8)
Proposition 5.2. Let f ∈ C[X1, . . . , Xn], N > n and a > 0. Then∑
{j,k}∈P2(N)M
2
jkf is equivalent, modulo ZN (a), to a unique polynomial
in C[X1, . . . , Xn].
Proof. The uniqueness statement follows from Proposition 3.5. To prove
existence it will suffice to assume that f is a monomial because the general
polynomial f is a linear combination of monomials. If f is of the form Xni
then (5.3), applied to Xi instead of X1, shows that
∑
{j,k}∈P2(N)M
2
jkf is
equivalent, modulo ZN(a), to a polynomial in C[Xi]. Finally, the general
statement follows inductively from (5.6),by taking p to be a factor of f
of the form Xnii and q = f/p. 
Remark: A referee has pointed out that (1.5) implies that the sum∑
{j,k}∈P2(N)M
2
jkf(X1, . . . , Xn) coincides, as a function, on S
N−1(a) with
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a polynomial function in X1, . . . , Xn. It should be noted that it is the
uniqueness part of the result that is useful to us in defining ∆SN−1(a) and
establishing its linearity.
The right hand side of (5.8) is equal, modulo ZN (a), to[
∆SN−1(a)p
]
q − 2dpdqpq + p∆SN−1(a)q (5.9)
and this is a polynomial in X1, . . . , Xn. Thus
∆SN−1(a)(pq) =
[
∆SN−1(a)p
]
q − 2dpdq
a2
pq + p∆SN−1(a)q, (5.10)
where p is a homogeneous polynomial in X1, . . . , Xm of degree dp, and q
is a homogeneous polynomial in Xm+1, . . . , Xn of degree dq.
5.4. Limiting spherical Laplacian on polynomials. From (5.4) we
have the limit:
lim
N→∞
∆SN−1(
√
N)X
m
1 = m(m− 1)Xm−21 −mXm1
=
[
d2
dX21
−X1 d
dX1
]
Xm1 .
(5.11)
On the left we are taking the limit, as N →∞, of a sequence of polyno-
mials in X1 of degree ≤ m. This is a limit in a finite-dimensional vector
space and so is meaningful without any additional topological structure.
Proposition 5.3. If p and q are polynomials in different sets of variables,
then
lim
N→∞
∆SN−1(
√
N)(pq) =
[
lim
N→∞
∆SN−1(
√
N)p
]
q + p
[
lim
N→∞
∆SN−1(
√
N)q
]
.
(5.12)
Proof. Let p be a homogeneous polynomial in X1, . . . , Xm of degree dp
and q be a homogeneous polynomial in Xm+1, . . . , Xn of degree dq. Using
(5.10) we have:
lim
N→∞
∆SN−1(
√
N)(pq)
= lim
N→∞
([
∆SN−1(
√
N)p
]
q − 2dpdq
N
pq + p
[
∆SN−1(
√
N)q
])
.
(5.13)
As N →∞, the middle term on the right hand side goes to 0.

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Applying Proposition 5.3 inductively, with p and q being monomials,
and using (5.11), we have
lim
N→∞
∆SN−1(
√
N)
(
Xj11 . . .X
jm
m
)
=
m∑
i=1
[
∂2
∂X2i
−Xi ∂
∂Xi
] (
Xj11 . . .X
jm
m
)
.
(5.14)
Let H be the Hermite operator:
H =
∞∑
j=1
[
∂2
∂X2j
−Xj ∂
∂Xj
]
, (5.15)
acting on polynomials.
We can now summarize our observations:
Proposition 5.4. With notation as above, for any polynomial p ∈ P≤mN
the elements ∆SN−1(
√
N)p all lie in the finite-dimensional space P≤mN , and
lim
N→∞
∆SN−1(
√
N)p = Hp. (5.16)
Thus, following Umemura and Kono [11], one may think of the operator
H as an infinite-dimensional (spherical) Laplacian.
Remark: It might seem that equation (5.16) can be obtained by
applying the identity (1.5) to a polynomial p restricted as a function to
the sphere SN−1(
√
N):
N∆Np(x1, . . . , xn)
= [(r∂r)
2 + (N − 2)r∂r]p(x1, . . . , xn) + ‖M‖2 p(x1, . . . , xn),
(5.17)
where n ≤ N ; the dividing by N and letting N →∞ would seem to yield
(5.16). However, there is a fallacy in this argument. In (5.17) the point
x = (x1, . . . , xn) lies on the sphere S
N−1(
√
N), and so it makes no sense
to let N → ∞ while ‘holding x fixed.’ In our Proposition 5.4 the limit
is not in the sense of a limit of a sequence of functions on the spheres
SN−1(
√
N) but as the limit of a sequence of algebraic polynomials.
5.5. Orthogonal projections and limits. Recall from (3.91) the or-
thogonal projection
Π˙≤dN,k : P≤dk → P≤d−1k ,
projecting onto the space of polynomials in X1, . . . , Xk of total degree
< d. The role of N here is to provide the inner-product 〈·, ·〉N relative
to which the orthogonal projection is being taken. The spaces involved
are all finite-dimensional.
40 AMY PETERSON AND AMBAR N. SENGUPTA
Then
∆SN−1(
√
N)Π˙
≤d
N,k = Π˙
≤d
N,k∆SN−1(
√
N) (5.18)
This is because ∆SN−1(
√
N) is a self-adjoint operator (Proposition 5.1) on
P≤dN , with respect to the inner-product 〈·, ·〉N , and preserves the subspace
P≤dk . Then, working entirely within the finite-dimensional space P≤dk , we
have:
lim
N→∞
∆SN−1(
√
N)Π˙
d
N,kp = lim
N→∞
Π˙≤dN,k∆SN−1(√N)p
= lim
N→∞
Π˙≤dN,k lim
N→∞
∆SN−1(
√
N)p
= Π≤dHp.
(5.19)
On the other hand, the left side is equal to HΠ≤d. Thus
HΠ≤d = Π≤dH. (5.20)
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