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ABSTRACT 
It is well known that the classic Galerkin finite-element method is unstable when applied 
to hyperbolic conservation laws, such as the Euler equations for compressible flow. Adding a 
diffusion term to the equations stabilizes the method but sacrifices too much accuracy to be of 
any practical use. An elegant solution devised by Eitan Tadmor for spectral methods is to add 
diffusion only to the high frequency modes of the solution, which stabilizes the method without 
the sacrifice of accuracy. We incorporate this idea into the finite-element framework by using 
hierarchical functions as a multi-frequency basis. The result is a new finite element method 
for solving hyperbolic conservation laws. For this method, we are able to prove convergence 
for a one-dimensional scalar conservation law. Numerical results are presented for one- and 
two-dimensional hyperbolic conservation laws. 
1 
1 HYPERBOLIC CONSERVATION LAWS 
A general system of conservation laws has the form 
^ + (q) -OinRdx (0 ,oo)  
<  3 = 1  (1.1) 
q( ,0)  = g in  R^. 
q : R'z x [0, oo) —> W are the p conserved variables, f) : Rp Mp are the d flux functions. Let 
Aj : Rp —> RpXp be the derivative of f, so for q G Rp, Aj (q) is the p x p Jacobian matrix of 
Equation (1.1) is strictly hyperbolic if the eigenvalues are distinct. 
Equation (1.1) is a Cauchy problem. Most of the problems we are interested in are ini­
tial/boundary value problems, which are defined in Equation (5.1). We use the Cauchy problem 
in the introduction to avoid the complication of boundary conditions. 
Equation (1.1) is in differential form. We will also have occasion to use the integral form 
of the conservation law: for any open bounded set U C Rd with smooth boundary and any 
open t ime interval  ( t[ , t r ) ,  
n is the unit outward normal to the boundary, dU. of U. \U\  = f v  1 dx is the measure of U . By 
integrating Equation (1.1) over U x (ti,tr), we can see that it is equivalent to Equation (1.2) 
for smooth solutions. 
. Equation (1.1) is hyperbolic if for all solutions 
1 <k, l< p  
q, any linear combination of {Aj (q)}j=1 has real eigenvalues with eigenvectors that span Rp. 
(1.2) 
2 
The preceding definitions are taken from [9, 7]. 
1.1 Shocks and characteristic curves 
Equation (1.1) does not, in general, have a classical solution because of the spontaneous 
formation of discontinuities. To see why a discontinuity forms, even with smooth initial con­
ditions, let us consider a scalar conservation law in one dimension: 
'  3q d 
g* + (/ W) = 0 in R x (0, oo) 
g ( - ,0 )  =  g  in  R.  
Let a (q)  f  (q) .  Equation (1.3) in non-conservative form is 
^ ^ + Q (9) ^  = o m R x (o, oo) 
(1.3) 
(1.4) 
g(-,0) = g inR. 
The following argument is taken from [9]. Let us assume g is smooth. We will also assume 
that the solution q is smooth. The characteristic curves, {xç (t)}^eR of Equation (1.4) are 
determined by the ordinary differential equation: 
dt  = a (g W , Z)) (1.5) 
. Zf (0) = 
Along xç ( t ) ,  q  is constant: 
d 
dt  9 (t), Z) ^ (^) '^ ITT (^) 
#9 
dt  
^9 
^ (^ (() ,^) + ^  (t) (%( (*),t)) 
= 0. 
Thus, along x^ (i), we can calculate q from q (•, 0) — g:  
9  (^) ,  =  9  (0), 0) 
= 9(^,0) 
3 
Equation (1.5) becomes 
^ (0) = £, 
which has the solution 
= £ + fo(g (f)). 
Therefore if g is a smooth solution of Equation (1.3), then we can calculate its value from g 
by following the characteristic curves {xç}^eR. 
Problems arise if the characteristics cross. Let us assume that a o g is decreasing on some 
interval. Then there exists & < £r such that a (g (£r)) < a (p (£/)), and so and x^r will 
intersect at some finite time. So unless a op is highly specialized, there can not exist a. smooth 
solution to Equation (1.3) for all time. When the characteristic curves first intersect, x^ = x^2 
for ^ £2, we should not even expect q to be continuous since g (£1) ^ g (£2)-
1.2 Entropy solutions 
As we showed in the previous section, Equation (1.1) will not, in general, have a classical 
solution for all time. Instead, we must look for a solution q G L°° (Rrf x (0,00) ; Rp) which 
satisfies Equation (1.1) in the distributional sense: 
for all test functions <f> G Cq° (RD x [0, 00) ; RP). It is clear that for a smooth enough solution, 
Equations (1.1), (1.2), and (1.6) are all equivalent. 
Further, we have seen that after a shock forms, there is an ambiguity as to which charac­
teristic curve to follow to get to the correct solution. Extra conditions must be imposed to get 
the unique physically relevant solution. The laws of thermodynamics tell us that the entropy 
of the system should not decrease. Satisfying this requirement is enough to get us the unique 
physically relevant entropy solution. An equivalent way is to seek a solution which is the limit, 
of solutions of a more general class of equations. 
(1.6) 
4 
1.2.1 Entropy condition 
Let <$>, : Kp —+ M be smooth functions. $ is an entropy with {Wj}^=1 entropy fluxes 
of Equation (1.1) if 
$ is convex and 
m (L7) Vq<& ^ = V„* j in BP for 1 < j  <  d ,  
A trivial calculation gives us that if q is a smooth solution to Equation (1.1), then $ (q) 
satisfies a scalar conservation law with flux (q) : 
j;* (q) 4- ^  (q) = 0 in R^ x (0, oo). (1.8) 
j — 1  3  
In some instances, $ can be interpreted as the negative of the physical entropy, so Equa­
tion (1.8) says for a smooth solution u. then $oq satisfies a conservation law with flux 
functions {xl' j o q}j=r 
For solutions with shocks, we impose the condition on q that the physical entropy is non-
decreasing: 
+ (q) <o (1.9) dt  dx /  
ion y vvibii entropy mixes -[Y 1 ^ 
the distributional sense 
j — 1  "  3  
for every entropy funct 0 with flu  {^}|=1. Equation (1.9) is an inequality m 
j=l J 
dxdt  >0 (1.10) n 
for all 4> € Cq °  (Rd x (0, oo)) with <f> > 0. 
1.2.2 Viscous solutions 
In deriving Equation (1.1) it was assumed that the flux functions had no dependence 
on the gradient of q, thus ignoring viscous effects. For the class of phenomenon which are 
modeled with conservation laws, viscous effects are small, but they are present and play a 
role when sharp gradients (such as shocks) start forming. An alternate way of characterizing 
the unique physically relevant solution of Equation (1.1) is to have q = lime_>0qe a.e., where 
5 
q- : RJ x [0, oo) —> Rp is the solution of the equation 
(9^) - ^  m R'' x (0,00) 
(1.11) 
q" ( ,0) = g in R^. 
In other words q is the limit of the viscous solutions as the viscosity goes to zero. 
1.3 Riemann problems 
A particularly important class of problems is the Riemann problem: 
^ (q) = 0 in R x (0, oc) 
qi,, 2 < 0 (1.12) 
q(z,o )  =  
qa, z > 0, 
where q/. and qR  are constant states. Several numerical schemes are based on having a solution 
of Equation (1.12). 
Let us assume that Equation (1.12) is strictly hyperbolic. Let {A^}p=1 be the distinct 
eigenvalues of the Jacobian of f with associated right eigenvalues {rfc}^Lv If |q& — q%| is 
sufficiently small, then there will exist a solution consisting of at most p+ 1 constant regions. 
Each boundary is associated with an eigenpair, (A&, r&), which is either genuinely nonlinear, 
VAj, (q) Tfc (q) / 0 V q, or linearly degenerate, VA& (q) (q) = 0. Two constant regions, 
with values qL and q# will be separated by one of the following: 
• Shock Discontinuity: fc-th characteristic is genuinely nonlinear and A& (q/J > A& (q^). 
q 
qa, % > 
Sfe is the speed of the shock, and A& (q^) > > Afc (qR). 
Rarefaction Wave: fe-th characteristic is genuinely nonlinear and A& (q%,) < A^ (qm). 
(?) — < 
qz,, T < A& (qz,) 
w (^) , At (qz,) < % < ^ (qz() 
qzz, % > At (qz,), 
where w is smooth, w (At (qz,)) = qz, and w (At (qz%)) = q«. 
Contact Discontinuity: k - t h  characteristic is linearly degenerate. 
(?) qz, f < at 
qa, f > 
Sfc is the speed of the discontinuity, and A& (q&) = Sfc = A& (q^). 
The above assertions are taken from [9, 16, 
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2 NUMERICAL SCHEMES 
We will briefly consider some of the families of numerical schemes one can use to solve 
hyperbolic conservation laws. In particular, we consider finite difference (FD) schemes, finite 
volume (FV) methods, and finite element (FE) schemes. Of particular interest in the FE 
category are the discontinuous Galerkin (DG) methods. The distinctions between the various 
methods are not sharp. Some FV and FE schemes can be written into an equivalent FD 
formulation. As noted in [5], the FV method can be considered to be a special type of DG 
method. Nevertheless, we shall list some of the general features of the various methods. 
The FD method is the oldest of the numerical methods, and so many variations have been 
developed. Many successful strategies for solving hyperbolic conservation laws were originally 
developed in the FD framework then adapted to other methods. As noted in [10], however, 
FD schemes tend to have difficulties with complex geometries, satisfying prescribed boundary 
conditions, and rigorous analysis. In fluid dynamics, complex geometries are common, and, 
as shown in [5], poor approximation of boundary conditions can severely affect a numerical 
method. 
The FV method inherently captures many of the important aspects of conservation laws. 
FV methods are locally conservative. Information is propagated along the characteristic curves, 
at least approximately. FV methods use unstructured grids and so can handle complex ge­
ometries. High order schemes, however, are difficult to attain. 
FE methods are well suited to handle complex geometries and prescribed boundary condi­
tions. Formally high order schemes can be attained by increasing the degree of the approxi­
mating polynomial. The price paid is a large increase in the number of unknowns. 
The spectral viscosity (SV) method will be considered in Section 4.1. Incorporating the 
8 
ideas from the SV method into the FE framework is the subject of this thesis. 
2.1 Finite difference schemes for one dimension 
For ease of notation, we will assume a uniform grid. The space and time dimensions are 
divided into grids of size Ax and At respectively. A classic interpretation of the FD method 
would be to consider q" as an approximation of q at the point (Xj,tn) (j Ax, n At). Instead, 
we wil l  consider  q"  as  an approximation of  the  cel l  average of  q  at  t ime t  = t n :  
This allows us to use the integral form of the conservation law, Equation (1.2), which is for 
< 
Let us define a continuous function F : ]fjf-+ Rp, called the numerical flux, which 
determines our (2k + l)-point FD scheme. Equation (2.1) is approximated by 
where F" t are determined by F: 
P'Ll = and 
F?+. = F(q-_fc+1,...,q;y. 
The conservative FD scheme is now 
To make the FD scheme consistent, for all q G Kp, F (q, • • • , q) = f (q). 
9 
2.1.1 Lax-Friedrichs 
The Lax-Friedrichs scheme is a 3-point FD method with numerical flux 
F(q1,q2) = ^M±IM_ i g ( q 2 - q i ) .  
The first term in F is simply an average of the left and right values of the flux. As noted 
in [17], the second term is a diffusion term with coefficient since 
Q2 - qi _ <9q 
Aa; 
So if 4^ is kept constant, then we are adding a diffusion term with coefficient of the same 
order as the spatial grid size. In other words, we are approximating the viscous solutions of 
Equat ion (1.11)  with e  =  O (Ax) .  
2.1.2 Godunov 
The Lax-Friedrichs scheme shows no directional bias, yet we know that information travels 
in the direction of the characteristic curves. The Godunov scheme takes advantage of this by 
solving a Riemann problem to advance the solution to the next time step. 
Let us assume we have the values of the cell averages j q" j at time t n .  We define a 
function q& (x.t) := <1/ Xj, where \j is the characteristic function on We 
can now consider qa as a series of Riemann problems with initial discontinuities at the center 
of the cells. As long as At is not too large, these Riemann problems will not interact, and we 
know how to advance q& from tn to tn+\. We then take cell averages of q& to get jq"+1 j. 
By taking advantage of the knowledge we have about the solutions of Riemann problems. 
Godunov's method can be greatly simplified (see [16, 9]). Let qrs (f : q/., q/?) be the solution 
of the Riemann problem (1.12) with left and right initial data m and qr respectively. We can 
define our numerical flux as 
F(qi,qa) = f(qr, (0;qi,q2)). 
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2.1.3 Fhix-limiter methods 
For ease of notation, we will assume a scalar conservation law in this section. Multidi­
mensional problems can be handled in the same manner for each component. Following [16], 
let us consider two flux functions FL and FH- FL is low order but does not produce spurious 
oscillations, while FH is formally high order but does produces spurious oscillations. Let us 
construct a flux function 
P = Fa - (1 - $) (F* - , 
where <£> depends on the local behavior of the solution. 0 is the flux limiter. It should be near 
one in the smooth regions and near zero close to a discontinuity. (1 — <Ê>) (P// — FL) acts like 
a variable diffusion term. 
2.1.4 Slope-limiter methods 
At each time step, Godunov's method projects the solution into a the space of piecewise 
constant functions. This limits the convergence rate to first order accuracy. A second order 
scheme can be achieved by projecting the solution into the space of piecewise linear functions 
at each time step. Since this is no longer a series of Riemann problems, we can not expect 
to solve it exactly, but the solution can be advanced to the next time step by approximate 
solvers similar to the approximate Riemann solvers. By limiting the slopes of the piecewise 
linear solutions from time step to time step, it can be ensured that the total variation of the 
solution does not increase and so no spurious oscillations form. 
2.2 Finite difference schemes for higher dimensions 
As noted in [26], higher dimensional solutions can be approximated by either piecing to­
gether one dimensional solutions or using "genuinely multidimensional" schemes. 
Dimension splitting methods use solutions to one dimensional problems to construct solu­
tions to a multi-dimensional problem. Following [16], let HJAt(qn) represent the one dimen­
sional numerical method which advances q" to qn+1 in the spatial variable Xj. The simplest 
11 
splitting method, which is limited to first order accuracy, is 
Other splittings are possible. For instance, in two dimensions, the accuracy of the splitting 
can be increased by using the Strang splitting 
2 2 
See [26] and the references therein for a listing of various genuinely multidimensional 
schemes. 
2.3 Finite volume methods 
For ease of notation, we will follow [9] and define the matrix F : Rp —> MdXp, where 
F — (fi, • • • , fa;)2 . Equation (1.2) becomes 
7777 [  q (••  M dx - —— f  q (•• I f )  dx  -I-- '  ——— f  f  F (q) -ii dS dt  — 0 
1^1 Va M Va 1^1 vw ^ 
1 i x  
" w\ l* i x -\ u \  
Like the FD methods, the FY method is based on the integral formulation of the conser­
vation law (2.2) and approximates averages. The computational domain is partitioned into 
control volumes {Ui}i and their centers. The control volumes could be a triangulation of the 
computation domain or a dual mesh in which the centers are the nodes of the triangulation. 
Let Fij be the boundary between Ui and Uj, and riy be the outward unit normal from [/, to 
Uj (n^ — —nji). We approximate the average over the control volume 
q% = -j- / q (x, 4.) 
\ u j \  JUj  
between Uj and Ui.  We also define a function, <1> : x Kp x Rd  —> Ep, to approximate the 
average of the flux 
1 ftn+1 1 f 
^ (q^, - ITT / Tpri / F (q) n dg dt. 
12 
$ is required to be locally Lipschitz, satisfy the conservation requirement 
* (q«j, ^ (qji, , 
and satisfy the consistency requirement 
$ (q, q, n) = F (q) n. 
The FY approximation of Equation (2.2) is 
q['+1 = q? ~ T77T 5-/ l^vl ^ (qij; qji' n»j) • 
For a first order method, $ {q. i j ,Q.j i ,  n^) can be defined in terms of a solution of a one 
dimensional Riemann problem between the centers of Ui and Uj. The solution can either be 
exact (as in Godunov's scheme) or some approximate Riemann solver such as Roe's scheme. 
For a second order method. <$> (q,j. q,>;. n,, ) can be calculated as a one dimensional flux-
limiting problem between the centers of Ui and Uj.  
2.4 Finite element methods 
2.4.1 Discontinuous Galerkin methods 
Most of this section is taken from [5]. 
DG methods take many of the best features from the FE framework. Formally high or­
der methods are obtained by simply increasing the degree of the approximating polynomial. 
Complex geometries are easily handled. Boundary conditions are easily satisfied. 
Owing to the fact that no continuity restrictions are placed on the approximating solution, 
DG methods have further advantages. They are easy to parallelize. Adaptive strategies are 
relatively easy to implement. The mass matrix is block diagonal so implicit time stepping 
schemes are possible. 
The lack of continuity of solutions, however, is the cause of the biggest drawback of DG 
methods. The number of unknowns is drastically increased. 
13 
Let % be a partition of the computational domain. For all K  E T h ,  let P k  (K )  be the space 
of polynomial functions of order k on K. We can define an approximation of Equation (1.1), 
q ' 1 1 K  €  P f e  ( K ) ,  f o r  e a c h  K  €  T h  a s  t h e  s o l u t i o n  o f :  f o r  1  <  j  <  p ,  
JK [I M,] £/>(«% ^ S^aKk'viS^ yv€pl{K)- <2'3) 
hj  % [fi (q^)]j (n),: on dK is described as an approximate Riemann solver. To retain the 
advantages of DG methods, great care must be taken in discretizing Equation (2.3) in time. A 
Runge-Kutta type ODE solver and slope limiter have been developed to solve Equation (2.3) 
for multi-dimensional systems. 
2.4.2 Streamline diffusion 
The shock capturing streamline diffusion method adds a diffusion term to the conservation 
law, but unlike Equation (1.11), diffusion is added in different amounts in the direction of 
the characteristic curves (streamline diffusion) and its normal direction (crosswind diffusion). 
Streamline diffusion is added everywhere, while crosswind diffusion is added only near disconti­
nuities. To determine characteristic curves, space-time elements must be used, which increases 
the number of unknowns and results in an implicit time scheme. See [12, 13, 22]. 
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3 MODEL PROBLEMS 
In this chapter, we present the model problems we will use to test our FE scheme. We also 
present their analytic solutions. 
3.1 Burgers' equation 
The quintessential scalar equation in one dimension is Burgers' equation, in which / (q)  — 
Ç. We take the domain to be U = (—1, +1). Equation (1.1) becomes 
dq d (  q 
dt  dx \  2 
= 0. 
3.1.1 Problem with steady state solution for long time 
Let us first consider Burgers' equation with Dirichlet boundary conditions: 
Ê + É ( 2") = ° ™ ("I' +1) * ^  
q(±l , t )  = =Fl for all t  € (0, oc) 
. F7r(a;-1)" q (x ,  0) = — cos 
As t  —• oo, 
9 (a:, 
4*1, x  < 0 
—1, x > 0. 
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3.1.2 Periodic problem 
Let us now consider the periodic Burgers' equation: 
i + â ( 2 " ) = 0 o n  M . + i w w  
<  q (—l, t )  — q (-4-1, t) for all t  G (0, T) 
q (x ,  0) = 1 + \ sin (ttz) . 
< 2  
See Figure 3.1 for solutions at £ = 0.25 and t  = l .  
— time=0.25 
— time=1 
0.9 
0.8 
0.7 
0.6 
0.5 
-0.8 -0.6 -0.4 -0.2 0.4 0.6 0.2 0.8 
Figure 3.1 Solutions of the Periodic Burgers' Equation 
It is shown in [15, 7] that the entropy solution will be 
where y = y (x,t) minimizes 
^ + y 9 (%, 0) 
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If x is not the point of discontinuity, then G will have only one global minimum, although it 
can have several local minima. 
The simplest strategy of solving for q is, for each x,  to find a point yo near the global 
minimum of G (x, y, t), then use any nonlinear solver to find the solution, y, of 
( % - % / ) +  9 Ù / ,  o )  =  0 ,  
then set g (z, . 
3.2 Euler's equations 
An important example of a system of conservation laws is Euler's equations 
p, u 6 Rd, and e are the density, velocity, and the specific (per unit mass) total energy 
respectively of the fluid. P is the pressure, pu is the momentum of the fluid, and pe is the 
total energy density. Euler's equations are a statement of conservation of mass, momentum, 
and energy. 
Euler's equations consist of three equations with four unknowns. An equation of state is 
required to relate P. p, and the specific internal energy, s — e — ^j-. For a polytropic ideal 
gas, pe: = where 7 is the ratio of specific heats. The value of 7 for a diatomic gas, such 
as air (nitrogen and oxygen), is 7 — 1.4. Our equation of state becomes 
^ = (7 -1) -
Two other quantities will be used in our study of Euler's equations. The speed of sound 
in the fluid, a, and the Mach number. With the assumptions we have already made about the 
nature of the fluid, a — The Mach number is defined as 
The above definitions are taken from [16, 9, 1]. 
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3.2.1 Shock tube problem 
Let us consider a tube, closed at both ends, which is divided into two sections. On the left 
is a high pressure region. On the right is a low pressure region. At time t = 0, the divider is 
removed, and the gases in the two regions are allowed to mix. 
If the variables are constant in the two regions, then this is a Riemann problem, and 
so at most four distinct regions should form. A boundary between two regions is either an 
expansion wave, a contact discontinuity, or a shock discontinuity. In this particular case, all 
three boundaries are represented. 
Figure 3.2 is the solution of the shock tube problem at time t  = 0.287 with initial and 
boundary conditions: 
Let us label the four regions as in Figure 3.2. Let f%) be the variables in the i-th 
region. (p^u^P^) and (pi,u\, P\) are know from the initial data. In [1], it is shown how the 
initial data can be used to calculate (p, u, P) in the entire domain. The contact discontinuity 
separates the two gases and moves with a velocity up. The shock moves to the right with speed 
(p,%,P)(+l,f) = (0.125,0,0.1). 
W .  can be calculated from the equation 
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Figure 3.2 Solution of the Shock Tube Problem 
can now easily calculate the following 
%3 
«2 
Up 
P3 
P2 
— IX-r 
Un 
P2 
Oi 
71 
Pi 
Pi 
- 1 
- P^ 
Pi 
P3 = P4 
pi 
an 
271 
71+1 
.ft) 
mm—-
19 
The left and right ends of the expansion wave travel with velocities —<24 and «3—03 respectively. 
Inside the expansion wave, 
3.2.2 Supersonic flow over a wedge 
Let us consider a uniform horizontal flow traveling with Mach number M\ > 1 which hits 
a wedge at an angle 9 with the flow. As long as 6 is not too large, a shock at an angle (3 will 
form which is attached to the wedge. The flow will be uniform on either side of the shock. 
Figure 3.3 is the steady state solution to the wedge problem with 9 = 15°. On the left 
boundary, we have the boundary conditions 
p — 1.4 
M = 2.5 
P = 1. 
|u| can be calculated from M, and u is in the x direction. On the top and bottom boundary, 
we have the boundary conditions 
u-n = 0, 
where n is the outward unit normal. No boundary conditions are prescribed on the right 
boundary. 
Let (pi,u-i,Pi) be the constant values on either side of the shock, i  =  1.2 on the left and 
right of the shock respectively. In [1], it is shown that (pi,ui, Pi) and 9 determines (p2, u-2, P2) 
and (3. /? can be determined by the 9-/3-M relation 
^0 = 2 (Cot + 
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Figure 3.3 Solution of supersonic flow over a wedge 
If 9 is too large, then the 9-/3-M does not have any solutions. Physically, this corresponds to 
the shock forming in front of the wedge and becoming a detached shock. For a given 9, there 
can be two solutions of the Ô-/3-M relation. If there is no additional downstream pressure, 
then the smaller value of /? is the physically correct one. 
(P2, U2, P2) are determined by 7 and the normal component, Mn ,  of the Mach number 
relative to the shock. 
-Mni = 
P2 = 
P2  — 
Mm = 
M2 = 
The direction of 11 is parallel to the 
Mi sin p 
Pi 
Pi 
( 7 - l ) M % + 2  
27 1 + 
7 + 1 « -1) 
\ 
Ml + ^ 
^-^2 - 1 
M 
sin ((3 — 9)' 
wedge angle. 
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4 BACKGROUND 
In this chapter, we present the tools needed for our FE formulation. 
4.1 Spectral viscosity methods 
In [23], the SV method was introduced as a solution to Equation (3.1) using Fourier spectral 
basis functions. The theory was further refined and extended in a series of papers [20, 19, 4, 
25, 24, 8, 11]. Of particular importance are [11, 19], which use Legendre polynomials. The 
variational formulation of the Legendre SV method is closest to our FE formulation. 
4.1.1 Overview of SV method 
We present the most basic SV method, which uses Fourier spectral basis functions. Using 
standard notation from Fourier Spectral Methods, we define: 
(4.1) 
(4.2) 
|t|<N 
(4.3) 
(4.4) 
We seek such that: 
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Q N  is the spectral viscosity operator defined as a convolution with the viscosity kernel Q N  ( X ) ,  
80 
- Q#(z)*—^^and (4.6) 
dz or 
QjvM = (4.7) 
|t|<N 
0  <  Q k  < 1  a n d  ( 4 . 8 )  
Qk = 0 for small \ k \ .  (4.9) 
It is easy to see the effect oî Q N  if we write the diffusion term in the Fourier space: 
^ ^ E - (4.10) 
Since 0 < Qk < 1 for all but large |/e|, Q N  dampens or eliminates the low frequency modes of 
UN in the diffusion term. We can now see that the SV diffusion term is a compromise between 
not adding diffusion, which is unstable, and adding full diffusion, which limits the convergence 
rate and smears the solution. 
Ideally, we would like to add diffusion only in the area around a shock. The global nature 
of the basis functions, however, docs not allow for an adaptive viscosity kernel. 
4.1.2 Post-processing of SV solution 
The SV solution, U N , does not converge to the exact solution, u, at the optimal rate 
because of the poor convergence of PNU. PNU is limited to first order convergence in the 
smooth  reg ions  and  has  0 (1 )  Gibbs  osc i l l a t ions  nea r  a  d i scon t inu i ty .  Pos t  p rocess ing  U N  
recovers spectral convergence. 
The post-processing scheme can be enhanced by knowing the locations of discontinuities, 
as in [8j. Because of the global nature of basis functions, this edge detection is not a trivial 
task. 
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4.2 Hierarchical finite element basis functions 
The usual (nodal) basis functions in the FE method all have the same frequency. In order 
to have multi-frequency basis functions, we use hierarchical basis functions. In the elliptic 
partial differential equation setting, an early analysis of hierarchical basis functions, especially 
for one dimension, can be found in [30]. For two dimensions, see [28]. A good overview of 
hierarchical basis functions can be found in [29]. 
4.2.1 Hierarchical bases on polygonal domains 
Let us first consider a polygonal domain, U. Let 7q be a coarse grid approximation of U. 
The 7%-th level triangulation, Tn ,  is obtained by subdividing the elements of Tn~\. 
Let SN  be the space of continuous functions which are polynomials of degree p on the 
elements of 7/v- Let AGv Ç [7 be the nodes of the elements of Tjy. The nodal basis functions 
of SN, are defined as 
E such that ^ (ay) — <5^ V ay € A/#. 
It is well known that SN  — span The use of the nodal basis leads to many nice numerical 
properties, such as sparse matrices and local assembly of matrices. We can not use the nodal 
basis for our purposes because, as we noted earlier, the elements of {4>i}i all have the same 
frequencies. 
Let Bn  be the nodal basis of Sn .  Let us define the hierarchical basis functions, {ipn , i}n  
as 
G such that (a:;) = 0 V 6 
For 0 < n < N, {ipn , i}n i  Ç SN  is a linearly independent set with the same dimension as SN ,  
so SN = span{^Jn)j}ni. See Figure 4.1 for a comparison of the two bases for linear elements 
in one dimension. As we can see from the picture, ipn ,%  is a low frequency function for small n 
and a high frequency function for large n. 
The strategy outlined above works for polynomials of any degree. The first column of 
Figure 4.2 consists of quadratic hierarchical basis functions. An alternate strategy is, for 
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Linear Hierarchical Basis Functions 
level 0:2 functions 
level 1:1 function 
level 2: 2 functions 
level 3: 4 functions 
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Figure 4.1 Hierarchical and nodal linear basis functions 
n < N, to use linear hierarchical basis functions, as in the second column of Figure 4.2. 
In order to determine Tn+\ from Tn ,  we must decide, for a given T € Tn ,  how many 
sub-elements to divide T into. For linear and quadratic elements, the natural choice is 2d  
sub-elements, where the domain is in M.d. For cubic elements, the natural choice is 3d since 
the vertices of an element will then be a subset of the vertices of its parent. We will limit our 
attention to linear and quadratic basis functions. 
4.2.2 Hierarchical bases on general domains 
For domains with curved boundaries, the situation is more complicated. Let U be our 
potentially complicated domain. One strategy is to use the hierarchical decomposition of some 
polygonal domain U' such that U Ç U', as in [14]. Another strategy is to try and impose a 
hierarchical structure on an unstructured mesh, as in [3]. 
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Figure 4.2 Quadratic hierarchical basis functions 
4.2.3 Properties of hierarchical bases 
Let x0 and xH be the nodal and hierarchical coefficients respectively of ujq G SN .  
A FE discretization will result in a system of ordinary differential equations. After choosing 
an ODE solver to discretize time, we are left with a system of equations, possibly non-linear. 
Let JD and JH be the nodal and hierarchical Jacobian matrices respectively of the discretiza­
tion. Let R" and HH be the residuals of the nonlinear solver. For simple problems, J could 
be the mass or stiffness matrix. Let us first consider residuals of the form 
^ (%#) A (<&) (4.11) 
[A*]. = / gi (uw) (^i) (k (4.12) 
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and Jacobian matrices of the form 
(4-13) 
,J Ju 
M i ?  =  /  ( 4 . 1 4 )  
,J Ju 
for some linear operators (such as partial derivatives) {£,;} and |L} j and some functions {gi} 
and Due to the small support of all nodal basis functions, JD is much more sparse than 
J H .  It is also much easier to assemble J D  than J H .  It is therefore best to work in the nodal 
basis as much as possible, then translate to the hierarchical basis only when needed. 
Let S be the matrix such that 
x^ = Sx# 
A simple but tedious calculation gives 
J# = S^J^S 
R" = S^R^. 
The nonlinear solver requires the solution of 
(J#)^R* = (S^J^S)^S^R^ 
- (J^S)^R^. 
So in an iterative linear solver, we need to calculate J D  S  x and perhaps (  J D  S ) 1  x for some 
vector x. Compared to JD, S is not sparse, so we do not want to actually construct S. Making 
the linear solver efficient requires being able to calculate Sx and Sl x quickly. In Section 4.2.4, 
we will present algorithms for calculating Sx, STx, and S-1x. 
When the Jacobian matrix is in the form of Equations (4.13) (4.14), the matrix S can be 
removed entirely from the linear solver by noticing that (JH)_1 KH — S'~1 (JD)_1 RD. As 
we will see in Section 5.1, this simplification is not possible in our FE formulation. 
4.2.3.1 Condition numbers of standard matrices in hierarchical bases 
Let hx be maximum mesh size of the finest triangulation Tjv- For a matrix J, let K (J) 
be the condition number. Let r be defined by k — O (/? ,\ "' ) • Let M and K be the mass 
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Figure 4.3 Condition numbers of standard matrices 
and stiffness matrices respectively in the standard basis. It is well know re (M) = O (1) and 
re (K) = O (ft-jv~2)- In the hierarchical basis, the condition number of the stiffness matrix, KH 
gets better, while the condition number of the mass matrix, MH, is worse. 
Let us first consider some numerical experiments. We calculate the condition numbers of 
J, J S, and S1 J S for J = K, M and for first and second degree polynomials. The results are 
in Figure 4.3 and Tables 4.1 4.4. The numerical evidence indicates that re = re (KH) = 
We can prove that in one dimension, we can not do better than re { M H )  =  re (KH) = 
O (h,N~~l) for linear and quadratic basis functions. Let H1 (U) and HQ (U) be the standard 
notations for Sobolev spaces with inner product, norm, and semi-norm IMIi> and |-|^ 
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Table 4.1 Comparison of stiffness matrix condition numbers in one dimen­
sion (polynomial degree=l) 
K  ATS 
N  K r  K r  K r 
3 5.8e+00 - 3.2e+00 - 2-Oe+OO -
4 2.5e+01 2.1 9.4e+00 1.6 4.0e+00 1.0 
5 1.0e+02 2.0 2.7e+01 1.5 8.0e+00 1.0 
6 4.1e+02 2.0 7.7e+01 1.5 1.6e+01 1.0 
7 1.7e-|-03 2.0 2.2e+-02 1.5 3.2e+01 1.0 
8 6.6e+03 2.0 6.2e4-02 1.5 6.4e+01 1.0 
9 2.7e+04 2.0 1.7e+03 1.5 1.3e+02 1.0 
Table 4.2 Comparison of stiffness matrix condition numbers in one dimen­
sion (polynomial degree=2) 
K  Kg 
N  K r  K r K r  
3 3.3e+01 - 1.3e+01 - 8.0e+00 -
4 1.4e+-02 2.1 3.7e+01 1.6 1.6e+01 1.0 
5 5.5e+02 2.0 l.le+02 1.5 3.2e+01 1.0 
6 2.2e+03 2.0 3.0e+02 1.5 6.4e+01 1.0 
7 8.9e+03 2.0 8.6e+02 1.5 1.3e+02 1.0 
8 3.5e+04 2.0 2.4e+03 1.5 2.6e+02 1.0 
9 1.4e+05 2.0 6.8e+03 1.5 5. le+02 1.0 
respectively. Let p  G {1,2} be the degree of the polynomial. For 
p+l N  2&+P-2-1 
= T] A.iV'o.i + E E e gjv ((7), 
i=0 fc—1 i=0 
let us define the norm 
P+l JV 
M2=ei*.I2+E E iA.il2-
i~0 k=1 i—0 
For a lower bound of the condition number of the mass matrix, we will need to determine 
I l  i l2  
how small and how large can be. For p  —  1 ,  
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Table 4.3 Comparison of mass matrix condition numbers in one dimension 
(polynomial degree=l) 
M  
N  K r  K r  K r  
3 3.9e+00 - l.le+01 - 3.0e-H)l -
4 3.9e+00 0.0 1.6e+01 0.6 6.8e+01 1.2 
5 4.0e+00 0.0 2.4e+01 0.6 1,6e+02 1.2 
6 4.0e+00 0.0 3.6e+01 0.6 3.4e+02 1.1 
7 4.0e+00 0.0 5.4e+01 0.6 7.5e+02 1.1 
8 4.0c+00 0.0 7.9e+01 0.6 1.6e+03 1.1 
9 4.0e+00 0.0 1.2e+02 0.5 3.5e+03 1.1 
Table 4.4 Comparison of mass matrix condition numbers in one dimension 
(polynomial degree—2) 
M  M g 
N  K r K r  K r  
3 5.4e+00 
-
1.7e+01 
-
5.6e+01 
-
4 5.4e+00 0.0 2.5e+01 0.6 1.3e+02 1.2 
5 5.4e+00 0.0 3.7e+01 0.6 3.0e+02 1.2 
6 5.4e+00 0.0 5.5e+01 0.6 6.8e+02 1.1 
7 5.4e+00 0.0 8.1e+01 0.6 1.5e-f03 1.1 
8 5.4e+00 0.0 1.2e+02 0.6 3.2e+03 1.1 
9 5.4e+00 0.0 1.7e+02 0.5 6.7e+03 1.1 
For p  =  2, 
= 1 
HWg = ci^l, 
where C  can be g or ^ depending on which quadratic hierarchical representation we use. 
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Therefore for all N, there exist vn, un € SN  (U) A Hq (U) such that 
C\ and 
I l|2 l^llo _ 
ll%# I 
M = c2\U\ 2-"'. 
IMIr 
For a lower bound of the condition number of the stiffness matrix, we will need to determine 
I |2 
how small and how large can be. For p  -  1,  
l l l^i,o|||2 = 1 
1^1,oil = 
For p = 2, 
_4_ 
im 
IIV'O.l III = 1 
. c 
\U\ 
'.ill = 
where C can be # or 4 depending on which quadratic hierarchical representation we use. We 
then have 
. j*!" 
Therefore for all N, there exist v^, un G SN  (U ) ft Hq (U) such that 
l^li 2 = Cg and 
infill j 12 z-~/ \uN\i _ V4 
IlkNlIP |C/| 
From now on, C will denote a positive constant, not necessarily the same from line to line. 
Let XN mjn and Ajv,max be the minimum and maximum eigenvalues, respectively, for a matrix. 
Proposition 1. 7% fAe (Ae number o/ (Ae mofrir growa 
Wf/t fAe number o/ Zeuek. 
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Proof. 
x T MH x 
^N,min {M ) = inf —— (Rayleigh quotient) 
117,ATl'2 
inf 
V N ^ S N  III^Aflll2 
< (72 - N  
X tM hX  
Ajv.max (M ) = sup = (Rayleigh quotient) 
a ax T 
= sup 
llFivlll 
> C. 
> C2^ 
• 
Proposition 2. in ZAe MerarcAzcoZ boaza, fAe condition number o/ aZîjgheaa mofrta; growa 
of (coat eaponenZm% number o/ ZeueZa. 
Proof. 
X T K H X  
A^min ) = ™f T  (Rayleigh quotient) 
z Z 
inf M' |||uAr||p 
< C. 
XT J^HX 
A AT,max (K ) — sup ^ (Rayleigh quotient) 
x XX 
= sup !wlî 
V M & S f f  
> C2^. 
Itl^wlP 
kn(K") = 
Ajv.mm 'A ) *N,n lin 
> C2^. 
• 
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4.2.4 Implementation issues of hierarchical bases 
Let us now present algorithms for calculating Sx, STx, and S_1x. All the notation is the 
same as in previous sections, i and j represent global node numbers. 
Let X  be the vector representing some U N  G S N  in the hierarchical basis. S X  represents 
UN in the nodal basis. To calculate SX, we evaluate UN at the nodes. X is overwritten by 
SX. 
for level n = 0 to N — 1 
for element T G T„ 
for Tc G Tn+1 and Tc Ç T 
for T* G (ALu\/4) 
for nodal basis function <pj G B" with support in T 
end for <f>j 
end for Xi 
end for Tc  
end for T 
end for n 
Now let X  be the vector representing some u n  G S N  in the standard basis. S-1 X  repre­
sents un in the hierarchical basis. To calculate S-1 X, at each level, we must use the coarser 
mesh to subtract away the global behavior of un- X is overwritten by S^1 X. 
for level n = N — 1 to 0 
for element T G Tn  
for Tc G Tn+1 and Tc Ç T 
for ^  G (V\Ln\AQn^ 
for nodal basis function cf>j G Bn  with support in T 
end for cf)j 
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end for 
end for Tc 
end for T 
end for n 
Unlike S and 51"1, ST does not have a clear geometric interpretation. As noted in [28], S 
can be represented as S = SQ SI • • • SN-I Sjv, where SN represents the matrix multiplication in 
the outer loop of the S X algorithm. This gives us S'R  = S2 N  SJ /_1  •  •  •  SF SQ. 
for level n = N — 1 to 0 
for element T G Tn 
for TC  e Tn+1 and TC  Ç T 
for E 
for nodal basis function <F>j € B" with support in T 
end for (frj 
end for x,; 
end for TC  
end for T 
end for n 
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5 FINITE ELEMENT MULTI-RESOLUTION VISCOSITY METHOD 
Let us assume we have a hierarchical sequence of partitions {Tn}^_0  of U Ç Rrf, which 
is an open bounded set. Let SN be the space of continuous vector valued functions whose 
components are in SN. We seek an approximate solution to the hyperbolic conservation law 
^ + E (q) - 0 in x (0,oo) 
^ ^ (5.1) 
q ( ' , 0 ) = g m ( 7  
with appropriate boundary conditions. The notation is the same as in Chapters 1 and 4. 
Our FE solution of Equation (5.1) is seek q v € S'v such that 
'  \  I (VM) ? 
J -L 1 1 1 
- 1 ri da = 0 V v € S^. (5.2) 
n is the unit normal to the boundary, dU, of U. As in the SV method, dampens or 
eliminates the low frequency modes of a function: 
^ (5.3) 
N W 
^ where (5.4) 
n=0 i  n=0 i  
0 < , < 1 and 
N\n,i 
N\n,i 
0 for small n (n near 0) 
1 for large n (n near N). 
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To account for the boundary conditions of Equation (5.1), a subspace of Sjy might be used 
(for essential boundary conditions) or the boundary integral in Equation (5.2) might not be 
over all of dU (for natural boundary conditions). 
Equation (5.2) is a weak formulation of 
8q+E (1) - « E («'q) = °. 
where 
3=1 J J,k=1 J 
q = Q^qi for 1 <  i  <  p .  The dependence of Q j f  on j  and k  allows for the 
possibility of directional bias in the diffusion, which could reduce crosswincl diffusion. As in 
the streamline diffusion method, this would probably require the use of entropy variables. We 
can simplify our formulation by using an isotropic diffusion term, QN, such that 
^ (5-6) 
Equations (5.2) and (5.5) reduce to 
4; / q-v&c + / Y] (q) «v dz + e# / V(Qjvq):Vvdz 
ut Ju Ju .=1 axi Ju 
- (Qf/q) -v da — 0 V v E and (5.7) 
+ T1 (q) " (Qjvq) = o. (5.8) 
j — i  J  
5.1 Implementation of the method 
Once we choose a time discretization technique, we have a nonlinear system of equations. 
The Jacobian will have the form 
where J H  is the Jacobian of the time dependent and flux terms, and Q  is a diagonal matrix 
whose nonzero elements are For ease of notation, we ignore the boundary term. 
36 
Translating to the nodal basis, we get 
J# = + 
R" = S^R^, 
Therefore our iterative linear solver requires us to calculate, for a given vector x, 
+ xand 
+ x. 
5.2 Advantages of hierarchical bases over spectral bases 
In the SV method, there is only one function, with global support, at a given frequency. In 
our FE formulation, there are many functions, with local support, at a given frequency. The 
hierarcliical basis offers two advantages. Diffusion can be added locally, and edge detection is 
trivial. 
5.2.1 Adaptive diffusion 
For large values of n the hierarchical basis function has local support, so Q .^n % only 
has a local effect. We can therefore add more diffusion near a discontinuity and less diffusion 
in the smooth regions. This should improve the accuracy of the method. As we are about to 
see, the size of \(5n^\ can be used to determine if the support of ipn^ resides in a smooth region 
or is near a discontinuity. 
5.2.2 Edge detection 
Using the hierarchical basis, edge detection is a trivial task. Near a discontinuity the high 
frequency hierarchical coefficients are order one. In a smooth region, they shrink exponentially. 
Figure 5.1 is a hierarchical decomposition of a piecewise smooth function with a discontinuity. 
We can easily determine the location of discontinuities by looking at the magnitude of the high 
frequency coefficients. 
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Figure 5.1 Hierarchical decomposition of a piecewise smooth function with 
a discontinuity 
5.2.2.1 Edge detection for piecewise linear polynomials 
Let us prove the behavior of the hierarchical coefficients for linear basis functions. As 
we can see in Figure 5.2, (3k.+\,j can be calculated from the value of the function u at Xfc+ij 
and the node points of the parent cell. For a uniform partition, the cell size at level k is 
^2^ 2 . So Xfcti = %+i j = Asj-i-i. 
2 2 " I / 
Let Tk,i — {%k,ii xk,i+1)-
u is discontinuous: Let us assume that u has a discontinuity in T^. At least one of 
the two terms in Equation (5.9) will have a relatively large value, and so |/3fc+ij| will be the 
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same order as the jump of u independent of k. 
u is continuously differentiable: Let us now assume that u G C1  (]*,«)- Equation (5.9) 
can be written as 
a M o-t f % (zt+ij) - ^  % (^k,*+i) - « (a:k+i j) 
Pk+l,j  — x 4 V. ®fc+l j xk,i  xk,i+1 xk+l : j  
By the mean value theorem, 
Pk+l,j  = 2 k [V {x\)  — u'  (X2)] , (5.10) 
for some x\,x<z G T^. Therefore Pk+i,j  is of order 2~~ k:  
< |[/| 2-"-'-
u is twice continuously differentiable: Finally, let us assume u G C'1 - By the 
mean value theorem. Equation (5.10) can be written as 
Pk+l,j  — —~T" 2 k (52 — X \ )  u" (x).  
4 
for some x G T^. Therefore (3k+ij is of order 4~ k:  
0k+l,j  — \X2 X \  | \u" (x)| 2 k 
S IT ^"1-
5.2.2.2 Edge detection for piecewise quadratic polynomials 
We can produce similar results as Section 5.2.2.1 for quadratic basis functions by using: 
(3 3 1 \ g % ^ — g % j (5.11) 
3 5 
, (5.12) 
as in Figure 5.3. We can further show that the hierarchical coefficients of a smooth function 
shrink more quickly in the quadratic case. 
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t+ii 
k+1.| 
Figure 5.2 Linear hierarchical coefficient from function values 
k+1 j \i+i 
"k,i—1 X 
Figure 5.3 Quadratic hierarchical coefficient from function values 
u is three times continuously differentiable: We can use an interpolation argument 
from [18]. Let 
f (() := u (f) - (f) - ((), 
where G Sk  is the interpolation of u, 
u  i xk+l,j)  ~~ uk ( xk+l,j)  
{ xk+l,j  ~ %k,i—l) ( xk+l,j  ~ xk,i)  (%k+l,j  ~ xk,i+1) 
64 & ggk/Wj, and 
l) k,i) (t •Ck,i+1) • 
R 
L (t) := 
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Since %&(%) - %(z) for z e we have ^ — 0. 
From the construction of F ( t ) ,  we also have F  ( x ^ + i j )  —  0. By repeated applications of 
Rolle's theorem, F"' (t) has at least one zero rj € {xk,i-1, £fc,?;+i)- Uk is a quadratic polynomial 
on Xfc,i+i); so Uk" (t) — 0. So we have 
0 = F(%) 
= v!" (77) — 6 R 
= (%) — 8^ A+ij-
Therefore, 0k+i,j = 8~fc u'" (rj) and 
l/WI s ^ 8-t-' Ktw,. (5.13) 
5.3 Comparison of hierarchical and nodal bases 
We use the hierarchical bases because they are multi-frequency. As an added bonus, the 
condition number of the stiffness matrix is smaller, although the condition number of the mass 
matrix increases. The nodal bases, however, have important computational advantages. The 
matrices are much more sparse and can be locally assembled. 
As we showed in Section 5.1, we can retain most of the advantages of the nodal bases. We 
assemble and store all of the system matrices in a nodal basis and use the translation matrix 
S in an iterative linear solver. S does not even have to be stored by using the algorithms in 
Section 4.2.4. 
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6 PROOF OF CONVERGENCE 
In this chapter, we will prove that our FE formulation converges to the entropy solution of 
the one dimensional periodic Burgers' equation. We will make use of the method of compen­
sated compactness. In particular, we will use the Div-Curl lemma and Murat's lemma. 
6.1 The Div-Curl lemma and Murat's lemma 
For the sake of completeness, we state the Div-Curl [27, 6] and Murat's lemma [21, 27, 6]. 
The notation used in this section is taken from [6]. It is limited to this section and conflicts 
with other sections. 
Let n > 2 be an integer. Let U Ç Rn be open, bounded, and smooth. Let w G L2  (U; Rn) 
with w = (u;1, • • • , wn). We define the divergence, div w G (£/;R.) and the curl, curl w G 
([/;&"*") as: 
div w 
i=i 
(curl w) - j := dw
%  dwi ( 1  < n ) .  
(6.1) 
(6.2) 
For n — 2, 
curl w — 
dw1 , dw2 
8x2 dx\ 
dw 1  dw 2  
9x2 9.x i 
0 
(6.3) 
Since there is only one independent quantity in Equation 6.3, it is a common practice to define, 
for n = 2, curl w G H~l (Z7;R) as 
curl w = (n = 2). (6.4) 
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Div-Curl lemma: Let Ç ^  ((/;R") be bounded sequences such that 
• Uk --v  v weakly in L2  (U; R") for some v G L2  (U; R"), 
• Wfc —^ w weakly in L2  (U; Rn) for some w G L2  (U; Rn), 
« {div is precompact in II '1  (U; R), and 
• {curl Wk}^= 1  is precompact in H~ l  (U; Rnxn). 
Then v^-w^ —> v-w in the sense of distributions. 
For our application of the Div-Curl lemma, we will be able to construct a sequence 
such that div Vk converges in H^1 (U; R) and so is trivially precompact in II 1 ({/; R). Showing 
that our choice of {curl is precompact in H"1 (U; R) is much more difficult and requires 
Murat's lemma. 
Murat's lemma: Let, {/t}%li Ç W~ l 'p  (U) be a bounded sequence for some p > 2. Let 
{9k}k=i be precompact in H~1 (U) and {%}^i be bounded in Ll (U). If fkz=9k + % for all 
1 < k < oo, then {fk}kLi is precompact in H~ l  (U). 
6.2 Problem 
Let U — (a, b) be an open bounded interval. We seek a Finite Element (FE) approximation 
to u (x, t), the entropy solution of the periodic hyperbolic conservation law on some finite time 
interval (0,  T): 
3 U  S  
' " " • = < )  ( 6 . 5 )  
\ 2 
s(Y) + S(T)£0 (6-6) 
M (a, -) = u (6, -) (6.7) 
w (', 0) = 9- (6.8) 
Equations (6.5) and (6.6) are in the distributional sense. We will assume the g € H l  ([/) and 
that g is periodic. 
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The entropy solution of Burgers' equation can be found using Equation (6.6) instead of the 
more general entropy condition Equation (1.9). This greatly simplifies our proof by requiring 
an entropy type inequality for one entropy/entropy flux pair, , instead of all of them. 
6.2.1 Notation 
To formulate the FE approximation, we need some notation. Let % = U. Tjy is obtained 
by subdividing the elements of %_i into M distinct elements. Let \U\ hn be the max diameter 
of the elements of Tjy. Since the partition is quasi-uniform, there exists a positive constant v 
such that M~N  <h^< vM~N  for all N. 
Let {?/>*;,be a hierarchical basis of Sp . Let us define QN  : Sp —> Sp as a damping 
operator = Z&.XQt.iat.iV'W for it - ^ where 0 < < 1 
and Qkj — 1 for k  >  m#. So QN  dampens (or eliminates) the low frequencies of a function 
while keeping the high frequencies above the level m#. Occasionally, when the level of a basis 
function is unimportant, we will switch to the less cumbersome notation {^i}i and {Q,},, for 
the basis functions and damping coefficients respectively. 
We will also use the following convention: C will denote any positive constant which 
depends on known quantities, and is independent of any indexing variables. Let UT = U x 
(o,r). 
6.2.2 FE Formulation 
Let gpf £ Sp be the interpolant of g. The FE approximation of Equations (6.5)-(6.8) is: 
Seek (%, f) with ( , 0) = gjy such that for all % E 5^, 
3Ï ( 0 j v"v )  di dx — 0. (6.9) 
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6.3 Sufficient conditions for convergence 
Sufficient conditions for proving that U N  converges to a solution of Burgers' equation are: 
CN, 0 as TV —» oo, 
riN 
d_ 
dx 
(6.10) 
(6.11) 
(6.12) 
[(/ - Par) 
< C 
^([/) 
< C ||^||^([/) for tw € j , and (6.13) 
(6.14) 
^([/) 
To prove that U N  converges to an entropy solution of Burgers' equation, we must strengthen 
Equations (6.12) and (6.13): 
ejv _ 
ZljV 
V57 
oo as AT —» oo and 
—  [ ( I  — Q N )  U N ]  0 as TV —» oc. 
(6.15) 
(6.16) 
For the moment, we will assume that Equations (6.10)-(6.16) are true. In Section 6.9, we 
will show how to satisfy the convergence conditions. 
6.4 Properties of the FE system of ODEs 
The FE approximation is equivalent to: seek a : (0, T) —> such that 
a' + M-iF (a) + AM AT Q a = 0, (6.17) 
where M  is the mass matrix, K  is the stiffness matrix, Q  is a diagonal matrix whose elements 
are {QI}, and F is the flux term: 
2-1 
[F(«)L = )]i 
- L t  
(6.18) 
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It is evident that the diffusion term is globally Lipschitz continuous. We shall show that the 
flux term is locally Lipschitz continuous. 
F(<*)], = / I I (6.19) 
= a1 AiCt, (6.20) 
where Aj is the symmetric matrix 
For all a and (3 G M2 and all i ,  
|[F(/3)-F(e)]J - (6.22) 
— |/3^ A, /3 — A^ a — Ai a 4- A^ /3| (6.23) 
= (/3 4- a)^ Ai (/3 - a) (6.24) 
< ||/3 + oc|!2 ||Ai||2 ||/3 — CK|!2 (6.25) 
< d ||/3 + a||2 ||Aj||2 ||/3 — a||oo . (6.26) 
l|F (/3) — F (a)!!*, < d ||^ + ajlg ||Ai||2 ||^ — a||^. (6.27) 
||Aj||2 and d are independent of a and f3, thus the flux term is locally Lipschitz continuous for 
any T. 
ODE theory says there exists a unique C1 [0, T] solution of Equation (6.17). 
6.5 Estimates of 
6.5.1 Estimates from the FE formulation 
In our FE approximation (6.9), let us choose v = itjv, then 
IM (ir) + i;(ir)] d:c+E"/,â<e,v'"v)wdz = 0' (6-28) 
Since is periodic, f [ r  dx = 0, which gives us 
llu^lli2(r/) + eN J (Qnun) dx — 0. (6.29) 1 d_ 2 dt x  '  j jj  
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6.5.2 //' ( U T )  estimates of for linear polynomials 
The piecewise linear hierarchical basis is orthogonal with respect to the H1  (U) semi-norm, 
so 
Ju -  E E  
« 3 
i 
.  Ju  
y y ^  y QiQjOtiOtj j  iPiljjj  
» j  
d_ (Q;v^) 
Integrating Equation (6.29) over time, we get 
nd — (Q^U; 
ft  | |  Q 
> ||«JV (',^)I IL2 (C7) +  2eiV J  7^ ( Q N U N )  
/V} —— dx at dx 
dt. 
Therefore, we have 
\\un\\L2(U t) — cVT 
d 
9a; ^ C Il9llz,2((7) ' 
(6.30) 
(6.31) 
(6.32) 
(6.33) 
(6.34) 
(6.35) 
(6.36) 
(6.37) 
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6.5.3 771 ( U T )  estimates of U N  for higher degree polynomials 
The quadratic hierarchical basis functions are not orthogonal, but we can still get an 
estimate similar to Equation (6.37): 
L  
J ~dx (Q n U n)  
+ J ( Q N U n )  — [(/ — Q N )  U N] dx 
> 
d IV\È(QKUN) 
~\ju\é iQNUN)  
da; 
dx 
\ S v \ i [ { ' ~ Q N ) u " ]  
dz 
1 II 9 
g ^(Q™) 
d_ 
dx [ ( I  —  Q N )  Un]  
> 
6=M 
c 
\ \ U ^ \ \ L 2 {u)  •  
Substituting Equation (6.41) into Equation (6.29), we get 
dt 
d_ 
^([/) 
(6.38) 
(6.39) 
(6.40) 
(6.41) 
(6.42) 
We require a non-standard formulation of the differential form of Gronwall's inequality. 
For the sake of completeness, we present the proof here. Let rj (t) be an absolutely continuous 
function on [0,T] such that for a.e. t G [0,T], 
Y M < <Xt) % M + V» W , 
where cj>(t)  and i f i  ( t )  a,re summable functions on [0, T]. 
Proposition 3. % (f) < e^o ^ 7) (0) 4- (g) da V f E [0, T]. 
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Proof.  This proof is taken from [7]. For a.c. 0 < s < T, 
^ (7, (a) c" /o = g- /o ^ (g) - (a) 7/ (a)) 
(6.43) 
Integrating Equation (6.43) over the variable s over [0, t] ,  we get. for all 0 < t  < T,  
77 (t) e" /o ^ - 77 (0) e" ^  ^ ^ e" /o ^ ^  (g) da. (6.44) 
Jo 
From which we get the assertion. • 
Let us now assume <j> = C is a positive constant, and ip < 0 is never positive. We then have 
rt  
% M < e 
< e 
% (0) + / G (a) da 
Jo 
(0) 4- / (a) da 
Jo 
V (0) + [ ip (s)  da. 
Jo 
Using Equation (6.45) with Equation (6.42), we get 
At Q 
Since WQ NWL ,?^ < C \\g\\L2^, 
2 y* I! Q 
lk^lLz([/) ^ A (QAr«vv) 
Therefore, we have 
2 
da. 
ds < Ce c t  !|^1|  jr ,2(c/> • 
lz,2(u-T) - -1 Hgll^s 
(QjV^N) 
Z,2(Dr) 
<CV^T ||g||^^. 
6.6 Strong Convergence of {%#} 
Let us define V jv = and W N  = so 
div vjy — —™—I——— j —-— } and 
curl w/v = 
dt dx \  2 
9 / , a 
(6.45) 
(6.46) 
(6.47) 
(6.48) 
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6.6.1 L2  (UT )  bound on {div V ^ }  
In our FE approximation (6.9), let us choose v — then 
} v \~w i x + iâ-^-j-âi  
d_ 
9a; 
da; 
£jv j  ~^Z \Q N U N )  ~ ax 9a; 9( 
9^ 
< -
e™ L É (Qnun) ~ÈDI {Qnun) dx 
c
" Ju A (ftv'"v) émliI~Q")UN)ldx 
2 Vu 
L  
2" ^  
d 
c; 
d 
d_ 
9a; 
d2 
e
" /„ ai (Qnun) &» 
d_ '  
 Va ^ 
d 
[(/ - Q#) ^ ^)] da; 
—  ( Q N U N )  
+ ejv \\-Q^  ( Q N ^ N )  d
2  
< 
i i  
d 
9a; 
9z9t 
21 
da; 
K-T — Qjv) ^7v)] 
^([/) 
da; 
d 
+ C\F^N -Q^ (QN U N )  9«# dt 
< 
< -
d_ 
u 9t  
^  /  A  
dt 
2 V  
L  
d 
dx 
d 
dx + C 
^ (O^v^Tv) &c 4- C + 
a 
1 9u^f 
% 6" ([:) 
Rearranging the terms of Equation (6.55), we get 
9u# 
% ^([/) 2 ^ 
d 
9a; (Q^fuyv) C 
< 
< 
< 
f  — 
Vcr 
w TV 9%f/f 
~df dx 
I  —  
dx 
L N  
2 ^  
9% 
^((/) 
2 
9l(// 
+ 
dt 
1 9u^ 
% 
(6.49) 
(6.50) 
(6.51) 
(6.52) 
(6.53) 
(6.54) 
(6.55) 
2 
&2(C/) 
(6.56) 
(6.57) 
(6.58) 
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Rearranging the terms of Equation (6.58), we get 
% 
< C — e# 
Z,2(C/) 
Integrating Equation (6.59) over time 
2 
+ 2 
dt 
< C + 2 
/[/ &r \ 2 
< C + 2 
< C + 2 
< C + 2 
Ux 
d_ 
&c 
dx dt 
9 / 
dx \ 2 
(Q^u# (",T)) 4- 6# dx 
9 / ^  
L  
V [/r ^ \  2  
I  
<9z \ 2 
9 
dx dt + e# dx 
dx V 2 
dzdt + Ce# 
dxdt + C ejy 
dx 
ck 
The second term in Equation (6.63) can be estimated by: 
L  
9 / 
dx V 2 
dxdt — / \ U N \  
JuT 
dx dt  
C 
< 
ff\r 
Equation (6.63) now becomes 
ejv 
Therefore, 
\/c]v 
< C (l  + €n + £N2)  
dt  
<C. 
Combining Equations (6.66) and (6.68), we get 
^/^"lldiv^H^^^ - \/êÂr 
< 
< C 
9uj\r 9 / 
% &r \ 2 
^(C/T) &r I 2 ^(C/T) 
(6.59) 
(6.60) 
(6.61) 
(6.62) 
(6.63) 
(6.64) 
(6.65) 
(6.66) 
(6.67) 
(6.68) 
(6.69) 
(6.70) 
(6.71) 
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6.6.2 H  1  ( U T )  bound on {div v/v} 
Let <P E  HQ ( UT)- For ail t  G (0, T), let <PN (•, t)  G S P  Ç ) HQ ( U )  be the H 1  ( U )  projection 
o f  i p ,  s o  f o r  a i l  v  G  S p  f ]  / / , ]  ( U ) ,  
[ f  amievix {672) 
<7X vX <7X 
We need the if1 ([/) projection into Sp of an arbitrary (p G HQ ( UT) in order to use our 
FE formulation: 
/ (div u#) y da: dt / (div f#) y?# da; dt 
JuT 
+ / (div n#) (y — da; 
J U T  
dt 
= ~~ Êjv / (Qjv«7v) ck (ft 9a; dx 
•ÎUT 
(div u#) (y — da; dt 
(Q#^#) ^da;dt 9a; 
+ / (div r#) (t^ — y#) da; dt 
9(^ 
* U T  
d 
~ 
€ N  ^1 Ike (Q n U n^ dx 
+ ||div ||y -
^ (Q#«Ar) 
+ Cb# ||Œv 
9<^ 
9y 
9a; 
9^ 
9z 
5 cO+ t! 
-  C ^ f l  +  —  
\  
9z 
9^ 
9a; 
Requirement (6.12) says that ^  <  C ,  so 
JUT 
(div u#) y da; dt < C 9y 
9a; 
(6.73) 
(6.74) 
(6.75) 
(6.76) 
(6.77) 
(6.78) 
(6.79) 
(6.80) 
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6.6.3 {div yjv} lies in a compact subset of II  1  (UT )  
Let ( P  £ HQ (UT )  with \ \<t>\\H l{uT)  — From Section 6.6.2, we know that 
/ (div %#) y? dr dt < C 
JuT 
which gives us 
lldiv - C\/ôv" 0 ag TV oo. 
Thus {div V N} lies in a compact subset of H~~L  (UT ) -
(6.81) 
(6.82) 
6.6.4 {curl W J S R }  lies in a compact subset of H (UT )  
Let ip G CQ° (UT )  be a test function, U N  G HQ (UT ) ,  SO we can use the result from 
Section 6.6.2, with <p ----- uj<np. 
/ (curl tu#) y;da;dt = / (div ti#) u# y?da;dt 
J Uj* J  Ut f jJx 
< C \/ËÏV 
= c •v'cïv ^ 
g-w# 
+ V' 
< cy^l 
< C 1/êjV ^ I I ^TV ||L°°(UT) 
dUN 
+ 
z,2(ar) f a% 
dtp 
dx 
+ 11^1 9a; 
<  C I  
Z,% ([/?)/ 
+ ll^ll^^r) j ' 
(6.83) 
(6.84) 
(6.85) 
(6.86) 
(6.87) 
(6.88) 
^(C/T) 
We can not use Murat's lemma directly. Instead, we use a variational form of Murat's 
lemma used in [19, 12] which gives us, from Equation (6.88), that {curl wpj} lies in a compact 
subset  of  H~ X  (UT ) -
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6.6.5 Subsequence of U N  converges strongly in 1 ?  ( U T )  
Since ||wjv||£oo([/t) < C, there exists a subsequence {«/vfc} of {U N} such that for 1 < p < 4, 
converges weakly in I? (UT). Let u(p) E L2 (UT) be the weak limit of UPNK- So VNK and 
WNk converge weakly: 
V,v„ • I6'89) 
W, - (6.90) 
Using the Div-Curl lemma, we have 
l i m  /  ( f )  y ?  d a ;  d t  —  /  ( W - ï û )  y  d a ;  d t  V  y  e  C o °  ( C / r ) .  ( 6 . 9 1 )  
Vu?, 
For aU y € (C/^), 
lim fe—+00 / (u^-u;^) y)da;dt = lim / "^"1 y da; A (6.92) 
p 4 
— lim / --r%-<pda;dt (6.93) 
k^°°JUT 
f 
— I ———(pdxdt.  (6.94) 
J UT 
The right hand side of Equation (6.91) is: 
/  (v-w) (pdxdt = I —— 
JuT JUT Y ^ 
X 
y da; dt. (6.95) 
'  Ut   
Since Equations (6.94) and (6.95) are equal, we have 
uX4) = 4u(1) «(3) — 3 a.e. (6.96) 
We can use Equation (6.96) to show that U -Nk converges strongly to ttW in L 2  ( U T ) .  
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Taking the weak limit of both sides of Equation (6.97), we have 
k—>00 im ( - X wl  tijv, - u' u(
4) — 4«(3) izX1) 
+ 6u(2) —4 
4«W u(3) — 3 — 4tt(3) 
+ 6iW (^Î))2-4 (5Î))4+(SÏÏ)4 
- 3  (S5))2 +  6rf) ( r f > ) 2 - 3 (rfl)' 
= -3 
< 0. 
u (2) 
So we have 
0 < Jim J (uN k  — dxdt 
2 / u (2) _ dxdt 
< 0. 
We now have it(2) = (ua1) J a.e., which gives us 
2 
L  
u (1) u(2)  dx dt  
U T  
lim I  UN k 2  dxdt 
Jc/ U T  
(6.98) 
(6.99) 
(6.100) 
(6.101) 
(6.102) 
(6.103) 
(6.104) 
(6.105) 
(6.106) 
(6.107) 
(6.108) 
Therefore, u := U ( ^  is the strong limit of U J V H  in L2  (U T ) -
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6.7 Convergence to a solution 
We will now show that u is a solution of the conservation law. For all test functions 
/ I 
du d (  u ,-,2 
• -IK* 9y ^ gy, 2 9a: 
• -IN 
' 5UT 
—9y? w(2) 9p 
2 9a: 
lim 
t-^oo 
9y u 'Nk 
dx dt 
9y> 
!""*8t + 2 dx 
(6.109) 
(6.110) 
dxdt (6.111) 
- ^ S L l T \ ^ r v + ê [ ^ t ) ^  
— lim / (div vx k)<p dxdt.  t-+oc 
dxdt (6.112) 
(6.113) 
The right hand side of Equation (6.113) is zero since 
0 < / (div VN k)  tpdxdt 
I JuT 
< Ci/Ë# llv||jfl((/y) 
—> 0 as & —» oo 
(6.114) 
(6.115) 
(6.116) 
6.8 Convergence to the entropy solution 
We showed in Sections 6.6 and 6.7 that {u^k} converges strongly to a solution û of the 
conservation law. We can show that u is the physically relevant entropy solution with the 
strengthened requirements: 
CjV 
ft# 
oo as TV —» oo, and 
^ [(f - 0Ar) 0 as TV —> oo. 
(6.117) 
(6.118) 
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Let <pE Cg°(Dr). 
0 < 
< 
< 
< 
< 
/  (u3  — ujy k 3)  <f dxdt 
JuT 
/ (tZ - ^ Y? ^ dt 
JuT 
^ ||û + llz,2(^) 
^([/r) 11^ "" %-% IL:(UT) 
HvlLoofUr) 11^ "" 
( i N I  L4(U t )  +  \ \ u N k\ \L°°(UT)  I N I  L2(UT)  + ll^JVfc îlz-oo(C7r) V T ^ Ï î )  
(6.119) 
(6.120) 
(6.121) 
(6.122) 
(6.123) 
(6.124) 
{U N} is uniformly bounded, so ||Mjvfe\ \ L ° ° ( U T )  —  C- % is in L4 ( U T )  since u2  = u(2) G L2  (U T ) -
Since lim&_»oo ||û - ||^2^) = 0, we have 
lim [ 
&-»°o 
Let <p G Cq° ( U T )  with (p > 0, then 
ydzdt = / 
JuT 
(6.125) 
/. J Jjjp 
0 f u'2\ d / u3> 
dt I  2 J  dx I  3 , 
tp dxdt = — 
U T  
9y gm 
2 dt 3 dx dxdt 
— — lim 
fc—too JuT \ 2 dt 
S" JUT [Â (^F 
3 9z 
a 
+  & l ~ r  
dxdt 
(6.126) 
(6.127) 
= lim 
k—>oo / (div ipdzdt V[/T 
yckdt (6.128) 
(6.129) 
Let zN := U N  <p- For all t  G (0,T), let z1^ (- , t)  e  f]H^ (U) be the H1  (U) projection of Z N , 
soforalli;e5^ n ^o(^), 
L  
9z(y (-,t) 9i; ,„V,V "" ix = ! 
V;y 9a; 9a; 
9z# (-,t) 9u 
9a; 9a; 
dx. (6.130) 
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We can show that as k —> oo, the right hand side of Equation (6.129) is non-positive. 
I (div U N )  U N  <p dx dt  = / (div U N )  Z N  dxdt (6.131) 
J  U T  J  U T  
— / (div U N )  Z% dx dt 
4- / (div%#%) (6.132) 
9z^ 9 r f)7 t i  f> 
~
E N  I  ,v T T ~  ( Q N U N )  dxdt 9a; 9a; 
4-y (div «#) da;d 
9z# 9 (QN«Jv) ck dt 9z 9a; 
— zjvl ^ dt 
— —e# 
9zn 9UN 
^ 9a; 9a; 
9z# 9 
/ (div %#) ( 
Vc/r ^ 
L  
4- J (div U N ) (Z N  — z^j dxdt 
-j) 
J u  
dardt 
( /  —  Q N )  U N] dxdt 
^ (%#y) ^-^dzdt 
4- e7v 
9a; 
9z# 9 
[/T ^ 9a; 
9a; 
[(/ - Qyv) da: dt 
+ 
-e# / y 
luT 
9u# 
- ejv 
L  
9z 
9yp 9u# 
X 
^ "9z 9% 
9z# 9 
dxdt 
dx dt  
[ ( /  —  Q N )  iijv] dxdt 
^ 9a; 9a; 
4- J (div U N ) (Z N  — z^j dxdt. 
(6.133) 
(6.134) 
(6.135) 
L  
J (div U N )  [Z N  — dxdt (6.136) 
7 J U R ,  
(6.137) 
The first term on the right hand side of Equation (6.137) is non-positive, while the other terms 
go to zero as N —> oo. 
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For the second term on the right hand side of Equation (6.137): 
0%; 9%# 0 < 
L  
CAT / %JV-&C 9r 
9y 
dx dt 
9w# 9y 
9a; Z,2([/T) 9a; 6=(C/T) 
< 
9a; 
0 as iV —> oo 
For the third term on the right hand side of Equation (6.137): 
0 < 
€jV 
9z# 
9% 9a; [(^ - Q^) 
1,2 (C/T) 
9 
9z [(/ - Q;v) 
< CM 
d 
< 
9a; 
9 
[(/ - Q N )  U N ]  
9u# 
9a; 
9a; 
0 as N —-> oo. 
[(^ - Q^) %#] 
9y? 
dx 
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For the fourth term on the right hand side of Equation (6.137): 
0 < 
Therefore 
/ (div u#) ( 
JUT X  
< 11div UN\\L2(UT) 
< ChN 11 div itjv 11 
dz dt 
< c 
-  c  
= C 
< C 
f lN 
h-N 
t lN I  
\ 
(  H N 
ckc 
d_ 
dtp 
&r 
1,2 ([/;,) CAT 
+ Ikll 
L3([/T) 
0 as N —> oo. 
f  \  d f iZ2  \  d Z tz,3  \  ] f 
]U T[at {T) +  ai{Y)\ , p i x d t  = ^  J^" U ! i^ i x i t  
< 0. 
6.148) 
6.149) 
6.150) 
6.151) 
6.152) 
6.153) 
6.154) 
6.155) 
6.156) 
6.157) 
6.9 Free Parameters 
In the FE formulation, we have to choose e#. m, and the form of Qat for k < m. Let 
0 < S < 0 < 1. We choose ejv and m as 
f a ~~ C II N® and 
6# 
(6.158) 
(6.159) 
Qk,i is chosen to be either 1 or 0: 
Qk.i — 
0 k < rriH 
1 k > mjj.  
(6.160) 
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These definitions satisfy the requirements for convergence, Equations (6.10)-(6.14). To 
satisfy the requirements that the approximations converge to the entropy solution. Equa­
tions (6.15) and (6.16), we take 0 < 5 < 9 < 1. 
6.9.1 Satisfying the convergence criteria 
Showing that is uniformly bounded is a difficult task. It is a common practice in 
compensated compactness arguments to take it as "God given" as in [23, 19, 12, 6]. We shall 
therefore assume Equation (6.10) is true. 
It is evident from our definitions that e#, /ijv —> 0 as N —»• oo, so Equation (6.11) is true. 
If 0 < 9 < 1, 
so Equation (6.15) is satisfied. 
6.9.2 Inverse estimate of the low frequencies 
Let v € Sp. ( I  —  Q N )  is simply an interpolation operator on a coarse grid and so 
F  = ChN»-1 
so Equation (6.12) is satisfies. 
If 0 < g < 1, 
oo as TV 
L ( 7  Q N )  V \ \ L 2 ( U )  — C  IMIl2([/) • (6.161) 
Q N  keeps the high frequencies of a function, so (/ — Q N )  eliminates them. 
= 1 1 - = 0 for t > m*, (6.162) 
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so (/ — Q N )  v G S7"H .  Using a standard inverse estimate, 
d_ [ ( /  —  Q N )  U J V ]  
\ i 
J 
-  ^ ( w  
= C \Zï>À h N  * \ \ v\ \ L 2{U)-
d_ [ ( /  -  Q N) UN] 
^([/) V N N  
= c 
If ô < 6 ,  then HN 0  5 < C, and Equation (6.13) is satisfied. If <5 < 0, then HN 6 
N —> oo, and Equation (6.16) is satisfied. 
6.9.3 H1  error estimates of the low frequencies 
Since (I  — Q N )  is an interpolation operator on a coarse grid, for all v € Sp  • N  
I  <«""> 
^([/) ^([/) 
< C dv 
Therefore, Equation (6.14) is satisfied. 
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7 NUMERICAL RESULTS 
All of our numerical results were generated using the finite element library deal. II [2]. 
7.1 Free parameters 
In our finite element formulation, Equation (5.2), we have several free parameters which 
we must choose. 
7.1.1 Choosing e./v 
A natural choice for e/y is e^v = hjy. 
7.1.2 Choosing M  so that Q N : U , Z  = 0 for n <m 
We were able to prove convergence when = 1 for n > ^. Our numerical experiments 
indicate that we can add much less diffusion, but we still choose m to be a fixed fraction of N: 
m — 
7.1.3 Choosing the form of Q N  
In our two dimensional calculations, we have chosen an isotropic diffusion term, as in 
Equation (5.6). As we can see in Equation (5.7), this greatly simplifies the formulation. 
As wc mentioned in Section 5.2.1, one of the potential advantages of this method is the 
ability to add diffusion only near a discontinuity. We were not able to find a form of QN that 
gave better results with adaptive diffusion. 
The SV method gives better results if Qat;,m is smooth with respect to the level number 
n. Spectral basis functions have many more levels than hierarchical basis functions to achieve 
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a smooth transition. Numerical evidence indicates that a sharp jump in Qjv;n,i with respect 
to n does not adversely affect the calculation. Slightly better results were attained with a 
continuous QN-^Z-
^ ___ n — m + 1 
^  J V - m  '  
7.1.4 Choosing the quadratic hierarchical structure 
As we can see in Figure 4.2, there are two possible hierarchical structures for piecewise 
quadratic polynomials. In the first column, all the basis functions are quadratic. In the second 
column, the low frequency basis functions are linear. The major difference between the two is 
that for the same QN and m, the linear low frequency structure will add more diffusion. For a 
piecewise quadratic function v, Q^v = with QN;U,I = 0 for small n. If all 
of the basis functions are quadratic, then in the smooth regions, f3Ujl — O (8~n), as we showed 
in Section 5.2.2.2.  If  only the highest  frequency basis functions are quadratic,  then for n < N. 
fin,I = O (4™n) in the smooth regions, as we showed in Section 5.2.2.1. Therefore QNV will be 
larger for the linear low frequency basis functions. 
7.1.5 Ordinary differential equation solver 
Our FE formulation turns the partial differential equation into a system of ordinary dif­
ferential equations. We must choose an ODE solver. We implemented several solvers: Crank-
Nicholson, second through fourth order backward difference formulae, and second through 
fourth Adams-Moulton methods. All the methods are implicit with time step the same as the 
grid size At = h^- For our FE formulation to be competitive with other methods, we would 
need an explicit time stepping scheme or a much larger time step. For our initial calculation 
however we wanted to minimize the error from the ODE solver and only study the error from 
the spatial discretization. 
For the solution of Burgers' equation, we took a ODE solver that was an order of magnitude 
more accurate than the best possible spatial error. For an arbitrary smooth function, the best 
piecewise linear approximating polynomial has an error of O (/ijv2) so we chose a third order 
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ODE solver. For the piecewise quadratic polynomials, we chose a fourth order ODE solver. 
For the shock tube problem, the ODE solvers that were more than second order accurate 
were either unstable and did not converge or resulted in a large number of oscillations between 
the contact and shock discontinuities as in Figure 7.22. 
For the steady state problems, the ODE solver was unimportant, and we were able to take 
a much larger t ime step: At = 250 hjy.  
7.1.6 Post-processing strategy 
Because we are approximating a discontinuous solution with continuous piecewise poly­
nomials, we see Gibbs oscillations near the discontinuity. A simple strategy to remove the 
oscillations is to set the coefficients of the hierarchical expansion to zero around the discon­
tinuity. The question then becomes the location of the discontinuity. Let /3n+i,i be a high 
frequency hierarchical coefficient. Let (3n%J be the parent hierarchical coefficient, so the support 
of ibn+i't is a subset of If the solution is continuously differentiable in the region of the 
support of then 
CIS'" 
C2 2-m-l ~ 
Therefore, our strategy is: for the highest four frequencies, if a hierarchical coefficient is larger 
than half the value of its parent, then it is set to zero. The choice of the highest four levels 
was chosen through experimentation. 
Our simple strategy only affects the region around a discontinuity, but it has the disadvan­
tage of smoothing across the discontinuity. Our solution therefore becomes more smeared. 
We apply the post-processing strategy to solutions of the two variants of Burgers' equation, 
although it could also be applied to solutions of Euler's equations. 
7.2 Convergence rates 
All our errors are given in the L1  norm. There seems to be some consensus that this is a 
natural norm for hyperbolic conservation laws. 
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Near a discontinuity, we are limited to how well a piecewise polynomial can approximate a 
solution. We are more interested in the convergence rates in the smooth regions. We therefore 
exclude a region of length 0.2 around all the discontinuities in our error calculations. 
For some regions where the solution is constant, the convergence rates are erratic because 
the L1 error is almost zero. In the domain of the steady state Burgers' equation and in regions 
4 and 1 of the shock tube problem, the exact solution is constant, and the error is less than 
10-13. 
For the shock tube problem, we observed different convergence rates in the five distinct 
regions depicted in Figure 3.2. We therefore present the five different errors and convergence 
rates. Similarly for the wedge problem, we present the errors and convergence rates for the 
regions to the left and right of the shock. 
7.3 Boundary conditions for the wedge problem 
As we saw in Section 3.2.2, the top and bottom of the wedge have a no penetration boundary 
condition u n = 0. As we can see in the solution, Figure 3.3, we can over specify the boundary 
conditions by setting p, pe, and pu on the boundary segments (x, 0) and (x, 2) for 0 < x < 2. 
The latter boundary condition produces much better numerical results, as we can sec by 
comparing Figures 7.23 and 7.24. 
Because of our diffusion scheme, information is sent upstream, which is necessary but 
unphysical. The altered lower boundary condition for all variables (except u?) has a disastrous 
affect on the solution near the lower boundary. This does not happen when all variables are 
specified on the lower boundary. 
7.4 Numerical simulations 
7.4.1 Steady state Burgers' equation 
In the smooth regions, the solution is constant, and the convergence rates are erratic be­
cause the L1 error is almost zero. The discontinuity is better resolved by quadratic polynomials 
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than linear polynomials. The post-processing strategy removed the oscillations near the dis­
continuity. 
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Figure 7.1 Solution of steady state Burgers' equation with linear polyno­
mials (without post-processing) 
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Figure 7.3 Solution of steady state Burgers' equation with quadratic linear 
low frequency polynomials (without post-processing) 
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Figure 7.4 Solution of steady state Burgers' equation with quadratic linear 
low frequency polynomials (with post-processing) 
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Figure 7.5 Solution of steady state Burgers' equation with quadratic poly­
nomials (without post-processing) 
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Table 7.1 Convergence rate of steady state Burgers' equation with linear 
polynomials 
without post-processing with post-processing 
levels L l  error rate L1  error rate 
8 1.918e-04 - 5.602e-04 -
9 2.370e-05 3.02 2.242e-04 1.32 
10 2.109e-08 10.13 4.014e-06 5.80 
11 8.708e-13 14.56 1.983e-12 20.95 
12 5.524e-13 0.66 5.416e-13 1.87 
Table 7.2 Convergence rate of steady state Burgers' equation with 
quadratic linear low frequency polynomials 
without post-processing with post-processing 
levels L l  error rate L l  error rate 
8 2.849e-06 
- 5.017e-05 
-
9 2.683e-07 3.41 1.627e-05 1.63 
10 6.202e-12 15.40 5.349e-ll 18.21 
11 9.421e-13 2.72 9.331e-13 5.84 
12 5.621&-13 0.75 5.605e-13 0.74 
Table 7.3 Convergence rate of steady state Burgers' equation with 
quadratic polynomials 
without post-processing with post-processing 
levels L l  error rate L1  error rate 
8 1.485e-04 
- 2.268e-02 -
9 1.351e-05 3.46 3.316^03 2.77 
10 1.159e-08 10.19 1.715e-06 10.92 
11 1.229e-12 13.20 1.545e-12 20.08 
12 9.498e-13 0.37 9.504e-13 0.70 
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7.4.2 Periodic Burgers' equation 
In the smooth regions, we see quasi-optimal convergence rates using linear and quadratic 
polynomials. Using linear low frequency quadratic polynomial, the convergence is only second 
order, but this is explained in Section 7.1.4. The discontinuity is better resolved by quadratic 
polynomials than linear polynomials. The post-processing strategy removed the oscillations 
near the discontinuity. 
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Figure 7.7 Solution of periodic Burgers' equation with linear polynomials 
(without post-processing) 
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Figure 7.8 Solution of periodic Burgers' equation with linear polynomials 
(with post-processing) 
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Figure 7.9 Solution of periodic Burgers' equation with quadratic linear low 
frequency polynomials (without post-processing) 
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Figure 7.10 Solution of periodic Burgers' equation with quadratic linear 
low frequency polynomials (with post-processing) 
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Figure 7.11 Solution of periodic Burgers' equation with quadratic polyno­
mials (without post-processing) 
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Figure 7.12 Solution of periodic Burgers' equation with quadratic polyno­
mials (with post-processing) 
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Table 7.4 Convergence rate of periodic Burgers' equation with linear poly­
nomials 
without post-processing with post-processing 
levels L1 error rate L1 error rate 
8 2.637e-04 
-
1.9090-03 -
9 2.126e-05 3.63 7.171e-04 1.41 
10 4.874e-06 2.13 1.984e-04 1.85 
11 1.2730-06 1.94 5.098e-05 1.96 
12 3.2420-07 1.97 1.260e-05 2.02 
Table 7.5 Convergence rate of periodic Burgers' equation with quadratic 
linear low frequency polynomials 
without post-processing with post-processing 
levels L1 error rate LL error rate 
8 1.000e-03 
- 1.610e-03 -
9 7.4780-06 7.06 1.854e-04 3.12 
10 1.867e-06 2.00 4.874e-05 1.93 
11 4.653e-07 2.00 1.206e-05 2.01 
12 1.162e-07 2.00 2.991e-06 2.01 
Table 7.6 Convergence rate of periodic Burgers' equation with quadratic 
polynomials 
without post-processing with post-processing 
levels L1 error rate L1 error rate 
8 8.7240-04 
-
1.100e-02 
-
9 1.1400-05 6.26 1.8060-03 2.61 
10 1.5800-07 6.17 4.3260-06 8.71 
11 1.7640-08 3.16 5.4730-07 2.98 
12 2.2090-09 3.00 6.7960-08 3.01 
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7.4.3 Shock tube problem 
In the smooth regions where the solution is constant, the convergence rates are erratic, but 
the LL error is almost zero only in regions four and one. In regions three and four, the Ll error 
is not as small as in regions four and one, but it is between 10 and 100 times smaller than the 
error in the expansion wave. The L1 error in the expansion wave seems to be limited to first 
order. This is most likely an example of the phenomenon known as "downstream pollution'' 
which similarly affects other numerical solvers of hyperbolic conservation laws. 
1 
0.8 
0.6 
0.4 
0.2 
# levels: N=10 
# elemenets=512 
h=3.9e—03 
numerical 
exact 
0.8 
0.6 
0.4 • 
0.2 
# levels: N=11 
# elemenets=1024 
h=2.0e-03 
"L 
-1 -0.5 0.5 -1 -0.5 0.5 
1 
0.8 
0.6 
# levels: N=12 
# elemenets=2048 
0.2 h=9.8e-04 
0' • • ' 
-1 -0.5 0 0.5 1 
Shock Tube Problem 
Variable: p 
m=L3*N/4j (75% of the diff. levels = 0) 
Qkj=(k-m+1)\(N-m) 
poly, degree: 1 
time=0.29 (Crank-Nicholson) 
0 levis were removed (post-processing) 
Figure 7.13 Solution of shock tube problem with linear polynomials ( p )  
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Figure 7.14 Solution of shock tube problem with linear polynomials (pu)  
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Figure 7.15 Solution of shock tube problem with linear polynomials (pe)  
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Figure 7.16 Solution of shock tube problem with linear low frequency poly­
nomials (p)  
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Figure 7.17 Solution of shock tube problem with linear low frequency poly­
nomials (pu)  
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Figure 7.18 Solution of shock tube problem with linear low frequency poly­
nomials (pe)  
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Figure 7.19 Solution of shock tube problem with quadratic polynomials (p) 
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Figure 7.20 Solution of shock tube problem with quadratic polynomials 
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Figure 7.21 Solution of shock tube problem with quadratic polynomials 
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Figure 7.22 Solution of shock tube problem with quadratic polynomials 
and 3IC* order ODE solver (unstable) 
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Table 7.7 Convergence rate of shock tube problem with linear polynomials 
Region 4 Expansion Wv. Region 3 Region 2 Region 1 
levels Lx error | rate L1 error | rate L1 error | rate LL error | rate L1 error rate 
P 
8 6.0e-05 - 3.0e-03 - 3.7e-04 - 6.8e-05 - 5.8e-06 -
9 1.8e-05 1.7 1.7e-03 0.8 7.5e-05 2.3 7.6e-06 3.1 2.2e-07 4.7 
10 6.7&-07 4.7 8.8e-04 0.9 2.1e-05 1.8 4.5e-06 0.7 2.8e-10 9.6 
11 1.6e-09 8.7 4.4e-04 0.9 2.8e-06 2.9 9.4e-07 2.2 7.0e-14 11.9 
12 5.1e-14 14.9 2.2&-04 0.9 1.9e^)7 3.8 1.3e-07 2.8 4.2e-14 0.7 
pu 
8 7.1e-05 
-
1.9&-03 
-
8.9e-05 
-
7.4e-05 
-
6.0C-06 
-
9 2.1e-05 1.7 1.0e-03 0.8 7.0e-05 0.3 1.5e-05 2.2 2.5e-07 4.5 
10 8.0e-07 4.7 5.4e-04 0.9 2.2e-05 1.6 2.4e-06 2.6 2.9e-10 9.7 
11 1.9e-09 8.7 2.7&-04 1.0 2.4e-06 3.2 3.7e-07 2.7 4.3e-14 12.7 
12 4.0e-14 15.5 1.3e-04 0.9 2.0e-07 3.5 1.0e-07 1.9 4.1e-14 0.0 
8 2.1e-04 
-
7.9e-03 
- 7.9e-04 - 2.0e-04 - 1.5e-05 -
9 6.3e-05 1.7 4.4e-03 0.8 8.1e-05 3.2 1.3e-05 3.8 6.9e-07 4.5 
10 2.3&-06 4.7 2.2e-03 0.9 1.4e-05 2.5 1.3e-05 -0.0 7.8e-10 9.7 
11 5.6e-09 8.7 l.le-03 0.9 1.6e-06 3.1 3.1e-06 2.1 1.8&-13 12.0 
12 9.6e-14 15.8 5.7e-04 0.9 4.0e-07 2.0 2.2e-07 3.7 8.8e-14 1.0 
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Table 7.8 Convergence rate of shock tube problem with quadratic linear 
low frequency polynomials 
Region 4 Expansion Wv. Region 3 Region 2 Region 1 
levels 1/ error rate Ll error rate L1 error rate Ll error rate L error rate 
P 
8 2.6e-06 - 1.3e-03 - 2.4e-04 - 1.4e-04 - 1.7e-08 -
9 1.9e-06 0.4 8.3e-04 0.7 4.3e-05 2.5 7.9e-06 4.1 4.6e-09 1.8 
10 7.4e-09 8.0 4.2e-04 0.9 3.4e-06 3.6 7.0e-07 3.5 1.5e-13 14.8 
11 6.0e-13 13.5 2.1e-04 1.0 1.5e-07 4.4 2.8e-07 1.3 2.3e-13 -0.6 
12 4.2e-14 3.8 1.0e-04 0.9 1.7e-07 -0.1 9.1e-08 1.6 3.0e-13 -0.3 
pu 
8 3.1e-06 - 8.3e-04 - 4.0e-05 - 3.1e-04 - 1.5e-08 -
9 2.2e-06 0.4 5.1e-04 0.7 3.3e-05 0.2 9.6e-06 5.0 4.9e-09 1.6 
10 8.8e-09 8.0 2.5e-04 0.9 l.le-06 4.8 5.6e-07 4.0 l.le-13 15.3 
11 4.8e-13 14.1 1.2e-04 1.0 1.7e-07 2.7 2.7e-07 1.0 1.0e-13 0.1 
12 3.4e-14 3.7 6.4e-05 1.0 5.7e-08 1.6 7.4e-08 1.9 6.0e-14 0.8 
pe 
8 9.3e-06 
-
3.4e-03 
-
4.1e-04 
-
8.2e-04 
-
4.1e-08 
-
9 6.6e-06 0.4 2.1e-03 0.7 3.9e-05 3.4 1.2&05 6.0 1.3e-08 1.6 
10 2.6e-08 8.0 1.0&-03 0.9 5.9e-06 2.7 1.0e-06 3.5 2.2e-13 15.8 
11 1.3e-12 14.2 5.4e-04 1.0 5.7e47 3.3 1.9&^)7 2.3 2.3e-13 -0.0 
12 1.8e-13 2.8 2.7&-04 0.9 2.7e-07 1.0 5.6e-08 1.8 2.4e-13 -0.0 
Table 7.9 Convergence rate of shock tube problem with quadratic polyno­
mials 
Region 4 Expansion Wv. Region 3 Region 2 Region 1 
levels LL error | rate L1 error | rate Ll error | rate LL error rate L1 error 1 rate 
P 
8 5.8e-06 
-
1.3e-03 
-
3.0e-04 
- 2.6e-04 - 6.7e-07 -
9 7.4e-06 -0.3 8.8e-04 0.6 1.0e-04 1.5 2.4e-05 3.4 1.4e-07 2.2 
10 l.lc-07 6.0 4.4e-04 0.9 1.7&-05 2.5 1.0e-05 1.2 6.8e-ll 11.0 
11 4.1e-ll 11.4 2.2e-04 1.0 6.1e-06 1.5 6.9e-06 0.5 9.9e-14 9.4 
12 6.9e-14 9.2 l.le-04 0.9 1.8e-06 1.7 3.9e-06 0.8 1.2c-13 -0.2 
8 6.8e-06 
-
8.4e-04 
-
l.le-04 
-
5.7e-04 
- 5.7e-07 -
9 8.7e-06 -0.3 5.4e-04 0.6 7.8e-05 0.5 1.5e-05 5.1 1.46-07 2.0 
10 1.3e-07 6.0 2.76-04 0.9 l.le-05 2.7 2.9e-06 2.4 6.4e-ll 11.1 
11 4.9e-ll 11.4 1.3e-04 1.0 2.4e-06 2.2 2.3e-06 0.3 6.7e-14 9.9 
12 2.3e-13 7.7 6.8e-05 1.0 4.1e-07 2.5 1.3e-06 0.7 6.2e-14 0.1 
pe 
8 2.0e-05 
-
3.5e-03 
-
4.0e-04 
-
1.5&-03 
- 1.4e-06 -
9 2.5e-05 —0.3 2.2e-03 0.6 7.4e-05 2.4 5.1&-05 4.8 3.7e-07 1.9 
10 4.0e-07 6.0 l.le-03 0.9 2.2e-05 1.7 3.1&-05 0.7 1.6e-10 11.1 
11 1.4e-10 11.4 5.7e-04 1.0 l.le-05 1.0 2.2e-05 0.4 1.8e-13 9.8 
12 1.5e-13 9.8 2.8e-04 0-9 3.6e-06 1.6 1.2e-05 0.7 2.3e-13 -0.3 
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7.4.4 Wedge problem 
To the right of the shock, we have first order convergence. This is most likely another 
example of downstream pollution, which we saw in our solution of the shock tube problem. To 
the left of the shock, we see second order convergence, when we should see an error close to 
zero since the exact solution is constant. Although not as disastrous as the situation discussed 
in Section 7.3, this is another example of excessive propagation of information upstream for 
the wedge problem. 
0.5 
# levels: 6 
0.5 
" .# levels: 5 
0 1 2 3 4 
# levels: 7 
Wedge Problem 
Variable: p 
m=|_3*N/4j (75% of the diff. levels = 0) 
Qkj=(k-m+1)\(N-m) 
poly, degree: 1 
0 levls were removed (post-processing) 
Figure 7.23 Poor approximation of wedge problem (p)  because of slip 
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Figure 7.24 Solution of wedge problem 
Wedge Problem 
Variable:p 
m=|_3*N/4j (75% of the diff. levels = 0) 
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with linear polynomials (p)  
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m=|_3*N/4j (75% of the diff. levels = 0) 
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poly, degree: 1 
0 levis were removed (post-processing) 
Figure 7.25 Solution of wedge problem with linear polynomials (jpu|) 
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Figure 7.26 Solution of wedge problem with linear polynomials (A) 
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m=|_3*N/4j (75% of the diff. levels = 0) 
Qk .=(k-m+1)\(N-m) 
poly, degree: 1 
0 levis were removed (post-processing) 
Figure 7.27 Solution of wedge problem with linear polynomials (pe)  
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Figure 7.28 Solution of wedge problem with linear polynomials (pe along 
curves) 
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Figure 7.29 Grids for the wedge problem 
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Table 7.10 Convergence rate of wedge problem with linear polynomials 
L1 error L1 error 
levels left of shock rate right of shock rate 
P  
5 7.7e-02 - 4.9&-02 -
6 3.1e-02 1.3 2.9e-02 0.7 
7 7.0e-03 2.1 1.5e-02 0.9 
5 1.4e-01 - 8.8e-02 -
6 5.9e-02 1.3 5.5e-02 0.6 
7 1.3e-02 2.1 3.1e-02 0.8 
P%2 
5 1.4e-01 
- 8.8e-02 -
6 5.9e-02 1.3 5.5O-02 0.6 
7 1.3&-02 2.1 3.1e-02 0.8 
p e  
5 7.1e-02 
-
6.3e-02 
-
6 2.7e-02 1.3 3.6^02 0.8 
7 5.9e-03 2.2 1.6e-02 1.0 
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8 CONCLUSION 
The initial results for this new method are promising. We have a stable finite element 
method which, in some cases, attains quasi-optimal convergence rates in the smooth regions. 
We also have developed a theoretical foundation for understanding why this method works. 
These results, however, are preliminary. There are potential pitfalls awaiting in more compli­
cated problems, but there is also untapped potential in the framework. 
Find an efficient adaptive diffusion form of Q:\ : As we mentioned in Section 7.1.3, 
we were not able to find a diffusion operator QN which explicitly added more diffusion near 
a discontinuity. In other words, our Q^.n t in Equations (5.3)-(5.4) does not depend on i. It 
was done implicitly since for large n, (3n^ (and so t /3njî) is small in the smooth regions 
and large near a discontinuity. Nevertheless, an adaptive diffusion operator should improve 
the convergence rates in the smooth regions. 
Run two and three dimensional test problems, especially on curved domains: 
The problems we have chosen are good initial test problems, but more realistic problems are 
required. We would like to implement this method on curved domains (such as airplane wings) 
and in three dimensions. 
Perform comparisons with other numerical methods: We would like to perform 
rigorous comparisons with other methods to see if our method is competitive. 
Extend the theory: In the SV framework, convergence results are available for multi­
dimensional scalar conservation laws [4]. We would like to extend the theory of Chapter 6 to 
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multidimensional problems. We would also like to extend the theory to include convergence 
rates. 
Implement an anisotropic diffusion term to minimize crosswind diffusion: As 
we mentioned in Section 7.1.3, the diffusion operator in our calculations is isotropic. In other 
words, our Q^.n t in Equations (5.3)-(5.4) is zero if j ^ k. We would like to implement an 
anisotropic diffusion term to minimize crosswind diffusion. 
Implement adaptive refinement: In all of our calculations, we used uniform grids. 
Clearly, we would like to have a finer grid near a discontinuity. The ease of edge detection 
gives us a good way of knowing where more elements are needed. Hierarchical bases are well 
suited to adaptive refinement because adding another level does not affect the coefficient values 
of the previous levels. 
Implement discontinuous basis functions: In Section 2.4.1, we listed some of the 
advantages of discontinuous Galerkin (DG) methods. Multi-resolution viscosity ideas can be 
incorporated into the DG framework by using discontinuous hierarchical basis functions, as 
depicted in Figure 8.1. 
Discontinuous Linear Hierarchical Basis Functions 
level 0:2 functions 
level 1:2 functions 
level 2:4 functions 
level 3:8 functions 
-0.8 -0.6 -0.4 
^ 
-0.2 0 0.2 0.4 0.6 0.8 
1 -0.8 -0, -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
: v, ^2,2 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 t 
¥3,4 Z" ^3,7 
Figure 8.1 Discontinuous linear hierarchical basis functions 
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Find a bettor post-processing strategy: As we mentioned in Section 7.1.6, setting 
hierarchical high frequency coefficients to zero near a discontinuity removes the oscillations, 
but it also smoothes across the discontinuity, adding more diffusion. A better strategy would 
be to dampen the high frequency coefficient instead of setting them to zero. We would like 
to find an automatic process which finds what values to set the high frequency coefficients to 
near the discontinuity. 
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