In the present work we investigate the combined influence of magnetic background and boundaries on the thermodynamic properties of effective relativistic mean field models, like the so-called Walecka model. This is done by making use of generalized zeta-function approach and mean-field approximation at effective chemical equilibrium, focusing on the dependence with the size of compactified spatial dimension, the temperature and the magnetic field strength. The findings suggest a rich phase structure in the parameter space. The maintenance of long-range correlations is strongly affected under the change of these parameters, with the symmetric phase being favoured due to both inverse magnetic catalysis effect and the reduction of size of compactified dimension.
I. INTRODUCTION
Experimental and theoretical advances over the past few decades have afforded us a unique opportunity to assess strongly interacting matter under extreme conditions. The understanding of its thermodynamic and transport properties remains at the vanguard of our efforts destined to depict its rich phase structure at finite temperature and baryon number density [1] [2] [3] .
In the theoretical scenario, effective quantum field theories of Quantum Chromodynamics (QCD) at finite temperature have been very useful tools in the mapping of strongly interacting matter. In particular, an illustrative case is the Walecka-like model [4] . One of its qualities is the (at least qualitative) simple description of a large number of phenomena. Its prototypical system is the nuclear matter with exchange nucleon-nucleon interactions. In this context of finite temperature field theory, it means a gas of nucleons immersed in a hot and dense hadronic medium constituted of light mesons and other particles which induce attractive and repulsive short-range interactions [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . In this sense, thermodynamic behaviour of this system can be investigated when it is under certain conditions, like finite temperature, finite chemical potential, and other. The major part of the theoretical studies assumes an infinite volume without magnetic fields.
Looking specially at the influence of external magnetic field on the phase diagram, the motivation comes from the phenomenology of heavy ion collisions and compact stars, in which a strong magnetic background is produced [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . In the case of heavy-ion collisions at RHIC and LHC, for example, the analyses suggest a strong dependence of phase diagram with the strength of magnetic field, which is estimated to be of the hadronic scale, that is of the order of 1 − 10 m 2 π or even higher (m π = 140 MeV is the pion mass) and with duration expected to be rather short (a few fm/c).
Besides, the importance of finite-volume effects on the phase diagram of strongly interacting matter has also been a subject of great interest. A large amount of effort has been devoted to estimate how the long-range correlations are affected due to finite-size effects and their implications on the thermodynamic quantities and transport properties in various contexts . Notice, particularly, that in Ref. [57] is performed an investigation about the relevance of the boundaries on Walecka's meanfield theory without magnetic field, and the findings suggest that the thermodynamic behaviour depends on the length and number d of compactified spatial dimensions, with the symmetric phase being favoured as the size of the system diminishes and d increases. In other words, it has been shown there that the critical temperature for the crossover transition at effective chemical equilibrium decreases as the volume decreases.
It is worthy mentioning that the influence of a finitevolume and the presence of a strong magnetic field has been discussed in the literature in different effective approaches [34-36, 46-48, 52, 60] . Accordingly, a natural question arises about the phase structure of a thermal gas of fermions interacting with a medium constituted of light hadrons (described as a first approximation by Walecka model), confined in a reservoir and under the effect of a magnetic background.
Thus, in the present work we are interested in the combined influence of finite size and magnetic background on the thermodynamic properties of a fermionic system, modelled as a first approximation by the Walecka's meanfield theory at finite temperature. We employ the zetafunction regularization approach to take into account the finite temperature and size of compactified spatial dimension, and obtain the thermodynamic potential and solutions of gap equations. The phase diagram is analyzed under the change of relevant parameters.
The paper is organized as follows. Section II, we present the Lagrangian density and obtain the thermodynamical quantities of Walecka model in mean-field approximation via the zeta function regularization approach. A discussion of the results and phase structure is done in Section III. Finally, Section IV is devoted to concluding remarks.
II. THE FORMALISM
We start by introducing the Walecka model in the presence of an external magnetic field, whose Lagrangian density is given by
is the modified covariant derivative, with A ext µ denoting the four-potential associated to the magnetic background; m ψ , m σ and m ω are the masses of fermion, scalar and vector fields, respectively; W µν = ∂ µ ω ν − ∂ ν ω µ is the ω-field strength tensor; and g σ (g ω ) is the coupling constant for interaction between and Dirac and scalar (vector) field.
The equations of motion can be obtained from Eq. (1); in Lorentz gauge (∂ µ ω µ = 0) they have the following form,
In Eqs. (3) and (4), ρ s =ψψ denotes the scalar density, while j µ =ψγ µ ψ is the fermion 4-current. In the present analysis we are interested in the lowestorder estimate of the thermodynamic properties of the ψ-field. Then, its interactions with other fields will be performed within the mean-field approximation, which means that we will neglect the fluctuations of the scalar and vector fields. The σ and ω fields are replaced by their classical counterparts: σ = σ and ω = ω 0 , with ω µ = 0 for µ = 0. Therefore, after some manipulations the equation of motion for the ψ-field minimally coupled to the external magnetic field [Eq. (2) ] can be rewritten as
where D = p − e A, σ are the Pauli matrices, and
is the effective mass. For convenience, we choose for the magnetic background the Landau gauge A µ ext = (0, −Hx 2 , 0, 0), where H is the intensity of the uniform external magnetic field in the direction z. In this context, the field operators are given by the set of the normalized eigenfunctions of the Landau basis. This means that the solutions of equation of motion in Eq. (5) read,
where u(x 2 ) satisfies a harmonic oscillator equation,
whose solutions are given by
with H l being the Hermite polynomials and X 2 = x 2 − p1 eH . From Eq.(8) the energy eingenvalues can be obtained, yielding the dispersion relation,
where eH is the so-called cyclotron frequency; s = ±1 is the spin variable; and l = 0, 1, 2, ..., denotes the so-called Landau levels.
Besides, we mention another fundamental consequence of presence of magnetic background. The Feynman rules are modified by the dimensional reduction of fourmomentum integral:
In order to analyze the thermodynamic behaviour of the system at thermodynamic equilibrium, let us introduce the partition function via the framework of the imaginary time (Matsubara) formalism [61] ,
where β = 1/T is the inverse of temperature, µ is the chemical potential and L E is the Lagrangian density given by Eq. (1) in Euclidean space and in mean-field approximation.
To take into account finite-temperature and finite-size effects on the phase structure of the model, we denote the Euclidean coordinate vectors by
, with L being the size of the compactified spatial dimension, which can be interpreted as the thickness of the system. As a consequence, the arguments of the function f (p 0 , p 3 , l) in Eq. (11) must be replaced in the way of generalized Matsubara prescription, i.e. (13) such that
Due to the KMS conditions [1, 2, 62] , the fermionic nature of the system imposes an antiperiodic condition in imaginary time coordinate. Notice, however, that there are no restrictions with respect to the periodicity of the spatial compactified coordinate x 3 . So, the parameter c in Eq. (14) can assume the values 0 or 1/2, depending on the physical interest. Now we are able to perform the integration over the fields ψ and ψ † in the definition of partition function shown in Eq. (12) . Then, keeping in mind the thermodynamic relations and the modified integration over momentum as in Eq. (13), we obtain the thermodynamic potential,
and µ * is the effective chemical potential related to the fermion field ψ, defined by
In the present work the thermodynamic potential and the gap equations will be treated in the zeta-function regularization approach [63] . In this sense, the thermodynamic potential in Eq. (16) can be rewritten as
where Y (a) is the Epstein-Hurwitz inhomogeneous zetafunction, defined by
with Y ′ (a) denoting the derivative of Y (a) with respect to the argument a.
One of the advantages of this method is that EpsteinHurwitz inhomogeneous zeta-function in Eq. (18) provides a relatively simple and more tractable way to perform the analytical continuation to the whole complex a plane [31, 33, 63] . It has therefore the following representation,
where the functions F 1 (ν), F 2 (ν), F 3 (ν) and F 4 (ν) are, respectively,
and
, and b ν n,m = 2 ν a n · a m . Looking at the thermodynamic potential in Eq. (18) in more detail, the derivative of Y (a) with respect to a at a → 0 must be carried out cautiously, with a careful analysis of the pole structure [31, 33, 63] . Nevertheless, the following properties of the functions
allow to rewrite the thermodynamic potential as,
where
and U vac is associated to the vacuum fluctuation energy density, i.e. the quantum correction coming from the first term of Eq. (20) . As discussed in Refs. [57, [64] [65] [66] , it can be interpreted in the following way: the scalar interaction effectively changes the fermion mass according to Eq. (6), from m ψ to M * = m ψ − g σ σ , inducing an energy density shift of the vacuum. However, we remark that our interest is in the finite-size effects on the phase structure of the Walecka's mean-field theory introduced in Ref. [5] in the presence of a magnetic background, without quantum correction. Therefore, hereafter we will omit the term U vac in the calculations, and postpone for a further work the analysis of quantum correction contributions.
The investigation of thermodynamic behaviour also requires the study of the gap equations, defined as
The solutions of these equations yield the values for σ and ω 0 corresponding to extrema of thermodynamic potential, and their use in Eqs. (6) and (17) afford the allowed values of (T, µ, L, H)−dependent effective fermion mass M * and effective chemical potential µ * . Thus, the substitution of Eq. (26) in (28) and (29) engenders the gap equations rewritten as
where the scalar and number densities are written as
respectively, with the definition
From Eq. (33), it can be noticed that when the system is considered in effective chemical equilibrium, i.e. µ * = 0, the number density acquires a vanishing value, ρ H = 0, and therefore Eq. (31) engenders ω 0 = 0. Hence, we have obtained above (T, µ, L, H)−dependent expressions for the thermodynamic potential and scalar and number densities. Another thermodynamic quantities as pressure, entropy and others can be obtained by similar procedures to those described above.
In next section, we will discuss the thermodynamic behaviour of the present system, in presence of an external uniform magnetic field and boundaries.
III. PHASE STRUCTURE AND COMMENTS
This section is devoted to the analysis of the phase structure of the system, focusing on how it behaves with the change of the relevant parameters (T, µ, L, H) of the model, and in special, the influence of the magnetic background and boundaries. In the present investigation the system can be regarded as a simplified model to describe the nuclear matter in a medium, also considered at effective chemical equilibrium, i.e. µ * = 0. As discussed in previous section, this fact engenders a vanishing solution ω 0 = 0 of Eq. (31) . In other words, it means that the physical system has the same number of fermion and antifermions.
The numerical parameters of the Walecka model we use are according to the scenario of hadronic physics, in which the fermionic field is associated to nucleons and scalar and vector fields are associated to isoscalarscalar (σ) and isoscalar-vector (ω) mesons. In this sense, The values of parameters are [67, 68] 
A. System without spatial boundaries
We start, for completeness, by studying the behaviour of the nucleon effective mass M * under changes of parameters but without the presence of boundaries, which is basically the scenario described in Ref. [5] but with the presence of magnetic background [? ] . The gap equation for σ-field in Eq. (30) gives the expected value of the field σ, and its use in Eq. (6) yields the nucleon effective mass M * of the field ψ in medium as function of relevant parameters.
It is worthy mentioning that in the situation without the presence of external magnetic field, Refs. [5, 57] have reported the influence of the magnitude of the coupling constant g σ on the nature of the phase diagram: for g σ < 9.8 the nucleon effective mass is smooth in the temperature, whereas for g σ > 9.8 a phase transition of first order takes place. Therefore, we estimate the effect of a magnetic background on this property by analyzing in the next two figures the phase structure of the system in the situations of lower and greater values of g σ .
In Fig. 1 is plotted the values of M * that are solutions of the gap equation in Eq. (30) as function of temperature for different values of Ω, keeping the values of g σ < 9.8 and m σ fixed. We can observe that as the temperature increases, the nucleon effective mass acquires small values, which means that the system decouples to like an almost-free zero-mass fermion gas. But the point here is the influence of magnetic background: at zero temperature, the augmentation of Ω enhances the broken phase (i.e. the magnetic catalysis effect [46] ). This phenomenon remains up to a certain value of temperature. However, an opposite behaviour appears at higher temperatures, where the system tends toward symmetric phase faster as the field strength increases. In other words, an inverse magnetic catalysis takes places in this regime. This phenomenon is known in the literature, and also found in other scenarios [21, [23] [24] [25] [26] [27] [28] . This mechanism induces the restoration of symmetry at higher tempera- tures of the system, lost at lower temperatures. Besides, another relevant feature from the behaviour of M * with Ω in Fig. 1 is that the nature of the transition is modified with the growth of magnetic field: a smooth transition gives rise to a discontinuous one. Namely, there is a value for Ω above which the system suffers a sudden transition (about 5 × 10 5 MeV 2 for g σ = 5.0). In Fig. 2 is shown the plot similar to the one in Fig.  1 , but keeping g σ > 9.8 and m σ fixed. It can be remarked that this regime of greater magnitude of attractive interaction gives rise to S-shaped curves with mixed phase regions, characterizing a discontinuous phase transition at smaller critical temperatures than the previous case. Also, the increase of magnetic field favours the symmetric phase, with effective mass suddenly decreasing at lower critical temperatures. This behaviour is similar to a liquid-gas transition, but is opposite to the one found in the bosonic context [57] . As in Fig. 1 , magnetic catalysis (inverse magnetic catalysis) happens at smaller (higher) temperatures.
To better characterize the first-order nature of the transition, the global minimum and transition temperature, one must analyze the thermodynamic potential density at temperatures where the curves of M * × T are S-shaped. We use the following normalization for U with respect to reference U (M * = 0):
Thus, in Figs. 3-4 the normalized thermodynamic potential density U /V , obtained by using Eq. (26) in (35), is plotted as a function of nucleon effective mass taking respectively two different values of Ω, with distinct temperatures in the transition range, but with m σ , g σ > 9.8 kept fixed. As suggested in Fig. 2 , a two-step phase transition occurs as the temperature increases. At lower temperatures, the global minimum is at a higher values of M * ; the increase of T makes the second local minimum in small values of M * overcome the former one, becoming global minimum; and for higher temperatures the absolute minimum tends smoothly toward zero. Besides, as the field strength increases, the first-order phase transition occurs at smaller critical temperatures, with the global minimum approaching to zero faster. In Fig. 5 we plot U /V as a function of effective mass, at different values of magnetic field, but with temperature, m σ and g σ > 9.8 kept fixed. It can be noticed in more detail the effect of inverse magnetic catalysis discussed above: in this range of temperature the augmentation of Ω induces the restoration of symmetry at higher temperatures of the system, lost at lower temperatures.
We also analyze the properties of the system concerning the magnetic field strength by considering the filling of Landau levels (LL). The number of occupied Landau levels (l max ) is examined by neglecting all levels that contribute with an amount which yields an error less than 0.1% in effective mass. We see from Table I that the number of LL increases when the temperature grows at fixed magnetic field strength. On the other hand, at fixed temperature the number of LL decreases as the magnetic field raises. It is in accordance with the results available in existing literature [69] . This is relevant due to the fact that a smaller number of occupied LL makes easier the numerical computation of the results. We complete this subsection by examining in more detail the influence of the magnetic field and temperature on the effective mass, as well as their typical ranges where the system is more susceptible to a phase transition. In Fig. 6 we display M * in terms of the magnetic field strength Ω, for three different values of temperature. It can be seen that the system becomes sensitive to the effects of magnetic field for magnitudes higher than 3 × 10 4 MeV 2 . The competing character of temperature and magnetic field effects is evident in the considered ranges: while the increase of temperature induces the restoration of chiral symmetry, the augmentation of magnetic field strength yields an opposite effect. Besides, when qualitatively compared to the results in the context of Nambu-Jona-Lasinio model [69, 70] , our outcomes present noticeable similarities. 
B. System with compactified spatial dimensions
Here we investigate the influence of boundaries on the phase structure. It means that the system exists in a region delimited by two infinite planes at a finite distance L from each other. We concentrate on the situation of larger values of g σ , in which a phase transition of first order takes place. Some of the features of finite-size effects have also discussed in Ref. [57] .
The plot in Fig. 7 is the same as in Fig. 1 , but for finite values of L and with Ω kept fixed. We see that allowed values of effective mass are affected by the presence of boundaries; the range of temperature where occurs the mixed phase is spread out as the length of compactified coordinate decreases. In other words, the symmetric phase is favoured as the size of the system decreases.
The combined effects of the dependence on the size of the system and field strength can be better described from Fig. 8 , in which is plotted the values of effective mass that are solutions of the gap equation in Eq. (30) as function of inverse of thickness x = 1/L for different values of Ω, keeping temperature, g σ > 9.8 and m σ fixed. In the bulk (x → 0 or L → ∞), M * suffers an increase as field strength grows, as expected due to magnetic catalysis effect previously discussed. Notice that the reduction of L engenders a reduction of M * , which is a similar behaviour with respect to the temperature dependence. In this context, the results suggest the existence of a critical value L c at which the system experiences a discontinuous phase transition to a small value of M * . The interesting point here is that the growth of field strength induces Once more, for the sake of completeness a plot of the thermodynamic potential density U /V as a function of effective mass is shown in Figs. 9 and 10 , at different values of L but with field strength, temperature, m σ and g σ kept fixed. It can be remarked that higher values of L the global minimum is localized at bigger values of M * ; as the size of the system reduces, at a specific critical value L c the absolute minimum becomes the one at smaller values of M * ; even bigger values of L make M * tending smoothly toward zero. Moreover, the firstorder phase transition occurs at bigger critical sizes as the field strength grows, with the global minimum moving towards zero faster.
Hence, our findings suggest that the presence of boundaries disfavours the maintenance of long-range correlations, inducing the suppression of the ordered phase. In the end, we see that the phase structure of the system is strongly affected by the combination of the effects associated to the existence of boundaries and magnetic background. We can summarize as follows: starting at smaller temperatures, with the system in the broken phase, the bulk approach seems a good approximation in the range of greater values of the thickness L, since the magnetic catalysis is not modified. The effective mass behavior obtained in the present approach has noticeable similarities with the one in the context of Nambu-Jona-Lasinio model discussed in Refs. [69, 70] . Nevertheless, keeping T fixed, the reduction of L engenders a change of behaviour and produces a discontinuous phase transition, whose critical value L c is larger as the field strength increases. Yet at the same temperature and at a thickness L < L c , the symmetric phase is favoured due to both inverse magnetic catalysis effect and the reduction of L. These are the main results of this work. 
IV. CONCLUSIONS
In this work we have analyzed the phase structure of Walecka model in the presence of a magnetic background and boundaries. In mean-field approximation and at effective chemical equilibrium, we have investigated the thermodynamic potential and gap equation solutions under the change of the size of compactified coordinate, temperature and magnitude of external magnetic field. We have interested on the situation of larger values of the coupling constant g σ , in which a phase transition of first order takes place as the temperature increases.
Looking at the magnetic background influence, distinct phenomena appear for different ranges of temperatures: magnetic catalysis (enhancement of broken phase) occurs at smaller values of T , while the inverse magnetic catalysis effect (stimulation of the restoration of symmetry) at higher temperatures is suggested.
When the presence of boundaries is taken into account, the maintenance of long-range correlations is disfavoured, inducing the suppression of the ordered phase. We have seen that the thermodynamic behaviour is strongly affected by boundaries and magnetic background. Taking smaller temperatures, with the system in the broken phase, we have noticed that magnetic catalysis is not altered in the range of greater values of the thickness L (bulk approximation). On the other hand, keeping T fixed, the reduction of L engenders a discontinuous phase transition at a critical L c , whose value grows as the field strength increases. Therefore, the symmetric phase is favoured due to both inverse magnetic catalysis effect Finally, we stress that the results outlined above can give us insights about relativistic fermionic systems in a hot medium confined in a reservoir. Further studies will be done in order to apply the present approach to specific physical systems (such as ultrarelativistic nuclear and compact astrophysical objects) and to extend it including quantum corrections as well as beyond mean-field approximations. 
