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SHINTANI THETA LIFTS OF HARMONIC MAASS FORMS
CLAUDIA ALFES-NEUMANN AND MARKUS SCHWAGENSCHEIDT
Abstract. We define a regularized Shintani theta lift which maps weight 2k + 2 (k ∈
Z, k ≥ 0) harmonic Maass forms for congruence subgroups to (sesqui-)harmonic Maass
forms of weight 3/2+k for the Weil representation of an even lattice of signature (1, 2). We
show that its Fourier coefficients are given by traces of CM values and regularized cycle
integrals of the input harmonic Maass form. Further, the Shintani theta lift is related via
the ξ-operator to the Millson theta lift studied in our earlier work. We use this connection
to construct ξ-preimages of Zagier’s weight 1/2 generating series of singular moduli and
of some of Ramanujan’s mock theta functions.
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1. Introduction
1.1. The Shintani theta lift. The classical Shimura-Shintani correspondence [Shi73,
Shi75], as refined by Kohnen [Koh80, Koh82], establishes a Hecke-equivariant isomorphism
between the space S2k+2 of cusp forms of integral weight 2k + 2 for Γ = SL2(Z) and the
space S3/2+k of cusp forms of half-integral weight 3/2 + k for Γ0(4) satisfying the Kohnen
plus space condition, for all integers k ≥ 0. For higher level N the correspondence gives
isomorphisms between spaces of newforms of weight 2k+ 2 for Γ0(N) and cuspidal Jacobi
newforms of weight k + 2 and index N , see [GKZ87, SZ88]. We restrict to level N = 1
for simplicity in the introduction, but we will work with arbitrary congruence subgroups
of SL2(Z) in the body of the paper by using the language of vector valued modular forms
for the Weil representation of an even lattice of signature (1, 2).
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The isomorphism S2k+2 ∼= S3/2+k can be realized by taking suitable linear combinations
of Shintani theta lifts
ISh∆ : S2k+2 → S3/2+k, ISh∆ (G, τ) =
∫
Γ\H
G(z)ΘSh,∆(τ, z)y
2k+2dx dy
y2
,
where τ = u + iv, z = x + iy ∈ H, and ΘSh,∆(τ, z) is the non-holomorphic Shintani theta
function, twisted by a fundamental discriminant ∆ with (−1)k+1∆ > 0. It is explicitly
given by
ΘSh,∆(τ, z) = 2v
1/2
∑
D∈Z
sgn(∆)D≡0,1(4)
∑
Q∈Q|∆|D
χ∆(Q)
Q(z¯, 1)k+1
|∆|(k+1)/2y2k+2e
−4πv |Q(z,1)|2
|∆|y2 e−2πiDτ ,
where Q|∆|D denotes the set of all integral binary quadratic forms Q(x, y) = ax2+bxy+cy2
(with a, b, c ∈ Z) of discriminant |∆|D = b2−4ac, and χ∆ is the generalized genus character
from [GKZ87] which is defined for Q ∈ Q|∆|D by
χ∆(Q) =


(
∆
n
)
, if (a, b, c,∆) = 1 and Q represents n with (n,∆) = 1,
0, otherwise.
The Shintani theta function transforms like a modular form of weight 2k+2 for Γ in z and,
by Poisson summation, its complex conjugate transforms like a modular form of weight
3/2 + k for Γ0(4) in τ . Further, as a function of z it is of moderate growth at the cusp ∞.
Thus the theta integral is well-defined and converges absolutely for G ∈ S2k+2.
The Shintani theta lift of cusp forms has first been studied by Shintani [Shi75], Niwa
[Niw74] and Cipra [Cip83] to refine the original correspondence of Shimura [Shi73]. Its
Fourier expansion can be computed from the theta integral and is given by the generating
series of twisted traces of geodesic cycle integrals of G ∈ S2k+2,
ISh∆ (G, τ) =
(−1)k
|∆|(k+1)/2
∑
D>0
sgn(∆)D≡0,1(4)

 ∑
Q∈Q|∆|D /Γ
χ∆(Q)
∫
ΓQ\cQ
G(z)Q(z, 1)kdz

 e2πiDτ ,
where cQ denotes the geodesic in H defined by a|z|2 + bx + c = 0, which is a semi-circle
oriented from (−b−√|∆|D)/2a to (−b+√|∆|D)/2a if a 6= 0, and the vertical line from
− c
b
to i∞ if b > 0 and from i∞ to − c
b
if b < 0, if a = 0. On the one hand, this shows
that ISh∆ (G, τ) really is a cusp form, and on the other hand, it gives a conceptual proof
for the modularity of an interesting generating series, which is in fact one of the major
applications of similarly defined theta lifts.
Recently, the Shintani theta lift has been generalized to weakly holomorphic modular
forms by Bringmann, Guerzhoy and Kane [BGK14, BGK15], again yielding cusp forms,
and to differentials of the third kind by Bruinier, Funke, Imamoglu and Li [BFIL17], giving
real analytic modular forms of weight 3/2 whose holomorphic parts are generating series of
traces of winding numbers of geodesics with respect to the poles of the input differential.
The aim of the present work is to generalize the Shintani theta lift to harmonic Maass
3forms. Recall from [BF04] that a smooth function G : H→ C is called a harmonic Maass
form of weight κ ∈ Z for Γ if it is annihilated by the invariant Laplace operator
∆κ = −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iκy
(
∂
∂x
+ i
∂
∂y
)
,(1.1)
transforms like a modular form of weight κ under Γ, and is at most of linear exponential
growth at the cusp ∞. A harmonic Maass form G of weight κ splits into a holomorphic
and a non-holomorphic part G = G+ +G− having Fourier expansions of the form
G+(z) =
∑
n∈Z
n≫−∞
a+G(n)e
2πinz, G−(z) = a−G(0)y
1−κ +
∑
n∈Z\{0}
n≪∞
a−G(n) Eκ(4πny)e2πinz,(1.2)
with coefficients a±G(n) ∈ C, and y1−κ replaced by log(y) if κ = 1. Here the function Eκ(y)
could be any antiderivative of ey(−y)−κ, and for our purposes it is convenient to set
Eκ(y) =


Γ(1− κ,−y), if κ ≤ 0,
(−1)κ+1
(κ− 1)!
(
ey
κ−2∑
j=0
y−j−1j!− Ei(y)
)
, if κ > 0,
where Γ(s, y) =
∫∞
y
e−tts−1dt is the incomplete Gamma function and Ei(y) = − ∫∞−y e−t dtt
is the exponential integral, which is defined using the Cauchy principal value for y > 0.
The space of harmonic Maass forms of weight κ is denoted by Hκ. Harmonic Maass forms
of half-integral weight for Γ0(4) satisfying the Kohnen plus space condition are defined
analogously. We also require the antilinear differential operator
ξκG = 2iy
κ ∂
∂z¯
G(z),
which defines a surjective map Hκ → M !2−κ and acts on the Fourier expansion of G ∈ Hκ
by
ξκG = ξκG
− = (1− κ)a−G(0)−
∑
n≫0
n 6=0
(4πn)1−κa−G(−n)e2πinz.
It is related to the Laplace operator by ∆κ = −ξ2−κξκ. We let H+κ be the subspace
consisting of those harmonic Maass forms in Hκ that map to a cusp form in S2−κ under
ξκ.
Since ΘSh,∆(τ, z) is of moderate growth at∞, the theta integral does usually not converge
for G ∈ H2k+2, and has to be regularized in a suitable way to give it a meaning. Following
Borcherds [Bor98], we define the regularized Shintani theta lift of G ∈ H2k+2 by
ISh∆ (G, τ) = CTs=0
[
lim
T→∞
∫
FT
G(z)ΘSh,∆(τ, z)y
2k+2−sdx dy
y2
]
,
where FT = {z ∈ H : |x| ≤ 1/2, |z| ≥ 1, y ≤ T} is a truncated fundamental domain for
Γ\H and CTs=0 F (s) denotes the constant term in the Laurent expansion at s = 0 of a
meromorphic function F (s). Our first main result is then the following.
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Theorem 1.1. The regularized Shintani theta lift ISh∆ (G, τ) of a harmonic Maass form
G ∈ H2k+2 exists and defines a harmonic Maass form in H3/2+k. If G ∈M !2k+2 is a weakly
holomorphic modular form then ISh∆ (G, τ) ∈M3/2+k is a holomorphic modular form, and if
in addition a+G(0) = 0 then I
Sh
∆ (G, τ) ∈ S3/2+k is a cusp form.
Remark 1.2. For k = 0 and higher level the Shintani theta lift of a harmonic Maass form of
weight 2 is in general not harmonic, but maps to a linear combination of unary theta series
of weight 3/2 under ∆3/2, i.e., it is a sesquiharmonic Maass form. Note that there are no
unary theta series of weight 3/2 for Γ0(4), and thus the Shintani theta lift is harmonic in
this case.
The above result follows from the basic properties of the Shintani theta lift established
in Section 5 together with its Fourier expansion given in Theorem 6.1.
In our earlier work [ANS16] we investigated the so-called Millson theta lift IM∆ (F, τ) from
weight −2k to weight 1/2− k harmonic Maass forms, with F ∈ H+−2k assumed to map to
a cusp form under ξ−2k. We showed that it is related to the Shintani theta lift via the
differential equation
ξ1/2−k,τIM∆ (F, τ) = −4k
√
|∆|ISh∆ (ξ−2k,zF, τ).
Note that both sides of the above equation are cusp forms. Since ξ : H+−2k → S2k+2
is surjective, this relation can be used to construct ξ-preimages of cusp forms of weight
3/2 + k arising as Shintani theta lifts of cusp forms of weight 2k+ 2. Conversely, we show
the following relation which implies that the Shintani theta lift can be used to construct
ξ-preimages of weakly holomorphic modular forms of weight 1/2 − k arising as Millson
theta lifts of weakly holomorphic modular forms of weight −2k.
Proposition 1.3. The Millson and the Shintani theta lift satisfy the differential equation
ξ3/2+k,τI
Sh
∆ (G, τ) = −
1
4k+1
√|∆|IM∆ (ξ2k+2,zG, τ)
for every harmonic Maass form G ∈ H2k+2.
The proof follows from an analagous differential equation satisfied by the Millson and
the Shintani theta functions and an application of Stokes’ theorem. See Proposition 5.5
for the general result. We will illustrate this result in Section 1.4 below.
1.2. Traces of CM values and regularized cycle integrals of harmonic Maass
forms. The second main result of this work is the computation of the Fourier expansion
of the Shintani theta lift. It turns out that it is the simultaneous generating series of traces
of (suitably regularized) cycle integrals and traces of CM values of (iterated derivatives of)
G ∈ H2k+2, whose definition we now explain.
For Q ∈ Q|∆|D with D < 0 we let zQ ∈ H be the CM point associated to Q which is
characterized by Q(zQ, 1) = 0. In this case the stabilizer of Q in Γ = Γ/{±1} is finite.
For D < 0 such that sgn(∆)D is a discriminant and a Γ-invariant function F we define a
5twisted trace function by
tr+∆(F,D) =
∑
Q∈Q+
|∆|D
/Γ
χ∆(Q)
F (zQ)
|ΓQ|
,
where Q+|∆|D consists of all positive definite (a > 0) forms in Q|∆|D. If F = 1 and ∆ = 1
then tr+1 (1, D) = H(D) is a Hurwitz class number.
For D > 0 we let cQ be the geodesic in H defined by a|z|2 + bx + c = 0, with the
orientation as explained above. If |∆|D is a square then the stabilizer of Q in Γ is trivial
and cQ is an infinite geodesic in the modular curve Γ\H, and if |∆|D is not a square then
the stabilizer of Q in Γ is infinite cyclic and ΓQ\cQ is a closed geodesic in Γ\H. For D > 0
such that sgn(∆)D is a discriminant and |∆|D is not a square we define a twisted trace
function of a harmonic Maass form G ∈ H2k+2 by
tr∆(G,D) =
∑
Q∈Q|∆|D /Γ
χ∆(Q)
∫
ΓQ\cQ
G(z)Q(z, 1)kdz.
If |∆|D is a square then the cycle integrals appearing above typically diverge since cQ is
infinite in Γ\H and G is of exponential growth at the cusp ∞. To explain the appropriate
regularization we assume for simplicity that Q(x, y) = xy, so that cQ is the positive imag-
inary axis. For the general definition we refer the reader to Section 3. If we suppose for
the moment that G ∈ S2k+2 is a cusp form, then we can write∫
cQ
G(z)Q(z, 1)kdz = ik+1
∫ ∞
0
G(iy)ykdy = ik+1(1 + (−1)k+1) lim
T→∞
∫ T
1
G(iy)ykdy.
For fixed T > 0 the last integral also exists for a harmonic Maass form G ∈ H2k+2. Further,
by plugging in the Fourier expansion of G ∈ H2k+2, the integral can explicitly be evaluated
(see Lemma 3.1). By subtracting all the parts which are growing as T → ∞, we obtain
the following definition.
Definition 1.4. Suppose that Q(x, y) = xy, and let G ∈ H2k+2. Pick a positive real
number T > 0. Then for k > 0 the regularized cycle integral of G along cQ = iR>0 is
defined by∫ reg
cQ
G(z)Q(z, 1)kdz = ik+1(1 + (−1)k+1)
×
(∫ T
1
G(iy)ykdy − a+G(0)
T k+1
k + 1
+
∑
n 6=0
a+G(n)
Γ(k + 1, 2πnT )
(2πn)k+1
+ a−G(0)
T−k
k
+
∑
n 6=0
a−G(n)
(
E2k+2(4πnT )Γ(k + 1, 2πnT )
(2πn)k+1
− 2
−2k−1k!
(2πn)k+1
k∑
j=0
(−1)j
j!
E2k+2−j(2πnT )
))
.
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For k = 0 it is defined by the same formula1, but T
−k
k
has to be replaced by − log(T ). The
regularized cycle integral is independent of the choice of T > 0.
Remark 1.5. (1) By plugging in T = 1 the formula further simplifies. If G ∈ M !2k+2 is
weakly holomorphic and satisfies a+G(0) = 0, this agrees with the definition of the
regularized cycle integral of G given in [BFK14].
(2) The same idea has been used in [BFI15] to define regularized cycle integrals of
harmonic Maass forms of weight 0. As in Theorem 3.2 of [BFI15] the regularized
cycle integrals can be rewritten in terms of line integrals of G and ξ2k+2G against
polygamma functions and Bernoulli polynomials, see Proposition 3.4.
(3) It is not yet clear that this naive approach gives the correct regularization. It will
be justified by the fact that the regularized cycle integrals appear in the Fourier
expansion of the Shintani lift.
We define tr∆(G,D) for |∆|D > 0 being a square in an analogous way as before, but
using the regularized cycle integrals of G. Similarly as in [BFK14] and [BFI15], we may
view this trace as a replacement for the central critical value of the (non-existent) L-series
of a harmonic Maass form of weight 2k + 2. Correspondingly, we define the ∆-th twisted
central critical L-value of G ∈ H2k+2 by
L∗∆(G, k + 1) =
√
|∆| tr∆(G,−∆),(1.3)
which is inspired by the analogous formula for the central value s = k+1 of the completed
twisted L-series
L∗∆(F, s) = (2π)
−sΓ(s)|∆|s
∑
n>0
(
∆
n
)
aF (n)n
−s
of a cusp form F ∈ S2k+2, see the proof of Corollary 1 in [Koh85]. We give an explicit
example in Section 1.4 below.
1.3. The Fourier expansion of the Shintani lift. We can now state the Fourier ex-
pansion of the Shintani lift, which is the main result of this work. To simplify the notation
we only give a formula for its holomorphic part in the introduction.
Theorem 1.6. Let k ∈ Z with k ≥ 0 and let G ∈ H2k+2. The Fourier expansion of the
holomorphic part of the Shintani theta lift ISh∆ (G, τ) is given by
|∆|(k+1)/2ISh∆ (G, τ)+ =(−1)k+1|∆|−k/2a+G(0)L∆(−k) + (−1)k
∑
D>0
tr∆(G,D)e
2πiDτ ,
where L∆(s) =
∑∞
n=1
(
∆
n
)
n−s for Re (s) > 1 is a Dirichlet L-series, and tr∆(G,D) are
twisted traces of regularized cycle integrals of G.
1For even k the above regularized cycle integral actually vanishes for trivial reasons. Nevertheless, this
is not true for arbitrary quadratic forms of square discriminant or harmonic Maass forms of higher level,
and the above formula gives the correct idea.
7Remark 1.7. (1) The non-holomorphic part is determined by the relation to the Millson
lift from Proposition 1.3 and the fact that the Fourier expansion of the Millson lift
of the weakly holomorphic modular form ξ2k+2G is given by the generating series
of traces tr+∆(R
k
−2kξ2k+2, D), where R
k
−2k = R−2 ◦R−4 ◦ · · · ◦R−2k (with R00 = id) is
an iterated version of the Maass raising operator Rκ = 2i
∂
∂z
+ κy−1. We give the
full Fourier expansion in Theorem 6.1.
(2) In [BGK14, BGK15] the Shintani lift was generalized to weakly holomorphic modu-
lar forms with vanishing constant terms, and it was shown to yield cusp forms whose
Fourier expansions are given by regularized cycle integrals of the input. However,
the authors did not use a theta lift approach, but they showed that the regularized
cycle integrals of a weakly holomorphic modular form F ∈ M !2k+2 with aF (0) = 0
essentially agree with the cycle integrals of the cusp form ξ−2kF ∈ S2k+2, where
F ∈ H+−2k is any harmonic Maass form with D2k+2F = F , with D = 12πi ∂∂z . This
approach does not work for harmonic Maass forms.
The crucial ingredient for the computation of the above Fourier expansion is a preimage
under the Laplace operator ∆2k+2 of the Shintani Schwartz function
ϕ0Sh(Q, τ, z) = 2v
1/2 Q(z¯, 1)
k+1
|∆|(k+1)/2y2k+2 e
−4πv
(
|Q(z,1)|2
|∆|y2
−D
)
.
Note that the Shintani theta function is given by
ΘSh,∆(τ, z) =
∑
D∈Z
sgn(∆)D≡0,1(4)
∑
Q∈Q|∆|D
χD(Q)ϕ
0
Sh(Q, τ, z)e
−2πiDτ¯ .
We define the quantity pz(Q) = −y−1(a|z|2+bx+c), which vanishes exactly on the geodesic
cQ.
Proposition 1.8. For Q ∈ Q|∆|D and z ∈ H with Q(z, 1) 6= 0 the function
η(Q, τ, z) = − 1
2Q(z, 1)k+1
∫ ∞
|pz(Q)|√
|∆|
(
t2 +D
)k
erfc
(√
πvt
)
dt,
with erfc(x) = 2√
π
∫∞
x
ew
2
dw, satisfies
ξ2k+2η(Q, τ, z) =
Q(z, 1)k
2|∆|k+1/2 sgn(pz(Q)) erfc
(
√
πv
|pz(Q)|√|∆|
)
and
∆2k+2η(Q, τ, z) = ϕ
0
Sh(Q, τ, z).
The proposition can be proved by a direct computation. The most important point for
us is that η(Q, τ, z) has a singularity at the CM point zQ if D < 0, and ξ2k+2η(Q, τ, z) has
a jump discontinuity along the geodesic cQ if D > 0.
To explain the main idea of the computation of the Fourier expansion of ISh∆ (G, τ) we
ignore the necessary regularization and all convergence issues for the moment. Then,
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roughly speaking, the D-th Fourier coefficient for D 6= 0 of the Shintani theta lift can be
computed by the unfolding argument as∑
Q∈Q|∆|D/Γ
χ∆(Q)
∫
ΓQ\H
G(z)ϕ0Sh(Q, τ, z)y
2k+2dx dy
y2
.
If we now plug in ∆2k+2η(Q, τ, z) for ϕ
0
Sh(Q, τ, z), we formally obtain, using Stokes’ theorem
and the fact that G is harmonic, that∫
ΓQ\H
G(z)ϕ0Sh(Q, τ, z)y
2k+2dx dy
y2
=
∫
∂(ΓQ\H)
G(z)ξ2k+2η(Q, τ, z)dz
−
∫
∂(ΓQ\H)
ξ2k+2G(z)η(Q, τ, z)dz.
Thus we can reduce the computation of the two-dimensional integral on the left-hand side
to the computation of two one-dimensional boundary integrals. In fact, we have to be a
bit more careful since η(Q, τ, z) and ξ2k+2η(Q, τ, z) have singularities at CM points and
geodesics, so before using Stokes’ theorem we have to cut out small ε-neighbourhoods
around these singularities, and afterwards let ε go to 0. This gives further boundary
integrals, which yield the CM values of Rk−2kξ2k+2G and parts of the regularized cycle
integrals of G. Due to the necessary regularization, the actual computation of the several
boundary integrals is still very involved, and occupies a considerable part of this work.
The existence of the ∆2k+2-preimage η(Q, τ, z) of ϕ
0
Sh(Q, τ, z) is not at all clear, and was
quite surprising to us. Without it, the computation of the Fourier expansion would have
been even harder, and maybe unfeasible. Further, it opens a way to further generalizations
of the Shintani theta lift. For example, it should be possible, using similar methods as
presented here, to extend the Shintani theta lift to meromorphic modular forms or polar
harmonic Maass forms. We hope to come back to this problem in the near future.
1.4. Application: ξ3/2-preimages of weight 1/2 weakly holomorphic modular
forms. Let k = 0 and let ∆ < 0 be a fundamental discriminant. We let J = j− 744 ∈M !0
be the j-invariant without its constant term, and we let
f|∆|(τ) = e2πi∆τ +
∑
D<0
1√|D| tr+∆(J,D)e−2πiDτ
be the generating series of twisted singular moduli discovered by Zagier [Zag02]. It is
a weakly holomorphic modular form of weight 1/2 for Γ0(4) satisfying the Kohnen plus
space condition, and it can be constructed as the Millson theta lift IM∆ (J, τ) = 2f|∆|(τ) of
J , compare [ANS16], Theorem 1.1. Let J˜ ∈ H2 be a ξ2-preimage of J . Such a preimage
exists by the surjectivity of the ξ-operator, but can also be explicitly constructed as a
Maass-Poincare´ series, see [Bru02], Section 1.3. The holomorphic part of its Shintani theta
lift has the Fourier expansion√
|∆|ISh∆ (J˜ , τ)+ = −a+J˜ (0)L∆(0) +
∑
D>0
tr∆
(
J˜ , D
)
e2πiDτ .
9By Proposition 1.3 we have
ξ3/2I
Sh
∆
(
J˜ , τ
)
= − 1
4
√|∆|IM∆ (J, τ) = − 12√|∆|f|∆|(τ),
so the Shintani theta lift of J˜ yields a ξ3/2-preimage of f|∆|. This can be used to evaluate
the regularized Petersson inner products (fD, f|∆|)reg with fD for −D < 0 a discriminant.
For the exact definition of this inner product, in particular for the case D = |∆|, we refer
the reader to [BDE16]. We will make use of the fact that the regularized inner product of
two weakly holomorphic modular forms f, g ∈M !κ with g = ξ2−κG for some G ∈ H2−κ can
be evaluated as
(f, g)reg = (f, ξ2−κG)reg =
∑
D∈Z
af(D)a
+
G(−D),(1.4)
see [BDE16], Theorem 4.1. Since the Shintani theta lift does not have a holomorphic
principal part, i.e. the coefficients of negative index of its holomorphic part vanish, we
obtain the following result.
Proposition 1.9. For ∆ < 0 a fundamental discriminant and −D < 0 a discriminant we
have the formula (
fD, f|∆|
)reg
= −2 tr∆
(
J˜ , D
)
.
Remark 1.10. (1) Interpreting tr∆
(
J˜ ,−∆) as a regularized L-value as in (1.3), we ob-
tain the striking identity(
f|∆|, f|∆|
)reg
= − 2√|∆|L∗∆
(
J˜ , 1
)
.
(2) The regularized L-value of J˜ is explicitly given by
π
|∆|L
∗
∆
(
J˜ , 1
)
= −
∑
n 6=0
(
∆
n
)
a+
J˜
(n)
n
e−2πn/|∆|
−
∑
n 6=0
(
∆
n
)
a−
J˜
(n)
n
(
E2
(
4πn
|∆|
)
e−2πn/|∆| − 1
2
E2
(
2πn
|∆|
))
.
Note that a−
J˜
(n) = 4πn aJ(−n). By adding a suitable weakly holomorphic modular
form, we can assume that a+
J˜
(n) = 0 for n < 0. Then, by (1.4) we have a+
J˜
(n) =
(Jn, J)
reg for n ≥ 0, where Jn ∈ M !0 is the unique modular function whose Fourier
expansion starts e−2πinz +O(e2πiz).
(3) An analogous evaluation of the regularized Petersson norm of the weight 3/2 gen-
erating series of singular moduli g1 is given in [BDE16], Theorem 1.2.
(4) If ∆ is not a fundamental discriminant then f|∆| can be written as a linear combi-
nation of twisted Millson theta lifts. This can be used to work out a formula for
the above inner product for non-fundamental discriminants ∆ < 0 as well.
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We would like to point out that the above application was in fact one of main motivations
and the starting point for the present work. Recently, Bruinier, Funke and Imamoglu
[BFI15] constructed a similar regularized theta lift (producing weight 1/2 harmonic Maass
forms) by integrating a weight 0 harmonic Maass form against the Siegel theta function.
Thereby they constructed ξ1/2-preimages of the weight 3/2 generating series of singular
moduli g∆ for fundamental discriminants ∆ > 0. The regularized Shintani theta lift
provides ξ3/2-preimages of the weight 1/2 modular forms f|∆| for ∆ < 0.
1.5. Application: Shintani theta lifts of Eisenstein series. Let k = 0 and let ∆ < 0
be a fundamental discriminant. By the Dirichlet class number formula we have L∆(0) =√|∆|L∆(1)/π = H(|∆|).
Let
E∗2(z) = 1− 24
∑
n≥1
σ1(n)e
2πinz − 3
πy
be the non-holomorphic Eisenstein series of weight 2 for Γ. Note that ξ2E
∗
2 =
3
π
. The Shin-
tani theta lift of E∗2 is a harmonic Maass form of weight 3/2 having the Fourier expansion√
|∆|ISh∆ (E∗2 , τ) = −H(|∆|) +
∑
D>0
tr∆(E
∗
2 , D)e
2πiDτ
+
3
2π
H(|∆|)v−1/2 +
∑
D<0
tr+∆
(
3
π
, D
)
2
√|D| v−1/2β3/2(4π|D|v)e2πiDτ ,
where β3/2(s) =
∫∞
1
e−stt−3/2dt. We would like to compare this to Zagier’s non-holomorphic
Eisenstein series of weight 3/2 defined by
E∗3/2(τ) =
∑
D≥0
H(D)e2πiDτ +
1
16π
∑
n∈Z
v−1/2β3/2(4πn2v)e−2πin
2τ ,
where H(0) = − 1
12
and H(D) = 0 if −D 6= 0 is not a discriminant, see [Zag75]. Note
that β3/2(0) = 2. We see that the difference
√|∆|ISh∆ (E∗2 , τ) − 12H(|∆|)E∗3/2(τ) is a
harmonic Maass form of weight 3/2 whose constant coefficients of the holomorphic and
non-holomorphic parts vanish. In particular, it maps to a cusp form of weight 1/2 under
ξ3/2. Since S1/2 = {0}, we find that the difference is a holomorphic cusp of weight 3/2, but
S3/2 = {0} as well, so we obtain that the difference vanishes.
Proposition 1.11. The Shintani theta lift of E∗2 is given by√
|∆|ISh∆ (E∗2 , τ) = 12H(|∆|)E∗3/2(τ).
By comparing the holomorphic parts of both sides, we obtain an interesting identity of
cycle integrals of E∗2 and Hurwitz class numbers.
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Corollary 1.12. For a fundamental discriminant ∆ < 0 and a discriminant −D < 0 we
have ∑
Q∈Q|∆|D /Γ
χ∆(Q)
∫ reg
ΓQ\cQ
E∗2(z)dz = 12H(|∆|)H(D).
Remark 1.13. (1) For ∆ < 0 and −D < 0 being coprime fundamental discriminants,
the above formula goes back to Hecke. We refer to [DIT17] for a nice overview over
this and related formulas.
(2) The case −D = ∆ is particularly interesting. The twisted trace of regularized
cycle integrals of E∗2 can explicitly be evaluated by choosing as representatives for
Q|∆|2 /Γ the forms Q(x, y) = |∆|xy + cy2 with 0 ≤ c < |∆|. For a fundamental
discriminant ∆ < 0 we obtain the equality
1
12
√|∆|L∗∆(E∗2 , 1) =
2
√|∆|
π
∑
n>0
(
∆
n
)
σ1(n)
n
e−2πn/|∆| = H(|∆|)2.
The second equality can also be derived from Dirichlet’s class number formula.
(3) By comparing the non-holomophic parts of E∗3/2 and the Shintani theta lift of E
∗
2 ,
we obtain for −D > 0 being a discriminant the formula
tr+∆(1, D)√|D| =
{
H(|∆|), if |D| is a square,
0, otherwise,
which can also be verified directly.
Similarly, we find for k > 0 that the Shintani theta lift of the normalized Eisenstein
series E2k+2 for Γ is a multiple of the Cohen Eisenstein series of weight 3/2 + k [Coh75].
This is well known, and also follows from the evaluation of cycle integrals of E2k+2 along
cQ in terms of the L-series ζQ(s) associated to Q due to Kohnen and Zagier [KZ84] (see
also [FM11], Section 9, and [BGK15], Theorem 1.3 and Lemma 4.1). However, the lift of
the non-holomorphic Eisenstein series E∗2 seems to be new.
1.6. Application: ξ3/2-preimages of Ramanujan’s mock theta functions. We would
like to explain how the Shintani theta lift can be used to construct ξ3/2-preimages of
Ramanujan’s mock theta functions. The idea is similar as in Section 1.4, so we will only
give a sketch. Let
f(q) = 1 +
∞∑
n=1
qn
2∏n
j=1(1 + q
j)2
, w(q) = 1 +
∞∑
n=1
q2n
2+2n∏n+1
j=1 (1− q2j−1)2
,
be two of Ramanujan’s mock theta functions of order 3. Zwegers [Zwe01] showed that they
can be understood as components of the holomorphic part of a vector valued harmonic
Maass form H(τ) of weight 1/2 (see also [BO10], Section 8, for an overview). In [BS17], it
was noticed that the Millson theta lift of the Γ0(6)-invariant function
F (z) = − 1
40
· E4(z) + 4E4(2z)− 9E4(3z)− 36E4(6z)
(η(z)η(2z)η(3z)η(6z))2
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is a multiple of H(τ), and this relation was used to find formulas for f(q) and ω(q) in
terms of traces of CM values of F . If we let F˜ be a harmonic Maass form of weight 2
for Γ0(6) which maps to F under ξ2, then the differential equation from Proposition 5.5
tells us that the Shintani theta lift ISh1 (F˜ , τ) yields a sesquiharmonic Maass form which is
a ξ3/2-preimage of a multiple of H(τ). Its Fourier coefficients of the holomorphic part are
given by traces of regularized cycle integrals of F˜ .
In her master’s thesis, Kupka [Kup17] constructed (completions of vector valued versions
of) Ramanujan’s mock theta functions of order 5 and 7 as Millson lifts of weakly holomor-
phic modular functions, so the Shintani theta lift can immediately be used to construct
ξ3/2-preimages of these mock theta functions as well.
1.7. Outline of the work. The paper is organized as follows.
We explain the basic setup of the work in Section 2. We realize the complex upper
half-plane as the Grassmannian of positive definite lines in a rational quadratic space V of
signature (1, 2), and we define CM points and geodesics in this model. Further, we recall
the definition of vector valued harmonic Maass forms for the Weil representation associated
to an even lattice.
In Section 3 we define regularized cycle integrals of harmonic Maass forms of positive
even weight, and we give an alternative formula as a line integral involving polygamma
functions and Bernoulli polynomials.
In Section 4 we recall the definition and the basic properties of the Millson and the
Shintani theta functions, i.e., their transformation behaviour, their growth at the cusps,
and their relations by differential operators.
The corresponding regularized Millson and Shintani theta lifts are investigated in Sec-
tion 5. We show that the theta lifts yield real analytic (often harmonic) automorphic forms
which are related by the ξ-operator.
Section 6 is the technical heart of the work. We state and compute the Fourier expansion
of the Shintani theta lift. To this end, we introduce the function η(Q, τ, z) and use it
to reduce the computation of the Fourier coefficients of the Shintani theta lift to the
computation of several boundary integrals, which we then explicitly evaluate.
2. Preliminaries
In order to treat the Shintani theta lift of harmonic Maass forms for arbitrary congruence
subgroups we use an orthogonal model of the upper-half plane and we work with vector
valued harmonic Maass forms for the Weil representation of an even lattice of signature
(1, 2). Here we briefly explain the necessary background, following the expositions of
[BF06, BFI15].
2.1. The Grassmannian model of the upper half-plane. For a positive integer N we
consider the rational quadratic space V of signature (1, 2) given by the set of all rational
traceless 2 by 2 matrices
with the quadratic form Q(X) = Ndet(X). The associated bilinear form is (X, Y ) =
−Ntr(XY ) for X, Y ∈ V . The group SL2(Q) acts as isometries on V by γX := γXγ−1.
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For z = x+ iy ∈ H we let gz =
(√
y x/
√
y
0 1/
√
y
)
∈ SL2(R), such that gzi = z. The vectors
X1(z) =
1√
2Ny
(−x x2 + y2
−1 x
)
= gz
(
1√
2N
(
0 1
−1 0
))
,
X2(z) =
1√
2Ny
(
x −x2 + y2
1 −x
)
= gz
(
1√
2N
(
0 1
1 0
))
,
X3(z) =
1√
2Ny
(
y −2xy
0 −y
)
= gz
(
1√
2N
(
1 0
0 −1
))
,
form an orthogonal basis of V (R) = V ⊗ R with
(X1(z), X1(z)) = 1 and (X2(z), X2(z)) = (X3(z), X3(z)) = −1.
We endow V with the orientation given by this basis. We let D be the Grassmannian of
lines in V (R) on which the quadratic form Q is positive definite and we identify D with the
complex upper half-plane H by associating to z ∈ H the positive line generated by X1(z).
The group SL2(R) acts on H by fractional linear transformations and the identification
above is SL2(R)-equivariant, that is, γX1(z) = X1(γz) for γ ∈ SL2(R) and z ∈ H.
Throughout we let L ⊂ V be an even lattice and Γ a congruence subgroup of SL2(Z)
that takes L to itself and acts trivially on the discriminant group L′/L. For h ∈ L′/L and
m ∈ Q we let
Lm,h = {X ∈ L+ h : Q(X) = m}.
The group Γ acts on Lm,h, with finitely many orbits if m 6= 0.
2.2. Cusps. We identify the set of isotropic lines Iso(V ) in V with P 1(Q) = Q∪ {∞} via
ψ : P 1(Q)→ Iso(V ), ψ((α : β)) = span
((
αβ α2
−β2 −αβ
))
.
The map ψ is a bijection and ψ(γ(α : β)) = γψ((α : β)) for γ ∈ SL2(Q). In particular, the
cusps of Γ can be identified with the Γ-classes of Iso(V ). The line ℓ∞ = ψ(∞) is spanned
by X∞ = ( 0 10 0 ). For ℓ ∈ Iso(V ) we pick σℓ ∈ SL2(Z) such that σℓℓ∞ = ℓ. An element of
ℓ will be called positively oriented if it is a positive multiple of σℓX∞. We let Γℓ be the
stabilizer of ℓ in Γ. Then σ−1ℓ Γℓσℓ is generated by
(
1 αℓ
0 1
)
for some αℓ ∈ Q>0 which we call
the width of the cusp ℓ. For each ℓ, there is a βℓ ∈ Q>0 such that
(
0 βℓ
0 0
)
is a primitive
element of ℓ∞ ∩ σ−1ℓ L. We write εℓ = αℓ/βℓ. The quantities αℓ, βℓ and εℓ only depend on
the Γ-class of ℓ.
We let FT = {z ∈ F : y ≤ T} be a truncated version of the standard fundamental
domain F = {z ∈ H : |x| ≤ 1/2, |z| ≥ 1} for SL2(Z)\H, and we define a truncated
fundamental domain for Γ\H by
F(Γ)T =
⋃
ℓ∈Γ\Iso(V )
σℓFαℓT , FαℓT =
αℓ−1⋃
j=0
(
1 j
0 1
)
FT .
By letting T go to ∞, we obtain a fundamental domain F(Γ) for Γ\H.
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2.3. CM points and geodesics. For z = x + iy ∈ H we define polynomials in X =
( x2 x1x3 −x2 ) ∈ V (R) by
pz(X) =
√
2(X,X1(z)) = −
√
N
y
(x3|z|2 − 2x2x− x1),
QX(z) =
√
2Ny(X,X2(z) + iX3(z)) = N(x3z
2 − 2x2z − x1),
R(X, z) =
1
2
p2z(X)− (X,X) =
1
2Ny2
|QX(z)|2.
For γ ∈ SL2(R) we have the transformation rules
pγz(X) = pz(γ
−1X), QX(γz) = j(γ, z)−2Qγ−1X(z), R(X, γz) = R(γ
−1X, z),(2.1)
which can be verified by a direct calculation.
For X ∈ V with Q(X) > 0 the CM point zX ∈ H associated to X is defined as the point
corresponding to the positive line in the Grassmannian D spanned by X . Equivalently, zX
is the unique root of QX(z) in H. We use the same symbol zX for its orbit in the modular
curve Γ\H. Note that the stabilizer ΓX of X in Γ is finite.
ForX ∈ V with Q(X) < 0 the geodesic cX ⊆ H associated toX is defined as the set of all
points corresponding to the positive lines in D which are orthogonal to X . Equivalently, cX
is the set of all z ∈ H with pz(X) = 0. We orient cX as follows. There is some g ∈ SL2(R)
such that g−1X =
√|Q(X)|/N ( −1 00 1 ), so g−1cX = iR>0 is the positive imaginary axis. If
we move along iR>0 from 0 to i∞ this puts an orientation on cX = g(iR>0), which is in
fact independent of the choice of g. We write c(X) = ΓX\cX for the image of cX in Γ\H.
Let X ∈ V with Q(X) < 0. If |Q(X)|/N ∈ Q is not a square then the stabilizer ΓX
is infinite cyclic, and c(X) is a closed geodesic in Γ\H. If |Q(X)|/N is a rational square,
then ΓX is trivial, and c(X) is an infinite geodesic. In the latter case, X is orthogonal
to two isotropic lines ℓX , ℓ˜X ∈ Iso(V ), which we can tell apart by requiring that if we
write ℓX = span(Y ), ℓ˜X = span(Y˜ ) with Y and Y˜ positively oriented, then (X, Y, Y˜ ) is a
positively oriented basis for V . Note that ℓ˜X = ℓ−X . We have
σ−1ℓXX =
√
|Q(X)|
N
(−1 2rℓX
0 1
)
for some rℓX ∈ Q. The geodesic cX in H is then explicitly given by
cX = σℓX{z ∈ H : Re (z) = rℓX}.
Note that two different choices of σℓX ∈ SL2(Z) with σℓX∞ = ℓX give two numbers rℓX
which differ by a multiple of the width αℓX . Therefore we call the residue class of rℓX mod
αℓX the real part of the geodesic c(X).
2.4. The Weil representation. We let C[L′/L] be the group ring of L′/L, generated by
the formal basis vectors eh for h ∈ L′/L and equipped with the scalar product 〈eh, eh′〉 =
δh,h′, which is conjugate-linear in the second variable. By Mp2(Z) we denote the integral
metaplectic group consisting of pairs (γ, φ), where γ = {( a bc d ) ∈ SL2(Z)} and φ : H→ C is
a holomorphic function with φ(τ)2 = cτ+d. The Weil representation ρL of the metaplectic
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group Mp2(Z) is the unitary representation defined for the generators S = ((
0 −1
1 0 ) ,
√
τ)
and T = (( 1 10 1 ) , 1) of Mp2(Z) and h ∈ C[L′/L] by the formulas
ρL(T ) eh = e(Q(h)) eh, ρL(S) eh =
√
i√|L′/L|
∑
h′∈L′/L
e(−(h′, h)) eh′,
where e(a) := e2πia. The dual Weil representation will be denoted by ρL.
2.5. Harmonic Maass forms. A smooth function G : H→ C is called a harmonic Maass
form of weight κ ∈ Z for Γ if it is annihilated by the Laplace operator ∆κ defined in (1.1),
transforms like a modular form of weight κ for Γ, and is a most of linear exponential
growth at the cusps of Γ. Such a form has a Fourier expansion as in (1.2) at each cusp of
Γ. We denote the space of harmonic Maass forms of weight κ ∈ Z for Γ by Hκ(Γ), and we
let H+κ (Γ) be the subspace of those forms which map to a cusp form under ξκ. Further,
we let M !κ(Γ) be the subspace of weakly holomorphic modular forms, consisting of those
harmonic Maass forms which are holomorphic on H, and we let Mκ(Γ) and Sκ(Γ) denote
the spaces of holomorphic modular forms and cusp forms of weight κ for Γ.
Vector valued harmonic Maass forms of half-integral weight κ ∈ 1
2
+ Z for the Weil rep-
resentation ρL are defined to be smooth functions f : H→ C[L′/L] which are annihilated
(component-wise) by ∆κ, transform under (γ, φ) ∈ Mp2(Z) as f(γτ) = φ(τ)2κρL(γ, φ)f(τ),
and are at most of linear exponential growth as v → ∞, uniformly in u. The corre-
sponding spaces of vector valued harmonic Maass forms and modular forms are denoted
by Hκ,ρL, H
+
κ,ρL
,M !κ,ρL,Mκ,ρL and Sκ,ρL. Harmonic Maass forms for the dual Weil represen-
tation are defined analogously.
3. Regularized cycle integrals of harmonic Maass forms
In this section we define regularized cycle integrals of harmonic Maass forms in H2k+2(Γ)
along infinite geodesics, extending the results of [BFI15], Section 3.3. Let X ∈ V with
Q(X) = m < 0 such that |m|/4N is a square. Then the stabilizer ΓX is trivial and
the geodesic c(X) is infinite in Γ\H. Further, X is orthogonal to two isotropic lines
ℓX , ℓ˜X ∈ Iso(V ).
Pick some number c+ > 0. If G ∈ S2k+2(Γ) is a cusp form, then the cycle integral along
c(X) converges, and if we write Gℓ = G|2k+2σℓ =
∑
n>0 aℓ(n)e(nz) for the expansion of G
at the cusp ℓ, then the cycle integral of G along c(X) can explicitly be evaluated as
1(
2
√|m|Ni)ki
∫
c(X)
G(z)QkX(z)dz
=
(∫ ∞
c+
GℓX (rℓX + iy)y
kdy + (−1)k+1
∫ ∞
c−
Gℓ−X(rℓ−X + iy)y
kdy
)
=
(∑
n>0
aℓX (n)e
2πinrℓX
Γ(k + 1, 2πnc+)
(2πn)k+1
+ (−1)k+1
∑
n>0
aℓ−X (n)e
2πinrℓ−X
Γ(k + 1, 2πnc−)
(2πn)k+1
)
,
where c− = Im
(
σ−1ℓ−X (rℓX + ic+)
)
= 1/c+b
2 if rℓX = a/b with coprime a, b ∈ Z.
16 CLAUDIA ALFES-NEUMANN AND MARKUS SCHWAGENSCHEIDT
Now, if G ∈M !2k+2(Γ) is a weakly holomorphic modular form whose constant coefficients
vanish at all cusps, then the cycle integral along c(X) typically diverges, but the right-hand
side of the above formula, with the sums running over all n 6= 0, still makes sense. This
regularization of the cycle integral was considered before in [BFK14, BGK14, BGK15], and
it was used to construct the Shintani lift and regularized L-values of weakly holomorphic
modular forms. Using a similar idea, regularized cycle integrals of harmonic Maass forms
G ∈ H+0 (Γ) were defined in [BFI15], and they were shown to appear as Fourier coefficients
of harmonic Maass forms of weight 1/2. We now define the regularized cycle integral of
G ∈ H2k+2(Γ). To this end, we first determine an antiderivative of G(iy)yk.
Lemma 3.1. Let G ∈ H2k+2(Γ) and let a±(n) denote the Fourier coefficients of G. For
k > 0 we have∫
G(iy)ykdy = a+(0)
yk+1
k + 1
−
∑
n 6=0
a+(n)
Γ(k + 1, 2πny)
(2πn)k+1
− a−(0)y
−k
k
−
∑
n 6=0
a−(n)
(
E2k+2(4πny)Γ(k + 1, 2πny)
(2πn)k+1
− 2
−2k−1k!
(2πn)k+1
k∑
j=0
(−1)j
j!
E2k+2−j(2πny)
)
.
For k = 0 the same formula holds, but y
−k
k
has to be replaced by − log(y).
Proof. Plugging in the Fourier expansion of G we get∫
G(iy)ykdy =
∫ (
a+(0) +
∑
n 6=0
a+(n)e−2πny
+ a−(0)y−2k−1 +
∑
n 6=0
a−(n) E2k+2(4πny)e−2πny
)
ykdy.
The integrals corresponding to the coefficients a+(0), a−(0) and a+(n), n 6= 0, can be eval-
uated as ∫
ykdy =
yk+1
k + 1
,
∫
y−k−1dy =


log(y), if k = 0,
−y
−k
k
, if k > 0,
and ∫
e−2πnyykdy = −Γ(k + 1, 2πny)
(2πn)k+1
.
In the integral corresponding to a−(n), n 6= 0, we first use integration by parts to obtain∫
E2k+2(4πny)e−2πnyykdy = −E2k+2(4πny)Γ(k + 1, 2πny)
(2πn)k+1
+
4πn
(2πn)k+1
∫
(−4πny)−2k−2e4πnyΓ(k + 1, 2πny)dy.
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In the integral on the right-hand side we plug in the formula Γ(k + 1, x) = k!e−x
∑k
j=0
xj
j!
to get
4πn
(2πn)k+1
∫
(−4πny)−2k−2e4πnyΓ(k + 1, 2πny)dy = 2
−2k−1k!
(2πn)k+1
k∑
j=0
(−1)j
j!
E2k+2−j(2πny).
This finishes the proof. 
The above lemma motivates the following definition.
Definition 3.2. Let X ∈ V with Q(X) = m < 0 such that |m|/4N is a square, and let
G ∈ H2k+2(Γ). Let T+, T− > 0 be arbitrary. For k > 0 we define the regularized cycle
integral of G along c(X) by
1(
2
√|m|Ni)ki
∫ reg
c(X)
G(z)QkX(z)dz =
∫ T+
c+
GℓX(rℓX + iy)y
kdy
− a+ℓX (0)
T k+1+
k + 1
+
∑
n 6=0
a+ℓX (n)e
2πinrℓX
Γ(k + 1, 2πnT+)
(2πn)k+1
+ a−ℓX (0)
T−k+
k
+
∑
n 6=0
a−ℓX (n)e
2πinrℓX
(
E2k+2(4πnT+)Γ(k + 1, 2πnT+)
(2πn)k+1
− 2
−2k−1k!
(2πn)k+1
k∑
j=0
(−1)j
j!
E2k+2−j(2πnT+)
)
+ (−1)k+1 · (same expression with ℓX , c+, T+, replaced by ℓ−X , c−, T−),
where c− = Im
(
σ−1ℓ−X (rℓX + ic+)
)
= 1/c+b
2 if rℓX = a/b with coprime a, b ∈ Z.
For k = 0 the regularized cycle integral is defined by the same formula, but
T−k±
k
has to
be replaced by − log(T±).
Remark 3.3. Lemma 3.1 implies that the regularized cycle integral is well-defined, i.e.,
independent of the choice of T+ and T−. If we plug in T+ = c+ and T− = c− we obtain a
formula for the regularized cycle integral which is analogous to the one given above in the
case that G is a cusp form.
In analogy to Theorem 3.2 of [BFI15], we give another representation of the regular-
ized cycle integral involving the Bernoulli polynomials Bk(x) defined by te
xt/(et − 1) =∑∞
k=0Bk(x)t
k/k!, and the polygamma function ψ(k)(x) = d
k+1
dxk+1
log(Γ(x)).
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Proposition 3.4. Let X ∈ V with Q(X) = m < 0 such that |m|/4N is a square, and let
G ∈ H2k+2(Γ). Let T+, T− > 0 be arbitrary. For k > 0 we have the formula
1(
2
√|m|Ni)ki
∫ reg
c(X)
G(z)QkX(z)dz =
∫ T+
c+
GℓX (iy)y
kdy
+ (−1)k (iαℓX )
k+1
k + 1
∫ iT+/αℓX+1
iT+/αℓX
(
GℓX(rℓX + αℓXz)− a−ℓX (0)y−1−2k
)
Bk+1 (z) dz
− (−1)k(iαℓX )−k
22k−1k!
(2k + 1)!
×
∫ iT+/αℓX+1
iT+/αℓX
(
(ξ2k+2GℓX )(rℓX + αℓXz)− aξ2k+2G,ℓX(0)
)
(ψ(k) (z) + (−1)kψ(k) (1− z)) dz
− (−1)k(iαℓX )−k
k!
(2k + 1)!
k∑
d=0
(d+ k)!
(d+ 1)!
k−d∑
j=0
(
2k + 1
j
)
×
∫ iT+/αℓX+1
iT+/αℓX
(
(ξ2k+2GℓX )(rℓX + αℓXz)− aξ2k+2G,ℓX(0)
)
Bd+1 (x) (−iy)−k−d−1 dz
+ a−ℓX (0)
T−k+
k
+ (−1)k+1 · (same expression with ℓX , c+, T+ replaced by ℓ−X , c−, T−).
For k = 0 the same formula holds, but
T−k+
k
in the next-to-last line has to be replaced with
− log(T+).
Remark 3.5. Although the above formula looks very complicated we made the effort to
write it down since it is in fact the expression that we obtain in the computation of
the Fourier expansion of the Shintani lift of G ∈ H2k+2(Γ). Also note that the formula
beautifully simplifies for weakly holomorphic modular forms G ∈M !2k+2(Γ).
The proposition can be proved by a straightforward calculation using the identity
k∑
j=0
(−1)j
j!
E2k+2−j(y) = (−1)
k+122kk!
(2k + 1)!
Ek+1(y)− ey
k∑
d=0
y−k−d−1
(d+ k)!
(2k + 1)!
k−d∑
j=0
(
2k + 1
j
)
,
(which can most easily be checked by comparing the derivatives of both sides) and the
following two lemmas.
Lemma 3.6. For n ∈ Z and j ≥ 1 we have
∫ 1
0
B0(x)e
2πinxdx =
{
1, n = 0,
0, n 6= 0.
∫ 1
0
Bj(x)e
2πinxdx =


0, n = 0,
(−1)j+1j!
(2πin)j
, n 6= 0.
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Further, for k ∈ Z≥0, y > 0 and n ∈ Z and we have
∫ iy+1
iy
Bk(z)e
2πinzdz =


(iy)k, if n = 0,
−kikΓ(k, 2πny)
(2πn)k
, if n 6= 0.
Proof. For B0(x) = 1 this is clear, for B1(x) = x−1/2 we use integration by parts, and for
j > 1 we use the absolutely convergent Fourier series Bj(x) = − j!(2πi)j
∑
k 6=0
e2πikx
kj
for 0 <
x < 1. The last formula follows from the others since Bk(z) =
∑k
j=0
(
k
j
)
Bj(x)(iy)
k−j. 
Lemma 3.7. For k ∈ Z≥0, y > 0, and n ∈ Z we have∫ iy+1
iy
(
ψ(k)(z) + (−1)kψ(k)(1− z)) e2πinzdz
=


2 log(y), if n = 0 and k = 0,
2(−1)k+1(k − 1)!(iy)−k, if n = 0 and k > 0,
−2(2πin)kk! Ek+1(−2πny), if n 6= 0.
Proof. Since ψ(k)(x) = d
k+1
dxk+1
log(Γ(x)), the integral can immediately be evaluated for n = 0.
For n = 0 and k > 0 we additionally use the recurrence relation
ψ(k)(z + 1) = ψ(k)(z) +
(−1)kk!
zk+1
(k > 0),
see [AS64, 6.4.6], to obtain the stated formula.
For n 6= 0 we plug in the expansions
ψ(z) = −γ +
∞∑
n=0
(
1
n+ 1
− 1
n+ z
)
, ψ(k)(z) = (−1)k+1k!
∞∑
n=0
1
(z + n)k+1
(k > 0),
see [AS64, 6.3.16, 6.4.10], to find∫ iy+1
iy
(
ψ(k)(z) + (−1)kψ(k)(1− z)) e2πinzdz
= (−1)k+1k!
(∫ iy+∞
iy
e2πinz
dz
zk+1
+ (−1)k
∫ iy+∞
iy
e2πinz
dz
zk+1
)
.
The formula now follows by a repeated application of integration by parts and the evalu-
ation ∫ iy+∞
iy
e2πinz
dz
z
=
{
−Ei(−2πny), n > 0,
−Ei(−2πny)− iπ, n < 0,
see [AS64, 5.1.30/31]. 
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4. Theta functions
We now define the theta functions that we use to construct the Millson and the Shintani
theta lifts. For τ = u+ iv, z = x+ iy ∈ H and k ∈ Z≥0 we consider the functions
ΘM(τ, z) = v
k+1
∑
h∈L′/L
∑
X∈L+h
pz(X)Q
k
X(z¯)e
−2πvR(X,z)e2πiQ(X)τ eh,
ΘSh(τ, z) = v
1/2
∑
h∈L′/L
∑
X∈L+h
y−2k−2Qk+1X (z¯)e
−2πvR(X,z)e2πiQ(X)τ eh,
which we call the Millson and the Shintani theta function, respectively. They have been
studied in many recent works, for example [BF04, BF06, Ho¨v12, BFI15, Cra15].
Proposition 4.1. Let k ∈ Z, k ≥ 0.
(1) The Millson theta function ΘM(τ, z) has weight 1/2− k in τ for the representation
ρL and ΘM(τ, z) has weight −2k in z for Γ.
(2) The Shintani theta function ΘSh(τ, z) has weight k+3/2 in τ for the representation
ρL and ΘSh(τ, z) has weight 2k + 2 in z for Γ.
Proof. The behaviour in z easily follows from the rules (2.1), and the behaviour in τ follows
from [Bor98], Theorem 4.1, if we note that the Millson and the Shintani theta functions
are essentially the theta functions associated to the polynomials pz(X)Q
k
X(z¯) and Q
k+1
X (z¯),
which are homogeneous of degree (1, k) and (0, k + 1), respectively. 
We want to investigate the growth of the theta functions at the cusps of Γ. To describe
this in a convenient way, we follow the ideas of [BFI15, Section 2.2] and define certain
theta functions associated to the cusps.
For an isotropic line ℓ ∈ Iso(V ) the space Wℓ = ℓ⊥/ℓ is a unary negative definite
quadratic space with the quadratic form Q(X + ℓ) := Q(X), and
Kℓ = (L ∩ ℓ⊥)/(L ∩ ℓ)
is an even lattice with dual lattice
K ′ℓ = (L
′ ∩ ℓ⊥)/(L′ ∩ ℓ).
The vector Xℓ = σℓ.X3(i) is a basis of Wℓ with (Xℓ, Xℓ) = −1, and for k ∈ Z≥0 the
polynomial pℓ,k(X) = (−
√
2Ni(X,Xℓ))
k is homogeneous of degree (0, k). We let Θℓ,k(τ)
be the theta function associated toKℓ and pℓ,k as in [Bor98], Section 4. By [Bor98, Theorem
4.1] the complex conjugate Θℓ,k(τ) is an almost holomorphic modular form of weight k+1/2
for the dual Weil representation of Kℓ. Using [Bru02, Lemma 5.6], it gives rise to an almost
holomorphic modular form of weight k+1/2 for the dual Weil representation ρL of L, which
we also denote by Θℓ,k(τ). For k = 0 it is a holomorphic modular form, and for k = 1 it is
a cusp form.
Let us denote the Fourier coefficients at qm of the h-component of Θℓ,k(τ) by bℓ,k(m, h).
Then a straightforward calculation shows that bℓ,k(0, h) = 0 unless ℓ ∩ (L + h) 6= ∅, in
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which case we have
bℓ,k(0, h) =
(−√Ni)k
(4πv)k/2
Hk (0) ,(4.1)
and for m > 0 we have bℓ,k(m, h) = 0 unless m/N is a square and there exists a vector
X ∈ L−m,h orthogonal to ℓ, in which case we have
bℓ,k(m, h) = (±1)k (−
√
Ni)k
(4πv)k/2
Hk
(
2
√
πmv
)
(4.2)
if h 6= −h mod L, and 1 + (−1)k times this expression if h = −h mod L. Here Hk(x) =
(−1)kex2 dk
dxk
e−x
2
denotes the k-th Hermite polynomial, and the sign is +1 if ℓ = ℓX , and
−1 if ℓ = ℓ−X . Further, for m < 0 we have bℓ,k(m, h) = 0.
Proposition 4.2. Let k ≥ 0 and let ℓ be a cusp of Γ .
(1) For the Millson theta function we have
j(σℓ, z¯)
2kΘM(τ, σℓz) = −yk+1 k
2πβℓ
vk−1/2Θℓ,k−1(τ) +O(e−Cy
2
),
as y →∞, uniformly in x, for some constant C > 0, where we set Θℓ,−1(τ) = 0.
(2) For the Shintani theta function we have
j(σℓ, z)
−2k−2ΘSh(τ, σℓz) = y−k
1√
Nβℓ
Θℓ,k+1(τ) +O(e
−Cy2),
as y →∞, uniformly in x, for some constant C > 0.
Moreover, all of the partial derivates of the functions hidden in the O-notation are square
exponentially decreasing as y →∞.
Proof. Using the rules (2.1) we see that j(σℓ, z¯)
2kΘM(τ, σℓz) equals the Millson theta func-
tion associated to the lattice σ−1ℓ L, and similarly for the Shintani theta function. Hence,
we can equivalently estimate the growth of the theta functions for the lattice σ−1ℓ L at the
cusp ∞. The result now follows from Theorem 5.2 in [Bor98] applied to the lattice σ−1ℓ L
and the primitive isotropic vector
(
0 βℓ
0 0
) ∈ ℓ∞ ∩ σ−1ℓ L. 
The theta functions we just defined satisfy some interesting differential equations. All of
the following identities are well known and can be checked by a direct computation using
the rules
∂
∂z
(
y−2QX(z)
)
= −i
√
Ny−2pz(X),
∂
∂z
pz(X) = − i
2
√
N
y−2QX(z¯).(4.3)
Lemma 4.3. For k ≥ 0, we have
4∆1/2−k,τΘM(τ, z) = ∆−2k,zΘM(τ, z),
4∆k+3/2,τΘSh(τ, z) = ∆2k+2,zΘSh(τ, z).
The Millson and the Shintani theta functions are related by the following identities.
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Lemma 4.4. For k ≥ 0 we have
ξ1/2−k,τΘM(τ, z) =
1
2
√
N
ξ2k+2,zΘSh(τ, z),
ξ3/2+k,τΘSh(τ, z) =
√
N
2
ξ−2k,zΘM(τ, z).
5. The Shintani and the Millson theta lift
If G ∈ S2k+2(Γ) is a cusp form, the usual Shintani theta lift of G is given by
ISh(G, τ) =
∫
F(Γ)
G(z)ΘSh(τ, z)y
2k+2dµ(z)
=
∑
ℓ∈Γ\ Iso(V )
∫
Fαℓ
(G|2k+2σℓ)(z)(ΘSh|2k+2σℓ)(τ, z)y2k+2dµ(z).
For G ∈ H2k+2(Γ) the integrals do usually not converge. Following ideas from [BFI15], we
make the following definition.
Definition 5.1. We define the regularized Shintani theta lift of a harmonic Maass form
G ∈ H2k+2(Γ) by
ISh(G, τ) = CTs=0
[
ISh(G, τ, s)
]
,
where
ISh(G, τ, s) =
∑
ℓ∈Γ\ Iso(V )
lim
T→∞
∫
FαℓT
(G|2k+2σℓ)(z)(ΘSh|2k+2σℓ)(τ, z)y2k+2−sdµ(z),
and CTs=0
[
ISh(G, τ, s)
]
denotes the constant term in the Laurent expansion at s = 0 of
the analytic continuation of ISh(G, τ, s).
Proposition 5.2. For G ∈ H2k+2(Γ) the function
ISh(G, τ, s)− 1√
N
∑
ℓ∈Γ\ Iso(V )
εℓΘℓ,k+1(τ)
(
a+ℓ (0)
s− k − 1 +
a−ℓ (0)
s+ k
)
converges locally uniformly for Re (s) > k + 1 and has a holomorphic continuation to C,
which is smooth in τ . In particular, the regularized Shintani lift ISh(G, τ) is a smooth
function transforming like a modular form of weight k+3/2 for ρ¯L. Further, for k > 0 we
have the formula
ISh(G, τ) = lim
T→∞
[ ∫
F(Γ)T
G(z)ΘSh(τ, z)y
2k+2dµ(z)
− 1√
N
∑
ℓ∈Γ\ Iso(V )
εℓΘℓ,k+1(τ)
(
a+ℓ (0)
T k+1
k + 1
− a−ℓ (0)
T−k
k
)]
,
and for k = 0 the same formula holds with T
−k
k
replaced by − log(T ).
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Proof. We first write
ISh(G, τ, s)
=
∑
ℓ∈Γ\ Iso(V )
lim
T→∞
∫
FαℓT
(G|2k+2σℓ)(z)
(
(ΘSh|2k+2σℓ)(τ, z)− y
−k
√
Nβℓ
Θℓ,k+1(τ)
)
y2k+2−sdµ(z)
+
∑
ℓ∈Γ\ Iso(V )
1√
Nβℓ
Θℓ,k+1(τ) lim
T→∞
∫
FαℓT
(G|2k+2σℓ)(z)yk+2−sdµ(z).
According to the growth estimates for the Shintani theta function, the first integral defines
a holomorphic function for all s ∈ C. In the second line, we write
lim
T→∞
∫
FαℓT
(G|2k+2σℓ)(z)yk+2−sdµ(z) =
∫
Fαℓ1
(G|2k+2σℓ)(z)yk+2−sdµ(z)
+
∫ ∞
1
∫ αℓ
0
(G|2k+2σℓ)(z)yk−sdx dy.
The integral over the compact domain Fαℓ1 on the right-hand side is holomorphic for all
s ∈ C. The integral over x in the second line picks out the zero coefficient of G|2k+2σℓ, so
we obtain for Re (s) > k + 1∫ ∞
1
∫ αℓ
0
(G|2k+2σℓ)(z)yk−sdx dy = αℓ
∫ ∞
1
(
a+ℓ (0) + a
−
ℓ (0)y
1−(2k+2)) yk−sdy
= αℓ
(
a+ℓ (0)
s− k − 1 +
a−ℓ (0)
s+ k
)
.
This shows that the regularized integral exists. We have just proved that the summand
corresponding to the cusp ℓ in ISh(G, τ) is given by
lim
T→∞
∫
FαℓT
(G|2k+2σℓ)(z)
(
(ΘSh|2k+2σℓ)(τ, z)− y
−k
√
Nβℓ
Θℓ,k+1(τ)
)
y2k+2dµ(z)
+
1√
Nβℓ
Θℓ,k+1(τ)
(∫
Fαℓ1
(G|2k+2σℓ)(z)yk+2dµ(z) + αℓ CTs=0
(
a+ℓ (0)
s− k − 1 +
a−ℓ (0)
s+ k
))
.
For k > 0 we have
CTs=0
(
a+ℓ (0)
s− k − 1 +
a−ℓ (0)
s+ k
)
= lim
T→∞
(
a+ℓ (0)
(∫ T
1
ykdy − T
k+1
k + 1
)
+ a−ℓ (0)
(∫ T
1
y−k−1dy +
T−k
k
))
,
and for k = 0 the same formula holds with T
−k
k
replaced by − log(T ). This easily implies
the stated formula. 
Next, we show that the Shintani theta lift of a harmonic Maass form G ∈ H2k+2(Γ) is
related to the Millson theta lift of the weakly holomorphic modular form ξ2k+2G by the
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ξ-operator. In [ANS16] the Millson theta lift IM(F, τ) was defined for F ∈ H+−2k(Γ), and
it was shown that IM(F, τ) defines a harmonic Maass form in H+1/2−k,ρL which is related to
the Shintani lift of the cusp form ξ−2kF by the ξ-operator. We generalize the Millson lift
to the full space H−2k(Γ).
Definition 5.3. We define the regularized Millson theta lift of a harmonic Maass form
F ∈ H−2k(Γ) by
IM(F, τ) = CTs=0
[
IM(F, τ, s)
]
,
where
IM(F, τ, s) =
∑
ℓ∈Γ\ Iso(V )
lim
T→∞
∫
FαℓT
(F |−2kσℓ)(z)(ΘM |−2kσℓ)(τ, z)y−2k−sdµ(z).
By similar arguments as in the proof of Proposition 5.2 we obtain the following result.
Proposition 5.4. For F ∈ H−2k(Γ) the function
IM(F, τ, s) +
k
2π
∑
ℓ∈Γ\ Iso(V )
εℓv
k−1/2Θℓ,k−1(τ)
(
a+ℓ (0)
s + k
+
a−ℓ (0)
s− k − 1
)
converges locally uniformly for Re (s) > k + 1 and has a holomorphic continuation to
C, which is smooth in τ . In particular, the regularized Millson lift IM(F, τ) is a smooth
function transforming like a modular form of weight 1/2− k for ρL. Further, for k > 0 we
have the formula
IM(F, τ) = lim
T→∞
[ ∫
F(Γ)T
F (z)ΘM(τ, z)y
−2kdµ(z)
− k
2π
∑
ℓ∈Γ\ Iso(V )
εℓv
k−1/2Θℓ,k−1(τ)
(
a+ℓ (0)
T−k
k
− a−ℓ (0)
T k+1
k + 1
)]
,
and for k = 0 the analogous formula holds with the second line omitted.
Proposition 5.5. For G ∈ H2k+2(Γ) we have
ξ3/2+kI
Sh(G, τ) = −
√
N
2
IM(ξ2k+2G, τ),
and for F ∈ H−2k(Γ) we have
ξ1/2−kIM(F, τ) = − 1
2
√
N
ISh(ξ−2kF, τ) +
{
1
2N
∑
ℓ∈Γ\ Iso(V ) εℓa
+
ℓ (0)Θℓ,1(τ), if k = 0,
0, if k > 0.
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Proof. We only prove the first formula since the second one is very similar. For k > 0 we
have
ξ3/2+kI
Sh(G, τ) = lim
T→∞
[√
N
2
∫
F(Γ)T
G(z)ξ−2kΘM(τ, z)y2k+2dµ(z)
− 1√
N
∑
ℓ∈Γ\ Iso(V )
εℓ
(
ξ3/2+kΘℓ,k+1(τ)
)(
a+ℓ (0)
T k+1
k + 1
− a−ℓ (0)
T−k
k
)]
.
Note that for k = 0 the function Θℓ,1(τ) is a cusp form, so in this case the above formula
also holds, but the second line vanishes. Using Stokes’ theorem we find
ξ3/2+kI
Sh(G, τ) = lim
T→∞
[
−
√
N
2
∫
F(Γ)T
ξ2k+2G(z)ΘM (τ, z)y
−2kdµ(z)
−
√
N
2
∫
∂ F(Γ)T
G(z)ΘM(τ, z)dz¯
− 1√
N
∑
ℓ∈Γ\ Iso(V )
εℓ
(
ξ3/2+kΘℓ,k+1(τ)
)(
a+ℓ (0)
T k+1
k + 1
− a−ℓ (0)
T−k
k
)]
,
where we again understand that the last line vanishes if k = 0. By the growth estimate
for the Millson theta function we find∫
∂ F(Γ)T
G(z)ΘM(τ, z)dz¯
=
k
2π
∑
ℓ∈Γ\ Iso(V )
εℓv
k−1/2Θℓ,k−1(τ)
(
a+ℓ (0)T
k+1 + a−ℓ (0)T
−k
)
+O(e−εT
2
)
as T →∞ for some ε > 0. For k = 0 we use that Θℓ,−1(τ) = 0 by definition, and for k > 0
we see from the Fourier expansion of Θℓ,k(τ) that
ξ3/2+kΘℓ,k+1(τ) = −Nk(k + 1)
4π
vk−1/2Θℓ,k−1(τ).
Thus the boundary integral over ∂ F(Γ)T cancels out with the sum over the theta series
as T →∞, and we obtain the stated formula. 
Proposition 5.6. For G ∈ H2k+2(Γ) we have
4∆3/2+kI
Sh(G, τ) =
{
− 1√
N
∑
ℓ∈Γ\ Iso(V ) εℓa
−
ℓ (0)Θℓ,1(τ), if k = 0,
0, if k > 0,
and for F ∈ H−2k(Γ) we have
∆1/2−kIM(F, τ) = 0.
In particular, the Shintani and the Millson theta lifts are real analytic on H.
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Proof. This can be proved using Stokes’ theorem in a similar way as in Section 5.4.1 of
[BFI15]. We will omit the proof for brevity, since the result for the Shintani lift also follows
by applying the Laplace operator to the Fourier expansion given below, and the result for
the Millson lift easily follows from the one for the Shintani lift if we write ∆k = −ξ2−kξk
and use Proposition 5.5. 
6. The Fourier expansion of the Shintani lift
In this section we state the Fourier expansion of the Shintani lift of a harmonic Maass
form G ∈ H2k+2(Γ), which is the main result of this work. To this end, we first have to
introduce some more notation.
For a Γ-invariant function F : H → C and m ∈ Q>0, h ∈ L′/L, with m ∈ Z + Q(h) we
define the trace function
tr+(F,m, h) =
∑
X∈Γ\L+m,h
F (zX)
|ΓX |
,
where L+m,h consists of the vectors X = (
x2 x1
x3 −x2 ) ∈ L+h with Q(X) = m and x3 > 0, zX is
the CM point associated to X , i.e., the unique root of QX(z) in H, and ΓX is the stabilizer
of X in Γ = Γ/{±1}.
For a harmonic Maass form G ∈ H2k+2(Γ) and m ∈ Q<0, h ∈ L′/L, with m ∈ Z+ Q(h)
we define the trace function
tr(G,m, h) =
∑
X∈Γ\Lm,h
∫ reg
c(X)
G(z)QkX(z)dz,
with the regularized cycle integral defined in Section 3.
For a harmonic Maass form F ∈ H+−2k(Γ) and m ∈ Q<0 with |m|/N being a square, say
m = −Nd2 for some d ∈ Q, we define the complementary trace function
trc(F,−Nd2, h) =
∑
X∈Γ\L−Nd2,h
∑
n∈ 1
αℓX
Z
n<0
a+F,ℓX(n)(4πn)
ke2πirℓXn,
where ℓX is the cusp associated to X , rℓX is the real part of the geodesic c(X), and a
+
F,ℓX
(w)
are the coefficients of the holomorphic part of F |−2kσℓX , see Section 3.
We require the special functions
β3/2+k(v) =
∫ ∞
1
e−vtt−3/2−kdt, βc3/2+k(v) =
∫ 1
0
e−vtt−3/2−kdt, (v > 0),
where βc3/2+k(v) is defined by the integral above only for k ≤ −1, and can be analytically
continued in k similarly as the Gamma function.
Further, for a function f(h) depending on h ∈ L′/L we let f(±h) = f(h)+(−1)k+1f(−h).
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Theorem 6.1. Let k ∈ Z with k > 0 and let G ∈ H2k+2(Γ). If the constant coefficients
a+ℓ (0) and a
−
ℓ (0) of G at all cusps vanish, then the h-th component of I
Sh(G, τ) is given by
IShh (G, τ) =(−1)k
√
N
∑
m>0
tr(G,−m, h)qm
−
∑
m<0
π
(
−√N
4π
√|m|
)k+1
tr+(Rk−2kξ2k+2G,−m,±h)v−k−1/2β3/2+k(4π|m|v)qm
−
∑
d>0
π
(
i
4πd
)k+1
trc(ξ2k+2G,−Nd2,±h)v−k−1/2βc3/2+k(−4πNd2v)qNd
2
.
If the constant coefficients of G do not vanish, we have the additional contributions
+
Nk+1/2
2
∑
ℓ∈Γ\ Iso(V )
ℓ∩(L+h)6=∅
αℓβ
k
ℓ a
+
ℓ (0)
(
(−1)k+1ζ(s, κℓ/βℓ) + ζ(s, 1− κℓ/βℓ)
)∣∣
s=−k
+
k!
2πk+1
v−k−1/2
∑
ℓ∈Γ\ Iso(V )
ℓ∩(L+h)6=∅
αℓ
βk+1ℓ
a−ℓ (0)
(
(−1)k+1ζ(s, κℓ/βℓ) + ζ(s, 1− κℓ/βℓ)
)∣∣
s=k+1
,
where ζ(s, ρ) =
∑∞
n=0,n+ρ6=0(n + ρ)
−s is the Hurwitz zeta function and κℓ ∈ Q with 0 ≤
κℓ < βℓ is defined by σ
−1
ℓ hℓ =
(
0 κℓ
0 0
)
for some hℓ ∈ ℓ ∩ (L+ h).
For k = 0 the h-component is given by the same formula as above, but with the additional
non-holomorphic terms
1√
N
∑
ℓ∈Γ\ Iso(V )
εℓa
−
ℓ (0)
∑
m>0
bℓ,1(m, h)F (4πmv) qm,
where
F(w) =
√
π
2
w−1/2ew erfc
(√
w
)−√π ∫
√
w
0
et
2
erfc(t)dt+
1
2
log(w) + log(2)− 1
2
Γ′(1).
Remark 6.2. (1) The Hurwitz zeta function ζ(s, ρ) has an analytic continuation to all
s ∈ C with a simple pole at s = 1 with residue 1, so for k = 0 the poles of ζ(s, κℓ/βℓ)
and ζ(s, 1− κℓ/βℓ) at s = 1 cancel out, and for k > 0 we can just plug in s = −k
and s = k + 1.
(2) Using
ξ3/2+k
(
v−k−1/2β3/2+k(4π|m|v)qm
)
= −q−m,
ξ3/2+k
(
v−k−1/2βc3/2+k(4πNd
2v)qNd
2)
= q−Nd
2
,
and the Fourier expansion of the Millson lift given in [ANS16], Theorem 5.1, we
obtain another proof of Proposition 5.5.
(3) Note that 4∆3/2F(4πmv)e(mτ) = −e(mτ) and that all other terms in the Fourier
expansion of ISh(G, τ) are harmonic, which completes the proof of Proposition 5.6.
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(4) The Fourier expansion can be twisted using the method developed in [AE13]. We
applied this method to the Millson theta lift in [ANS16], Section 6. The twisting of
the Shintani theta lift is very similar, so we do not give the details here. In order to
obtain the scalar valued results in the introduction, we use that the space of vector
valued harmonic Maass forms of weight 3/2 + k for the Weil representation of the
signature (1, 2) lattice (Z,−x2)⊕U (with U a hyperbolic plane) is isomorphic to the
space of scalar valued harmonic Maass forms of weight 3/2 + k for Γ0(4) satisfying
the Kohnen plus space condition by the map f0(τ) e0+f1(τ) e1 7→ f0(4τ) + f1(4τ),
see [EZ85], Theorem 5.1.
For brevity, we define
ϕ0Sh(X, τ, z) = v
1/2y−2k−2Qk+1X (z¯)e
−πvp2z(X).
Throughout, we let G ∈ H2k+2(Γ) and we write G|2k+2σℓ = Gℓ. The Shintani lift of G has
a Fourier expansion of the shape
ISh(G, τ) =
∑
h∈L′/L
∑
m∈Q
C(m, h, v)e(mτ) eh,
where for k > 0 the coefficients are given by
C(m, h, v) =
∑
ℓ∈Γ\ Iso(V )
lim
T→∞
[ ∫
FαℓT
Gℓ(z)
∑
X∈L−m,h
ϕ0Sh(σ
−1
ℓ X, τ, z)y
2k+2dµ(z)
− 1√
N
εℓbℓ,k+1(m, h)
(
a+ℓ (0)
T k+1
k + 1
− a−ℓ (0)
T−k
k
)]
,
and for k = 0 one has to replace T
−k
k
by − log(T ). Here bℓ,k+1(m, h) denotes the Fourier
coefficient at qm of the h-component of the theta function Θℓ,k+1(τ).
6.1. A ∆2k+2-preimage for the Shintani schwarz function. We construct a preimage
for the Shintani Schwartz function ϕ0Sh(X, τ, z) under ∆2k+2, which, together with Stokes’
theorem, reduces the computation of the Fourier coefficients of the Shintani lift to the
computation of certain boundary integrals. For X ∈ V and τ, z ∈ H with QX(z) 6= 0 we
define the function
η(X, τ, z) = −2
k−1Nk+1
Qk+1X (z)
∫ ∞
|pz(X)|
(
1
2
t2 − (X,X)
)k
erfc
(√
πvt
)
dt,(6.1)
where erfc(x) = 2√
π
∫∞
x
e−w
2
dw is the complementary error function.
Remark 6.3. A simple change of variables yields the alternative formula
η(X, τ, z) = − 2
kNk+1
Qk+1X (z)
√
v
∫ ∞
1
∫ ∞
R(X,z)
tke−2πv(t+(X,X))w
2
dt dw.(6.2)
For the computation of the Fourier coefficients of the Shintani lift we will need the
following differential equations and growth estimates for η(X, τ, z).
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Lemma 6.4. (1) For QX(z) 6= 0 we have
ξ2k+2η(X, τ, z) =
√
N
2
QkX(z) sgn(pz(X)) erfc
(√
πv|pz(X)|
)
and
∆2k+2η(X, τ, z) = ϕ
0
Sh(X, τ, z).
(2) For Q(X) > 0 the functions η(X, τ, z) and ξ2k+2η(X, τ, z) are square exponentially
decreasing as y → 0 and y →∞, uniformly in x, and as x→∞, uniformly in y.
(3) For Q(X) < 0 such that the stabilizer ΓX is infinite cyclic, the functions η(X, τ, z)
and ξ2k+2η(X, τ, z) are square exponentially decreasing at the boundary of ΓX\H.
Proof. (1) This follows by a straightforward calculation using the rules (4.3).
(2) For X = ( x2 x1x3 −x2 ) with Q(X) > 0 we have x3 6= 0 and
−πp2z(X) = −π
(
N(x3x− x2)2 + q(X)√
Nx3y
+
√
Nx3y
)2
.(6.3)
This implies the claimed decay of η(X, τ, z) and ξ2k+2η(X, τ, z).
(3) Let Q(X) = m < 0 such that ΓX is infinite cyclic. By conjugation with a matrix
in SL2(R) we can assume that X has the form X =
√|m|/N ( 1 00 −1 ). Then ΓX is
generated by a matrix
(
ε 0
0 ε−1
)
for some ε > 1, and a fundamental domain for ΓX\H
is given by the set {z ∈ H : 1 ≤ |z| ≤ ε2}. The two semi-arcs |z| = 1 and |z| = ε2
are identified via ΓX , so letting z go to the boundary of ΓX\H means letting y go
to 0 with x being bounded away from 0. Explicitly, we have pz(X) = 2
√|m| x
y
.
The claimed decay of η(X, τ, z) and ξ2k+2η(X, τ, z) at the boundary of ΓX\H is now
easy to check.

Remark 6.5. For QX(z) 6= 0 the function
µ(X, τ, z) = −Q
k
X(z) sgn(pz(X))
2(2π)k+1
∫ ∞
|pz(X)|
Γ
(
k + 1, 2πv
(
1
2
t2 − (X,X)))(
1
2
t2 − (X,X))k+1 dt
satisfies
ξ−2k,zµ(X, τ, z) =
Nk+1/2
2πk+1Qk+1X (z)
Γ (k + 1, 2πvR(X, z))
and
∆−2k,zµ(X, τ, z) = ψ0M,k(X, τ, z),
where we wrote ψM,k(X, τ, z) = ψ
0
M,k(X, τ, z)e(Q(X)τ). It can be used to compute the
Fourier expansion of the Millson lift (see [ANS16]), in a similar way as we will use η(X, τ, z)
below to compute the expansion of the Shintani lift.
30 CLAUDIA ALFES-NEUMANN AND MARKUS SCHWAGENSCHEIDT
6.2. Coefficients of negative index. Let m ∈ Q with m < 0 and let h ∈ L′/L with
m ∈ Z−Q(h). By Proposition 5.2 we have
C(m, h, v) = lim
T→∞
∫
F(Γ)T
G(z)
∑
X∈L−m,h
ϕ0Sh(X, τ, z)y
2k+2dµ(z).
We use the unfolding argument, formally at first, to obtain
C(m, h, v) =
∑
X∈Γ\L−m,h
1
|ΓX |
∫
H
G(z)ϕ0Sh(X, τ, z)y
2k+2dµ(z).
For X = ( x2 x1x3 −x2 ) with Q(X) > 0 we have x3 6= 0, and using (6.3) we see that the function
ϕ0Sh(X, τ, z) is of square exponential decay as y → 0 and y →∞, uniformly in x, and also
as x→ ±∞, uniformly in y, so the last integral exists and the unfolding is justified.
We split the sum over X = ( x2 x1x3 −x2 ) ∈ Γ\L−m,h according to the sign of x3. In the sum
corresponding to x3 < 0 we can replace X by −X , giving a factor (−1)k+1 and replacing h
by −h, so it suffices to compute the integral in C(m, h, v) for fixed X ∈ L−m,h with x3 > 0.
Then the CM point corresponding to X is explicitly given by
zX =
x2 + i
√
Q(X)/N
x3
.
For ε > 0 we let Bε(zX) = {z ∈ H : R(X, z) ≤ ε} be the ε-ball around zX . Using the
∆2k+2-preimage η(X, τ, z) of ϕ
0
Sh(X, τ, z) and Stokes’ theorem we obtain∫
H
G(z)ϕ0Sh(X, τ, z)y
2k+2dµ(z) = lim
ε→0
∫
∂Bε(zX)
G(z)ξ2k+2η(X, τ, z)dz
− lim
ε→0
∫
∂Bε(zX)
ξ2k+2G(z)η(X, τ, z)dz.
The first integral vanishes as ε → 0 since ξ2k+2η(X, τ, z) is smooth at zX . Further, for
z ∈ ∂Bε(zX) we have |pX(z)| =
√
2ε+ 4Q(X), so we can further write
−
∫
∂Bε(zX)
ξ2k+2G(z)η(X, τ, z)dz = 2
k−1Nk+1
∫
∂Bε(zX)
ξ2k+2G(z)
dz
Qk+1X (z)
×
∫ ∞
√
2ε+4Q(X)
(
1
2
t2 − (X,X)
)k
erfc
(√
πvt
)
dt.
The Laurent expansion of the meromorphic function Q−k−1X (z) around zX is given by
1
Qk+1X (z)
=
1
(Nx3)k+1
1
(z − zX)k+1
1
(zX − z¯X)k+1
∞∑
r=0
(
r + k
k
)(
z − zX
z¯X − zX
)r
for |z − zX | < |z¯X − zX |.
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Since ξ2k+2G is holomorphic on H we obtain by the residue theorem for ε small enough
∫
∂Bε(zX)
ξ2k+2G(z)
dz
Qk+1X (z)
=
2πi
(Nx3(zX − z¯X))k+1
k∑
r=0
(
2k − r
k
)
(ξ2k+2G)
(r)(zX)
(z¯X − zX)k−rr! .
For a smooth function F transforming like a modular form of weight −2k we have the
formula
Rk−2kF (z) = (2i)
kk!
k∑
r=0
(
2k − r
k
)
F (r)(z)
(−2iy)k−rr! ,
which can be proven by induction. Using zX − z¯X = 2iIm (zX) = i
√
4NQ(X)/Nx3, we
therefore obtain∫
∂Bε(zX)
ξ2k+2G(z)
dz
Qk+1X (z)
=
2π
(−2)kk!√4NQ(X)k+1 (Rk−2kξ2k+2G)(zX).
Finally, a short calculation using the definition of the complementary error function gives
∫ ∞
√
4Q(X)
(
1
2
t2 − (X,X)
)k
erfc
(√
πvt
)
dt =
2kk!√
π
(4πv)−k−1/2β3/2−k(4πQ(X)v).
Taking everything together and writing Q(X) = |m|, we arrive at the formula
C(m, h, v) = (−1)kπ
( √
N
4π
√
m
)k+1
v−k−1/2β3/2−k(4π|m|v)
×
(
tr+(Rk−2kξ2k+2G,−m, h) + (−1)k+1tr+(Rk−2kξ2k+2G,−m,−h)
)
,
which completes the computation of the coefficients of negative index.
6.3. Coefficients of index 0. Let h ∈ L′/L with Q(h) ≡ 0 mod Z. By Proposition 5.2
the coefficient of index (0, h) is given by
C(0, h, v) = lim
T→∞
[ ∫
F(Γ)T
G(z)
∑
X∈L0,h
ϕ0Sh(X, τ, z)y
2k+2dµ(z)
− 1√
N
∑
ℓ∈Γ\ Iso(V )
εℓbℓ,k+1(0, h)
(
a+ℓ (0)
T k+1
k + 1
− a−ℓ (0)
T−k
k
)]
,
with T
−k
k
replaced by − log(T ) if k = 0. Note that ϕ0Sh(0, τ, z) = 0, so we can omit the
summand for X = 0. Since η(X, τ, z) and ξ2k+2η(X, τ, z) are continuous for all z ∈ H if
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X ∈ V \ {0} with Q(X) = 0, we obtain by Stokes’ theorem∫
F(Γ)T
G(z)
∑
X∈L0,h\{0}
ϕ0Sh(X, τ, z)y
2k+2dµ(z)(6.4)
= −
∑
ℓ∈Γ\ Iso(V )
∫ iT+αℓ
iT
Gℓ(z)
∑
X∈L0,h\{0}
ξ2k+2η(σ
−1
ℓ X, τ, z)dz(6.5)
+
∑
ℓ∈Γ\ Iso(V )
∫ iT+αℓ
iT
ξ2k+2Gℓ(z)
∑
X∈L0,h\{0}
η(σ−1ℓ X, τ, z)dz.(6.6)
We only compute the first boundary integral (6.5). The second one can be treated in a
similar way. We parametrize the set L0,h\{0} by the elements nXℓ′+hℓ′, where ℓ′ ∈ Iso(V )
runs through all isotropic lines with ℓ′ ∩ (L + h) 6= ∅, Xℓ′ ∈ ℓ′ ∩ L is a primitive and
positively oriented generator of ℓ′, and n ∈ Z runs such that nXℓ′ + hℓ′ 6= 0. Thus we can
write (6.5) as
−
∑
ℓ′∈Γ\ Iso(V )
ℓ′∩(L+h)6=∅
∫ iT+αℓ
iT
Gℓ(z)
∑
γ∈Γ/Γℓ′
∑
n∈Z
nXℓ′+hℓ′ 6=0
ξ2k+2η(σ
−1
ℓ (nXℓ′ + hℓ′), τ, z)|2k+2γ dz.
Explicitly, we have σ−1ℓ′ (nXℓ′ + hℓ′) =
(
0 nβℓ′+κℓ′
0 0
)
for some κℓ′ ∈ Q with 0 ≤ κℓ′ < βℓ′ , and
ξ2k+2η(σ
−1
ℓ (nXℓ′ + hℓ′), τ, z)
=
(√
N
2
(−N(nβℓ′ + κℓ′))k sgn(nβℓ′ + κℓ′) erfc
(√
Nπv
|nβℓ′ + κℓ′|
y
)) ∣∣∣∣
2k+2
σ−1ℓ′ σℓ.
We see that for ℓ 6= ℓ′ mod Γ the sum∑
γ∈Γ/Γℓ′
∑
n∈Z
nβℓ′+κℓ′ 6=0
ξ2k+2η(σ
−1
ℓ (nXℓ′ + hℓ′), τ, z)|2k+2γ
is square exponentially decreasing as y → ∞, and for ℓ′ = ℓ mod Γ the sum over γ 6= 1
is square exponentially decreasing as y → ∞ as well, so in the limit T → ∞ only the
terms with ℓ′ = ℓ and γ = 1 survive. Thus we find that (6.5) vanishes in the limit if
ℓ ∩ (L+ h) = ∅, and otherwise behaves like
(−N)k+1
T
√
vαℓ
(
a+ℓ (0) +
a−ℓ (0)
T 2k+1
)∫ ∞
1
∑
n∈Z
nβℓ+κℓ 6=0
(nβℓ + κℓ)
k+1e−Nπv
(nβℓ+κℓ)
2w2
T2 dw +O(e−εT
2
)
as T →∞. We assume from now on that ℓ ∩ (L+ h) 6= ∅. For s ∈ C we let
Ω(s) =
(−N)k+1
T
√
vαℓ
∫ ∞
1
∑
n∈Z
nβℓ+κℓ 6=0
(nβℓ + κℓ)
k+1e−Nπv
(nβℓ+κℓ)
2w2
T2 wsdw,(6.7)
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and we split the integral in Ω(s) as
∫∞
1
=
∫∞
0
− ∫ 1
0
. In the part corresponding to
∫∞
0
we
can interchange the sum and the integral if Re (s) > k + 1, so this part equals
αℓβ
k−s
ℓ
Nk+1/2−s/2π−(s+1)/2
2T 2svs/2
Γ
(
s+ 1
2
)(
(−1)k+1ζ(s− k, κℓ/βℓ) + ζ(s− k, 1− κℓ/βℓ)
)
,
where ζ(s, ρ) =
∑∞
n=0,n+ρ6=0(n + ρ)
−s is the Hurwitz zeta function. It has an analytic
continuation to C with a simple pole at s = 1, so the above expression is holomorphic at
s = 0.
In the part corresponding to
∫ 1
0
we apply Poisson summation to obtain
− (−N)
k+1
T
√
vαℓ
∫ 1
0
∑
n∈Z
nβℓ+κℓ 6=0
(nβℓ + κℓ)
k+1e−Nπv
(nβℓ+κℓ)
2w2
T2 wsdw
= − εℓ√
N
· (−
√
Ni)k+1
(4πv)(k+1)/2
T k+1
∑
m∈Z
e−2πimκℓ/βℓ
∫ 1
0
Hk+1
( √
π Tm√
Nvβℓw
)
e
− πT2m2
Nvβ2
ℓ
w2ws−k−2dw.
The summands form 6= 0 are holomorphic for all s ∈ C and square exponentially decreasing
as T → ∞. By computing the integral in the summand for m = 0 we see that it has an
analytic continuation to s = 0, and we find that the above expression behaves like
εℓ√
N
· (−
√
Ni)k+1
(4πv)(k+1)/2
· T
k+1
k + 1
Hk+1(0) +O(e
−ε′T 2)
as T →∞. Note that bℓ,k+1(0, h) = (−
√
Ni)k+1
(4πv)(k+1)/2
Hk+1(0) by (4.1).
Together, we obtain
Ω(0) =
Nk+1/2
2
αℓβ
k
ℓ
(
(−1)k+1ζ(−k, κℓ/βℓ) + ζ(−k, 1− κℓ/βℓ)
)
+
1√
N
εℓbℓ,k+1(0, h)
T k+1
k + 1
+O(e−ε
′′T 2)
as T →∞. This gives the contribution to the Fourier expansion as stated in the theorem.
6.4. Coefficients of positive index. Let m ∈ Q with m > 0 and let h ∈ L′/L with
h ∈ Z−Q(h). We need to investigate
C(m, h, v) = lim
T→∞
[ ∑
X∈Γ\L−m,h
∫
F(Γ)T
G(z)
∑
γ∈ΓX\Γ
ϕ0Sh(γX, τ, z)y
2k+2dµ(z)
(6.8)
− 1√
N
∑
ℓ∈Γ\ Iso(V )
εℓbℓ,k+1(m, h)
(
a+ℓ (0)
T k+1
k + 1
− a−ℓ (0)
T−k
k
)]
,(6.9)
with T
−k
k
replaced by − log(T ) if k = 0. Note that bℓ,k+1(m, h) = 0 if m/N is not a square.
We compute the integral for fixed X ∈ L−m,h.
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We truncate the geodesic cX by setting c
T
X = cX ∩F(Γ)T and define an ε-neighbourhood
of cTX in F(Γ)T by Bε(cTX) = {z ∈ F(Γ)T : |pz(X)| < ε}. Using the ∆2k+2-preimage of the
Shintani theta function and Stokes’ theorem we then obtain∫
F(Γ)T
G(z)
∑
γ∈ΓX\Γ
ϕ0Sh(γX, τ, z)y
2k+2dµ(z)
= −
∫
∂ F(Γ)T
ξ2k+2G(z)
∑
γ∈ΓX\Γ
η(γX, τ, z)dz(6.10)
− lim
ε→0
∫
∂Bε(cTX)
ξ2k+2G(z)
∑
γ∈ΓX\Γ
η(γX, τ, z)dz(6.11)
+
∫
∂ F(Γ)T
G(z)
∑
γ∈ΓX\Γ
ξ2k+2η(γX, τ, z)dz(6.12)
+ lim
ε→0
∫
∂Bε(cTX)
G(z)
∑
γ∈ΓX\Γ
ξ2k+2η(γX, τ, z)dz,(6.13)
where we already used that G is harmonic. The integral in (6.11) vanishes since η is
continuous along cX . If m/N is not a square, we can unfold and obtain that the integrals
in (6.10) and (6.12) vanish by the rapid decay of η and ξ2k+2η at the boundary of ΓX\H. If
m/N is a square, we cannot unfold and have to evaluate the integrals in (6.10) and (6.12).
We first compute the integral in (6.13), which yields a truncated cycle integral.
Proposition 6.6. We have
lim
ε→0
∫
∂Bε(cTX)
G(z)
∑
γ∈ΓX\Γ
ξ2k+2η(γX, τ, z)dz = (−1)k‘
√
N
∫
cTX
G(z)QkX(z)dz,
where cTX = cX ∩ F(Γ)T .
Proof. For z ∈ ∂Bε(cTX) we have
ξ2k+2η(X, τ, z) =
√
N
2
QkX(z) sgn(pz(X)) erfc(
√
πvε).
The proof now proceeds in the same way as in [BFI15], Proposition 7.6.

This already finishes the computation if m/N is not a square, so we assume for the rest
of this section that m/N is a square. Then ΓX is trivial and c(X) is an infinite geodesic in
the modular curve M . Unwinding the definition of the truncated surface F(Γ)T , we can
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write the integrals in (6.12) and (6.10) as
∫
∂ F(Γ)T
G(z)
∑
γ∈Γ
ξ2k+2η(γX, τ, z)dz = −
∑
ℓ∈Γ\ Iso(V )
∫ iT+αℓ
iT
Gℓ(z)
∑
γ∈Γ
ξ2k+2η(σ
−1
ℓ γX, τ, z)dz,
(6.14)
∫
∂ F(Γ)T
ξ2k+2G(z)
∑
γ∈Γ
η(γX, τ, z)dz = −
∑
ℓ∈Γ\ Iso(V )
∫ iT+αℓX
iT
ξ2k+2Gℓ(z)
∑
γ∈Γ
η(σ−1ℓ γX, τ, z)dz,
(6.15)
where Gℓ = G|2k+2σℓ. It can be seen as in the proof of [BF06], Lemma 5.2, that in the
limit only the summands for ℓ = ℓX , γ ∈ ΓℓX , and ℓ = ℓ−X , γ ∈ Γℓ−X , survive. Replacing
X by −X in the part corresponding to ℓ−X gives a factor (−1)k+1 and changes h to −h.
In particular, it suffices to compute the part corresponding to ℓX . We determine the
asymptotic behaviour of
∑
γ∈Γ ξ2k+2η(σ
−1
ℓ γX, τ, z) and
∑
γ∈Γ η(σ
−1
ℓ γX, τ, z).
Proposition 6.7. Suppose that m/N is a square. Let X ∈ L−m,h, let ℓX be the cusp
associated to X, and let rℓX be the real part of the geodesic c(X). For rℓX < Re (σℓXz) <
rℓX + αℓX we have(
2
√
mN
)−k√
N
−1 ∑
γ∈ΓℓX
ξ2k+2η(σ
−1
ℓX
γX, τ, z)
=
αkℓX
k + 1
Bk+1
(
z − r
ℓX
αℓX
)
− (iy)
k+1
αℓX (k + 1)
Hk+1 (2
√
πmv)
(4
√
πmv)
k+1
+
∑
n∈ 1
αℓX
Z\{0}
gn(y)e
−2πin(x−rℓX ),
where Bn(x) = −nζ(1−n, x) is the n-th Bernoulli polynomial, Hn(x) = (−1)nex2 dndxn e−x
2
is
the n-th Hermite polynomial, and gn(y) = O(e
−Cy2) as y →∞, for some constant C > 0.
Proof. Let ℓ = ℓX , α = αℓX and r = rℓX for brevity. We have
X ′ = σ−1ℓ X =
√
m
N
(
1 −2r
0 −1
)
, ΓℓX′ = σ
−1
ℓ Γℓσℓ =
{(
1 αn
0 1
)
: n ∈ Z
}
,
so that cX′ = {z ∈ H : Re (z) = r} is a vertical geodesic, and we can write
∑
X∈Γℓ
ξ2k+2η(σ
−1
ℓ γX, τ, z) =
∑
n∈Z
ξ2k+2η
(√
m
N
(−1 −2(αn− r)
0 1
)
, τ, z
)
= −
(
2
√
mN
)k+1 √v
y
∑
n∈Z
(z + αn− r)k (x+ αn− r)
∫ ∞
1
e
−4πmv (x+αn−r)2
y2
t2
dt.
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Replacing z by z + r we can assume r = 0. For s ∈ C with Re (s) > −1− k we consider
−
√
v
y
∑
n∈Z
(x+ αn)(z + αn)k
∫ ∞
0
e
−4πmv (x+αn)2
y2
t2
tsdt(6.16)
+
√
v
y
∑
n∈Z
(x+ αn)(z + αn)k
∫ 1
0
e
−4πmv (x+αn)2
y2
t2
tsdt.(6.17)
The first line can be computed as
−2−s−2v−s/2ys(π|m|)−(s+1)/2Γ
(
s+ 1
2
)
αk−s
∑
n∈Z
sgn
(
x
α
+ n
) (
z
α
+ n
)k∣∣ x
α
+ n
∣∣s .
Further, we write (assuming that 0 < x < α)
∑
n∈Z
sgn
(
x
α
+ n
) (
z
α
+ n
)k∣∣ x
α
+ n
∣∣s =∑
n≥0
(
z
α
+ n
)k(
x
α
+ n
)s + (−1)k+1∑
n≥0
(
1− z
α
+ n
)k(
1− x
α
+ n
)s .
Expanding the numerator, we find
∑
n≥0
(
z
α
+ n
)k(
x
α
+ n
)s = k∑
j=0
(
k
j
)(
z − x
α
)k−j∑
n≥0
1(
x
α
+ n
)s−j =
k∑
j=0
(
k
j
)(
iy
α
)k−j
ζ
(
s− j, x
α
)
.
The Hurwitz zeta function has a meromorphic continuation to C which is holomorphic at
all non-positive integers, so we can just plug in s = 0. Let Bn(x) be the n-th Bernoulli
polynomial. Using the relations ζ(−j, w) = −Bj+1(w)/(j + 1) for j ≥ 0 and Bn(a + b) =∑n
j=0
(
n
j
)
an−jBj(b) we further obtain
∑
n≥0
(
z
α
+ n
)k(
x
α
+ n
)s
∣∣∣∣
s=0
= − 1
k + 1
k∑
j=0
(
k + 1
j + 1
)(
iy
α
)k−j
Bj+1
(x
α
)
= − 1
k + 1
Bk+1
( z
α
)
+
1
k + 1
(
iy
α
)k+1
.
Since Bj(1 − w) = (−1)jBj(w) we see that the second part with 1 − zα gives exactly the
same contribution, so we finally obtain for (6.16) evaluated at s = 0 the expression
αk
2
√
m
(
1
k + 1
Bk+1
( z
α
)
− 1
k + 1
(
iy
α
)k+1)
.
In the second line (6.17) above we replace w = 1/t to get
√
v
y
∫ ∞
1
∑
n∈Z
(x+ αn)(z + αn)ke
−4πmv (x+αn)2
y2w2 w−s−2dw.
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For a function g(t) on R we let gˆ(ξ) =
∫∞
−∞ g(t)e
2πitξdt its Fourier transform. By Poisson
summation, we can rewrite the sum as
∑
n∈Z
(x+ αn)(z + αn)ke
−4πmv (x+αn)2
y2w2 =
1
α
∑
n∈ 1
α
Z
e−2πinx
∫ ∞
−∞
t(t + iy)ke
−4πmv t2
y2w2 e2πintdt.
We set a = 2
√
πmv
yw
for the moment. Then the Fourier transform of hk(t) = t(t + iy)
ke−a
2t2
is given by
hˆk(ξ) =
√
π
a
k∑
j=0
(
k
j
)
(iy)k−j
(
i
2a
)j+1
Hj+1
(π
a
ξ
)
e−
π2ξ2
a2 ,
which can be checked by a straightforward calculation using the rules ê−a2ξ2 =
√
π
a
e−π
2ξ2/a2
and t̂nf(t)(ξ) = (2πi)−n d
n
dξn
fˆ(ξ).
We find that (6.17) equals
(iy)k+1
α
1
2
√
m
∑
n∈ 1
α
Z
e−2πinx
k∑
j=0
(
k
j
)(
1
4
√
πmv
)j+1 ∫ ∞
1
Hj+1
(√
πyw
2
√
mv
n
)
e−
π2ny2w2
4πmv wj−sdw.
For n 6= 0 the integral in the last line is holomorphic at s = 0 and square exponentially
decreasing as y → ∞, and for n = 0 and Re (s) ≫ 0 it can be evaluated as −(j + 1 −
s)−1Hj+1(0).
We can now plug in s = 0. Using the identity Hn(a + b) =
∑n
j=0
(
n
j
)
(2a)n−jHj(b) we
write
k∑
j=0
(
k
j
)(
1
4
√
πmv
)j+1
Hj+1(0)
j + 1
=
1
k + 1
Hk+1 (2
√
πmv)
(4
√
πmv)
k+1
− 1
k + 1
.
This finishes the proof. 
Proposition 6.8. Suppose that m/N is a square. Let X ∈ L−m,h, let ℓX be the cusp
associated to X, and let rℓX be the real part of the geodesic c(X). For rℓX < Re (σℓXz) <
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rℓX + αℓX and k > 0 we have(
2
√
mN
)−k√
N
−1 ∑
γ∈ΓℓX
η(σ−1ℓX γX, τ, z)
= (−1)ki 1
αk+1ℓX
k!
(2k + 1)!
k∑
d=0
(d+ k)!
(d+ 1)!
Bd+1
(
x− rℓX
αℓX
)(
− iy
αℓX
)−k−d−1 k−d∑
j=0
(
2k + 1
j
)
+ (−1)ki2
2k−1
αk+1ℓX
k!
(2k + 1)!
(
ψ(k)
(
z − rℓX
αℓX
)
+ (−1)kψ(k)
(
1− z − rℓX
αℓX
))
− π(
2
√
mN
)k√
NαℓX
(
i
√
N
4π
√
m
)k+1
v−k−1/2βc3/2+k(−4πmv)
∑
n∈ 1
αℓX
Z
n<0
(4πn)ke−2πin(z−rℓX )
+
∑
n∈ 1
αℓX
Z\{0}
gn(y)e
−2πin(x−rℓX ) + h(y)
where βcm(s) :=
∫ 1
0
e−stt−mdt, gn(y) = O(e−Cy
2
) and h(y) = O(y−k log(y)) as y → ∞, for
some constant C > 0.
For k = 0 the same formula holds with h(y) replaced by
i
αℓX
F(4πmv)− i
αℓX
log
(
y
αℓX
)
,
where F(w) is the function defined in Theorem 6.1.
Proof. We abbreviate ℓ = ℓX , α = αℓX and r = rℓX , and we write∑
X∈Γℓ
η(σ−1ℓ γX, τ, z) =
∑
n∈Z
η
(√
m
N
(−1 −2(αn− r)
0 1
)
, τ, z
)
.
Using the formula (6.2) for η(X, τ, z), we explicitly have
η
(√
m
N
(−1 −2(αn− r)
0 1
)
, τ, z
)
= − 2
kNk+1(
2
√
mN(z + αn− r))k+1
√
v
∫ ∞
1
∫ ∞
2m
(x+αn−r)2
y2
+2m
tke−2πv(t−2m)w
2
dt dw.
Replacing z by z + r we can assume that r = 0. For s ∈ C with Re (s) > 0 we consider
− 2kNk+1√v
∑
n∈Z
1
(z + αn)k+1
∫ ∞
0
∫ ∞
2m
(x+αn)2
y2
+2m
tke−2πv(t−2m)w
2
dtws dw(6.18)
+ 2kNk+1
√
v
∑
n∈Z
1
(z + αn)k+1
∫ 1
0
∫ ∞
2m (x+αn)
2
y2
+2m
tke−2πv(t−2m)w
2
dtws dw.(6.19)
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Although the difference is holomorphic at s = 0, we will see in the computations below
that the functions in (6.18) and (6.18) both have a pole of first order at s = 0. Thus we
compute their constant terms in the Laurent expansion at s = 0.
The expression in (6.18) can be evaluated as
− 2
k−1Nk+1
(2πv)s/2+1/2
√
vΓ
(
s+ 1
2
)∑
n∈Z
1
(z + αn)k+1
∫ ∞
2m
(x+αn)2
y2
+2m
tk(t− 2m)−s/2−1/2dt.
Replacing t by t + 2m and expanding (t+ 2m)k we get after a short calculation
2kNk+1(2m)k−s/2+1/2
(2πv)s/2+1/2
√
vΓ
(
s+ 1
2
) k∑
j=0
(
k
j
)
y−2j+s−1
2j − s+ 1
∑
n∈Z
|x+ αn|2j−s+1
(z + αn)k+1
.(6.20)
For 0 < x < α we can write∑
n∈Z
|x+ αn|2j−s+1
(z + αn)k+1
= α2j−s
ik
k!
∂k
∂yk
(∑
n≥0
1(
z
α
+ n
) (
x
α
+ n
)−2j+s−1 −∑
n≥0
1(
1− z
α
+ n
) (
1− x
α
+ n
)−2j+s−1
)
.
For m ∈ Z and Re (s) > m we have∑
n≥0
1(
z
α
+ n
) (
x
α
+ n
)−m+s−1 −∑
n≥0
1(
x
α
+ n
)−m+s = −iyα
∑
n≥0
1(
z
α
+ n
) (
x
α
+ n
)−m+s .
Using induction on m ≥ 0 we find that this equals
m∑
d=0
(
−iy
α
)d
ζ
(x
α
, s−m+ d
)
+
(
−iy
α
)m+1∑
n≥0
1(
z
α
+ n
) (
x
α
+ n
)s .
Taking the k-th derivative, we obtain
∑
n∈Z
|x+ αn|2j−s+1
(z + αn)k+1
= α2j−s−k
2j∑
d=k
(
d
k
)(
−iy
α
)d−k (
ζ
(x
α
, s− 2j + d
)
+ (−1)d+1ζ
(
1− x
α
, s− 2j + d
))
+ α2j−s−k
min{2j+1,k}∑
d=0
(
2j + 1
d
)(
−iy
α
)2j+1−d
×
(∑
n≥0
1(
z
α
+ n
)k+1−d ( x
α
+ n
)s + (−1)k−d∑
n≥0
1(
1− z
α
+ n
)k+1−d (
1− x
α
+ n
)s
)
,
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where the first line on the right-hand side vanishes if k > 2j. In the Hurwitz zeta functions
we can plug in s = 0 and obtain
ζ
(x
α
,−2j + d
)
+ (−1)d+1ζ
(
1− x
α
,−2j + d
)
= −2B2j−d+1
(
x
α
)
2j − d+ 1 .
The series in the last line converge at s = 0 for 0 ≤ d ≤ k − 1 to the value
ζ
( z
α
, k + 1− d
)
+ (−1)k−dζ
(
1− z
α
, k + 1− d
)
=
(−1)k+1−d
(k − d)!
(
ψ(k−d)
( z
α
)
+ (−1)k−dψ(k−d)
(
1− z
α
))
.
Further, since ζ(z, s) has a pole of first order at s = 1 with residue 1 and constant term
−ψ(z), we see as in the proof of [BFI15], Lemma 8.5, that
∑
n≥0
1(
z
α
+ n
) (
x
α
+ n
)s = 1
s
− ψ
( z
α
)
+O(s).
Taking everything together, we obtain that the constant term at s = 0 of the expression
in (6.20) is given by
22k+1Nk+1mk+1/2α−k−1i
k∑
j=⌈k
2
⌉
(
k
j
)
(−1)j
2j + 1
2j∑
d=k
(
d
k
)
B2j−d+1
(
x
α
)
2j − d+ 1
(
−iy
α
)−2j+d−k−1
− 22kNk+1mk+1/2α−k−1i
k∑
j=0
(
k
j
)
(−1)j
2j + 1
min{2j+1,k}∑
d=0
(
2j + 1
d
)(
−iy
α
)−d
× (−1)
k+1−d
(k − d)!
(
ψ(k−d)
( z
α
)
+ (−1)k−dψ(k−d)
(
1− z
α
))
− 22k+1Nk+1mk+1/2α−k−1i
(
−iy
α
)−k k∑
j=⌈k−1
2
⌉
(
k
j
)(
2j + 1
k
)
(−1)j
2j + 1
×
(
log
(
y
2
√
πmvα
)
+
1
2
ψ
(
1
2
)
+
1
2j + 1
)
.
The last line greatly simplifies for k = 0, and for k > 0 it decays like O(y−k log(y)) as
y →∞ and contributes to the function h(y).
The first line can be reordered to
22k+1Nk+1mk+1/2α−k−1i
k∑
d=0
Bd+1
(
x
α
)
d+ 1
(
−iy
α
)−k−d−1 k∑
j=⌈k
2
⌉
(
k
j
)(
2j − d
k
)
(−1)j
2j + 1
,
41
and the sum over j can be rewritten using the combinatorial identity
k∑
j=⌈k2⌉
(
k
j
)(
2j − d
k
)
(−1)j
2j + 1
= (−1)k k!(d+ k)!
(2k + 1)!d!
k−d∑
j=0
(
2k + 1
j
)
for 0 ≤ d ≤ k, which can be proven by induction on d (going from d = k to d = 0) and
Lemma 14.1 in [Bor98].
The second line can considerably be simplified. Reordering the summation we get
− 22kNk+1mk+1/2α−k−1i
k∑
d=0
(
−iy
α
)−d
(−1)k+1−d
(k − d)!
(
ψ(k−d)
( z
α
)
+ (−1)k−dψ(k−d)
(
1− z
α
))
×
k∑
j=⌈ d−1
2
⌉
(
k
j
)(
2j + 1
d
)
(−1)j
2j + 1
.
Using Lemma 14.1 of [Bor98] with A = 2k − d+ 1, B = k − d and C = k we see that the
sum over j vanishes for 1 ≤ d ≤ k. For d = 0 the sum over j can explicitly be evaluated as
k∑
j=0
(
k
j
)
(−1)j
2j + 1
=
22k(k!)2
(2k + 1)!
.
This finishes the computation of the constant term at s = 0 of the expression in (6.18).
Using
∫∞
C
tke−vtdt = (−1)k ∂k
∂vk
v−1e−Cv, the expression in (6.19) can be written as
− 2
kNk+1
√
v
(−2π)k+1
∫ 1
0
e4πmvw
2
ws−2k−2
× ∂
k
∂vk
(
v−1e−4πmvw
2
∑
n∈Z
1
(z + αn)k+1
e
−4πmv (x+αn)2
y2
w2
)
dw.
(6.21)
Next, we would like to apply Poisson summation to the inner sum. The necessary Fourier
transform has been computed in [ANS16], Lemma 5.4. Since the explicit formula and the
further computations are quite technical for k > 0, we restrict to the case k = 0 for
simplicity. In this case the inner sum equals
∑
n∈Z
1
z + αn
e
−4πmv (x+αn)2
y2
w2
=
1
α
∑
n∈ 1
α
Z
e−2πinx
∫ ∞
−∞
1
t + iy
e
−4πmv t2
y2
w2
e2πintdt
= −iπ
α
∑
n∈ 1
α
Z
e−2πinze4πmvw
2
erfc
(
2
√
πmvw +
πny
2
√
πmvw
)
.
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Using erfc(−x) = 2−erfc(x) and erfc(x) ≤ e−x2 for x > 0 we see that (6.21) can be written
as
− iN
2α
√
v
∫ 1
0
e4πmvw
2
erfc
(
2
√
πmvw
)
ws−2dw
− iN
α
√
v
∑
n∈ 1
α
Z
n<0
e−2πinz
∫ 1
0
e4πmvw
2
ws−2dw +
∑
n∈ 1
α
Z\{0}
g˜n(y, s)e
−2πinx,
(6.22)
where g˜n(y, s) is holomorphic at s = 0 and satisfies g˜n(y, 0) = O(e
−Cy2) as y → ∞, for
some constant C > 0. The integral in the second line has a holomorphic continuation to
s = 0 which equals the function 1
2
βc3/2(−4πmv).
Further, we use integration by parts to compute∫ 1
0
e4πmvw
2
erfc
(
2
√
πmvw
)
ws−2dw
=
1
s− 1e
4πmv erfc
(
2
√
πmv
)− 8πmv
s− 1
∫ 1
0
e−4πmvw
2
erfc
(
2
√
πmvw
)
wsdw +
4
√
mv
(s− 1)s.
Taking the constant term at s = 0 in (6.22) we arrive at
− iN
2α
√
v
(
−e4πmv erfc (2√πmv)+ 8πmv ∫ 1
0
e−4πmvw
2
erfc
(
2
√
πmvw
)
dw − 4√mv
)
− iN
2α
√
v
∑
n∈ 1
α
Z
n<0
e−2πinzβc3/2(4πmv) +
∑
n∈ 1
α
Z\{0}
g˜n(y, 0)e
−2πinx.
Collecting everything together, we finally obtain the stated formula.

Using Propositions 6.7 and 6.8 we can now evaluate the integrals in (6.14) and (6.15).
We obtain the complementary trace function and a contribution to the regularized cycle
integral in the form given in Proposition 3.4. Further, the following lemma shows that
the correction terms in the second line of (6.8) cancel out nicely with suitable parts of the
integrals in (6.14) and (6.15).
Lemma 6.9 ([BFI15], Lemma 8.2). For m > 0 we have
(−√2Ni)k
2
√
m(8πv)k/2
Hk
(
2
√
πmv
) ∑
X∈Γ\L−m,h
(
a±ℓX (0) + (−1)ka±ℓ−X (0)
)
=
1√
N
∑
ℓ∈Γ\ Iso(V )
εℓa
±
ℓ (0)bℓ,k(m, h).
This finishes the computation of the Fourier coefficients of ISh(G, τ) of positive index.
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