Data alignment and computation domain partitioning techniques have been widely investigated to reduce communication overheads in distributed memory systems. This paper considers how these two techniques can be combined and applied to af"ne nested loops. Current data alignment techniques focus on individual entries of data arrays and, in general, cannot be used directly for cases when blocks of entries should be aligned collectively. This paper shows that existing data alignment techniques can be applied to partitioned algorithms if the null space of the data array indexing matrix is a boundary of computation blocks or the intersection of some computation block boundaries. These conditions can be used to generate several different partitionings and time-space transformations for a given target architecture. An example illustrates how it is possible to tradeoff the number of communications and the memory space. Another example shows partitions of matrix-matrix multiplication that have smaller communication-computation ratios than Cannon's algorithm.
INTRODUCTION
This paper investigates the problem of data alignment when computation domains are partitioned. Conditions of partitions, data alignments and time-space mappings that minimize communication are provided. These conditions can be used to derive data alignments and time-space mappings for partitioned (i.e. blocked) algorithms.
Interprocessor communication is expensive for distributed memory parallel computers. Hence, extensive research has focused on minimizing communication overheads [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . An important technique is to allocate data to memory modules so that individual processor computations "nd their operands in local memory. To reach this goal it is necessary to align operands of any given operation. This problem turns out to be NP-complete and many good heuristics have been proposed [7] [8] [9] [10] [11] . Another technique for communication minimization is to partition a computation domain into blocks that do not need data from other blocks. Partitioning techniques can also be effectively used to map a large problem into a small number of processors. Although a partitioning technique applicable to arbitrary algorithms does not exist, systematic techniques have been developed for optimal partitioning of uniform dependence algorithms [12, 14] .
To minimize communication overheads of a distributed memory program, one must consider data alignment and partitioning techniques together. Current data alignment which can be described by an af"ne function (a formal de"nition is given in Section 2). For these algorithms, data alignment may cause signi"cant communication overhead when computation and data domains are partitioned improperly. To leverage existing data alignment techniques for partitioned af"ne nested loops, this paper investigates the conditions of algorithm partitions that allow data array blocks to be treated as a single data entry without additional overheads and therefore existing data alignment techniques for individual data entries can be used for alignment of partitioned algorithms and data. Based on these conditions, many partitionings and time-space mappings can be derived according to the number of processors, memory per processor and communication costs.
The rest of this paper is organized as follows. Useful notation, terminology and de"nitions are provided in Section 2. Section 3 investigates the relation between a data partition and a computation partition. Section 4 examines conditions of partitionings, data alignments and timespace mappings that minimize communication. Section 5 discusses the ef"ciency of various partitionings and timespace mappings for given target architectures. Section 6 concludes the paper. 
NOTATION, TERMINOLOGY AND DEFINITIONS

DEFINITION 2.1. (nested loop). A nested loop is a 4-tuple (J , S, V, F) where
J is the loop index set (i.e. the set of indices of all iterations). Each computation is indexed by a vector
An af"ne nested loop is a nested loop, the indexing functions of which are af"ne, i.e. every f i ∈ F is of the form
where
i and f i are called the indexing matrix and f the indexing offset respectively. All algorithms considered in this paper are assumed to be af"ne nested loops. Throughout this paper, n denotes the dimension of J .
A time-space transformation is a mapping from an index set into the domain of time and space. A partition of an index set J is a set of non-empty disjoint subsets of J , the union of which equals J . The subsets making up a partition are called blocks of the partition. The partitions of interest in this paper can be described by an equivalence relation such that j 1 and j 2 are in the same block if and only if q(
The image of J under q is called the index set of a partition and is denoted byĴ . A block with elements which are mapped toĵ ∈Ĵ is denoted by Q −1 (ĵ). Note that Q −1 does not represent the inverse function of q (since q is not a one-toone mapping, it does not have an inverse).
Treating each block as a single computational unit, a time-space transformation of a partitioned index set can be de"ned as a mapping from the index set of a partition to the time-space domain, i.e.T :Ĵ → (t,X ). The transformation matrix and the modulus vector associated withT are denoted byT andm respectively. Note that`ˆ' appears in the notation used for partitioned index sets and functions de"ned on them. This is also true forX which denotes the index set of the physical machine whereas X denotes the index set of the virtual processor array. EXAMPLE 2.1. Consider the matrix-matrix multiplication algorithm which computes C = A × B where A, B and C are (8 × 12), (12 × 16) and (8 × 16) matrices respectively.
Suppose that the loop index set is partitioned by an equivalence relation such that j 1 and j 2 are in the same block if and only if q( j 1 ) = q( j 2 ), where
Then, the size of a block is 2 × 4 × 3 while the size of the partition is 4 × 4 × 4. Thus, the index set of the partition,Ĵ , also consists of 4×4×4 elements. Q −1 (ĵ) denotes the block indexed byĵ. For example, Q −1 ((0, 0, 0) T ) denotes the block
A partition of a data array index set Y can also be de"ned by an equivalence relation such that y 1 and y 2 are in the same block if and only if r( y 1 ) = r( y 2 ) for any y 1 , y 2 ∈ Y where r is of the form r(
The image of Y under r is called the index set of the data partition and is denoted byŶ. A block, the elements of which are mapped toŷ ∈Ŷ is denoted by R −1 (r ). Data alignments of a partitioned data array are de"ned on the index set of the data partition, i.e.p :Ŷ →X . 
Then, the size of a block is 2 × 3 while the size of the partition is 4 × 4. The index set of the partition,Ŷ a , also consists of 4 × 4 elements.
RELATION BETWEEN A COMPUTATION PARTITION AND A DATA PARTITION
In order to eliminate unnecessary communication, it is desirable that each computation and its operand data be aligned, i.e. allocated to the same processor. For an af"ne nested loop, the condition of alignment can be described by the following equation:
This equation implies that the computation indexed by j is mapped at time t into processor x, the same processor containing the data entry accessed by the computation. Figure 1a illustrates the condition. There are two paths from j to (t, x). One path directly connects j to (t, x), while the other goes through y to connect j to (t, x). There are two functions from j to (t, x) along these two paths respectively. In this "gure, Equation (2) means that the images of two functions along these two paths must be the same. Figure 1b illustrates the condition for the alignment of blocked data and the computation. Similarly to Figure 1a , there are two paths from j to (t,x). Hence, the condition for the alignment is that two functions along these two paths must be the same:
Extensive research has focused on the derivation of a simple form of condition (2) for the alignment of individual data and computation. With the simple form, many formulations have been developed to derive T and p [3] [4] [5] [6] [7] [8] [9] [10] . However, it is not easy to deriveT andp that satisfy Equation (3). This is because r and q are both nonlinear functions, and therefore it is necessary to solve a system of nonlinear equations for conditions onT andp.
This paper proposes to use a new functionf which maps a computation block to a data block as shown in Figure 2 . With the new functionf, the condition of blocked data alignment becomesT
The form of Equation (4) is exactly the same as that of Equation (2) . Hence, previous techniques developed for the condition of Equation (2) can also be used for the condition of Equation (3). However, it is not clear whether the new functionf always exists for arbitrary computation and data partitioning. Therefore, this section investigates the condition that guarantees the existence off. The functionf is formally de"ned as follows: functionf :Ĵ →Ŷ is an indexing function of a partitioned data array accessed in a partitioned loop nest if
for anyĵ ∈Ĵ .
Condition (5) can be stated as follows: the data entries accessed by a computation block, Q −1 (ĵ), should be the same as the block of the data array indexed byŷ which is the image ofĵ under the indexing functionf. This condition can be better illustrated with , it follows that other hand,f
Therefore,
Hence, De"nition 3.1 is satis"ed.
In the above example, the indexing functions of the partitioned data arrays accessed in the partitioned loop nest are the same as the original indexing functions, i.e.f a = f a ; however, this is not true in general cases. Depending on how loop index sets are partitioned, it is often very complicated to "nd the correct indexing function. Moreover, in many cases, there do not exist indexing functions that satisfy De"nition 3.1. The next example illustrates such a case. EXAMPLE 3.1. Consider the following computation.
Suppose that the computation partition is given by the mapping q 
CONDITIONS OF PARTITIONING FOR DATA ALIGNMENT
Existing data alignment techniques are based on relations among indexing functions, time-space mappings and data alignments. To reuse the existing data alignment techniques in partitioned algorithms, one must "nd the correct indexing functions of blocked data arrays. Example 3.1 shows that some algorithm partitions do not allow the existence of a valid data partition. Therefore, it is necessary to "nd conditions of algorithm partitions that guarantee the existence of valid data partitions and to derive techniques to identify them. Here the particularly desirable case when the indexing functions in the partitioned algorithms are the same as in the original algorithms (i.e. non-partitioned) is considered. For this case, Proposition 4.1 provides the condition of computation partitions which guarantees that the indexing functions of partitioned nested loops are identical to the indexing functions used in the original (i.e. non-partitioned) nested loops. Let an indexing function be called Euclidean if any row of the indexing matrix is distinct with one entry valued unity and all others valued zero. Let u and v be n-dimensional vectors. Let the operator • denote elementwise multiplication, i.e.
Let T be an n × n matrix and I be a subset of {1, 2, , . . . , n}. T I denotes a submatrix of I whose columns consist of the i th column of T for all i ∈ I . 
I form a basis of null(f).
Proof. Consider the left-hand side of Equation (5):
Therefore, it follows that
On the other hand, the right-hand side of (5) must be of the form
Equation (6) can be in the form of Equation (7) If an algorithm has a data array with an indexing function which is not Euclidean, it is necessary to change the basis to make the indexing function Euclidean. This paper considers only the case when such a change is possible.
A boundary is generated by n −1 columns of D −1 . Hence, there exist
boundaries containing null(f). Therefore, the intersection of these boundaries forms null(f). In other words, null(f) should be parallel to the intersection of these boundaries. EXAMPLE 4.1. In Example 2.1, q for the computation partition and r a for data array A partition are 
T(q( j)) = (t,p(r(f( j))))
ifT
and there existsf such that
Proof. Given j ∈ J , there existsĵ such that
Therefore, 
x 2
Thus,p (r(f( j))) ∈p(f(ĵ)).
Hence,T (q( j)) =T(ĵ) = (t,p(r(f( j)))).
EXAMPLE 4.3. Consider Example 2.1 again. After algorithm and data array index sets are partitioned, the index set of a computation partitionĴ is (4 × 4 × 4), while the index sets of data partitionsŶ a ,Ŷ b andŶ c are all (4 × 4). Suppose that T (4, 4, 4) 
is employed for a time-space transformation of this algorithm. Data alignments of matrices A, B and C that satisfy Equation (4) arê
respectively, where the subscriptt denotes that data alignments depend on the execution time [10] . Initial = (2, 4, 12) . distributions of these matrices are shown in Table 1 . All the entries stored in processors are computed and then matrix A shifts left and matrix B shifts up for the next computation. The computation step and the communication step are alternately repeated until all columns of matrix A have been multiplied by all rows of matrix B. This algorithm for matrix multiplication corresponds to the partitioned (blocked) version of Cannon's algorithm.
COMMUNICATION MINIMAL PARTITION FOR A FIXED-SIZE PROCESSOR ARRAY
For most practical problems, the sizes of computation domains are large and must be partitioned to "t a`small' "xed-size processor array. To reduce execution time, it is desirable to select the one that requires less communication.
Given that the partitions of interest are determined by Suppose that β 3 is chosen as 12 ( Figure 5c ). Then, the size of a single block is (2 × 4 × 12) and the size of the data partition is (4 × 4 × 1). In this case, the algorithm needs just one time unit and therefore no communication is necessary. However, it requires approximately four times as much storage as that of Example 4.3.
Example 5.1 explains the trade-off relation between memory space and the number of communications. In general, the larger the blocks stored in a single processor, the smaller the number of communications is required. However, it is not always possible to store as many data items as desired in a single processor due to limitation of available memory space. Moreover, there exist special cases in which the necessary memory space increases even though the size of blocks decreases. This is because alignment of a partitioned data array must satisfy conditions in Proposition 4.2 and therefore, there exist some cases when more than one block must be stored in a single processor [10] .
Consider the problem in which components of β are chosen to make the algorithm partition "t an available processor array. Previous research for communication minimization showed that a data array needs to move if T is not an element of null(f) [11] . Therefore, it is desirable to 1 The time unit is the time required to "nish all computations in a single block. The time unit depends on the size of a single block. The computation time to execute a single block increases according to block size. 2 Each message contains all data generated and/or used by a block that is needed by another block in the destination processor. Thus, the size of the message increases with the size of the blocks. (the projection vector [13] , that is the direction along which computations are mapped into processors) as the basis of null(f). Therefore, the choice of the projection vector is limited by the data arrays used in an algorithm. In general, the number of optimal projection vectors is small enough to examine all possibilities in a reasonable amount of time. For example, in matrix multiplication, there are six possible choices of the projection vector (Proposition 3 in [11] ). Depending on the projection vector, the number of data entries in a single communication can vary. Example 5.2 illustrates how this problem can be solved and how much the communication overheads can be reduced by searching all possibilities. EXAMPLE 5.2. Consider the matrix-matrix multiplication algorithm in Example 5.1 again. Suppose that β is (2, 4, 6) T (Figure 6a ). The number of data entries to be stored in a single processor is 44. Since matrices A and B should be moved while matrix C stays at the same processor, the number of data entries to be moved is 36. If β = (4, 4, 3) T (Figure 6b) , matrices A and C should be moved while matrix B stays at the same processor. Hence, the number of data entries to be stored is 40 while the number of data entries to be communicated is 28. If β = (2, 8, 3) T (Figure 6c) , matrices B and C should be moved while matrix A stays at the same processor. Hence, the number of data entries to be stored is 46, while the number of data entries to be communicated is 40. Hence, the amount of communication required for the case when β = (2, 8, 3) T is 1.43 times more than that when β = (4, 4, 3) T and 1.11 times more than that when β = (2, 4, 6) T . The difference of communication overheads depends on the shape of the original loop index set. Therefore, it is necessary to investigate all three cases and choose the partition that minimizes communication. Figure 7 shows the relationship between communication overheads and partitions for various sizes of problems. Figure 7a shows the trade-off relation between the number of communications and the size of necessary memory modules depending on the sizes of blocks when (1024 × 1024 × 1024) matrix multiplication is computed on a (16 × 16) processor array. The sizes of blocks considered in this "gure are (64 × 64 × (64n)), n = 1, 2, 4, 8, 16. As block size increases, the number of data entries in the block also increases proportionally. However, the number of communication steps decreases with block size. This "gure also shows that the number of data entries moved in a single block increases proportionally to the block size. Figure 7b shows how communication overheads depend on the choice of coordinates to be mapped into a space domain. The matrix multiplication algorithms of sizes ((1024/n) × 1024 × (1024n)), n = 0.25, 0.5, 1, 2, 4 are considered. Since the computation domain is three dimensional, there are three possibilities in choosing the coordinates mapped into a space domain. This choice determines which matrices need to move and which matrix can stay at the same processor. This "gure shows that the communication overheads depend on the choice of coordinates when the computation domain is not cubic. As the difference in size along three coordinates increases, the difference of communication overheads also increases.
CONCLUSIONS
This paper considers partitioning and data alignment of af"ne nested loops. To leverage existing data alignment techniques for partitioned algorithms, computation partitions should satisfy the condition that there exist boundaries of blocks with intersections which are the null spaces of the indexing functions of data arrays. By using existing systematic data alignment techniques, it is possible to generate several partitions and time-space mappings (with perfectly aligned data) out of which the optimal one could be chosen. Additional research is needed on techniques to directly identify such optimal solutions.
