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Notation
Physical symbols
X position
V velocity
P momentum
Q electrical charge
I electrical current
T temperature
kB Boltzmann constant
H Hamiltonian
Spaces
Rd d-dimensional cartesian space
`2 square-summable sequences
L2B(A) square integrable functions A→ B,
if not given B is R, A suitable subset of Rd
C∞0 smooth functions decaying at infinity
Operations
f ∗ g two-sided convolution of functions f and g
a · b dot/scalar product of vectors a, b ∈ Rd
〈·, ·〉 general scalar product, in the complex case first-argument linear
a∗ complex conjugate of a ∈ C
‖ · ‖ norm
f# Laplace transform of function f
f̂ Fourier transform of function f ,
the variant without normalisation constant is used
f̂# Fourier-Laplace transform of function f ,
the Laplace transform is computed with respect to the first argument
f time average of function f
∇ gradient
∇· divergence
∇2 Laplace operator
Sτ time-shift operator, Sτf = t 7→ f(τ + t)
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Relations
f ∝ g proportionality, f = const · g
f ∼ g asymptotic equality, f/g → 1
f . g asymptotic inequality, f ∼ f˜ ≤ g
f  g f and g have the same order, const1 · g . f . const2 · g
Probability
N (µ,Σ) Gaussian distribution with mean vector µ and covariance operator Σ
G(α, β) gamma distribution with shape parameter α and rate β
E(β) exponential distribution, E(β) = G(1, β)
aest estimate of variable a
P default probability measure
pX probability density (pdf) of variable X
pX(·|C) conditional probability density of variable X
E expected value, E[X] :=
∫
dP X
E[·|C] conditional expected value
var variance
corr correlation
rX covariance function of process X
rX(·|C) covariance function of process X conditioned by C
ρX partial autocorrelation (pacf) of process X
SX spectral process corresponding to X
σX spectral measure of process X
sX power spectral density (psd) of process X
δ2X mean square displacement (msd) of process X
δ2X(·|C) mean square displacement (msd) of process X conditioned by C
d
= equality in distribution
d−→ limit in distribution
Synopsis
Recent rapid advances in single particle tracking and supercomputing techniques
resulted in an unprecedented abundance of diffusion data exhibiting complex be-
haviours, such the presence of power law tails of the msd and memory functions,
commonly referred to as “fractional dynamics”. Anomalous diffusion was extensively
studied in numerous physical systems (Weiss et al., 2003; Höfling and Franosch,
2013). In particular “subdiffusion” was observed in the cytoplasm of living biologi-
cal cells (Tabei et al., 2013), various in vitro crowded fluids (Szymanski and Weiss,
2009; Jeon et al., 2013) and lipid bilayer membrane systems (Kneller et al., 2011);
and “superdiffusion” was reported in systems related to active biological transport
(Goychuk et al., 2014; Reverey et al., 2015) or turbulence (Budaev et al., 2006;
Perri et al., 2015). Interesting examples of normal diffusion are also still observed,
in which the Brownian-like behaviour can be present together with non-Gaussian
distributions (Wang et al., 1997) or weak ergodicity breaking (Metzler et al., 2014).
Motivated by these developments, we study the stationary solutions of the clas-
sical and generalized Langevin equation as models of the contemporarily observed
phenomena.
In order to clarify the physical context of this research, in the first chapter we
sketch the historical background of the generalized Langevin equation, stressing the
deep relations between the experimental evidence, physical models and mathemat-
ical theory. The next chapter is devoted to the brief overview of the theory of the
Gaussian variables and processes. Its goal is to introduce sufficient information
about the the theory of stationary Gaussian processes, which is extensively used in
the further parts of the thesis.
In the third chapter we derive the generalized Langevin equation from Hamilton’s
equations of motion, using model as general as possible, which provides additional
insight into the physical interpretation of this equation. Furthermore, this derivation
shows constraints on the possible types of stochastic force which generates the mo-
tion and in natural way represents it in Fourier space. The study of the links between
Langevin equation and Fourier representation is continued in the next chapters.
The fourth chapter concentrates more on the relations between the models and
the data. There, the series of propositions and theorems shows that a large class
of Langevin equations has a solutions that, sampled in discrete time, are the mov-
ing average autoregressive processes, which can be analysed using large number of
available statistical methods (Ślęzak and Weron, 2015). We provide formulas for the
coefficients of these discrete-time models and illustrate our results in the simple case
using the optical tweezers recordings (Ślęzak et al., 2014; Drobczyński and Ślęzak,
2015).
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The fifth chapter starts with a short introduction into the basic notions of ergodic
theory, which is necessary to understand the behaviour of various time averages
calculated from the data modelled by the solution of the Langevin equation. In
order to provide a possibly general description, we prove a generalized version of the
classical Maruyama’s theorem, which describes the time averages of all stationary
Gaussian processes with a finite number of spectral atoms (Ślęzak, 2017).
In the last, sixth chapter we continue the study of the non-ergodic solutions of
the Langevin equation, this time introducing the ergodicity breaking through the
random parametrisation of the equation itself, the so-called “superstatistics” (Ślęzak
et al., 2017). This leads to a specific form of non-Gaussianity which affects only
many-dimensional distributions of the process. The main result of this chapter is
the series of propositions which describes the second order structure of solutions of
the superstatistical Langevin equation.
Chapter 1
Historical background
Diffusion is a fundamental example of a phenomenon linking microscopic and
macroscopic properties of physical system. It was observed even in ancient times, it
was in fact what at around 50 BCE Roman natural philosopher Lucretius depicted
in the 2nd of his 5 books “De Rerum Natura” (“On the Nature of Things”, Leonard,
1916, translation):
An image, a type goes on before our eyes
Present each moment; for behold whenever
The sun’s light and the rays, let in, pour down
Across dark halls of houses: thou wilt see
The many mites in many a manner mixed
Amid a void in the very light of the rays,
And battling on, as in eternal strife,
(...)
Namely, because such tumblings are a sign
That motions also of the primal stuff
Secret and viewless lurk beneath, behind.
For thou wilt mark here many a speck, impelled
By viewless blows, to change its little course,
And beaten backwards to return again,
Hither and thither in all directions round.
Lo, all their shifting movement is of old,
From the primeval atoms; (...)
It is an impressive account of a scientific intuition, as Lucretius correctly links
the erratic motion of dust in the air with microscopic motions of atoms. Unfortu-
nately, for the next nearly two thousand years, no significant progress was made in
explaining this phenomena. The modern interest in the area was sparked by Scottish
botanist Robert Brown, who in 1827, during the study of fertilization, observed ir-
regular motions of small pollen particles suspended in water. Their movement “arose
neither from currents in the fluid, nor from its gradual evaporation, but belonged to
the particle itself”. Brown was initially unsure if the motions are of biological origin
or not, but he managed to exclude the former option by repeating the experiment
7
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using dead pollen and small mineral particles. Subsequent observations, especially
the ones performed by Jean Baptiste Perrin (Perrin, 1908), established the 3 main
properties which characterise the Brownian motion:
i) The mean square displacement (msd) of the particle’s positionX grows linearly
as a function of time
δ2X(t) := E
[
X(t)2
]
= 2Dt (1.1)
determined by the diffusion constant D.
ii) The probability density (pdf) of the position pX is Gaussian, and in order to
fulfil also the property i), in one-dimension it must have form
pX(x, t) =
1√
4piDt
exp
(
− x
2
4Dt
)
. (1.2)
iii) The motion is chaotic and the observed trajectories seem irregular. At any
given moment the particle randomly changes the direction of motion with no
regard of what happened up to that moment.
In the XIX century there were no mathematical tools that would suffice to describe
a motion with such properties. The first one to propose a suitable random model
was Louis Bachelier, who analysed the properties of what would be called “Brownian
motion” in his thesis “La théorie de la spéculation” (“Theory of Speculation”) from
1900 (Courtault et al., 2000). His work was innovative, but lacked a mathematical
rigour and was concerned with stock market prices, which was not a recognised
mathematical subject at that time. Because of these reasons his results were ignored
by contemporary mathematicians and physicists. It was used decades later, when
it was rediscovered by Kolmogorov and used as one of the keystones of modern
financial mathematics.
Five years after Bachelier, Albert Einstein published a paper which became a
foundation of probabilistic statistical mechanics (Einstein, 1905). In the first part of
his work he used the theory of Adolf Fick, already established in 1855 (Fick, 1995,
reprint), to obtain a relation between viscosity of the fluid and diffusion coefficient
D by balancing the osmotic pressure with diffusion current. In modern view this
approach can be simplified by writing Fick’s 1st law for diffusion current Jdiff given
concentration n
Jdiff = −D∇n, (1.3)
and drift current Jdrift caused by the potential V acting on the particles characterised
by mobility µ
Jdrift = −µn∇V . (1.4)
Using Boltzmann distribution n = Z exp(−V/(kBT )) we can equate the currents
and obtain Einsten’s relation
0 = Jdiff + Jdrift = −n∇V
(
− D
kBT + µ
)
=⇒ D = kBT µ. (1.5)
9In the second part of his paper Einstein considers a simple random walk with
bounded and independent increments. He then shows that the resulting density
of particles solves the diffusion equation
∂
∂t
n = D∇2n, (1.6)
which was already known as Fick’s 2nd law. This result agrees with Eq. (1.2),
and has Gaussian (1.2) acting as the corresponding Green’s function. The Ein-
steins’ technique replaced the integral equation for n by a series of derivatives, a
method which would later become studied in more formal manner under the name
of Kramers-Moyal expansion (Risken, 1989). One of the most important fruits of
Einstein’s work was a way of determining the Avogadro number using only macro-
scopic measurement, and 3 years later Jean Baptiste Perrin performed the conclud-
ing experiment (Perrin, 1908). For this achievement and his related work about the
atomic nature of matter Perrin received a Nobel Prize in 1926.
At the same time as Einstein, Marian Smoluchowski independently developed its
own theory of Brownian motion (Smoluchowski, 1906). His methods were different
and more in line with scattering theory: he considered a particle which meets random
encounters, each of them changing its velocity by some small and bounded angle,
so that it continues its motion inside a cone centred around pre-collisional velocity.
Careful examination of the scales which are important from the experimental point
of view allowed Smoluchowski to derive the value of the apparent mean free path
and consequently the diffusion constant. In his later works he studied a diffusion
under the external force, characterised by the position-dependent pressure f , and
obtained partial differential equation for the probability density of the particle
∂
∂t
pX = D∇2pX − D
kBT
∇ · (fpX) (1.7)
which is contemporarily called Smoluchowski equation. He was the first to realise
that equations of form (1.6) may correspond not only to the macroscopic density
of particles, but microscopic pdf of each one as well. His work was a major break-
through in the study of atomic nature of matter and reconciled the unceasing, per-
sistent nature of Brownian motion with the irreversible laws of thermodynamics.
However, Smoluchowski’s calculation of the diffusion coefficient differed from
Einstein’s by a suspicious factor 64/27. The experimental results available at that
time were not decisive, so this dispute had to be resolved using theoretical methods.
In 1908 Paul Langevin boldly claimed he managed to provide “une démonstration
infiniment plus simple” (“infinitely simpler demonstration”) and settle this dispute
(Lemons and Gythiel, 1997, translation). Indeed, his approach was straightforward:
he just wrote a Newton’s equation
m
d
dt
V (t) = −βV (t) + F (t) (1.8)
of a system with Stoke’s friction force −βV (t) and complementary force F , which
continuously agitates the motion of particle. He argued that assuming symme-
try (F d= −F ) and high irregularity of F , it could be assumed to be indepen-
dent from current value of particle’s velocity, consequently E[V (t)F (t)] = 0. Mul-
tiplying (1.8) by V (t), calculating averages and using the equipartition relation
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E[V (t)2] = kBT /m, it is then straightforward to calculate the diffusion coefficient,
which agreed with the result of Einstein.
Langevin was the first to directly analyse the dynamical equation of the velocity
variable by itself, but his approach was mathematically rough. It was not clear how
one should understand the function F . The irregularity of Brownian paths made
the formal mathematical approach difficult. The first step towards the solution was
made by Norbert Wiener, who managed to rigorously describe the Brownian motion
process and express it as a random Fourier series (Wiener, 1923). He also proved
that the Brownian trajectories (t, B(t))t are continuous with probability 1, as ex-
pected for the model of the particle motion. Nevertheless, Perrin, using geometrical
arguments, suggested that the derivative of Brownian motion cannot exist in the
classical sense (Perrin, 1908, 1913). Indeed, Wiener proved that the square-root
dependence of the mean amplitude of increments, E|B(τ + t) − B(τ)| = 2√Dt/pi,
implies that the derivative dB/dt cannot be finite. This property fascinated Paul
Lévy, who significantly expanded the theory of Brownian motion (Lévy, 1948), and
other contemporary mathematicians.
Concurrently, the Langevin equation was thoroughly studied by George Uh-
lenbeck and Laurence Ornstein (Uhlenbeck and Ornstein, 1930) who discussed its
relation to the Smoluchowski equation and showed that in this model the second
moment of the position E|X(τ + t) − X(τ)|2 was proportional to t2 in short time
scales, so the velocity process which appears as the solution of the Langevin equation
is well-defined. That was only a partial solution, as the second derivative, the accel-
eration, still would diverge. One of the widely considered solutions was to modify
the Langevin equation in order to get rid of these singularities, but Joseph Doob
proposed another approach. He took the idea of Wiener that even if the derivative
is not defined, one could still consider the integral, that is write B(t) =
∫ t
0
dB(τ)
understood as a limit of Riemann sums composed of random Gaussian increments
(Doob, 1942). He argued that the Langevin equation (1.8) should be interpreted as
an integral stochastic equation
m
∫ t
0
dV (τ) = −β
∫ t
0
dτ V (τ) +D
∫ t
0
dB(τ). (1.9)
At this moment the foundations of stochastic analysis were nearly complete; shortly
after Kiyoshi Ito¯ in two very elegant and concise papers defined a notion of stochas-
tic integrals with respect to Brownian motion (Ito¯, 1944) and the corresponding
stochastic differential equations (Ito¯, 1946), providing also the conditions for exis-
tence and uniqueness of their solutions.
It does not mean there was no place for further significant progress; on the
contrary, many crucial concepts were not yet developed. One of the consequences
of the irregular nature of Brownian motion is that its one-dimensional trajectory
(t, B(t))t it is a fractal with Hausdorff dimension 3/2, which was proven by Samuel
James Taylor (Taylor, 1953). A closely related property is that it is self-similar, that
is time-rescaled Brownian motion is statistically equivalent to position-rescaled one,
precisely (B(ct))t
d
= (c1/2B(t))t. Benoît Mandelbrot was one of the main creators and
a great advocate of this geometric approach to stochastic modelling; he considered
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a general class of self-similar processes, for which
(X(ct))t
d
= (cHX(ct))t. (1.10)
He found out that there are two features, which guarantee this property: the specific
form of of the distribution or specific form of the memory, both requiring power-law
type behaviour. The first feature led to stable processes, but their diverging second
moment rendered them unphysical in many applications; however the second feature
helped Mandelbrot to construct self-similar Gaussian process with a power-law tails
of covariance: the fractional Brownian motion BH . Subsequently, in 1965 he used
increments of this process to explain the so-called “Hurst phenomenon” (Mandelbrot,
2002, translation), that is a power-law behaviour of the Rescaled Adjusted Range
statistic. Given a window, it is a range (maximum minus minimum, R) divided by a
scale (standard deviation, S), and is denoted R/S. Initially, R/S statistic was used
to estimate optimal height of the projected dams over Nile River (Hurst, 1951), but
the Hurst phenomenon was later observed in hundreds of other phenomena related
to climate, geology and astronomy.
Mandelbrot’s geometrical approach did not seem to be compatible with the phi-
losophy of physics, which stresses the importance of dynamical equations, not ge-
ometry (with the notable exception in the form of general relativity). However,
Mandelbrot himself proposed a possible bridge, studying properties of his fractional
models in Fourier space. Spectral analysis was not considered a natural language
in the study of diffusion processes, but it had a good and intuitive interpretation in
the modelling of electric phenomena, where the analysed signals often have a form
of sinusoids. In 1928, John Bertrand Johnson observed an electromotive force which
was linearly dependent on temperature (Johnson, 1928). The explanation was im-
mediately provided by Harry Nyquist, who proved that the thermal fluctuations in
electric resistors cause the voltage to fluctuate randomly with mean power equal
to impedance times kBT (Nyquist, 1928). This could be considered an equivalent
of Einstein’s relation (1.5) for the electric phenomena. These results were further
developed by Lars Onsager, who linked the heat conductivity and the correlation
function of the energy flow caused by the voltage difference (Onsager, 1931a,b). It
was called “Onsager’s reciprocity” and formed a basis of the non-equilibrium ther-
modynamics of linear systems, the so-called linear response theory. In 1950’s rising
interest in the area led to discovery of general fluctuation-dissipation relations, the
most famous one proven by Ryo¯go Kubo (Kubo, 1957). Eight years later Hajime
Mori used projection operator techniques to show that under relatively weak as-
sumptions the microscopic equations of motion can be cast into the macroscopic
formula (Mori, 1965)
m
d
dt
V = −m
∫ t
−∞
dτ K(t− τ)V (τ) + F (t), (1.11)
which is a form of the generalized Langevin equation (GLE). The fluctuation-
dissipation relation then assures that the retardation kernel K is, up to a factor, the
covariance function of the random force F . The GLE was a tool required for the uni-
fication of Mandelbrot’s fractal models and diffusion processes. Now the stochastic
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force F could reflect the fractional properties of the environment, and the observed
coordinate would be governed by the dynamical equation (1.11). This relation was
further strengthened when Peter Mazur, Mark Kac and George Ford proposed a
model of discrete harmonic bath, which led to the GLE (Ford et al., 1965); the
same system was also later studied by Robert Zwanzig (Zwanzig, 1973) and is now
known as Kac-Zwanzig model. In this system it was possible to precisely track the
relationship between the harmonic bath and the spectrum of the stochastic force F ,
in particular to indicate what type of environment would lead to power-law spectra
which appeared in Mandelbrot’s works.
These achievements were fully taken use of in recent years, when the unprece-
dented advancements in microscopic tracking shed a new light onto the rich word of
diffusion in complex media. Diffusion which has the power-law msd,
δ2X(t) ∼ 2Dtα, (1.12)
called anomalous diffusion, has actually been known since 1926, when Lewis Richard-
son detected it in the turbulent atmospheric flows (Richardson, 1926). Starting in
1960s this phenomenon has been studied in the transport theory, but it took a long
time to fully incorporate ideas of Kubo and Mandelbrot. The interest in modelling
anomalous diffusion by the GLE became noticeable in 1990s (Muralidhar et al.,
1990), when the significant works of Ke-Gang Wang and his collaborators were pub-
lished (Wang, 1992; Porrà et al., 1996; Wang and Tokuyama, 1999). This area of
research became increasingly attractive, because in the GLE the power-law memory
is naturally related through fluctuation-dissipation relation to a convolution with a
power-law kernel, and this operation is a basis of the fractional integrals and frac-
tional derivatives, a form of generalisation of classical analysis for fractional models
(Samko et al., 1993; Hilfer, 1999).
In 2000s significant experimental progress was made (Caspi et al., 2000; Seisen-
berger et al., 2001; Banks and Fradin, 2005). One of the most famous new examples
of anomalous diffusion was the motion of mRNA molecules in E. coli cells, mea-
sured by Ido Golding and Edward Cox, where the subdiffusion δ2X(t) ∼ Dtα, α ≈ 0.7
was found (Golding and Cox, 2006). Modelling of this and similar observations
was performed using a variety of models such as continuous time random walks,
Lévy flights, Lévy walks, diffusion on fractals, and, of course, the GLE (Metzler and
Klafter, 2000; Sokolov and Klafter, 2005).
In recent years the study of the GLE with power-law kernel was continued e.g. in
influential works of Eric Lutz (Lutz, 2001) and Samuel Kou (Kou, 2008). The former
used Laplace methods to provide exact formulas for covariance and msd; the latter
analysed thoroughly spectrum of the process and showed convincing experimental
confirmation analysing conformational dynamics of proteins.
Chapter 2
Gaussian variables and processes
In this chapter we introduce the notions of various types of Gaussian variables,
vectors and the corresponding spaces (Janson, 1997; Maniglia and Rhandi, 2004).
These are objects whose distribution after some linear manipulations can be reduced
to the classical Gaussian function e−x2/2. Time-indexed collections of such objects,
called Gaussian processes (Doob, 1990; Dym and McKean, 1976), can describe the
dynamics. They can be fully characterised by their mean and correlation structure
(Yaglom, 1987), which greatly simplifies both modelling and statistical analysis. Not
only is the Gaussian distribution the most observed one in diffusion phenomena,
there are also strong theoretical explanations of its prevalence, especially in physics
(Fox, 1978). The most significant ones are three observations:
i) It is a distribution which maximises entropy under the constraint of fixed mean
and variance. In physical systems the constant value of variance and mean is
often forced by the conservation of energy, at least in the linear approximation.
At the same time the global increase of entropy is guaranteed by the Second
Law of Thermodynamics. (Mandelbrot, 2002)
ii) It is a Gibbs distribution for quadratic Hamiltonians, that is the invariant
measure of the corresponding dynamical systems which should be observed in
thermal equilibrium.
iii) It is a limit of a rescaled sum of many sufficiently weakly dependent (inf
fact, only finite-range dependence suffices) microscopic variables, as given by
Central Limit Theorem. Therefore the macroscopic variables, after proper
rescaling, are very likely to have this distribution.
All three of these observations are deeply related: the increase of entropy can be
used to explain the form of Gibbs measure and entropy is a Lyapunov function of
the transformation (X + Y )/
√
2 for i.i.d. X, Y which can be used to determine the
fixed point of the rescaled sum in the Central Limit Theorem.
2.1 Gaussian vectors
Let H be a Hilbert space with scalar product 〈·, ·〉. We will assume that H is
separable. For non-separable spaces, the theorem of H. Sato (Sato¯, 1969) guarantees
13
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that any Gaussian measure would be concentrated on separable subspace. Therefore,
this assumption is technical and for convenience only.
Definition 2.1.1 (Gaussian vector, Gaussian measure). We call a vector X ∈ H
Gaussian, if any projection 〈X, y〉 is a random variable with Gaussian distribution
N (my, σ2y). The corresponding distribution on H is called a Gaussian measure.
As a side note, we allow for zero variance Gaussian variables, i.e. treat deter-
ministic constants as a subclass of Gaussian variables. This assumption simplifies
many results.
It would be very convenient if Gaussian measures on Hilbert spaces could be
characterised in a manner similar to finite-dimensional Gaussian distributions. The
simplest approach makes use of the characteristic function. It is always defined as
a function on the continuous dual of the state space, which in the case of Hilbert
space is isomorphic to the space itself. Therefore it is a functional φ : H → C given
by
φX(θ) := E
[
ei〈X,θ〉
]
= exp
(
imθ +
1
2
σ2θ
)
. (2.1)
In the finite-dimensional case it is sufficient for a function to be positive-definite
to be a characteristic function of some random variable, as stated in the famous
Bochner’s theorem. For infinite-dimensional spaces the necessary condition is more
complicated and is stated in the Milnos-Sazanov theorem.
Theorem 2.1.1 (Milnos-Sazanov). A functional on Hilbert space φ : H 7→ C is a
characteristic function of a probabilistic measure on H if, and only if
- it is positive definite,
- φ(0) = 1,
- there exists a positive trace-class operator Q which generates the seminorm,
‖x‖Q :=
√
〈Qx, x〉 (2.2)
and φ is a continuous function with respect to this seminorm.
For positive symmetric operator Q the trace is
tr Q =
∑
j
〈Qej, ej〉, (2.3)
where (ej)j is any Hilbert base; if the operator Q is trace class this quantity is finite,
base-independent and equal to the sum of the operator’s eigenvalues.
Theorem 2.1.2 (Characterisation of Gaussian measures). Any Gaussian measure
on a Hilbert space is uniquely determined by the mean vector µ ∈ H and covariance
operator Σ: H 7→ H which is positive, symmetric and trace-class. Conversely, for
any such µ and Σ there exists a corresponding Gaussian measure witch the charac-
teristic function
φ(θ) = exp
(
i〈µ, θ〉 − 1
2
〈Σθ, θ〉
)
(2.4)
Moreover,
E[X] = µ, E‖X − µ‖2 = tr Σ. (2.5)
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Proof. For given vector µ and positive, symmetric, trace class operator Q the func-
tion
φ(θ) = exp
(
i〈µ, θ〉 − 1
2
〈Σθ, θ〉
)
(2.6)
fulfils the conditions of the Milnos-Sazanov theorem with operator Q = Σ. Addi-
tionally, any scalar product 〈X, y〉 has a characteristic function of Gaussian vari-
able, so X is a Gaussian vector. Let us choose a Hilbert base (ej)j. We know that
〈X, ej〉 d= N (〈µ, ej〉, 〈Σej, ej〉). So, the mean of X is
E[X] = E
∑
j
〈X, ej〉ej =
∑
j
E〈X, ej〉ej =
∑
j
〈µ, ej〉ej = µ. (2.7)
The mean of the squared norm of X − µ is
E‖X − µ‖2 = E
∑
j
|〈X − µ, ej〉|2 =
∑
j
E|〈X − µ, ej〉|2 =
∑
j
〈Σej, ej〉 = tr Σ (2.8)
The vector X can be also constructed explicitly. Let (λj)j be a sequence of eigen-
values of Σ, take some Hilbert base (ej)j and a sequence of independent variables
ξj
d
= N (0, λj). The vector
X = µ+
∑
j
ξjej (2.9)
has all the required properties.
Now we prove that any Gaussian vector X can be characterised in that way. Let
us fix one such X. The operator Q from the Milnos-Sazanov theorem is trace-class,
therefore it is also compact and continuous. The real and imaginary parts of the
function φ are continuous, which forces the functions mθ and σ2θ to be continuous,
as well.
The variable 〈αX, y〉, α ∈ C has distribution αN (my, σ2y) = N (αmy, |α|2σ2y).
Therefore my is a linear continuous function of y and σ2y is a continuous quadratic
form of y. The Riesz representation theorem states that in such a case there exist a
vector µ and a continuous, symmetric positive linear operator Σ such that
my = 〈µ, y〉, σ2y = 〈Σy, y〉. (2.10)
Further on we can consider only zero mean vectors because the mean can be simply
subtracted, i.e. we can analyse X −µ. We want to prove that Σ for such X is trace
class. From the Milnos-Sazanov theorem, by rescaling we can choose Q such that
〈Qθ, θ〉 ≤ 1 =⇒ |1− φ(θ)| =
∣∣∣∣1− exp(−12〈Σθ, θ〉
)∣∣∣∣ ≤  (2.11)
for arbitrarily small  > 0. Now, for any θ ∈ H outside of kernel of Q (kernels of Q
and Σ must agree) consider
θ′ :=
θ√〈Qθ, θ〉 , 〈Qθ′, θ′〉 = 1. (2.12)
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We have the inequality
|1− φ(θ′)| =
∣∣∣∣1− exp(−12 〈Σθ, θ〉〈Qθ, θ〉
)∣∣∣∣ ≤  (2.13)
and for  sufficiently small
〈Σθ, θ〉 ≤ 2| ln(1− )|〈Qθ, θ〉. (2.14)
In particular for any base 〈Σej, ej〉 ≤ 2| ln(1− )|〈Qej, ej〉 and
tr Σ ≤ 2| ln(1− )| trQ (2.15)

We also want to characterise the space of Gaussian vectors itself. First, we
present a simple result about the linear transformation of a Gaussian vector.
Proposition 2.1.1 (Transformations of Gaussian vectors).
i) For two vectors X d= N (µX ,ΣX) and independent Y d= N (µY ,ΣY )
X + Y
d
= N (µX + µY ,ΣX + ΣY ). (2.16)
ii) For X d= N (µX ,ΣX), vector b ∈ H and bounded operator A
AX + b
d
= N (Aµ+ b, AΣA†). (2.17)
Proof. The variables 〈X, θ〉 and 〈Y, θ〉 are also independent, therefore the character-
istic function of X + Y is
φX+Y (θ) = exp
(
〈µY , θ〉+ 〈µX , θ〉 − 1
2
〈ΣXθ, θ〉 − 1
2
〈ΣY θ, θ〉
)
= exp
(
〈µX + µY , θ〉 − 1
2
〈(ΣX + ΣY )θ, θ〉
)
. (2.18)
The characteristic function of the variable AX + b is
φAX+b = E
[
ei〈AX+b,θ〉
]
= ei〈b,θ〉E
[
ei〈X,A
†θ〉
]
= exp
(
〈µ,A†θ〉+ 〈b, θ〉 − 1
2
〈ΣA†θ, A†θ〉
)
= exp
(
〈Aµ+ b, θ〉 − 1
2
〈AΣA†θ, θ〉
)
. (2.19)
Because A is bounded, the dual operator A† is also bounded, ‖A†‖ = ‖A‖ and
tr(AΣA†) = tr(A2Σ) ≤ ‖A‖2 tr Σ. So AΣA† trace-class operator, it is also clearly
positive. 
The space of Gaussian vectors is a vector space by itself and a subspace of
L2H(Ω,F ,P) - the Hilbert space of all H-valued random variables with the scalar
product 〈·, ·〉L2H = E〈·, ·〉H . This subspace is a Hilbert space of its own.
2.2. GAUSSIAN PROCESSES 17
Theorem 2.1.3. The vector space of all H-valued Gaussian vectors is a Hilbert
space with respect to scalar product E〈·, ·〉H .
Proof. We fix a Cauchy sequence of Gaussian variables (Xn)n. It is also a Cauchy
sequence in L2H and this space is complete, so Xn → X ∈ L2H . Because E‖Xn −
X‖2 → 0 also, for every y ∈ H,
E〈Xn, y〉 → E〈X, y〉, var〈Xn, y〉 → var〈X, y〉. (2.20)
Therefore 〈Xn, y〉 is a sequence of Gaussian variables, whose means and variances
converge. It means that the limit 〈X, y〉 is also Gaussian for every y and X is a
Gaussian vector. 
We end this section with a simple proposition, which links the geometry of the
Gaussian Hilbert space to the conditional expectancy.
Proposition 2.1.2. In a Hilbert space of zero-mean Gaussian variables, any projec-
tion onto a given subspace is the same as the conditional expectancy under σ-algebra
generated by this subspace.
Proof. The reasoning is simple if we start from considering the projection. Given
vector X and subspace V we can uniquely decompose X into orthogonal and parallel
components
X = X⊥ +X‖, X‖ ∈ V, X⊥⊥V. (2.21)
Because X‖ ∈ V , this variable is σ(V )-measureable. On the other hand, the variable
X⊥ is uncorrelated with any linear combination of variables from V . Because all
these variables are Gaussian, it implies X⊥ is independent from σ-algebra σ(V ).
Therefore the conditional expectancy is
E[X|V ] = E[X⊥|V ] + E[X‖|V ] = E[X⊥] +X‖ = X‖. (2.22)

2.2 Gaussian processes
Let (I,+) be an ordered semi-group of indices and X = (X(t))t∈I a collection of
random variables. We call this collection a stochastic process. If set I is continuous
(for our purposes later on some interval on R, R+ or R itself) we use the notation
X(t) for a random variable corresponding to the index t. Whenever we want to
stress that the indices are discrete, we will rather use the notation Xk.
Definition 2.2.1. We call a stochastic process (X(t))t∈I Gaussian if any vector
[X(t1), X(t2), . . . , X(tN)] (2.23)
for any choice of tk ∈ I and N ∈ N has Gaussian distribution. In other words the
so-called finite-dimensional distributions of the process X must be Gaussian.
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Directly from the definition it is clear that any linear transformation of a Gaus-
sian process is still a Gaussian process. It is also true for many Gaussian processes
as long as they are only linearly dependent.
Gaussian processes have a very useful characterisation.
Proposition 2.2.1 (Mean and covariance functions). The distribution of a Gaus-
sian process X is fully determined by the mean function mX
mX(t) := E[X(t)] (2.24)
and the covariance function rX
rX(s, t) := E
[
(X(s)−mX(s))(X(t)−mX(t))
]
(2.25)
Conversely, for any positive semi-definite function (s, t) 7→ r(s, t) and mean function
t 7→ m(t) there exists a Gaussian process X with mean function m and covariance
function r.
Proof. It is only required to determine the distribution of any vector
[X(t1), X(t2), . . . , X(tN)].
As it is a Gaussian vector, it is fully determined by the mean vector and covariance
matrix. The mean vector is [mX(tj)]Nj=1 and the covariance matrix is [rX(ti, tj)]Ni,j=1.
Conversely, for a given positive semi-definite function r for any t1, t2, . . . , N and
any N the matrix [rX(ti, tj)]Ni,j=1 is a covariance matrix so there exists a correspond-
ing Gaussian measure. The obtained measures fulfil the consistency conditions of
the Kolmogorov extension theorem and there exists a stochastic process (X(t))t
with the exact finite-dimensional distributions. To obtain process with the right
covariance and mean functions it is sufficient to consider X(t) +m(t). 
Later on we will very intensively use the notion of a stationary stochastic process
Definition 2.2.2 (Stationary process). A process X is stationary if it has the same
finite-dimensional distributions as the shifted process SτX for any τ ∈ I.
SτX := t 7→ X(t+ τ) d= X. (2.26)
Proposition 2.2.2 (Stationary Gaussian process). A Gaussian process is stationary
if, and only if
mX(t) = const, rX(s, t) = rX(s+ τ, t+ τ). (2.27)
For index sets I = R or I = Z the covariance of a stationary process is a function
of the difference of the arguments only and for simplicity we will use the notation
rX(s, t) = rX(t− s).
Proof. If the conditions (2.27) hold, the vectors
[X(t1), X(t2), . . . , X(tN)] and [X(t1 + τ), X(t2 + τ), . . . , X(tN + τ)] (2.28)
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have the same mean vector and covariance matrix. Therefore they have the same
Gaussian distribution and the process X is stationary.
On the other hand, for a stationary Gaussian process X the mean function is
mX(t1) = E[X(t1)] = E[X(t2)] = mX(t2) (2.29)
and the covariance function is
rX(s, t) = E
[
X(s)−mX(s))(X(t)−mX(t))
]
= E
[
X(s+ τ)−mX(s+ τ))(X(t+ τ)−mX(t+ τ))
]
= rX(s+ τ, t+ τ) (2.30)

The stationary zero mean Gaussian processes have another very elegant descrip-
tion, which uses the Fourier space representation. Let us start with recalling the
classical result.
Theorem 2.2.1 (Bochner’s theorem). For any positive definite function r : R→ R
there exists a measure σ on R such that
r(t) =
∫
R
σ(dω) eiωt. (2.31)
This result suggests that the process X could also be expressed in Fourier space.
However, for such a representation to hold, some regularity conditions are required.
Definition 2.2.3 (Continuity in the mean-sense). We call a process (X(t))t mean-
square continuous if
lim
t→s
E|X(t)−X(s)|2 = 0 (2.32)
for every t, s.
For a zero mean process E[X(t)] = 0 this is equivalent to the condition that the
covariance function rX(t, s) is continuous. Indeed,
E|X(t)−X(s)|2 = rX(t, t) + rX(s, s)− 2rX(t, s) (2.33)
and
|rX(t′, s′)− rX(t, s)| = |E[X(t′)X(s′)]− E[X(t)X(s)]|
= |E[(X(t′)−X(t))X(s′)]− E[X(t)(X(s)−X(s′))]|
≤ (E|X(s′)|2E|X(t′)−X(t)|2)1/2 + (E|X(t)|2E|X(s′)−X(s)|2)1/2 (2.34)
Now we give the aforementioned characterisation of the Gaussian stationary
processes.
Theorem 2.2.2 (Harmonizable representation). Every stationary zero mean Gaus-
sian process can be expressed, up to a distribution, as an integral, understood in the
mean square sense, which is
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i) In the continuous-time case (X(t))t
X(t) = re
∫
R
dS(ω) eiωt, (2.35)
ii) In the discrete-time case (Xk)k
Xk = re
∫ pi
−pi
dS(ω) eiωk. (2.36)
In the above the process S, called the spectral process, is a Gaussian complex,
mean square left continuous process which has independent real and imaginary parts
and independent increments with variance
E|dS(ω)|2 = σX(dω), (2.37)
where σX is called the spectral measure. Also, for any measure σX(R) < ∞ the
integral (2.35) defines a stationary Gaussian process.
We note that instead of taking the real part in (2.35) one could consider the
spectral process for which S(−ω) = S(ω)∗. Without taking the real part, the
resulting process X has i.i.d. real and imaginary parts. For the proof we will
consider the latter case.
Proof. For the continuous-time case i) the integral in (2.35) is well-defined, because
E
∣∣∣∣∫
R
dS(ω) eiωt
∣∣∣∣2 ≤ E [∫
R
|dS(ω)|2
]
= σX(R) <∞, (2.38)
also
E[X(s)X(t)∗] = E
[∫
R
dS(ω)
∫
R
dS(ω′)∗ ei(ωs−ω
′t)
]
= E
[∫
R
|dS(ω)|2 eiω(s−t)
]
=
∫
R
σX(dω) e
iω(s−t) (2.39)
which is a covariance function of some stationary process.
Starting from a stationary processX, given its covariance function rX the Bochner’s
theorem uniquely determines the spectral measure σX and, consequently, the spec-
tral process S.
The proof for the discrete-time case ii) is essentially the same. The Bochner’s
theorem is valid for a positive definite function on locally compact Abelian groups,
so we could consider any process indexed by elements of such a group. The discrete
time setting corresponds to a group (Z,+) and in this case the Bochner’s theorem
relates uniquely the series (rX(k))k and the measure on the Pontryagin dual, the
interval [−pi, pi]. 
It is worth to add that for a given measure σ the integral∫
R
dS(ω) f(ω) (2.40)
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may be viewed as an isomorphism between L2C(R,B(R), σ) and the Gaussian Hilbert
space within L2C(Ω,F ,P) which maps eit(·) 7→ X(t).
Unfortunately, the spectral process S cannot be expressed by the Fourier inver-
sion formula, because the stationary process X cannot decay at infinity and the
integral
∫
R dt X(t)e
−iωt diverges. However, there is an explicit formula for S if X is
mean square continuous.
For such Gaussian process X one can define the Fourier transform in the weak
sense (Yaglom, 1987)
S(ω) := lim
T→∞
1
2pi
∫ T
−T
dt
e−iωt − 1
−it X(t). (2.41)
In a discrete-time setting the integral above should be replaced by the sum. This
formula converges at the points of continuity of σX . For the other points S can be
taken so that it has left limits in mean square sense. The process S defined above
fulfils the equality∫
R
dS(ω) 1[ω1,ω2](t) = S(ω2)− S(ω1) = lim
T→∞
∫ T
−T
dt
1
2pi
e−iω2t − e−iω1t
−it X(t). (2.42)
The integral kernel on the right is the inverse Fourier transform of 1[ω1,ω2], which
shows that S is indeed the dual of X in the Fourier sense. Therefore, any mean
square continuous X has a harmonic representation not only in the sense of equality
of distribution, but also in the stronger, mean-square sense. This stronger represen-
tation is unique (Brémaud, 2014).
Formula (2.41) is well-defined even for non-stationary processes under broader
conditions (Yaglom, 1987). But, as one may suspect, the obtained process S has
independent increments if and only if X is stationary. For other cases the memory
structure of S may be complex, e.g. by taking the process X to have independent
increments we can obtain arbitrary stationary dS(ω).
The harmonic representation is very useful in studying the linear transformations
of the Gaussian processes. The spectral measure of the transformed process can be
often obtained explicitly as a measure multiplied by the response function.
Definition 2.2.4 (Measure multiplied by function). For a given measure σ and
f ∈ L1(σ) we define measure σf as
(σf)(A) =
∫
A
σ(dω) f(ω) (2.43)
Let us start from the simplest type of transformation.
Proposition 2.2.3. If process X has spectral process S (i.e. is given by Eq. (2.35)),
then the combination of time-shifted values
Y (t) =
∑
k
akX(t− tk) (2.44)
with deterministic tk, ak and
∑
k |ak|2 <∞, has spectral representation
Y (t) =
∫
R
dS(ω)
∑
k
ake
−iωtkeiωt, (2.45)
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and spectral measure σ(dω)
∣∣∑
k ake
−iωtk
∣∣2.
Proof. The time-shifted process t 7→ X(t− tk) has harmonizable representation
X(t− tk) =
∫
R
dS(ω) e−iωtkeiωt, (2.46)
in other words its spectral process has increments dS(ω)e−iωtk . Consequently, it has
the same spectral measure and the same distribution as X. The process Y is a sum
of such shifted process, obtained in the mean-square sense, so the result fallows. 
One significant consequence of the above is that the ensemble averaged mean-
square displacement can be expressed as
δ2X(t) = E|X(τ + t)−X(τ)|2 =
∫
R
σ(dω)
∣∣eiωt − 1∣∣2 = 4∫
R
σ(dω) sin
(
ωt
2
)2
.
(2.47)
Moreover, taking the mean-square limit limh→0(X(t+ h)−X(t))/h one obtains
the harmonizable representation of the mean-square derivative
d
dt
X(t) = i
∫
R
dS(ω) ωeiωt, (2.48)
which exists if and only if
∫
σ(dω) ω2 < ∞. Analogically to the last proposition,
the fallowing fact is true
Proposition 2.2.4. Any process given by
Y (t) =
∑
k
ak
dk
dtk
X(t), (2.49)
which exists if σ(dω)
∑
k |ak|2ω2k is a finite measure, has harmonic representation
Y (t) =
∫
R
dSX(ω)
∑
k
ak(iω)
keiωt, (2.50)
and spectral measure σ(dω)
∣∣∑
k ak(iω)
k
∣∣2.
A similar reasoning generalises formula (2.44) for a convolution
Proposition 2.2.5. Let g be a function in the Schwartz class and
Y (t) = g ∗X(t) =
∫
R
ds g(t− s)X(s), (2.51)
then the process Y has harmonic representation
Y (t) =
∫
R
dSX(ω) ĝ(ω)e
iωt. (2.52)
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Proof. The process Y is well-defined in the mean-square sense because
E|Y (t)|2 =
∫
R
ds1
∫
R
ds2 g(t− s1)g(t− s2)E[X(s1)X(s2)]
=
∫
R
ds1
∫
R
ds2 g(t− s1)g(t− s2)rX(s2 − s1)
= 〈g, g ∗ rX〉 =
∫
R
σX(dω) |ĝ|2. (2.53)
In the last line we applied Parseval’s theorem using the fact that g and ĝ decay
rapidly and rX is bounded.
This mean square convergence allows for commutating the order of integrals, and
Y (t) =
∫
R
ds g(t− s)
∫
R
dS(ω) eiωs =
∫
R
dS(ω)
∫
R
ds g(t− s)eiωs
=
∫
R
dSX(ω) ĝ(ω)e
iωt. (2.54)

The above representation also holds under weaker conditions if the integrals in
derivation are absolutely convergent.
2.3 Generalized Gaussian processes
The theory of stationary Gaussian processes does not describe many notions,
which appear in the applied theory of the generalised Langevin equation. Objects
like white noise or fractional noise are natural choices for the force term in the
Langevin equation, but cannot be described as a real-valued stochastic processes.
There are ways around this problem such as the Ito¯ interpretation or pathwise
interpretation in the sense of integrals. We will briefly describe the approach based
on distribution theory. We denote by DC(R) a class of C-valued smooth functions
with compact support on R and call a continuous linear functional X : DC(R) →
L2(P) a generalized process. If X[φ] is Gaussian for any test function φ we call the
process Gaussian. We will consider only the zero mean case E[X[φ]] = 0.
For a mean-square continuous Gaussian process X formula
X[φ] =
∫
R
dt X(t)φ(t), (2.55)
defines a linear functional on DC(R), it is continuous if the covariance function rX
is continuous and does not grow rapidly. Therefore a Gaussian process under some
weak assumptions can be interpreted as generalized process.
Definition 2.3.1. We call a generalized process X stationary if
X[φ] =
∫
R
dS(ω) φ̂(ω) (2.56)
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for some spectral process dS with a spectral measure σ which is tempered, i.e.∫
R
σ(dω)
1
(1 + ω2)N
<∞ (2.57)
for some N ∈ N.
The above formula for X[φ] defines a linear functional well-defined for φ ∈ DC(R)
because Fourier transform φ̂ is in Schwartz class, in particular φ̂(ω) ≤ C(1 + ω2)−n
for any n ∈ N. Moreover
E|X[φ]|2 =
∫
R
σ(dω) |φ̂(ω)|2 ≤ C2
∫
R
σ(dω)
1
(1 + ω2)2N
<∞ (2.58)
Now, take a test function shifted to the right, Sτφ(t) = φ(t + τ), then Ŝτφ(ω) =
φ̂(ω)e−iωτ and calculating the variance we obtain
E|X[Sτφ]|2 =
∫
R
σ(dω)
∣∣∣φ̂(ω)e−iωτ ∣∣∣2 = ∫
R
σ(dω)
∣∣∣φ̂(ω)∣∣∣2 = E|X[φ]|2. (2.59)
Therefore, because of Gaussian distribution of X[φ], also X[STφ] d= X[φ], which
explains the adjective “stationary”.
Also note that any generalized stationary process with a finite spectral measure
σ(R) <∞ corresponds to a classical one. In fact, if we take
φ(x) =
1√
2pis
e−(x−t)
2/(2s2)η(x) (2.60)
with η ∈ DC(R), η(t) = 1, in the limit s→ 0 we can ‘pinpoint’ the value X(t)
X[φ] =
∫
R
dS(ω) e−
s2ω2
2 eiωt ∗ η̂(ω) s→0−−→
∫
R
dS(ω) eiωt ∗ η̂(ω) =
∫
R
dS(ω) eiωt. (2.61)
On the other hand, if X is a stationary process with continuous covariance function
rX , consider
X[φ] =
∫
R
dt X(t)φ(t). (2.62)
It is a mean-square continuous process because E(X(t + h) − X(t))2 = 2rX(0) −
2rX(h), the covariance function is bounded by rX(0), so indeed
X[φ] =
∫
R
dt
∫
R
dS(ω) φ(t)eiωt =
∫
R
dS(ω) φ̂(ω) (2.63)
because σ(R) < ∞. Any stationary Gaussian process can be interpreted as a gen-
eralized process in the sense of Eq. (2.62).
New generalized processes can be defined as a transformation of the known ones.
The following definitions are natural if we take into account results from Section 2.2.
Definition 2.3.2. Let X be a generalized process. The derivative d
dt
X is defined
as a functional
d
dt
X[φ] := −X
[
d
dt
φ
]
. (2.64)
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Because d
dt
φ ∈ DC(R) such generalized derivative always exists. Moreover, for
the stationary case, we define
d
dt
X[φ] := i
∫
R
dS(ω) ωφ̂(ω), (2.65)
which is equivalent to the definition above. Because σ(dω) |ω|N is a truncated mea-
sure for any N ∈ N, the derivative of a stationary generalized process is stationary.
Definition 2.3.3. Let X be generalized process. A convolution with kernel K is
defined as functional
K ∗X[φ] := X[K ∗ φ] (2.66)
for K ∈ DC(R). For stationary X we may define
K ∗X[φ] :=
∫
R
dS(ω) K̂(ω)φ̂(ω), (2.67)
whenever σ|K̂|2 is a truncated measure.
The requirement in the stationary case is much weaker than K ∈ DC(R). In
particular, we can convolve K from the Schwartz class with any stationary X and
for a specific X with σX decaying sufficiently fast, K can be outside L2 and be
interpreted as generalized (distributional) Fourier pair with K̂.
These two notions allow us to consider the solutions of stochastic differen-
tial equations and convolution-type integro-differential equations in the generalized
sense, especially in the case when the force can be interpreted as a stationary gen-
eralized process. Examples of such forces, which are not real processes, include
• Derivative of Ornstein-Uhlenbeck process. It has σ(dω) = dω ω2(λ2 + ω2)−1.
• White noise d
dt
B. It has σ(dω) = dω.
• Fractional noise d
dt
BH . It has σ(dω) = dω |ω|1−2H , 0 < H < 1.
The first example is a straightforward application of the definition of a generalized
derivative. The second and third one can be viewed as a definitions, or derived, if
we define generalized, in this case non-stationary, process BH [φ] by Eq. (2.64). It
is well-defined in the mean-square sense because the covariance function of BH is
continuous and majorized by a polynomial, to obtain the formula for the spectral
we may use the well-known representation of BH
BH(t) =
∫
R
dS(ω)
eiωt − 1
iω
|ω|1/2−H , E|dS(ω)|2 = dω. (2.68)
Chapter 3
Derivation and solutions of the
generalized Langevin equation
Generalised Langevin equation is special among diffusion models, as it can be
strictly derived from statistical mechanics. Various proofs derive it analysing the
Hamiltonian systems with the use of general operator theory (Mori, 1965; Chandler,
1987), or considering more specific models, such as interaction with a finite number of
discrete coordinates (Ford et al., 1965; Zwanzig, 1973) or interaction with a smooth
field (Rey-Bellet, 2006; Pavliotis, 2014). It also appears as the solution of the Rouse
model describing the conformational dynamics of a monomer in a polymeric bead
spring model of mass points connected by harmonic springs (Rouse Jr., 1953; Panja,
2010).
Here we use a heat-bath Hamiltonian model which we try to make as general as
possible: the system has an infinite number of discrete coordinates and an ensemble
of smooth, field coordinates. The derivation links the obtained form of the GLE and
its parameters to the properties of the heat bath, which has implications in later
chapters.
After that we provide some elementary theory of the solutions of the GLE. As
we are interested mostly in specific examples of solutions with established physical
interpretation, we will concentrate on the form and properties of the solutions more
than the requirements necessary for their existence in a wider range of cases. The
general theory of stochastic Volterra equations, which the GLE is and example for,
is by itself an interesting and rich topic (Karczewska, 2007).
3.1 Hamiltonian model
Our subject of interest is a particle described by the macroscopic coordinate
X ∈ R and its conjugated momentum P ∈ R. In reality the motion is often
three-dimensional, but without any specific form of coupling the coordinates along
different axes would evolve independently, therefore we can consider them separately.
Subsystem X,P is coupled to a larger space with infinitely many degrees of freedom,
some of which are microscopic (unobservable individually), some mesoscopic (small,
but having observable individual influence).
We denote the mesoscopic generalised coordinates by q = (qk)∞k=1 and the conju-
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gated momenta p = (pk)∞k=1. The model with a finite number of degrees of freedom
can be treated as a specific case of this more general case, in which we take ql = 0 = pl
for l > N . The coordinates q can be real positions (e.g. of the particles within the
liquid) or more abstract quantities, e.g. phonon degrees of freedom.
The microscopic coordinates are a pair of conjugated fields ϕ, pi which are func-
tions Rd 7→ R. The function pi is momentum-like, the function ϕ is position-like. In
particular, ∇ϕ can be interpreted as a field of deviations and a field equivalent of q
We assume that the energy associated with the observed macroscopic coordinates
X,P has the typical form
HS = P
2
2M
+ V(X), (3.1)
where M is a mass or similar quantity and the potential function V is some differ-
entiable function R → R. The particle described by X,P is interacting with the
surrounding media, which is a harmonic bath, containing both discrete and field
degrees of freedom
HB = HBd +HBf ,
HBd =
1
2
∞∑
k=1
(
p2k
mk
+mkω
2
kq
2
k
)
,
HBf =
1
2
∫
Rd
dx
(|pi(x)|2 + |∇ϕ(x)|2). (3.2)
We require that HB <∞ for at least some dense subspace of q,p, ϕ, pi. That is,
we assume q,p ∈ `2, pi ∈ L2(Rd) and ϕ ∈ H1(Rd) where H1(Rd) is the completion
of C∞0 (Rd) with respect to ‖ · ‖L2 . These requirements will become more clear later,
when we will impose initial conditions.
The bath Hamiltonian HB can be expressed using the scalar products of the used
spaces. In order to write it in a simple manner let us introduce a notation, in which
formulas which contain bold vectors are understood component wise, e.g. y sin(x2)
is a vector with components yk sin(x2k). The discrete bath Hamiltonian is finite on
the domain D(HBd) = {p⊕ q ∈ `2 ⊕ `2 : m−1p ∈ `2,mω2q ∈ `2}.
Note that m−1 and mω can be understood as positive and self-adjoint mul-
tiplication operators acting on q and q, respectively. Now, the bath Hamiltonian
is
HB = 1
2
( 〈
m−1p,p
〉
`2
+
〈
mω2q, q
〉
`2
+ 〈pi, pi〉L2 + 〈∇ϕ,∇ϕ〉L2
)
. (3.3)
There is a visible asymmetry in HB in the lack of physical constants associated with
fields ϕ, pi. More natural choices would be terms like |pi(x)2|/m(x) andm(x)ω(x)|∇ϕ(x)|2
for some Rd 7→ R functions m and ω. However, because of the vastly different be-
haviour of the multiplication operators on `2 and L2 spaces that would greatly
complicate the analysis. Instead, we treat the fields pi and ϕ as if they were already
normalised by substitutions pi(x)/
√
m(x)→ pi(x) and√m(x)ω(x)∇ϕ(x)→ ∇ϕ(x).
This procedure is also possible for q and q, but there would be a price for that, which
will become apparent at the end of Sec. 3.3.
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The last term in the total Hamiltonian is the coupling between X and the bath,
which we choose to be linear
HI = HId +HIf = −X
∞∑
k=1
mkγkqk −X
∫
Rd
dx ∇ϕ(x) · ρ(x). (3.4)
Here ρ is a function Rd → Rd and the dot “·” is a scalar product of Rd. We assume
γ ∈ `2 and ρ ∈ L2Rd(Rd). In the equations of motion the gradient ∇·ρ will appear, so
it seems ρ should be differentiable, but one can argue that the result will be affected
only by the Fourier transform ρ̂, so ∇ · ρ can be interpreted in the weak sense. It
becomes more visible if we express HI using scalar products
HI = −X 〈mγ, q〉`2 −X 〈ρ,∇ϕ〉L2
Rd
(3.5)
All of the variablesX,P, q,p, ϕ, pi are time-dependent, which for q,p, ϕ, pi we can
denote by a subscript when necessary, i.e. qt,pt, ϕt, pit, in order to avoid confusion
with other parameters. The time evolution of these variables is governed by the
Hamilton’s equations of the system HS +HB +HI are
d
dt
X =
∂
∂P
H, d
dt
P = − ∂
∂X
H, (3.6a)
d
dt
q =
δ
δp
H, d
dt
p = − δ
δq
H (3.6b)
d
dt
ϕ =
δ
δpi
H, d
dt
pi = − δ
δϕ
H (3.6c)
The first pair of equations (3.6a) can be easily combined obtaining
M
d2
dt2
X = − d
dx
V(X) + 〈mγ, q〉`2 + 〈ρ,∇ϕ〉L2
Rd
. (3.7)
The two other pairs of equations (3.6b) and (3.6c) should be understood in terms
of a functional derivative.
Definition 3.1.1 (Functional derivative). Let H be a Hilbert space and F a func-
tional on this space, F : H → R. The functional derivative δ
δg
F is also a functional,
which equals
δ
δg
F [h] = lim
→0
F [g + h]− F [g]

, (3.8)
for all g, h ∈ H for which the above limit exists.
In our case for all Hamilton equations this functional will be a scalar product
with some vector. Additionally, this type of derivative, like a classical one, is a linear
operator
δ
δg
(aF1 + bF2) = a
δ
δg
F1 + b
δ
δg
F2, (3.9)
so we can reduce the remaining Hamilton equations to
d
dt
q =
δ
δp
HBd ,
d
dt
p = − δ
δq
HBd −
δ
δq
HId (3.10a)
d
dt
ϕ =
δ
δpi
HBf ,
d
dt
pi = − δ
δϕ
HBf −
δ
δϕ
HIf . (3.10b)
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Without surprise, the equations for the field and discrete parts of the bath are
coupled only through the variable X. They can be solved separately, which we
perform in two short sections below. They require some assumptions on X as a
function of time. Equation (3.7) requires the existence of the second derivative, but
in practice it can be interpreted in the weak sense and the requirements lowered. For
the calculations below it is sufficient for X to be integrable on finite intervals, e.g.
in the Riemann-Stieltjes sense. In this case the Laplace transform and convolution
with bounded functions are well-defined.
3.2 Discrete heat bath
We start from calculating the functional derivatives in Eq. (3.10a). We take an
arbitrary vector η in the domain of the Hamiltonian and use Definition 3.1.1,〈
δ
δp
HBd ,η
〉
`2
=
1
2
lim
→0
〈m−1(p+ η), (p+ η)〉`2 − 〈m−1p,p〉`2

=
1
2
lim
→0
 〈m−1p,η〉`2 +  〈m−1η,p〉`2 + 2 〈m−1η,η〉`2

=
〈
m−1p,η
〉
`2
(3.11)
so
d
dt
q = m−1p. (3.12)
In a similar manner we obtain〈
δ
δq
HBd ,η
〉
`2
=
〈
mω2q,η
〉
`2
(3.13)
and〈
δ
δq
HId ,η
〉
`2
= −X lim
→0
〈mγ, q + η〉`2 − 〈mγq, q〉`2

= −X 〈mγ,η〉`2 , (3.14)
therefore
d
dt
p = −mω2q +Xmγ. (3.15)
We solve these equations using the Laplace transform, which we denote by the
symbol “#”. In the Laplace image these equations state that
sq#s − q0 = m−1p#s , sp#s − p0 = −mω2q#s +X#mγ, (3.16)
where p0 ∈ `2 and q0 ∈ `2 are initial conditions of p and q. After merging the above
equations we get
(s2 + ω2)q#s = sq0 +m
−1p0 +X
#γ. (3.17)
The factor (s2 + ω2) is a multiplication operator. To proceed further, we make
assumptions on m and mω2
∞∑
k=1
mk <∞,
∞∑
k=1
1
mkω2k
<∞. (3.18)
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The first condition of the finiteness of total mass is very natural. The second is more
abstract, it limits the possible dispersion relations stating that ωk →∞ sufficiently
fast comparing to the decay of the masses mk → 0. It prohibits e.g. the situation
when ωk are scattered in some bounded interval.
Assuming the above, ωk →∞ and the inverse (s2 + ω2)−1 is bounded regarded
as `2 → `2 operator. We may inverse the Laplace transform and get
qt = q0 cos(ωt) + p0
sin(ωt)
mω
+
γ
ω
∫ t
0
dτ X(τ) sin(ω(t− τ)). (3.19)
This formula shows that ωk, as we suspect from the form of the Hamiltonian, can
be interpreted as the oscillation frequency of the k-th degree of freedom. Because
cos(ωk) are bounded by 1 and 1mkωk → 0 first to terms on the right side are in `2.
The last term contains γ/ω which also is in `2 (because γ ∈ `2 and ωk →∞).
Integrating by parts the integral on the right of Eq. (3.19) we obtain the second
formula for qt
qt = q0 cos(ωt) + p0
sin(ωt)
mω
+
γ
ω2
X − γ
ω2
X0 cos(ωt)
− γ
ω2
∫ t
0
dX(τ) cos(ω(t− τ)), (3.20)
where the integral over dX(τ) is understood in the Riemann sense. To obtain the
equation of motion for X (3.7) we need to know the scalar product 〈mγ, qt〉`2 .
Substituting the obtained formulas for qt we get two possible forms. Using (3.19)
we find
〈mγ, qt〉`2 =
∫ t
0
dτ X(τ)K˜(t− τ) + F˜ , (3.21)
where
K˜(t) =
〈
mγ,
γ
ω
sin(ωt)
〉
`2
, (3.22a)
F (t) =
〈
mγ,
(
q0 cos(ωt) + p0
sin(ωt)
mω
)〉
`2
. (3.22b)
Both these scalar products are finite, in fact
|K˜(t)| ≤ max
k
mk
ωk
‖γ‖2`2 ,
|F (t)| ≤ max
k
mk‖γ‖`2‖q0‖`2 + max
k
1
ωk
‖γ‖`2‖p0‖`2 . (3.23)
Alternatively, using (3.20), we get
〈mγ, qt〉`2 = X
〈
mγ,
γ
ω2
〉
`2
−X0
〈
mγ,
γ
ω2
cos(ωt)
〉
`2
−
∫ t
0
dX(τ) K(t− τ) + F, (3.24)
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where
K(t) =
〈
mγ,
γ
ω2
cos(ωt)
〉
`2
,
d
dt
K = −K˜. (3.25)
Equation (3.24) leads the standard GLE model with the force F and memory
kernel K, see e.g. Zwanzig (1973); Kubo (1966). The first term on the right side of
this equation can be incorporated into the effective deterministic potential
Veff(X) := V(X)− 1
2
X2
〈
mγ,
γ
ω2
〉
`2
. (3.26)
The second term equals to −X0K(t) and describes the dependence on the initial
condition. We will mostly consider stationary solutions which will not be affected
by this term. The third term is the expected convolution with the memory kernel.
Finally, the last term F is the driving force, which is a linear, time-dependent
functional of the initial conditions q,p. If these are random, F is also random. Let
us suppose that at time 0 the heat bath was at thermal equilibrium. In this case
the initial conditions should have a Gibbs measure given by the formula
dµq0,p0 ∝ exp
(
− 1
kBT HBd(q0,p0)
)
. (3.27)
Because q0 and p0 are vectors in Hilbert space the above formula should be in-
terpreted carefully, there is no Lebesgue measure, so probability densities can be
defined only as a Radom-Nikodym derivatives with respect to other suitable mea-
sures Da Prato and Zabczyk (2014). In our case we say that the Gibbs distribution
is a Gaussian distribution with covariance operator kBT (m⊕ (mω2)−1). Eq. (3.18)
guarantees that it is positive and trace-class. Through simple calculation it is easy
to see that this distribution is invariant under evolution of the bath itself, as long
as it is decoupled. As we have seen, after the coupling the coordinate X becomes
disturbed by the force F which is a Gaussian process with covariance function
rF (s, t) = kBT
〈
m2γ2,
1
mω2
cos(ωs) cos(ωt) +
m
m2ω2
sin(ωs) sin(ωt)
〉
`2
= kBT
〈
m2γ2,
1
mω2
cos(ω(s− t))
〉
`2
= kBT K(s− t). (3.28)
This is the most typical form of the famous fluctuation-dissipation relation (Kubo,
1966).
3.3 Field heat bath
In order to solve the Hamilton’s equations of the field coordinates of freedom
(3.10b) we must calculate the distributional derivatives〈
δHBf
δpi
, η
〉
L2
=
1
2
lim
→0
〈pi + η, pi + η〉L2 − 〈pi, pi〉L2

= 〈pi, η〉 ;〈
δHBf
δϕ
, η
〉
L2
=
1
2
lim
→0
〈∇(ϕ+ η),∇(ϕ+ η)〉L2
Rd
− 〈∇ϕ,∇ϕ〉L2
Rd

= 〈∇ϕ,∇η〉L2
Rd
= − 〈∇2ϕ, η〉
L2
;
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〈
δHIf
δϕ
, η
〉
L2
= −X lim
→0
〈ρ,∇(ϕ+ η)〉L2
Rd
− 〈ρ,∇ϕ〉L2
Rd

= −X 〈ρ,∇η〉L2
Rd
= X 〈∇ · ρ, η〉L2 . (3.29)
Therefore, the Hamilton’s equations are
d
dt
ϕt = pit,
d
dt
pit = ∇2ϕt −X∇ · ρ, (3.30)
and we assume the initial conditions ϕ0 ∈ H1(Rd), pi0 ∈ L2(Rd). To solve this
equation we will translate the problem into Fourier-Laplace space. Let us denote
by f̂# the Laplace transform of f with respect to the first (time) argument followed
by the Fourier transform with respect to the rest (space) arguments. We perform a
Laplace transform for the equation for X and P , then Fourier and Laplace transform
for ϕ, pi. The Hamilton’s equations become
sϕ̂#s = pi
#
s − ϕ̂0,
spi#s = −|ξ|2ϕ̂#s − iX#ξ · ρ̂− pi0, (3.31)
which we solve for ϕ̂#s
ϕ̂#s = −iX#
ξ · ρ̂
s2 + |ξ|2 − ϕ̂0
s
s2 + |ξ|2 − pi0
1
s2 + |ξ|2 . (3.32)
Inverting the Laplace transform we obtain
ϕ̂t = −iξ · ρ̂|ξ|
∫ t
0
dτ X(τ) sin(|ξ|(t− τ))− ϕ̂0 cos(|ξ|t)− pi0 1|ξ| sin(|ξ|t). (3.33)
In order to determine the form of the GLE we need to calculate the scalar product
from Eq. (3.7). We use the Plancherel theorem and obtain the familiar formula
〈ρ,∇ϕt〉L2
Rd
= i 〈(·) · ρ̂, ϕ̂t〉L2C =
∫ t
0
dτ X(τ)K˜(t− τ) + F (t), (3.34)
where we use the notation f(·) := ξ 7→ f(ξ), e.g. (·) · x = ξ 7→ ξ · x for fixed x. In
the above equation
K˜(t) =
〈 |(·) · ρ̂|2
| · | , sin(| · |t)
〉
L2
(3.35)
and
F (t) = −
〈
i(·) · ρ̂, ϕ̂0 cos(| · |t) + pi0 1| · | sin(| · |t)
〉
L2C
. (3.36)
In (3.34) we can integrate by parts, similarly as in the discrete case, and obtain
〈ρ,∇ϕt〉L2
Rd
= X‖ρ̂‖2 −X0K(t)−
∫ t
0
dX(τ) K(t− τ) + F, (3.37)
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where
K(t) =
〈 |(·) · ρ̂|2
| · |2 , cos(| · |t)
〉
L2
, (3.38)
note that because |ξ · ρ̂|2 ≤ |ξ|2|ρ̂|2 this scalar product is finite. Similarly as in the
last section, the randomness of the force F is caused by the random fields pi0, ϕ̂0,
which are most often assumed to have the Gibbs distribution
dµpi0,ϕ0 ∝ exp
(
− 1
kBT HBf (pi0, ϕ0)
)
= exp
(
− 1
kBT 〈pi0, pi0〉L2 −
1
kBT 〈∇
2ϕ0, ϕ0〉L2
)
= exp
(
− 1
kBT 〈pi0, pi0〉L2C −
1
kBT 〈| · |ϕ̂0, |ξ| · ϕ0〉L2C
)
∝ dµ˜pi0,ϕ̂0 . (3.39)
This formula looks like a Gaussian distribution on the space L2C(Rd) of pi0, ϕ̂0
with covariance operator kBT · 1⊕ |ξ|−1. It is not exactly the case. The first, tech-
nical point is that pi0, ϕ̂0 are Fourier transforms of real functions, so they must be
Hermitian, i.e. pi0(−ξ) = pi0(ξ)∗, ϕ̂0(−ξ) = ϕ̂0(ξ)∗ (this is an iff condition). There-
fore, the distribution is actually supported on Rd+ and values on Rd− are determined
by the Hermitian condition.
The second, more profound problem is that the multiplication operator 1 ⊕
|ξ|−1 is positive, but not trace-class. Inclusion of mass and stiffness density in the
Hamiltonian would not alleviate this problem, because, in contrast to `2, for L2
spaces in general the multiplication operators are not trace-class. This problem
reflects the fact that the Hilbert space of pi and ϕ is, in a sense, too small. We are
interested in how pi, ϕ (equivalently pi, ϕ̂) acts on observed, discrete coordinates of
freedom, and it does this only through projections. Therefore the distribution space
is a more natural space for the Gibbs distribution.
Definition 3.3.1. The vector Y in Hilbert space H is said to have canonical Gaus-
sian cylinder set measure if for any x, y ∈ H
E[〈x, Y 〉〈Y, y〉] = 〈x, y〉. (3.40)
Note that this definition is similar to that of a generalized process, in fact for
ρ, which is a test function, the definitions agree and we could interpret pi0, ϕ̂0 as
generalized processes. For more general ρ ∈ L2Rd we must use a canonical Gaussian
set measure. In any case we can derive the covariance function of F
rF (s, t) = E
[〈
(·) · ρ̂
| · | cos(| · |s), | · |ϕ̂0
〉
L2C
〈
| · |ϕ̂0, (·) · ρ̂| · | cos(| · |t)
〉
L2C
]
+ E
[〈
(·) · ρ̂
| · | sin(| · |s), pi0
〉
L2C
〈
pi0,
(·) · ρ̂
| · | sin(| · |t)
〉
L2C
]
= kBT
〈 |(·) · ρ̂|2
| · |2 , cos(| · |(s− t))
〉
L2
= kBT K(s− t). (3.41)
We again obtain the fluctuation-dissipation relation.
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3.4 Elementary solutions of the GLE
After we combine the results from the previous sections, we obtain the GLE
M
d2
dt2
X = − d
dx
Veff(X)−X0K(t)−
∫ t
0
dX(τ) K(t− τ) + F (3.42)
Further on we will consider only the simplified version of this equation. We impose
Veff = 0, i.e. assume that the motion is effectively free. We will not be interested in
studying the relaxation, so we setX0 = 0, which is a neutral position (the interaction
integral is zero). Then the GLE depends solely on V = d
dt
X. The mass M only
influences the scale of the solution, the rescaled equation MV → V corresponds to
the equation with force rescaled as F/
√
M . The equation becomes
d
dt
V = −
∫ t
0
ds V (s)K(t− s) + F. (3.43)
If we move the time axes, such that the evolution starts at time t0, not 0, the limits
in the convolution integral change to
∫ t
t0
. If we consider the limit t0 → −∞, the
equation becomes
d
dt
V = −
∫ t
−∞
ds V (s)K(t− s) + F. (3.44)
This equation describes a coordinate which evolved for sufficient time to reach equi-
librium with the environment. Not for all systems this is possible, e.g. if K is a
periodic function, the convolution integral diverges for limt→−∞ E[V (t)2] > 0, so a
stationary solution is impossible. We note that it would be the case if in Sections
3.1 and 3.2 the number of oscillators would be finite.
We will use a definition which may seem trivial, but is quite useful.
Definition 3.4.1 (Casual function). We call a function f : R→ R casual if
f(t) = 0 for t < 0. (3.45)
The usefulness of the casual functions stems from the fact that the convolution of
the process with the casual function depends only on the past states of the system.
Here and further on we will always assume that the memory kernel K is causal.
Proposition 3.4.1. The stationary solution of (3.44) (if exists) has the spectral
representation
V (t) =
∫
R
dSF (ω)
1
iω + K̂(ω)
eiωt, (3.46)
for real-valued F , or for generalized F
V [φ] =
∫
R
dSF (ω)
1
iω + K̂(ω)
φ̂(ω). (3.47)
In both cases it has the spectral measure
σV (dω) =
σF (dω)∣∣∣iω + K̂(ω)∣∣∣2 (3.48)
which must be finite or tempered, respectively.
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Proof. The force F is stationary, so it has the spectral process dSF . If the solution
V is stationary, it has the spectral process dSV . Plugging these into Eq. (3.44) we
obtain
d
dt
∫
R
dSV (ω) e
iωt = −
∫
R
ds
∫
R
dSV (ω) e
iωsK(t− s) +
∫
R
dSF (ω) e
iωt. (3.49)
Switching the order of differentiation and convolution with integration, justified by
the existence and stationarity of all terms in the equation, we obtain equivalent
formula ∫
R
dSV (ω)
(
iω + K̂(ω)
)
eiωt =
∫
R
dSF (ω) e
iωt. (3.50)
The uniqueness of the spectral representation yields the result. In the light of the
definitions of derivatives and convolution (2.3.2) from Section 2.3 the reasoning is
the same for a generalized process. 
The representation of the solution in Fourier space is useful, but we would like
to study the stationary solution also in time space. Let us assume that the force is a
derivative of some stochastic impulse J, F = d
dt
J , J will have stationary increments.
The solution should be a linear stationary functional of dJ . We make an ansatz of
the form
V (t) =
∫ t
−∞
dJ(τ) G(t− τ), (3.51)
in other words it is an impulse-response process governed by the causal Green’s
function G. The integral can be interpreted in the mean-square sense, as limit of
sums
∑
k
(
J(τk+1) − J(τk)
)
G(t − τk) for τk becoming dense in the interval [−T, t]
and subsequently T → −∞. Substituting this ansatz into GLE we formally obtain∫
R
dJ(τ)
d
dt
G(t− τ) = −
∫
R
dJ(τ)
∫
R
dτ ′ G(τ ′)K(τ − τ ′) + d
dt
J (3.52)
so G fulfils
d
dt
G(t) = −
∫
R
dτ G(τ)K(t− τ) + δ(t), (3.53)
where δ is Dirac delta distribution and the whole equation should be understood
in the weak sense. We call a process V given by Eq. (3.51) with G solving Eq.
(3.53) a mild solution of the GLE equation (3.44). For non-stationary GLE (3.43)
we understand Eq. (3.51) as a mild solution if the integral is taken from 0 to t. A
non-zero initial condition can be accounted for adding term V0G(t).
If G is an L2 function, Eq. (3.53) leads to a Fourier space solution
Ĝ(ω) =
1
iω + K̂
, (3.54)
which is not surprising given the form of the stationary solution (3.48). Conversely,
because K and G are causal, for t > 0 we may write
d
dt
G(t) = −
∫ t
0
dτ G(τ)K(t− τ), G(0) = 1, (3.55)
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so the Laplace transform of G is given by
G#(s) =
1
s+K#(s)
. (3.56)
The form of the Green’s function is an analytical property: it has no relation to
the random dynamics of the GLE. The memory structure of the solution is however
a stochastic property. The fluctuation-dissipation relation provides a link between
the analytical and stochastic aspects of the GLE and allows for proving a strong
relation between them.
Proposition 3.4.2. The covariance function of the stationary solution of the GLE
equals
rV (t) = kBT G(t), t ≥ 0 (3.57)
and the mean-square displacement of the position process X(t) =
∫ t
0
dτ V (t) is
E[X(t)2] = 2kBT
∫ t
0
dτ1
∫ τ1
0
dτ2 G(τ2). (3.58)
Proof. The solution is stationary and has mean 0, so we can take t > 0 and calculate
the covariance function as
rF (t) = E[V (0)V (t)] = E
[∫
R
dJ(τ1) G(−τ1)
∫
R
dJ(τ2) G(t− τ2)
]
=
∫
R
dτ1
∫
R
dτ2 rF (τ2 − τ1)G(−τ1)G(t− τ2), (3.59)
where as usual we assumed that G is casual. The covariance function rF is not
casual, but can be represented as rF (τ) = kBT K(τ) + kBT K(−τ). This formula
fails only at τ = 0, but it does not affect the integration. The integral separates
into two parts, the first is
I1 = kBT
∫
R
dτ1
∫
R
dτ2 K(τ2 − τ1)G(−τ1)G(t− τ2)
= kBT
∫
R
dτ1 G(−τ1)
∫
R
dτ ′2 K(t− τ1 − τ ′2)G(τ ′2)
= −kBT
∫
R
dτ1 G(−τ1) d
dτ
G(t− τ1), (3.60)
where we used the defining equation (3.53) in the interior of the support of G and
denoted by d
dτ
G(t − τ1) the derivative of G at the point t − τ1. Similarly for the
second integral,
I2 = kBT
∫
R
dτ1
∫
R
dτ2 K(τ1 − τ2)G(−τ1)G(t− τ2)
= kBT
∫
R
dτ2 G(t− τ2)
∫
R
dτ ′1 K(−τ2 − τ ′1)G(τ ′1)
= −kBT
∫
R
dτ2 G(t− τ2) d
dτ
G(−τ2). (3.61)
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In I1 and I2 we can substitute −τ1 = τ and −τ2 = τ . In their sum we recognise the
formula for integration by parts, which yields
rV (t) = −kBT G(t+ τ)G(τ)
∣∣∣τ=∞
τ=0+
= kBT G(t)G(0+) = kBT G(t). (3.62)
Now, for the position process
E[X(t)2] =
∫ t
0
dτ1
∫ t
0
dτ2 rV (τ2−τ1) = kBT
∫ t
0
dτ1
∫ t
0
dτ2
(
G(τ2−τ1)+G(τ1−τ2)
)
.
(3.63)
Because of the symmetry between τ1 and τ2 the integral is twice the term with
G(τ1 − τ2), after substitution τ1 − τ2 = τ ′2 > 0 we get
E[X(t)2] = 2kBT
∫ t
0
dτ1
∫ t
0
dτ2 G(τ1 − τ2) = 2kBT
∫ t
0
dτ1
∫ τ1
0
dτ ′2 G(τ
′
2). (3.64)

The above proposition works not only when F is a proper stationary process,
but also in the generalized sense when the impulse J has stationary increments and
E
∣∣∣∣∫ dJ(τ) φ(τ)∣∣∣∣2 = ∫ dτ1 ∫ dτ2 rF (τ2 − τ1)φ(τ1)φ(τ2) (3.65)
for bounded φ and some function rF , which may not be a proper covariance function.
To end this section, let us show some elementary examples, which are applications
of the theory presented above.
Infinitely short memory: K(t) = λδ(t). In this case, the GLE becomes the
classical Langevin equation
d
dt
V (t) = −λV (t) +
√
kBT λ d
dt
B. (3.66)
This choice of the kernel can be viewed as a limit of the GLE in which the covariance
function of F approaches a Dirac delta times λ, e.g. rF (t) = λc2−1 exp(−c|t|), c →
0+. There is a nuance here in how to view this limit. In the GLE the kernel K is
considered to be casual, so when approximating unity only half of the mass of K
will be included in the integration. For this reason it may be sensible to the divide
term −λV (t) by 2 in the classical Langevin equation. However, we will leave it
as it is, because the result depends on the symmetry of the approximating kernels,
which depends on the details of the considered physical system. In fact this form
of equation can be also derived independently using methods from hydrodynamics
(we will use this interpretation in Section 4.4) and then −λV , without factor 1/2,
can be interpreted as a Stokes force. In this case λ is a function of viscosity of the
surrounding medium and the shape of the particle.
The Green’s function of the classical Langevin equation is
G#(s) =
1
s+ λ
, (3.67)
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so G(t) = exp(−λt). The stationary solution of this equation is given by the convo-
lution
V (t) =
√
kBT λ
∫
R
dB(τ) G(t− τ) =
√
kBT λ
∫ t
−∞
dB(τ) e−λ(t−τ), (3.68)
called the Ornstein-Uhlenbeck process. It has the covariance function
rV (t) =
kBT
2
e−λt (3.69)
Note that this result differs by the factor 1/2 from what would be suggested by
Proposition 3.4.2, which works only for real-valued kernels.
The msd of X can be calculated easily by direct integration,
δ2X(t) =
kBT
2λ
t+
kBT
2λ2
(
e−λt − 1) . (3.70)
This is the model of normal diffusion.
The Fourier form of the Ornstein-Uhlenbeck process is also simple, the Fourier
transform of the Green function is
Ĝ(ω) =
1
iω + λ
(3.71)
so the stationary solution can be represented as
V (t) =
∫
R
dS(ω)
1
λ+ iω
eiωt, E|dS(ω)|2 = dω kBT λ. (3.72)
Therefore V has power spectral density sV (ω) = kBT λ(λ2 + ω2)−1.
Exponentially decaying memory: K(t) = b2 exp(−2at). This choice of
parametrisation by a, b > 0 is for convenience only, it simplifies most of the formulas.
In this model the stochastic force itself is an Ornstein-Uhlenbeck process.
The Laplace transform of the Green’s function can be easily obtained
G#(s) =
1
s+ b
2
s+2A
=
s+ 2a
(s+ a)2 − (a2 − b2) . (3.73)
Its Laplace inverse is a covariance function, which is a mixture of two exponential
functions
rV (t) =
1
2
(
1− a√
a2 − b2
)
e−(a+
√
a2−b2)t +
1
2
(
1 +
a√
a2 − b2
)
e−(a−
√
a2−b2)t. (3.74)
There are 3 cases here: a > B, a → b, a < b. In the first case the covariance is
decaying exponentially. In the second it reduces to
rV (t) = (1 + at)e
−at, (3.75)
so it exhibits a similar, although slower decay. In the third case a < b the argument
of the exponential becomes complex and the memory is oscillatory
rV (t) =
(
cos
(√
b2 − a2t)+ a√
b2 − b2 sin
(√
b2 − a2t)) e−at. (3.76)
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It is exactly a trigonometric oscillation truncated by factor exp(−at).
In any case the msd is given by the formula
δ2X(t) = 4
a
b2
t− 8a
2
b4
+ 2b2
+
1√
a2 − b2 e
−at
( √
a2 − b2 − a
(a+
√
a2 − b2)2 e
√
a2−b2t +
√
a2 − b2 + a
(b−√a2 − b2)2 e
−√a2−b2t
)
. (3.77)
As we can see this is again a model of normal diffusion. The spectral representation
of this model will be considered in Chapter 4 below Eq. (4.56).
Power-law memory: K(t) = zΓ(2h − 1)−1|t|2h−2. This is a case when the
force is, up to a scale, a distributional derivative of fractional Brownian motion
Bh, 0 < h < 1 (Pipiras and Taqqu, 2000). The factor 1/Γ(2h − 1) is added for
convenience. The Green’s function of this GLE is given by
G#(s) =
1
s+ zs1−2h
=
s2h−1
z + s2h
. (3.78)
In the last form we recognise the Laplace transform of a function E2h(−zt2h), where
E2h is a function from the Mittag-Leffler class defined by its Taylor series (Haubold
et al., 2011)
Eα,β(t) :=
∞∑
k=0
tk
Γ(αk + β)
, Eα := Eα,1. (3.79)
The asymptotics of the conditional covariance can be derived from Tauberian
theorem or analyzing the Mittag-Leffler function directly (Haubold et al., 2011;
Gorenflo et al., 2014)
rV (t) = kBT G(t) ∼ kBT
zΓ(1− 2h)t
−2h, t→∞. (3.80)
Similar reasoning yields the properties of the position process. Eq.(3.58) de-
scribes the msd as a double integral of the Green’s function, so it has the simple
form in Laplace space
δ2#X (s) = 2s
−2r#V (s) = kBT
s2h−3
z + s2h
. (3.81)
The inverse transform can be found using tables of two-parameter Mittag-Leffler
function, which also determines its asymptotics
δ2X(t) = kBT t2E2h,3(−zt2h) ∼
kBT
zΓ(3− 2h)t
2−2h, t→∞. (3.82)
This is a model of anomalous diffusion. It is noticeable that when the stochastic
force becomes more persistent and superdiffusive, the solution becomes more sub-
diffusive and antipersistent. This is caused by the minus sign of the convolution
− ∫ t−∞ dτ K(τ)V (t − τ). When rF = kBT K has thicker tails, the friction becomes
larger, which causes the changes of velocity to be more negatively correlated to the
past values of V . This effect outweighs the correlations introduced in the GLE by
the stochastic force itself.
Chapter 4
Langevin dynamics in discrete time
Physical processes are naturally described as dynamical systems parametrised
by a continuous time parameter. But experimental data is always discretised and
can only mirror the continuous dynamics in the so-called infill asymptotics, that is
when the frequency of measurements increases to infinity. This distinction between
statistical and physical models is by itself an interesting and practically important
subject.
For the continuous-time case the most common models are those based on dif-
ferential equations. In the discrete-case case the recursive ARMA equations can be
viewed as their counterpart. The most popular discrete-time linear models of dy-
namics are ARMA, ARFIMA and their various variants (Brockwell and Davis, 2006;
Box and Jenkins, 1994), which are common in modelling of financial and econometric
data (Mills, 1990; Enders, 2009), which resulted in the 2003 Nobel Prize in Economic
Sciences for C. W. J. Granger and R. Engel. In recent years it also started being
used in analysis of the diffusion phenomena (Burnecki et al., 2012; Burnecki and
Weron, 2014). The study of relations between these continuous- and discrete-time
classes of models has a long history, the first results were obtained by A. Philips in
60s (Phillips, 1957) and the area is still being developed (Brockwell et al., 2007).
In this chapter we study the behaviour of sampled solutions of the wide range
of Langevin equations and show how they can be interpreted as ARMA time series.
Using this correspondence we provide exact formulas which relate the physical con-
stants and the coefficients of the observed ARMA processes, study their covariance
function, spectral density and propose methods of statistical verification (Ślęzak and
Weron, 2015).
In the last section we use our methods in practice, analysing optical tweezers
data, which are an example of the system modelled by the classical Langevin equa-
tion. We map the continuous time physical dynamics to a discrete time ARMA
model and modify it, taking into account distortions caused by the CCD camera
using during measurements (Ślęzak et al., 2014; Drobczyński and Ślęzak, 2015). We
achieve very good agreement between our discrete-time model and real data, which
allows for separation of physical dynamics and the external distortions.
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4.1 Basic intuitions
The future evolution of the stationary GLE
d
dt
X = −
∫ t
−∞
dτ X(τ)K(t− τ) + F, (4.1)
depends on both the derivative at time t, the force at time t and all past values
X(s), s ≤ t so it seems that the severe loss of information after sampling procedure
is inevitable. Later in this section we show rather counterintuitively, that it is not
always the case. Some straightforward observations can be made immediately.
We will consider only the time series obtained as the values of the process sampled
with constant rate Xk := X(k∆t). If we integrate Eq. (4.1) from (k − 1)∆t to k∆t
we obtain
Xk −Xk−1 = −
∫ (k−1)∆t
−∞
dτ (K˜(k∆t+ τ)− K˜((k − 1)∆t+ τ))X(τ)
+
∫ k∆t
(k−1)∆t
ds K˜(k∆t+ τ)X(τ), (4.2)
where
Fk =
∫ k∆t
(k−1)∆t
dτ F (τ), K˜(t) =
∫ t
0
dτ K(τ). (4.3)
The sample (Xk)k does not depend on all values of F , but only on discretised Fk
from above. Moreover, the expression
Xk −Xk−1 ≈
∞∑
j=1
κjXk−j + Fk (4.4)
is an approximation of the convolution integral in (4.1) by a discrete sum, or, more
strictly, the integral in Eq. (4.3), and the dependence on Fk is exact. This is nothing
but the well known Euler scheme, the base of most of numerical simulations. We
will not spend time considering these approximations, but rather analyse cases in
which we can determine the exact dynamics of the sampled process. However, Eq.
(4.4) naturally introduces the most important class of linear discrete models, i.e.
ARMA.
In Eq. (4.4) the present value Xk depends linearly on the past values Xk−j, such
a behaviour is called autoregressive.
Definition 4.1.1. We call the stationary time series (Xk)k an autoregressive process
of order p, in short AR(p), if it fulfils the recursive relation
Xk −
p∑
j=1
φjXk−j = ξk, (4.5)
where (ξk)k is discrete white noise.
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As a side note, there also exist autoregressive non-stationary processes defined
only for k ≥ 0, but the cases most often seen in applications can be reduced to the
stationary ARMA through differencing, i.e considering Xk+1 − Xk. Examples will
be shown in Section 4.3.
AR processes are of great statistical importance. The first reason is that their
covariance function is a sum of exponential decays, which is a case often met in
practice. To see that consider k > p, multiply Eq. (4.5) by X0 and calculate the
expected value to obtain the homogeneous equation
rX(k)−
p∑
j=1
φjrX(k − j) = 0. (4.6)
Using the backward shift operator S−1f(n) = f(n − 1) the above formula can be
written as a polynomial of S−1 acting on the function rX(
1−
p∑
j=1
φjS−1
)
rX =
∏
l
(
al − S−1
)nlrX = 0, (4.7)
where al are roots of the polynomial x 7→ 1 −
∑p
j=1 x
j. The general solution is a
linear combination of solutions of functions (al − S−1)nl . For distinct roots, that is
nl = 1 these are geometrical decays k 7→ alk. For repeated roots the differentiation
of the function 1/(1 − x) yields solutions of the form k 7→ lal−1k , k 7→ l(l − 1)al−2k
and so on. The coefficients of the specific solution that we need are determined by
p linear inhomogeneous equations obtained for 0 ≤ k < p.
The second reason for using AR(p) model is that, when the first p + 1 values
of the covariance function are fixed, the AR(p) time series with this covariance
maximizes the entropy (Franke, 1985). Therefore it may be considered a model with
the minimal statistical assumptions, given the short-range values of covariance.
The above remarks are important mostly when AR is an effective model which
approximates the behaviour of the system. In our case there will be an even more
direct reason: after the sampling procedure the obtained time series can be exactly
the AR or ARMA process. Let us show a specific example: the classical Langevin
equation (3.66)
dX = −dtλX +DdB (4.8)
with its stationary solution, the Ornstein-Uhlenbeck process
X(t) = D
∫ t
−∞
dB(s) e−λ(t−s). (4.9)
We propose the following:
Proposition 4.1.1. The sampled Ornstein-Uhlenbeck process is an AR(1) time se-
ries.
This is a very simple statement if we think in the language of the covariance.
The covariance of the Ornstein-Uhlenbeck process is an exponential decay. The
covariance of the AR(1) process is a geometrical decay. The sampled exponential
decay is a geometrical decay. Nonetheless, we present a different proof, which will
allow for a simple generalisation of the above proposition.
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Proof. We multiply the Langevin equation by the integrating factor eλt and obtain
d
(
X(t)eλt
)
= DdB(t)eλt. (4.10)
Now we integrate only from (k − 1)∆t to k∆t
Xke
λk∆t −Xk−1eλ(k−1)∆t = D
∫ k∆t
(k−1)∆t
dB(s) eλt. (4.11)
After dividing by eλk∆t, this yields
Xk − φ1Xk−1 = ξk, (4.12)
where
φ1 = e
−λ∆t, ξk = D
∫ k∆t
(k−1)∆t
dB(s) e−λ(k∆t−t). (4.13)
As different ξk use values dB(s) from different intervals ((k − 1)∆t, k∆t), they are
independent, moreover, by Ito¯ isometry,
E
[
ξ2k
]
=
D2
2λ
(
1− e−2λ∆t) (4.14)
and so, (ξk)k is a white noise. 
An exemplary trajectory of the Ornstein-Uhlenbeck and the sampled AR(1)
time series are shown in Fig 4.1. Note that if we approximated the solution of the
Langevin equation using the naive Euler scheme, we would also obtain an AR(1)
process, but with different coefficients φ1 = 1−λ∆t,E
[
ξ2k
]
= D2∆t which are linear
approximations of the true values.
Our above considerations were visibly limited by the assumption that the stochas-
tic force was required to be white. In practice, when we increase the sampling fre-
quency during the experiment, often some previously unseen correlation comes into
view. This situation corresponds to a model in which rX(t) = 0 for t > ∆t. For
time series this behaviour is characteristic for the moving average processes (MA).
Definition 4.1.2. We call the stationary time series (Xk)k a moving average process
of order q, in short MA(q), if it fulfils the relation
Xk = ξk +
q∑
j=1
θjξk−j, (4.15)
where (ξk)k is discrete white noise.
Directly from the above definition we get that the covariance function of the
MA(q) time series is
rX(k) =

q−k∑
i=0
θiθi+k, k ≤ q;
0, k > q,
(4.16)
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Figure 4.1: Continuous-time orignal process (blue line) together with the sampled
process (red dots).
where we additionally denoted θ0 := 1. Indeed, this covariance function has finite
support.
Immediately the question appears if any finite-range time-series can be expressed
as some MA(q). In other words we ask if, given finite K and values rX(k), k ≤ K
there exist a set of coefficients θj such that (4.16) is fulfilled. This is a non-linear
set of equations with no obvious way of solving them, so the question is non-trivial,
but the answer is yes.
Proposition 4.1.2. Any sampled finite-range memory stationary zero mean Gaus-
sian process is an MA(q) process for q ≤ dRe, where R is the memory range.
Proof. We use a concept of innovations, very important in the signal theory. In-
novation ξk is defined as a new information brought into system by the value Xk
calculated using the Hilbert space projection onto a linear subspace generated by
the variables {Xj}j<k. Proposition 2.1.2 shows that any such projection is the same
as the conditional expected value, so we can define ξk as
ξk = Xk − E[Xk|{Xj}j<k]. (4.17)
In other words it is a part of Xk orthogonal to the history of the process {Xj}j<k.
Directly from the definition, (ξk)k is a stationary time series, as it is a linear trans-
formation of a stationary time series. Moreover the values ξi, ξj are independent
because the one with the larger index, let it be j, is orthogonal to all past values
{Xk}k<j, in particular Xi and E[Xi|{Xl}l<i]. So (ξk)k is a white noise series.
Now we will show that it is exactly the white noise from the definition of the
MA(q) process. Because Xk = ξk + E[Xk|{Xj}j<k] we can write
span{Xk−1, Xk−2, . . .} = span{ξk−1, Xk−2, Xk−3 . . .} = span{ξk−1, ξk−2, Xk−3, . . .}
= span{ξk−1, . . . , ξk−q, Xk−q−1, . . .}. (4.18)
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The families {ξk−j}pj=1 and {Xk−j}j>q are independent from the definition of ξk.
Moreover, Xk is independent from {Xk−j}j>q. The orthogonality of the correspond-
ing subspaces show that
E[Xk|{Xj}j<k] = E[Xk|ξk−1, . . . , ξk−q, Xk−q−1, . . .] = E[Xk|ξk−1, . . . , ξk−q]. (4.19)
The last projection is
∑q
j=1 θjξk−j and
Xk = ξk +
q∑
j=1
θjξk−j. (4.20)

The proof unfortunately is not constructive in a sense that it relates the process
and its MA representation through E[·|{Xj}j<k], which is a rather abstract quan-
tity. What is even worse, they are not uniquely determined, which becomes apparent
when we consider their spectral density (See Section 4.3, Proposition 4.3.2 and com-
ments below). However given one choice of coefficients, all others can be determined,
so we can treat them as if defined up to a gauge. In practice the coefficients which
correspond to the innovation series (4.3) are estimated using the recursive Durbin-
Levinson algorithm. For simple cases some solutions can be calculated directly,
which will be shown later in this section.
With the above propositions in mind, we are ready to formulate the main point of
this subsection: the correspondence between an ARMA time series and the classical
Langevin equation governed by a force with finite-range memory. First, we define
Definition 4.1.3. We call a stationary time series (Xk)k autoregressive moving
average process of order (p,q), in short ARMA(p,q) if it is an AR(p) process governed
by an MA(q). In other words if it fulfils the recursive equation
Xk −
p∑
j=1
φjXk−j = ξk +
q∑
j=1
θjξk−j (4.21)
for white noise (ξk)k and set of coefficients φj, θj.
Under this definition of course AR(p)≡ ARMA(p,0) and MA(q)≡ARMA(0,q).
Theorem 4.1.1. If the classical Langevin equation
dX = −dtλX + dF, (4.22)
understood as stochastic equation in the mean-square sense, is governed by stationary
increments of a Gaussian process dF , which have a finite-range R of the memory,
then the sampled process is ARMA(1,q) with q ≤ R/∆t+ 1.
Proof. It is a consequence of Prop. 4.1.1 and Prop.4.1.2. From Prop. 4.1.1 the
sampled process has form
Xk = φ1Xk−1 + ξk (4.23)
and the noise ξk is given by the integral
ξk =
∫ k∆t
(k−1)∆t
dF (s) e−λ(k∆t−t), (4.24)
which cannot have a memory range longer than k = dR/∆te as ξk uses only values
of dF from one interval of length ∆t. 
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4.2 Differential systems in discrete time
In general we would like to study more complex equations than the classical
equation, e.g. the full Langevin equation
m
d2
dt2
X = −κX − β d
dt
X + F, (4.25)
which is a good model of normal diffusion in short, but not extremely short, time
scales (Li and Raizen, 2013). It is a second order stochastic differential equation,
which can be interpreted as a first order vector equation for the variable of position
X and momentum mV . The dynamics itself is deterministic and linear, but the
system is disturbed by the stochastic noise F , as shown in Fig. 4.2 Motivated by
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Figure 4.2: Phase plot (blue lines with arrows) for coordinates X,P and stochastic
solution of the Langevin equation (4.25) (red line), m = 1, κ = 1/4, β = 1/4.
this example, we will consider a more general class of a linear stochastic system with
an N -dimensional state vector X = [X1, X2, . . . , XN ]T, parametrised by discrete or
continuous time parameter, as before.
Definition 4.2.1 (VAR,VMA,VARMA). We call a stationary vector time series
(Xk)k a vector ARMA, in short VARMA(p,q), process if it fulfils the recursive
vector equation
Xk −
p∑
j=1
ΦjXk−j = ξk +
q∑
j=1
Θjξk−j, (4.26)
where Φj and Θj areN×N matrices and (ξk)k is vector white noise, i.e. series of i.i.d.
Gaussian vectors. As before VAR(p)=VARMA(p,0) and VMA(q)=VARMA(0,q).
Proposition 4.1.1 describing the relation between Ornstein-Uhlenbeck process
and AR(1) time series has a straightforward analogue in the vector case.
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Lemma 4.2.1. The sampled stationary solution of the linear stochastic vector equa-
tion
dX(t) = dtΛX(t) + dF (t) (4.27)
fulfils the matrix recursive equation
Xk = EXk−1 + ξk, E = e
Λ∆t, ξk =
∫ k∆t
(k−1)∆t
dF (s) eΛ(k∆t−s) (4.28)
and, for white noise dF , is a VAR(1) process.
The proof is practically identical as the proof of Proposition 4.1.1, it only uses
matrices instead of scalars, so we skip it. From the point of view of dynamical
system theory the above lemma states that for the continuous-time system with
the generator A, the embedded discrete-time subsystem has the generator E =
exp(Λ∆t). Because of the above correspondence, the statistical methods available for
VAR(1) model (Pfaff, 2008) can be used in physical applications. Using estimators
for matrix E and taking the matrix logarithm we obtain estimates for the underlying
the matrix Λ = ln(E)/∆t. The properties of the force dF (t) can be studied through
analysis of ξk, which can be estimated as ξk = Xk − EXk−1.
But, in practical applications, having access to the whole vector X is rarely the
case. For example, in diffusion phenomena the position X is often easily measured,
but the velocity V can be only approximated, often as Vk = (Xk − Xk−1)/∆t or
similar quantity. In electrical circuits on the contrary, the current I is easier to
observe than the electrical chargeQ and the latter requires using less precise methods
or some kind of numerical integration of the current. For this reason it would be
very practical to determine the dynamical model of any given degree of freedom.
The evolution of the separate coordinates is linearly coupled through matrix E; the
proper decoupling procedure requires the use of a particular theorem from algebra.
Theorem 4.2.1 (Cayley-Hamilton). If an N × N matrix E has the characteristic
equation
det(E − λI) = λN −
N∑
j=1
φjλ
N−j = 0, (4.29)
then the matrix itself fulfils the polynomial equation with the same coefficients
EN −
N−1∑
j=1
φjE
N = 0. (4.30)
This interesting result provides means to remove the action of E on the vector
X and is a crucial ingredient of the following theorem.
Theorem 4.2.2. Let X be a stationary solution of Eq. (4.27), where dF (t) is
a finite-range memory stationary process with memory range R∆t, R ∈ N. Then
any one dimensional projection projection X · x,x ∈ RN sampled with ∆t is an
ARMA(N,N+R-1) process with AR coefficients given by the characteristic equation
of matrix E, formula (4.30).
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Proof. We fix k and recursively use the relation Xr = EXr−1 + ξr to express the
variables Xk−j as functions of Xk−N starting from Xk−N
Xk−N = Xk−N
Xk−N+1 = E Xk−N + ξk−N+1
Xk−N+2 = E2Xk−N + E ξk−N+1 + ξk−N+2
Xk−N+3 = E3Xk−N + E2ξk−N+1 + Eξk−N+2 + ξk−N+3
...
Xk = E
NXk−N +
N−1∑
j=0
Ejξk−j, (4.31)
Now we multiply the above equations by the coefficients from Eq. (4.30) such that
each Xk−i on the left is multiplied by φi. Using this procedure we obtain the terms
φiE
N−iXk−N on the right. After subtracting all φiXk−i from Xk we get a formula
which allows us to use the Cayley-Hamilton theorem
Xk −
N∑
i=1
φjXk−i =
(
EN −
N∑
i=1
φiE
N−i
)
Xk−N + ηk = ηk. (4.32)
The transformed noise (ηk)k is given by the complicated, but explicit formula
ηk = ξk +
N−1∑
l=1
Rlξk−l, Rl = E
l −
l∑
j=1
φjE
l−j. (4.33)
After taking the projection, the left hand side of (4.32) is clearly an AR(N) equation
Xk · x−
N∑
i=1
φjXk−i · x = ηk · x (4.34)
For the right hand side, any value of the noise (ηk)k is a linear combination of
the last N − 1 values of (ξk)k. Therefore, (ηk)k is a finite-range memory process
with zero covariance function after the first N + R − 1 values. Using Proposition
4.1.2, ηk · x is an MA(N +R− 1) process. This concludes the proof. 
Using Eq. (4.30) the AR(N) coefficients can be given explicitly
φk = (−1)k+1
∑
Dk
e∆t
∑
i∈Dk νi , (4.35)
where νi are eigenvalues of the evolution matrix A and Dk denotes the family of
all k-element subsets of the set {1, 2, . . . , N}. These numbers do not depend on
the direction of the projection x or the exact form of (ηk)k’s memory. The global,
deterministic dynamics of the whole state X is reflected in the AR coefficients. The
random dynamics and specific choice of the observed quantity affects only the MA
coefficients. These can be calculated in two steps, first calculating the covariance
of the noise from Eq. (4.33) and then solving the formula for the covariance (4.16).
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The solutions are not unique, see the remark after Proposition 4.3.2. For systems
with a small number of degrees of freedom these solutions are explicit, but often
complicated.
The above theorem can be directly used to study the solutions of higher-order
stochastic equations
Proposition 4.2.1. Let X be a stationary solution of the linear stochastic equation
aq
dq
dtq
X + aq−1
dq−1
dtq−1
X + . . . a0X = f, aq 6= 0 (4.36)
where f is a Gaussian stochastic stationary force. Then:
i) If f has a covariance with range R∆t then the sample (Xk)k is ARMA(q, q +
R− 1).
ii) If f has a covariance which is a sum of K exponential functions then the
sample (Xk)k is ARMA(q +K, q +K − 1).
Proof. The above differential equation can be expressed as a q dimensional system
of equations with X1 = X, X2 = d/dtX, . . .
dXq−1 = dt
(
aq−1
qq
Xq−2 + . . .
a0
aq
X1
)
+
1
aq
dtf
dXq−2 = dtXq−1
...
dX2 = dtX1, (4.37)
Point i) follows immediately. As for ii), a process f with a covariance function given
by K exponents can be decomposed as a sum of K Ornstein-Uhlenbeck processes
Y1, . . . , YK . Therefore the whole systems can be described by q +K equations
dXq−1 = dt
(
aq−1
qq
Xq−2 + . . .
a0
aq
X1 +
1
aq
Y1 + . . .+
1
aq
YK
)
dXq−2 = dtXq−1
...
dX2 = dtX1
dY1 = −dtλ1Y1 +D1dB1
...
dYK = −dtλKYK +DKdBK . (4.38)
Because all noises dBk are white, the result follows. 
4.3 Behaviour of sampled Langevin equations
The results from the last section have immediate applications. Many physical
systems are commonly modelled using stochastic linear equations, the most impor-
tant ones related to the Langevin and generalized Langevin equation. Few important
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examples are given below.
The classical Langevin equation. The case when the driven noise is white
was already considered in Proposition 4.1.1, but different memory models can also
be studied. One of the most important ones is when the driving force is the Ornstein-
Uhlenbeck process, i.e. the coordinate fulfils a set of equations
dX = −dtλ1X + dtF,
dF = −dtλ2F + dB. (4.39)
The eigenvalues of the evolution matrix are very simple in this case
ν1 = −λ1, ν2 = −λ2. (4.40)
The sampled system is ARMA(2,1) with AR coefficients equal to
φ1 = e
−∆tλ1 + e−∆tλ2 ,
φ2 = −e−∆t(λ2+λ1). (4.41)
The inverse relations, useful for estimation, are
λ1,2 = − 1
∆t
ln
(
1
2
(
φ1 ±
√
φ21 + 4φ2
))
. (4.42)
An interesting property, visible from the above formulas, is that λ1 and λ2 are not
physically distinguishable from AR coefficients. It is a consequence of the fact that
they depend only on the content of the spectrum, not the order of eigenvalues. To
break this symmetry the additional information contained in MA(1) coefficient must
be used.
The full form of classical Langevin equation. In the short time scales the
motion of particle diffusing in water can be modelled by equation
m
d2
dt2
X = −κX − β d
dt
X + F, (4.43)
governed by the finite-range memory force F . It was mentioned as a motivation at
the beginning of the last section. The equation for the charge Q in a linear RLC
circuit with stochastic electromotive force E has the same form
L
d2
dt2
Q = − 1
C
Q−R d
dt
Q+ E . (4.44)
The eigenvalues of the corresponding evolution matrix for both equations, up to a
change of letters, are
ν1,2 = − β
2m
±
√(
β
2m
)2
− κ
m
. (4.45)
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The sampled system is ARMA(2,1) with AR coefficients equal to
φ1 = 2 exp
(
−∆t β
2m
)
cosh
∆t
√(
β
2m
)2
− κ
m
 ,
φ2 = − exp
(
−∆t β
m
)
. (4.46)
The inverse relations are
β
m
= − 1
∆t
ln(−φ2),
κ
m
= − 1
2∆t
ln(−φ2)− 1
∆t2
(
cosh−1
(
φ1
2φ22
))2
. (4.47)
The mass m or inductance L can be determined exclusively using the variance of
the process, as the MA(1) coefficient also depends only on β/m and κ/m. It is often
hard to determine from the experimental data, because it depends on the units and
scale of the system.
RLC circuit with leakage. The loss of charge is determined by the constant
G. In more realistic model the charge may escape from the system. In this situation
the equation for the current I changes and the whole system is described by
dQ = dtI − dtG
C
Q
dI = −dt 1
LC
Q− dtR
L
I + dE 1
L
(4.48)
The eigenvalues have a similar form as for the simple RLC circuit
ν1,2 = −
(
G
C
+
R
L
)
±
√(
1
2
(
G
C
+
R
L
))2
− 1
CL
, (4.49)
therefore the formulas (4.46) and (4.47) for the AR(2) coefficients can be used after
a simple substitution R
L
+ G
C
→ β
m
and 1
LC
→ κ
m
. These two numbers are not suffi-
cient to determine R,C and G, the additional information contained in the MA(1)
process must be used during the estimation.
Generalised Langevin equation with exponential-type kernel. Precisely,
the kernel and the covariance function of the force can be a finite sum of exponents
multiplied by polynomials and sine or cosine functions. This example is a realisation
of our motivation stated at the beginning of Section (4.1). However, the proper
procedure that translates the sampled solution of the GLE into an ARMA time
series is much more complicated than the simple Euler discretisation would suggest.
To see this we need to show that the solution of the GLE as stated above can be
described in terms of a system of linear equations with constants coefficients, which
will allow us to use Theorem 4.2.2.
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Theorem 4.3.1. Let X be a stationary solution of the GLE
d
dt
X = −
∫ t
−∞
dτ X(τ)K(t− τ) + F, (4.50)
where the kernel K and the covariance function rF are finite sums of exponentials,
which can be multiplied by polynomials and sine or cosine functions. In such case X
is equivalent to Y ·q, where X is a solution of a system of linear stochastic equations
with constant coefficients, and q come fixed vector.
Proof. The Fourier transform of sin(vt)e−λt on R+ is v
(
v2 + (λ − iω)2)−1. The
Fourier transforms of K and rF are sums of derivatives and polynomial times this
quantity, so they are rational functions. From our considerations in Section 2.2 and
3.4 we know that the power spectral density of the stationary solution is
sX(ω) =
sF
|iω + K̂|2 =
P (ω)
Q(ω)
(4.51)
i.e., as a ratio of two rational functions, it is also a rational function and it may
be assumed that it is a ratio of the polynomials P and Q with no common roots.
Moreover, this function must be even, like any power spectral density. It is even
if and only if P and Q are even, because P (ω)Q(−ω) = P (−ω)Q(ω) implies that
P (ω) and P (−ω) have the same roots.
It may not be immediately clear, but both P and Q can be taken to be square
modulus of some other complex valued polynomials. This property holds because
they are positive and even, so they have only complex roots that come in conjugate
pairs. They are products of terms like |(ω − zk)(ω − z∗k)|, and as ω is real, any such
term is equal to |ω − zk|2 = |ω − z∗k|2. Moreover, in this decomposition we can only
choose roots zk with positive imaginary part.
Now, let us consider P . We can write P (ω) =
∣∣∑n
k=0(ak + ibk)ω
k
∣∣2, ak, bk ∈ R.
Therefore
P (ω) =
(
anω
n + an−1ωn−1 + . . .+ a0
)2
+
(
bnω
n + bn−1ωn−1 + . . .+ b0
)2 (4.52)
and because P is even, the above formula is a function of ω2. The left and right
parentheses also must be a polynomials of ω2 which is only possible when any of
them contains only odd or even powers of ω inside. In other words a2k = 0 and
b2k+1 = 0 or a2k+1 = 0 and b2k = 0. So P has the form
P (ω) =
∣∣∣∣∣
n∑
k=0
pk(iω)
k
∣∣∣∣∣
2
, p˜2k = (−1)ka2k, p2k+1 = (−1)kb2k+1, pk ∈ R. (4.53)
The same goes for Q(ω) =
∣∣∑m
j=0 qj(iω)
j
∣∣2, qj ∈ R. Consider a process X defined
by two equations
pn
dn
dtn
Y + pn−1
dn−1
dtn−1
Y + . . .+ p0Y =
d
dt
B, (4.54)
X = qm
dm
dtm
Y + qm−1
dn−1
dtn−1
Y + . . .+ q0Y. (4.55)
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We have chosen the polynomial ω 7→∑nk=0 pk(iω)k such that it has only roots with
positive imaginary parts. This implies that the polynomial s 7→∑nk=0 pksk has roots
with negative real parts. It guarantees that Eq. (4.54) has a stationary solution.
The process X is well-defined as m < n and also stationary. It has exactly the psd
(4.51) and has the same distribution as the solution of given GLE.
Equations (4.54) and (4.55) are equivalent to a vector equation for Y made of Y
and its n−2 derivatives, additionallyX = Y ·q where q = [0, 0, . . . , 0, qm, qm−1, . . . , q0].

The hard part of the proposition above is proving that the reduction of the GLE to a
system of linear equations is always possible, given the assumptions. The procedure
itself is not so complex, it requires mainly calculating polynomials P,Q and their
roots.
As an example, let us consider the GLE with exponential kernel: K(t) = b2e−2at
for which the fluctuation-dissipation theorem holds. We have already provided some
basic information about this model following Eq. (3.73). Now we consider its Fourier
space representation,
K̂(ω) =
b2
2a− iω , sF (ω) = r̂F (ω) =
4ab2
4a2 + ω2
, (4.56)
consequently
sX(ω) =
4ab2
4a2 + ω2
|2a− iω|2
|iω(2a− iω) + b2|2 =
4ab2
|ω2 + i2aω + b2|2 . (4.57)
The roots of polynomial ω2 + 2iaω + b2 do not both have positive imaginary part
ω2 + 2iaω + b2 =
(
ω − i(λ+√λ2 + b2))(ω − i(λ−√λ2 + b2)) . (4.58)
The first root has positive imaginary part, the second one negative, so it should be
conjugated,(
ω − i(λ+√λ2 + b2))(ω − i(− λ+√λ2 + b2)) = ω2− 2i√λ2 + b2ω− b2. (4.59)
The solution of the GLE is equivalent to a solution of the stochastic differential
equation
d2
dt2
X + 2
√
λ2 + b2
d
dt
X + b2X = 2b
√
a
d
dt
B (4.60)
which is a full form of the classical Langevin equation with stiffness κ = b2 and fric-
tion coefficient β = 2
√
a2 + b2. The sampled solution of this GLE is an ARMA(2,1)
process with AR coefficients
φ1 = 2 exp
(
−∆t
√
a2 + b2
)
cosh (∆ta) ,
φ2 = − exp
(
−2∆t
√
a2 + b2
)
. (4.61)
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As we see during a statistical analysis a can be estimated using φ21/φ2.
Studying models, such as the examples given above, can be performed in both
continuous- and discrete-time. To some degree both approaches are equivalent. For
example, the covariance function of the sampled series (Xk)k is simply the covariance
of the continuous-time (X(t))t at points ∆tk, i.e. (rX(∆tk))k. But there are also
differences.
One method, which has no variant in the continuous-time case, is studying a
partial autocorrelation function (pacf) ρX . It is the memory function measuring
a dependence between Xi and Xi+k with influences from in-between Xj, i < j <
i+ k removed. This removal is performed by subtraction of the projection onto the
subspace of the variables Xi+1, . . . , Xi+k. Explicitly:
Definition 4.3.1. The partial autocorrelation function of the stationary time series
X, ρX(k) is given by formula
ρX(k) := corr(Xi − E[Xi|{Xj}i+k−1j=i+1 ], Xi+k − E[Xi+k|{Xj}i+k−1j=i+1 ]), (4.62)
where we additionally use the convention that E[·|∅] = 0.
The partial autocorrelation is a useful quantity, because by removal of these
projections we get rid of the influence of the time evolution between instants i and
j. This procedure helps to clarify the analysis of the memory. The pacf is a measure
of the direct dependence between the values of the process and is well-suited to
study AR time series.
Proposition 4.3.1. The partial autocorrelation of an AR(p) time series is zero for
lag equal or greater than p.
Proof. The representation
Xk = φ1Xk−1 + . . .+ φpXk−p + ξk (4.63)
decomposes Xk as a sum of ξk, which is independent from the span{Xk−1, Xk−2, . . .}
and φ1Xk−1+. . .+φpXk−p, which is clearly a variable in span{Xk−1, Xk−2, . . . , Xk−p}.
So, for r ≥ p
E[Xk|Xk−1, . . . , Xk−r] = φ1Xk−1 + . . .+ φpXk−p (4.64)
and
ρX(r) = corr(ξk, Xk−r − E[Xk−r|Xk−1, . . . , Xk−r+1]) = 0 (4.65)
due to the aforementioned independence. 
For the AR(1) process the one significant non-zero value of partial autocorrelation
is easy to calculate, ρX(1) = corr(φ1Xk−1 + ξk, Xk−1) = φ1, so
ρX(k) =

1, k = 0;
φ1, k = 1;
0, k > 1.
(4.66)
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In the general case the partial autocorrelation can be estimated using the Yule-
Walker equations, which relate it to the covariance function (Brockwell and Davis,
2006). This set of equations can be easily solved, at least numerically.
Apart from the partial autocorrelation function, there is a significant difference in
the spectral form of the continuous and discrete-time processes. The latter, instead
of the whole R has a spectral measure defined on a torus (a natural dual space), or,
equivalently, on the interval [−pi, pi], see Theorem 2.2.2. Indeed, a short calculation
yields
Xk = X(∆tk) =
∫
R
σ(dω) eiω∆t =
∫ pi
∆t
− pi
∆t
( ∞∑
j=−∞
σ
(
dω +
2pi
∆t
k
))
eiω∆tk
=
1
∆t
∫ pi
−pi
( ∞∑
j=−∞
σ
(
1
∆t
(dω + 2pik)
))
eiωk, (4.67)
which relates the spectral measure of a process and the corresponding sampled time
series. Only the discrete variant can be estimated from the data, but, as one can
see, the full information about the process can be regained in the infill limit ∆t→ 0.
Equation (4.67) can be used to calculate the spectral measure of the sampled process,
but in most of the cases the infinite sum within is hard to study analytically. For
an ARMA processes there exists a much stronger result.
Proposition 4.3.2. The power spectral density s of an ARMA(p, q) process is
s(ω) = c
∣∣1 +∑qk=1 θke−iωkt∣∣2
|1−∑pk=1 φke−iωkt|2 , (4.68)
where c is a constant spectral density of (ξk)k.
Proof. This proposition is similar to results for linear filters in Section 2.2. Namely,
we use the harmonic representation for the series (Xk)k, as stated in Theorem 2.2.2
Xk =
∫ pi
−pi
dSX(ω) e
iωk. (4.69)
From this formula it is clear that the process (Xk−1)k has the spectral process
dSX(ω)e
−iω. A similar shift occurs for (ξk)k, so the following relation holds∫ pi
−pi
dSX(ω)
(
1−
p∑
k=1
φke
−iωkt
)
eiωt =
∫ pi
−pi
dSξ(ω)
(
1 +
q∑
k=1
θke
iωkt
)
eiωt. (4.70)
The uniqueness of the harmonic representation guarantees that
dSX(ω) = dSξ(ω)
1 +
∑q
k=1 θke
−iωkt
1−∑pk=1 φke−iωkt . (4.71)
The power spectral density is the variance of dSX , so the result holds. 
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A consequence of this proposition is that the coefficients of the MA processes
are not uniquely determined, which complicates their physical interpretation. A
distribution of the process is uniquely determined by its spectral measure, which
for MA process is
∣∣1 +∑qk=1 θke−iωkt∣∣2. It is a polynomial of the argument e−iω,
which has q, not necessarily distinct, zeros zk. It can be factorised into a product
of q terms
∣∣zk − e−iω∣∣2. However, because of the modulus, if the zero zk is real, the
corresponding factor can be transformed as∣∣zk − e−iω∣∣ = ∣∣1− zkeiω∣∣ = |zk| ∣∣z−1k − e−iω∣∣ . (4.72)
Note that factor |zk| only changes the variance of the resulting process. For complex
zeros this procedure would result in a complex polynomial and a complex MA process
if zk and its complex conjugate z∗k are not inversed at the same time. Because we
consider only real-valued MA processes, the number of possibilities is 2q′ , where q′
is a number of zk which are real plus half of the number of complex ones.
For a real-valued MA(1) process there are always exactly two options: θ1 and
θ−11 . The corresponding processes differ only by the variance, which changes by the
ratio θ21(1 + θ21).
4.4 Application to modelling of optical tweezers
An example of a system in which our approach is especially viable are optical
tweezers. These are a versatile tool allowing to manipulate micrometer-sized parti-
cles in liquids (Neuman and Block, 2004) non-invasively and to measure forces even
on the picoNewton scale. For this reason they have a wide range of applications in
many fields of biology and soft condensed matter physics including, e.g. stretching
of DNA (Wang et al., 1997) and other polymers (Smith et al., 1996), molecular
motors (Arsenault et al., 2009) research or analysis of colloidal suspensions (Meyer
et al., 2006).
The most classical form of the measurements related to optical tweezers are
series of of positions of a bead trapped in the tweezers. Observations performed
using CCD camera are especially useful, because the camera provides a lot of diverse
information and allows for the tracking of many objects simultaneously. The data
that we use was measured using this setup by Sławomir Drobczyński at Wrocław
University of Science and Technology. As we will show in our analysis below, in the
case of high-frequency measurements the camera has a significant influence on the
measurements, which is possible to analyse using discrete-time methods.
According to the classical Einstein theory of diffusion, a trajectory (X(t))t∈R of
a colloidal particle trapped in a viscous fluid by optical tweezers is a solution of the
equation of the force balance
0 = FS + FO + FT , (4.73)
where
- FS = −β dXdt is the Stokes force (friction of liquid) acting on the spherical bead
with radius r within the liquid with viscosity η, β = 6piηr;
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- FO = −κX is the force caused by the optical tweezers, we use an harmonic
approximation, i.e., assume that the potential is harmonic with stiffness κ;
- FT =
√
kBT βdB/dt is the thermal force: it models the exchange of momenta
with particles of the liquid.
Substitution of the explicit formulas assures that the above force balance condi-
tion is equivalent to the Langevin equation
dX = −dtλX +DdB, (4.74)
where λ = κ/β and D =
√
kBT /β. So, the stationary solution is the Ornstein-
Uhlenbeck process, and the sampled time series is an AR(1) process. The AR(1)
coefficient φ1 can be estimated using the autoregressive nature of the process. One
can use the classical regression with the sequence of (Xk)k taken as a variable y
and shifted sequence of (Xk−1)k taken as a variable x. The well-known least-squares
estimator of the slope in this case reads
φest1 =
∑
kXkXk−1∑
kX
2
k
. (4.75)
However, using a partial autocorrelation is a more robust method, because the
estimated ρX(1) is an estimate of φ1 (Eq. (4.66)) and checking if ρX(k) ≈ 0 for
k > 1 is a form of the test of validity of the model.
However, the pure physical model of the optical tweezers is not sufficient to
analyse typical recordings because it does not take into account the distortions
which are caused by the video camera. The most basic and well-researched type of
distortion is an addition of the noise generated by the camera’s CMOS matrix. In
this case we do not observe Xk, but the series X ′k = Xk + wk, where wk is a noise
independent from the values of Xk. The independence of Xk and wk implies that
the resulting covariance is the sum rX′ = rX + rw, the same for the spectral measure
σX′ = σX +σw. In order to understand the structure of (X ′k)l let us look what linear
filter governs its evolution
X ′k = Xk + wk = φ1Xk−1 + ξk + wk
= φ1X
′
k−1 + ξk + wk − φ1wk−1 = φ1X ′k−1 + ξ′k. (4.76)
Now, we take the common assumption that the additive noise (wk))k is Gaussian
and white, with a variance s2. Then the new effective noise ξ′k = ξk + wk − φ1wk−1
has the covariance function
rξ′(h) =

D2
2λ
(
φ−21 − 1
)
+ (1 + φ21) s
2, h = 0;
−φ1s2, h = 1;
0, h > 1
(4.77)
As we see it is a time series with a short-term negative memory. As stated before,
any such process can be expressed as a linear filter acting on a Gaussian white noise,
in this case it is an MA(1) time series
ξ′k = ηk − aηk−1, (4.78)
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where (ηk)k is a white noise series with variance v2. To present the constant a in a
simple form it is convenient to introduce a ratio
r = −rξ′(0)
rξ′(1)
, (4.79)
which is always greater or equal than two, because φ1 > 0 implies r ≥ φ1 +φ−11 ≥ 2.
Solving the quadratic equation obtained comparing the covariances, we get only one
solution with |a| < 1,
a =
r−√r2 − 4
2
, v2 =
2rξ′(0)
r(r−√r2 − 4) . (4.80)
We may consider the series ηk as the noises ξk and wk mixed and orthogonalised.
Through this calculation we have shown that the observed X ′k fulfils
X ′k − φ1X ′k−1 = ηk − aηk−1. (4.81)
This is a specific ARMA(1,1) time series.
Let us once again turn back to the influence of the camera. Additive white noise
is not the only common type of distortion. The cameras have a tendency to blur the
images. Especially when the frequency of sampling is high and the exposure time is
long, the CMOS matrix may not have sufficient time to fully refresh. As a result,
the remainder of a previous frame is left in the image of the next one. Instead of
Xk we observe X˜k = Xk + bXk−1, 0 < b < 1. It is also possible that X˜k depends on
even older images, but the intensity of this effect should decay exponentially. Our
measurements show that the observed b is not very large, so we will neglect this
effect.
So, let us denote a short-time linear filter M = 1 + bS−1. The operators M and
L = 1− φ1S−1 commute and
LX˜k = LMXk = MLXk = Mξk (4.82)
or, equivalently,
X˜k − φ1X˜k−1 = ξk + bξk−1. (4.83)
Once again the observed process is ARMA(1,1), but this time with the positive
MA(1) coefficient equal to b. We have come to the conclusion that both possi-
ble distortions caused by the digital camera cause the observed series to fulfil the
ARMA(1,1) equation, the difference being the sign of the MA(1) part.
Let us denote the observed series by Xk, which may be X ′k or X˜k. The direct
dependence between Xk and the noise ηk can be studied by applying the inverse
operator (1− φkS−1)−1 =
∑∞
h=0 φ
h
1S−h to both sides of the above equation, yielding
Xk = ηk + (φ1 + θ1)
∞∑
j=1
φj−11 ηk−j. (4.84)
The covariance of this series is straightforward to calculate and equal to
rX (h) = v2 ·
{
1 + (φ1+θ1)
2
1−φ21 , h = 0;
φ
|h−1|
1 (φ1 + θ1)
1+φ1θ1
1−φ21 , h 6= 0;
(4.85)
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Hence, the ARMA(1,1) process also exhibits an exponential decay of the covariance
function with one special value at h = 0. It is a natural insight for the case Xk = X ′k
when we can simply add the covariance function of the original process and white
noise, but is also true in a more general situation. It can be interpreted as an effect
of distortion which affects only the shortest one-time-step memory.
Similarly to the previously considered problems, the power spectral density of
ARMA(1,1) process can be obtained using Proposition 4.3.2, and equals
sX (ω) = v2
1 + θ21 + 2θ1 cos(ω∆t)
1 + φ21 − 2φ1 cos(ω∆t)
. (4.86)
A comparison of the spectra for different processes relevant to the optical tweezers
measurements is shown in Fig. 4.3. One must be careful, because the psd of the
Ornstein-Uhlenbeck process ∝ 1/(ω2 + λ2) is for low frequencies nearly identical
to the truly observed psd disturbed by a blur described by a small MA coefficient.
This is an unfortunate coincidence which can easily misguide the analysis, creating
a false resemblance of the lack of distortions.
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Figure 4.3: Comparison of psd functions for continuous-time Ornstein-Uhlenbeck
process, discrete-time undisturbed and disturbed ARMA(1,1) time series.
To study the approximate behaviour of the partial autocorrelation function we
inverse the operator 1 + θ1S−1, expressing Xk directly as a function of past Xk−j,
Xk = (φ1 + θ1)
∞∑
j=1
(−φ1)j−1Xk−j + ηk. (4.87)
It shows that the direct dependence between Xk and Xk−j is proportional to the
constant (φ1 + θ1)(−φ1)j−1; the partial autocorrelation of X is a geometrical decay
but its rate depends on the MA coefficient θ1 instead of the AR coefficient φ1 as
for the covariance function. As θ1 is close to one for common sampling frequencies
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and φ1 is not large even for highly disturbed data, we have φ1 + θ1 > 0 and the
sign of ρX (2) is the same as the sign of −φ1. Thus, the estimation of the partial
autocorrelation function immediately determines the presence and type of distortions
in the data. The values of the pacf for larger h have little practical importance in
our case; because of the fast decay these values quickly become unobservable. The
first values of the pacf can be calculated analytically
ρX (h) =
{
(φ1+θ1)(1+φ1θ1)
1+2φ1θ1+φ21
, h = 1;
−φ1 (φ1+θ1)(1+φ1θ1)(1+2φ1θ1+φ21)2 , h = 2.
(4.88)
The partial autocorrelation function estimated from the data very closely follows
the described behaviour, an example is shown in Fig. 4.4. From the rate of the
exponential decay we can assess that θ1 ≈ 0.17. This is a very good preliminary
estimate, even compared to the more precise methods that we present later.
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Figure 4.4: Estimated pacf of the optical tweezers time series; sampling frequency
is 5 [kHz], camera exposure time is 100 [µs].
Both distortions considered above are very common, so the natural question
appears: what happens if they are present simultaneously? Their joint effect depends
on the sequence in which video camera imperfections distort the recording. One
possibility is that the camera records images disturbed by the white noise, which
situation corresponds to X ′k, and the film is blurred later, so that we observe X˜ ′k =
MX ′k. In this case
LX˜ ′k = Mξ
′
k = (1 + bS−1)(1− aS−1)ηk
= ηk + (b− a)ηk−1 − baηk−2. (4.89)
This is an ARMA(1,2) process. Note that the first MA coefficient θ1 = b− a has a
sign determined by the relative strengths of both distortions; the second coefficient
θ2 = −ba is relatively small and its presence may be hard to detect.
The situation is different if the camera adds the additive noise to the already
blurred recording, e.g. during processing of the electrical signal from the CMOS
matrix. Then we observe X˜ ′k = X˜k + wk. This process fulfils the relation
X˜ ′k = φ1X˜k + ξk + bξk−1 + wk
= φ1X˜
′
k−1 + ξk + bξk−1 + wk − φ1wk−1. (4.90)
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The new effective noise ξ˜k = ξk + bξk−1 + wk − φ1wk−1 has the covariance function
rξ˜(h) =

(1 + b2) D
2
2λ
(
φ−21 − 1
)
+ (1 + φ21) s
2, h = 0;
−φ1s2 + bD22λ
(
φ−21 − 1
)
, h = 1;
0, h > 1.
(4.91)
This is again an MA(1) process; its θ1 parameter is given by Eqs. (4.79) and (4.80)
with rξ˜ inserted instead of rξ′ . The time series (X˜
′
k)k is ARMA(1,1) but with MA
parameter different from that of X ′k or X˜k.
The additive noise and blur have opposite influences, which can be seen looking
at the case h = 1 in (4.91). It is even possible for them to cancel each other in which
case the recording behaves like an undisturbed trajectory of the stochastic oscillator,
i.e. an AR(1) time series. This effect can be created involuntarily during calibration
of the experimental setup. For the case “blur+noise” (X˜ ′) there is a possibility for
exact cancelling of the blur and additive noise effects, for the “noise+blur” case X˜ ′
there will be a small second MA(2) coefficient left equal to θ2 = −a2 = −b2. For
both cases the only large statistical change would be an increase of the generating
noise variance (h = 0 in (4.91)) and a subsequent increase of the variance for the
process X itself. As measuring the variance of X is one of the popular methods of
estimating the stiffness of the trap, special care must be taken to avoid the discussed
possibility.
We have come to the conclusion that the presence and type of the experimental
distortions observed in the data can be recognised by the order of the ARMA time
series and the value of the MA coefficient. At the same time, the AR coefficient φ1
does not depend on the distortions. Hence, the stiffness coefficient of the tweezers’
harmonic trap can always be accurately determined through fitting of the ARMA
model.
The simplest method to start the analysis is to fit parameters to an estimated
memory function: covariance, partial autocorrelation or power spectral density. The
covariance function was estimated as the sample covariance (e.g. method acf in
R package). The sample pacf was obtained by substituting into the Yule-Walker
equations the values of the sample covariance. This method is already implemented
in the Matlab environment as a parcorr function, and in the R package as pacf.
To estimate the discrete-time psd we used the periodogram defined as
I(ω) =
∆t
N
∣∣∣∣∣
N∑
k=1
Xke
i∆tkω
∣∣∣∣∣
2
. (4.92)
The periodogram itself is an ubiased estimator, but is not consistent. For this
reason we take a smoothed periodogram as an estimate, that is the convolution of
the function (4.92) with a smoothing kernel. For a sufficient choice of smoothing the
result has better statistical properties than the pure periodogram. In Matlab this
method is implemented as command periodogram (uses a rectangular smoothing
function) and in the R package as the function spec.pgram with more options
available allowing to regulate the calculation method and smoothing.
The values of v2, φ1 and θ1 obtained from fitting one of the memory functions are
suboptimal estimates. Better results are obtained using the least-squares method,
62 CHAPTER 4. LANGEVIN DYNAMICS IN DISCRETE TIME
i.e. looking for the values φest1 , θest1 for which the sum
N∑
k=1
(ηestk )
2 =
N∑
k=1
(
Xk − φest1 Xk−1 − θest1 ηestk−1
)2 (4.93)
has a minimal value. Here ηestk are calculated recursively; as an initial value ηest0 we
take 0. If our estimates φest1 and θest1 are close to the real values, the estimated series
(ηestk ) is close to (ηk)k and is similar to white noise. If they are not close, the variables
ηestk are correlated, which causes the sum of squares to increase. Minimising the
above sum, given initial estimates for φ1 and θ1 is an accurate and computationally
fast method. In Matlab it is provided by the command estimated and in the R
package by arima or, using maximum likelihood method, in the library FitARMA.
The estimate of the psd obtained from the data and the psd of the fitted ARMA(1,1)
process is shown in Fig. (4.5). This figure proves that the least-squares fit of an
ARMA model provides estimates which fully explain the spectral properties of the
measurements.
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Figure 4.5: Smoothed periodogram (blue thin line) of the data and the dpsd of the
ARMA(1,1) process (thick red line), φest1 = 0.9580, θest1 = 0.0472.
We have experimentally studied the influence of the digital camera for eight
different sampling frequencies and seven different exposure times. The results, ob-
tained using least-squares fitting, are shown in Fig 4.6. The shape of this plot is very
natural to explain. For short exposure times not much light goes into camera and
additive noise is an important factor compared to the intensity of the undisturbed
image. For longer exposure times there is more light, but also less time to refresh
the CMOS matrix between subsequent frames, which causes blur to dominate. In-
creasing sampling frequencies further shortens time when the CMOS matrix can
refresh and strengthens this effect. The level for which the MA coefficient θ1 ≈ 0
corresponds to the situation when these two effects cancel each other, leading to the
false illusion of the distortion absence.
The MA coefficient depends on the sampling frequency f (in kHz) and the ex-
posure time te in a regular manner, approximately linearly in the studied range,
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so that even a simple linear approximation of the obtained dependence: θ1 =
0.0075f + 0.001te − 0.0798 provides a good interpolation. However, our measure-
ments for larger frequencies suggest that the studied effect becomes non-linear in
the larger range.
During these measurements we also checked the values of the estimated AR(1)
coefficient. During few subsequent measurements we obtained estimates φest1 =
0.981 ± 0.003, which correspond to the normalised stiffness λest = 95 ± 15 [s−1].
There was no dependence between the obtained values, the sampling frequency and
exposure time, which proves that the ARMA fitting allows for the estimation of the
trap stiffness free of the studied effects.
Figure 4.6: MA(1) coefficient for different sampling frequencies and video camera
exposure times. The level θ1 = 0 is also drawn.
Given estimates φest1 and θest1 we can inverse the AR and MA filters, effectively
removing their influence from the data.
The parameter φ1 is determined by the stiffness of the harmonic trap. For a given
trap with known stiffness, we can apply the filter L = 1 − φest1 S−1 to the data, i.e.
analyseXk−φest1 Xk−1. This series is an MA part of the ARMA model which provides
insight into distortions caused by the experimental setup. If the covariance function
of Xk−φestXk−1 has two non-zero values (for h = 0 and h = 1), it is confirmed that
some short-time disturbance is present in the system. It can be mainly additive noise
for the positive estimate of rX(1) or mainly blur for negative value of rX(1). We
have not observed non-zero values of the covariance for larger values of h, see Fig.
4.7. There we present the estimated covariance function normalised. i.e. divided by
the assessed value of the variance; such memory function is often called correlation
function.
The presence of h > 1 non-zero values of the covariance would suggest the
presence of a blur between few adjacent frames or a composition of a blur and
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an additive noise as in Eq. (4.89). The lack of this type of memory confirms
that ARMA(1,1) is a model sufficient to fully describe the physical dynamics and
distortions.
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Figure 4.7: Estimated correlation function of the series Xk − φest1 Xk−1, the used
estimate for φ1 was φest1 = 0.9816.
If we have calibrated the setup, i.e. we have determined the MA part of the
model, we can retrieve the original undisturbed series by applying the filter (1 +
θest1 S−1)−1. This operator has the form of the infinite series
∑∞
k=0(−θest1 )kS−k, so
for practical purposes only the first few terms need to be used. The error that we
make using this approximation decays exponentially with the number of terms taken
along, so it is easy to obtain sufficient accuracy. If θest1 ≈ θ1, the retrieved series
Xorgk := (1 + θ
est
1 S−1)−1Xk satisfies the original AR equation
Xorgk − φ1Xorgk−1 = (1 + θest1 S−1)−1(Xk − φ1Xk−1)
= (1 + θest1 S−1)−1(1 + θ1S−1)ηk ≈ ηk. (4.94)
In the case of blur, the calculated ηk is exactly the original physical white noise; for
the case of the additive white noise it has larger variance than the original process
(equal to D2
2λ
(
φ−21 − 1
)
) which can be accounted for by a proper rescaling.
The memory function of the exemplary calculated Xorg is shown in Fig. 4.8.
We have taken the same time series as in Fig. 4.7 and using the estimated value
θest1 = 0.1795 we applied the first 20 terms of the inverse operator (1 + θest1 S−1)−1.
The result is an AR(1) process, which is confirmed by Fig. 4.8. The first estimated
value of pacf is 0.918, so is exactly equal to the previously obtained estimate θest1 .
We can apply this procedure to the measured time-series if only we know the
value of MA parameter θ1 for a given calibration of the used equipment, effectively
removing its influence. This can be a powerful technique if we calibrate the tweez-
ers analysing their behaviour in the controlled conditions, e.g. for spherical beads
embedded in water, and later remove the disturbances for data acquired in more
complex systems such as biological media.
For our data, the pacf for low frequencies fits to the model, see Fig 4.9. By two
dashed lines near zero we denote the level of an expected statistical error. Values
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Figure 4.8: Estimated pacf of the approximated series (1 + θest1 S−1)−1Xk, θest1 =
0.1795.
between these lines are statistically insignificant.
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Figure 4.9: Partial autocorrelation estimated from the bead’s trajectory for low
frequency of sampling 103 [fps].
However, the high frequency data have the pacf of different type, see Fig 4.10.
It looks like a geometric series with a negative rate which indicates the proper
adjustment of the model.
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Figure 4.10: Partial autocorrelation estimated from the bead’s trajectory for high
frequency of sampling 104 [fps].
It appears that a proper modification explaining the data is addition of the
first-order Moving Average ( MA(1) ) part to the AR(1) model. The MA(1) part
represents a process for which the present value depends linearly on one past value
of the external noise (not the process itself), i.e., ξk + θ1ξk−1. The complete model,
with both AR(1) and MA(1) parts, is expressed explicitly as
Xk = φ1Xk−1 + ξk + θ1ξk−1. (4.95)
Unfortunately, from this form it is not clear what is the direct dependence between
Xk and the past values of the process, because the value ξk−1 is not orthogonal to
these values. But, using the identity Xk−1 = φ1Xk−2 + ξk−1 + θ1ξk−2 we may write
ξk−1 = Xk−1−φ1Xk−2−θ1ξk−2. Substituting this equality into Eq. (4.95) we obtain
Xk = (φ1 + θ1)Xk−1 − φ1θ1Xk−2 − θ21ξk−2. (4.96)
Now, we may repeat this procedure using the identity for ξk−2 and the above formula.
Continuing recursively we obtain
Xk = (φ1 + θ1)
∞∑
j=1
(−θ1)j−1Xk−j. (4.97)
This formula shows the explicit form of a dependence between Xk and the past
values Xk−j, therefore justifying why the partial autocorrelation has the form of
a geometric series fitting the behaviour of the analysed data. The parameters φ1
and θ1 can be estimated using least-squares or maximum-likelihood techniques. The
parameter θ1 is not unique, there are two possible choices, see end of the last section.
In our context the one with 0 < θ1 < 1 has a proper interpretation and this one was
chosen. Performed fit returned θest1 = 0.212± 0.005 and φest1 = 0.976± 0.001, which
perfectly corresponds to the ARMA(1,1) process with the pacf drawn in Fig. 4.10.
Given uncertainties of φest1 and θest1 are standard deviations estimated from a sample
of ten trajectories with 60 000 observations in each of them. The obtained sample
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of ten estimates of φ1 can be considered Gaussian on standard level of significance
0.05 by Shapiro-Wilk, Anderson-Darling and Pearson χ2 tests, the same is true for
θ1. This agrees with the well-known theory of long-trajectory asymptotics of the
used estimators (Brockwell and Davis, 2006). These standard deviations are only
slightly greater than the deviations for these estimators for such an ARMA(1,1)
process (which was checked by Monte Carlo simulation). It means that measurement
imperfections do not distort the precision of estimation.
Of course, there is no possibility to rule out that performed estimation is pre-
cise, but biased. However, note that the obtained value φest1 is consistent with the
measurements of the stiffness for lower frequencies.
The ARMA(1,1) can be naturally explained as an influence of the high-frequency
CCD camera. When the frequency of the sampling is high, the CCD matrix has no
time to fully refresh between subsequent photos. The remainder of the last frame is
still visible on the current one (the recording is smudgy and blurred), which causes
the centre of the mass position Xk to include part of the value Xk−1 from the last
frame. Instead of Xk we observe X ′k = Xk + θ1Xk−1. Parameter θ1 is exactly the
amount of intensity left from the last frame on the actual one, 0 < θ1 < 1. In this
situation
X ′k = Xk + θ1Xk−1
= φ1(Xk−1 + θ1Xk−2) + ξk + θ1ξk−1
= φ1X
′
k−1 + ξk + θ1ξk−1, (4.98)
so X ′k is the ARMA(1,1) process. It is straightforward to obtain the covariance
function of this new process
rX′(j) = cov(Xk + θ1Xk−1, Xk+j + θ1Xk−1+j)
= (1 + θ21)rX(j) + θ1 rX(j − 1) + θ1 rX(j + 1). (4.99)
As we see it is a sum of three geometric sequences. The form of the revised power
spectral density sX follows from Proposition 4.3.2
sX(ω) = c
1 + θ21 + 2θ1 cos(ω)
1 + φ21 − 2φ1 cos(ω)
. (4.100)
This revised psd fits perfectly the data, see Fig. 4.11. Hence, the ARMA(1,1) in
the case of high-frequency recordings describes better the experimental data than
the commonly used AR(1) model.
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Figure 4.11: Estimate of the psd (grey line) and the fitted ARMA(1,1) psd (dashed
black line).
The previous considerations prove usefulness of the ARMA(1,1) model, but they
do not imply that the observed effect is due to the influence of the CCD camera.
To justify our claim we provide further experimental evidence. During all our pre-
vious measurement the exposure time for taking a frame was 45 [µs]. The longer
exposition is in most of the situations used only when necessary (e.g. in cases of low
illumination), since the recording is becoming more blurred. So, if our conclusion is
correct, an increase of the exposition time would incorporate an MA(1) part even
for low frequencies. This indeed is true, as seen in Fig. 4.12; compare this result to
Figs. 4.9 and 4.10.
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Figure 4.12: Estimated pacf of trajectory taken with frequency of sampling 103 [fps]
but exposure time increased to 895 [µs].
The obtained effect is identical to the MA(1) part (with coefficient θest1 = 0.172±
0.005) present for high frequency and low exposure time data. Analogical operation
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performed for larger sampling frequencies increases the value of the MA(1) coeffi-
cients. Unfortunately, a decrease of the exposition, which would likely diminish the
MA(1) part for higher frequencies, is hard to obtain from technical reasons, which
leaves described methodology as the only practical way to deal with this influence.
Chapter 5
Ergodicity and Fourier space
The relation between time averages and ensemble averages is still one of the
most important topics of statistical physics and this area of research is under in-
tense development. Its mathematical description, abstract ergodic theory is a very
wide subject (Walters, 1982; Cornfel et al., 1982). However, in recent years, a new
trend has emerged which concentrates on very practical questions, concerning the
behaviour of time-averaged statistics useful in analysis of the real data. The most
prominent example of a quantity used in this approach is the time-averaged mean
square displacement (Jeon et al., 2011; Metzler et al., 2014).
In this chapter we use the Maruyma’s ergodic theorem (Maruyama, 1970) to
study the long-time behaviour of linear response systems, in particular modelled by
the classical and generalized Langevin equations. This theorem allow us to formulate
simple criteria which determine the ergodicity of the studied processes and provides
interesting insight into the physical origin of ergodicity and non-ergodicity, which
relates them to the structure of a heat bath and the Hamiltonian of the system. It
also allows to analyse Gaussian models which are ergodic, but non-mixing which is
an often overlooked possibility.
Our most important result is a generalization of the Maruyma’s theorem (Ślęzak,
2017), which determines the behaviour of the time-averages for processes which are
non-ergodic but stationary, and have profound physical interpretation based on the-
ory of harmonic oscillations, phonons and Langevin equation. We demonstrate that,
in the case of these processes, the disparity between ensemble- and time-averages can
be studied using non-linear statistics, such as time-averaged characteristic function.
The obtained result is also interesting from the theoretical standpoint, as its proof
links mathematical concepts from the number theory, group theory and second order
stochastic processes, which is an unusual, yet insightful, occurrence in the field of
applied mathematics.
70
5.1. BASICS OF ERGODIC THEORY 71
5.1 Basics of ergodic theory
Ergodic theory studies the behaviour of various averages of f(X), where f is a
function of the whole trajectory X.
Definition 5.1.1. For a given stochastic process X, if for a function f
E|f(X)| <∞, (5.1)
we call this function an observable. If
E|f(X)|2 <∞, (5.2)
we call f a second-order observable.
Examples include observable of mean position f(X) = X(t), mean square dis-
placement f(X) =
(
X(t + ∆) − X(t))2, covariance f(X) = X(t + ∆)X(t), and
others. Take note, that for the above examples to make sense, the measured av-
erages must be time independent which will indeed be the case. That means we
consider processes which are stationary, or at least have stationary increments (see
Definition 2.2.2). Under such assumptions one may take t = 0 without any lose of
generality.
If the process has a time-varying mean m(t) := E[X(t)] 6= const we can always
decompose it as a random, zero-mean part and deterministic non-zero part. Because
we will study systems in which complex behaviour will be contained in the random
part, we will assume m(t) = 0; the case m(t) 6= 0 would be a straightforward
generalisation.
For every process there exists an associated family of time-shift operators Sτ
which describe the temporal evolution of the system, i.e. SτX = (X(t + τ))t∈R.
The time-shift operator was already used as a tool to analyse discrete-time ARMA
processes, now we consider its continuous-time counterpart.
With that in mind we can formulate the ergodic theorem. We will use gen-
eral form of this result, which gives deeper insight into behaviour of non-ergodic
processes.
Theorem 5.1.1 (Birkhoff’s ergodic theorem). For a stationary stochastic process
X, that is, for a process with the measure-preserving shift operators Sτ , and any
observable f
lim
T→∞
1
T
∫ T
0
dτ f
(SτX) = E[f(X)|C], (5.3)
where by E[·|C] we understand conditional expected value under condition C, with C
being the σ-algebra of sets invariant under family of transformations {Sτ}τ∈R.
Essentially we calculate the expected value assuming that all time invariant
properties of X are fixed. The physical interpretation of C is that this is a set of
constants of motion associated with X.
By the measure preserving transformation we mean that
P(f(X) ∈ A) = P(f(SτX) ∈ A) (5.4)
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for all measurable A. This essentially means that X and time shifted SτX are sta-
tistically undistinguishable, which coincides with the previously introduced notion
of stationarity.
Therefore the Birkhoff’s ergodic theorem states that if only the process X is sta-
tionary, the time-average of any observable converges to a random variable E[f(X)|C]
which we can precisely determine if we can identify all time invariant properties of
X.
It is now clear that for the classical ergodic theorem to hold, the process should
be stationary and the condition C must be sufficiently weak, so that E[f(X)|C] =
E[f(X)]; there should be no significant time-invariant properties of X.
One immediate and important consequence of the Birkhoff’s theorem is that,
because of the so-called tower property E
[
E[·|C]] = E[·], for a stationary process
the ensemble average of the time average of any observable is equal to the ensemble
average
E
[
lim
T→∞
1
T
∫ T
0
dτ f
(SτX)] = E[f(X)], (5.5)
in particular there is no possibility for a phenomena such as the weak ergodicity
breaking
E
[
δ2X(t)
] 6= E [(X(τ + t)−X(τ))2] (5.6)
studied e.g. in (Metzler et al., 2014).
Another concept closely related to the ergodicity is mixing. We say that the
system is mixing if for any observables f, g such that E|f(X)g(X)| <∞,
lim
T→∞
E[f(X)g(STX)] = E[f(X)]E[g(X)]. (5.7)
This is basically a statement that the process X and the shifted process STX are
asymptotically independent; the dynamics of X leaves no persisting memory. It
implies ergodicity and is often easier to study than the ergodicity itself; however,
there are examples of non-mixing ergodic processes, even in the Gaussian case, which
we will show in Section 5.4.
5.2 Classical Maruyama’s theorem
The main part of our considerations is true only for the class of Gaussian pro-
cesses. The precise definition 2.2.1 was stated in Chapter 2, but intuitively speaking
the sufficient and necessary condition for the process to be Gaussian is that all
X(t) are Gaussian (we also admit the case when the process is non-random as a
degenerate Gaussian with variance 0) and they are only linearly dependent (Janson,
1997). The presence of non-linear dynamics excludes Gaussianity. This topic will
be discussed in more detail in Chapter 6.
The limitation on the possible memory type has large consequences: the Gaussian
variables are fully described by their linear dependence structure which is reflected
in second moments. For stationary Gaussian process the description is further sim-
plified, because then mX(t) = E[X(t)] = const and rX(s, t) = rX(t−s) (Proposition
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2.27). Non-zero constant mean does not change any significant properties of the pro-
cess, so further on in this chapter we will consider only zero-mean case. The above
facts, and the linear structure of Gaussian processes allow the mixing condition to
be greatly reduced.
Proposition 5.2.1. A stationary Gaussian process is mixing if and only if
lim
T→∞
rX(T ) = 0. (5.8)
This condition is often straightforward to check.
Proof. If the process is mixing, taking f(X) = g(X) = X(t) we obtain
lim
T→∞
rX(T ) = lim
T→∞
E[f(X)g(STX)] = E[f(X)]E[g(X)] = 0. (5.9)
To prove another implication we first show that
lim
T→∞
E[f(X)f(STX)] =
(
E[f(X)]
)2 (5.10)
for any f such that E|f(X)|2 < ∞. It is sufficient to show this property for the
subclass of functions which are dense in the space of observables. A natural choice
is the space of finite-dimensional characteristic functions, which contains the full
information about the distribution of X
f(X) = exp
(
i
L∑
j=1
θjX(t+ tj)
)
. (5.11)
The considered expected value is
E[f(X)f(STX)] = E
[
exp
(
i
L∑
j=1
θj
(
X(t+ tj) +X(t+ tj + T )
))]
= exp
(
L∑
i,j=1
θiθj
(
2rX(tj − ti) + rX(tj − ti + T ) + rX(tj − ti + T )
))
. (5.12)
Taking the limit T →∞ we can use the fact that rX(t+ T )→ 0 and get
lim
T→∞
E[f(X)f(STX)] = exp
(
2
L∑
i,j=1
θiθjrX(tj − ti)
)
=
(
E[f(X)]
)2
. (5.13)
Now, consider the observable f + g. Using the above result and mixing,
lim
T→∞
E[(f(X) + g(X))(f(STX) + g(STX))] =
(
E[f(X)] + E[g(X)]
)2
=
(
E[f(X)]
)2
+ 2E[f(X)]E[g(X)] +
(
E[g(X)]
)2
= lim
T→∞
(
E[f(X)f(STX)] + E[f(X)g(STX)] + E[g(X)f(STX)] + E[g(X)g(STX)]
)
=
(
E[f(X)]
)2
+ lim
T→∞
(
E[f(X)g(STX)] + E[g(X)f(STX)]
)
+
(
E[g(X)]
)2
. (5.14)
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If we compare the second and fourth line we get the equality
lim
T→∞
(
E[f(X)g(STX)] + E[g(X)f(STX)]
)
= 2E[f(X)]E[g(X)]. (5.15)
The two terms on the left are in fact equal. These expected values depend only
on the distribution of X. But the distribution of the process reflected in time and
process shifted in time is identical to the original one, so
E[g(X)f(STX)] = E[g(X)f(S−TX)] = E[g(STX)f(X)] = E[f(X)g(STX)]. (5.16)
Finally
lim
T→∞
E[f(X)g(STX)] = E[f(X)]E[g(X)]. (5.17)

The ergodicity itself can also be expressed in the language of the covariance func-
tion. Initially, the notion of metric transitivity was used in this context (Grenander,
1950; Dym and McKean, 1976). The most important theorem in this field was
proven by Gishiro Maryuama (Maruyama, 1970).
Theorem 5.2.1 (Maruyama). A Gaussian stationary process X is ergodic if and
only if
lim
T→∞
1
T
∫ T
0
dτ |rX(τ)| = 0. (5.18)
The presence of the modulus |rX(τ)| is crucially important, because it excludes
periodic oscillations of rX . Generally this condition may also be easy to check, as it
is enough to know the asymptotic tail behaviour of the covariance function. But, at
the same time, this theorem does not give much insight into the memory structure
of non-ergodic Gaussian processes which are studied in Section 5.5. In fact it can
be viewed as a consequence of the more general theorem shown there.
5.3 Harmonic processes
Consider elementary example of a motion in the harmonic potential, governed
by the equation
d
dt
X = −ω20X, X(0) = X0,
d
dt
X(0) = V0, (5.19)
with has the solution
X(t) = X0 cos(ω0t) +
V0
ω0
sin(ω0t). (5.20)
Under the assumption that at the beginning of the evolution, the system interacted
with the heat bath, X0 and V0 have Gibbs distribution given by the density
p(x0, v0) ∝ exp
(
−ω20
x20
2kBT
)
exp
(
− v
2
0
2kBT
)
. (5.21)
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The resulting stochastic process has the covariance function
rX(t) =
kBT
ω20
cos(ω0t), (5.22)
so it is a stationary Gaussian process. Its spectral representation is therefore given
by the measure
σX(dω) =
kBT
2ω20
(
δ(dω − ω0) + δ(dω + ω0)
)
(5.23)
which is concentrated in 2 points, which we denote by two Dirac deltas. In a natural
way a question about ergodicity arises. Whereas the time average of the observable
of the position f(X) = X(t)
lim
T→∞
1
T
∫ T
0
dτ X(τ) = lim
T→∞
1
T
(
X0
ω0
sin(ω0T ) =
V0
ω20
(cos(ω0T )− 1)
)
= 0 (5.24)
converges to the ensemble mean 0 = E[X(t)], the observable of the mean square
displacement does not, as
lim
T→∞
1
T
∫ T
0
dτ
(
X(τ + ∆)−X(τ))2 = 2(X20 + V 20ω20
)(
sin
(
ω0∆
2
))2
(5.25)
differs from the ensemble average
E
[(
X(t+ ∆)−X(t))2] = 4kBT
ω20
(
sin
(
ω0∆
2
))2
. (5.26)
From the point of view of Hamiltonian mechanics this lack of ergodicity is ex-
pected; after the initial contact with a heat bath the system evolves as a micro-
canonical ensemble and the trajectories are trapped on the surface of constant en-
ergy, which prohibits ergodicity. Indeed, the term X20 + V 20 /ω20 on the left side of
Eq. (5.25) is the total energy of the system, generally random, but constant on the
trajectories of X; whereas 2kBT /ω20 in (5.26) is the mean total energy.
A similar reasoning applies to the more general process of the form
X(t) =
∑
k
Ake
iωkt, (5.27)
where the sum can even be infinite if Ak are independent, complex Gaussian variables
and
∑
k E|Ak|2 <∞. Random functions of this class, called harmonic processes, are
appearing e.g. in phonon theory. Their covariance function and spectral measure
are
rX(t) =
∑
k
E|Ak|2 cos(ωkt), σX(dω) =
∑
k
E|Ak|2
2
(
δ(dω − ωk) + δ(dω + ωk)
)
.
(5.28)
If one calculates the ensemble- and time-average of the mean-square displacement
for such a process, the different nodes of oscillation prove to be uncoupled in both
time- and ensemble- average sense; the corresponding formulas are sums of terms
as in Eq. (5.26) or (5.25). Therefore, any process within this class is stationary,
but non-ergodic. The next section will show that it is the only case of non-ergodic
Gaussian stationary process.
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5.4 Spectral form of Maruyama’s theorem
All the properties of a Gaussian process can be described interchangeably by
its covariance function or its spectral measure; this very specific property of the
Gaussian class is caused by its linear structure. For sure Maruyama’s theorem can
be expressed in the language of the spectral measure, and this reformulation leads
to a surprisingly elegant statement (Dym and McKean, 1976)
Theorem 5.4.1. A stationary Gaussian process is ergodic if and only if its spectral
measure has no atoms.
Any measure can be decomposed as a sum of three distinct components: the
absolutely continuous, singular and discrete measures. For a stochastic process the
corresponding decomposition of the spectral measure σ = σac + σs + σd causes also
the process itself to decompose into three independent components
X(t) = Xac(t) +Xs(t) +Xd(t), (5.29)
which is guaranteed by the harmonic representation (2.35).
i) The component Xac is mixing. It has a power spectral density. The Riemann-
Lebesgue lemma shows that in this situation the covariance of Xac, and all
memory functions decay at infinity, i.e. the values of the process become
asymptotically independent at long time scales.
ii) The component Xs is ergodic, but its memory structure may be complex.
Its covariance function does not necessarily decay to 0. It may oscillate, but
must be aperiodic and the high correlation events must become more scarce
as t→∞.
iii) The last component Xd is non-ergodic and is a Gaussian harmonic process.
The case ii) is most mathematically challenging, because the set of spectral
measures, for which the corresponding covariance function decays, called Rajchman
measures, does not have a convenient description (Lyons, 1995). As a demonstration
let us consider an example using the best-known singular measure: the Cantor
measure.
The Cantor set is obtained by removing from the middle one-third the interval
[0, 1], then repeating this procedure for the two remaining intervals [0, 1/3], [1/3, 1]
and recursively applying this procedure infinitely many times. The points which
will remain are Cantor points. They can be more easily characterised as points in
[0, 1] which have no 1s in their ternary representation, i.e. have the representation∑∞
k=1 dk3
−k, dk ∈ {0, 2}.
The Cantor measure σC is the uniform measure on the Cantor set. We move
it by -1/2 to the interval [−1/2, 1/2] so that the corresponding process will be
real-valued. Elementary calculation proves that the length of the intervals removed
during construction of the Cantor set is 1, therefore the Cantor measure cannot have
a density and must be singular. It is probably the simplest to understand it as a
discrete uniform distribution on the i.i.d. seriesDk, P(Dk = −1) = P(Dk = 1) = 1/2
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mapped onto interval [−1/2, 1/2] using the formula Y = ∑∞k=1Dk3−k. The process
C which has the Cantor measure as a spectral measure has the covariance function
rC(t) =
∫
R
σC(dω) e
iωt = E
[
eit
∑∞
k=1Dk3
−k
]
=
∞∏
k=1
E
[
eitDk3
−k
]
=
∞∏
k=1
cos
(
t3−k
)
.
(5.30)
In contrast to the better-known classes of the covariance functions, rC has a specific
property close to a self-similarity
rC(3t) = cos(t)rC(t), (5.31)
which also guarantees that rC does not decay to zero. The extremal points of rC are
located at tk = 3kpi, rC(tk) = (−1)k+1rC(pi), where it attains the values ≈ ±0.47,
see Fig. 5.1. It may not be clear that the function rC can be easily calculated
numerically, but the convergence is actually quite fast.
Proposition 5.4.1. For the numerically approximated covariance function of the
Cantor process
r˜(t) :=
N∏
k=1
cos
(
3−kt
)
, (5.32)
the above function converges to the Cantor covariance function rC and for N ≥ log3 t
it is bounded by
(1 + ct29−N)rC(t) ≤ r˜(t) ≤ edt29−N rC(t), c, d > 0. (5.33)
This inequality holds for those values of t for which rC(t) is positive, and the reverse
inequality holds for those t when it is negative.
Proof. ForN ≥ log3 t and any j ∈ N we have x = 3−(N+j)t ≤ pi/2, cos
(
3−(N+j)t
)
> 0
and
1− x2/2 ≤ cos(x) ≤ 1− 4/pi2x2. (5.34)
Expressing r˜ in terms of rC
r˜(t) = rC(t)
∞∏
j=1
1
cos
(
3−(N+j)t
) (5.35)
and assuming that rC is positive for a given t,
rC(t)
∞∏
j=1
1
1− 3−2(N+j)t24/pi2 ≤ r˜(t) ≤ rC(t)
∞∏
j=1
1
1− 3−2(N+j)t2/2 . (5.36)
We need to approximate the product of terms
1
1− a9−N9−j = 1 +
1
a−19N9j − 1 = 1 + 9
−N 1
a−19j − 9−N =: 1 + pj. (5.37)
To use the inequality valid for positive pj’s
1 +
∞∑
j=1
pj ≤
∞∏
j=1
(1 + pj) ≤ exp
( ∞∑
j=1
pj
)
(5.38)
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we estimate the sum of pj’s by
∞∑
j=1
pj ≥ a9−N
∞∑
j=1
1
9j
≥ a9−N 1
8
(5.39)
from the bottom, and writing
∞∑
j=1
pj = 9
−N 1
a−1 − 9−N + 9
−N
∞∑
j=1
1
9a−19j − 9−N ≤
1
9Na−1 − 1 +
1
9
∞∑
j=1
pj (5.40)
we estimate ∞∑
j=1
pj ≤ 9
8
1
9Na−1 − 1 (5.41)
from the top. Substituting the proper a we obtain the final result(
1 +
t2
2pi2
9−N
)
rC(t) ≤ r˜(t) ≤ exp
(
9
8
1
2t−2 − 9−N 9
−N
)
rC(t). (5.42)
For the negative rC(t) the above inequality is reversed. 
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Figure 5.1: Plot of the covariance function rC of the process with the Cantor spectral
measure.
The process (C(t))t exhibits recurring correlations that prohibit mixing; how-
ever, events of high-dependence are becoming exponentially rare as the time delay
increases, which allows for the emergence of ergodicity.
The situation becomes more complicated with even slight generalisations of the
model. If instead we perform the recursive removal procedure such that at any step
the remaining intervals on the left and right have the length one-ηth of the previous
one (η being real number bigger than 2), the obtained singular measure and the
process is non-mixing for natural n, but it is mixing for any η which is not a Pisot-
Vijayaraghavan number (Salem, 1963). The Pisot-Vijayaroghavan numbers are a
closed countable set which causes even infinitesimally small changes of η to change
the mixing behaviour.
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The complex ergodic behaviour complicates the analysis of the models with
singular spectral measures, but it is worth stressing that the erratic behaviour of
the covariance functions may be useful for describing observations which could be
otherwise accounted for as experimental errors. It is also worth noting that the
singular measures are gaining attention for their relation to fractal dynamics and
self-similarity (Samorodnitsky and Taqqu, 1994; Mandelbrot, 2002; Embrechts and
Mejima, 2002).
5.5 Generalised Maruyama’s theorem
Any real stationary Gaussian process can be written as
X(t) = Xerg(t) +
N∑
k=1
Rk cos(Θk + ωkt) +X0, ωk 6= 0, (5.43)
which follows from the ergodic decomposition (5.29), after taking the real part of
the harmonic process (5.27). The variables Rk := |Ak| are amplitudes of the spectral
points at frequencies ωk and have Rayleigh distribution with densities
pRk(x) =
x2
σ2k
exp
(
− x
2
2σ2k
)
(5.44)
and scale parameters σ2k = E|Ak|2. Variables Θk are phases of Ak and have uniform
distribution on [0, 2pi), a consequence of rotational invariance of i.i.d. Gaussian
vectors. In full generality the number of spectral points may be infinite N = ∞,
however in this case the process X may exhibit a complicated aperiodic behaviour;
as it is not very important for the applicational purposes, most of our subsequent
result will be true only in the case N <∞.
The decomposition into non-ergodic and ergodic components yields a useful and
straightforward description of the statistical properties of Gaussian processes. It is
made possible by the full characterisation of the invariant sets of this dynamical
system.
Theorem 5.5.1. For any stationary Gaussian process X with N < ∞ spectral
points at rationally incommensurable frequencies {ωk}Nk=1, the family of invariant
sets C is the σ-algebra σ(X0, {Rk}k)
Proof. We will combine methods for trigonometric series presented in (Kimme, 1965)
and Gaussian ergodic theorem from Section 3.9 of (Dym and McKean, 1976).
We will use the representation
X(t) = Xerg(t) +
N∑
k=1
Rk cos(Θk + ωkt) +X0, ωk 6= 0, (5.45)
where the ωk are distinct. The process Xerg(t) has no spectral points. The full
distribution of X is generated by the values Xerg(tl), Rj cos(Θj+ωjtj), X0. Therefore
it is sufficient to study the time-average distribution of the sum
L∑
l=1
θlXerg(t+ tl) +
N∑
j=1
λjRj cos(Θj + ωjtj + ωjt) + λ0X0. (5.46)
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For brevity we denote Θ˜j := Θj+ωjtj. As the distribution is uniquely determined by
the corresponding characteristic function, we will compare the time-averaged char-
acteristic function and the ensemble-averaged one given the condition σ(X0, {Rk}).
Their equality will prove the theorem.
First we calculate the conditional ensemble-averaged characteristic function. The
variables Θ˜j have the same distribution as Θj modulo 2pi, because they are inde-
pendent from each other, Rj’s, X0, Xerg, and have marginal uniform distribution.
We get
E
[
ei(
∑L
l=1 θlXerg(t+tl)+
∑N
j=1 λjRj cos(Θ˜j+ωjt)+λ0X0)|X0, {Rk}
]
= E
[
ei(
∑L
l=1 θlXerg(tl))
] N∏
j=1
E
[
eiRj cos(Θ˜j)|Rj
]
eiλ0X0
= φθ1,...,θL
N∏
j=1
J0(Rjλj)e
iλ0X0 , φθ1,...,θL := E
[
ei(
∑L
l=1 θlXerg(tl))
]
, (5.47)
where J0 are Bessel functions of the first kind and order 0; they stem from the
formula
1
2pi
∫ pi
−pi
dx eiλR cos(x) = J0(λR). (5.48)
The rest of the proof will be the calculation of the time-average.
We denote
Φ(t) := ei(
∑L
l=1 θlXerg(t+tl)) (5.49)
which appears in the integral used during calculations of the time-average
IT :=
∫ T
0
dτ Φ(t)ei(
∑L
j=1 λjRj cos(Θ˜j+ωjt))eiλ0X0 . (5.50)
The factor eiλ0X0 already agrees with the conditional average, so we will assume
X0 = 0 later on for brevity.
Next we expand each exponent of cosine using the Jacobi-Anger identity
eiz cos(w) =
∞∑
m=−∞
imeimwJm(z), (5.51)
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obtaining
IT =
∫ T
0
dτ Φ(τ)
N∏
j=1
∞∑
m=−∞
imeim(Θ˜j+ωjτ)Jm(λjRj)
=
∫ T
0
dτ Φ(τ)
∑
S∈MN
∏
mj∈S
eimj(Θ˜j+ωjτ)imjJmj(λjRj)
=
∫ T
0
dτ Φ(τ)
∑
S∈MN
exp
i ∑
mj∈S
mj(Θ˜j + ωjτ)
 ∏
mj∈S
imjJmj(λjRj)
=
∑
S∈MN
exp
i ∑
mj∈S
mjΘ˜j
 ∏
mj∈S
imjJmj(λjRj)
∫ T
0
dτ Φ(τ) exp
iτ ∑
mj∈S
mjωj

(5.52)
whereMN is the family of all N -element subsets of integers S. Exchanging the order
of infinite sum and integral is possible because the integrated function is bounded
by 1, which also justifies commuting the sum and the limit in the next step. We
shall denote ΩS :=
∑
mj∈Smjωj and check that
lim
T→∞
1
T
∫ T
0
dτ Φ(τ) exp (iτΩS) = 0, if ΩS 6= 0 (5.53)
The proof of this statement is given in the lemma below. Let us conclude the
whole proof. Because {ωk} are rationally incommensurable, the equality ΩS =∑
mj∈Smjωj = 0 holds for integer mj only when m1 = m2 = . . . = mN = 0. In the
sum
∑
S∈MN only one element S = {0, 0, . . . , 0} remains and
lim
T→∞
1
T
IT =
N∏
j=1
J0(λjRj) lim
T→∞
1
T
∫ T
0
dτ Φ(τ) =
N∏
j=1
J0(λjRj)φθ1,...,θL , (5.54)
where the last equality holds due to the ergodicity of Xerg. This is the desired
conditional mean. 
Lemma 5.5.1.
lim
T→∞
1
T
∫ T
0
dτ Φ(τ) exp (iτΩ) = 0, (5.55)
for Ω 6= 0 and Φ given by (5.49).
Proof. First note that Φ is a strictly stationary random process. Take U d= U([0, 2pi))
independent from Φ. The process t 7→ Φ(t) exp(iU+iΩt) is also stationary and has a
finite first moment equal to 1. Therefore, the Birkhoff’s ergodic theorem guarantees
the time-average exists almost surely and equals
lim
T→∞
1
T
∫ T
0
dτ Φ(τ) exp (iU + iτΩ) = exp(iU) lim
T→∞
1
T
∫ T
0
dτ Φ(τ) exp (iτΩ) = X̂(Ω).
(5.56)
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Thus, the limit (5.55) also exists almost surely and equals to a random variable
exp(−iU)X̂(Ω) (for more details on X̂(Ω) see (Doob, 1990, Chapter XI.2, page
516)). We will prove that it is 0.
Let r be the covariance function of Xerg and σ its continuous spectral measure.
We will study E|·|2 of the above time-average and show its mean-square convergence
to 0, which suffices to prove also the almost sure convergence to the same limit:
1
T 2
∫ T
0
dτ1
∫ T
0
dτ2E
[
exp
(
i
L∑
j=1
θj
(
Xerg(tj + τ1)−Xerg(tj + τ2)
))]
eiΩ(τ1−τ2)
=
C
T 2
∫ T
0
dτ1
∫ T
0
dτ2 exp
(
L∑
j,k=1
θjθkr(tk − tj + τ1 − τ2)
)
eiΩ(τ1−τ2)
=
C
T 2
∫ T
0
dτ1
∫ T
0
dτ2 exp
(∫
R
dσ˜(ω)eiω(τ1−τ2)
)
eiΩ(τ1−τ2), (5.57)
where we denoted by C the factor before the integral and by σ˜ the modified spectral
measure; it is just multiplied by a continuous function.
C := exp
(
2
L∑
j,k=1
θiθjr(tk − tj)
)
, dσ˜(ω) := dσ(ω)
∣∣∣∣∣
L∑
j=1
θje
iωtj
∣∣∣∣∣
2
(5.58)
Next, we expand external exp(·) into the Taylor series, obtaining
C
T 2
∫ T
0
dτ1
∫ T
0
dτ2
(
1 +
∞∑
n=1
1
n!
(∫
R
dσ˜(ω)eiω(τ1−τ2)
)n)
eiΩ(τ1−τ2)
=
C
T 2
∫ T
0
dτ1
∫ T
0
dτ2
(
1 +
∞∑
n=1
1
n!
∫
R
dσ˜∗n(ω)eiω(τ1−τ2)
)
eiΩ(τ1−τ2), (5.59)
where σ˜∗n is the n-fold convolution power of σ˜. This Taylor series is uniformly
convergent. We commute the limit T →∞ with the sum and calculate the integrals;
for the term n = 1 we have
1
T 2
∫ T
0
dτ1
∫ T
0
dτ2e
iΩ(τ1−τ2) =
1
T 2
1
Ω2
∣∣eiΩT − 1∣∣2 T→∞−−−→ 0, (5.60)
where the assumption Ω 6= 0 is crucial. For any other term
lim
T→∞
1
T 2
∫ T
0
dτ1
∫ T
0
dτ2
∫
R
dσ˜∗n(ω)ei(ω+Ω)(τ1−τ2)
= lim
T→∞
1
T 2
∫
R
dσ˜∗n(ω − Ω)
∫ T
0
dτ1
∫ T
0
dτ2e
iω(τ1−τ2)
= 2 lim
T→∞
∫
R
dσ˜∗n(ω − Ω)1− cos(ωT )
(ωT )2
. (5.61)
In the last line one recognises the functional which returns the jump of the measure
σ˜∗n at the point Ω. But, the measure σ is continuous and σ˜∗n is also continuous;
the result is σ˜∗n({Ω}) = 0. 
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The assumption that spectral points at {ωk}Nk=1 are rationally incommensurable
means that they cannot be represented as ωk = qkα for any rational qk’s. It is
trivially fulfilled in most real physical systems, in which ωk are self-frequencies of
the harmonic oscillators and depend on the complex set of the system’s parameters.
In such a case, the aforementioned theorem guarantees that for any observable
f , the time average converges to
lim
T→∞
1
T
∫ T
0
dτ f(SτX) = E
[
f(X)|, X0, {Rk}k
]
, (5.62)
i.e. to the ensemble average calculated under the condition that the amplitudes of
the spectral points and the constant term X0 are fixed. For an observable which
depends on the one time moment of X only, f(X) = f(X(t)), the above formula
simplifies to the explicit integral
lim
T→∞
1
T
∫ T
0
dτ f(X(τ))
=
∫ 2pi
0
dθ1
∫ 2pi
0
dθ2 . . .
∫
R
dx
1√
2pic
e−
x2
2c2 f
(
x+
∑
k
Rk cos(θk) +X0
)
, (5.63)
which depends only on the variance of the ergodic component c2 = E
[
Xerg(t)
2
]
, Rk’s
and X0, which are random, but fixed for each trajectory.
In particular, using the cumulative distribution function method, one can cal-
culate the non-ergodic time-averaged probability density pXk of any given discrete
spectral component with amplitude Rk = R
pXk(x) = pXk(x|R) =
(
piR
)−1√
1− (x/R)2 , −R ≤ x ≤ R. (5.64)
This quantity should be observed, if one uses the time-average estimation of the
probability density, e.g. the kernel density estimators or the histogram (Silverman,
1986).
This is also an interesting example of a singularity caused by the non-ergodicity.
The flat extrema of the cosine function are responsible for the probability density
divergence of type x−1/2 at points −R and +R. However, this unusual behaviour is
not easy to directly observe as typical data contain an ergodic component, e.g. some
kind of noise from the experimental setup. In such a case, the observed empirical
probability distribution p is a convolution of the ergodic component’s Gaussian
density with a given stationary variance σ2 and some number of densities of type
(5.64), see Figure 5.2. The singular concentration of the probability mass around−R
and +R distorts the tails of the distribution in some specific way: it thickens them
by moving the original distribution, but thins them through dividing by a square
root factor. More precisely, we recognise that the convolution of the densities is
an example of a Laplace transform and use Abelian theorem (Postnikov, 1980) to
obtain the asymptotic behaviour of the left tail
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p(−x) = 1√
2pi3σR
∫ R
−R
dy
1√
1− (x/R)2 e−
(y+x)2
2σ2
= e−
(x−R)2
2σ2
1√
2pi3Rσ
∫ 2R
0
dy
1
√
y
√
2− y/Re
− y2
2σ2 e−
y(x−R)
σ2
∼ 1
4pi
√
1− x/Re
− (x−R)2
2σ2 , x→∞; (5.65)
symmetrically for the right tail. This result does not change significantly for a finite
number of spectral points, as it depends only on the presence of singularities of the
convolved densities.
If there is only one discrete spectral component, that is X(t) = Xerg(t) +
R cos(Θ + ωt),E[X2erg] = σ2, the time-averaged pdf can be expressed as a series
of Bessel functions,
pX(x) =
1√
2piσ2
1
2pi
∫ 2pi
0
dθ e−
(x−R cos(θ))2
2σ2 =
1√
2piσ2
e−
x2
2σ2
1
2pi
∫ 2pi
0
dθ e
xR cos(θ)
σ2 e−
R2 cos(θ)2
2σ2
= pXerg(x)
1
2pi
∫ 2pi
0
dθ e
xR cos(θ)
σ2
∞∑
k=0
(−1)k
k!2k
R2k
σ2k
cos(θ)2k
= pXerg(x)
∞∑
k=0
(−1)k
k!2k
d2k
dx2k
1
2pi
∫ 2pi
0
dθ e
xR cos(θ
σ2 = pXerg(x)
∞∑
k=0
(−1)k
k!2k
d2k
dx2k
I0
(
xR
σ2
)
.
(5.66)
By I0 we denoted the modified Bessel function of the first kind and order 0; the
derivatives of this function can be expressed using linear combinations of In if needed.
Both asymptotic formula (5.65) and series (5.66) differ considerably from the nor-
mal distribution; for most realisations the amplitudesRk are large enough to strongly
affect the time-averaged probability density. This behaviour is presented in Fig. 5.2.
For nearly all realisations statistical tests also show significant non-Gaussianity (e.g.
Shapiro and Kolmogorov-Smirnov tests). However, for small amplitudes of the Rk’s
this effect could be less noticeable.
The fast decay of the function exp(−x2) may complicate the analysis of non-
ergodicity through a density estimation. A more convenient method is to use the
time-averaged characteristic function. It is a time-average of the observable f(X) =
exp(iθX(t)), which for a non-ergodic component equals
lim
T→∞
1
T
∫ T
0
dτ eiθX(τ) =
1
2pi
∫ pi
−pi
dx eiθR cos(x) = J0(Rθ), (5.67)
where J0 is a Bessel function of the first kind and order 0. Therefore the time-
averaged characteristic function φ of any stationary Gaussian process with incom-
mensurable frequencies has form
φ(θ) = e−c
2θ2/2
∏
k
J0
(
Rkθ
)
. (5.68)
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Figure 5.2: Time-average kernel density estimation and ergodic density for a Gaus-
sian process with one discrete spectral component, E
[
R2k
]
= E
[
Xerg(t)
2
]
= 1.
Unlike for the ergodic case, this function has zeros determined by the zeros of the
function J0, which may be approximated numerically, the first being x1 ≈ 2.405,
the second x2 ≈ 5.520. Therefore the location of zeros for the time-averaged char-
acteristic function may serve to preliminary estimate the number and values of the
amplitudes Rk. A more precise estimation requires least-squares fitting with the
function in Eq. (5.68). Exemplary results are shown in Fig. 5.3 which prove that it
is a viable method of estimation for a small number of spectral points.
The estimators of Rk have the tendency to return some undershoot values which
cause negative bias, especially for lower lengths of the trajectories, but are generally
reliable. The results depend on the sample length N , but do not depend on the
sampling time ∆t as long as pi∆t is incommensurable with {ωk}k. If this is not true,
the measured time series has a periodic component and the proper values of the
time-averaged observables are obtained in the infill asymptotics, i.e. ∆t → 0, and
∆tN →∞. Such requirements guarantee that the calculated mean converges to the
time integral 1/T
∫ T
0
dτ and T →∞.
Let us consider such models in which it may happen that {ω}k are commensu-
rable. This situation may appear practically when {ωk} by coincidence or due to
some symmetry are close to being commensurable, that is they can be expressed as
ωk = αpk/qk + k where pk, qk are small natural numbers and k is small compared
to 1/T .
For commensurable {ωk} the harmonic process is in fact periodic and the length
of its period is proportional to the lowest common denominator of ωk’s. We show
an example in Fig. 5.4, where the empirical characteristic function of the process
R1 cos(Θ1ω1t)+R2 cos(Θ2 + ω2t) is presented. For simplicity we fixed ω1 = 1 and
86 CHAPTER 5. ERGODICITY AND FOURIER SPACE
N=200 N=500 N=1000 N=2000
0
1
2
e
s
t
im
a
t
e
d
c
estimation of c
N=200 N=500 N=1000 N=2000
2.5
3
3.5
e
s
t
im
a
t
e
d
R
1
estimation of R1
N=200 N=500 N=1000 N=2000
0
1
2
e
s
t
im
a
t
e
d
R
2
estimation of R2
Figure 5.3: Estimation of c = E[Xerg(t)2], R1 and R2 for different sample sizes N ,
using a least-square fit of the time-averaged characteristic function for the process
Xerg.(t) + 3 cos(t) + 2 cos(
√
2t).
R1 = 1, R2 = 2, as the Rk’s are constants of motion in this case. Because of the
periodicity, the calculated time-average depends on the random initial phases Θ1,Θ2.
The exact dependence on both random amplitudes and angles is actually known;
the time-averaged characteristic function of any stationary Gaussian process is given
by the formula (see proof of the theorem below)
φ(θ) = e−c
2θ2/2
∑
S∈G
exp
i ∑
mj∈S
mjΘj
 ∏
mj∈S
imjJmj(θRj), (5.69)
where G is the family of sets of mj’s for which
∑
jmjωj = 0. The result depends on
linear combinations of the random phases
∑
jmjΘj (mod 2pi). This is true not only
for the time-averaged characteristic function, but any observable, which is stated in
the following theorem.
Theorem 5.5.2. For any stationary Gaussian process X with N < ∞ spectral
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Figure 5.4: Time-averaged characteristic function of the process 2 cos(Θ1 + t) +
2 cos(Θ2 + ω2t) for different ω2 and 20 realisations of Θ1,Θ2. The black line, corre-
sponding to the simulation for ω2 =
√
2 up to numerical accuracy  ≈ 10−16, agrees
perfectly with ergodic average J0(t)J0(2t), see Eq. (5.68).
points {ωk}Nk=1 (some of which may be commensurable), the family of invariant sets
C is the σ-algebra σ(X0, {Rk}k,M), where X0 is the constant term, Rk are the
amplitudes of the atoms of the spectral measure andM is a family
M =
∑
mj
mjΘj (mod 2pi) :
∑
j
mjωj = 0
 . (5.70)
Moreover,M can be reduced to contain at most N − 1 integer linear combinations.
Proof. Combining (5.52) and (5.53) we obtain the formula of the time-averaged
characteristic function of finite-dimensional distribution in the general case, which
is
φθ1,...,θLe
iλ0X0
∑
S∈GN
exp
(
i
∑
mj∈S
mjΘ˜j
) ∏
mj∈S
imjJmj(λjRj); (5.71)
here GN are all N -element subsets of integers mj for which
∑N
j=1mjωj = 0. What
is left is to show that the above quantity equals the conditional ensemble-average
characteristic function
E
[
ei(
∑L
l=1 θlXerg(t+tl)+
∑N
j=1 λjRj cos(Θ˜j+ωjt)+λ0X0)|X0, {Rk},M
]
= φθ1,...,θLe
iλ0X0E
[
ei(
∑N
j=1 λjRj cos(Θ˜j+ωjt))|{Rk},M
]
(5.72)
The factor φθ1,...,θLeiλ0X0 already agrees, so we will omit it later on. Next, we expand
the remaining expected value using the Jacobi-Anger identity (5.51), obtaining∑
S∈MN
∏
mj∈S
imjJmj(λjRj)E
[
ei
∑
mk∈Smk(Θ˜k+ωkt)|M
]
. (5.73)
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Because θ 7→ eiθ is an injection on [0, 2pi) and Θ˜k differ from Θk only by deterministic
constants, the σ-algebra σ(M) is equivalent to σ(M˜) generated by
M˜ =
exp
(∑
mj
mjΘ˜j
)
:
∑
j
mjωj = 0
 . (5.74)
For terms with S ∈ GN ⊂ MN the random phases in (5.73) are M˜-measurable,
therefore alsoM-measurable, moreover they agree with the corresponding terms in
(5.71). What is left is to show that the expected value of the remaining terms for
S /∈ GN is zero.
Now, for any incommensurable ωj the corresponding mj = 0. Commensurable
ωj’s can be divided into subsets of jointly commensurable numbers, i.e. into blocks
{ωki} for which ωki = αqki/pki , qki ∈ Z, pki and qki are coprime; different blocks have
different incommensurable factors α. Each such block corresponds to a different
subset of independent Θ˜j, therefore they can be considered separately.
Let us choose one such block and for simplicity of notation, change indices such
that these are {ω1, ω2 . . . , ωr}. The condition
∑r
j=1 mjωj = 0 is equivalent to the
condition
∑r
j=1 mjηj = 0, where ηj are relatively prime integers obtained by multi-
plying ωj by the least common multiple of pj’s. The equation
r∑
j=1
mjηj = 0 (5.75)
has exactly r− 1 linearly independent solutions in integers (Kimme, 1965). For our
one chosen block let us name these solutions {m1j}, {m2j}, . . . , {mr−1j }. Any other
solution is a linear combination of the elementary solutions
mj =
r−1∑
ρ=1
νρm
ρ
j , νj ∈ .Z (5.76)
Therefore
r∑
j=1
mjΘ˜j =
r∑
j=1
r−1∑
ρ=1
νρm
ρ
j Θ˜j =
r−1∑
ρ=1
νρ
r∑
j=1
mρj Θ˜j, (5.77)
and for each blockM depends actually only on r − 1 variables
Ξρ =
r∑
j=1
mρj Θ˜j (mod 2pi), (5.78)
the rest of the variables are linear combinations of the elementary ones. For all
blocks togetherM depends on at most N − 1 such variables.
The factor in the studied conditional expectation corresponding to the chosen
block is
E
[
exp
(
i
r∑
j=1
mjΘ˜j
)
|{Ξρ}r−1ρ=1
]
, mj ∈ S. (5.79)
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Because mj ∈ S /∈ GN the sum
∑r
j=1mjΘ˜j (mod 2pi) is linearly independent from
the set {Ξρ}r−1ρ=1. We prove in the lemma below that it implies that this sum is also
probabilistically independent from {Ξρ}r−1ρ=1 and has uniform distribution on [0, 2pi).
Therefore
E
[
exp
(
i
r∑
j=1
mjΘ˜j
)
|{Ξρ}r−1ρ=1
]
= E
[
exp
(
i
r∑
j=1
mjΘ˜j
)]
= E
[
eiΘ
′
]
=
1
2pi
∫ 2pi
0
dθ eiθ = 0, Θ′ d= U(0, 2pi). (5.80)
We have proven that all elements in the sum (5.73) which contain combinations of
Θj linearly independent from elements ofM are zero. OnlyM-dependent elements
remain, which exactly agrees with the time-average characteristic function (5.71).
This concludes the proof. 
Lemma 5.5.2. For i.i.d. {Θj}Nj=1,Θj d= U(0, 2pi) any N linearly independent integer
combinations
Ξi =
N∑
j=1
mijΘj (mod 2pi), mij ∈ Z (5.81)
are a set of jointly independent random variables with distribution Ξi
d
= U(0, 2pi).
Proof. Because we work in (mod 2pi) arithmetic, all variables can be considered to
have values in the torus T = R/2piZ, U(0, 2pi) ≡ U(T). The continuous dual of TN
is ZN and this a natural space of parameters of the characteristic function of the
vector (Ξi)Ni=1.
For a uniform distribution on torus the characteristic function has a very simple
form: it is the Kronecker delta
E
[
eikΘj
]
= δk, k ∈ Z. (5.82)
This is clear if we think about characteristic function as a Fourier series of den-
sity 1/(2pi) on T. We will show that the multidimensional characteristic function
of (Ξi)Ni=1 is the product
∏N
j=1 δkj which corresponds to the distribution U(TN) of
(Ξi)
N
i=1.
Let us choose any k1, . . . , kN ∈ Z and consider
∑
i kiΞi. We calculate the char-
acteristic function
E
[
exp
(
i
N∑
i=1
kiΞi
)]
= E
[
exp
(
i
N∑
i=1
ki
N∑
j=1
mijΘj
)]
= E
[
exp
(
i
N∑
j=1
Θj
N∑
i=1
kimij
)]
=
N∏
j=1
E
[
exp
(
iΘj
N∑
i=1
kimij
)]
=
N∏
j=1
δ∑N
i=1 kimij
. (5.83)
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The above product equals 1 and not 0 if, and only if for all j we have
∑N
i=1 kimij =
0. But, the linear integer combinations (5.81) are linearly independent which is
equivalent to saying that this is true if, and only if k1 = k2 = . . . = kN = 0. The
last product is
∏N
j=1 δkj which was to be proven.

This general theorem completely determines the behaviour of time-averaged ob-
servables for stationary Gaussian processes and has important practical applications,
allowing for the statistical analysis of non-ergodic stationary Gaussian models.
As an example, let us come back to the time-averaged characteristic function
(5.69). For the case of a process with two spectral points with frequencies ω1 =
1, ω2 = 2, the numerically calculated time-averages are shown shown as yellow lines
in Fig. 5.4. The integer combinations in the familyM from Eq. (5.70) are exactly
m1 = 2,m2 = −1 and multiples of these. Therefore the time-averaged characteristic
function depends only on 2Θ1 − Θ2 (mod 2pi). Indeed, any yellow line in Fig. 5.4
corresponds to many different random choices of Θ1,Θ2, and these lines can be
parametrised only by the number c ∈ [0, 2pi) defined as 2Θ1 − Θ2 = c (mod 2pi).
Similarly, green lines on the same figure depend only on 3Θ1−2Θ2 (mod 2pi), because
we have m1 = 3,m2 = −2, and so on.
It may seem counter-intuitive that the rationality or irrationality of the number
ω2, which cannot be experimentally studied, affects the numerical simulations and
the behaviour of the real systems. This apparent paradox disappears if we carefully
analyse the behaviour of the time-average in the two essential cases
• For ω2 = p/q with coprime p, q the trajectory will have period 2piq. For q
sufficiently larger than the experimental time (q  T ), the periodicity will be
unobservable during the measurement and the time-averaged observables will
seem independent from initial phases.
• For irrational ω2 = p/q +  with coprime p, q and q  1 the time-averaged
observables will not depend on initial phases in the long-time limit T → ∞,
however the process will be very close to a periodic one, therefore the conver-
gence will be slow.
So, we realise that in the real case with finite time of the experiment T < ∞ the
practically significant property is how close ω2 is to a irreducible fraction with a
small denominator. Analogously, for multiple ωk we only need to determine how
close they are to a set of commensurable numbers with simple rational ratios.
In order to illustrate this fact numerically we simulated the process R1 cos(Θ1 +
t) + R2 cos(Θ2 + ω2t) with fixed R1 = 2, R2 = 3 and calculated the variance of the
time-averaged characteristic function at one point φ(2.5). For irrational ω2 and in
the limit T → ∞ this quantity should be equal to zero, however in the numerical
experiment it is a positive function of ω2 which indeed measures how close ω2 is to
a simple irreducible fraction. See Fig. 5.5 where the peaks of the variance indicate
the positions of the simplest irreducible fractions like 1/2, 1/3, 2/3, 1/4, 3/4 etc.
Another result, which may be somehow unexpected, is that according to the
calculation in Section 5.3 even for commensurable {ωk}k the time-average second-
order properties depend only on {Rk}k and the dependence of initial phases {Θk}k
is lost.
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Figure 5.5: Numerical estimation of the variance var[φ(2.5)] obtained using 103
samples of trajectories with lengtht T = 200 and values of ω2 taken as one thousand
uniformly scattered numbers in the interval [0, 1] stored in format double.
Proposition 5.5.1. For any stationary Gaussian process X, the time-average co-
variance structure is the ensemble-average structure conditioned by the σ-algebra
σ(X0, {Rk}k), where Rk are the amplitudes of the atoms of the spectral measure
and X0 is the constant term. The result is true even for rationally commensurable
frequencies {ωk} of spectral points and infinite number of them, N =∞.
Proof. We begin with calculating the conditional ensemble-average covariance. The
conditional mean equals
E[X(t)|X0, {Rk}] = X0, as E[cos(Θk)] = 0, and E[Xerg(t)] = 0 (5.84)
Next we fix t1, t2 and use the independence of the Xerg and Xk’s.
E
[
(X(t1)−X0)(X(t2)−X0)|X0, {Rk}
]
= E
[
Xerg(t1)Xerg(t2)|X0, {Rk}
]
+
∞∑
k=1
E
[
Xk(t1)Xk(t2)|X0, {Rk}
]
= E
[
Xerg(t1)Xerg(t2)
]
+
∞∑
k=1
R2kE
[
cos(Θk + ωkt1) cos(Θk + ωkt2)
]
= r(t2 − t1) +
∞∑
k=1
R2k
1
2pi
∫ 2pi
0
dx cos(x+ ωkt1) cos(x+ ωkt2)
= r(t2 − t1) + 1
2
∞∑
k=1
R2k cos(ωk(t2 − t1)). (5.85)
The time-average consist of an integral from the parts Xerg(ti+τ)Xerg(tj+τ),Xk(ti+
τ)Xk(tj + τ), Xk1(ti + τ)Xk2(tj + τ), k1 6= k2 and Xerg(ti + τ)Xk(tj + τ), i, j ∈ {1, 2};
we call them I1, I2, I3, I4, respectively. All sums are absolutely convergent: we can
commute summation, integration and taking limit T →∞.
Time-average T−1I1 converges to r(t2 − t1) because Xerg is ergodic. For T−1I2
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we have
1
T
I4 =
1
T
R2k
∫ T
0
dτ cos(τ + ωkti) cos(τ + Θk + ωktj)
=
1
2
R2k cos(ωk(t2 − t1))
+
1
ωkT
cos(2Θk + ωk(t1 + t2 + T )) sin(ωkT )
T→∞−−−→ 1
2
R2k cos(ωk(t2 − t1)). (5.86)
Therefore we need to prove that T−1I3 and T−1I4 decay to 0. For T−1I3 it is
straightforward, denoting ω± := ωk2 ± ωk1 ,Θ± := Θk2 ±Θk1 we get
1
T
I3 =
1
2Tω−
(
sin(ωk1ti − ωk2tj −Θ−)− sin(ωk1ti − ωk2tj −Θ− − Tω−)
)
+
1
2Tω+
(− sin(ωk1ti + ωk2tj + Θ+)− sin(ωk1ti + ωk2tj + Θ+ + Tω+)) T→∞−−−→ 0.
(5.87)
As for T−1I4, we will show that the time-average of Xerg(ti + τ)Rk exp(iΘk + iωkτ)
converges, which is an equivalent condition. The factor Rk exp(iΘk) can be brought
outside the integral, therefore only showing the convergence of time-average of
Xerg(ti + τ) exp(iωkτ) is required. The latter is
1
T
∫ T
0
dτXerg(τ)e
iωkτ . (5.88)
The limit T → ∞ of the above formula exists almost surely, the argument is the
same as at the beginning of the lemma. We will prove it is 0. Let us calculate E| · |2
of (5.88)
1
T 2
∫ T
0
dτ1
∫ T
0
dτ2 r(τ2 − τ1)eiωk(τ2−τ1)
=
1
T 2
∫ T
0
dτ1
∫ T
0
dτ2
∫
R
dσ(ω)eiω(τ2−τ1)eiωk(τ2−τ1)
=
1
T 2
∫
R
dσ(ω)
∫ T
0
dτ1
∫ T
0
dτ2e
i(ω+ωk)(τ2−τ1)
= 2
∫
R
dσ(ω − ωk)1− cos(ωT )
(ωT )2
T→∞−−−→ σ({ωk}) = 0.
That shows the mean-square and almost sure convergence to 0. 
It means that the additional memory structure induced by the commensurability
of {ωk}k is purely non-linear and it is possible to detect it only using higher-order
statistics, e.g. the time-averaged characteristic function. This fact do not contradict
the purely linear dependence structure of the Gaussian processes, because it applies
only to the time-averages, which in the non-ergodic case make use only of a part of
the full information contained in the process.
The exemplary covariance estimation is shown in Fig. 5.6, where we sampled
the stationary Ornstein-Uhlenbeck process with mean-returning parameter λ = 3,
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and the addition of two spectral components 2 cos(t) and cos(2t). The covariance
conditioned by R1 = 2, R2 = 1 is
r(t) = e−λt + 2 cos(t) +
1
2
cos(2t) (5.89)
and it agrees with the estimated time-averaged covariance shown in Fig. 5.6.
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Figure 5.6: Comparison between estimated time-average covariance function and a
theoretical ensemble one for a stationary non-ergodic process with commensurable
frequencies of the spectral points.
5.6 Ergodicity of Langevin equations
In this section we will make use of three basic facts.
Proposition 5.6.1. Let us consider any finite measure σ and a measurable function
f , defined σ-almost everywhere. In this case:
i) If σ is absolutely continuous, then σf is absolutely continuous.
ii) If σ is Rajchmann, then σf is Rajchmann; equivalently: if σ̂ decays, then σ̂f
also decays.
iii) If σ is continuous, then σf is continuous.
The function f is often called the spectral gain.
Proof. Fact i) fallows directly from the definition of σf . The proof of Fact iii) is
also simple: σ({x0})f(x0) 6= 0 only if σ({x0}) 6= 0.
For Fact ii) the argument is a little more complicated. Because the measure σ
is finite, trigonometric functions are dense in L1(R, σ). We take a sequence
fk(ω) =
Nk∑
j=1
Aje
itjω, (5.90)
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such that ‖f − fk‖L1(R,σ) → 0. Note that
σ̂fk(t) =
Nk∑
j=1
Ajσ̂(ω + ωj)
t→∞−−−→ 0, (5.91)
in other words σfk are Rajchamann. Additionally∣∣σ̂f(t)− σ̂fk(t)∣∣ = ∣∣∣∣∫
R
σ(dω) eiωt
(
f(ω)− fk(ω)
)∣∣∣∣ ≤ ‖f − fk‖L1(R,σ), (5.92)
so sequence of functions ω̂fk converge uniformly to ω̂f . Therefore we can commute
the limits k →∞, t→∞ and obtain
lim
t→∞
σ̂f(t) = 0. (5.93)

Considered together, these three facts guarantee that if a Gaussian process X
has spectral measure σ, then the Gaussian process Y with spectral measure σf
inherits all ergodic properties (ergodicity, mixing) from X. In fact, in some cases
the time-averages of Y can behave more regularly than those of X, which will be
shown later in this section.
The above proposition can be used to determine the ergodic behaviour of various
transformations of a given process. The process of type
Y (t) =
∑
k
akX(t− Tk), (5.94)
discussed in Chapter 2, appears directly e.g. in the biological systems in which
delayed responses are to be expected (Barbuti et al., 2011).
Proposition 2.2.3 shows that Y has a spectral measure of X multiplied by a
continuous function, so it inherits the ergodic properties of the process X. The case
Y (t) =
∑
k
ak
dk
dtk
X(t), (5.95)
considered in Proposition 2.2.4 is similar. Such a Y inherits the ergodic properties of
X, but can also be ergodic whereas X is not. The function ω 7→ ∣∣∑k ak(iω)k∣∣2 may
have zeros and if such zero agrees with the position of the spectral point of X, the
process Y does not contain this spectral point. The simplest such case is when X has
exactly one spectral point at ω = 0, that is it contains a time-independent Gaussian
constant X0. In this situation any time-averaged observable which depends on the
mean of X does not converge to the ensemble-average. However, the derivative
d
dt
X(t), corresponding to the spectral gain function ω 7→ ω2, does not contain X0
and is ergodic.
For Y (t) = g∗X(t) from Proposition 2.2.5 the result is also analogous, Y inherits
the ergodic properties of X. If the zeros of ĝ agree with the spectral points of X, the
process Y may be ergodic whereas X is not. Moreover, if the singular non-mixing
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measure of X is contained in the domain outside of Ŷ support, Y may be mixing
when X is non-mixing.
Special care must be taken in the case when we consider the convolution with g
which is not rapidly decaying, e.g. g ∈ L2(R) but g /∈ L1(R). The Fourier transform
of such g has jumps. The well-known result from Fourier theory (Champeney, 1987)
states that if ĝ has a jump at ω0, then
∫ T
−T dt g(t)e
iω0t converges as T → ∞ to the
value (ĝ(ω−0 ) + ĝ(ω
+
0 ))/2, i.e. to the exact middle of the discontinuity of ĝ. If the
process X has a spectral atom at the exact frequency ω0, then for the process Y this
spectral point will be modulated by |ĝ(ω−0 )+ ĝ(ω+0 )|2/4 as long as the filter is applied
symmetrically as a limit of convolutions with functions g which are supported on
interval [−T, T ].
The harmonic representation of the convolution vastly increases the number of
models for which it is easy to study ergodicity using Fourier methods, as using
convolution is one of the most often chosen methods to model time-invariant linear
responses of the system (see also next Sec. 5.6). One of the most common examples
that appear in practice is g being a one or two sided exponent decaying with rate
λ. These choices correspond to the spectral responses 1/(λ2 +ω2) or 4λ2/(λ2 +ω2),
respectively.
One other practical consequence is that one can filter out non-ergodicity from the
data. Using estimators of power spectral density (e.g. periodogram (Brockwell and
Davis, 2006)) the locations of spectral points can be estimated and the corresponding
non-ergodicity removed by using any filter with zeros its spectral gain function at
their frequencies. The simplest choice of such filter is the smoothing
X˜(t) =
t+pi/ω0∫
t−pi/ω0
ds X(s), (5.96)
which integrates the spectral component ω0 over its period, therefore removing it.
It corresponds to the filter gω0 and spectral gain ĝω0
gω0(t) =
{
1, |t| ≤ pi/ω0,
0, |t| > pi/ω0,
ĝω0(ω) =
√
2ω20
pi3
sinc
(
ωpi
ω0
)
. (5.97)
For a multiple number of spectral points one may use the filter gω1 ∗ gω2 . . . gωN or
any other with a suitable spectral gain. The gain |ĝ|2 behaves like (ω−ω0)2 near ω0,
therefore it removes the spectral point ω0 in a numerically stable manner. If one is
more interested in sure removal of the non-ergodicity near the location ω0 than not
distorting the spectrum, one can use a spectral gain which is more flat around ω0,
e.g. using a triangular function filter guarantees the asymptotic behaviour (ω−ω0)4.
An other useful choice is spectral gain
ĝ(ω) =
{
1− e−(ω−ω0)2/c, |ω| ≤ L;
0, |ω| > L, (5.98)
which allows for the calibration of the level of distortion around ω0 (parameter c)
and frequency cut-off (parameter L). The corresponding filter can be expressed
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using error, Gaussian and trigonometric functions, so it can be easily computed for
the purpose of statistical usage.
The above approach can be understood as, instead of using original observ-
ables f(X), to use the modified observable f˜(X) = f(Y ) for which the time- and
ensemble-averages coincide, even when this is not generally the case. Analysing the
transformed process Y instead of X may be more difficult, as the properties of X are
distorted by filtering, albeit in a controlled manner. However, for a small number
of spectral points it is manageable, moreover it can be used as an effective method
of localising spectral points: if the observables of the filtered process behave like it
is ergodic, it is a statistical verification of a good choice of these locations. Further
analysis can be performed on the filtered process Y , which is ergodic, or by staying
with the original X and using methods from Section 5.5.
Identical reasoning applies to stochastic differential equations. The simplest case
of the Langevin equation
dX = −dtλX + dB (5.99)
is solved by the Ornstein-Uhlenbeck process, as discussed in Section 3.4. It has a
spectral density sX(ω) = (λ2 + ω2)−1 so it is clearly mixing and that would be the
case also for equation with more general mixing force than dB, e.g. dBH . This result
is much more general. Any stationary solution of the linear differential system
ak
dk
dtk
X(t) + ak−1
dk−1
dtk−1
X(t) + . . .+ a0X(t) = F (t), (5.100)
has a casual solution given by a proper Green’s function and spectral representation
X(t) =
∫
R
dSF (ω)
1∑k
j=1 aj(iω)
j
eiωt, (5.101)
It is clear that X the inherits ergodic properties of F . In contrast to the case when
X was an effect of a linear filter on Y , in this case X cannot even be ergodic if F is
not, as the rational function 1/|∑j aj(iω)j|2 does not have zeros.
Very similar reasoning applies to systems with richer memory structure, the most
prominent being our main subject of interest, the generalized Langevin equation,
which we will here analyse in its full form
m
d2
dt2
X(t) = −κX −
∫ t
−∞
dτ
d
dt
X(τ)K(t− τ) + F (t). (5.102)
Its stationary solution has the form
X(t) =
∫
R
dSF (ω)
1
−mω2 + κ+ iωK̂(ω) , (5.103)
where dSF is the spectral process of the force F . The GLE with this form has a
visible similarity to the Newton equation and can model subdiffusion in the case
when F is fractional Gaussian noise (Viñales and Despósito, 2006; Kou, 2008), and
the kernel is K(t) = t−α, 0 < α < 2. Such a kernel is outside L2, but the harmonic
representation above is still valid if we interpret K̂ in the generalized sense, as
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commented in Section 2.3. Using this approach we can use tables of generalized
Fourier transform to obtain K̂(ω) = |ω|α−1Γ(1 − α)ei sgn(ω)pi(α−1)/2 (Champeney,
1987).
For κ > 0 the fraction in Eq. (5.103) behaves like a constant near 0 and like
ω−2 in the limit ω → ±∞. Therefore the spectral measure σX is generally finite.
When there is no external potential, κ = 0, the particle is not confined, so physically
speaking there should be no stationary solution. It is also visible from Eq. (5.103)
in the fact that if there was a stationary solution, its spectral measure σX would
exhibit singularity ω−2 at 0, which is a contradiction of σX being a finite or truncated
measure. In this case however the velocity would be a stationary process andX could
be represented as
X(t) =
∫
R
dSF
eiωt − 1
−mω2 + iωK̂(ω)) . (5.104)
In both cases the position X or the velocity V = d
dt
X inherit the ergodic properties
of F .
The Fourier space approach gives also additional insight into the physical origin
of the non-ergodicity. In Chapter 3 we presented a derivation of the GLE based on
discrete and continuous field baths. For a pure field bath the spectral measure of F
was determined by the Fourier transform of the coupling function
σF (dω) = dω |ρ̂|2, (5.105)
which lead to an immediate conclusion.
Proposition 5.6.2. The stationary solution of the Hamiltonian system from Section
3.1, in which only the continuous heat bath is present, is mixing.
Conversely, the force related to the discrete heat bath has a pure atomic spectrum
supported on self-frequencies of the bath harmonic oscillators
σF (dω) =
∑
k
mk
γ2k
2ω2k
(
δ(dω − ωk) + δ(dω + ωk)
)
. (5.106)
This fact immediately prohibits the ergodicity of the solution. Actually, if the
fluctuation-dissipation theorem holds, even the stationary solution does not exist,
as the integral
∫ t
−∞dτ X(τ)K(t − τ) does not converge for stationary X and non-
decaying K. The non-stationary solutions of the equation with the finite-time inte-
gral
∫ t
0
are still well-defined.
From the point of view of spectral theory, for non-decaying K its Fourier trans-
form can be defined only as a distribution and the existence of the stationary solu-
tion would require dividing by a distribution, which cannot be consistently defined.
This insight is nothing surprising from the point of view of abstract ergodic theory,
which prohibits ergodicity for systems governed by quadratic Hamiltonians such as
of discrete heat bath (Lyons, 1995). The decay of the memory functions is such
a ubiquitous physical assumption that it is understandable when the force F is
non-mixing, but the fluctuation-dissipation does not hold exactly and K has some
truncation or cut-off. In such situation there is a stationary solution, but there still
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cannot be an ergodic one. As an example, a natural form of such truncation is an
exponential one, this truncated kernel is
K(t) =
∑
k
mk
γ2k
ω2k
cos(ωkt)e
−λkt. (5.107)
In this case the purely discrete spectral measure of the stationary solution of the
GLE (5.102) is given by formula
σX(dω) =
∑
k
mkγ2kω
−2
k∣∣∣−mω2 + κ+∑j iλjωk−ω2k(λj+iωk)2+ωj ∣∣∣2
(
δ(dω − ωk) + δ(dω + ωk)
)
. (5.108)
The amplitudes of the spectral points are given by a rather complicated fraction,
note however that the integrals of motion for the solution X are determined solely
by the set {ωk}k, i.e. the dispersion relation from the discrete heat bath.
The presence of non-ergodicity does not depend on the number of oscillators in
the heat bath, in our Hamiltonian model it could be infinite. During the derivation
we have only kept the total energy finite which was reflected in the Hilbert space
structure of the phase space. If the amplitudes of the single oscillators can be
considered negligible, one could perform a rescaling procedure of qi, ωi, γi, after which
ergodicity would be regained (Ariel and Vanden-Eijnden, 2009). This is, however,
effectively equivalent to using continuous heat bath if we keep the energy finite. For
the rescaling which do not control the energy, the result could be different, but the
physicality of such solutions can be doubted. This procedure surely demonstrates
that various GLEs can be approximated using solutions of discrete heat bath models,
but not that such GLEs have the corresponding Hamiltonian models. Therefore it
appears that the ergodicity is determined by the type of the heat bath in the physical
model: the discrete or the field one. The presence of any non-field degree of freedom
prohibits the ergodicity of the solution.
Chapter 6
Superstatistical Langevin equations
In this chapter we show how the Gaussian GLE can be used to model non-
Gaussian distributions, which are observed in soft, biological, and active matter
systems (Wang et al., 2012; Javanainen et al., 2017). These non-Gaussian pdfs are
present simultaneously with normal or anomalous diffusion. Examples include the
Laplace distribution observed in the motion of messenger RNA molecules in the
cytoplasm of bacteria and yeast (Lampo et al., 2017; Metzler, 2017), and stretched
Gaussian pdfs which were unveiled in the motion of lipids in protein-crowded lipid
bilayer systems (Jeon et al., 2016).
In our model both of these phenomena have a common origin, namely a random
parametrisation of the stochastic force (Ślęzak et al., 2017). In statistics such an
object is called a compound or mixture distribution (Lindsay, 1995); in the analysis
of diffusion processes this type of model is called superstatistical (Beck and Cohen,
2003) (which stands for “superposition of statistics”) or “doubly stochastic” (Tjøs-
theim, 1986), which is a term for stochastic models generalised by replacing some
parameter, for instance, the diffusion constant D, by a random process.
We perform a detailed analytical analysis demonstrating how various types of
parameter distributions for the memory kernel result in the exponential, power law,
or power-log law tails of the memory functions. It proves that even the Langevin sys-
tems which are locally short memory, globally can exhibit properties characteristic
for fractional dynamics.
The studied system is also shown to exhibit a further unusual property: the
velocity has a Gaussian one point probability density but non-Gaussian joint distri-
butions. It is well-known that such processes exist, but are considered very atypical.
In the considered model this property stems directly from Hamiltonian derivation
of the GLE, i.e. fixed mean energy kBT .
This behaviour is reflected in the relaxation from Gaussian to non-Gaussian
distributions observed for the position variable. The limiting pdf can exhibit power-
law tails, but for all finite t a truncation is present, which causes the process to have
all moments finite. During the analysis we show that our theoretical results are in
excellent agreement with Monte Carlo simulations.
99
100 CHAPTER 6. SUPERSTATISTICAL LANGEVIN EQUATIONS
6.1 Compound Ornstein-Uhlenbeck process
We start from considering the classical Langevin equation, which can be con-
sidered as an approximation of the GLE in which the covariance function of the
stochastic force rF decays very rapidly in the relevant time scale. The supersta-
tistical solution of the Langevin equation exhibits many properties typical to the
superstatistical GLE in general. Further on we normalise the mass of the particle
and the bath temperature, m = kBT = 1, so the system is governed solely by
the coefficient λ, proportional to viscosity. The former two parameters would only
rescale the solution.
Definition 6.1.1 (Superastatistical Langevin equation). We define the supersatis-
tical generalisation of the Langevin equation as random coefficient stochastic Ito¯
equation governed by the random parameter Λ > 0 independent from the Brownian
motion B
dV (t) = −dtΛV (t) +
√
ΛdB(t). (6.1)
The rescaling
√
ΛdB(t) is chosen such that the fluctuation-dissipation relation is
fulfilled.
The random variable Λ can be interpreted as a local viscosity value, which varies
from trajectory to trajectory, each confined (at least on relevant time scales) in a
separate area with different local properties of the environment. This parameter
determines the stationary solution
VΛ(t) =
√
Λ
∫ t
−∞
dB(τ) e−Λ(t−τ). (6.2)
We call this solution a compound Ornstein-Uhlenbeck process. It can also be rep-
resented in Fourier space in a natural way
VΛ(t) =
∫
R
dS(ω)
1
iω + Λ
eiωtdω, E|dS(ω)|2 = dω. (6.3)
Because the sampled Ornstein-Uhlenbeck is an AR(1) process for every λ > 0 (see
Proposition 4.1.1), it is clear that the compound process will be random coefficient
AR(1) time series which fulfils
VΛ((k + 1)∆t) = e
−∆tΛVΛ(k∆t) + Zk,
Zk =
√
Λ
∫ (k+1)∆t
k∆t
dB(τ) e−Λ((k+1)∆t−τ) d=
1√
2
√
1− e−2∆tΛξk. (6.4)
The noise Zk has the same distribution as a Gaussian discrete white noise ξk mul-
tiplied by a random constant. So the series Zk is, conditionally on Λ, independent
from past values VΛ(j∆t) with j < k. When there are only few distinct populations
and Λ has only few possible values, they can even be recognised on the phase plot of
y = VΛ((k+1)∆t) versus x = VΛ(k∆t), see Fig. 6.1. There, two distinct populations
with different autoregressive coefficients can be distinguished. Both have Gaussian
distribution, but each one has a distinct elliptical shape. The total distribution, as
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Figure 6.1: Phase plot of the compound Ornstein-Uhlenbeck process with P(Λ =
1/10) = P(Λ = 2) = 1/2. We took ∆t = 1. Solid lines correspond to 95% conditional
quantiles of the noise Zk in both populations.
a mixture of two ellipsoids, is not Gaussian, nor even elliptical. The projection of
the joint distribution on the x or y axis are the pdf of VΛ(t) and are Gaussian, thus,
one needs at least a two-dimensional phase plot to reveal the non-Gaussianity of VΛ.
For a larger number of populations the phase plot would be much less clear, but the
huge advantage of this method is that it works even for trajectories of very short
length.
The situation becomes more complex and interesting when Λ assumes a contin-
uous distribution. If Λ has the pdf pΛ, the covariance function of VΛ is
rVΛ(t) =
1
2
∫ ∞
0
dλ pΛ(λ)e
−λt, (6.5)
so it is the Laplace transform of pΛ: in probabilistic language this quantity would
be called a moment generating function of the variable −Λ. For instance, if Λ is a
stable subordinator with index 0 < α < 1 (Samorodnitsky and Taqqu, 1994) the
covariance function is the stretched exponential
rVΛ(t) =
1
2
e−σαt
α
, (6.6)
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which is a common relaxation model (Kakalios et al., 1987; Weron and Kotulski,
1996), sometimes referred to as Kohlrausch-Williams-Watts relaxation (Kohlrausch,
1854; Williams and Watts, 1970).
If Λ can be decomposed into a sum of two independent random variables, Λ =
Λ1 + Λ2, the corresponding covariance function is a product,
rVΛ(t) = 2rVΛ1 (t)rVΛ2 (t). (6.7)
Therefore, in this model various kinds of truncations of the kernel correspond to
a decomposition of Λ, for instance, if Λ = λ + Λ′ with deterministic λ > 0, the
covariance function rVΛ will be truncated by exp(−λt).
In order to study the tails of the resulting covariance, let us introduce the asymp-
totic notation, which we will use further on.
Definition 6.1.2 (Asymptotic notation). Let f, g be two functions and x∞ a fixed
number or ±∞. We consider a neighbourhood x→ x∞ and introduce the following
symbols:
i) We write f ∼ g when
f(x)
g(x)
x→x∞−−−−→ 1. (6.8)
For g which has zeros near x∞ we say that the limit above should be valid for
all sequences xk → x∞ for which |g(xk)| >  given any fixed  > 0.
ii) We write f . g when f ∼ h ≤ g for some function h.
iii) We write f = O(g) when f . Cg for some constant C > 0.
iv) We write f  g when C1g . f . C2g for some constants 0 < C1 ≤ C2.
Using these notions some general observations about the behaviour of rVΛ can
be made.
Proposition 6.1.1. When Λ has a distribution supported on an interval [λ1, λ2],
and its pdf has no singularity, then
rVΛ  t−1e−λ1t. (6.9)
When Λ is distributed uniformly, we observe the stronger asymptotic “∼” with scaling
constant 1/(λ2 − λ1).
Proof. In the considered situation the pdf is necessarily bounded, that is, m ≤
pΛ(λ) ≤M . So
m
2
∫ λ2
λ1
dλ e−λt ≤ rVΛ(t) ≤
M
2
∫ λ2
λ1
dλ e−λt. (6.10)
The integrals on the left and right have asymptotics of the form∫ λ2
λ1
dλ e−λt =
1
t
(
e−λ1t − e−λ2t) ∼ 1
t
e−λ1t. (6.11)
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We can join the above results, obtaining
m
2t
e−λ1t . rVΛ(t) .
M
2t
e−λ1t. (6.12)
The “” asymptotic is thus established. When Λ is distributed uniformly, m = M =
(λ2 − λ1)−1. Now note that g . f and f . g implies g ∼ f . 
The uniform distribution of Λ is important from a practical standpoint, because
it is a maximal entropy distribution supported on the interval [λ1, λ2], so it can be
interpreted as the choice taken using the weakest possible assumptions.
Heavier tails of rVΛ may be observed when the distribution of Λ is concentrated
around 0+.The most significant case of such a distribution is a power law of the form
pΛ(λ) ∼ λα−1, with λ→ 0+ and α > 0. For any distribution of this type Tauberian
theorems guarantee that the covariance has a power law tail (Feller, 1968)
rVΛ(t) ∼
Γ(α)
2
t−α, t→∞. (6.13)
For α < 1 the process VΛ exhibits a long memory. This observation can be refined
using the more general variant of the Tauberian theorem which states that if the
pdf of Λ contains a slowly-varying factor L, then the tail of the covariance contains
the factor L(t−1). One example of such a slowly-varying factor is | ln(λ)|β, β > 0,
so heavy tails of the covariance of the power law form t−α ln(t)β can also be present
for the compound Ornstein-Uhlenbeck process if the distribution of Λ exhibits a
logarithmic behaviour at 0+. This observation proves that this equation can also
describe ultra-slow diffusion and can be considered as an alternative to more complex
models based on distributed order fractional derivatives (Eab and Lim, 2011).
In the description of Figure 6.1 we noted that the distribution of the process
VΛ is not Gaussian. However, the marginal distributions of VΛ are Gaussian at any
time t, because E[Vλ(t)2] = 1/2 for any λ. Thus, only the joint multidimensional
distributions are not Gaussian. This fact is easy to observe studying the two point
characteristic function. Let us fix VΛ(τ), VΛ(τ + t) and define
ϕΛ(θ, t) := E
[
ei(θ1VΛ(τ)+θ2VΛ(τ+t))
]
, θ = [θ1, θ2]. (6.14)
For any deterministic λ this function is determined by the covariance matrix Σt of
the pair Vλ(τ), Vλ(τ + t),
ϕλ(θ, t) = e
− 1
2
θTΣtθ, Σt =
1
2
[
1, e−λt
e−λt, 1
]
, (6.15)
so in the superstatistical case it is an average over the conditional average
ϕΛ(θ, t) = e
− 1
4
θ21e−
1
4
θ22E
[
e−
1
2
θ1θ2e−Λt
]
. (6.16)
The marginal factors exp(−θ21/4), exp(−θ22/4) are indeed Gaussian, but the cross
factor describing the interdependence is not. The function ϕΛ would describe a
Gaussian distribution if and only if the factor E
[
exp(θ1θ2e
−Λt/2)
]
had the form
exp(aθ1θ2). But we see that it is in fact a moment generating function of the
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variable exp(−Λt) at point θ1θ2/2, which is an exponential if and only if Λ equals
one fixed value with probability unity. The compound Ornstein-Uhlenbeck process
is never Gaussian for non-deterministic Λ.
This property is also evident if we calculate the conditional msd of XΛ, that is
(see Eq. (3.70))
δ2XΛ(t|Λ) := E[XΛ(t)2|Λ] =
1
2Λ
t+
1
2Λ2
(
e−Λt − 1) . (6.17)
Similarly we can consider the conditional covariance function rVΛ(t|Λ) := E[VΛ(τ +
t)VΛ(τ)|Λ). The unconditional msd can be calculated as δ2XΛ(t) = E[δ2XΛ(t|Λ)],
similarly rVΛ(t) = E[rVΛ(t|Λ)]. Using the conditional msd we can prove the following.
Proposition 6.1.2. For a position process XΛ which is an integral of the compound
Ornstein-Uhlenbeck process:
i) For small t the process is asymptotically a Gaussian ballistic motion, that is
XΛ(t)
t
d−−→ N (0, 1/4), t→ 0+. (6.18)
ii) For any t pXΛ(t)(x) = O(x−∞), i.e. the pdf decays faster than any power of x.
iii) For large t and pΛ(λ) ∼ λα−1, λ→ 0+ the limiting pdf of XΛ(t)/
√
t has power
law tails pi−1/2Γ(α + 1/2)x−2α−1.
Proof. For i) first note that δ2XΛ(t|Λ) = t2/4 + O(t2) which stems from the Taylor
expansion of exp(−Λt). Now, consider the characteristic function of XΛ(t)/t
φXΛ(t)/t(θ) = E
[
exp
(
−δ
2
XΛ
(t|Λ)
2t2
θ2
)
|Λ
]
. (6.19)
Using the monotone convergence theorem we can switch taking the limit t → 0+
and averaging, obtaining
φXΛ(t)/t(θ)
t→0+−−−→ exp
(
−1
8
θ2
)
. (6.20)
For ii) We will show that all moments of XΛ(t) are finite, which implies pXΛ(t(x) =
O(x−∞) for all t. The function λ 7→ δ2Xλ(t) is bounded, because it is continuous and
lim
λ→0+
δ2Xλ(t) = t
2/4, lim
λ→∞
δ2Xλ(t) = 0. (6.21)
Therefore the msd of XΛ must be finite for any distribution of Λ. Moments of higher
even order can be expressed as
E[XΛ(t)2n] = E[E[XΛ(t)2n|Λ]] =
n∏
k=2
(2k − 1)E [(δ2XΛ(t|Λ))n] , (6.22)
where we used the formula for even moments of a Gaussian variable. The last result
is an average over a bounded function, so the result is finite for any n.
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For iii) we may write the resulting pdf as
pXΛ(t)/
√
t(x) =
1√
pi
E
 √Λ√
1 + 1
Λt
(e−Λt − 1)
exp
(
− x
2Λ
1 + 1
Λt
(e−Λt − 1)
)
t→∞−−−→ 1√
pi
E
[√
Λ exp(−x2Λ)
]
, (6.23)
where commuting the limit and average was possible due to the fact that the function
1/δ2Xλ(t) bounded for t > t0 > 0, so the whole density is bounded as a function of
(λ, t) for large t. The last obtained result is the Laplace transform of the variable√
Λ at point x2, so variable Λ with power law pdf pΛ(λ) ∼ λα−1, λ → 0+ will yield
power law tails ∼ pi−1/2Γ(α + 1/2)x−2α−1 of the limiting distribution.

The behaviour of the msd itself also can be studied in general. If E[Λ−1] < ∞,
the term t/(2Λ) is dominating for large t,
δ2XΛ(t) = E
[
1
2Λ
t+
1
2Λ2
(
e−Λt − 1)] ∼ E[Λ−1]
2
t, t→∞ (6.24)
and the process is normal diffusion with effective diffusion coefficient E[Λ−1]/2. This
situation occurs when the distribution Λ is not highly concentrated around 0+.
When Λ has a power-law singularity as in (6.13), that is λα−1 at 0+, 0 < α < 1,
this condition is not fulfilled: E[Λ−1] = ∞. But in this situation the assumptions
required for the Tauberian theorem hold and we can apply it twice: first for relation
(6.13), to show that
r#VΛ(s) ∼ 2−1Γ(α)Γ(1− α)sα−1, s→ 0+ (6.25)
and the second time for the Laplace transform of msd δ2#XΛ(s) = 2s
2r#VΛ(s) to prove
that
δ2XΛ(t) ∼
2Γ(α)
(1− α)(2− α)t
2−α, t→∞. (6.26)
In this regime the system is superdiffusive. The transition from superdiffusion (0 <
α < 1) to normal diffusion (1 ≤ α) is unusual among diffusion models. Fractional
Brownian motion and fractional Langevin equation undergo transitions from super-
to subdiffusion at a critical point of the control parameter. This is so as in these
models the change of the diffusion type is caused by the change of the memory type
from persistent to antipersistent. But the Ornstein-Uhlenbeck process models only
persistent dependence, so the mixture of such motions also inherits this property.
For 1 ≤ α (and any other case when E[Λ−1] <∞) this dependence is weak enough for
the process to be normally diffusive, for smaller values of α it induces superdiffusion.
In real systems it is commonly observed that the position process exhibits a
double exponential pdf (Wang et al., 2012; Bhattacharya et al., 2013), also called
Laplace distribution. Therefore, it is interesting to check what compound Ornstein-
Uhlenbeck process can model such observations. This exact distribution of XΛ(t) is
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observed when the diffusion coefficient D of normal, conditionally Gaussian diffusion
is random and has the exponential distribution E(β) with pdf
pD(d) = βe
−βd, d > 0. (6.27)
For the corresponding compound Ornstein-Uhlenbeck process the corresponding dis-
tribution of Λ is given by Λ = (4D)−1. For this model the covariance function of
the velocity process is
rV(4D)−1 (t) =
1
2
E
[
e−
t
4D
]
=
β
2
∫ ∞
0
dd e−
t
4d e−βd
t
4d
→d˜
=
βt
8
∫ ∞
0
dd˜ e−d˜−βt(4d˜)
−1 1
d˜2
=
√
βt
2
K1(
√
βt), (6.28)
where we used one of the integral representations of the modified Bessel function of
the second kindK1 (see DLMF, formula 10.32.10). This function has the asymptotic
K1(z) ∼
√
pi/2 exp(−z)z−1/2, z → ∞ (DLMF, formula 10.40.2), so the covariance
function behaves like
rV(4D)−1 (t) ∼
√
pi
8
(βt)1/4e−
√
βt, t→∞. (6.29)
This behaviour is shown in Figure 6.2, where we present the covariance function
corresponding to the Laplace distributed XΛ(t) with random diffusion coefficient
D
d
= E(2). We do not present the Bessel function (6.28), as it appears to be indis-
tinguishable from the result of the Monte Carlo simulation. Figure 6.2 also shows
how to distinguish this behaviour from an exponential decay on a semi-logarithmic
scale: the covariance function and its asymptotic are concave, which is mostly visible
for short times t.
Analysing the shape of the covariance function can serve as a method to distin-
guish between a superstatistic introduced by a local effective temperature and the
distribution of mass from superstatistics caused by the randomness of the viscosity Λ.
In the former case the resulting decay is exponential (as in the non-superstatistical
Langevin equation) or even zero for a free Brownian particle, in the latter case it is
given by relation (6.28).
6.2 Model with gamma distributed viscosity Λ
It is worth to consider a simple model with one particular choice for the distri-
bution of Λ, calculating explicitly all related quantities. Our choice of distribution
is the gamma distribution G(α, β) with the pdf
pΛ(λ) =
βα
Γ(α)
λα−1e−βλ, α, β > 0. (6.30)
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Figure 6.2: Covariance function from Monte Carlo simulations for a system with
Laplace PDF of the position process, together with the theoretical asymptotics.
The sample size is 106, (2Λ)−1 d= E(1). The covariance is shown on normal and
semi-logarithmic scale. The convergence to the predicted asymptotic behaviour is
excellent. The full solution (6.28) is not shown, it fully overlaps with the simulations
results.
This corresponds to a power law at 0+ which is truncated by an exponential decay.
As the conditional covariance function is an exponential too, many integrals which
in general would be hard to calculate, in this present case turn out to be surprisingly
simple.
The gamma distribution is also a convenient choice because many of its special
cases are well established in physics. The Erlang distribution is the special case
of expression (6.30) when α is a natural number. An Erlang variable with α = k
and β can be represented as the sum of k independent exponential variables E(β),
in particular, for k = 1 it is the exponential distribution itself. The chi-square
distribution χ2(k) is also a special case of expression (6.30) where α = k/2, β = 1/2.
The Maxwell Boltzmann distribution corresponds to the square root of χ2(3), and
the Rayleigh distribution to the square root of χ2(2).
We already know from relation (6.13) that rVΛ has a power tail ∼ 2−1βαt−α,
more specifically, direct integration yields
rVΛ(t) =
1
2
1
(1 + t/β)α
. (6.31)
This is solely a function of the ratio t/β which shows that the parameter β changes
the time scale of the process. Indeed, for any λ the process Vλ(bt) is equivalent to
Vbλ(t), because the Gaussian process is determined by its covariance function, which
in both cases is the same. Therefore, also the compound process VΛ(bt) is equivalent
to VbΛ(t) and bΛ has the distribution G(α, β/b).
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Figure 6.3: Twenty pdfs of the covariance function 2−1 exp(−Λt),Λ d= G(α, β) for
time t changing linearly in the short memory (top) and long memory (bottom)
regimes.
The function (6.31) would be observed if we calculated the ensemble average of
VΛ(τ)VΛ(τ + t) for some τ . If instead the covariance function would be estimated as
a time average over individual trajectories, the Birkhoff’s theorem determines that
the result would be a random variable, equal to the conditional covariance
rVΛ(t) := lim
T→∞
1
T
∫ T
0
dτ VΛ(τ)VΛ(τ + t) =
1
2
e−Λt. (6.32)
It is straightforward to calculate the pdf of this distribution,
prVΛ (x, t) =
2
Γ(α)
(β/t)α | ln(2x)|α−1(2x)β/t−1, 0 < x < 1/2. (6.33)
The mean value of this quantity is given by Eq. (6.31). This function is zero in the
point x = 1/2 if α > 1 but has a logarithmic singularity at x = (1/2)− if α < 1, that
is in the long-memory case. It is zero in x = 0 for t < β as in expression (6.33) any
power law dominates any power of the logarithm. For t > β there is a singularity at
x = 0+ which approaches the asymptotics x−1| lnx|α−1 as t → ∞. This behaviour
can be observed in Figure 6.3, illustrating how the probability mass moves from
(1/2)− to 0+ as time increases.
As we already know, the compound Ornstein-Uhlenbeck process is non-Gaussian.
Let us follow up on this property in more detail. To study the characteristic func-
tion we need to calculate the average in Eq. (6.16), which is actually the moment
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generating function for the random variable exp(−Λt). Some approximations can
be made. First, let us assume that Λt is small in the sense that the probability that
this variable is larger than some small  > 0 is negligible. In this regime we can
approximate exp(−Λt) ≈ 1− Λt and find
ϕΛ(θ, t) ≈ e− 14 θ21e− 14 θ22E
[
e−
1
2
θ1θ2(1−Λt)
]
= e−
1
4
(θ1+θ2)2E
[
e
1
2
θ1θ2Λt
]
= e−
1
4
(θ1+θ2)2
1
(1− tθ1θ2/(2β))α , t→ 0
+. (6.34)
The first factor describes a distribution of VΛ(τ) = VΛ(τ+t). So in our approximation
we assume that the values in the process between short time delays are nearly
identical and the multiplicative correction (1− tθ1θ2/(2β))−α is non-Gaussian.
The second type of approximation can be made for long times t when exp(−Λt) ≈
0. In this case
ϕΛ(θ, t) ≈ e− 14 θ21e− 14 θ22E
[
1− 1
2
θ1θ2e
−Λt
]
= e−
1
4
θ21e−
1
4
θ22
(
1− 1
2
θ1θ2E
[
e−Λt
])
= e−
1
4
θ21e−
1
4
θ22
(
1− θ1θ2
2(1− t/β)α
)
, t→∞. (6.35)
Now we treat the values VΛ(τ) and VΛ(τ + t) as nearly independent, the small
correction is once again non-Gaussian. Apart from the approximations, the exact
formula for ϕΛ can be provided using the series
E
[
e−
1
2
θ1θ2e−Λt
]
=
∞∑
k=0
(−1)k
2kk!
(θ1θ2)
kE
[
e−kΛt
]
=
∞∑
k=0
(−1)k
2kk!
(θ1θ2)
k 1
(1 + kt/β)α
,
(6.36)
which is absolutely convergent.
Note that for the specific choice θ1 = θ, θ2 = −θ the function ϕΛ is a charac-
teristic function of the increment ∆VΛ(τ, t) := VΛ(τ) − VΛ(τ + t), which therefore
equals
φ∆VΛ(τ,t)(θ) = e
− θ2
2
∞∑
k=0
θ2k
2kk!
1
(1 + kt/β)α
. (6.37)
Clearly, any increment of VΛ is non-Gaussian. This is demonstrated in Figure 6.4,
where we show
√− ln(φ∆VΛ(τ,1)(θ)) on the y-axis. In this choice of scale Gaussian
distributions are represented by straight lines. The concave shape of the empirical
estimator calculated using Monte Carlo simulation shows that the process VΛ is
indeed non-Gaussian. In the same plot we present the two types of approximations
of φ∆VΛ(τ,1): for t → 0+ we have Eq. (6.34), which reflects well the tails θ → ±∞,
and for t→∞ we see that with several terms of the series (6.37) a good fit for θ ≈ 0
is obtained.
It may appear counter-intuitive that the values VΛ(t), which are all exactly Gaus-
sian, are sums of non-Gaussian variables. If the increments were independent that
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Figure 6.4: Empirical characteristic function (the black line) calculated from Monte
Carlo simulated for ∆VΛ(τ, 1),Λ
d
= G(1/2, 1); sample size was 106. The red dashed
line represents approximation (6.34), the blue dotted lines are the approximations
based on Eq. (6.37) for K = 0, 1, . . ., where 20 terms in the Taylor series were taken
along.
would be impossible, here their non-ergodic dependence structure allows for this
unusual property to emerge. However, the they are still conditionally Gaussian with
variance
E
[
∆VΛ(τ, t)
2|Λ] = (1− e−Λt) . (6.38)
The non-Gaussianity is prominent for short times t. As t increases, the distribution
of ∆VΛ(τ, t) converges to a Gaussian with unit variance.
The non-Gaussian memory structure of the velocity VΛ affects also the distri-
bution of the position XΛ, which, using results from Proposition 6.1.2, for large t
becomes
pXΛ(t)/
√
t(x)
t→∞−−−→ 1√
pi
E
[√
Λe−x
2Λ
]
=
βα
Γ(α)
√
pi
∫ ∞
0
dλ λα−1/2e−(x
2+β)λ
=
Γ(α + 1/2)√
piΓ(α)
βα
(x2 + β)α+1/2
. (6.39)
The above formula is a pdf of the Student’s t-distribution type, although unusual
in the sense that most often it arises in statistics where it is parametrised only by
positive integer values of α. It may therefore seem that for α ≤ 1/2 the process
XΛ may not have a finite second moment, however Proposition 6.1.2 excludes this
possibility by stating that the pdf always has tails O(x−∞). It means that for all
finite t a truncation is present; as time increases it is moved more away into x = ±∞.
This property of XΛ(t) is illustrated in Figure 6.5, where we show the pdfs of the
rescaled position position XΛ(t)/
√
t simulated with α = 1/2, β = 1 and calculated
using the kernel density estimator. In agreement with Eq. (6.39), the limiting
distribution is of Cauchy type.
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Figure 6.5: Kernel density of variables XΛ(t)/
√
t estimated for t = 5, 10, . . . , 100
(solid lines) and Λ d= G(1/2, 1) versus the Cauchy pdf (dashed line). The sample
size was 106. Both convergence to Cauchy distribution and the O(x−∞) truncation
of the tails can be observed.
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It may be expected that the relaxation to a power law pdf should affect the
moments of XΛ. Integrating the covariance function (6.31) twice we obtain the an
exact formula for the msd
δ2XΛ(t) = E[δ
2
XΛ
(t|Λ)] = β
2
2
(1 + t/β)2−α + (α− 2)t/β − 1
(1− α)(2− α) . (6.40)
It describes superdiffusion for 0 < α < 1 and normal diffusion for 1 ≤ α in agreement
with the more general result (6.26).
Similarly, a somewhat longer calculation yields
E
[(
δ2XΛ(t|Λ)
)2]
=
β4
4
1
(α− 4)(α− 3)(α− 2)(α− 1)
·
(
(α− 4)(α− 3)(t/β)2 − 2(α− 4)t/β + 1
+ 2(α− 4)(t/β)(1 + t/β)3−α − 2(1 + t/β)4−α + (1 + 2t/β)4−α
)
. (6.41)
This formula can be used to determine the asymptotic behaviour of the popular
measure used to study ergodicity breaking (Cherstvy et al., 2013; Metzler et al.,
2014).
Definition 6.2.1 (Ergodicity breaking parameter). For a given stochastic process
X the ergodicity breaking parameter EB is defined by formula
EB(t) :=
var
[
δ2X(t)
]
E
[
δ2X(t)
]2 = E
[
δ2X(t)
2
]
E
[
δ2X(t)
]2 − 1. (6.42)
For the compound Ornstein-Uhlenbeck process δ2XΛ(t) = δ
2
XΛ
(t|Λ) and
EB(t) =
E
[(
δ2XΛ(t|Λ)
)2]
E
[
δ2XΛ(t|Λ)
]2 − 1 6= 0, (6.43)
for any t > 0, as the mean of a square equals the square of a mean only for deter-
ministic variables. It also does not converge to zero even for large t. Precisely, using
Eq. (6.41) we get
EB(t) ∼

(1−α)(2−α)
(4−α)(3−α)
(
2α− 10 + 24−α)( t
β
)α
, α < 1
(α−1)
(4−α)(3−α)(2−α)
(
10− 2α− 24−α)( t
β
)2−α
, 1 < α < 2
1
α−2 , 2 < α
(6.44)
as t → ∞. This quantity has a practical value, because it can be effectively cal-
culated from the data and used to distinguish between regimes of the parameter
α.
Additionally, in this model it is easy to check that 3(EB(t) + 1) is the kurtosis of
XΛ(t), that is E[XΛ(t)4]/(E[XΛ(t)2])2. This is one of the measures of the thickness
of the tails of a distribution; for any one-dimensional Gaussian distribution it equals
3. The divergence of the kurtosis for α < 2 reflects that the pdf converges to a thick
power law. For α > 2 the tails of the limiting pdf are decaying faster than |x|−5, so
the fourth moment is bounded.
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6.3 Superstatistical GLE
Motivated by the example considered above, we want to introduce a more general
model of diffusion in a non-homogeneous viscoelastic medium.
Definition 6.3.1 (Superstatistical GLE). By the superstatistical solution of the
generalized Lagevin equation we understand the stationary process which fulfils the
GLE governed by random kernel KC and conditionally (on C) Gaussian stationary
process FC ,
d
dt
VC = −
∫ t
−∞
dτ VC(τ)KC(t− τ) + FC(t),
rFC (t|C) = KC(t). (6.45)
The first equation is the GLE controlled by a random parameter C, a one dimen-
sional variable or a random vector. The second equation is a local fluctuation-
dissipation relation, which links KC and the conditional covariance function.
We tacitly assume that the introduction of the random parameter C does not
change the spatially local structure of the GLE. In the Hamiltonian model from
which the GLE can be derived (see Section 3.1) the studied variables V,X interact
with the heat bath only in their neighbourhood. The bath degrees of freedom
themselves do not interact with each other directly, which prohibits spatial long-
range correlations. Long-time correlations can still be present, but they result from
the interactions between X and the bath degrees of freedom, which “store” the
memory structure for a long time, but do so only locally. That means for each
fixed, deterministic value C = c the fluctuation-dissipation theorem should still
hold, which is a second equation in the definition above.
In other words it is a model of particles which are confined in different, non-
interacting areas, each with different properties of the local environment, denoted
by C.
The stationary (mild) solution of equation (6.45) is given by
VC(t) =
∫ t
−∞
dτ FC(τ)GC(t− τ), (6.46)
where the random Green’s function GC is a randomized solution of the equation
d
dt
Gc(t) = −
∫ t
0
dτ Gc(τ)Kc(t− τ) + δ(t), Gc(0) = 1, (6.47)
which should hold for every deterministic c.
From the previous considerations in Chapter 3 and 5, if we assume that for every
choice of c the covariance function of Fc decays to zero, that is rFc(t)→ 0 as t→∞
and F is mixing, then the stationary solution Vc is mixing as well. However, the
superstatistical solution VC (for non-trivial C) cannot be ergodic as averaging over
one trajectory one cannot gain insight into the distribution of C. The process VC is
still stationary because
E
[
ei
∑
k λkVC(tk+τ)
]
= E
[
E
[
ei
∑
k λkVC(tk+τ)|C]] = E [E [ei∑k λkVC(tk)|C]]
= E
[
ei
∑
k λkVC(tk)
]
. (6.48)
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Therefore we can use the Birkhoff’s theorem to determine all time-averages. The
σ-algebra of invariant sets is generated by the values of rVC (t|C) = GC(t). If the
parametrisation by C is “reasonable”, that is there is a one to one correspondence
between c and t 7→ Gc(t), this σ-algebra is simply σ(C), and
f(VC) = lim
T→∞
1
T
∫ T
0
dτ f(SτVC) = E[f(VC)|C]. (6.49)
This generalisation of Eq. (6.32) is intuitively reasonable: given a trajectory evolving
with C = c all time averaged statistics converge to the values corresponding to the
solution of the GLE with Kc and Fc, which are exactly the conditional expected
values E[f(VC)|C = c] = E[f(Vc)]. For the msd this implies that
δ2XC (t) = E[XC(t)
2|C] = δ2XC (t|C), (6.50)
One consequence of this fact is that the ergodicity breaking parameter does not
equal zero,
EB(t) =
E
[(
δ2XC (t|Λ)
)2]
E [δ2X(t|C)]2
− 1 6= 0, (6.51)
which is the same behaviour as for the compound Ornstein-Uhlenbeck process. The
difference is that for a very specific choice of C parameter EB can converge to 0 as
t → ∞; it is possible for environments in which the inhomogeneity affects only the
short-time properties of XC .
Some general remarks about the properties of VC , XC can be made.
Proposition 6.3.1. Let the velocity VC be a solution of the superstatistical GLE
and XC be the corresponding position process
i) The variable VC(t) is Gaussian for any t.
ii) The motion is subballistic, δ2XC (t) ≤ t2.
iii) All moments of XC(t) are finite.
Proof. Point i) follows from the fact that Gc(0) = 1 for every c and in Proposition
3.4.2 we proved that rVC (t|C) = GC(t). Therefore, the variable VC(t) is a mixture of
Gaussian variables N (0, 1). i.e. variable N (0, 1). Moreover, using the results from
the same proposition and the elementary inequality rVC (t|C) ≤ rVC (0|C),
δ2XC (t) ≤ E
[
2
∫ t
0
dτ1
∫ τ1
0
dτ2|rVC (t|C)|
]
≤ E [GC(0)t2] = t2, (6.52)
which proves ii). The last point is a consequence of the fact that
E[XC(t)2n] =
n∏
k=2
(2k − 1)E [(δ2XC (t|C))n] ≤ t2n. (6.53)

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These properties generalize the observations made for the compound Ornstein-
Uhlenbeck process. It is interesting that the superstatistical Langevin equation
preserves the finiteness of moments. It can be considered a consequence of the
Hamiltonian derivation of the GLE, which bounds the average energy of the system
to kBT , constant for all local environments. Because the superstatistical GLE can
model power law tails of the observed distribution, it naturally reconciles this notion
with a finite second moment, by naturally introducing a truncation moving to ±∞
as t→∞, in the same manner as for the compound Ornstein-Uhlenbeck process.
Note also that process VC must exhibit a non-Gaussian memory structure, oth-
erwise its non-ergodicity would contradict the Maruyama’s theorem. Solutions of
the superstatistical GLE are interesting physical examples of objects which have
Gaussian marginals, but non-Gaussian memory structure. Such processes can be
constructed easily using the copula theory, but this construction can be considered
artificial and without physical meaning. The unusual non-Gaussianity of VC here
arises naturally from the physical model. The process VC could be very misleading
during the analysis of measured data, using only basic statistical methods it will
seem Gaussian. Some techniques which can be used to analyse this behaviour were
presented in Section 6.2.
6.4 Examples
As we study superstatistical GLE with practical applications in mind, it is worth-
while analysing in detail some specific cases, which could be a model of real data. In
Section 3.4 we analysed 3 important cases: Dirac delta kernel, exponential kernel and
power law kernel. The superstatistical generalisation of the first is the compound
Ornstein-Uhlenbeck process, which we already described.
The second case was also briefly studied in Section 4.3 below Eq. (4.56), because
of its relation to ARMA processes. Let us briefly repeat the most important informa-
tion about this model. We assume that the covariance function has the conditional
form
rFA,B(t|A,B) = B2e−2At, A,B > 0, (6.54)
therefore the stochastic force FA,B in this model is actually the compound Ornstein-
Uhlenbeck process, additionally rescaled by the random coefficient B2. The con-
ditional covariance function and msd were calculated using Laplace methods, and
are
rVA,B(t|A,B) =
1
2
(
1− A√
A2 −B2
)
e−(A+
√
A2−B2)t
+
1
2
(
1 +
A√
A2 −B2
)
e−(A−
√
A2−B2)t (6.55)
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and
δ2XA,B(t|A,B) = 4
A
B2
t− 8A
2
B4
+ 2B2
+
1√
A2 −B2 e
−At
( √
A2 −B2 − A
(A+
√
A2 −B2)2 e
√
A2−B2t +
√
A2 −B2 + A
(A−√A2 −B2)2 e
−√A2−B2t
)
.
(6.56)
As we can see the asymptotic behaviour of the covariance function and the msd at
t = 0+ and t =∞ is very similar to that of the compound Ornstein-Uhlenbeck pro-
cess. For E[A/B2] <∞ this GLE models normal diffusion with a random diffusion
coefficient. When this condition is not fulfilled it may model superdiffusion. The
behaviour of this system greatly depends on whether A < B,A = B or A > B, so
we will study all these cases separately.
Critical regime A = B. Taking the limit A → B in Eq. (6.55) we can
determine the form of the conditional covariance within the critical regime,
rVA(t|A) = (1 + At)e−At. (6.57)
The behaviour of the resulting solution VA is very similar to that of the compound
Ornstein-Uhlenbeck process. The differences are only slight. For example, if A =
A1 + A2 for some independent A1 and A2, then
rVA1+A2 (t) = rVA1 (t)rVA2 (t)− t2E
[
A1e
−A1t]E [A2e−A2t] . (6.58)
Therefore, for instance if A > a0 we can write A = A′+a0, A′ > 0 and the covariance
function becomes truncated by a0t exp(−a0t).
The formula for rVA consist of two terms. Function At exp(−At) has a thicker
tail, but the asymptotic behaviour of rVA is determined by the distribution of small
values A ≈ 0, so it is not clear which term is most important in that regard. If we
assume pA(a) ∼ aα−1, a→ 0+, then
rVA(t) ∼ Γ(α)t−α + tΓ(α + 1)t−α−1 = (α + 1)Γ(α)t−α, (6.59)
so actually both terms have comparable influence over the resulting tails of the
covariance.
Exponential decay regime A > B. In this case the covariance function is
a sum of two decaying exponentials. The first one has a negative amplitude, the
second one a positive amplitude. In addition the second exponential always has a
heavier tail, as its exponent includes the difference of positive terms, A−√A2 −B2,
whereas the other exponent includes a sum. Thus we expect that the exponent
with A +
√
A2 −B2 cannot lead to a slower asymptotic than the one containing
A−√A2 −B2.
Given this reasoning let us change the variables in the form
A′ = A−
√
A2 −B2 = B
2
A+
√
A2 −B2 , A =
B2 + A′2
2A′
. (6.60)
The new parameter A′ attains the value A′ = B for A = B and decays monotonically
to 0 as A → ∞. Note that for small values of A′, A′ ≈ B2/(2A), so the tail
6.4. EXAMPLES 117
behaviour of A determines the distribution of A′ at 0+; in particular, a power law
shape of the former is equivalent to a power law shape of the latter: for fixed B = b,
pA′(a) ∼ aα−1, a → 0+ if and only if pA(a) ∼ 2−αbαa−1−α, a → ∞. Using the
parameters A′ and B the covariance function can be expressed as
rVA′,B(t|A′, B) =
B2
B2 − A′2 e
−A′t − A
′2
B2 − A′2 e
−B2
A′ t. (6.61)
As A′ < B the variables A′ and B cannot be independent unless B is deterministic.
Dealing with dependent A′ and B is complicated, so in the following result we
introduce some simplifying assumptions.
Proposition 6.4.1. Let A′ have power law distribution pA′ ∼ aα−1, a → 0+. For
the averaged covariance function (6.61) the following asymptotic limits hold
i) If the variable B is deterministic, that is B = b, then
rVA′,b(t) ∼ Γ(α)t−α, t→∞. (6.62)
ii) Let us assume that B′ := A′/B is independent from A′ and E[(1−B′2)−1] <∞.
Then, for any bounded distribution of A′, m ≤ pA′(a) ≤M supported on some
interval [a1, a2],
m
t
e−a1t . rVA′,B′ (t) . E
[
1
1−B′2
]
M
t
e−a1t. (6.63)
iii) Let B′ be as in ii) and assume that A′ has the power law distribution pA′(a) ∼
aα−1, a→ 0+. Then
rVA′,B′ (t) ∼ Γ(α)E
[
1−B′2α+2
1−B′2
]
t−α. (6.64)
Proof. Let us start with i). Eq. (6.61) has two terms, averaging the right one we
get ∫ b
0
da pA′(a)
a2
b2 − a2 e
− b2
a
t =
∫ ∞
1
b
da˜ pA′
(
1
a˜
)
a˜−2
1
a˜2b2 − 1e
−b2a˜t, (6.65)
which decays no slower than exp(−bt). The left term is the important one,
rVA′,b(t) ∼ E
[
b2
b2 − A′2 e
−A′t
]
=
∫ b
0
da pA′(a)
b2
b2 − a2 e
−at ∼ Γ(α)t−α. (6.66)
For ii) note that the conditional covariance can now be transformed into
rVA′,B′ (t|A′, B′) =
1
1−B′2 e
−A′t − B
′2
1−B′2 e
− A′
B′2 t. (6.67)
118 CHAPTER 6. SUPERSTATISTICAL LANGEVIN EQUATIONS
We use the simple inequality
1
1−B′2 e
−A′t − B
′2
1−B′2 e
−A′t ≤ rVA′,B′ (t|A′, B′) ≤
1
1−B′2 e
−A′t, (6.68)
which follows from the fact that 0 ≤ B′ ≤ 1. Averaging both sides over pA′ and
using the inequality m ≤ pA′(a) ≤ M proves the result. For iii) let us fix B′ and
average over A′. We obtain
rVA′,B′ (t|B′) ∼
1
1−B′2 Γ(α)t
−α − B
′2
1−B′2 Γ(α)
(
t
B′2
)−α
=
1−B′2+2α
1−B′2 Γ(α)t
−α,
(6.69)
so averaging over B′ yields the desired formula. 
These results show that in the considered cases the distribution of B does not
change the asymptotics of the covariance. Our assumption that B′ = A′/B inde-
pendent from A′ is limiting, although it has a simple interpretation: for power law
distributions it can be considered as a form of independence between A′ and B for
small values of A′. To see that consider the joint pdf
pA′,B(a, b) = pA′,B′(a, a/b) = pA′(a)pB′(a/b). (6.70)
Now if pdf B′ has a power law at 0+, as we assumed above, the joint pdf factorises
into a function of a multiplied by a function of b for a→ 0+.
Note also that the obtained asymptotic behaviour is similar to the behaviour
of the compound Ornstein-Uhlenbeck process, only with different scaling. For the
same reason rVA′,B′ (t) is truncated under the same conditions as before, if A
′ is a
sum of independent A′1 and A′2
rVA′,B′ (t) ∼ const · rVA′1,B′ (t)rVA′2,B′ (t), t→∞, (6.71)
see Eq. (6.67). The scaling constant depends on the distribution of A′ and B′. In
particular A > a0 results in an exponential truncation by exp(−a0t) of the associated
covariance.
Oscillatory decay regime A < B. When the square root
√
A2 −B2 is imagi-
nary we can express the covariance function as
rVA,B(t|A,B) =
(
cos
(√
B2 − A2t)+ A√
B2 − A2 sin
(√
B2 − A2t)) e−At. (6.72)
This represents a trigonometric oscillation truncated by the factor exp(−At). When
calculating the unconditional covariance, this function acts as an integral kernel on
the distribution of A and B. The exponential factor acts similarly to the Laplace
transform, but oscillations introduce Fourier-like behaviour of this transformation.
It can be observed in the solutions of the corresponding GLE, which we show below.
Proposition 6.4.2. Let rVA,B be a covariance function (6.72). Then the following
asymptotic properties hold:
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i) For A with bounded pdf pA(a) ≤ M supported on the interval [a1, a2], a2 < B
and independent of B, there exists the asymptotic bound
|rVA,B(t)| . E
 1√
1− a22
B2
M
t
e−a1t, t→∞. (6.73)
ii) If additionally A exhibits a power law behaviour at a+1 , that is, A = a1 +
A′, pA′(a) ∼ aα+1 for a→ 0+, the asymptotic bound can be refined to
|rVA,B(t)| . E
 1√
1− a21
B2
Γ(α)t−αe−a1t. (6.74)
iii) For pA(a) ∼ aα+1 at a → 0+ and deterministic B = b the asymptotic limit of
the covariance function is
rVA,b(t) ∼ Γ(α) cos(bt)t−α, t→∞. (6.75)
We remind the readers that the asymptotics “∼” is understood as a limit of
ratios for all sequences of tk →∞ which do not target zeros of cos(bt), that is
|btk − lpi + pi/2| >  for all k, l ∈ N and some  > 0.
Proof. We start from the simple inequality
|rVA,B(t|A,B)| =
∣∣∣∣∣∣
√
1−
(
A
B
)2
cos
(√
B2 − A2t)+ A
B
sin
(√
B2 − A2t)
∣∣∣∣∣∣
· 1√
1− (A
B
)2 e−At
=
∣∣∣∣cos(√B2 − A2t− arcsin(AB
))∣∣∣∣ 1√
1− (A
B
)2 e−At
≤ 1√
1− (A
B
)2 e−At. (6.76)
This allows us to prove i), namely:
|rVA,B(t|B)| ≤M
∫ a2
a1
da
1√
1− a2
B2
e−at ≤ M√
1− a22
B2
∫ ∞
a1
da e−at =
M√
1− a22
B2
1
t
e−a1t.
(6.77)
Averaging over B yields the result. For B with a distribution concentrated at a+2 it
may happen that
E
 1√
1− a22
B2
 =∞ (6.78)
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and in this case point i) is a trivial statement. However, it is sufficient that B >
a2 + ,  > 0 for this average to be finite and ≤ 2/.
Proof of point ii) is similar,
|rVA,B(t|B)| ≤
∫ ∞
0
da
pA′(a)√
1− (a+a1)2
B2
e−(a+a1)t ∼ Γ(α)√
1− a21
B2
t−αe−a1t. (6.79)
Proving iii) requires a more delicate reasoning. We write rVA,b(t) as an integral
and change variables at→ a, so that
rVA,b(t) =
∫ ∞
0
da pA(a)
(
cos
(√
b2 − a2t
)
+
a√
b2 − a2 sin
(√
b2 − a2t
))
e−at
=
1
t
∫ ∞
0
da pA
(a
t
)(
cos
(√
b2t2 − a2
)
+
a√
b2t2 − a2 sin
(√
b2t2 − a2
))
e−a.
(6.80)
After change of variables the Fourier oscillations depend on the variable
√
b2t2 − a2.
In the limit t→∞ they converge to oscillations with frequency b,∣∣√b2t2 − a2 − bt∣∣ = a2√
b2t2 − a2 + bt
t→∞−−−→ 0. (6.81)
It is crucial that this frequency does not depend on a. The cosine function also
converges to a cosine with frequency b,
cos(
√
b2t2 − a2)
cos(bt)
=
cos(
√
b2t2 − a2 − bt+ bt)
cos(bt)
=
cos(
√
b2t2 − a2 − bt) cos(bt) + sin(√b2t2 − a2 − bt) sin(bt)
cos(bt)
t→∞−−−→ cos(0) · 1 + sin(0) · tan(bt) = 1, | tan(bt)| < 1

. (6.82)
Substituting this result into the integral for rVA,b we obtain the asymptotic
rVA,b(t)
cos(bt)t−α
=
∫ ∞
0
da pA
(a
t
)
tα−1
cos(
√
b2t2 − a2) + a√
b2t2−a2 sin(
√
b2t2 − a2)
cos(bt)
e−a
t→∞−−−→
∫ ∞
0
da aα−1e−a = Γ(α). (6.83)

The behaviour shown in iii) can be seen in Fig. 6.6 which demonstrates that the
convergence to the limit is fast. During the Monte Carlo simulation the parameter
B was fixed as B = pi and A was taken from the gamma distribution G(1/2, 1). For
this distribution there exists a 98.8% chance that A < pi = B and the system is in
the oscillatory regime, so it is indeed dominating the result, as shown in Figure 6.6.
It is worth adding that the results from the above proposition can be slightly
generalised by introducing any slowly varying factor in the distribution. One can
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Figure 6.6: Covariance function of the GLE (solid line) calculated using Monte Carlo
simulations, the sample size was 106. Parameters are B = pi, A = G(1/2, 1), the
theoretical bounds are ±t−1/2 (dashed lines) as given in Eq. (6.75).
also wonder that if for any deterministic b the asymptotic is Γ(α) cos(bt)t−α, then
for random B it could be Γ(α)E[cos(Bt)]t−α. For a variable B with a finite number
of possible values, P(B = bk) = pk, this is clearly the case, but in general such a
behaviour requires strong assumptions about the distribution of B.
Power law kernel GLE The last case considered in Section 3.4 was the GLE
in which the force was fractional Gaussian noise. It has a power law conditional
covariance function, namely
rFH,Z (t|H,Z) =
Z
Γ(2H − 1)t
2H−2, 0 < H < 1. (6.84)
We already calculated that
rVH,Z (t|H,Z) = E2H(−Zt2H) ∼
1
ZΓ(1− 2H)t
−2H , t→∞, (6.85)
moreover
δ2XH,Z (t|H,Z) = t2E2H,3(−Zt2H) ∼
1
ZΓ(3− 2H)t
2−2H , t→∞. (6.86)
From this formulas we see that the distribution of Z should not have an influence
on the covariance and msd asymptotics. Further on we will assume that Z is inde-
pendent from H and E[Z−1] < ∞. A more interesting situation occurs when H is
distributed according to a power law. Noting that t−2H = e−2H ln(t) one may suspect
that the resulting covariance would exhibit power-log tails. This intuition is true,
which we show in a simple lemma.
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Lemma 6.4.1. Let L be a slowly varying function at 0+ and H a random variable
of the form H = h1 +H ′ with h1 > 0. Then
pH′(h) ∼ hα−1L(h), h→ 0+ (6.87)
implies that the mean value of a power law satisfies
E
[
t−2H
] ∼ Γ(α)
2α
t−2h1L(ln(t)−1) ln(t)−α, t→∞. (6.88)
Proof. We write the integral for E[t−2(h1+H′)], reformulate it as a Laplace transform
using t−2H′ = e−2H′ ln(t), change variables and calculate the limit
E
[
t−2(h1+H
′)
]
t−2h1L(ln(t)−1) ln(t)−α
=
1
t−2h1L(ln(t)−1) ln(t)−α
∫ 1−h1
0
dh pH′(h)t
−2(h1+h)
=
∫ 1−h1
0
dh
pH′(h)
L(ln(t)−1) ln(t)−α
e−2h ln(t) =
∫ ln(t)(1−h1)
0
dh
pH′
(
h
ln t
)
L(ln(t)−1) ln(t)1−α
e−2h
t→∞−−−→
∫ ∞
0
dh hα−1e−2h =
Γ(α)
2α
. (6.89)

This result will be useful in proving point ii) of the following proposition, which
determines the asymptotics of the averages over Mittag-Leffler functions.
Proposition 6.4.3. Let H and Z be independent, E[Z−1] < ∞ and β ≥ 1. Then
the following asymptotic properties of E[E2H,β(−Zt2H)] hold
i) If H is supported on [h1, h2] with 0 < h1 < h2 ≤ 1 and its pdf is bounded,
m ≤ pH(h) ≤M , then
mE[Z−1]
2Γ(β − 2h1)t
−2h1 ln(t)−1 . E[E2H,β(−Zt2H)] . ME[Z
−1]
2Γ(β − 2h1)t
−2h1 ln(t)−1.
(6.90)
As usual, when the distribution is uniform m = M = 1/(h2 − h1) and the
asymptotics is stronger “∼”.
ii) If additionally H exhibits a power law behaviour at h+1 , that is, H = h1 +H ′,
pH′(h) ∼ hα+1 with h→ 0+, a much stronger asymptotic property holds,
E[E2H,β(−Zt2H)] ∼ E[Z
−1]Γ(α)
2αΓ(β − 2h1)t
−2h1 ln(t)−α, t→∞. (6.91)
Proof. Because
E2H,β(−Zt2H) ∼ 1
ZΓ(β − 2H)t
−2H (6.92)
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the left hand side is a function which has constant sign. For some small  > 0 and
large enough t we observe the inequality
m(1− )
Z
∫ h2
h1
dh
t−2h
Γ(β − 2h) ≤ E[E2H,β(−Zt
2H)|Z] ≤ M(1 + )
Z
∫ h2
h1
dh
t−2h
Γ(β − 2h) .
(6.93)
Now we check the asymptotics of the integral above,
ln(t)
t−2h1
∫ h2
h1
dh
t−2H
Γ(β − 2h) = ln(t)
∫ h2−h1
0
dh
e−2h ln(t)
Γ(β − 2h1 − 2h)
=
∫ ln(t)(h2−h1)
0
dh
e−2h
Γ(β − 2h1 − 2h/ ln(t))
t→∞−−−→ 1
2Γ(β − 2h1) . (6.94)
Taking the limit → 0 and averaging over Z proves point i).
For ii) let us first study the behaviour of the power law asymptotic itself,
E
[
t−2(h1+H
′)
ZΓ(β − 2(h1 +H ′))
1
t−2h1 ln(t)−α
|Z
]
=
1
Zt−2h1 ln(t)−α
∫ 1−h1
0
dh pH′(h)
t−2(h1+h)
Γ(β − 2(h1 + h))
=
1
Z
∫ ln(t)(1−h1)
0
dh pH
(
h
ln t
)
ln(t)α−1
e−2h
Γ(β − 2(h1 + h/ ln(t)))
t→∞−−−→ 1
Z
∫ ∞
0
dh hα−1
e−2h
Γ(β − 2h1) =
Γ(α)
Z2αΓ(β − 2h1) . (6.95)
Now, because of asymptotic (6.92) for every  > 0 there exist a TH such that for
t > TH
1− 
ZΓ(β − 2H)t
−2H < E2H,β(−Zt2H) < 1 + 
ZΓ(β − 2H)t
−2H . (6.96)
This inequality holds for any H in a closed interval [h1, h2] and fixed Z. As the
Mittag-Leffler function and the power function are continuous with respect to H in
this range, we can find T sufficiently large such that this inequality will hold for
t > T and all H ∈ [h1, h2] simultaneously. Otherwise we could take Tk → ∞ and
corresponding Hk ∈ [h1, h2] for which it does not hold and obtain a contradiction
with continuity of H 7→ E2H,β(−Zt2H) or asymptotic (6.92) at an accumulation
point of the sequence Hk.
We may divide (6.96) by
l(t) :=
Γ(α)
Z2αΓ(β − 2h1)t
−2h1 ln(t)−α (6.97)
and consider some large t > T in order to obtain
1−  ≤ lim inf
t→∞
E[E2H,β(−Zt2H)|Z]
l(t)
, lim sup
t→∞
E[E2H,β(−Zt2H)|Z]
l(t)
≤ 1 + . (6.98)
Taking the limit → 0 and averaging over Z yields the desired asymptotic
E[E2H,β(−Zt2H)] ∼ E[l(t)] = E[Z
−1]Γ(α)
2αΓ(β − 2h1)t
−2h1 ln(t)−α. (6.99)

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Using the above result, the tails of the covariance for a power-law distributed
H ′, H = h0 +H ′ exhibit power-log factor
rVH,Z (t) ∼
E[Z−1]Γ(α)
2αΓ(1− 2h0)t
−2h0 ln(t)−α. (6.100)
As we can take h0 arbitrarily close to 0+ in this model we can obtain tails which are
very close to a pure power-log shape. However we cannot reach the limit h0 = 0,
which would cause the covariance function to diverge. This corresponds to the fact
that for small h the solutions of the GLE become increasingly irregular and they do
not converge to a well-defined process for h→ 0+.
For the asymptotic of δ2XH,Z (t) the identical argument as for the covariance can
be used, so in this model the msd of the form
δ2XH,Z (t) ∼
E[Z−1]Γ(α)
2αΓ(3− 2h0)t
2−2h0 ln(t)−α (6.101)
is present for 0 < h0 < 1 and 0 < α ≤ 1. A numerical evaluation of this behaviour
is shown in Figure 6.7 where we consider the subdiffusive case H = 3/10 +H ′, with
pH′(h) = α5
−αhα−1 and α = 3/4, 0 < H ′ < 1/5. The factor t2 in expression (6.101)
does not depend on the particular form of the dynamics, so we divided all shown
functions by this factor to highlight the influence ofH. As we can see the convergence
to the asymptotic behaviour is much slower than in the previous examples, which
stems from the fact that the Mittag-Leffler function converges slowly to the power
law
E2H,3(−Zt2H) = t
−2H
ZΓ(3− 2H) +O(t
−4H). (6.102)
The inclusion of the power-log law is significant, but may be difficult to determine
on the log-log scale. It is demonstrated in the two lower panels in Fig. 6.7. The
asymptotic msd is concave in log-log scale, but the effect is not very prominent, and
for the msd estimated from Monte Carlo simulations can be detected only on very
long time scales. The difference from a power law is more visible if the lines are
shown without the factor t−2h0 (bottom panel), but h0 may not be easy to estimate
from real data. This comparison shows that different possible forms of decay can be
easily mistaken, so one should exert caution when analysing data suspected to stem
from such systems.
Let us compare all previously considered variants of the superstatistical GLE.
We show the corresponding tails of the covariance in Table 6.1. These models
can describe normal or anomalous non-Gaussian diffusion. Even the ensembles of
short memory processes can describe fractional, power law dynamics. In this regard
the superstatistical GLE is similar to models in which the force is a superposition
of other, more elementary processes (Eab and Lim, 2011; Sandev and Tomovski,
2014). On the other hand it differs considerably from this approach, using a lo-
cal, not global fluctuation-dissipation relation. Modelling diffusion by a mixture of
Gaussian variables instead of superposition of Gaussian variables leads to already
discussed non-Gaussian behaviour, which has the same origin as the asymptotics of
the covariance tails. Therefore, given experimental data, it is possible to compare
the observed pdfs and tails of the covariance function (as given in Table 6.1) or
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Figure 6.7: Mean square displacement from Monte Carlo simulations (solid blue
lines) for power law GLE with fixed Z = 1 and 0.3 < H < 0.5 which has the power
law form pH(0.3 + h) ∼ const · hα−1 with α = 3/4. The sample size was 103. The
result is show on different scales, together with the asymptotic (6.100) (dashed lines)
and the same asymptotics without the factor ln(t)−3/4 (dotted lines).
126 CHAPTER 6. SUPERSTATISTICAL LANGEVIN EQUATIONS
the asymptotics of the msd, in this way effectively distinguishing between different
variants of the model. A stronger statistical verification is possible when a num-
ber of long trajectories is available, which allows for the calculation of conditional
statistics, such as rVC (t|C), using time averages.
Shape parameter distribution
rF bounded on interval power law at 0+ power law + c, c < 1
Λδ(t)  e−λt · t−1 (6.12) ∼ t−α (6.13) ∼ t−α · e−λt (6.7)
e−
1+A′2
A′ t  e−λt · t−1 (6.63) ∼ t−α (6.64) ∼ t−α · e−λt (6.71)
e−2At . e−λt · t−1 (6.73) ∼ cos(t) · t−α (6.75) . t−α · e−λt (6.74)
t2H−2  t−α · ln(t)−1 (6.90) ill-defined ∼ t−α · ln(t)−β (6.100)
Table 6.1: Different asymptotics of the covariance function rV for different GLEs:
memoryless, exponential kernel in decay regime (under convenient parametrisation),
exponential kernel in the oscillating exponential decay regime, and power law. Dif-
ferent distributions of the shape parameters Λ, A′, A,H are considered. For brevity
we omitted all scaling factors. We show the numbers of equations in the text, in
which the full results are shown.
Summary
In this work we reached into the rich world of diffusion phenomena in order to
better understand the role and meaning of the models based on the classical and
generalized Langevin equation. Our goal was to present these models from many
different perspectives, each with its own advantages and limitations. Langevin equa-
tions can be interpreted as a reduced form of Hamilton’s equations, which links
macroscopic and microscopic level of physical description. Looking at them as
discrete-time linear filters stresses the properties of raw data and provides a link
between physical models, statistical methods, and experimental observations. But,
measurements may not be necessarily be interpreted as time dependent sequences.
When analysing data in Fourier space, as a spectrum, the dynamics disappeared,
and Langevin equations were viewed as multiplicative operators. We discussed the
somewhat surprising relation of this fact to their ergodic properties. We also ex-
plored relations between time- and ensemble- averages from a different angle: using
the superstatistical approach we rendered Gaussian and ergodic Langevin equations
non-Gaussian, non-ergodic, and thus suitable as models of such types of systems.
Our methods were primarily based on the theory of Gaussian and second order
processes, which was an intentional choice: we were interested in how models can
be distinguished and verified. For this reason we concentrated our study on prop-
erties which are commonly estimated from the data: the covariance function, mean
square displacement and power spectral density; similarly we advocated the use of
the characteristic function as a tool for analysing non-ergodic and non-Gaussian
properties. Through this approach we managed to illustrate even our more abstract
results, such as the generalisation of the Maruyama’s theorem, using Monte Carlo
simulations and plots of measurable quantities.
As the final point, we want to stress that there are many ways in which the
presented results could be improved and extended. From a mathematical perspec-
tive, the theory of the stationary solutions of the generalized Langevin equation is
an open topic; in this work we were concerned only with the solutions in the mild
sense and the cases where its existence was easily assured. The relations between
Hamiltonian systems, their stationary solutions, and diffusion, are also intriguing;
the model considered in this work was local and did not allow for many types of
long-range correlations.
From a practical standpoint, the empirical validation is the most relevant goal.
The proposed techniques and models were designed with experimental data in mind;
therefore using them in applications is the most natural next step. It it certain
that it would help to further refine the presented ideas and to find new unforeseen
connections and interpretations.
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