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Abstract-A method is proposed for the evaluation of integrals that occur in the calculation 
of stiffness matrices when isoparametric or high order transformation bases are used on finite 
elements with curved sides. The propagation of errors in the initial values for the various forms 
of recursion is analysed. Several factors involved in the selection of a suitable recursion technique 
are discussed. Numerical results indicate that recursion can be used successfully even for those 
values of the parameters for which numerical instability in the evaluation of the analytic forms 
of the integrals would normally necessitate he use of cubature techniques. 
1. INTRODUCTION 
When a finite element bounded by two straight lines and a curve is transformed to the 
standard triangle T with vertices at (0, 0), (1, 0) and (0, 1) by the isoparametric [ l] or high 
order transformation[2] method, the stiffness matrix involves integrals of the form 
(1.1) 
The functionfis a polynomial in the variables p and q, and the parameters a and /3 depend 
on the transformation and are related to the shape of the curved side. We assume that the 
transformation is non-singular, in which case a, /3 > - 1. Geometrically one may visualise 
integrals of the form (1.1) as having a singularity on a line outside, but possibly close to, 
the region of integration (Fig. 1). 
It is not obvious that the evaluation of (1.1) presents any problems, as it is a 
straightforward though tedious task to do the integration analytically starting with the 
substitutions  = /Jp + cxq, t= - ap +/?q, and finishing with the evaluation of several 
one-dimensional integrals involving the product of a logarithm with a polynomial. On 
actually performing this task, however, one experiences a severe loss of accuracy in the 
numerical evaluation of the analytical solution when both 1~1 and I/?/ are small, caused by 
the near-vanishing of LX’+/?‘, the Jacobian of the transformation. This loss of accuracy 
will be discussed in more detail in the next section. 
A simpler task than the evaluation of (1. l), but of the same generality, is the evaluation 
of the moment integrals 
(1.2) 
These integrals satisfy the recursion [3] 
Mij+B"*+l,j+aMi,j+l = Cij, 
3x7 
(1.3) 
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p’q’ dp dq= (i+j+2)., (1.4) 
In this case the analytic integration can be understood as the recursive solution of (1.3) 
in the direction of increasing i (given A&J or increasingj (given M,,). The starting values 
can be expressed in terms of one-dimensional integrals[2]. We shall refer to this method 
for solving (1.3) as forward recursion. 
The recursion formula (1.3) can also be solved in the direction of decreasing values of 
i and j, in which case estimates for starting values are needed. However, as will be shown 
in Section 3, when 10~1 and I/3/ are small these values need not be accurate. This method 
for solving (1.3) will be referred to as backward recursion. 
The choice between forward and backward recursion is not clear-cut for intermediate 
values of a and /I, and in addition there are several variations of the forward recursion 
process. The precision of the available computer also influences the choice, since loss of 
precision caused by a basically unstable recursion is less important when high precision 
is available. 
In this paper we analyse the propagation of errors in the initial values for the various 
forms of recursion, and make recommendations on which recursions to use. Since error 
bounds do not always faithfully estimate the actual errors, these recommendations are 
modified in the light of numerical experiments on two computers. 
2. ERROR ANALYSIS FOR FORWARD RECURSION 
Suppose that the error made in the recursive calculation of Mij is denoted by 6ij. Then 
it follows from (1.3) that 
(2.1) 
The error propagation for the forward recursion is then described by 
or 
cij = -(6- i,j + w- i.j+ J/S9 (2.2a) 
cij = -(G,j-1 +BEi+l,j-1>/a3 (2.2b) 
depending on whether the recursion is done in the direction of increasing i or increasing j 
respectively. The forward recursion will therefore be stable when either 
(2.3a) 
or 
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(2.3b) 
To start the process, the “initial values” M,,j (alternatively A&,,,) are needed, i.e. we need 
to calculate integrals of the form 
IS 4’ p 1 + BP + a9 dpdq. 
These integrals can be reduced to one-dimensional integrals of the form[2] 
Mo.j= (l/B) 
IS 
’ qjln(1 + (a - B)q/(l + fi))dq - 
s 
‘qjln(1 + aq)dq + ln(1 + /?)/(j + 1) . 
0 0 
(2.4) 
The integrals (2.4) will be known if we can evaluate integrals of the general type 
dln(l +w)dq, Y > -1, 
+-YMi+ l)-YPj+dYMj+ 11, 
where 
P,{Y) := -dq, y>--1. 
The integrals (2.6) satisfy the recursion 






The process of calculating Mij starting with PO, which we will describe as forward 
recursion with forward recursive calculation of the initial values, is equivalent to the 
analytic calculation of Mij as described in the introduction. If the error made in the 
calculation of Pi is denoted by cji, it follows from (2.7) that 
$+I = - Ejh 3 (2.8) 
so that even when PO is known to machine precision (which may not be true for small 
values of [r(), error amplification for small (y[ may be considerable. 
Let us assume that the polynomials f(equation 1.1) have degree m, i.e. that we have 
0 I i,j s m and 0 5 i + j 5 m. To start he forward recursion we now need the values Pj(y) 
for 1 I j I m + 1, where y assumes the values (a - p)l( 1 + p) and a when (2.2a) is used, 
and where (Y and p are interchanged when (2.2b) is used. For forward recursion in (2.7) 
we now have damping of initial errors when y > 1, and otherwise 
max (ej( I pJyI-(“+‘), 
ISjsm+l 
(2.9) 
where p represents the precision with which PO can be calculated. 
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Since we know from (2.6) that 1” P, = 0, we may assume that P,x 0 for 
j 2 N,> m + 1. From (2.8) it now follows/ ttat, when the recursion is done in the direction 
of decreasing j (backward recursive calculation of the initial values), we have 
Since from (2.6) it follows that 
P,,lmax 
1 ( >i 1, 1 +y - uq+ I>, 
we have the estimate 
(2.10) 
where we assume that the backward recursion in (2.7) will be used only when Iy ( < 1. 
The maximum absolute error EQ(y) involved in the calculation of the set 
(Q,: 0 <j 5 m>, where Qj is defined by (2.5), is bounded by 
EQ(y) I ylmax error in P,(y)1 = p, y 2 1, (2.11) 
or 
EQ(Y) 5 1~11 max error in P ,+l(r)lY IY( < 1. (2.12) 
When forward recursion in the direction of increasing i is used to calculate the set 
M:={Mij:05i,j5m, 05i + jsm}, (2.13) 
we now finally have, from (2.2a) and (2.4), that 
while when the direction of recursion is that of increasing j we have similarly 
FEE s(1-b (BI)~~~~-(~+"(EQ~~)+EQ(~)~. 
(2.14a) 
(2.14b) 
3. ERROR ANALYSIS FOR BACKWARD RECURSION 
If the values of Mij for i +j = Nb (say) are known or can be estimated, then backward 
recursion can be used in (1.3) to calculate the set A4 (equation 2.13). From (2.1) it follows 
that the error propagation for the backward recursion is described by 
Eij= -B~i~I,j-~~~,j+l~ (3.1) 
so that stability will be assured for 
bl+lPI 5 1. (3.2) 
Since we have 0 5 p,q 5 1 over the area of integration, and since all the integrands are 
positive under the assumption that CY,/~ > - 1, we know that lim M, =O. Suppose 
i+,-b= 
therefore that we assume M, = 0 for i + j z Nb > m[3]. 
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Now since 
ss Pi-‘4-YP2 - 2P9 + 47 dp dq > * 1+ BP + a9 9 T 
it follows that 
Mi+l,j-l + Mi-l,j+ 1 > 2Mij. 
The sequence {M+,:O : i 5 k} is therefore convex for any value of k, and 
max Mi,k-i = max(M,,,, M,,,). 
OSiLk 
The use of this upper bound on the diagonal k = Nb yields the error estimate for backward 
recursion with Ial + I/L?1 I 1 
BEE := m;x IEiil I (Ia/ + IfiIINb -“max(Mo,N,, MNbJ, 
Also, since 
we know that 




1+/l l+a > 
(Ia I + IPI)Nb -ml((Nb + l)(Nb + 2)). 
(3.3) 
(3.4) 
When Ia) + 1~1 . 1s small, errors made in the original estimates will be damped quite fast, 
so that large values of Nb may not be needed. 
4. CHOICE OF RECURSION STRATEGY 
The areas of stability (Fig. 2) defined by the sufficient stability conditions (2.3) and (3.2) 
do not cover the area of interest, i.e. a,/3 > - 1, but potential instability can be tolerated 
for a limited number of recursion steps. Therefore, for high accuracy of the initial values 
and for relatively few recursions, the method may prove to be useful even for values of 
a and /3 in areas where stability is uncertain. The requirement hat recursions must be few 
in number when stability is uncertain, forces one to consider backward recursion when 
Ia I -t- //?I -c 1, as the initial errors are large. For all other values of a and B the forward 
recursion must be selected. 
When forward recursion is used, the direction of recursion will be determined by the 
relative magnitudes of (1-t IoI)l[BI and (1 + ~/I~)/~cY~, or equivalently, when IpI > 1~~1 recursion 
proceeds in the direction of increasing i, otherwise in the direction of increasing j. In each 
case two values of y play a role in the calculation of initial values, viz. 
a- 
YI 
B = a, y2 = - 
1 +B’ 
(4. la) 




Fig. 2. Area of stability for recursive integral calculation. 
or 
8-a 
Yl = B, Yz = -* 
l+a 
(4.lb) 
For the calculation of the initial values {P,}, theoretically one would use forward recursion 
when y 2 1, and backward recursion when Iy 1-c 1. However, the convergence of the 
backward scheme is slow, as can be seen from the expansion 
pi(Y) = & -Y + .L 
j+l j+2 j+3 ““’ 
-l<ySl, 
while amplification of errors in the forward recursion may be small enough, for low values 
of m and small errors in P,,, to make its use preferable ven in some cases where Iy[ < 1. 
Suppose therefore that the decision on the use of either forward or backward recursive 
calculation of the {P,), for a particular value of y and a chosen value of N, is made by 
comparison of the error estimates involved. Let p denote the error in the computation of 
P,, (approximately machine accuracy). For values of y 2 1 the forward recursion will 
definitely be used. For Iy 1 < 1 the recursion yielding the smaller estimated error bound will 
be used. In other words, the backward recursion will be used to calculate (2.6) only when 
IyI < 1 and also (from (2.9) and (2.10)) 
max l,- 
( ) 1:, 11 
y NJ < ,U(N/f 1). 
The error bound EQ(r) for 1~1 C 1 [see (2.12)] can now be written in the form 
(4.2) 
(4.3) 
and the forward error estimate FEE can be calculated from (2.14) with the applicable values 
of y, and y2 (see (4.1)) substituted in (2.11) and/or (4.3). 
When both Ial and \/_?I are small, forward recursion may lead to unacceptable 
amplification of errors, and backward recursion must be considered when Ial + IpI < 1. The 
choice between forward and backward recursion is again based on the comparison of the 
error bound estimates. As in the recursive calculation of the starting values for forward 
recursion, we will use backward recursion only when, for given values of (Y, p, m and p, 
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and chosen values of Nb and N,, both the conditions 
IQI + lfil <1, BEE<FEE 
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are satisfied. The choice of Nb and N, depends on the accuracy desired, the range of values 
a and /I for which integrals have to be calculated, and on the relative importance of 
computation time. Since backward recursion is relatively slow (Section 5), large values for 
Nb are undesirable 
To conclude this section, we summarise the recursion strategy. 
(1) Given a, 8, m and ,u, and a desired accuracy, use the estimates of error bounds to 
get a rough idea of sensible values to choose for Nb and N, (keep N,, as small as possible). 
(2) IfJal+lal 1 1, use forward recursion. 
(3) If Ial + Ial < 1, and BEE < FEE, use backward recursion. Otherwise, use forward 
recursion. 
(4) When forward recursion is selected, two values of y are relevant to the calculation 
of starting values. If y 2 1, forward starting value recursion is used. If Iy 1 < 1, use the 
criterion (4.2) to decide the recursion direction. 
Note that for the special case a = j?, the integrals Mii are the Dirichlet integrals and 
satisfy 
i!j! 
Mij= (1 + j + l)! Pi+j+*(ah 
which leads to simplified calculations. 
5. NUMERICAL EXPERIMENTS 
A value of m = 6 is adequate for the construction of the integrals (1 .l) for both 
quadratic isoparametric and second order, limit stable, high order transformation bases [4]. 
The set of moment integrals 
M={M,:01i+j~6, O~i,jr6}, (5.1) 
was therefore chosen for the numerical experiments. 
In order to compare the accuracy of the recursively calculated integrals, an adaptive 
cubature algorithm based on a 19-point cubature formula of degree 8 which attempts to 
obtain the required (or optimal with respect to the particular computer) accuracy[5] was 
used to calculate what we will refer to as control integrals. Accuracy and computation time 
comparisons were also done between the control integrals and cubature results obtained 
when the basic 19-point rule was used without subdivision. The values of OL and p used in 
the tests were 
a, j?t: ( - 1 + k(O.l): 1 I k I 30). (5.2) 
The parameter pair a = B = 0 for which all methods are exact was excluded. Some of the 
curved elements allowed for by the use of the values (5.2) in quadratic isoparametric 
transformation of the standard triangle are shown in Fig. 3. These include the two extreme 
cases, viz. (Y =p= - 0.9 and (Y =p= 2. Elements with bigger distortion can if necessary be 
catered for by subdivision of elements. 
For each pair (a, j?) in the set (5.2) the relative error measure 
(5.3) 
was calculated, where &li, denotes the value of the control integral. Since the set M remains 
invariant under interchange of ct and 8, we have EM(a,j?)=EM(p,au), and calculations 
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Fig. 3. Examples of test elements. 
were done only for cx 2 /3. Computations were carried out on a CDC Cyber 750 (4%bit 
mantissa) as well as on an Amdahl 470 V/7 (6 hexadecimal digit mantissa) in order to test 
the effectiveness of the recursion methods on computers with different word lengths. 
We first consider results obtained with the use of backward recursion in (1.3). The 
convergence with increase in Nb is illustrated in Fig. 4. The elements in the set (5.2) for 
which EM was smaller than 5 x 10’ when calculations were done on the CDC are 
indicated, for Nb = 20 (below the diagonal) and Nb = 100 (above the diagonal). In fact, 
machine accuracy was obtained in the latter case for all but a few (a, p) points on the outer 
edge of the shaded region. When oscillating noise with amplitude lo-’ was added to the 
starting values for the recursion, a smaller area of convergence more in keeping with the 
expected convergence in loI+ IpI C 1, was obtained (Fig. 5). For higher noise levels, the 
diamond effect becomes more pronounced. The results indicate that when the nature of 
the errors in the starting values is unknown, convergence may only be expected for 
lcll+ I/31 < 1, while errors of one sign (as is the case for the present application) may result 
in convergence for Ia 1 < 1, I/? 1 < 1. When these computations were repeated on the Amdahl, 
and elements for which EM was smaller than 5 x 10e4 were selected for Nb = 14 and 50 
respectively, the resulting figure was nearly identical with Fig. 4, with convergence to 
machine accuracy in the interior. 
When forward recursion is used in (1.3) results are far more unpredictable because of 
the uncertainty with respect to the stability and convergence. For the CDC, with 
P 
a 
Fig. 4. Backward recursion convergence. 
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a 
Fig. 5. Backward recursion convergence (oscillatory initial errors). 
approximately 14 decimal digits precision, the only elements for which an accuracy of 
5 x lo-’ was not achieved were those immediately surrounding the origin, and increase 
in N/ results in convergence to machine precision for all elements outside the unit square. 
For the Amdahl, however, with approximately 7 decimal digits precision, error 
amplification is such that even for m = 6, and with N, increased to 50 (after which no 
changes are noticeable) there are areas, indicated by the unshaded regions in Fig. 6, where 
half machine precision (EM < 5 x 10V4) could not be achieved. 
The contours in Fig. 7 indicate the regions of varying accuracy obtained with the 
1Ppoint cubature routine (with no subdivision allowed). The innermost area round the 
origin, with EM < 5 x lo-’ and indicated by the number 6, was obtained only on the 
CDC, with the other contours identical for the two machines, as is to be expected. 
The next stage is the use of the error estimates to choose recursion directions. The 
shaded regions in Fig. 8 indicate the oz, /?-values where backward recursion was auto- 
matically selected, for Nb = 20 and NY= 50, for the two machines. The smaller value of 
p for the CDC results in higher relative accuracy of the forward recursion and a smaller 
area where backward recursion was selected. Figure 9 shows the accuracy obtained for this 
a 
Fig. 6. Forward recursion convergence (Amdahl). 
396 M. L. BAART and R. J. Y. McL~D 






Fig. 8. Recursion selection (Nb = 20, N,= 50). 
Amdahl 
Fig. 9. Selected recursion accuracy (Nb = 20, N,= 50). 
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Table 1. Comparison of execution times 
t point Backward recursion 
Forward recursion 
Method 19- cuba- ture Nb 12 
Execution 
time (set) 0.4 0.3 0.4 0.8 4.2 16.0 0.3 0.3 0.3 0.3 0.4 
397 
choice of Nb and N,. For the CDC the accuracy was better than half machine precision 
for the whole set of test values. In fact, an accuracy of 10 or more decimal digits was 
obtained over most of the region, the worst accuracy being EM x 5 x lo-*. For the 
Amdahl, however, even half machine precision could not be obtained in the unshaded 
region. This can be seen by combining the results shown in Figs. 4 and 6 according to the 
selection indicated in Fig. 8. The comparison of Fig. 9 with Fig. 7 shows the relative 
accuracy of the recursively calculated integrals and the 19-point cubature evaluations. This 
shows clearly that the recursion method can be used to obtain highly accurate values for 
the set M when it is implemented on a high precision computer, at least when m is small, 
but that problems may be anticipated when less accurate starting values are used. The 
results also highlight the dangers involved in blithely evaluating the analytic solution (the 
forward recursion with forward recursively calculated starting values) of integrals of the 
form (1.1) or (1.2). 
In order to compare the execution times needed to calculate the set M, we present in 
Table 1 the total time needed on the CDC to calculate the 464 sets used in the numerical 
experiments, for selected values of Nb and N,. 
The backward recursion is relatively slow, in particular for large values of Nb, while 
an increase in N, has very little effect on the execution times. The indicated approach is 
therefore to choose small Nb and large N, values in order to decrease computation time. 
Another advantage of this approach is that the backward recursion will be selected only 
when la/ + //?I is reasonable small, and this in turn results in decreased computation times 
in problems where the curvature of the boundaries is such that only larger values of (al 
and [/?I occur in the transformations. 
6. CONCLUSIONS 
The recursive calculation of the integrals (1.2) yield accurate results on high precision 
computers, but the method is less successful for some parameter values when implemented 
on less powerful machines. The relative slowness of the backward recursion makes the 
choice of small values of Nb advisable, while large values of N/may be used. The method is 
particularly useful where the position of the line containing the singularity is close to the 
triangle, so that it would be necessary to use repeated subdivision if cubature evaluation of 
the integrals were used. When the line is far away from the triangle, i.e. [a I+ )/I I is small, the 
analytic integrals are prone to error amplification, and in these cases the backward recursion 
is indicated. 
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