We study the convergence in distribution, as H → 1 2 and as H → 1, of the integral
Introduction
The Rosenblatt process is a stochastic process in the second Wiener chaos, i.e. it can be expressed as a multiple integral of order two with respect to the Wiener process. It is a non-Gaussian self-similar process with stationary increments that exhibits long memory. The Rosenblatt process belongs to the class of so-called Hermite processes, which are selfsimilar processes with stationary increments in the qth Wiener chaos (q ≥ 1) (the Rosenblatt process is obtained for q = 2 while for q = 1 we have the fractional Brownian motion, which is the only Gaussian Hermite process). The Rosenblatt process has been widely studied in the last decades, see e.g. the monographs [10] and [14] and the references therein.
There are several recent research works that investigate the asymptotic behavior in distribution of some fractional processes (see [3] , [2] , [1] , [15] ) with respect to the Hurst parameter. In particular, in the case of the Rosenblatt process (Z H (t)) t≥0 with self-similarity index H ∈ ( space of continuous functions C[0, T ] (for every T > 0), to a Brownian motion while if H → 1, it tends weakly to the stochastic process (t 1 √ 2 (Z 2 − 1)) t≥0 , Z 2 − 1 being a so-called centered chi-square random variable. The case of the generalized Rosenblatt process has been considered in [2] while the case of the Rosenblatt sheet can be found in [1] . Hermite processes of higher order have been considered in [3] , [1] .
The purpose of this work is to investigate the asymptotic behavior in distribution, with respect to the Hurst parameter, of the Wiener integral with respect to the Rosenblatt process (or the Wiener-Rosenblatt integral). The Wiener-Rosenblatt integral R f (u)dZ H (u) has been introduced in [6] , for a sufficiently regular deterministic function f . In a first part, we give the asymptotic behavior in distribution, as H → 1 2 and as H → 1, of the random variable R f (u)dZ H (u), by assuming suitable integrability condition on f . We will then focus on the asymptotic behavior with respect to H of the Rosenblatt Ornstein-Uhlenbeck process (ROU for short) which constitutes the unique solution of the Langevin equation driven by the Rosenblatt process. The ROU process can be expressed in the form of a Wiener-Rosenblatt integral with a particular kernel f . In order to check that this kernel verifies the integrability conditions needed to apply our general result, we need to use some technical results, in particular the so-called power counting theorem from [13] . We will treat separately the cases of the non-stationary ROU (whose initial value does not depend on H) and of the stationary ROU (with initial value depending on the Hurst parameter). We will prove that the (stationary) ROU converges weakly, as H → 1 2 , to the (stationary) Gaussian Ornstein-Uhlenbeck process (solution of the Langevin equation driven by the Brownian motion) while as H → 1, the ROU process converges weakly to a chi-square random variable multiplied by a deterministic process. Since we deal with processes in the second Wiener chaos, our proofs rely on the analysis of the asymptotic behavior of the cumulants of the random variables concerned (recall that the distribution of the elements of the second Wiener is completely determined by their cumulants, see [5] or [8] ).
We organized our paper as follows. In Section 2 we recall some basic definitions for the Rosenblatt process and the Wiener-Rosenblatt integral and we also state a general result for the limit behavior in law of the Wiener-Rosenblatt integral as the Hurst index converges to its extreme values. In Section 3 we treat the particular case of the Rosenblatt Ornstein-Uhlenbeck process.
The Rosenblatt process and the Wiener-Rosenblatt integral
Below, in the first part, we present the definition and the basic properties of the Rosenblatt process and of the Wiener integral with respect to the Rosenblatt process. In the second part, we give a general result concerning the convergence in distribution with respect to the Hurst parameter of the Wiener-Rosenblatt integral. This general result will be applied in the next section in order to obtain the limit behavior of the Ornstein-Uhlenbeck process with Rosenblatt noise.
Definition and basic properties
Let (Ω, F, P ) be a probability space and let (B(y)) y∈R be a Wiener process on Ω. We will denote by (Z H (t)) t≥0 the Rosenblatt process with self-similarity index H ∈ 1 2 , 1 . It is defined on Ω as a multiple stochastic integral of order 2 with respect to the Wiener process B via
(1) where I 2 denotes the multiple stochastic integral of order two with respect to B (see the Appendix) and we denoted by L H t the kernel of the Rosenblatt process given by, for every
We denoted x + = max(x, 0). It is well-known (see e.g. [14] ) that the kernel L H t belongs to L 2 (R 2 ) for every t ≥ 0 when H > 1 2 , which implies that the multiple integral of order two in (1) is well-defined. The strictly positive constant c(H, 2) is chosen such that E(Z H (1)) 2 = 1. Actually (see e.g. [14] , Proposition 3.1)
where β is Beta function β(p, q) = 1 0 z p−1 (1 − z) q−1 dz, p, q > 0. The Rosenblatt process is a H-self-similar process with stationary increments. It exhibits long-range dependence and its sample paths are Hölder continuous of order δ for any δ ∈ (0, H). This process has been intensively studied in the last decades, see e.g. the monographs [10] and [14] and the references therein.
The Wiener integral with respect to the Rosenblatt process (or the Wiener-Rosenblatt integral) has been constructed in [6] 
Then the Wiener integral of f with respect to Z H is given by
where the kernel J H f has the expression, for every y 1 , y 2 ∈ R,
The Wiener-Rosenblatt integral constitutes an isometry between H H and L 2 (Ω) since, for
The space H H is not complete and may contains distributions. A subspace of functions included in H H is the space |H H | of measurable functions f : R → R such that
Asymptotic behavior of the Wiener-Rosenblatt integral
Our purpose is to study the asymptotic behavior, as H → 1 2 and H → 1, of the Wiener integral with respect ot the Rosenblatt process
where (Z H (t)) t≥0 is a Rosenblatt process with self-similarity order H ∈ ( 1 2 , 1) and f ∈ H H . The proof of the asymptotic behavior of the Wiener-Rosenblatt integral is based on the analysis of its cumulants. Since the random variable
belongs to the second Wiener chaos, see (4), its law is completely determined by its cumulants (or equivalently, by its moments). That is, if F, G are elements of the second Wiener chaos then F and G have the same law if and only if they have the same cumulants. Moreover, the convergence of the cumulants implies the convergence in distribution when we deal with sequences in the Wiener chaos of order two. Let us denote by k m (F ), m ≥ 1 the mth cumulant of a random variable F . It is defined as
We have the following link between the moments and the cumulants of F : for every m ≥ 1,
is the set of all partitions of b. In particular, for centered random variables F , we have
In the particular situation when G = I 2 (f ) is a multiple integral of order 2 with respect to a Wiener process (B(y)) y∈R , then its cumulants can be computed as (see e.g. [7] , Proposition 7.2 or [14] )
From the formula (9), we can obtain the following expression of the cumulants of the Wiener-Rosenblatt integral (see e.g. [12] ).
and
We will treat separately the behavior of the Wiener-Rosenblatt integral as H is near 1 2 and near 1. The limiting process will be different in these two cases.
Convergence when H → 1
We have the following result.
with Z ∼ N (0, 1).
Proof: First notice that condition (12) implies that f ∈ |H H | for H ≥ 1 2 + ε. Indeed, by using the bound sup H∈[
Consider the random variable
which has the same law as the right-hand side of (13) . We have
On the other hand, since by (11)
Assume that the integrability condition (12) is satisfied. Consider the function g H defined on R m except the diagonals with values in R, given by
Clearly g H (u 1 , .., u m ) converges to f (u 1 )...f (u m ) for almost every u 1 , .., u m ∈ R. Also, using again the bound sup H∈[
+ε for every x ∈ R, we have
+ε .
In order to apply the dominated convergence theorem, we need to show that the function 
Convergence when
Concerning the behavior of the Rosenblatt-Wiener integral when H approaches one half, we have the following result.
exists and it is finite and
Proof: We need to analyze the behavior of the cumulants of R f (u)dZ H (u) as H converges to
On the other hand, due to condition (15),
Since R f (u)dZ H (u) belongs to the second Wiener chaos, by the Fourth Moment Theorem (see [9] , see also Theorem 1 in the Appendix) we conclude that R f (u)dZ H (u) converges in distribution as H → 1 2 to a Gaussian random variable with mean zero (the limit of its first cumulant) and variance σ 2 f (the limit of its second cumulant).
We will see below that for certain kernels f the condition (14) is automatically satisfied. Recall that a sequence of functions (f n ) n≥1 is an approximation of the identity as n → ∞ if
• f n (t) ≥ 0 for every t ∈ R.
• For every δ > 0, |t|≤δ f n (t)dt −−−→ n→∞ 1.
• For every δ > 0, |t|>δ f n (t)dt −−−→ n→∞ 0.
Moreover, if (f n ) n≥1 is an approximation of the identity, then for every f ∈ L p (R) with p ∈ [1, ∞), the convolution f * f n converges in L p (R) to f .
Proof: By Proposition 2, it suffices to check that the limit (14) exists and it is equal to R f 2 (u)du. We have
Notice that the function 2H(2H − 1)
constitutes an approximation of the identity as H → 1 2 . Therefore,
By condition (15) and Theorem 1, the conclusion follows.
Remark 2
• The above result shows that, when H → 1 2 , the Wiener-Rosenblatt integral R f (u)dZ H (u) converges in distribution to R f (u)dW (u), where W is a Wiener process. This is a natural extension of the results in [1] or [15] .
• The condition supp (f ) ⊂ [0, ∞) in Corollary 1 cannot be omitted. If for example supp (f ) is R, the above proof does not work, since
is not an approximation of the unity.
Asymptotic behavior of the Rosenblatt Ornstein-Uhlenbeck process
The Rosenblatt Ornstein-Uhlenbeck (ROU) process is defined as the unique solution of the Langevin equation
where λ, σ > 0 and the initial condition ξ is a random variable in L 2 (Ω). The case when the noise in (16) is the fractional Brownian motion has been considered in [4] .
The unique solution to (16) can be expressed as
where the stochastic integral with respect to Z H can be understood both in the Wiener or Riemann-Stieltjes sense.
The stationary Rosenblatt Ornstein-Uhlenbeck process is obtained by taking the initial condition ξ = σ 0 −∞ e −λu dZ H (u) in (16) . Then, the stationary ROU, which will be denoted in the sequel by (X H (t)) t≥0 , can be expressed as, for every t ≥ 0,
The process (X H (t)) t≥0 is a stationary Gaussian process, H-self-similar with stationary increments. Moreover, it exhibits long-range dependence since H > 1 2 , see [4] or [6] . In this paragraph, our purpose is to analyze the asymptotic behavior, as H → 1 and as H → 
Padded sets and the power counting theorem
We need to recall some notation and results from [13] which are needed in order to check the integrability assumption from Proposition 3.
Consider a set T = {M 1 , .., M m } of linear functions on R m . The power counting theorem (see Theorem 1.1 and Corollary 1.1 in [13] ) gives sufficient conditions for the integral
to be finite, where f i : R → R, i = 1, .., m are such that |f i | is bounded above on (a i , b i ) (0 < a i < b i < ∞) and
For a subset W ⊂ T we denote by s T (W ) = span(W ) ∩ T . A subset W of T is said to be padded if s T (W ) = W and any functional M ∈ W also belongs to s T (W \ {M }).
Denote by span (W ) the linear span generated by W and by r(W ) the number of linearly independent elements of W .
Then Theorem 1.1 in [13] says that the integral I (19) is finite if
for any subset W of T with s T (W ) = W and
for any proper subset W of T with s T (W ) = W , including the empty set. If α i > −1 then it suffices to check (20) for any padded subset W ⊂ T . Also, it suffices to verify (21) only for padded subsets of T if β i ≥ −1.
The condition (20) implies the integrability at the origin while (21) gives the integrability of I at infinity.
There is a similar result if one starts with a set T of affine functionals instead of linear functionals.
The (non-stationary) ROU process
We first treat the case of the process (17) with initial condition not depending on the Hurst index. In the sequel, we fix T > 0 arbitrary chosen.
Convergence when H → 1

Proposition 4 Assume that the initial condition ξ does not depend on H. Then the process (Y H (t)) t∈[0,T ] converges weakly, in the space of continuous functions C[0, T ], to the stochastic process (Y (t)) t∈[0,T ] given by
Proof:
We start by checking the convergence of the finite dimensional distribution of Y H of those of Y . Take α 1 , ..., α d ∈ R and t 1 , ..., t d ∈ [0, T ]. We will prove that
We have, by the linearity of the Wiener-Rosenblatt integral,
In order to apply Proposition 2, we need to show that condition (12) holds true. Clearly f belongs to L 1 (R). Concerning the first part of (12), we have
Concerning the tightness, notice that for every 0 ≤ s < t ≤ T we have, since Y H is a solution to (16) E|Y
and therefore, for every p ≥ 1,
The tightness is obtained from (24) and e.g. Lemma 2.2 in [11] .
Note that the limit process (Y (t)) t∈[0,T ] given by (22) is a second chaos stochastic process. Therefore, its finite dimensional distributions are characterized by the cumulants, i.e. for every α 1 , .., α d ∈ R and t 1 , ..,
for m ≥ 2 and
α j e −λt j .
Convergence when
The (standard) Ornstein-Uhlenbeck process (denoted Y 0 in the sequel) is given by (17) with Z H replaced by a Wiener process W . Thus it can be written as
Consequently, (Y 0 (t)) t≥0 is a Gaussian process with mean EY 0 (t) = e −λt Eξ for any t ≥ 0 and covariance function
for every s, t ≥ 0. The Ornstein-Uhlenbeck process will appear as limit of the ROU process as H → 1 2 .
Proposition 5 As H → 
Proof: We prove the convergence of the finite dimensional distributions of X H to those of X when H → 1. Consider α 1 , .., α d ∈ R and t 1 , ..,
Notice that, by linearity
We need to show (12) . First, notice that g belongs to L 1 (R) because
Concerning the first part of (12), we have, with g from (27),
The fact that the above integral is finite follows from the computation of the term I given by (33) below. Again the tightness is obtained since X H obviously satisfies (24).
We will denote by (X 0 (t)) t≥0 the stationary Ornstein-Uhlenbeck process. Recall that the stationary Ornstein-Uhlenbeck process is obtained from (25) by taking the initial condition ξ = σ 0 −∞ e −λu dW (u) where (W (u)) u∈R is a Wiener process on the whole real line. Thus
with σ, λ > 0. The process (X 0 (t)) t≥0 is a centered Gaussian process, with stationary increments, with covariance function
for every s, t ≥ 0. It follows from (30) that X 0 is a stationary Gaussian process with stationary increments. 
, we use Proposition 3. In order to apply this result, we first notice that the function g given by (27) is in H H (acutually the computations below will show that it also belongs to |H H |). We also need to verify (14) and (15) in Proposition 3. Let us start by checking (14) . We have to prove that
First, notice that by (30),
α j α k e −λ|t j −t k | .
On the other hand,
α j α k 
