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Abstract
Heating, Ventilation and Air Conditioning (HVAC) consumes a significant
fraction of energy in commercial buildings. Hence, the use of optimization
techniques to reduce HVAC energy consumption has been widely studied. Model
predictive control (MPC) is one state of the art optimization technique for HVAC
control which converts the control problem to a sequence of optimization
problems, each over a finite time horizon. In a typical MPC, future system state
is estimated from a model using predictions of model inputs, such as building
occupancy and outside air temperature. Consequently, as prediction accuracy
deteriorates, MPC performance–in terms of occupant comfort and building
energy use–degrades. In this work, we use a custom-built building thermal
simulator to systematically investigate the impact of occupancy prediction errors
on occupant comfort and energy consumption. Our analysis shows that in our
test building, as occupancy prediction error increases from 5% to 20% the
performance of an MPC-based HVAC controller becomes worse than that of even
a simple static schedule. However, when combined with a personal environmental
control (PEC) system, HVAC controllers are considerably more robust to
prediction errors. Thus, we quantify the effectiveness of PECs in mitigating the
impact of forecast errors on MPC control for HVAC systems.
Keywords: HVAC; Control; Optimisation; Error analysis; Thermal modelling;
Simulation
1 Introduction
Commercial buildings account for about one-third of global energy consumption,
with HVAC (Heating Ventilating and Air-Conditioning) units being the major con-
tributor. An HVAC typically comprises of few Air Handling Units (AHUs), which
heat or cool the air to a specified setpoint temperature, and Variable Air Vol-
ume (VAV) units that control the volume of air flowing into each thermal zone. In
most commercial buildings, HVAC maintains a desired set point temperature dur-
ing working hours (9 AM to 6 PM) and a set back temperature during non-working
hours. Unfortunately, given the stochastic nature of building occupancy, a static
schedule either leads to energy wastage or occupant discomfort [1, 2].
HVAC energy optimization is an active area of research. In the literature, studies
have proposed several control strategies which broadly fall into two categories: reac-
tive [3, 4] and predictive [5, 6]. In a reactive controller, AHUs and VAVs respond to
measured occupancy in a zone. Here, occupancy is measured using motion, CO2 sen-
sors, or by monitoring building’s WiFi infrastructure [7]. Since buildings typically
ar
X
iv
:1
81
0.
10
61
9v
1 
 [c
s.S
Y]
  2
4 O
ct 
20
18
Jain et al. Page 2 of 21
take some time to respond to control inputs, better performance can be obtained
using predictive control strategy where the controller selects the optimal trajec-
tory of set points for a finite time horizon [8]. Of the predictive control techniques,
perhaps the best-known approach is Model Predictive Control (MPC) [9].
In a typical MPC, a known building thermal model estimates the future system
state using forecasts of model inputs, such as building occupancy and outside air
temperature. However, the effectiveness of this approach depends on the accuracy of
the predictions. As prediction accuracy deteriorates, MPC performance - in terms
of occupant comfort and building energy use - degrades and may get even worse
than conventional techniques. In recent work, Oldewurtel et al. [10] extensively
studied the influence of errors in weather forecast on HVAC energy consumption
and occupants’ comfort and quantified the impact of mis-predictions. However, the
work neither addressed errors in occupancy prediction nor studied the ways to
mitigate the influence of prediction errors.
In this paper, we address this gap. We study the influence of occupancy errors
on MPC performance using a custom-built building simulator. We also model and
analyze the impact of personal environmental control system (PEC) in the presence
of prediction errors. A PEC could be an off-the-shelf desktop fan or a heater to
provide individual thermal comfort [11]. We find that PEC when used with model
predictive control, can reduce both - the variability in energy consumption and the
occupants’ discomfort.
Our contributions are as follows:
1 We present the design and development of a building thermal simulator that
models conventional schedule-based, reactive occupancy-based, and predictive
MPC-based HVAC controllers.
2 We extend the MPC-based control strategy proposed by Kalaimani et al. [12]
and allow PEC to react between any two consecutive states of the system.
3 We quantify the impact of occupancy prediction errors on two MPC-based
control strategies - with and without PEC. For analysis, we use occupancy
data from forty-five volunteers over three months and simulations of a test
building in both heating and cooling seasons.
4 It is important that occupancy forecast errors are realistic; thus, we propose
a method to systematically introduce realistic occupancy errors into MPC
predictions using real-world occupancy data.
The rest of the paper is organized as follows. Section 2 discusses the literature
and studies conducted in the past. In Section 3, we outline the control strategies
studied in the paper. In Section 4, we present the detailed architecture and design
of the thermal simulator followed by detailed analysis in Section 5. In Section 6, we
discuss several limitations and possible future directions of the study and conclude
the paper.
2 Related Work
2.1 Central HVAC Controllers
In the past, researchers have extensively studied the optimization of HVAC con-
trollers to minimize the aggregate energy consumption and maximize user com-
fort [13, 14]. Agarwal et al. [15] studied aggressive duty cycling of HVAC based on
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occupancy patterns within the building. Lu et al. [16] proposed a smart thermostat
to automate HVAC control by sensing occupancy and sleeping patterns in resi-
dential buildings. The occupancy-based control allows buildings to operate outside
of comfort regimes when unoccupied, thus reducing energy usage [17]. Henceforth,
several other studies also explored the use of occupancy information to optimize
the HVAC energy operations [2, 18, 17, 19, 20, 21, 22, 23, 24, 25]. However, central-
ized HVAC controllers divide a building into thermal zones comprising of private
and shared spaces. Within each zone, these control strategies maintain ASHRAE
standard while assuming each zone as either occupied or unoccupied; thus, ignoring
individual comfort requirements.
2.2 Personal Environmental Control
For personalized comfort, studies proposed to use personal environmental control
systems (PECs), especially in shared spaces [11, 26, 27, 28, 29, 30]. Unlike conven-
tional centrally-controlled HVAC system, where people share the same set point
temperature [31, 32], PEC systems can meet the comfort requirements of all oc-
cupants, albeit at the cost of additional energy expenditure. Kalaimani et al. [12]
merged PEC with model predictive control to further minimize the HVAC energy
consumption and maximize the user comfort.
Though advanced predictive control strategies (such as MPC) have the potential
to optimize HVAC operations significantly, none of the studies mentioned above
quantify the influence of the prediction errors on the energy consumption of HVAC
and on the occupants’ comfort.
2.3 Error Analysis
Oldewurtel et al. [10] studied the influence of errors in weather forecast on MPC-
controlled HVAC operations, and their results indicate that the quality of weather
predictions highly correlates with the performance of the model predictive con-
troller. However, the study only focused on prediction errors in the weather forecast
and the evaluation was limited to “pure” MPC-based HVAC controller. Given that
occupancy prediction is also an input to MPC, it is essential to analyze the influ-
ence of occupancy prediction errors on HVAC operations. Besides, the study [10]
is limited to HVAC and does not incorporate the impact of PECs in satisfying the
comfort requirements of occupants.
In this paper, we extend the work in [10] and in [12] by first analyzing the effect of
prediction errors in occupancy and later exploring the benefits of PECs in mitigating
(or minimizing) the influence of prediction errors on HVAC operations. Our study
indicates that predictive control strategies make HVAC operations highly unreliable.
High variability has discouraged building managers to use advanced HVAC control
strategies, and thus, they have continued using conventional HVAC controllers.
3 HVAC Control Strategies
In a typical commercial building, spaces are either private (such as offices) or shared
(such as cafeteria, corridor), and a set of private and shared spaces constitutes a
zone. Within each zone, there exists a VAV unit that takes air from AHU at a par-
ticular temperature (u(t)) and supplies it across the rooms at a specific rate (vij(t))
Jain et al. Page 4 of 21
to maintain the room temperature close to the set point temperature. Here, j in-
dicates the room number in the ith zone of the building. To ensure a consistent
supply of fresh air, AHU recirculates only a limited amount of used air (r(t)) and
ejects the remaining air in the open environment.
Defined in Table 1, u(t), vij(t), and r(t) are key HVAC control parameters and
their values are typically decided by the control strategy. In this section, we dis-
cuss the four control strategies, implemented to analyze the influence of occupancy
prediction errors on HVAC operations. The first two methods are non-predictive,
and building managers widely use these strategies in commercial buildings today;
when employed, the HVAC operations are independent of prediction errors. The last
two are MPC-based control strategies. In the paper, we use non-predictive control
strategies as the baseline strategies for predictive control strategies when occupancy
prediction is not perfect.
3.1 Schedule-based control
In a schedule-based control of HVAC, the building manager starts the HVAC at
a fixed time in the morning and shuts it down in the evening (typically 9 AM to
6 PM). On any day, AHU supplies air at a static temperature which is chosen based
on the season (summer/winter), and the set point temperature does not vary within
a day. Based on ASHRAE standards[1], we set the supply air temperature (u(t)) to
15◦C for summers and 20◦C for winters. For both seasons, the ratio of reuse air
(r) and rate of flow of supply air (v(t)) is constant at 0.8 and 0.236 m3/s, respec-
tively. The approach is naive but widely used by building managers in commercial
buildings.
3.2 Reactive control
In reactive control strategies, VAV cools or heats the space only if people are present
in the corresponding VAV zone. In the past, studies have suggested several direct
and indirect HVAC control strategies to estimate occupancy; we use the occupancy
data and implement the strategy proposed by Ardakanian et al. [33] for benchmark-
ing.
Table 1 List of HVAC control variables
Symbol Description Unit
u(t) Supply air temperature at time t ◦C
vij(t) Rate of flow of supply air in room j of a VAV zone i
at time t
m3/s
3.3 Model Predictive Control
Model predictive control (MPC) is a recent approach for HVAC where controller can
compute the room temperature over a finite time horizon [34]. Typically, a thermal
model using occupancy estimates and weather forecast determines the future system
state over a time horizon. In our implementation of MPC, we used Equation 1 as
[1]American Society of Heating, Refrigeration and Air-Conditioning - a global or-
ganisation that publishes standards and guidelines related to HVAC.
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the thermal model that considers the influence of HVAC, atmospheric temperature,
heating load by the occupants, and other heating or cooling loads present in the
room [35]. Table 2 lists all symbols of the thermal model and their default values.
T ij(t+ 1)− T ij(t)
τ
× Cij = ρσ
nir
× vij(t)× (u(t)− T ij(t))
+ αijex × (Tex(t)− T ij(t))
+ (Qijoc +Q
ij
ap)×Oij(t)
(1)
For the time horizon, the controller computes u(t), vij(t), and r(t), by solving an
optimization problem using the current state of the system, with an objective to
minimize the total energy consumption (Equation 2).
Po(t) = V (t)× ηh × (u(t)− Tcu(t)) + V (t)× V (t)× ηf
+ V (t)× ηc × (Tmx(t)− Tcu(t))
(2)
where,
V (t) =
nz∑
i=1
nir∑
j=1
vij(t) (3)
V (t) depicts the total air supplied across all the rooms within a building, ηh and
ηc indicate the efficiency of the heating and cooling unit, respectively. Tcu(t) and
Tmx(t) denote the temperature of air coming from the cooling and mixing unit,
respectively. ηf is the efficiency of the VAV fan which is supplying air to the room.
Details about the power consumed by the supply fan can be found in Rabbani et
al. [30].
The optimization problem constraints the comfort index to remain within the
specified bounds to ensure user comfort. In this study, we use widely used metric
PMV - Predicted Mean Vote, to measure user comfort [36]. Other constraints include
time-scale limitations, thermal dynamics (Equations 1), and constraints dictated
by the system setup (such as thermal comfort and HVAC operation should remain
within a desired range). In this paper, we implemented MPC with two time-scales
where the controller updates the supply air temperature every hour and the supply
air volume every 10 minutes. The above time-scales are typically determined by the
physical limitation of an HVAC unit. For more details about this specific formulation
of the optimization problem, please refer to Kalaimani et al. [37].
3.4 MPC with Personal Environment Controller
Recently, Kalaimani et al. [12] proposed a hybrid HVAC controller and combined
MPC with a personal environmental control system. In the study, [12] used SPOT -
an off-the-shelf desktop fan/heater with local temperature sensing and a computer-
controlled actuator to provide individual thermal comfort. Assuming perfect pre-
diction of occupancy and outside temperature, the study shows that combining
MPC with SPOT is effective in reducing the total energy consumption by choosing
appropriate thermal setbacks during the intervals of sparse occupancy.
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Table 2 List of symbols used in the thermal model
Symbol Description Default Unit
ρ Density of air 1.204 kg/m3
σ Specific heat of air 1.003 kJ/(kg.K)
τ Sampling interval − s
nz Total number of VAV zones in a building − −
nir Total number of rooms in VAV zone i − −
Oij(t) Occupancy in room j of zone i at time t − −
T ij(t) Temperature in room j of zone i at time t due
to HVAC
− ◦C
Tex(t) External temperature at time t − ◦C
Cij Thermal capacity of room j in zone i 2000 kJ/K
αijex
Heat transfer coefficient between outside and
room j in zone i
0.048 kJ/(K.s)
Qijap
Heat load due to heating/cooling equipments in
room j of zone i
0.1 kW
Qijoc Heat load due to occupant in room j of zone i 0.1 kW
At the time of partial occupancy, HVAC runs at a base temperature which is
slightly higher (in summers) or lower (in winters) than the desired temperature.
Equation 1 depicts the base temperature (due to HVAC) which depends on HVAC,
external weather conditions, and occupants within the space.
T ijhv(t+ 1)− T ijhv(t)
τ
× Cij = ρσ
nir
× vij(t)× (uij(t)− T ijhv(t))
+ αijex × (Tex(t)− T ijhv(t)) +Qijap ×Oij(t)
(4)
In the proposed approach, we assume that room is divided into two regions: oc-
cupied - the part of the room where the occupant is present; and unoccupied - the
other part of the room.
In the occupied region, SPOT provides the offset comfort to attain the comfort
requirements of the occupant. In Equation 4, we show how the room tempera-
ture changes when taking into account the impact of HVAC, heat exchange with
the outside, external weather conditions, and other heating/cooling loads present
in the room. In Equation 5, we then calculate the change in temperature due to
SPOT, occupant, and other heat exchanging load present in the room, followed by
temperature in the occupied part of the room in Equation 6. On the other hand,
in the unoccupied portion (Equation 7), both SPOT and the occupants indirectly
influence the room temperature due to thermal coupling between the two zones,
modeled by the heat transfer coefficient αin.Table 3 lists the new notations used in
the extended model.
∆ijoc(t+ 1)−∆ijoc(t)
τ
× Cijoc = Qijoc ×Oij(t) +Qijhe × Sijhe(t)
− αijin ×∆ijoc(t)
(5)
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T ijoc(t+ 1) = T
ij
hv(t+ 1) + ∆
ij
oc(t+ 1) (6)
T ijun(t+ 1) = T
ij
hv(t+ 1) +
τ × αin
Cij − Cijoc
×∆ijoc(t) (7)
The revised objective function has additional parameters Sf for fan and She for
heater (Equation 8). A fan consumes negligible power, thus the objective function
only considers the power consumption of SPOT’s heater.
Po(t) = V (t)× ηh × (u(t)− Tcu(t)) + V (t)× V (t)× ηf
+ V (t)× ηc × (Tmx(t)− Tcu(t)) +
nz∑
i=1
nir∑
j=1
Sijhe(t)
(8)
The controller determines HVAC control parameters (Table 1) on a 10-minute
timescale and in between, fan/heater (of SPOT) reacts to occupancy every 30 sec-
onds. By doing so, SPOT assists the controller in regulating the discomfort that
might arise due to mis-predictions; thus ensuring both - personalized comfort and
minimal influence of prediction errors on HVAC operations. Next, we discuss the
simulator.
Table 3 Notations used in the revised thermal model
Symbol Description Default Unit
T ijhv(t)
Temperature in room j of zone i at time
t due to HVAC
− ◦C
∆ijoc(t)
Change in temperature of occupied re-
gion of room j in zone i at time t
− ◦C
T ijoc(t)
Temperature in occupied region of room
j in zone i at time t
− ◦C
T ijun(t)
Temperature in unoccupied region of
room j in zone i at time t
− ◦C
Cijoc
Thermal capacity of occupied region of
room j in zone i
200 kJ/K
αin
Heat transfer coefficient between occu-
pied and unoccupied regions of room j
in zone i
0.1425 kJ/(K.s)
Qijhe
Heat load due to SPOT in room j of
zone i
0.7 kW
4 Simulator Software Architecture
To evaluate the impact of forecast errors on the different HVAC controllers, we
built a custom open source thermal simulator called ThermalSim [38]. ThermalSim
is a lightweight C/C++ based simulation platform, whose focus is to study the
influence of prediction errors on HVAC operations. Figure 1 outlines the architecture
of ThermalSim. It consists of four major modules:
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1 Master - to handle data I/O and preprocessing,
2 Error Management - to inject unbiased errors in the occupancy streams,
3 Simulator - to simulate room temperature for a given thermal model and
control logic, and
4 Analyser - to compute energy consumption, occupant comfort, and analyze
simulated data streams.
In the current version, Simulator module incorporates AMPL [39] – an algebraic
modeling language for the mathematical programming – to compute the control
parameters.
4.1 Master Module
The Master module takes as input historical weather and occupancy data in CSV
(Comma Separated Values) format, a user-generated description of the building,
and simulation control parameters (Figure 2) including start and stop time of the
simulation, parameters of the thermal model, control strategy, among others. Before
executing the simulations, the Master module pre-processes the data, and after
completion saves the output of simulation in the CSV format.
Master
Error Management
Simulator
Analyser
User I/O
Occupancy 
Data
Weather 
Data
Read 
Occupancy and 
Weather Data
Data 
Preprocessing
Get Erroneous Occupancy 
String
Thermal Model
Control Box
Schedule 
Based 
HVAC
Reactive 
HVAC
MPC 
Based 
HVAC
SPOT 
Aware MPC 
Based 
HVAC
Compute 
Energy 
Consumption
Compute 
Discomfort Generate Plots
Initialise Model 
Parameters
Save Output
Generate Error Matrix
Figure 1 Architecture. ThermalSim is a lightweight C/C++ based building simulation platform
that focuses on analysing the influence of prediction errors on HVAC operations.
4.2 Modeling Occupancy Prediction Errors
ThermalSim represents occupancy data for a day as a string of consecutive 0’s
(for unoccupied workspaces) and 1’s (for occupied spaces). We consider only two
states of occupancy because a majority of occupancy prediction algorithms use
occupancy as a two-state variable. We call this string an occupancy string. The
length of a single occupancy string depends upon the sampling rate of the occupancy
data. Data sampled every ten minutes will generate an occupancy string of length
144 characters, and if the sampling rate is thirty seconds, the string will be 2880
characters long.
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Figure 2 Input format for ThermalSim.
4.2.1 Error Matrix
It is important that occupancy forecast errors be realistic. For example, it does not
make sense to randomly flip occupancy states, since this may result in forecasting
occupancy during the middle of the night, which is very unlikely. Our key insight is
that a likely outcome of an errored forecast is to forecast another valid occupancy
string, with the observation that the higher the error rate, the larger the distance,
in an appropriate metric space, between the true and the errored strings.
We use the following approach: For a dataset with n occupancy strings, each cell of
an error matrix depicts the Hamming Distance between any two occupancy strings
– the number of mismatching characters [40]. To normalize, we divide value in each
cell by the length of occupancy string. The error matrix is a symmetric matrix of
size n2 which helps in systematically injecting unbiased errors in the occupancy
data.
To illustrate, consider a scenario where we want to analyze different control strate-
gies with 10% prediction error in the occupancy data. The error management mod-
ule will refer error matrix for an occupancy string which is closest to the day of
analysis. We term the selected occupancy string as the reference string. The module
will then look into the error matrix to find all those strings that have 10% error
as compared to the reference string and randomly select one. We call the selected
one an erroneous string. If the day (reference string) was 30% occupied, then the
occupancy in the erroneous string may fall anywhere in between 20%-40%.
4.3 Simulator
The simulator module takes input from the master and error management mod-
ules to simulate the room temperature. It comprises two major blocks - 1 thermal
model - depicts various thermal interactions occurring within a room, and 2 con-
trol module - to compute the control parameters. In the current version, we have
implemented two thermal models - 1 single region - no partition exists within a
room (Equation 1), and 2 two regions - the occupied area is separated from the un-
occupied portion by a thin layer of air (Equations 4-7). As discussed in Section 3, we
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Figure 3 Simulation Error. ThermalSim can simulate daily room temperature with an RMSE of
1.52◦C(σ = 0.18◦C).
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Figure 4 Simulation Results. The hard line indicates the actual room temperature and dotted
line indicates the predicted room temperature.
have implemented four HVAC controllers in ThermalSim - 1 schedule-based, 2 re-
active, 3 model predictive control (no SPOT device present), and 4 SPOT-aware
model predictive control. In the rest of the paper, we will use NS as an acronym for
No-SPOT model predictive control and SA for SPOT-Aware MPC.
Simulator Validation
To quantify the accuracy of ThermalSim in simulating room temperature, from a
room in residential apartment, we collected temperature data for 17 days and carried
out leave-p-out cross validation with p = 5. In such an approach, we validate the
model on p observations and use the remaining observations for training. We used
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a non-linear solver whose objective was to minimize the residual between predicted
and actual room temperature. The simulator tunes following model parameters -
1 thermal capacity of the room (C),
2 heat transfer coefficient between outside and room (αex),
3 coefficient of heating/cooling (ρσ)
4 heat load due to occupants (Qac), and
5 heat load due to heating/cooling appliances (Qac).
Our analysis (in Figure 3) indicates that ThermalSim can simulate the daily room
temperature with an RMSE (Root Mean Square Error) of 1.52◦C(σ = 0.18◦C).
Figure 4 depicts the average (solid line) and predicted (dashed line) room tem-
perature. Note that though the predicted room temperature follows the pattern of
actual room temperature, it fails to align perfectly. Though misalignment does in-
crease the RMSE at some time instances, we found that it has little overall impact
on total energy consumption and occupants’ comfort.
4.4 Metrics
4.4.1 Energy Consumption
Equation 9 computes the total energy consumption of a building for a day. Here,
Po(t) denotes the power consumption of HVAC and other heating/cooling devices,
τ is the sampling rate, and nt is the number of daily samples.
E =
nt∑
t=0
Po(t)× τ
3600
(9)
4.4.2 Occupant Discomfort
ThermalSim leverages Predicted Mean Vote (PMV) [41] to estimate the comfort
level of the occupants (Equation 10). At a given time instant t, if PMV (P ij(t)) lies
within the comfort requirements ([Pll, Pul]) of an individual then we mark the room
as comfortable, else uncomfortable. Dij% denotes the percentage of time instances in
a day when the user was uncomfortable in the room.
P ij(t) = P1× T ijoc(t)− P2× vija (t) + P3× vija (t)× vija (t)− P4 (10)
Dij(t) = max(0, Pll − P ij(t), P ij(t)− Pul) (11)
Dij% =
∑nt
t=0[D
ij(t) 6= 0]∑nt
t=0[O
ij(t) = 1]
(12)
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Figure 5 Illustration. As error increases, the energy consumption and occupants’ discomfort vary
depending on the nature and the timing of prediction errors. 5% errors on the left and 20% on
the right. Large circles/triangles indicate a perfect prediction scenario and small circles/triangles
correspond to those scenarios when occupancy prediction was erroneous.
4.4.3 Robustness
Prediction errors are stochastic in nature and their impact on energy consumption
and occupant comfort depends on two factors:
Nature of the Error: If the prediction algorithm mispredicts occupancy for
short time intervals (say for a minute or so), we term the prediction errors as point
errors, otherwise we call them burst errors. For a particular error percentage, an
erroneous occupancy string can have point errors, burst errors, or a mix of both;
resulting in different values of energy consumption and occupants’ discomfort for
the same error percentage.
Timing of the Error: The occupancy prediction algorithm can make errors at
any time of the day - such as during peak or non-peak time. Consider the situation
where the occupancy prediction has 15% error during the peak hours and the con-
troller assumes one of the five rooms to be occupied though it was unoccupied. In
this situation there is a high chance that the HVAC might be already running dur-
ing that time. Given the fact that the other four rooms are occupied, this particular
prediction error will have an insignificant impact on the HVAC operations. How-
ever, during night time, the same error percentage might waste significant energy.
This illustrates that the timing of the prediction errors has a significant impact on
both comfort and energy consumption.
For a specific error percentage, depending on the nature and timing of the errors,
the energy consumption and user discomfort may either increase or decrease, poten-
tially destabilizing HVAC operations. For a specific example, consider the big circle
and triangle in Figure 5, which depict the energy consumption and user discomfort
for NS and SA controllers respectively for perfect occupancy predictions in a par-
ticular simulation scenario. For a specific error percentage, the small circles (NS)
and triangles (SA) depict the energy consumption and user discomfort for fifteen
different erroneous occupancy strings. We noticed that as prediction error increases
from 5% (left) to 20% (right), the points indicating erroneous strings start moving
away from the results obtained from perfect prediction.
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Note that the circles (NS) are more scattered than the triangles (SA). In the case
of NS, the system decides the control parameters such that the desired room temper-
ature (which is the same for each room) is achieved across all the rooms. In case of
a sudden change in the occupancy, NS updates the control parameters, but it takes
significant time to re-attain the energy-discomfort tradeoff setpoint. In contrast, in
SA, the controller knows the current state of SPOT; thus, the controller chooses a
set point such that HVAC provides a certain level of comfort to the occupants and
SPOT provides the necessary additional offset. SPOT, being responsive in nature,
keeps the comfort level of individuals within the desired range with insignificant
increase in aggregate energy consumption. Therefore, even if the error percentage
increases, the energy and discomfort stays close to the perfect prediction for SA
whereas NS becomes highly unstable.
To capture this phenomenon, Equation 13 defines a robust (cs ∈ {NS, SA})
metric which quantifies the robustness of a particular control strategy cs towards
the prediction errors. It computes the number of instances that stay within the
desired limits of the building manager.
robustcs (%) =
# of instances within limits
total # of instances
× 100 (13)
For concreteness, we use ±20 kWh and ±5% as the acceptable limits for energy
consumption and occupants’ discomfort, respectively, as shown by the rectangles in
the figure. For the given scenario (in Figure 5), when the error percentage is increas-
ing from 5% to 20%, NS is less robust towards the prediction error (60% → 0%),
however, SA remains consistent (100%→ 93%). For a predictive control strategy, a
PEC system (like SPOT) mitigates the effect of prediction errors to make the HVAC
operations more reliable and robust. Whenever there is an unexpected occupancy
in the room, SPOT can react quickly as compared to central HVAC system which
has a slower time-scale.
5 Evaluation
5.1 Test Building Description
For our evaluation, we consider a single zone in a typical building comprising of five
rooms where each room is surrounded by walls on three sides and has a window
exposed to weather conditions on the fourth (Figure 6). We assume an AHU and
a VAV unit in the building. Though the structure is hypothetical, it is a typical
architecture for faculty offices in Universities where thick brick walls separate the
rooms. We believe that the key insights obtained for the study are well representative
of more complicated building architectures. Note that ThermalSim can also deal
with more complicated structures, should that be desired. When we evaluate MPC
with a reactive controller, we also consider effect of SPOT heater/fan on the room
temperature. For the stated scenario, we next discuss the dataset.
5.2 Dataset
ThermalSim requires real-world occupancy data to generate an error matrix. We
leveraged an existing deployment from our university campus and gathered oc-
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cupancy data (along with other information) from more than fifty volunteers –
including students, faculty, and the staff members every 30 seconds for a year.
Room-1 Room - 2 Room - 3 Room - 4 Room - 5
Climate Conditions
VAV ZoneCorridor
Figure 6 Setup. For evaluation, we considered a hypothetical building consisting of 5 rooms
separated by walls.
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Figure 7 Variation in Occupants’ Schedule. We sample occupancy every 30 seconds; in every
10-minute interval, there exist 20 measurements of occupancy information. Here, the color
indicates the number of 30 seconds instances in a 10-minute interval when the room was
occupied. Notice that room would be marked occupied for all the three scenarios, however, the
percentage of instances when the room was occupied for less than 2 minutes (in the range of (0,
5]) is relatively low.
An MPC requires occupancy information in every 10-minute to compute the con-
trol parameters 24 hour time horizon; therefore, we upsample the occupancy data
from 30-seconds to 10-minutes by applying the following rule - “Mark a 10-minute
interval unoccupied if all the 30-second instances indicate the room to be unoccu-
pied, else mark the space as occupied”. However, with this strategy, even if a single
instance in the 10-minute interval is occupied, the controller will mark the space
as occupied for the whole duration. To understand whether such a bias is limiting
or not, we analyzed the occupancy data and our analysis indicates that data has
only 3% 10-minute instances where the room is occupied for less than 2 minutes
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Figure 8 Summers. Energy-discomfort plot
when prediction is perfect. The arrow
indicates the performance degradation, in
terms of energy consumption and user
comfort, when we move from predictive to
non-predictive control strategies.
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Figure 9 Summers. As error increases 5%→ 20%,
SA stays more robust than NS. Error bars indicate
the variation in different simulated scenarios. For
system to be more robust, the length of error bar
should be smaller.
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Figure 10 Summers. For 20% prediction error in occupancy, SA is more reliable and robust NS
across all the 25 days of summer.
(Figure 7). Therefore, we only mark a 10-minute interval unoccupied if the room
was occupied at all the 30-second instances within that interval.
5.3 Evaluation Setup
Our research hypothesis is that the benefits of using a PEC system like SPOT along
with HVAC controller mitigates the influence of prediction errors on MPC-based
HVAC operation.
We validate this hypothesis assuming occupants in all the five rooms have similar
comfort requirements: [23◦C, 25◦C] in summers and [21◦C, 23◦C] in winters. For the
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given setup, we compare the performance of predictive and non-predictive HVAC
controllers for 25 days, both in summers and winters.
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Figure 11 Winters. Energy-discomfort plot
when prediction is perfect. The arrow
indicates the performance degradation, in
terms of energy consumption and user
comfort, when we move from predictive to
non-predictive control strategies.
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Figure 12 Winters. Even with slow heater, SA is
better or comparable than NS. Error bars indicate
the variation in different simulated scenarios. For
system to be more robust, the length of error bar
should be smaller.
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Figure 13 Winters. For error percentage as high as 20%, note that SA has less deviation in
HVAC operations than NS.
For each day, we select an occupancy string from the error matrix that deviates
(from the current day) by the error percentage specified in the system. For instance,
if we wish to introduce 10% error in the current day occupancy string, we search
for another occupancy string in historical data where 288 out of 2880 instances (for
a data sampled every 30 seconds) have a mismatch with the current day occupancy
string. ThermalSim utilizes both actual and erroneous occupancy string to simulate
the building (depicted in Figure 6) for all the four control strategies and compare
their performance.
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To mitigate any bias in the selection of erroneous occupancy strings, Thermal-
Sim evaluates fifteen different erroneous occupancy patterns for each day and error
percentage. Furthermore, a separate analysis for each of the two seasons provides
better understanding of the influence of seasonal variations.
5.4 Insights updated the title and text of this whole section
In the jurisdiction corresponding to our temperature data set, i.e., Southwestern
Ontario, we find that for all control strategies, the HVAC system consumes less
energy in summers when compared to winters (see Figures 8, 11). In our setting, the
outside temperature in summers is only a few degrees higher than the desired room
temperature and so the HVAC has to put in less effort to achieve the desired comfort.
On the other hand, in winters, the HVAC energy consumption is significantly higher
because the outside temperature is quite cold. In winters, all control strategies
attempt to maintain a room temperature in the range of 21◦C and 23◦C which is
much higher than the outside temperature (approx. −10◦C). Consequently, HVAC
has to expend more energy in winters than in summers to attain the desirable
comfort conditions in the occupied zones.
User Experience
The schedule-based and reactive controllers can make occupants uncomfortable and
yet consume significant energy, even with perfect prediction. When set to follow a
fixed schedule, HVAC supplies air at a constant flow and temperature, and does
not consider occupants’ schedules or daily temperature changes. For pictorial rep-
resentation, we use energy-discomfort plot where x-axis denotes the daily energy
consumption of the building and y-axis represents the total discomfort for the users.
Consequently, with a schedule-based control strategy, user experience lies in the top-
right corner of the energy-discomfort plot with maximum energy consumption along
with notable discomfort for both the seasons (see Figures 8, 11). On the other hand,
a reactive controller with occupancy information is marginally better or equivalent
to the schedule-based controller. Model predictive control (with no SPOT) shows
significant improvement in minimizing both energy consumption and occupants’
discomfort. Given the weather forecast and occupancy prediction, MPC keeps up-
dating the temperature and volume of supply air at regular time intervals.
As central HVAC unit cannot cater to the dynamic schedule of the occupants,
discomfort in NS is slightly higher than the hybrid control strategy that integrates
SPOT with MPC to satisfy the comfort requirements of each individual in the
building. In SA, the central HVAC system is aware of the SPOT system, there-
fore, the controller choses the set point temperature such that HVAC can provide
minimal comfort, and SPOT can offset the individual comfort requirements. This
results in additional savings in energy when there is partial occupancy is in line
with the results from previous study by Rachel et al. [12]. Next, we observed that
the discomfort is negligible for summer as opposed to winter. The fan assists the
occupant in quickly achieving her desired comfort level as opposed to a heater which
takes comparatively more time to increase the temperature to provide the offset. In
conclusion, irrespective of the season, both SA and NS strategies improve comfort
and energy compared to schedule-based and reactive, with SA outperforming NS.
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Error Analysis
When occupancy predictions are erroneous, depending upon the nature and timing
of errors, energy consumption and occupants’ discomfort vary, hence HVAC oper-
ations become highly variable. When analysed over 25 days each for 15 different
occupancy patterns, we find that the SA control strategy is more robust than NS
even with a high error percentage. As the prediction error increase from 5% to
20%, the performance of NS drops while SA performance remains quite consistent
(Figure 9). For 20% prediction error, SA (σ = 5%) is 12% more robust than NS
(σ = 16%).
Next, Figure 10 shows that the SA is consistently robust across all the days
as compared to NS for 20% prediction error in the occupancy. Highly unreliable
HVAC operations lead to significant variations in the energy consumption and the
user comfort. Though the fan makes insignificant impact on the room temperature,
it quickly achieves the desired comfort level by providing a cooling perception to
the user. Thus, the fan is very helpful in dealing with the unexpected changes in
the occupancy of the room while NS alone fails to do so.
We noticed that a fan is more effective and quicker than a heater in mitigating
the effect of prediction errors on both energy consumption and discomfort. When a
room gets occupied, a heater slowly increases the room temperature to achieve the
comfort requirements of the occupants. This results in few intervals of discomfort
for the user. This effect is visible in Figures 12, 13. For 20% prediction error, we
noticed that the SA is now even less robust than NS on few days due to the slow
reaction of the SPOT heater. However, the average performance of SA is still better
or comparable than NS.
6 Discussion and Conclusion
In this work, we analysed the influence of prediction errors in occupancy on the
HVAC operations while leveraging a custom-built building simulator - ThermalSim.
In this section, we summarize our results, discuss various limitations of the study
followed by research questions which are open for the community.
Our insights include the following: First, our dataset indicates that aggregate
energy consumption is higher in winters than in summers. Second, integrating a PEC
like SPOT with a predictive HVAC controller is definitely better or comparable than
a pure MPC based approach. Third, for SA controller, fast reactive device (such as
fan) is 20% better than the heater, in terms of occupants discomfort. Finally, NS
typically fails to satisfy the comfort requirements on any day.
Our work suffers from two main limitations. First, while the thermal model (of
ThermalSim) considered the effect of numerous sources (such as weather, occu-
pancy) affecting the room temperature, there still exist various other factors (such
as humidity) which are critical for such analysis. We plan to explore such factors
and enrich the data for a deeper analysis in future.
Second, we carried out the study through a dataset collected from a particular
part of the world. Climate, users’ attitude (towards energy savings), and many
other factors differ significantly across the geographies. Though the results indicate
that SA is more robust than NS, there can be considerable discrepancy across (and
within) the countries. A real-world implementation of the technology is critical to
understand its effectiveness in achieving the desired goals.
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We find that mitigating the effect of prediction errors possess considerable po-
tential in optimising the HVAC operations with predictive controllers. While model
predictive control (MPC) is one of the most promising state of the art HVAC control
strategies, its performance is limited by the accuracy of the weather and occupancy
predictions. Therefore, we designed a custom-built building simulator – Thermal-
Sim – to analyse the influence of prediction errors on HVAC operations. We also
proposed a method to introduce realistic errors in occupancy for the analysis. Our
initial analysis indicates that prediction error (in occupancy) of 20% can make the
HVAC operations highly unstable in terms of both energy consumption and occu-
pants’ comfort. Recent literature shows that it is feasible to use a personal thermal
comfort system – SPOT – along with predictive strategy to ensure personalised
comfort in personal and shared spaces. We observed that while SPOT is effective in
attaining better personalised comfort, it also strengthens the predictive strategies
by mitigating the influence of predictions errors on energy consumption and occu-
pants’ comfort because it works at a finer time-scale than the MPC-based HVAC.
Employing a personal thermal comfort system, such as SPOT, we stay in the accept-
able region 95% of the times as oppose to 83% of the times even for the prediction
errors as high as 20%, in the occupancy; thus, motivating a reliable control strategy
across the commercial buildings.
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