A semidiscrete finite volume element(FVE) approximation to parabolic integrodifferential equation (PIDE) 
Introduction
The aim of this paper is to analyze a semidiscrete FVE method for solving initialboundary value problems for an integro-differential equation of the form u t − ∇ · (A∇u) = − t 0 ∇ · (B∇u(s))ds + f (x, t) in Ω × J, (1.1) characteristic of these models is that they all express the conservation of a certain quantity (mass, momentum, heat, etc.) in any moment for any subdomain. This in many application is the most desirable feature of the approximation method when it comes to numerical solution of the corresponding initial-boundary value problem. For references to studies of existence, uniqueness and regularity of such problems, one may refer to [31] .
To put our work into proper perspective, we first give a brief account of the development of the finite element methods for such problems. Over the last decade, various numerical methods based on finite element approximations in space and special quadrature in time have been developed and studied for this type of problems (see, e.g. [18] , [22] , [23] , [27] , [29] , [30] and [32] ). The crucial tools used in the analysis are the Ritz and Ritz-Volterra projection which are instrumental in deriving optimal-order error estimates in various Sobolev norms. In [29] , the authors have studied this type of problem for both smooth and nonsmooth initial data cases. In particular, for a homogeneous equation with nonsmooth initial data, an optimal-order L 2 -error estimate is proved via a semigroup theoretic approach. Subsequently, using energy method the authors of [23] have derived convergence of order O( . Recently, in [24] , the authors have carried over the analysis of the case (B(t, s) = 0) in [19] to a time dependent PIDE. They have proved optimal-order error estimates by energy techniques and a duality argument for the homogeneous equation with both smooth and nonsmooth initial data. In both papers, [19] and [24] , negative norm estimates are used in a crucial way in their analysis. In the absence of the memory term i.e., when B(t, s) ≡ 0, the error estimates for finite element methods for both smooth and nonsmooth data cases are described in [2] , [17] , [26] [28] and the references cited therein.
In the recent years, the numerical methods for problem (1.1) by means of FVE discretizations were considered in [12] and [13] . The interest in such methods is due to certain conservation features of FVE methods that are desirable in many applications. In [12] and [13] , the authors have studied FVE approximation of such problem in the framework of the standard Petrov-Galerkin formulation and have obtained L 2 -error estimate of the form (cf. p. 305 in [13] )
u(t) − u h (t)
≤ Ch 2 ( u 0 3,p + u(t) 3 where u and u h represent the solution of (1.1) and its FVE approximation, respectively. Note that the estimate (1.2) is optimal with respect to the approximation property, but its regularity requirement on the exact solution seems to be too high when compared with that for finite element methods. This is primarily due to the fact that the bounds in the L 2 -norm of a new variant of the Ritz-Volterra projection (so called Petrov-Volterra projection introduced in [12] , [13] ) are not optimal with respect to the regularity of the solution.
In this paper, we analyze FVE method for the problem (1.1) and derive optimal-order L 2 -error estimates for both smooth and nonsmooth initial data. For the homogeneous problem with smooth initial data, we are able to show an L 2 error estimate which is optimal with respect to the order of convergence as well as the regularity of the solution. This is exactly the result known for finite element methods (cf. [23] ). More precisely we prove an optimal order L 2 -error estimate for f = 0 and initial data u 0 ∈ H 2 (Ω) ∩ H 1 0 (Ω). This technique, quite new and promising, is based on an improved estimates for a new variant of the Ritz-Volterra projection (see, Theorems 3.1-3.2).
The main concern of this paper is to prove an optimal L 2 error estimate for homogeneous equation (f = 0) with nonsmooth initial data. This is motivated by the fact that the solutions of a homogeneous linear parabolic equation have the so-called smoothing property. That is, the solution is sufficiently smooth for positive time t, even when the initial data are not. In quantitative form, this may be expressed by the inequality
which is valid for some α ≥ 0. Here · α is a Sobolev norm. However, this is not the case with parabolic integro-differential equations as they have a limited smoothing property. This fact is proved in [29] , where the inequality (1.3) is shown to be valid only for α ≤ 2. Since the smoothing property plays a significant role in the error analysis in the semidiscrete solution, an attempt has been made in this paper to achieve optimal order of convergence in L 2 -norm for the FVE method when the initial data u 0 is only in L 2 (Ω). More important, our analysis uses only energy techniques and a duality argument.
The proposed techniques have several attractive features. Unlike the analysis of [19] and [24] , we don't require error estimates in negative-indexed Sobolev norms while dealing with L 2 -error estimates with nonsmooth initial data. Thus, these results hold for convex polygonal domains with corners, unlike [19] and [24] . Since FVE method is thought of as a perturbation of the Galerkin finite element method, the proposed technique can easily be adopted to finite element method as well. Thus, we can reproduce some known results in the finite element method for parabolic problems. However, to the best our knowledge error estimate for nonsmooth initial data using FVE method have not been established earlier.
The previous work on the theoretical framework and the basic tools for the analysis of the finite volume element methods for elliptic and parabolic problems are described in [3] , [4] , [8] , [6] , [7] , [11] , [15] , [16] , [20] , [21] and references therein.
The outline of this paper is as follows. In Section 2, we introduce some notations, formulate FVE approximations in piecewise linear finite element spaces defined on a triangulation and recall some basic estimates from the literature. Moreover, the RitzVolterra projection is introduced and related estimates are obtained in Section 3. Section 4 is devoted to the error estimates for smooth initial data. Finally, error estimates with nonsmooth initial data are carried out in Section 5.
Throughout this paper C denotes a generic positive constant which does not depend on the mesh parameter h but may depend on T .
Notations and preliminaries.
Let
For the purpose of finite volume element approximations we now consider the following weak formulation: 
A priori estimates
In the following lemmas, we state some a priori bounds for the solution u satisfying (1.1) under appropriate regularity assumption on the initial function u 0 . For a proof, one may refer to [23] , [24] and [19] . 
Finite volume element approximation
Let T h be a quasi-uniform triangulation of Ω such thatΩ = ∪ K∈T h K, where K is a closed triangle element. Let N h be the set of all nodes or vertices of T h , i.e., N h = {p : p is a vertex of element K ∈ T h and p ∈Ω}. Based on the triangulation T h , we now introduce a dual mesh T * h as follows: In each element K ∈ T h consisting of vertices x i , x j and x k , select a point q ∈ K, select a point x ij on the edge connection x i and x j and connect q with x ij by straight lines γ ij,K . Then for a vertex x i we let V i be the polygon whose edges are γ ij,K in which x i is a vertex of the element K. We call this V i a control volume centered at x i . Further, we note that ∪ xi∈N h V i =Ω. Thus, the dual mesh T * h is then defined as the collection of these control volumes. A control volume centered at a vertex x i is given in Figure 1 .
We call the control volume mesh T * h regular or quasi-uniform if there exists a positive constant C > 0 such that
where h is the maximum diameter of all elements K ∈ T h .
There are various ways to introduce a regular dual mesh T * h depending on the choices of the point q in an element K ∈ T h and the points x ij on its edges. In this paper, we choose q to be the barycenter of an element K ∈ T h , and the points x ij are chosen to be the midpoints of the edges of K. In addition, if T h is locally regular, i.e., there is a constant C such that Ch
h is also locally regular. For the purpose of finite volume element approximation let S h be the standard linear finite element space defined on the triangulation T h ,
and its dual volume element space S * h , 
The finite volume element approximation is then defined to be the function
the bilinear forms A(·, ·) and B(t, s; ·, ·) in (2.6) are defined by In order to describe features of the bilinear forms defined in (2.5) and (2.6), we define some discrete norms on S h and S * h ,
where
The discrete norms | · | 0,h and · 1,h are equivalent to the usual norms · and · 1 , respectively on S h . Some properties of the bilinear forms are stated below without proof. For a proof, see e.g [1] , [11] , and [13] .
Lemma 2.4
There exist positive constants C 1 and C 2 such that for all v h ∈ S h , we have
Lemma 2.5 There exist positive constant C such that, for all
for some c > 0.
Lemma 2.6 If the matrix A(x) is constant over each element K ∈ T h then we have
Following the line of arguments of Lemma 2.3 on the discrete level, it is easy to derive the following stability estimates for FVE solution u h satisfying (2.6).
Lemma 2.7
Let u h satisfy (2.6) with f = 0. Then we have
The following lemma gives the key feature of the bilinear forms in the finite volume element method. For a proof, see [11] or [6] .
The above identity holds true when A(·, ·) is replaced by B(t, s; ·, ·).
Remark. We note that the above identity is proved in [11] , [6] for φ, χ ∈ S h . In fact, identities in Lemma 2.8 holds true even if φ ∈ H 1 0 (Ω).
Ritz-Volterra projection and related estimates
Following Lin et al. [18] , we define the Ritz-Volterra projection W h :
Below, we shall prove a lemma which is of frequent use in our subsequent analysis.
Lemma 3.1 For a function
3)
The second inequality also holds true when A(·, ·) is replaced by B(t, s; ·, ·).
Proof. We borrow the proof of (3.2) from [7] . To show (3.3), we have ( [6] )
Here,Ā K is a function designed in a piecewise manner such that for any edge E of a triangle K ∈ T h and x ∈ E,Ā K (x) = A(x c ), where x c is the middle point of E. Applying Cauchy-Schwartz inequality and using the fact that 
An application of (3.3) yields c ρ
where for the last term on the right we have used the fact that φ h 1 ≤ C( ρ 1 + h u 2 ). Kicking back ρ 1 we get
Now applying Gronwall's lemma we obtain the first inequality. To estimate ρ t 1 , we differentiate (3.1) with respect to time t to get
As before, with φ h = W h u t − I h u t we obtain c ρ t
Now apply (3.3), the estimate of ρ 1 and standard kickback argument to obtain the second inequality.
Next, we derive L 2 estimates for ρ = W h u − u and its temporal derivative in the following theorem. W h u be defined by (3.1) . Then we have
Theorem 3.2 Let
Proof. The proof will proceed by duality argument.
satisfying the following regularity estimate (recall that Ω is convex)
Multiplying (3.6) by ρ and then taking L 2 inner-product over Ω, we obtain
In view of Theorem 3.1, I 1 and I 4 are bounded as
For I 2 and I 3 , an application of Lemma 3.3 and Theorem 3.1 yields
Finally, I 5 is estimated as
where B * (t, s) is the adjoint of B(t, s). Now putting these estimates together and with an aid of (3.7) we obtain
Finally, an application of Gronwall's lemma yields the first estimate. To estimate ρ t , we again use duality argument, (3.5) and the estimate of ρ to complete the proof.
Remark. (i) The estimates in Theorem 3.2 are optimal with respect to the order of convergence as well as the regularity requirement on the solution. This improves upon the earlier result of [12] and [13] by requiring less regularity on the solution.
(ii) In the absence of integral term (when B(t, s) = 0), as a consequence of Theorems 3.1 and 3.2, error estimates associated with the Petrov-Ritz projection R h :
can easily be obtained. Thus, we immediately have
Below, we shall prove a lemma which is very crucial for the error estimate in the case of nonsmooth initial data to be discussed in section 5.
Then, integrating by parts we rewrite (3.1) as
B(t, s;ρ s (s), I * h χ)ds = B(t, t,ρ, I
* h χ) − t 0 B s (t, s;ρ(s), I * h χ)ds.
Integrate from 0 to t to obtain

A(ρ(t), I *
h χ) = t 0
B(s, s,ρ(s), I
(3.9) Now it remains to estimate û 2 . From (1.1) with f = 0, we have
Lemma 3.2 Letρ satisfy (3.9). Then we have
ρ + h ρ 1 ≤ Ch 2 u 0 . Proof. With φ h = W hû − I hû , we have c ρ 2 1 ≤ A(ρ,ρ) = A(ρ, I hû −û) + A(ρ, W hû − I hû ) ≤ A(ρ, I hû −û) + A(ρ, φ h − I * h φ h ) + t 0
B(s, s;ρ(s), I *
h φ h )ds − t 0 s 0 B s (s, τ ;ρ(τ ), I * h φ h )dτ ds,Au = −u t + t 0
B(t, s)û s (s)ds = −u t + B(t, t)û(t) − t
B s (t, s)û(s)ds.
Integrating from 0 to t and then using elliptic regularity and Lemma 2.1 we obtain
Now application of Gronwall's lemma yields
Combine (3.10) and (3.11) to obtain ρ 1 . Next, using (3.9), the proof technique of ρ in Theorem 3.2 and (3.11), the estimate of ρ can be easily obtained. This completes the rest of the proof.
Error estimates for problems with smooth initial data
In this section, we estimate the error of the semidiscrete finite volume element method for problems with smooth initial data. In particular, optimal-order L 2 -error estimate is obtained when
As usual we split the error e(t) = u(t)−u h (t) as e(t) = (W
The estimate of ρ is already established, so it is enough to estimate θ . Using (2.5), (2.6) and (3.1), it is easy to verify that θ satisfies an error equation of the form
B(t, s; θ(s), I
Further, integrating (2.5) and (2.6) from 0 to t and then using (3.9) and (2.7) we obtain an error equation inθ as
B(s, s;θ(s), I * h χ)ds
whereθ(t) = t 0 θ(s)ds. Below, we shall prove a sequence of lemmas that will lead us to the desired result.
Lemma 4.1 Letθ satisfy (4.13) and u h (0) =P h u 0 , whereP h is defined by (2.7). Then there is a positive constant C such that
Proof. Choose χ =θ in (4.13) to have Integrating from 0 to t and using standard kickback argument yields
Finally, apply Gronwall's lemma to complete the rest of the proof.
Lemma 4.2 Letθ satisfy (4.13) and u
Proof. Take χ = θ in (4.13) and integrate from 0 to t to have
For I 1 , we note that
Similarly, we rewrite the term I 2 . Now use standard kickback argument to obtain
Finally, an application of Lemma 4.1 completes the rest of the proof.
Lemma 4.3 Let θ satisfy (4.12) and u
Proof. Take χ = tθ in (4.12) and integrate by parts to have
Integrating from 0 to t and applying standard kickback argument, we obtain
and then use Lemma 4.1 and Lemma 4.2 to complete the proof.
The main result of this section is given in the following theorem. 
Altogether these estimates yield the desired result and this completes the proof.
Remark. From the proof of Theorem 4.1, it is clear that we can choose u h (0) as the L 2 projection of u 0 into S h defined by (2.7) instead of the elliptic projection R h u 0 or RitzVolterra projection W h u 0 . Note that the result presented in Theorem 4.1 is optimal with respect to the approximation property as well as the regularity of the solution. Similar result for finite element methods is established in [29] , [23] and [24] .
Error estimates for nonsmooth initial data.
In this section we establish one of the the main results of the paper, namely an error estimate for problems with nonsmooth initial data. More precisely, an optimal-order
The following lemma is useful in our subsequent analysis.
The above estimate also holds true when A(·, ·) is replaced by B(t, s; ·, ·).
Proof. From (3.4), we have
Since the dual mesh is formed by the barycenters, we have
and hence, apply Cauchy-Schwarz's inequality to have
is the average value of (∇ · A∇χ 1 ) on K. Since ∇û · n is continuous across any edge E ∈ T h , we may rewrite I 2 as
and hence using the fact that |A(x) −Ā K | ≤ h A 1,∞ , Cauchy-Schwarz inequality and trace results, we obtain
Combining these estimates we complete the proof.
Below, we shall prove a sequence of lemmas which will be used to derive the error estimates for problems with nonsmooth initial data.
Lemma 5.2 Let u and u h be the solution of (1.1) and (2.6), respectively. Then for
Proof. Set χ = R h e in the error equation
B(t, s; e(s), I
* h χ)ds (5.1) to get 1 2 d dt |e | 2 + A(e, e) = (e t , u − I * h (R h u)) + A(e, u − I * h (R h u)) − t 0
By (3.8), (3.2) and (3.3), we have
Again, in view of (3.2) and (3.3), I 4 and I 5 can be estimated as
To estimate I 3 , we first rewrite it as
* h (R h u) − R h u)ds + t 0
B(t, s; e(s), R h u − u)ds
+ t 0
B(t, s; e(s), e)ds
Apply (3.3) and (3.8) to obtain
Combing these estimates, it now leads to 1 2
Integrate from 0 to t, use the fact that e(0) = 0 and then apply standard kickback argument to obtain
The desired estimate now easily follows from Lemmas 2.1-2.2 and its discrete analogue, and Gronwall's lemma. In order to obtain optimal L 2 -error estimate with nonsmooth data, it is convenient to prove an estimate of ê . For this purpose, we now consider the following backward problems. For fixed time t > 0 and given anyf ∈ L
(Ω) be the solution of the following backward problem
where B * (τ, s) is the adjoint of B(τ, s).
The associated weak solution is then defined to be the function
with v(t) = g. Further, its FVE approximation is defined to be the function
4)
∀χ ∈ S h , s ≤ t with v h (t) = g h , where g h is a suitable approximation of g in S h to be defined later.
Remark: With a simple change of variables in the proofs of Lemmas 2.1-2.3 and using backward Gronwall's Lemma, it is easy to obtain a priori bounds for the backward solutions v and v h .
Lemma 5.4
Assume that u 0 ∈ L 2 (Ω) and f ≡ 0. Then there is a generic constant C independent of h such that the following estimate holds
(Ω) be the solution of the backward problem (5.2) with f =ê and g = 0. Then, with a simple change of variables in the proofs of Lemmas 2.1-2.3 and its discrete analogue, Lemma 5.2 and using backward Gronwall's Lemma, it is an easy exercise to check that the solution w(s) and its FVE solution w h (s), which may be stated in a manner similar to (5.3)-(5.4), satisfy the following estimate
We take an L 2 -inner product of (5.2) 
Multiply both side by s and integrate from 0 to t to have 
, we obtain using (5.6)
For I 2 , an application of (3.2), (3.8), (5.6) and a priori estimates yields
Similarly, for I 3 and I 4 , using (3.8), (3.3) and (5.6) we obtain
Apply (3.2), (5.6) and a priori estimates to have 
Similarly, we rewrite the term I 6 as
where we have used the fact that w h (t) = 0 =ê(0). Thus, applying (3.3), Lemma 5.3 and (5.6), I 6 and I 7 are bounded by
Finally, using (3.2), (3.3) and (5.6) we obtain
Altogether now leads to
It now remains to estimate t 0 ê 2 ds. Multiply (5.2) byê and integrate by parts with respect to x to have As before, again an application of Lemma 5.1(analogous result for the backward problem), (5.9) and a priori bounds for the discrete solution yields Altogether these estimates yield the desired result and this completes the proof.
