An extension of the Gaussian correlation conjecture (GCC) is proved for multivariate gamma distributions (in the sense of Krishnamoorthy and Parthasarathy). The classical GCC for Gaussian probability measures is obtained by the special case with an integer degree of freedom ν = 1.
Introduction
Let P be a probability measure on R n , n > 1, given by a Gaussian density, (2π) −n/2 |Σ| −1/2 exp(− 1 2
with a non-singular covariance matrix Σ. The Gaussian correlation conjecture (GCC) asserts the inequality P (C 1 ∩ C 2 ) ≥ P (C 1 )P (C 2 ) (1.1)
for all convex and centrally symmetric sets C 1 , C 2 ⊆ R n , (see [2] ). The bivariate case was proved in [8] . Further milestones towards a complete proof were the papers [13] and [4] . In [13] the GCC is verified for all centered ellipsoids and for all sufficiently small C 1 , C 2 . In [4] a proof is given if only C 1 is a centered ellipsoid. Other recent claims to (very long) proofs can be found in [7] and [9] . The proof presented here is totally different and comparatively short.
T. Royen
According to [13] the GCC is equivalent to
. . , x n > 0, 1 ≤ k < n, and any N n (0, Σ)-Gaussian vector (X 1 , . . . , X n ). The inequality (1.2) was independently proved for k = 1 in [5] and [13] . Here, (1.2) is proved for (X 1 , . . . , X n ) with an n-variate gamma distribution (Γ n (α, R)-distribution in the sense of Krishnamoorthy and Parthasarathy [6] ), defined by its Laplace transform
with the identity matrix I n , a non-singular correlation matrix R = (ρ ij ) and T = diag(t 1 , . . . , t n ), t 1 , . . . , t n ≥ 0. Admissible values for α are 2α ∈ N, all values 2α > n−2, n ≥ 2, (for n − 2 < 2α ≤ n − 1 see (1.7)) and all α > 0 if the Laplace transform is infinitely divisible, for which sufficient and necessary conditions are found in [1] and [3] . The Γ n (α, R)-distribution was originally derived from the joint distribution of the diagonal elements of a W n (2α, R)-Wishart matrix with the Laplace transform |I n +2RT | −α . The classical GCC is obtained from the special case α = 1/2. A proof of it could be easily extended inductively for increasing degrees of freedom ν = 2α by means of convolution integrals. However, the proof provided here also includes non-integer values of 2α.
We need the non-central gamma probability density function (p.d.f.)
If R is represented by
with the minimal eigenvalue λ of R and an n×(n−1) matrix A of rank m ≤ n−1, then the Γ n (α, R)-p.d.f. and the Γ n (α, R)-c.d.f., 2α ∈ N or 2α > n − 2, can be represented by
and
respectively with the rows b j from B and the expectation referring to S, a W n−1 (2α, I n−1 )-Wishart matrix. These formulas are derived in a slightly more general form in [10] and [11] ; they can be verified by a simple calculation using the Laplace transform of the non-central gamma distribution followed by integration over the Wishart (or pseudoWishart) distribution.
2 Proof of the Gaussian correlation conjecture for Γ n (α, R)-distributions
be a non-singular partitioned n × n-correlation matrix with n i × n i submatrices R ii and R 12 having positive rank. Then, there holds for the
for all positive numbers x 1 , . . . , x n and 2α ∈ N or 2α > n − 2.
Proof. All the matrices
are non-singular correlation matrices. Theorem 1 will be proved if we show
By means of the Laplace transform we shall represent the left-hand side of (2.3) by a sum of not identically vanishing non-negative terms. Let A J denote the submatrices with row and column indices i ∈ J ⊆ {1, . . . , n} from any n × n-matrix A. The determinant |I n + RT | is equal to 1
, and the squared canonical correlations ρ 2 J 1 ,J 2 ,i , i = 1, . . . , r J 1 ,J 2 , which are the positive eigenvalues of R
, we find
Therefore,
which is the Laplace transform h * (t 1 , . . . , t n ; α, R τ ) of
where
.
We have to verify that
h(x 1 , . . . , x n ; α, R τ ) = ∂ ∂τ f (x 1 , . . . , x n ; α, R τ ). 
where the change of the order of integration can be justified by Fubini's criterion in the following way: Applying (1.7), the identity
ϑ -similar to (1.6) -with rows b jϑ in B ϑ , indicator functions e J of J, and the cardinalities |J| of J, we obtain
Therefore, the Laplace transform of |h| is bounded by a linear combination of integrals of the form Finally, integration over x 1 , . . . , x n in (2.5) leads to
since the canonical correlations in (2.4) do not identically vanish because of the positive rank of R 12 .
Remarks. By continuity, Theorem 1 holds also for a singular R, at least with "≥" instead of ">". A modified proof uses the characteristic functionĥ corresponding to (2.4). It is the continuous limit of the characteristic functions of the signed measures defined by ǫ − 1 F (x 1 , . . . , x n ; α, R τ +ǫ ) − F (x 1 , . . . , x n ; α, R τ ) , ǫ → 0. Thus,ĥ is the characteristic function of the signed measure which is defined by ∂ ∂τ F (x 1 , . . . , x n ; α, R τ ) and which is the difference of two finite positive measures on R n . An approximation by a series of univariate integrals for the difference between the two sides in (2.1) is proposed in [12] with identical values x i = x under the additional conditions ρ 1 = 2 n 1 (n 1 − 1) 1≤i<j≤n 1 ρ ij > 0, ρ 2 = 2 n 2 (n 2 − 1) n 1 +1≤i<j≤n ρ ij > 0,
The error of this approximation tends to zero with a decreasing variability of the correlations within the submatrices R 11 , R 22 , and R 12 . This approximation is recommended in particular for small values of 1 − F (x, . . . , x; α, R). In a modified approximation, ρ 2 is replaced by
