The branch-site model is a widely popular approach that accommodates for the lineage-and the site-specific heterogeneity of natural selection regimes among coding sequences. This model relies on prior knowledge of the (foreground) lineage(s) evolving under positive selection at some sites. Unfortunately, such prior information is not always available in practice. A more recent technique (Guindon S, Rodrigo A, Dyer K, Huelsenbeck J. 2004. Modeling the site-specific variation of selection patterns along lineages. Proc Natl Acad Sci USA 101:12957-12962) alleviates this issue by explicitly modeling the variability of selection patterns using a stochastic process. However, the performance of this approach for deciding whether a set of homologous sequences evolved under positive selection at some point has not been assessed yet. This study compares the sensitivity and specificity of tests for positive selection derived from both the standard and the stochastic approaches using extensive simulations. We show that the two methods have low proportions of type I errors, that is, they tend to be conservative when testing the null hypothesis of no positive selection if sequences truly evolve under neutral or negative selection regimes. Also, the standard approach is more powerful than the stochastic one when the prior knowledge on foreground lineages is correct. When this prior is incorrect, however, the stochastic approach outperforms the standard model in a broad range of conditions. Additional comparisons also suggest that the stochastic branch-site method compares favorably with the recently proposed mixed-effects model of evolution of Murrell et al. (Murrell B, Wertheim JO, Moola S, Weighill T, Scheffler K, Pond SLK. 2012. Detecting individual sites subject to episodic diversifying selection. PLoS Genet. 8:e1002764). Altogether, our results show that the standard branch-site model is well suited to confirmatory analyses, whereas the stochastic approach should be preferred over the standard or the mixed-effects ones for exploratory studies.
Introduction
Detecting positive selection from the comparative analysis of coding sequences relies on the estimation of the nonsynonymous to synonymous substitution rate ratio (dN/dS). Values of this ratio greater than one provide evidence for positive Darwinian selection acting at the protein level. Values smaller and equal to one suggest purifying (negative) selection and neutral evolution, respectively. The mechanisms of evolution being highly heterogeneous among species and along sequences, accurate estimation of dN/dS is no mean feat. Yang et al. (Yang 1998; Yang et al. 2000; Yang and Nielsen 2002) pioneered the idea of using a statistical phylogenetics approach to tackle this problem. They designed a range of Markov models in which the dN/dS ratio is an explicit parameter that can be estimated from the data using a likelihood-based approach (generally maximum likelihood). Early models (Yang 1998) considered that the dN/dS ratio varies across branches of the phylogenetic tree but remains constant along the sequence. Nielsen and Yang (1998) and Yang et al. (2000) then proposed to account for the variability of selection regimes across codon positions using various mixture models. According to these models, an individual codon site evolves under negative, neutral, or positive selection with associated class probabilities. The likelihood is then averaged over these classes. These models represented a significant advance in the field as they were the first that allowed for the detection of individual sites in proteins that evolved under positive selection (Anisimova et al. 2001; Yang et al. 2005) .
The model originally proposed by Nielsen and Yang (1998) assumes that each codon site evolves under a probabilistic distribution of dN/dS ratio and the same distribution applies to all sites. Alternatives to this model were proposed by Massingham and Goldman (2005) and Kosakovsky Pond and Frost (2005) , where one dN/dS ratio is estimated for every site using maximum likelihood. Although estimating dN/dS ratios at individual sites is difficult because of the limited amount of data, simulations have shown that themodel, the evolution of a codon site throughout the whole phylogeny is described by one of four scenarios (table 1). In the first two scenarios, the dN/dS ratio does not vary across branches and a negative or a neutral process applies to all the lineages in the tree. A site evolving according to the third scenario has some branches (the so-called foreground branches) evolving under positive selection and the rest of the tree (the background branches) under negative selection. The fourth scenario involves positive selection on the same foreground branches and a neutral process on the background ones. Here again, these four classes define a mixture model, therefore allowing distinct patterns of selection along the tree to apply to distinct regions of the alignment. Beside the alignment of coding sequences, the branch-site model therefore requires each branch in the tree to be labeled as belonging to the foreground or the background class. Also, the same background and foreground branches apply to all codon sites in the alignment. Hence, if positive selection takes place, the branch-site model assumes that it cannot occur along a given set of branches at some codon position and along a distinct set elsewhere in the alignment. The behavior of the standard branch-site model has been subject to controversy with high rates of false positives reported in the literature (Suzuki 2008; Nozawa et al. 2009 ). However, extensive simulation studies (Yang and dos Reis 2011; Gharib and Robinson-Rechavi 2013) backed by sound theoretical arguments (Yang and dos Reis 2011) have put these doubts to rest and demonstrated that the likelihood ratio test to detect positive selection under the branch-site model is conservative and robust in a wide variety of conditions indeed.
In a typical analysis, branch-site models with and without positive selection on the foreground lineages are fitted to the alignment. A likelihood ratio test is then performed to test for the null hypothesis of no positive selection. Because the classification of each branch as belonging to the foreground or the background class does not always rely on strong a priori information, it makes sense to test several or all branches in the tree with every branch considered in turn as the foreground branch (Anisimova and Yang 2007) . The detection of episodes of positive selection at some sites then becomes a multiple hypothesis testing problem, and standard statistical techniques (e.g., Bonferroni's correction or procedures that control the rate of false positives) can be applied.
The random effect model introduced by Kosakovsky Pond et al. (2011) and the mixed-effect model of evolution (MEME) recently proposed by Murrell et al. (2012) are other branch-site models that aim at deciphering the patterns of variation of dN/dS across sites and lineages from the genetic sequences only, that is, they do not rely on a priori specification of foreground and background branches. The MEME approach fits a mixture model with two classes of dN/dS ratio to each branch in the phylogeny. The dN/dS ratios, the corresponding probability, and another parameter describing the overall rate of synonymous substitutions are shared by all the branches but are estimated at each codon site of the alignment. The performance of this approach in terms of type I error proportion and power to detect positive selection at individual sites were reported to be good (Murrell et al. 2012) . However, it is not clear how this method performs compared with the standard branch-site model when the objective is to test whether a given gene (as opposed to an individual site) evolved under positive selection.
The covarion-like codon model (Guindon et al. 2004) , also referred to as stochastic branch-site model, is another branchsite model that does not rely on prior classification of edges in the foreground or background classes. According to this model, the patterns describing the variation of the dN/dS ratio along lineages can vary across sites. Hence, lineages evolving under positive selection do not have to be the same for all regions in the alignment. This model considers selection classes as nonobservable states and uses a Markov model to describe the changes between them along the phylogeny. This approach combines two Markov models (one for the codon states and one for the selection regimes). It defines a Markov-modulated Markov model (see Gascuel and Guindon 2007) that integrates over all possible trajectories of the dN/dS ratio along the phylogeny. The "cost" for such extra level of flexibility compared with the standard branchsite and the MEME models lies in the addition of a new "switching" parameter, measuring the rate of change between selection regimes. This parameter has to be estimated from the data. Also, the computational burden involved with fitting stochastic branch-site models is greater than that of standard branch-site models due to the increased number of states in the Markov process-this number being equal to the product of the number of observable states (i.e., 61 codons for the universal genetic code) by the number of nonobservable states (generally three selection regimes). Nonetheless, the stochastic model is particularly relevant when no strong prior information is available about clades that potentially evolve under positive selection. Using this approach, Shan et al. (2009) observed that duplication nodes are often accompanied by changes of selection regimes. Although there is ample prior evidence that changes of selection patterns often take place after gene duplication, the fact that the stochastic model was able to detect them is a nice validation of that approach using real data.
The present study relies on extensive simulations that compare the performance of the stochastic branch-site model to that of the most popular approach, that is, the standard branch-site model. To interpret our findings in light of previous work on this topic, we first follow the simulation schemes described in Fletcher and Yang (2010) (see also Zhang et al. 2005) , which focus on phylogenies involving 
a limited number of taxa (10-16). We next run computationally intensive simulations involving an increased number of lineages, ranging from 32 to 64. Our results therefore provide a clear picture of the performance of the two branch-site models with data sets resembling, at least in size, real-world alignments. We show that both the standard and the stochastic branch-site models have low proportion of type I errors. Importantly, our results also indicate that the stochastic approach is generally more powerful than the standard one when prior information on foreground and background lineages is incorrect. Additional results also show that the stochastic branch-site model outperforms MEME when testing whether a given gene evolved under positive selection at some stage during evolution.
Results and Discussion
The terminology used in this article to design codon models and their parameters follows that introduced by Yang et al. (2000) , which is now widely accepted. We first focus on the specificity, or proportion of type I errors, of the standard and the stochastic branch-site models, that is, the frequency with which these approaches reject the null hypothesis of no positive selection when sequences indeed evolve under a neutral or a negative selection regime. We next deal with the sensitivity, or power, of the two approaches, that is, the frequency with which these techniques detect positive selection when it is indeed present in the alignment. Proportions of type I errors and power are assessed under a wide variety of experimental conditions. In the first set of experiments, the patterns of variation of selection regimes across sites matched that assumed by the standard or the stochastic approaches. In the second series of experiments, sequences were generated with and without positive selection, under models with patterns of variation of selection regimes across sites that did not match that assumed by the standard nor the stochastic model.
False Positives
In the following, we report the proportions of simulated data sets for which the null hypothesis of no positive selection was wrongly rejected. We compare these proportions of type I errors to the corresponding expectations set to the nominal levels of 0.10, 0.05, and 0.01 under the null hypothesis.
No Variation of dN/dS across Lineages Data sets were generated under the M1a model of evolution (Yang et al. 2000 ) (see Materials and Methods, Design 1). This model is a mixture with two classes of dN/dS ratios that allows selection regimes to vary across sites but not between lineages. The dN/dS ratios for these two classes are noted as ! 0 and ! 1 , with P 0 and P 1 being the corresponding frequencies. By definition, ! 0 1 and ! 1 ¼ 1. Sequences were here generated using ! 0 ¼ 0:2 with probability P 0 ¼ 0:7 and ! 1 ¼ 1 with probability P 1 ¼ 0:3. These alignments were first analyzed under the same model as that used to generate the sequences (i.e., M1a). They were then processed using the standard branch-site model with branch a in tree 1 used as foreground ( fig. 1 ). Although M1a has two classes of dN/dS ratios, the standard branch-site model has four, with ! 0 1 and ! 1 ¼ 1 in the first two classes. The remaining classes have ! 2 ! 1 on the foreground edges, whereas the background branches have ! 0 1 and ! 1 ¼ 1 in the third and fourth classes, respectively (see table 1 and Materials and Methods). Similar constraints applied to ! 0 , ! 1 , and ! 2 for the stochastic model under the alternative hypothesis, that is, 0 ! 0 1, ! 1 ¼ 1, and ! 2 ! 1. Under both the standard and the stochastic approaches, the alternative hypothesis has two extra parameters compared with the null: while p 1 is equal to 1 À p 0 in M1a, it is a free frequency parameter under both the standard and the stochastic approaches. ! 2 is also a free parameter that is estimated from the data in both branch-site models. We therefore use a difference of log likelihood between the two models). As already noted by Zhang et al. (2005) , the regularity conditions for the 2 approximation are not satisfied, and the correct asymptotic distribution is unknown.
Results in table 2 (row 1) indicate that the realized proportions of false positives are below the corresponding nominal levels for both the standard and stochastic branch-site models. The 2 2 distribution is therefore conservative. Hence, when the selection regimes vary across sites but not among lineages, both the standard and stochastic approaches do not falsely detect positive selection more frequently than expected by chance.
Deterministic Variation of dN/dS across Lineages
Sequences were then generated under the M2a branch-site model along tree 1 with a being the only foreground branch (see fig. 1 and Materials and Methods, Design 1). Following Zhang et al. (2005) , each codon site was randomly sampled from four classes in proportions p 0 ¼ 0:6, p 1 ¼ 0:2, p 2a ¼ 0:15, and p 2b ¼ 0:05, with ! 0 ¼ 0:2 and ! 1 ¼ ! 2 ¼ 1:0 (table 1) . Under the null hypothesis of no positive selection, twice the difference in log likelihood between the null model (! 2 ¼ 1) and the alternative one (! 2 ! 1, estimated from the data) is asymptotically distributed as a 50:50 mixture of 2 0 and 2 1 (it is true for both the standard and stochastic models), with critical value of 2.71 at the 5% level (see e.g., Self and Liang [1987] ). However, we follow Fletcher and Yang (2010) and Zhang et al. (2005) and use a 1 is slightly too liberal for both the standard and the stochastic approaches, whereas the 2 1 distribution is slightly conservative. The model fitted under the null hypothesis with the stochastic approach being distinct from that used to generate the sequences, the results obtained show that this method is robust to model misspecification, at least in the particular instances tested in this experiment.
Stochastic Variation of dN/dS across Lineages
Sequences were here generated under the stochastic model of variation of selection patterns across lineages and sites without positive selection (see Materials and Methods, Design 1). The two selection regimes taking place here have ! 0 ¼ 0:2 with frequency p 0 ¼ 0:7 and ! 1 ¼ 1 with frequency p 1 ¼ 0:3. The rate of substitution between these regimes, %, was determined empirically and set such that the expected number of changes between selection classes at individual codon sites along tree 1 was equal to 1.4. Also, using this particular value of %, the expected number of changes between selection classes was equal to three or fewer for approximately 96% of the sites. The same models as those used in the previous experiment were fitted to these alignments.
Results in table 2 (rows 4 and 5) show that the realized proportions of type I errors obtained with the standard branch-site model are below (or equal to) the nominal levels when using the 50:50 mixture of 2 0 and 2 1 . Hence, the standard branch-site model is robust to misspecification of the part of the model describing the variation of selection regimes along the tree. Also, for both methods, comparing the observed statistics to the quantile defined by the 2 1 distribution provides a stringent control of the proportion of false positives.
The previous three experiments simulated data under the favorable situation where the patterns of variation of dN/dS across sites matched that assumed by the model fitted to the data under the null hypothesis. In the following experiments, the patterns of variation of the dN/dS ratio across sites departed from that assumed by both the standard branchsite and the stochastic branch-site models. Table 3 presents the values of the dN/dS ratio used for the 10 classes of sites that make up each alignment.
Complex Variation of dN/dS Patterns across Sites
Scheme X was used here for the background branches, whereas X, Y, or Z were used for the foreground branches (see table 3 and Materials and Methods, Design 2). Hence, the background lineages evolved under strong negative selection for most parts of the alignment, whereas some sites evolved NOTE.-In the first experiment (row 1), the dN/dS ratio varies across sites but not across edges. In the second experiment (rows 2 and 3), the dN/dS ratio varies across sites and across edges according to the standard branch-site model. In the third experiment (rows 4 and 5), the dN/dS ratio varies across sites and across edges according to the stochastic branch-site model. For each experiment and each method, the observed frequencies of type I errors are compared with their expected value under the null hypothesis set to 0.10, 0.05, and 0.01. The quantiles corresponding to these type I error probabilities are 4.61, 5.99, and 9.21 for the under a neutral process. Foreground lineages evolved under mostly negative selection (scheme X), mostly neutral (scheme Y) or completely neutral (scheme Z) selection patterns. Sequences were simulated along trees 1 and 2 ( fig. 1 ) with , , , and labeling the foreground branches.
Results are presented in table 4. The proportion of type I errors is fairly low and similar for both the standard and stochastic approaches. We note, however, that this proportion is generally lower for the standard branch-site model. When considering this model only, the proportion of type I errors is low for scheme XX and increases, on average, for XY and again for XZ. Such observation is undoubtedly the consequence of an increased value of the dN/dS ratio on foreground lineages, with all values equal to 1.0 for scheme Z, making it more difficult to distinguish from positive selection compared with scheme X. No such trend can be observed for the stochastic branch-site model. Additional simulations with larger data sets (20 taxa) showed similar results, indicating that the stochastic model does not clearly distinguish between the three evolutionary scenarios here.
Detecting Variation of dN/dS across Lineages
The stochastic branch-site model does not assume that selection regimes vary across lineages a priori. It is therefore of interest to determine whether this model is able to detect the presence (schemes XY and XZ) or the absence (scheme XX) of such variation. We analyzed the same 10-and 16-taxon data sets and tested for the null hypothesis of no changes of the selection class along the tree (i.e., % = 0).
The results are displayed in table 5. The evolutionary process corresponding to scheme XX does not show any variation of the selection regimes across lineages. It therefore provides suitable data to evaluate the proportion of type I errors. The performance of the stochastic model is disappointing here as the proportion of type I errors is high in every simulation setting. Further investigations revealed that such results are in fact the consequence of the smaller number of dN/dS categories in the model fitted to the data compared with that used to simulate the sequences. Scheme XX has five classes of dN/dS ratios. When using a stochastic branch-site model with six classes of dN/dS ratios (i.e., four classes with corresponding dN/dS ratios estimated from the data in the [0.0,1.0] interval, one class with dN/dS set to 1.0, and one class with dN/dS estimated in the interval [1.0,10.0]) instead of three, the proportion of type I errors decreased dramatically and did not exceed 0.016 for sequences simulated along tree 1, with foreground branch a (compared with 0.852 when using three classes of dN/dS ratios). However, the ability to detect variations of selection regimes along the phylogeny also decreases significantly, with the proportion of correctly rejected null hypothesis of no variation being equal to 0.024 for sequences simulated along tree 1 under scheme XZ, with foreground branch a (compared with 0.258 when using three classes of dN/dS ratios).
Altogether, these last results suggest that the signal conveyed by data sets with such small number of taxa is not strong enough for the stochastic model to detect variations of selection regimes across lineages. Model misspecification has a major impact here as indicated by the large proportion of false positives when the stochastic model only has three classes of dN/dS ratios as opposed to the five classes used for simulating the sequences (scheme XX). 
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Power
In the following, sequences were simulated under models where positive selection is present. We report the proportion of simulated data sets for which the null hypothesis of no positive selection was rejected. All the simulations were conducted using Design 2 (see Materials and Methods) unless stated otherwise.
Correct Foreground Branch Labeling
In these simulations, the same foreground branches were used when generating the sequences and fitting the standard branch-site model, hence providing an advantage to the standard approach over the stochastic one.
The results are presented in table 6. The proportion of cases where the null hypothesis of no positive selection was correctly rejected is generally very low in these particular simulation settings. Also, there are no noticeable differences between the two schemes (XU and XV), which is understandable given the similar values of dN/dS in both cases. The results obtained with the standard branch-site model essentially reproduce those presented by Fletcher and Yang (2010) . Longer foreground edges facilitate the detection of positive selection (e.g., tree 1 a vs. tree 1 b and g). Also, an increase of the number of foreground branches in the tree comes with a strong increase in the ability of the standard branch-site model to detect positive selection. The power of the stochastic branch-site model is often inferior to that of the standard model (but see tree 2 a and b). As opposed to the standard branch-site model, the performance of the stochastic model does not seem to depend on the length of branches that undergo positive selection at some sites.
Incorrect Foreground Branch Labeling
We next sought to compare the power of both approaches in simulation settings identical to that of the previous experiment, except for the labeling of foreground branches when fitting the standard branch-site model to the data. We focused here on situations where the set of foreground branches used for the simulation step is distinct from that used by the model fitted to the data.
Departing from Fletcher and Yang (2010) , trees with 32 tips, instead of 16 and 10 for the previous experiments, were used here. Because our previous results indicate that the impact of the tree shape is limited, we focus here solely on the balanced trees depicted in figure 2. The thick lines correspond to foreground lineages and the thin ones correspond to background branches. We also considered a new simulation scheme, W (table 3) , which has a larger proportion of sites evolving under positive selection compared with U and V.
When sequences were generated along tree A, the stochastic branch-site model detects positive selection for schemes XU and XV in about 40% of the data sets (table 7) . For scheme XW, where positive selection is more frequent (but not stronger), the detection rate increases sharply to reach 99%. The standard model is able to correctly detect positive selection for every alignment provided the foreground edges when fitting the model matches exactly that used to simulate the data (see first row of table 7). The performance of this approach is still very satisfactory when using tree C for the estimation. However, when using trees with a single foreground edge for the estimation (tree B or tree D), the standard branch-site model suffers from low detection rates when positive selection is scarce (i.e., schemes XU and XV). When using tree E for the estimation, the null hypothesis of no positive selection is rejected in 63% and 55% for schemes XU and XV, respectively. For scheme XW, this hypothesis is never rejected. This last result is satisfactory in a sense as the model correctly rejects the null hypothesis of positive
Set of trees used for evaluating the power of the branch-site models. Bold branches denote foreground lineages. Branch lengths were all set to 0.3 codon substitution per site. selection on the "upper half" of the tree, whereas only the "upper quarter" is indeed under positive selection at some sites. However, it is nonetheless worrisome to miss out on detecting positive selection because of a relatively minor misspecification of the model. We also assessed the power of the standard branch-site model when multiple branches are tested for positive selection successively. Following Anisimova and Yang (2007) , every edge was treated in turn as the only foreground branch in the tree. Bonferroni's correction was then applied to amend the 61 P values (corresponding to the number of edges in an unrooted tree with 32 tips) for each data set to control the family-wise error rate at the required 5% level. Table 7 ("std-BS multi" row) gives the power of this approach for the three evolutionary scenarios considered in this experiment. When sequences evolve according to XU or XV, the standard branch-site model with multiple hypothesis testing has low power for detecting positive selection. When positive selection is more frequent (scenario XW) the power of this approach increases and reaches 90.8%.
Altogether, these results suggest that correctly specifying the foreground lineages is critical to the performance of the standard branch-site model: too few or too many foreground lineages selected a priori significantly weakens the ability of this model to detect positive selection. The stochastic model, on the other hand, does not suffer from such shortcoming and gives overall more consistent performances. This approach is also systematically more powerful than the standard branch-site model with individual branch scanning for positive selection. Note that the ability of both approaches to detect positive selection is strongly influenced by the number of taxa. The comparison of tables 6 and 7 indeed shows that doubling the number of taxa drastically improves the power of both the standard and the stochastic branchsite models.
The detection rate of the stochastic branch-site model decreases compared with the previous experiment when half of the sites are generated along tree A and the remaining half along tree C for each site, with 16%, 19%, and 75% of correctly rejected null hypothesis for schemes XU, XV, and XW, respectively (table 8). This result is best explained by the smaller number of lineages under positive selection overall compared with the previous experiment (tree C has 7 foreground branches, whereas tree A has 15). The performance of the standard branch-site model is very good when the estimation is conducted using tree A or tree C. The detection rate is still very low when using tree B or tree D.
With tree E, the null hypothesis is again systematically rejected when sequences are generated under scheme XW, making the standard approach unable to detect positive selection. The power of the standard branch-site approach with correction for multiple hypothesis testing is, here again, low for schemes XU and XV (3.0% and 2.4%, respectively). It increases for scheme XW to 70.8% but remains below that of the stochastic branch-site (75.0%).
In the previous experiment, the two trees used to generate the sequences display overlapping sets of foreground branches (i.e., the clade defined by the foreground edges in tree C is nested within that of tree A). Trees A and F do not show such overlap. Here again, these two trees were used to generate half of the codon sites each. The performance of the stochastic approach remains largely similar to that obtained in the previous experiment (table 9). The standard branchsite model shows lower detection rate under scheme XW overall. Also, for schemes XU and XV, the power of this approach is lower when using tree C for the estimation compared with the previous experiment, which is expected given that the foreground clade in tree C is never actually undergoing positive selection (i.e., only the foreground clades A and F do). The power of the multiple hypothesis testing version of the standard branch-site model is also slightly inferior to that observed in the previous experiment. Here again, this NOTE.-Sequences were generated along tree A ( fig. 2) . "std-BS multi" refers to the standard branch-site model with correction for multiple hypothesis testing (see main text). NOTE.-For each alignment, half of the codon sites were generated along tree A and half along tree C ( fig. 2 ). approach is systematically outperformed by the stochastic branch-site model.
Impact of the Number of Taxa and the Proportion of Foreground Lineages
We next focused on the performance of the stochastic branch-site approach for a varying proportion of foreground branches and number of taxa. Our prior expectation is that the propensity of the stochastic approach to detect positive selection will increase with larger proportions of lineages evolving under positive selection and an increasing number of taxa. We ran simulations on 16-, 32-, and 64-taxon trees with various proportions of foreground lineages. The corresponding trees are depicted in figure 3. Each sequence alignment was generated according to scheme XU. The sequences were 300-codon long, and 200 repeats for each tree were processed. With 64-taxon data sets and proportions of foreground lineages between 10% and 50%, evolverNSbranchsite returned likelihoods under the null standard branch-site model larger than under the alternative in 7-14% of the data sets. In these cases, the difference of log likelihoods was greater than one point and reflected actual optimization issues rather than numerical precision limitations. These data sets were discarded from the analysis. Note that such shortcomings with the optimization of branch-site model parameters can be limited by selecting the initial values for the alternative model more carefully (Yang Z, personal communication) . In particular, setting those values to the maximum likelihood estimates obtained under the null hypothesis would guarantee that the log likelihood obtained under the alternative model is at least as large as that obtained under the null.
The results displayed in table 10 indicate clearly that both the number of taxa and the proportion of foreground branches have a strong impact on the ability of the standard and stochastic approaches to detect positive selection. The power of the stochastic model is good when the proportion of branches under positive selection at some sites exceeds 25%, no matter what the number of tips is. The "comfort zone" for this method lies here around 60 taxa and at least 25% of branches evolving under positive selection. When the foreground edges are correctly labeled, the comfort zone of the standard branch-site approach lies around 30 taxa and about 10% of lineages evolving under positive selection, hence outperforming the stochastic method and confirming the previous results. As mentioned previously, optimization issues hampered the analysis of a significant proportion of 64-taxon data sets with 10%, 25%, and 50% of foreground branches. It is not clear whether these particular data sets can be considered as random samples from the population of simulated alignments. The results presented here for the standard branch-site model might therefore be overly optimistic. However, with the same proportions of foreground branches, the fraction of correctly rejected null hypotheses being already close to one with 32 taxa (for which no optimization issues were observed), we are quite confident that the results obtained here for 64 taxa are reliable indeed.
Comparison with MEME
The main purpose of this study is to assess the performance of the stochastic branch-site model by comparing it to the NOTE.-Sequences were generated along trees depicted in figure 3 under schemes X and U for background and foreground lineages, respectively. Two hundred repeats were performed for every simulation setting. The two columns on the right give the proportions of cases out of the 200 for which the null hypothesis of no positive selection was rejected. Percentage of foreground branches in the whole tree.
b
Foreground branches are labeled correctly in all cases.
"gold-standard," that is, the branch-site model as implemented in the PAML package (Yang 2007) . However, the MEME approach put forward by Murrell et al. (2012) has received considerable attention recently. It is therefore of interest to extend our comparison and assess how this new method performs in the simulation settings considered in this article. We ran additional simulations on the same 16-, 32-, and 64-taxon trees as those used in the previous experiment. The foreground clades for these trees were B, C, and D, respectively ( fig. 3) , and sequences were generated along them according to schemes XX, XU, and XW. Each alignment was 300-codon long, and 500 repeats for each combination of scheme and tree were analyzed. The settings used to fit the MEME model to these data sets and detect positive selection are described in the Materials and Methods section.
The proportion of type I errors and power of both the stochastic and the MEME models are presented in table 11. For 16-taxon trees and no positive selection (scheme XX), the stochastic branch-site model is conservative, with 2.8% of falsely rejected null hypotheses of no positive selection. Conversely, the MEME approach shows a high-proportion type I error in this situation and detects evidence of positive selection in every simulated alignment. When Bonferroni's correction for multiple hypothesis testing is applied, however, the proportion of false positives drops to 3.6%. When positive selection is mild (scheme XU) or stronger (scheme XW), the stochastic branch-site model is able to detect it in a reasonable fraction of data sets. The MEME approach with no correction for multiple testing is, as expected from the previous result, very powerful in these settings. However, the power of this method after Bonferroni's correction is low compared with the stochastic approach and remains below 5%. The same conclusion applies to the 32-taxon data sets under the three selection schemes: Without correction, the MEME approach is very powerful but has a very high rate of false positives, whereas the converse applies with Bonferroni's correction. The standard branch-site model succeeds in controlling the rate of false positives and achieves good power when positive selection is strong. For the 64-taxon data sets, the performance of the MEME approach, with and without correction, follows the same trend.
The proportion of type I errors for the stochastic approach is 15%, well above the nominal 5% level. In the same conditions, the standard branch-site model with the correct foreground edge labeling has approximately 8% of false positives. Hence, for scheme XX, both the standard and the stochastic approaches struggle to control the rate of false positives. Note that this particular scheme has a large fraction of sites (20%) evolving under a purely neutral process, that is, dN/dS equal to 1.0. When the value of dN/dS for these sites is set to 0.8 instead, corresponding to mild negative selection, the proportion of false positives drops to 0.004 for the stochastic branch-site model (the corresponding proportions for MEME with and without correction are 0.006 and 0.932, respectively). Hence, unless the proportion of sites evolving under a purely neutral process is large, the stochastic (and the standard) branch-site model(s) will not be hampered by larger than expected frequencies of false positives.
Note that the high type I error proportions of MEME observed in our simulations are not directly comparable to the results reported by Murrell et al. (2012) . Indeed, Murrell et al. aimed at assessing the ability of MEME to detect positive selection at individual sites as opposed to whole alignments as is done in this study. When considering individual sites, the results presented by Murrell et al. (2012) indicate that this approach performs well. In our own simulations, we observed that the average proportion of sites at which positive selection is detected when sequences evolve under scheme XX is indeed generally below 5% (3%, 2.6%, and 1.2% for 16-, 32-, and 64-taxon data sets, respectively), thus confirming the results of Murrell et al. (2012) .
Conclusion
In this study, we investigated the type I error rate and power of the standard and stochastic branch-site models for detecting positive selection. Using simulations, we have shown that the two methods are conservative and generally manage to control the type I error proportion when the model of variation of selection regimes across sites and lineages is slightly misspecified. In other words, both methods will most likely not indicate evidence of positive selection when there is none indeed, even though the actual patterns of variations of the dN/dS ratio along the sequences and the phylogeny is more complex than that assumed by these models.
When testing for the null hypothesis of no positive selection and no variation of selection regimes across lineages, the 2 2 distribution provides a conservative test and an accurate approximation of the actual distribution of the likelihood ratio statistic for both the standard and stochastic approaches. When testing for the null hypothesis of no positive selection while selection regimes vary along the tree, the 2 1 distribution is, here again, accurate for both models and provides a conservative statistical test. These results suggest that the use of these parametric distributions for testing the null hypothesis of no positive selection in a coding sequence is satisfactory and running simulations in an attempt to estimate the actual null distribution is not required (nor always computational feasible for that matter). The power of the standard branch-site approach is highly dependent on the simulation settings. In particular, this method frequently fails to detect positive selection when the set of foreground lineages chosen for the estimation does not exactly match the true set of branches undergoing positive selection. Such behavior is observed even in situations where the foreground clade selected for the inference is nested within the true one. The stochastic approach is not as powerful compared with the ideal case where the standard branch-site model is given the correct set of foreground branches. However, its performance is more consistent throughout the various simulation settings since this method does not require prior knowledge of the branches potentially undergoing positive selection.
When no prior information points to specific branches evolving under positive selection, the standard branch-site model can be fitted to several evolutionary scenarios, corresponding to multiple combinations of foreground and background edges. To avoid considering too many combinations, each scenario consists in having only one edge potentially evolving under positive selection. Our simulation results indicate that this approach has only limited power in detecting positive selection except in cases where episodes of positive selection are frequent. Importantly, the stochastic branch-site model appears to be more powerful than the standard branch-site model with multiple testing in all the simulation settings considered in this study.
Altogether, our results indicate that the standard branchsite model should be preferred over the stochastic one only in cases where there is strong prior evidence pointing to specific lineages evolving under positive selection. Providing the labeling of edges as belonging to the foreground or the background is correct, the standard model is indeed able to detect traces of positive selection in situations where the stochastic approach fails to do so. However, if no strong prior information about the lineages undergoing positive selection is available, the stochastic approach often outperforms the standard one, in particular for data sets with a number of taxa exceeding approximately 60. We therefore argue that the stochastic branch-site model is more suited to exploratory analyses, where it is a priori unclear whether positive selection did occur and which lineages could have been involved. The standard branch-site model is more suited to confirmatory analyses with clear indication of positive selection and the lineages involved.
Detecting positive selection from the analysis of genetic data only is a challenging task. The stochastic branch-site model defines an appropriate statistical framework to tackle this problem, and this study demonstrates its validity in comparison to the most popular approach, that is, the standard branch-site model. Other techniques, such as the MEME in particular (Murrell et al. 2012) , have the same objective. Murrell et al. (2012) reported good performance of this approach for the detection of sites undergoing positive selection. When the problem is instead to decide whether or nor a given gene evolved under positive selection at some stage, our results indicate poor performance of MEME, suggesting that the stochastic or the standard approaches are better alternatives. Nonetheless, further simulations are required to assess the ability of these methods (and others) to accurately detect where along a sequence and when in the phylogeny positive selection has taken place.
Materials and Methods
We refer the reader to the original articles (Yang and Nielsen 2002; Guindon et al. 2004; Yang et al. 2005; Gascuel and Guindon 2007) for further details on the standard and stochastic branch-site models and give here a mostly nontechnical overview of them. Both the standard and stochastic branch-site models assume that the process of substitution between codons is stochastic and governed by a few parameters: the codon frequencies at equilibrium, the transition/ transversion ratio, and the dN/dS ratio. Codon frequencies and transition/transversion ratio do not vary across lineages or along sequences. The dN/dS ratio, however, can change along the sequences and across lineages, allowing different taxa and regions of the alignment to evolve under distinct selection processes.
The main difference between the standard and the stochastic branch-site models lies in their treatment of the variation of selection regimes across lineages. The standard model relies on prior specification of the positions along the tree at which changes of selection regime occurred. Before the analysis, one then needs to label each branch as belonging to the set of background or foreground edges. The parameters of a mixture model are then estimated from the data in the maximum likelihood framework. Figure 4 gives a graphical description of this model. Also, in this study, we use the same branch-site model as that used in Zhang et al. (2005) and Fletcher and Yang (2010) (table 1) and implemented in FIG. 4 . Graphical representation of the standard branch-site model. The four trees depicted here correspond to the four classes of this mixture model. In the first two classes, starting from the left, a given site evolves under negative (dotted lines) or neutral (plain lines) evolution. In the third and fourth class, a site evolves under negative selection (third tree) or neutral evolution (fourth tree) along the background lineages and positive selection (bold lines) along the foreground edges. The likelihood at such site is then a weighted sum over these four scenarios.
the software evolverNSbranchsite as part of the PAML package version 4.6 (Yang 2007) .
The stochastic branch-site model relies instead on a Markov process where each state is a combination of a codon and a selection regime. Changes of selection classes therefore occur anywhere along the tree, and the position of these changes do not have to be the same at all the sites of the alignment. Figure 5 gives a graphical description of the stochastic branch-site model. As opposed to the standard branch-site model, the number of scenarios, each of them corresponding to a combination of negative, neutral, and positive selection episodes along the tree, is effectively infinite in this model. Calculation of the transition probabilities along an edge of the phylogeny amounts to integrating analytically over an infinite number of random trajectories of dN/dS values along this branch. The rate matrix for this model is given below:
where Q ! 0 , Q ! 1 , and Q ! 2 are the codon rate matrices describing substitutions between codons under the three selection regimes defined by ! 0 , ! 1 , and ! 2 . ! 0 , ! 1 , and ! 2 are the three corresponding frequencies at equilibrium. In this study,
. I is a 61 Â 61 identity matrix, and % is the "switching" rate of change between selection classes. When the value of this parameter tends to zero, the stochastic branch-site model collapses into the mixture models M2a (or M3 in case ! 1 is estimated from the data instead of being fixed to 1.0) (Yang et al. 2000) . Except for the switching parameter %, the set of free parameters in the standard and stochastic branch-site models are identical. The distribution of the likelihood ratio statistics is therefore the same for these two models under the null hypothesis of no positive selection.
Simulation Designs
Design 1 One thousand sequence data sets were generated along tree 1 ( fig. 1, left) . Each data set was 600-bp long (i.e., 200 codonlong). The transition/transversion ratio was set to 4.0. The stationary codon frequencies were set to 1/61 for all sense codons and 0 for stop codons. The likelihoods returned by the computer programs implementing the standard and the stochastic branch-site models were in some cases greater under the null hypothesis compared with the alternative one, which should not happen in theory. However, in the very large majority of these cases, the differences of likelihoods were small (less than one point of likelihood), probably reflecting limits in terms of numerical precision rather than actual failure of the optimization routines. The difference of likelihoods was then considered to be equal to zero.
Design 2
Each codon site was sampled uniformly at random among the 10 site classes defined in table 3. Hence, the process that generated the data corresponds to a mixture model with 10 classes (though some pairs of classes are identical), whereas the models fitted to the data (both standard and stochastic) generally only have three. One thousand repeats under each simulation setting were conducted. Each sequence was 300-codon long, and the transition/transversion ratio was set to 4.0. The stationary codon frequencies were set to 1/61 for all sense codons and 0 for stop codons. As in Zhang et al. (2005) and Fletcher and Yang (2010) , we use a 2 1 distribution to conduct the test of the null hypothesis of no positive selection, with a critical value equal to 3.84 at the 5% level. As noted and verified by these authors, using this distribution (instead of the 50:50 mixture of 2 0 and 2 1 ) makes the test conservative.
Computer Programs and Settings
The stochastic branch-site model is implemented in the software fitmodel (http://code.google.com/p/fitmodel, last accessed November 1, 2013). This study relies on version 20130903 of this computer program. The standard branchsite model is implemented in the software codeml, part of the PAML package (Yang 2007) . We used version 4.6 of this package (http://abacus.gene.ucl.ac.uk/software/paml.html, last accessed November 1, 2013). For both models, testing the null hypothesis of no positive selection at any site and branch for a given alignment relies on a likelihood ratio test. Therefore, both fitmodel and codeml were run twice on each data set to estimate the likelihood of the null and the alternative models.
The MEME approach is implemented in the software package HyPhy (http://hyphy.org/w/index.php/Main_Page, last accessed November 1, 2013). We used version 2.2 of this software in this study. The batch file QuickSelectionDetection.bf was used to estimate FIG. 5 . Graphical representation of the stochastic branch-site model. Dotted, plain, and bold lines correspond to regions of the tree that evolve under negative, neutral, and positive selection, respectively. The likelihood at each codon site of the alignment is integrated over an infinite number of scenarios where selection regimes vary along the tree (only three such scenarios are displayed here).
the MEME parameters given the alignment and a tree topology. HyPhy then performed a likelihood ratio test at each site of the alignment to test for the null hypothesis of no positive selection along any branch in the tree at that site. The program returned the P value for each of these tests. Following the recommendation from one of HyPhy's author, the null hypothesis of no positive selection at any site and branch for a given alignment was rejected if one or more P values were smaller than 0.05. We also applied Bonferroni's correction to these P values to control the family-wise error rate at the same nominal level of 0.05.
