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Resumo
Este trabalho apresenta um estudo de caso para a previsão de demanda em compras pela internet
utilizando cartão de crédito.O principal objetivo é aplicar o modelo linear misto e verificar se
existe um ganho em relação a regressão linear múltipla em relação a estimativa de demanda nas
transações online nos meses posteriores melhorando o planejamento financeiro da empresa.As
variáveis macro e microeconômicas são testadas e verifica-se quais variáveis são realmente
importantes para o modelo,a simulação de Monte Carlo testa se o modelo preve a demanda de
serviços simulando os cenários hierárquicos e sua significância.
Palavras chave: Modelos mistos, Previsão de demanda, Serviços de internet.
 
Abstract
This paper presents a case study for the forecast of demand in internet purchases using credit
card.The main objective is to apply the mixed linear model and verify if there is a gain in relation
to multiple linear regression in relation to the demand estimate in the online transactions in the
subsequent months improving the financial planning of the company.Macro and microeconomic
variables are tested and it is verified which variables are really important for the model,Monte
Carlo simulation tests whether the model predicts the demand for services by simulating the
hierarchical scenarios nnd its significance.
Keywords:Mixed Models,Demand Forecast,Internet Services
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Introdução
  Com o aumento de competitividade das empresas obter informações para tomada de deci- 
são é de fundamental importancia tanto para a   sobrevivência quanto a ampliação da empresa 
no mercado fazendo-se necessário uma análise contínua e preditiva dos dados da empresa e 
uma análise da economia para dar suporte as decisões,visando assim melhorar a alocação de 
recursos e consequentemente diminuir seus custos de produção ou serviços.
  Com a informação disponível para as empresas pode-se obter conhecimento sobre uma de- 
terminada área ou setor da empresa que precisa ser melhorado,mas o tratamento e geração de 
valor destes dados tem sido pouco utilizados pelas empresas.Tanto as informações geradas pe- 
los seus clientes,quanto as informações da economia ou outras fontes que impactem diretamente 
seus produtos e serviços.Logo se faz necessário um estudo que englobe os aspectos importantes 
para a empresa e como utiliza-los de forma conjunta para a ampliação do mercado.
  As transações pela internet tem crescido pela facilidade e praticidade que trazem ao consu- 
midor que consegue comprar sem sair de casa e consequentemente as empresas ampliaram o 
mercado de vendas para qualquer localidade do planeta.
A capacidade de estimar a quantidade de transações online com cartão de crédito pode 
estimar os custos com prevenção e manuseio de informações que facilitaria a tomada de decisão 
por parte da empresa quanto as medidas de segurança e o valor dos investimentos para prevenção
e ampliação do mercado.
Objetivos
  Determinar a quantidade de transações pela internet com uso do cartão de crédito conside- 
rando as relações da macroeconomia e o ambiente setorial,identificando  as possíveis deman- 
das dos dias que tenham maior número de transações de e-commerce  no varejo brasileiro com 
cada setor de serviço em suas particularidades como por exemplo maiores demandas em datas 
especiais ou promoções realizadas para atingir um determinado público.Com essa estimativa 
pretende-se auxiliar no processo de planejamento econômico e estratégico das empresas.
Para atingir esse objetivo identificou-se técnicas que permitiram que o modelo se adequasse 
as condições impostas pelo mercado econômico,sejam tanto variáveis externas como as macro-
econômicas quanto as microeconômicas que fazem referência as particularidades do negócio.
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Além disso foi realizada uma revisão bibliográfica dos conceitos de regressão linear múltipla
e modelo linear misto comparando suas características e quais são as vantagens do segundo para
o propósito do estudo com a análise da base de dados fornecida e a aplicação dos métodos dos
modelos,identifica-se qual modelo se o misto ou a regressão múltipla se adequa melhor com os
dados e gera resultados coerentes com a teoria descrita.
Para esse estudo de caso foram coletados dados do e-commerce brasileiro para analisar o
número de transações que será a variável dependente,influenciados pela macroeconomia e as
particularidades dos setores de serviço a quantidade de transações efetuadas entre maio de 2007
a julho de 2016 foi usada como base de estudos.As empresas que utilizam o sistema antifraude
da Clearsale são de diversos setores como hipermercados,operadoras de telefone,empresas aé-
reas,cosméticos etc.
Analisando os dados da Clearsale decidiu-se utilizar o Modelo Linear Misto devido as con-
siderações feitas em economia de que as condições macroeconômicas afetam diretamente as
relações microeconomicas esse tipo de modelo conhecido como linear misto é muito utilizado
nas áreas de ciências sociais,economia,administração e também nas ciências biológicas o mo-
delo avalia os dados de nível de relacionamento transversal e separa os efeitos de variância
dentro e entre os grupos requerendo menos hipóteses precisa de uma enorme quantidade de
dados pois os efeitos são mais sensíveis entre grupos do que dentro do grupo,logo aumentado
o número de grupos reduzimos esse efeito,como os dados representam 85% do mercado de
e-commerce,temos uma quantidade significativa do mercado para análise.
A maioria das aplicações do modelo são para estudos de organizações,empresas e escolas
que tem estruturas hierárquicas bem definidas descobrindo como uma área esta afetando a outra
ou um setor específico quais são os fatores relevantes para uma determinada área e quanto
essa área pode ser melhorada com a avaliação e monitoramento.Nessas aplicações se destacam
modelos de dois niveis hierárquicos pela fácil aplicação e porque o número de variáveis aumenta
exponencialmente a quantidade de cálculos para determinar os coeficientes.O modelo introduz
termos que permitem estimar o erro que a regressão linear convencional não se propõe,como os
erros não são independentes existe uma dependência entre eles que é importante para estimar o
modelo.
Como resultado pode-se projetar o lucro/prejuízo da organização e assim ter um cenário que
oriente no processo de tomada de decisão projetando ameaças e oportunidades do mercado e
analisar diversos cenários econômicos somente alterando as variáveis do modelo.
Estrutura
A dissertação esta dividida da seguinte forma no capitulo 1 introduz-se os conceitos de pre-
visão de demanda e o método de Monte Carlo para a simulação e tomada de decisão,o capítulo
2 mostra os desenvolvimento de problemas econométricos usando regressão linear simples,no
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capítulo 3 traz os conceitos do modelo linear misto com suas vantagens e desvantagens o capí-
tulo 4 trata do desenvolvimento do modelo com definições da macroeconomia e como ajusta-se
as variáveis para o aperfeiçoamento do modelo no capítulo 5 descreve a metodologia utilizada
para construir o modelo também realiza-se a validação do modelo e simulam-se algumas va-
riáveis para testar e avaliar o modelo desenvolvido e no capítulo 6 sobre conclusão e trabalhos
futuros.
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Capítulo 1
Previsão de Demanda
Devido ao ambiente competitivo nas empresas alocar de maneira otimizada permite me-
lhorar a distribuição dos recursos para benefício e crescimento da empresa,a antecipação de
cenários futuros é a proposta dos modelos de previsão que faz previsões sobre eventos de modo
que essas projeções possam ser incorporadas ao processo de tomada de decisão[3].
Existem dois métodos para a previsão de demanda que são o método quantitativo e o mé-
todo qualitativo.A abordagem qualitativa se baseia em opiniões,julgamentos e desempenhos
passados por especialista segundo[25].
No estudo de caso da previsão de demanda de transações online utiliza-se o método quan-
titativo por se tratar de vários setores de serviços diferentes com desempenhos distintos o que
acarretaria em vários especialistas e existem dados históricos.
Na previsão de demanda para modelos quantitativos utilizam-se modelos de regressão linear
que são aplicados devido a utilização de variáveis independentes que tem relação com a variável
dependente.Segundo [10]a regressão é o estudo da dependência de uma variável em relação a
uma ou mais variáveis visando estimar ou prever o valor médio (da população) da primeira em
termos dos valores conhecidos ou fixados (amostras repetidas) da segunda,nos capítulos 2 e 3
serão explicados os modelos de regressão lineares e os modelos de regressão linear misto.
Parte fundamental dos modelos de previsão de demanda é melhorar o desempenho da em-
presa para isso os conceitos de controladoria e a gestão são agregados como fatores de aperfei-
çoamento do modelo para avaliar constantemente a performance e analisar se ajustes ou mu-
danças são necessárias este assunto será abordado no capítulo 4.Como as ferramentas de gestão
e controladoria podem verificar a eficácia do modelo e aperfeiçoá-lo constantemente.
1.1 Métodos Quantitativos
O método quantitativo baseia-se no emprego da quantificação tanto nas modalidades de co-
leta de informações quanto no tratamento delas por meio de técnicas estatísticas.Representa
a intenção de garantir a precisão dos resultados,evitar distorções de análise e interpreta-
ção,possibilitando uma margem de segurança quanto às inferências.É frequentemente aplicado
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nos estudos descritivos,naqueles que procuram descobrir e classificar a relação entre variá-
veis,bem como nos que investigam a relação entre fenômenos[19].
Os métodos quantitativos podem ser temporais ou causais sendo que o método temporal é
o mais adequado ao nosso propósito de prever a demanda de transações a partir de observações
no banco de dados temos:
• Série temporal – é um conjunto de dados numéricos obtidos durante períodos regulares
ao longo do tempo e projeta valores futuros de uma variável baseado em observações do
presente e do passado dessa variável.
1.2 Modelagem Quantitativa
Deve-se utilizar o modelo que se ajusta melhor aos dados coletados pela empresa de transa-
ções online para isso sera dividido a base em dois grupos um de teste e outro de treino.Utiliza-se
80% dos dos na construção do modelo de previsão de demanda e 20% para os teste e validação
do modelo.
Essa validação de dados usa um método da validação cruzada chamado de hold-out que con-
siste na separação dos dados em dois subconjuntos mutuamente exclusivos um para treinamento
outro para teste,sua definição formal pode ser obtida em [2].
São coletados 840.000 transações online durante o periodo de maio de 2007 a junho de 2016
então 672.000 o para o aprendizado do modelo e 168.000 dados foram utilizados para a base de
validação do modelo.Os dados para validação foram selecionados do período de 2015 e 2016
que não foram utilizados para a construção do modelo.
Então depois de obter os coeficientes pelo modelo linear misto,utilizo a previsão feita nos
dados da base de teste para avaliar se os coeficientes conseguem prever a quantidade de transa-
ções.
1.3 Simulação
Os modelos de simulação procuram oferecer uma representação do mundo real com o ob-
jetivo de permitir a geração e análise de alternativas.A simulação pode representar um fator
positivo na tomada de decisões,uma vez que permite a realização de inferências,por meio de
experimentos,sobre o comportamento dos sistemas.Tal constatação proporciona aos gestores a
possibilidade de examinar e avaliar diversos planos muito antes de acatar projetos importan-
tes.Uma vez determinado o plano mais conveniente,aquele que contém o máximo de vantagens
e o mínimo de desvantagens,pode-se por em prática a situação real[7].
Existem dois tipos de modelos de simulação: o determinístico e o probabilístico.Nos mo-
delos determinísticos não incorporam as probabilidades de que o valor escolhido para a si-
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mulação sofra alterações futuras.O probabilístico tenta capturar a natureza probabilística en-
volvida nas variáveis que cercam o sistema,por meio da utilização da técnica estatística e do
uso de computadores.Os modelos de simulação probabilísticos tiveram sua origem no método
de Monte Carlo e têm como foco simulações de fenômenos aleatórios,introduzindo a análise
de riscos,incorporando as variáveis ambientais e,consequentemente,os elementos de incerteza
inerentes ao modelo [15].
O método de Monte Carlo será usado em nosso modelo para simular a integração entre
macroeconômico e microeconomia simulando resultados das variáveis macroeconômicas do
modelo interagindo hierarquicamente com a microeconomia para estimar a quantidade de tran-
sações online realizadas no cartão de crédito.
1.4 Método de Monte Carlo
O método de Monte Carlo é um método estatístico que usa amostragens aleatórias para
obter resultados numéricos,usando simulação para calcular probabilidades heuristicamente.Este
método obtem aproximações numéricas de funções complexas quando não consegue-se obter
uma solução analítica.O nome Monte Carlo surgiu durante o projeto Manhattan na Segunda
Guerra Mundial,onde os cientistas simularam problemas de natureza probabilística relacionados
com o coeficiente de difusão do neutron de alguns materiais[6].
As vantagens que a simulação de Monte Carlo oferece por [28] são:
a) As variáveis do modelo de distribuição não são valores aproximados;
b) As correlações e as interdependências estão no modelo;
c) O nível de conhecimento matemático para executar uma simulação de Monte Carlo é
próximo ao básico;
d) Modelos matemáticos complexos poderão ser utilizados;
e) A simulação de Monte Carlo é fortemente reconhecida como uma técnica válida e seus
resultados aceitos;
f) O comportamento do modelo pode ser avaliado com facilidade;
g) Mudanças no modelo podem ser feitas com rapidez.
As simulações de Monte Carlo podem medir a confiabilidade,as incertezas existentes no
mercado,avaliando o modelo matemático com a combinação de amostras aleatórias os resul-
tados da simulação devem ser avaliados e validados para serem usados no planejamento das
organizações.A simulação de Monte Carlo não depende da natureza do modelo,sendo que a
incerteza e o intervalo de confiança podem ser obtidos pela simulação.A qualidade do modelo
dependerá da qualidade das variáveis de entrada,características pseudo aleatórias,número de si-
mulações realizadas e procedimento do intervalo de abrangência.Se o modelo matemático for
não linear ou se apresentar complexidade o modelo se adequa bem a essas caracteristicas,pois
as variáveis do modelo podem ter um comportamento aleatório.Um erro na formulação pode
levar a resultados que não refletem a realidade[27].
As falhas na sua utilização são causadas ao utilizar modelos matemáticos pouco representa-
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tivos,erros amostrais,pequeno número de simulações,qualidade das variáveis de entrada e esses
fatores influenciam na qualidade do resultado.Os modelos de simulação podem ser discretos ou
contínuos sendo que os modelos discretos alteraram um de cada vez,como por exemplo quando
clientes chegam ou partem do sistema individualmente ou em lotes e os modelos de simulação
são contínuas onde os eventos mudam ao longo do tempo.
Para cada resultado obtido uma nova variável ateatória deve ser gerada e utilizada no mo-
delo para comparar com os dados fornecidos.Esse método gerava números de uma forma muito
rápida tornando fácil a utilização do modelo.Então as aplicações em várias situações em negó-
cios,engenharia,ciência e finanças.
Segundo [27] o analista precisa emular o sistema real,então quanto mais confiáveis os re-
sultados de saída tornam mais rápidas as decisões,selecionar a distribuição de probabilidade
para a variável de entrada.Onde se utilizam dados empíricos e os valores são estimados para o
melhor o ajuste do modelo.Para construir um modelo de simulação, inclui-se várias variáveis de
entrada de controle e tipo aleatório,sendo que o objetivo da simulação é determinar o conjunto
de variáveis de controle que obtem o melhor resultado.
O método de Monte Carlo se baseia em dois teoremas que são a lei da grandes números e o
teorema do limite central,obtêm-se uma estimativa de um valor esperado (pela lei dos grandes
números) e uma estimativa da incerteza na estimativa (pelo teorema do limite central) portanto a
simulação de Monte Carlo pode mostrar qual a proximidade da simulação com o valor real e que
a incerteza no valor esperado calculado é proporcional a 1/ N,onde N é a número de amostras.As
simulações de Monte Carlo começam com processo de amostragem gerando números pseudo-
aleatórios sobre o intevalo [0,1].
1.5 Análise de sensibilidade
Uma possível definição segundo [21] é que analise de sensibilidade é o estudo da incerteza
na variável de saída do modelo que pode ser repartidos de diferentes maneiras pelas variáveis
de entrada.Serve para descobrir erros técnicos,identificar regiões criticas,estabelecer prioridades
de pesquisa etc.
Na análise de sensibilidade são feitas estimativas otimistas e pessimistas sobre um grupo de
variáveis que influenciam a quantidade de transações.Na análise pode-se supor independência
entre as variáveis,atribuindo valores para uma variável e mantém-se as outras constantes ou
assumindo que são interdependentes.Analisando as variáveis percebe-se quais são pertinentes
ao problema e diminuem as incertezas nos resultados ao qual o modelo será aplicado.
• Identificar todas as variáveis relevante para o modelo.
• Quais são as variáveis independentes.
• Verificar a distribuição dos dados.
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• Identificar a variável dependente.
• Se existe relação entre as variáveis independentes.
• Simulação de Monte Carlo.
• Análise de estatísticas descritivas.
A análise de sensibilidade também pode ser utilizada para a verificação do modelo [12] sendo
com variações nas variáveis de entrada que avaliam a perturbação na variável dependente.
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Capítulo 2
Aplicação de modelos lineares múltiplos
em problemas econômicos
Neste capitulo apresentamos uma revisão das noções de aplicação de modelos lineares múl-
tiplos em problemas econômicos que são utilizadas no modelo de demanda.
A econometria utiliza análise econômica junto com formulações matemáticas estatísticas
e mensuração de uma base de dados para avaliar aspectos econômicos relevantes ao estudo
validando modelos garantindo sua confiabilidade e a não tendenciosidade estimando as relações
entre variáveis econômicas e fenômenos organizacionais.
A análise de Regressão Múltipla é uma metodologia estatística que pode ser utilizada para
fazer previsão de valores de uma ou mais variáveis dependentes através de um conjunto de
variáveis explicativas quanto mais significativo for o peso de uma variável isolada,ou de um
conjunto de variáveis explicativas,tanto mais se poderá afirmar que alguns fatores afetam mais
o comportamento de uma variável dependente.
O formato geral da equação de Regressão Linear Múltipla é :
Y = β0+β1X1+β2X2+ ....+βkXk +µ (2.1)
Onde :
Y é a Variável Dependente;
β0 Coeficiente fixo valor de base deY;
βk Corresponde aos coeficientes técnicos atrelados às Variáveis Independentes;
Xk as Variáveis Independentes.
μ erro que mede a diferença entre o que foi observado e a o valor obtido pelo modelo
2.1 Definições estatísticas
Analisar os resultados obtidos na Análise de Regressão é importante para determinar a con-
fiança nos coeficientes da regressão para isso os testes e definições abaixo serão utilizados no
desenvolvimento do modelo avaliando a qualidade dos coeficientes.
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2.1.1 O teste F ou estatística F
O teste F Indica se a equação de regressão é significativa,ou seja,se a relação entre a va-
riável dependente e os efeitos das variáveis independentes são relevantes.O valor do teste F é
determinado pelo quociente entre a variância explicada e a variância inexplicada.
2.1.2 Teste t-Student
É um teste de hipótese que é normalmente usado quando a amostra tem uma distribuição
normal e a variânciaδ 2 da população é desconhecida.
• Comparar duas amostras pareadas.
• Mesmos sujeitos em dois momentos distintos .
• Comparar duas amostras independentes.
O teste t-Student foi usado para avaliar a distribuição dos erros de predição e analisar se os
coeficientes médios do modelo linear misto diferem significantemente de zero.
2.1.3 Valor esperado ou Esperança
É a média dos possíveis valores de X,onde cada valor é multiplicado pela sua respectiva
probabilidade.Para uma variável aleatória contínua X a esperança calcula-se mediante o integral
de todos os valores da função de densidade f(x)[20].
E(X) =
∫
x f (x)dx (2.2)
2.1.4 Variância
Indica o quanto X está afastado do valor esperado E(X) [20]e pode ser calculado por:
Var(x) = E[X2]− (E[X ])2 (2.3)
A variância será utilizada para calcular as diferenças dentro e entre os setores de ser-
viço,também para medir a variação do modelo quando acrescentados as variáveis independentes
nos efeitos fixos.
2.1.5 Covariância
Cov[X ,Y ] = E[(X−E(X))(Y −E(Y ))] (2.4)
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O valor médio do produto dos desvios de X e Y em relação as suas respectivas médias que
mede o grau de interdependência numérica entre as duas variáveis aleatórias.[4].
2.1.6 Coeficiente de Correlação
ρ(X ,Y ) =
Cov[X ,Y ]√
σ2x σ2y
(2.5)
Segundo [8] o denominador de ρ(X,Y) é composto pelo produto dos desvios padrões da va-
riáveis X e Y,tem o papel de padronizar,tornando o coeficiente de correlação isento de unidades
de medidas de X e Y.O coeficiente de correlação mede a possível relação linear existente entre
as variáveis aleatórias de maneira que:
• ρ(X,Y) é sempre um valor entre -1 e 1;
• quanto maior a tendência de uma relação linear positiva, ρ(X,Y) tem valor mais próximo
de 1;
• quanto maior a tendência de uma relação linear negativa,ρ(X,Y) tem valor mais próximo
de -1;
• quando ρ(X,Y) está próximo de zero não existe relação linear.
O coeficiente de correlação é usado para determinar se as variáveis independentes do modelo
tem relação,analisar se as variáveis de confundimento vão acrescentar no modelo e se os efeitos
fixos que são as variáveis de dimensão tem relação.
Coeficiente de Determinação R2
O coeficiente de determinação é interpretado como a proporção da variabilidade dos Y’s
observados explicada pelo modelo.O valor esta entre [0,1] e quanto mais próximo de 1 me-
lhor o ajuste do modelo considerado o R2está diretamente ligado ao modelo considerado e não
somente aos dados sendo assim diferentes modelos geram diferentes coeficientes de determina-
ção podendo se comparar modelos através de seus coeficientes de determinação.Uma maneira
de calcular o coeficiente de determinação é dado por:
R2 = ρ(Xˆ ,Y )2 (2.6)
onde ρ(,Y) é o coeficiente de correlação.
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2.2 Condições para o Regressão linear
2.2.1 Independência dos erros
Segundo [8] o modelo linear supõe que os erros são não correlacionados porque a dependên-
cia dos erros implica na existência de correlação (autocorrelação) entre os erros sucessivos.A
dependência não afeta o valor dos parâmetros estimados,mas as variâncias estimadas que im-
plica em R2 e estatística F elevados e teste t reduzido se a autocorrelação é positiva e todos os
testes com resultados elevados se a autocorrelação for negativa.
2.2.2 Multicolinearidade
Quando duas variáveis independentes são correlacionadas são chamadas de variáveis coli-
neares se mais variáveis independentes possuem forte correlação tem-se multicolinearidade.O
resultado é uma Matriz de Correlação com variabilidade única tendo em vista o efeito da di-
visão de um número por uma variação absoluta próxima de zero o que torna a aproximação
computacional ineficaz.
A existência de multicolinearidade altera no resultado da regressão produzindo sérios erros
na variável dependente,quando os valores de R2 ou da estatística F são muito grandes pode se
detectar a multicolinearidade.
Por [10] a multicolinearidade se encontra nos dados econômicos pois a correlação do tempo
entre diferentes agregados como a população o PIB,o nível de renda disponível para con-
sumo,desemprego.A multicolinearidade não deve ser desprezada,porque a correlação existente
entre as variavéis pode prejudicar o modelo.
2.3 Regressão Linear Múltipla
Para o modelo de Regressão Linear Múltipla a notação matricial é a mais indicada sendo
dada por:
Y = Xβ + ε =

1 x11 ... x1k−1 x1k
1 x21 ... x2k−1 x2k
. . ... . .
. . ... . .
1 xn1 ... xnk−1 xnk
 .

β0
β1
.
.
βk
+

ε1
ε2
.
.
εk

Onde os parâmetros β0,β1....βk são os coeficientes de polinômio de grau k,que relaciona Y
e X,onde o erro ε ~ NMn(0;δ 2I) com 0 o vetor nulo de dimensão n e I é a matriz identidade nxn
e NMn denota a distribuição normal multivariada de n por[8].
2.4 Modelo Linear Mutivariado
Segundo [10] os dados do modelo econométrico devem-se seguir algumas etapas para que
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o modelo não apresente falhas no seu desenvolvimento.
O modelo econométrico deve apresentar:
1-Exposição da teoria ou hipótese.
2-Especificação do modelo matemático da teoria.
3-Especificação do modelo estatístico.
4-Obtenção de dados.
5- Estimação de parâmetros do modelo econométrico.
6-Testes de hipóteses.
7-Projeção ou Previsão.
8-Utilização do modelo.
Cada um desses itens será detalhado na sequência.
2.4.1 Exposição da teoria ou hipótese
A demanda de quantidade de transações online pelo cartão de crédito está diretamente rela-
cionada com fatores macro e microeconômicos que afetam as vendas de serviços e produtos nas
empresas.Esse é a hipótese a ser estudada para verificar quais os conceitos econômicos serão
necessários para o desenvolvimento do modelo
2.4.2 Especificação do modelo Matemático da teoria
Utilizando a exposição que a microeconomia esta dentro da macroeconomia e que os fatores
da macroecônomia influenciam na microeconomia usarei modelo Linear hierárquico que atende
a hipótese e analisa os fatores e os seus relacionamentos.Deve-se plotar e analisar os dados para
verificar qual modelo matemático é o que se ajusta melhor aos dados fornecidos,como se tem
39 setoresde serviço pode-se ajustar melhor o modelo analisando cada setor de serviço.
2.4.3 Especificação do Modelo Estatístico
O modelo Estatístico será apresentado no capítulo de modelos lineares mistos com todas
as suas particularidades.O modelo estatistico deve apresentar a melhor relação entre a variável
dependente e variáveis independentes.Esse modelo explica como o comportamento da variável
independente é influenciado pelas variáveis dependentes.Por [10] estabelece uma relação de
causa e efeito entre a variável dependente e as variáveis independentes.
2.4.4 Obtenção de Dados
A parte de coletar os dados é de fundamental importância porque permite analisar com-
portamentos dos consumidores para apresentar propostas de compra relacionados com suas
preferências.Hoje com o crescimento no volume de dados pode-se criar estatísticas sobre o
comportamento de uma mercado alvo ou até fazer previsões.Esta etapa é crítica para o desen-
volvimento do modelo pois é a partir desses dados que obteremos uma função de demanda.
Segundo [10] existem três tipos de dados para analise empírica que são:
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• Séries temporais
• Dados transversais
• Dados Agrupados
O estudo de caso para previsão de demanda apresenta dados em séries temporais,pois tem in-
formações durante um período de tempo.
2.4.5 Estimação de parâmetros do modelo econométrico.
Para estimar os parâmetros usa-se o modelo Linear misto que é composto de efeitos fixos
e efeitos aleatórios.A estimativa é feita usando mínimos quadrados sobre cada nível do modelo
que será descrito com mais detalhes no capítulo 3.
2.4.6 Testes de hipóteses
A estimação dos coeficientes dos efeitos fixos e efeitos aleatórios será feita pelo teste de má-
xima verossimilhança restrita que garante maior confiabilidade no modelo linear misto.No teste
de hipóteses precisa-se garantir que os coeficientes escolhidos estimem a variável dependente
com o menor erro possível isso é feito usando a estatística z e a significância das variáveis no
modelo.
2.4.7 Projeção ou Previsão
Pretende-se chegar a um modelo de previsão de demanda que consiga estimar qual será a
quantidade de transações online com cartão de crédito usando fatores econômicos e sazonali-
dade.Para desenvolver o modelo de previsão deve-se testar o modelo com simulação de Monte
Carlo e verificar a coerência do modelo com a realidade.
2.4.8 Utilização do modelo
Fazer uma previsão de demanda diária da quantidade de transações online feita por cartão
de crédito para alocar os recursos da empresa onde realmente sejam necessários melhorando a
qualidade do serviço e consequentemente o lucro da empresa.
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Capítulo 3
Modelos Lineares Mistos
As características dos modelos lineares mistos trabalham melhor com dados desbalancea-
dos que é o tipo de dado do caso de estudo porque os setores de serviços tem quantidade de
transações diferentes e dentro dos setores tem-se empresas de grande,médio e pequeno porte
que tem número de transações bem distintas.
O modelo misto tem esse nome por apresentar parâmetros de efeitos fixos,parâmetros de
efeitos aleatórios e um erro experimental sendo representado por:
Y = Xβ +Zb+ ε (3.1)
onde
• Y: é o vetor de observações com Ε(Y)=Xβ.
• β: é o vetor desconhecido de efeitos fixos.
• b: é o vetor desconhecido dos efeitos aleatórios com Ε(b)=0 e Var(b)=G.
• ε: é o erro desconhecido dos efeitos aleatórios com Ε(ε)=0 e Var(ε)=R.
• X e Z são as matrizes relacionadas as observações Y com β e b respectivamente.
Assumindo normalidade b∼ N(0,G) , ε ∼ N(0,R) e Cov(b,ε)=0.
Os efeitos fixos são atribuidos a um conjunto finito de fatores que ocorrem nos dados sendo
que no modelo os fatores que influenciam são os setores de serviço,mês e a hora
Os efeitos aleatórios são um conjunto infinito de fatores que ocorrem num subconjunto de
dados ou seja que afetam uma parte dos dados mas não a base de dados inteira no modelo será
representado pelos fatores macro e microeconômicos.
Os efeitos fixos são estimados com uma regressão padrão enquanto que os efeitos aleatórios
são estimados com a variância e covariância.
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As equações do modelo misto podem ser feitas por minimização dos soma dos quadrados
dos resíduos ou pela maximização da função de densidade de probabilidade conjunta que por
[18] gera a seguinte matriz:[
X tR−1X X tR−1Z
−ZtR−1X ZtR−1Z+G
]
.
[
β ′
b′
]
=
[
X tR−1y
ZtR−1y
]
(3.2)
A Var(b)=G fornece flexibilidade interceptação aleatória e inclinação aleatória sendo que
podem ser modeladas como independentes ou correlacionadas ou independente com variâncias
iguais e a Var(ε)= R permite flexibilidade com a heterocedasticidade e dados correlacionados.
Os efeitos aleatórios tem uma seleção aleatória de um conjunto de niveis,o uso de efeitos
fixos e aleatórios pode ser pensado como modelo linear hierárquico.
3.1 Modelo Linear Hierárquico
O Modelo Linear Hierárquico avalia os dados de forma a diminuir a variância dentro e entre
os grupos requerendo menos hipótese do que o Método dos mínimos quadrados mas precisa
de uma grande quantidade de dados porque os efeitos de variância são mais sensiveis entre os
grupos do que dentro dos grupos sendo vantajoso aumentar o número de grupos em oposição
ao número de observações por grupo.
Sendo mais difícil para selecionar variáveis independentes do que nos mínimos quadrados
porque no modelo deve-se escolher as variáveis independentes de cada nível para identificar os
efeitos de interação entre eles.Uma vez selecionados as variáveis o pesquisador segue algumas
etapas para analisar a identificar qual das variáveis explica a variabilidade entre os grupos e
quais efeitos de interação estão presentes no modelo e no final o modelo deve explicar a varia-
bilidade entre os diferentes grupos.
Para [18] as vantagens de utilizar o modelo são:a possibilidade de curvas de crescimento
diferentes para cada indivíduo;a ausência de restrições a medidas repetidas em diferentes in-
tervalos;a possibilidade de modelagem da covariância entre as medidas repetidas;a validade do
uso de testes t e F quando os dados não são balanceados e a facilidade de inclusão de níveis
mais elevados.
Podendo também analisar a trajetória das medidas repetidas ao longo do tempo,por meio
da modelagem de curvas de crescimento,ou seja,além de analisar diferenças entre as margens
médias dos indivíduos é possível explicar as diferenças em suas tendências segundo[24].
Como os dados para o estudo de caso de transações online caracterizam-se como hierár-
quicos e de medidas repetidas para um mesmo caso em meses diferentes esse modelo é o mais
adequado para analisar os dados.Percebe-se que a alteração em um dos fatores econômicos pode
agravar a situação econômica em outros setores,criando assim uma estrutura hierárquica onde
a influência desses fatores pode ser determinada e avaliada pelo modelo podendo explicar suas
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tendências.
3.2 Equações do Modelo Linear Hierárquico
Investigar as relações de nível hierárquico e a relação entre os vários níveis é o que será
desenvolvido neste item e como os modelos são desenvolvidos com a relação do nível entre os
grupos e as relações dentro dos grupos,onde grupos no modelo são empresas com necessidades
e características homogêneas que atuam no mesmo setor de serviço.Para apresentar o modelo
hierárquico o modelo com dois níveis i e j será utilizado para simplificar a aplicação.
A análise do primeiro modelo deverá ser testada com ANOVA com efeitos aleatórios neste
modelo nulo,que não inclue variáveis independentes,produz uma medida para comparar a vari-
ância entre os dois níveis que são i=setores de serviço e j=mês.
O modelo de nível 1 :
Yi j = B0 j + ri j (3.3)
Que consiste na variável de resultado do Yi j (Quantidade de transações),o coeficiente linear
B0 j que representa o resultado do nível j e ri j é o erro associado que segue distribuição normal
com média zero e variância δ 2.
B0 j = γ00+µ0 j (3.4)
Onde γ00 é a média dos grupos(setores de serviço) e µ0 j é o erro associado a essa média que
resulta
Yi j = γ00+µ0 j + ri j (3.5)
3.2.1 Modelo de Regressão Coeficientes Aleatórios
A equação nível 1 é a mesma do modelo nulo com a exceção que a variável indepen-
dente Xi j é adicionada.Quando os coeficientes são aleatórios e existe interação entre os grupos
recomenda-se centrar a variável (Xi j−X i j),pois reduz a multicolinearidade.
Yi j = B0 j +B1 j(Xi j−X i j)+ ri j (3.6)
O nível 2 inclui os efeitos aleatórios:
B1 j = γ10+µ1 j (3.7)
Usando a equação 3.4 e 3.7 substituindo na 3.6 teremos:
Yi j = γ00+µ0 j +[γ10+µ1 j].(Xi j−X i j)+ ri j (3.8)
Os coeficientes γ00 e γ10 são os coeficientes médios do mês num detreminado setor de ser-
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viço então o Modelo Linear hierárquico usa o t-test para saber se estes parâmetros diferem
significantemente de zero que está relacionado com o teste de hipótese se não houver variação
no modelo de nível 1 o Xi j não seria um dado significativo pois é equivalente entre os grupos
então deveriamos remover da equação.Os termos μ0 j e μ1 j são os termos que diferem da regres-
são normal.Os erros não são independentes no nível 1 e demonstra que existe uma dependência
entre o nível 1 e o nível 2,além disso podem ter diferentes valores levando em consideração
as condicões heterogênea do erro e essa dependência do erro tem importantes implicações na
estimação dos parametros.O teste qui-quadrado é usado para garantir a variância dos erros μ0 j e
μ1 j e neste ponto estimasse a variância residual de nível 1 e compara com a nível 2 para estimar.
3.2.2 Efeitos de Estimação
O modelo hierárquico linear envolve a estimação de três parâmetros o primeiro parâmetro
tem efeito fixo e não varia entre os grupos.Os parâmetros podem ser estimados via mínimos
quadrados mas requer homocedasticidade entretanto está condição é violada no modelo e a
técnica utilizada é o mínimos quadrados generalizados.O segundo parâmetro β0 j e β1 j que varia
pelos grupos fornecem 2 estimativas para os coeficientes aleatórios.A estimação de parâmetros
se preocupa com a variância e covariância.
Quando o tamanho das amostras são iguais e a distribuição nível 1 são as mesmas entre os
grupos ou seja balanceados fórmulas podem ser usadas para determinar a variância e covari-
ância na realidade desbalanceadas são mais comuns,neste caso as variâncias e covariâncias sâo
estimadas usando iterações numéricas:
(1) Máxima Verossimilhança total.
(2) Máxima Verossimilhança restrita.
3.2.2.1 Máxima Verossimilhança
O Método da Máxima Verossimilhança consiste em maximizar a função densidade de pro-
babilidade das observações,em relação aos efeitos fixos e aos componentes de variância.
Seja o modelo misto
Y = Xβ +Zb+ ε, (3.9)
assumindo que os efeitos aleatórios b=1, ..., r e ε têm distribuição normal com média zero e
matrizes de variâncias e covariâncias σiIm, ..., i=1, ..., r e σε In,respectivamente,o vetor y terá
distribuição normal multivariada,com média Xβ e matriz de variâncias e covariâncias,V, ou seja,
y ~ N(Xβ, V)[29].
A função de verossimilhança é:
L = (2pi)−
pi
2 det(V )−
1
2 exp
[
−1
2
(y−Xβ )′V−1(y−Xβ )
]
(3.10)
Maximizando L em relação aos elementos de b e aos componentes de variância,δi,s que
ocorrem em V,obtém-se um sistema de equações que resolvido produzem os estimadores de
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máxima verossimilhança de β e σ2[29].
Por [29] o Método da Máxima Verossimilhança é iterativo fornecendo estimativas não ne-
gativas de componentes de variância,mas estas são viesadas porque o método não considera a
perda de graus de liberdade resultante da estimação dos efeitos fixos do modelo.
3.2.2.2 Máxima Verossimilhança Restrita
Os estimadores de máxima verossimilhança apresentam suficiência,consistência,eficiência
e geram estimativas não negativas de componentes de variância,mas são viciados em decorrên-
cia de dois aspectos:imposição de restrição de não negatividade e perda de graus de liberdade
devido à estimação dos efeitos fixos[23].Para eliminar a perda de graus de liberdade foi criada
por [17] a máxima verossimilhança restrita.
Na máxima verossimilhança restrita forma-se contrastes lineares da resposta que não de-
pendem dos efeitos fixos,mas depende da variância Componentes ser estimado.Com o método
de verossimilhança usa-se a distribuição contrasta para formar a probabilidade.
Neste estudo de caso será utilizado o método de máxima verossimilhança restrita devido aos
dados serem desbalanceados esse método necessita de processos computacionais,pois precisa
de uma maior número de iterações para chegar a convergência atingindo uma precisão maior.
Os estimadores são obtidos pela maximização da função de um vetor de combinações linea-
res das observações que são invariantes para Xβ,sendo que cada observação é dividida em duas
partes independentes uma referente aos efeitos fixos e outras aos efeitos aleatórios.A maximi-
zação da função densidade de probabilidade nos efeitos aleatórios elimina a perda de graus de
liberdade na estimação dos efeitos fixos do modelo.
Segundo [22] as equações de máxima verossimilhança restrita com dados balanceados são
idênticas aos estimadores ANOVA que são não-viesados e de variância mínima.O estimador de
máxima verossimilhança restrita leva em conta os graus de liberdade envolvidos nas estima-
tivas dos efeitos fixos,ao passo que os estimadores de Máxima verossimilhança não.No caso
de dados desbalanceados os estimadores de máxima verossimilhança e os estimadores máxima
verossimilhança restrita são viesados.
3.2.3 Efeitos fixos
Segundo [18] para estimar os efeitos fixos considera-se que os valores de covariância e
variância são conhecidos então usando a equação
Yi j = B0 j + ri j (3.11)
onde a média das observações n j tem ri j =
∑ri j
n j
o que demonstra que Yi j é o estimador de β0 j e
o erro da estimação é ri j que apresenta Var[ri j]=δ
2
n j
=V j.
No nível 2 teremos que Yi j =γ00+ μ0 j+ r. j e sua variância terá dois componentes:
VAR[Yi j] =Var[µ0 j]+Var[r. j]
VAR[Yi j] =τ00+Vj
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VAR[Yi j] =parametro da variância + Variância do erro
VAR[Yi j] =∆ j
Note que o variância do erro Vj depende do tamanho da amostra e a precisão de Yi j é dada
por ∆−1j .Portanto um bom estimador do parâmetro é dado por:
γ− =
∑4−1j Y. j
∑4−1j
(3.12)
Usando o raciocionio para modelos em geral pode-se usar a notação matricial com r j ∼
N(0,σ2I)
Yj = X jβ j + r j (3.13)
Assumindo que X jtem posto completo o estimador de β j é:
βˆ j = (XTj X j)
−1XTj Yj (3.14)
Como a matriz de dispersão é dada por:
Var[β j] =Vj = δ 2(XTj X j)
−1 (3.15)
3.2.4 Teste de Hipótese
O modelo linear hierárquico requer 4 condições para serem satisfeitas por [18].
1-Existe sistemática variância dentro e entre os grupos?
Aplicaremos (ANOVA) para as partes dentro do grupo e entre os grupos .
Nível 1 : Yi j = B0 j + ri j
Nível 2 :B0 j = γ00+µ0 j
B0 j: Média transações no mês j.
γ00: Média transações de todos meses.
µ0 j :erro associado ao mês j.
A equação de nível 1 tem somente um coeficiente linear B0 j que é determinado pela variân-
cia dentro dos setores de serviço,além disso Yi j é igual a média dos setores de serviço mais um
erro.A equação de nível 2 é a regressão sobre a média dos setores de serviço nos meses que é
representado por γ00 com variância dentro dos grupos δ 2 e com variância τ00 entre os grupos.O
modelo linear hierárquico testa a significância entre os grupos,no modelo acima a variância nos
setores de serviço particiona-se dentro e entre esses grupos ou seja:
Var[Yi j] =Var[µ0 j + ri j] = τ00+δ 2 (3.16)
Com isto podemos calcular a variância entre os grupos e dividir pela variância total usando
o ICC que irá representar a variância de quantidade de transações entre os setores de ser-
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viço.Sendo que critério ICC(Correlação intraclasses) é calculado por :
ρ =
τ00
τ00+σ2
(3.17)
onde τ00 é a variabilidade entre grupos e σv2representa a variância dentro do grupo.Ou seja
satisfaz as condições para determinar a diferenças no coeficiente linear e no coeficiente angular
entre os níveis.
O ICC representa a variância em Yi j entre os setores de serviço,logo calculando a variância
dentro dos grupos e entre os grupos podemos calcular o ICC e também determinar as diferenças
no coeficiente linear e no coeficiente angular entre os setores de serviço.
2-Existe variância significativa no nível 1 dentro e entre os grupos?
Esta condição indica que uma variância significativa dentro do grupo altera o resultado da
quantidade de transações quando o mês é mantido constante e se entre os grupos tambem existe
variância significativa devido ao mês reforçando a hipótese 1 que a quantidade de transações
esta diretamente relacionada ao fator Bo j.Então os seguintes submodelos são criados.
Yi j = B0 j +B1 jXi j + ri j (3.18)
Nível 2 :
B0 j = γ00+µ0 j e B1 j = γ10+µ1 j
O γ00 e γ10 são o coeficiente linear e coeficiente angular médio dos meses então roda um
teste t sobre os parâmetros para saber se eles diferem significamente de zero.
3-A variância no coeficiente linear do nível 1 é prevista pela variável independente Xi j ?
O modelo linear hierárquico usa regressão aleatória para garantir que a variável Xi j seja
significativo supondo a quantidade de transações constante pela equação 3.18 temos:
Yi j = B0 j +B1 j.Xi j + ri j
Nível 2 :
B0 j = γ00+ γ01Xi j +µ0 j (3.19)
γ00= Coeficiente linear de nível 2.
γ01= Coeficiente angular de nível 2.
µ0 j :erro associado ao mês j.
B1 j = γ10+µ1 j (3.20)
γ10= Média coeficientes agrupados.
µ1 j :erro da média coeficientes agrupados associado ao mês j.
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Var[ri j] = δ 2 ;Var[µ0 j] = τ00 variância do erro coeficiente linear e Var[µ1 j] = τ11 variância
do erro do coeficiente.
O modelo de coeficiente linear como resultado é similar a regressão de coeficientes utilizado
no item 2 exceto que ele inclue o coeficiente linear de nível 2 e este é um teste da hipótese que Xi j
está relacionado com a quantidade de transações online depois de controlado o B0 j.A variância
do coeficiente linear é avaliada usando o teste χ2 se o teste é significativo outro nível pode ser
adicionado para esta variância e para avaliar se a quantidade de transações Yi j é alterada pelo
Xi j a variância atribuida ao Xi j é comparada na variância total.
R2nivel2 =
γ00+ τ00
τ00
(3.21)
4-Variância no coeficiente angular nível 1 e prevista pelo Xi j ?
Esta condição garante se a diferença entre os coeficientes está relacionada ao Xi j os seguintes
submodelos.
Yi j = B0 j +B1 j.Xi j + ri j
Nível 2 :
B0 j = γ00+ γ01Xi j +µo j e B1 j = γ10+ γ11Xi j +µ1 j
γ00= Intercepto de nível 2.
γ01= Coeficiente angular de nível 2.
γ10= Média coeficientes agrupados.
γ11= Coeficiente angular de nível 2.
Var[ri j] = δ 2 ;Var[µ0 j] = τ00 variância coeficiente linear.
Var[µ1 j] = τ11 variância do coeficiente angular.
Com Xi j como variável independente no coeficiente de nível 1,µ1 j torna-se uma medida de
variância residual da média dos coeficientes entre os grupos de nível 1,usando o χ2teste indicar
que sobre µ1 j é significativo ele indica uma variância sistemática no nível 1 do coeficiente
angular que é desconhecido portanto outra variável independente de nível 2 pode ser adicionado
ao modelo,o coeficiente é relacionado com Xi j alterando o Yi j.Finalmente a variância percentual
atribuída a Xi j pode ser calculada como moderador em Yi j comparando a variância sistemática
dentro dos coeficientes agrupados.
R2nivel2coe f iciente =
τ11coe f .linear+ τ00coe f .angular
τ00coe f .linear
(3.22)
3.3 Modelo linear misto x Regressão linear múltipla
Para analisar os modelos utiliza-se a tabela 3.1 para comparar as principais características
do modelo linear misto e regressão linear múltipla e assim distinguir as vantagens e desvanta-
gens de cada modelo.No modelo desenvolvido para a analise de demanda essa característica é
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fundamental pois tem-se várias organizações que tem estruturas e mercados concorrentes dife-
rentes,portanto precisa ser analisada a diferença de mercado de maneira individual.
Modelo linear misto Regressão linear múltipla
Heterocedasticidade Heterocedasticidade
Os erros podem ser correlacionados Os erros são não correlacionados
Interdependência dos casos no mesmo grupo Dependência no mesmo grupo
Estima efeitos entre grupos e individuos Estima efeitos individualmente
Tabela 3.1: Comparação de modelos
Na tabela 3.1 descreve-se as diferenças de uma maneira comparativa,com isso tem-se que
o modelo linear hierárquico possui todas as características da regressão linear múltipla além
de possuir vantagens que facilitam em algumas análises de dados onde não se possui dados
balanceados que são bastante comuns.
3.4 Aspectos Computacionais
Para[29] a principal dificuldade computacional na análise é a estimação da covariância pa-
râmetros,usando a otimização numérica iterativa das funções de log-verossimilhança introdu-
zidas,os algoritmos iterativos mais comuns utilizados para este problema de otimização são o
algoritmo de expectativa-maximização (EM),o algoritmo de Newton- Raphson e o algoritmo
Fisher scoring.O algoritmo EM é freqüentemente usado para maximizar funções de verossimi-
lhança complicadas ou para encontrar bons valores iniciais dos parâmetros a serem utilizados
em outros algoritmos.
O desenvolvimento do modelo feito no programa estatístico STATA usa o algoritmo EM que
utiliza conjunto de dados completos,que segundo [29] aumenta os valores observados da variá-
vel dependente com valores esperados da soma dos quadrados e soma dos produtos do efeito
aleatório.Com os dados completos a função de log-verossimilhança é construída e maximizada
de modo que o vetor de parâmetros estimados seja atualizado em cada iteração.A hipótese sub-
jacente por trás do algoritmo EM é que a otimização do função de log-verossimilhança de dados
completa é mais simples do que a otimização da sobre os dados observados.
A principal desvantagem do algoritmo EM é sua baixa taxa de convergência e os estimadores
baseiam-se na probabilidade da última etapa de maximização,que utiliza dados completos em
vez dos dados observados.
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Capítulo 4
Definições econômicas
4.1 Gestão Empresarial
As preocupações com a área financeira das organizações são geralmente os investimentos
a longo prazo,como levantar recursos e o fluxo de caixa para atender as despesas os princi-
pais objetivos são maximizar a valorização da empresa e administrar os riscos financeiros.A
administração financeira serve para manusear os recursos financeiros e maximizar o valor dos
produtos e serviços estabelecendo crescimento financeiro e satisfação aos investidores.
No processo de desenvolvimento do modelo de demanda serve como mecanismo para di-
mensionar a equipe e estrutura da empresa com esta estimativa prévia pode-se aplicar melhor os
recursos financeiros e auxiliar na tomada de decisão.Para isso precisa desenvolver as atividades
abaixo:
4.2 Controladoria
É uma contabilidade gerencial que delimita as ações da empresa na macroeconomia e setori-
almente,pois a controladoria elabora modelos financeiros que apoiam os gestores na tomada de
decisões,com base em avaliações quantitativas para o planejamento estratégico da organização.
A controladoria pode ser definida como a unidade administrativa responsável pela utilização
de todo o conjunto da Ciência Contábil dentro da empresa.Considera-se que a Ciência Contábil
é a ciência do controle em todos os aspectos temporais – passado,presente,futuro – como ciência
social,exige a comunicação de informação econômica.E cabe à controladoria a responsabilidade
de implantar,desenvolver,aplicar e coordenar o ferramental da Ciência Contábil dentro da em-
presa,nas suas mais diversas necessidades[16].
A Controladoria pode contribuir na avaliação de desempenho da empresa com:
• Gestão de Custos
• Gestão de Preços
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• Avaliação de Desempenho Global
• Avaliação do Desempenho Setorial
• Monitoramento Valor da Empresa
Segundo [16]os subsistemas da controladoria estratégica são:cenários empresariais,sistema de
acompanhamento do negócio,indicadores de desempenho e balanced scorecard e a gestão de
riscos.
Com o estudo a empresa pode utilizar o modelo misto no sistema de acompanhamento de
negócio que correlaciona as variáveis macroeconômicas com a estrutura da empresa e assim
integrar os sistemas para tomada de decisão.
4.3 Área Administrativa
A função da área administrativa é avaliar se os investimentos feitos pela área financeira
estão gerando os resultados esperados,administrar recursos a curto prazo e avaliar os recursos
da empresa.Na teoria de administração geral desenvolve-se ferramentas de aplicação para a
melhoria de produção e qualidade dos produtos ou serviços oferecidos.
Normalmente as decisões de investimento são tomadas para adquirir ativos que produzam
rentabilidade maior ao custo inicial,ou seja,diminuir os gastos e maximizar o lucro de cada
operação realizadas por isso muitas ferramentas de gestão são implementadas na produção.
O Ciclo PDCA visa controlar e melhorar os processos e produtos de uma forma con-
tínua,trazendo aperfeiçoamento dos processos da empresa identificando problemas e corri-
gindo.Como seu processo possui atividades planejadas e recorrentes,possui o formato de uma
espiral,pois já evoluiu alguns pontos quando o processo voltar para o início do ciclo.
A etapa de planejamento foca na estratégia usando as informações.Na etapa de
execução,executa-se o que foi decidido no planejamento,depois precisa avaliar a qualidade da
execução que gera a etapa do processo de checagem.Compara-se o planejado com o resul-
tado final todas as peculiaridades do processo de execução que não foram previstos no planeja-
mento.Essa análise implica na ação e na correção dos problemas e divergências encontradas.As
principais vantagens segundo [1]são:
Vantagem Consequências
Identificação de melhorias Melhoria nos processos
Tomada de Decisão Maior visão para decisão
Evita o desperdício Recursos utilizados adequadamente
Métricas Medir para avaliar e corrigir
Tabela 4.1: Vantagens
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4.4 Investimentos
Os modelos para decisão de investimentos levam em consideração o valor a ser investido,os
fluxos de caixa futuros,a quantidade de tempo desses fluxos futuros e o custo do capital ou o
custo do dinheiro durante esse período de tempo.Para a organização a maximização e otimiza-
ção de seus retornos e rendimentos é de fundamental importancia e garante a sobrevivência.
Além disso é essencial poder mensurar os resultados dos investimentos em operação,para
que além de determinar o seu valor,possa também monitorar o processo de desenvolvimento e
avaliação do seu desempenho.
A análise de investimentos serve decidir se projeto é viável ou não e com essa análise os ges-
tores decidem onde investir e verificam a viabilidade antes de sua implementação.São decisões
tomadas com o objetivo de ampliar as atividades da empresa,a fim de ampliar a sua produção
de bens ou serviços e consequentemente ampliar seus lucros.
As decisões de investimentos envolvem a elaboração,avaliação e seleção de propostas de
aplicações de capital efetuadas com o objetivo,normalmente de médio e longo prazos,de produ-
zir determinado retorno aos proprietários de ativos.
Para avaliar os investimentos são usados o método do Valor Presente Liquido (VPL),Taxa
Interna de Retorno (TIR),Período de Payback,Fluxo de Caixa e Retorno Contábil Médio.O VPL
considera o valor do dinheiro no tempo,onde subtrai o investimento inicial do valor presente do
fluxo de entrada caixa.A TIR é uma taxa utilizada para tomar a decisão de aceitar ou rejeitar o
projeto.
4.5 Análise de riscos
O fator risco está em todas as atividades de uma organização,sendo que é um fator de incer-
teza que deve ser analisado para realizar investimentos e minimizar os seus efeitos.Para analisar
os riscos são utilizadas técnicas como a análise de sensibilidade,análise de cenário,simulação de
Monte Carlo.A análise de sensibilidade mede a variação nos resultados pela variável de entrada
o que demonstra quanto os resultados dependem de uma estimativa relevante do investimento.A
análise de cenário avalia o conjunto de variáveis construindo um cenário básico para prever a
probabilidade de ocorrência dos mesmos.As simulações de Monte Carlo podem medir a confia-
bilidade,as incertezas existentes no mercado,avaliando o modelo matemático com a combinação
de amostras aleatórias.Os resultados da simulação devem ser avaliados e validados para serem
usados no planejamento das organizações.
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Capítulo 5
Metodologia
Neste capítulo explica-se os passos para o desenvolvimento do modelo que passa pela coleta
de dados onde são extraídos os dados para desenvolver o modelo de previsão,descrição das va-
riáveis de dimensão que representam os efeitos fixos do modelo,descricão das variáveis macro
e microeconomicas suas frequências e como foram utilizadas no modelo misto seguido pela
análise de resultados que identifica como o modelo misto foi aplicado sobre as variáves inde-
pendentes e a validação dos resultados com a base de teste seguido pela simulação de Monte
Carlo para averiguar a acuidade do modelo.As etapas são desenvolvidas nesta sequência:
1. Coleta de Dados.
2. Variáveis de dimensão.
3. Variáveis relacionadas a economia.
4. Variável dependente.
5. Construção Modelo Linear Misto.
6. Validação do modelo.
7. Simulação de Monte Carlo.
5.1 Coleta dos dados
A coleta de dados é de grande importância porque se os dados coletados não refletirem a
situação real o modelo ficará prejudicado pois trará resultados irrelevantes,para isso os dados
fornecidos pela Clearsale no período de maio de 2007 a junho de 2016 passaram por uma
seleção onde só os dados que tem relevância com o modelo de previsão serão utilizados.
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Os dados para compor a variável dependente (quantidade total) foram coletados das transa-
ções online efetuadas pelo cartão de crédito sendo representada pelas transações de diferentes
setores de serviços com datas,horários e valores.
As variáveis independentes sofrem oscilações do mercado econômico devendo juntar no
modelo linear misto as exterioridades da macroeconomia com as particularidades da microeco-
nomia de cada setor de negócio para determinar quais indicadores macro e microeconomicos
são relevantes.
As exterioridades da macroeconômia serão representadas pela taxa de câmbio atrelada ao
dólar e pelo índice Ibovespa estes dois índices foram selecionados por apresentarem cotações
diárias o que é necessário para a previsão diária da quantidade de transações.
As particularidades dos setores serão representadas pelo dia da semana(Ds),mês(Mês) e
o período(Turno) essas características representam como cada variável influência no modelo
e sintetizam as especificidades operacionais de cada setor.As sazonalidades podem alterar a
quantidade de transações online pois segundo o sazonalidade é o conjunto de flutuações que
se repetem todos os anos,por motivos climáticos,festivos ou anuais que são determinadas por
algum fator externo à empresa.
Como esses dados apresentam particularidades relacionadas com cada setor de serviço,deve-
se analisar o impacto dessas particularidades em cada nível do modelo verificando se cada umas
dessas variáveis particulares são pertinentes ao modelo ou se podem ser descartadas.
5.2 Variável de dimensão
Para [11] é muito dificil selecionar esse tipo de variável para os modelos hierárquicos e
determinar quais clusters são mais importantes.As variáveis dos níveis não podem fornecer
informação ambígua e os pesquisadores normalmente comparam as variáveis para saber qual a
melhor opção.
As variáveis que representam os níveis hierárquicos do modelo de demanda linear misto
foram selecionadas por abranger as características principais do mercado de transações online.
5.2.1 Setor de Serviço
Na tabela 5.1 faz-se uma análise descritiva dos dados da variável categórica nominal setores
de serviço para perceber qual a relevância de cada setor e o seu peso no modelo essa análise
que esta exposta no apêndice A e mostra que a empresa atende 39 setores de serviço entre os
principais temos:
38 
Setores de serviço Frequência Percentual
Agência de Turismo 32,681 3.84
Calçados 116,876 5.15
Eletrodomésticos 100,075 4.41
Eletrônicos 103,736 4.57
Smartphones e Celulares 94,468 4.16
Vestuário 334,086 14.72
Tabela 5.1: Descritiva dos setores de serviço
Esses setores de serviço apresentam as maiores frequências de transação representando mais
de 30% do percentual total,esse tipo de diferença se deve ao fato das empresas de cada setor
de serviço serem de portes diferentes o que garante uma grande variância de transações on-
line.Apresentado uma média de transações 36,74 e desvio padrão de 135,70 transações.
5.2.2 Mês
Analisando o mês pela tabela 5.2 que é referenciada ao apêndice A percebe-se que o mês 12
de festas relacionadas ao fim de ano tem um volume de vendas normal se comparados a média
de vendas dos meses que é igual a 185,715 transações com desvio padrão de 12,97.
Mês Freq. Percentual
1 192,739 8,49
2 182,371 8,03
3 204,754 9,02
4 199,126 8,77
5 211,822 9,33
6 208,207 9,17
7 173,178 7,63
8 176,264 7,76
9 173,326 7,63
10 179,511 7,91
11 180,058 7,93
12 189,059 8,33
Tabela 5.2: Descritiva dos meses
A tabela 5.2 mostra que o primeiro semestre dos anos apresentam uma maior quantidade de
transações para compra com cartão de crédito do que o segundo semestre.
5.2.3 Hora
Analisando a hora pela tabela 5.3 que representa os dados do apêndice A,percebe-se que
existe um percentual de transações próximos durante o período das 8:00 as 24:00 com média de
36,74 transações e desvio padrão de 132,80 transações.A hora da compra tem importância pois
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o operacional da empresa deve ser alocado no período de maior número de transações para que
haja eficiência no atendimento e agilidade para verificação das transações.
Hora Freq. Percentual Hora Freq Percentual
0 93,287 4,11 12 115,941 5,11
1 77,975 3,43 13 115,015 5,07
2 61,494 2,71 14 117,537 5,18
3 45,947 2,02 15 116,716 5,14
4 36,365 1,60 16 117,754 5,19
5 32,907 1,45 17 116,257 5,12
6 49,500 2,18 18 115,273 5,08
7 68,194 3,00 19 112,374 4,95
8 95,184 4,19 20 113,179 4,99
9 107,448 4,73 21 112,146 4,94
10 115,114 5,07 22 111,910 4,93
11 116,703 5,14 23 106,096 4,67
Tabela 5.3: Frequência hora
5.2.4 Dias da semana
Analisando os dias da semana pela tabela 5.4 que representa o apêndice A em quais dias da
semana ocorrem maior quantidade de transações onde dia da semana é uma variável qualitativa
ordinal,ou seja,existe uma relação de ordem entre as categorias.
Dia Semana Frequência Percentual
Segunda 329,653 14.52
Terça 334,692 14.74
Quarta 335,979 14.80
Quinta 333,986 14.71
Sexta 329,642 14.52
Sábado 308,256 13.58
Domingo 298,108 13.13
Tabela 5.4: Dias da Semana
Pela tabela 5.4 percebe-se que os dias de compra que apresentam maior número de tran-
sações são terça,quarta e quinta com a análise de hora de compra tem-se uma descrição do
mercado de e-commerce.
5.2.5 Turnos de trabalho
As horas são divididas em turnos de trabalho que são variáveis categoricas ordinais para
facilitar o processamento dos dados que são apresentados na tabela 5.5 da seguinte forma:
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Turno Frequência Percentual
0<=Turno1 <4 278,802 12.28
4<=Turno2 <8 187,065 8.24
8<=Turno3<12 434,548 19.14
12<=Turno4< 16 465,308 20.49
16<=Turno5< 20 461,757 20.34
20<=Turno6< 24 443,430 19.53
Tabela 5.5: Turnos de trabalho
Pela frequência tem-se que os períodos com maior quantidade de transações são das 8:00
até as 24:00 apresentando um volume de transações semelhantes entre estes turnos.
5.3 Análise das Variáveis Macroeconômicas
Para desenvolver o modelo para previsão de transações online utiliza-se variáveis indepen-
dentes relacionadas a macroeconomia que influenciam diretamente na produção das empresas
portanto precisam ser analisadas.Analisar as tendências do mercado consumidor,as oscilações
referentes à sazonalidade,economia do país e mundial tambem podem influenciar nesse con-
sumo para determinar por meio do modelo Linear Misto quais variações nas variáveis indepen-
dentes.As variáveis independentes do modelo são compostas de dados que sofrem oscilações
do mercado diariamente a quantidade de transacões (quantidade total) será correlacionada com
o índice Ibovespa e a taxa de câmbio atrelada ao dolar.
5.3.1 Taxa de Câmbio
Os economistas atribuem ao câmbio a função de principal preço da economia,capaz de afetar
todos os outros preços.O modelo cambial,as tendências da taxa de câmbio e o grau de controle
do fluxo de capitais podem atrair ou afastar investidores e facilitar ou dificultar o comércio
exterior por [9].
Para a importação de bens quanto maior a valorização do real em relação ao dólar mais
baratos ficam os pagamentos e conversões a serem realizadas.Para as exportações,a relação se
inverte,pois quanto maior a valorização do real em relação ao dólar menores serão seus ganhos
em reais.
Neste estudo de caso utiliza-se a variável contínua variação percentual da taxa de câmbio
do período de maio de 2007 a junho de 2016.
5.3.2 Indice Ibovespa
O Ibovespa é o indicador do desempenho médio das cotações dos ativos de maior negoci-
abilidade e representatividade do mercado de ações brasileiro segundo o BM&F.As ações do
indice são a de maior volume negociado nos últimos meses representando o perfil médio dos
preços quanto o número de negociações segundo[13].
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Os fatores macroeconômicos são testados para verificar sua pertinência e consistência com
o modelo,sendo que esses dados dolar e indice ibovespa são fornecidos diariamente pelas fontes
de economia do país.No modelo utiliza-se a variação do valor do dolar e do indice ibovespa.
Neste estudo de caso utiliza-se a variável contínua variação percentual do indice Ibovespa
do período de maio de 2007 a junho de 2016.
% Dolar Ibovespa
Menor -7,3 -18,27
Maior 167 14,66
Média 0,13 0,11
Desvio 0,06 0,02
Tabela 5.6: Distribuição Ibovespa e Dolar
5.4 Variável Dependente
A variável quantidade total (qtdetotal) é a variável quantitativa discreta que representa o
número de transações online efetuadas no dia em determinado horário tendo o mínimo de 1
transação e o máximo de 81085 sendo que a maioria das transações que ocorrem por hora são
de:
Qtdetotal Frequência Percentual
1 362,158 15.95
2 247,190 10.89
3 186,991 8.24
4 146,226 6.44
Table 5.7: Quantidade de Transações
A tabela 5.7 mostra que mais de 15% das transações tem quantidade de 1 transação com
média de 36,74 transações e desvio padrão de 132,79 transações.
5.5 Especificação do modelo
O modelo linear misto passa por algumas etapas para garantir sua confiabilidade e também
analisar os efeitos que cada nível hierárquico impacta no modelo.Na primeira etapa tem-se o
modelo nulo que analisa o impacto que as variáveis de dimensão causam no modelo,ou seja,o
peso que cada efeito fixo atribui no modelo,na etapa 2 são acrescentadas as variáveis da microe-
conômia e verifica qual o peso que as variáveis trouxeram para o modelo.Na etapa 3 as variáveis
macroeconômicas são adicionadas e analisa-se qual o peso para o modelo e na etapa 4 tem-se
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que analisar as variáveis para perceber se uma variável pode influenciar a outra trazendo infor-
mações desnecessárias para o modelo.Ao incluir variáveis e medir a variância do modelo em
cada etapa tem-se uma melhoria na qualidade de regressão,pois analisa o impacto na variável
dependente em cada nível hierárquico dano uma melhor confiabilidade para o modelo.
Etapa Consequências
Modelo Nulo Mede a importância das variáveis de dimensão no modelo
Explicativas Analisa a importância das variáveis turno e dia da semana no modelo
Macroeconômicas Mede a variação no modelo com a inclusão do dolar e ibovespa
Confundimento Mede a influência de uma variável sobre a outra
Tabela 5.8: Especificação do modelo
5.5.1 Modelo nulo
Neste contexto as observações podem estar correlacionadas ao longo do tempo porque para
um determinado setor de serviço existe uma correlação entre o setor de serviço.Deve-se supor
que empresas que atuam nos mesmos setores de serviço tem comportamento parecidos diferindo
entre setores,seja por sazonalidade de produtos ou de compras.
O modelo nulo não inclui variáveis independentes ignorando os efeitos fixos deve-se estimar
os efeitos aleatórios que expõe informações sobre a variância da variável dependente.Portanto
o modelo nulo estima a importância relativa de cada nível na variância de quantidade de transa-
ções.
A equação mostra a especificação do primeiro nível onde o número de transações T RANSi jh
do setor de serviço i,mês j e h da hora que é efetuada a transação,sendo uma função do efeito
de transações significativas do setor de serviço β0 jh, mais um erro aleatório εi jh que representa
a variação ao longo do tempo,normalmente distribuído com média zero e variância de δ 2.
T RANSi jh=β0 jh+ εi jh (5.1)
O segundo nível da análise onde a média transações ao longo do tempo do mês j e hora h
β0 jh é função da média de transações γ00h mais um erro aleatório µ0 jh representando a variação
entre os setores de serviço no mes j e hora da transação resultando em:
β0 jh = γ00h+µ0 jh (5.2)
O terceiro nível da análise tem γ00h que pode ser decomposto na média da amostra δ000
adicionando erro relacionado ao mês ν0 j0 e incluindo um erro relacionado com a hora r00h
portanto substituindo temos o modelo nulo igual a:
T RANSi jh=δ000+ν0 j0+ r00h+µ0 jh+ εi jh (5.3)
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5.5.2 Variáveis Explicativas(Particularidades)
Depois de se completar a decomposição da variância de transações através do modelo
nulo,estendemos o modelo básico com a inclusão das variáveis explicativas que determinam
os efeitos aleatórios.Estas inclusões são feitas gradualmente no modelos de acordo com os ní-
veis hierárquicos das variáveis.Inclui-se na análise as variáveis relacionadas as particularidades
que são o dia da semana e os turnos de trabalho.
Portanto no modelo 2 resultará em:
T RANSi jh = β0 jh+β1 jh(Ds)+β2 jh(Turno)+ εi jh (5.4)
onde as variáveis microeconômicas são:
Ds:Dia da semana.
Turno:Turnos de trabalho
Substituindo
T RANSi jh = δ000+ν0 j0+ r00h+µ0 jh+β1 jh(Ds)+β2 jh(Turno)+ εi jh (5.5)
5.5.3 Variáveis Macroeconômicas(Exterioridades)
Observa-se que o modelo hierárquico segue da macroeconomia para a microeconomia tem-
se que os termos macroeconômicos devem ser inseridos na variável β0 j que representa o pri-
meiro nível do modelo portanto o modelo será representado por:
T RANSi jh = γ00h+ γ01h(Dolar)+ γ02h(Ibovespa)+β1 jh(Ds)+β2 jh(Turno)+µ0 jh+ εi jh
(5.6)
onde as variáveis macroeconômicas são:
Dol: Variação do dólar
Ibovespa: Indice Bovespa
Nesta equação consolida o modelo de efeitos mistos onde os interceptos de dois ní-
veis são aleatórios percebendo que as transações são uma média da função de macroecono-
mia,tempo,segmento e seus respectivos erros.
5.5.4 Confundimento
Segundo[14] confundimento é uma técnica de experimentos que combina as variáveis do
experimento em blocos,onde o tamanho do bloco é menor do que o número de combinações
das variáveis do experimento.
No modelo de demanda existem variáveis macroeconômicas que são Dolar e Ibovespa e
variáveis microeconomicas que são Dia da semana,Turno e Mês essas variáveis são confundidas
entre elas em blocos de duas variáveis porque pretende-se avaliar o efeito causado de uma
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variável macroeconômica em uma variável microeconomica e qual a correlação com a variável
dependente quantidade de transações.
Para que o confundimento de variáveis tenha validade necessita analisar a correlação entre
as variáveis que influência nos resultados.
Dolar Ibovespa Dia da Semana Turno Mês
Dolar 1
Ibovespa -0,2232 1
Dia da Semana 0,069 0,0025 1
Turno 0,0001 -0,0002 0,0043 1
Mês 0,0607 -0,0415 0,0033 -0,0048 1
Tabela 5.9: Correlação das variáveis
Analisar se temos confundimento entre as variáveis independentes e como afeta a variável
dependente devendo se analisar os efeitos ou covariações entre as variáveis independentes.Então
quando processar o modelo tem-se que fazer essas verificações e analisar as covariâncias de
cada variável explicativa macroeconomica no modelo.Esses modelos são chamados de modelos
hierárquicos de coeficientes aleatórios com covariação e esse estado pode afetar diretamente
nos resultados.Na tabela 5.9 temos que as variáveis não são correlacionadas então temos:
T RANSi jh = γ00h+µ0 jh+ γ01h(Dolar)+ γ02h(Ibovespa)+β1 jh(DS)+β2 jh(Turno)+
+β5 jh[Dolar]∗ [Turno]+β6 jh[Ibovespa]∗ [Turno]+β7 jh[Dolar]∗ [Mes]+
+β5 jh[Ibovespa]∗ [Mes]+ εi jh (5.7)
Neste caso analisa-se o dólar e o indice Ibovespa afetam as variáveis microeconômicas como
dia da semana,turno e o mês avaliando se a estatística é importante para o modelo.
5.6 Análise de Resultados
A análise de resultados mostrará o quanto o modelo misto realmente se encaixa com o pro-
blema de demanda de transações.Os resultados da análise de variância para estimar o número de
transações através da avaliação dos modelos usando o programa stata verifica-se a significância
do segmento,mês e hora em relação ao quantidade de transações.
O modelo nulo não inclui os efeitos fixos e prioriza os efeitos aleatórios fornecendo infor-
mação para a decomposição de variância das variáveis dependentes.Analisando a equação
T RANSi jh=δ000+ r00h+µ0 jh+ν0 j0+ εi jh (5.8)
Rodando o comando no stata xtmixed qtdetotal ||setores de serviço: ||mês:||hora: obtêm-
se pelo apêndice B os seguintes resultados:
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Variáveis Coeficiente Desvio Padrão
δ000 26,7 7,2
r00h 35,2 0,3
ν0 j0 5,7 0,6
µ0 jh 44,73 5,0
εi jh 150,13 0,12
LR 1,3.105
Tabela 5.10: Modelo nulo
A tabela 5.10 mostra como cada erro afeta o seu grupo,seja setor de serviço,mês e
hora.Como pelo teste de Razão de Verossimilhança(LR),que compara o modelo de regressão
linear simples de um nível com o modelo sem os efeitos aleatórios,tem-se pelo apêndice A que
p<0,001 resultando que os termos de efeitos aleatórios é altamente significativo para esses da-
dos das transações de e-commerce.O modelo nulo observa a importância relativa de cada nível
sobre a variação do número de transações.
Se o setor de serviço,mês e hora são importantes no modelo inclui-se esses efeitos aleatórios
no modelo e calcula-se a correlação intraclasse ICC que é uma estimativa da variabilidade de
medidas devido a variações entre os níveis.
Nível ICC Desvio Padrão
setores de serviço 0,08 0,02
mês|setores de serviço 0,08 0,02
hora|mês|setores de serviço 0,12 0,02
Tabela 5.11: ICC-Correlação Intraclasse
Com o apêndice C obtêm-se a tabela 5.11 informando que o ICC dos setores de serviço é de
0,08 que se obtem dividindo o valor da variação entre os setores de serviço pela variação total
esse valor representa o peso que o setor de serviço tem sobre a determinação dos coeficientes,o
ICC de mes|setores de serviço é de 0,08 o que implica mesmo peso para estimar os coeficientes
do modelo.
O ICC hora|mes|setores de serviço apresenta ICC de 0,12 que é 50% a maior que os outros
representando maior peso para estimar os valores dos coeficientes do modelo o que implica que
a hora de transação é bastante relevante para a formulação do modelo.Enquanto que os setores
de serviço e mês apresentaram o mesmo peso para determinar os coeficientes.
5.6.1 Particularidades
Agora no modelo inclui-se as variáveis dummy,atribui-se o valor zero quando a variável
não participa do modelo e o valor 1 quando a variável esta no modelo,relacionadas as parti-
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cularidades da microeconomia que são os dias da semana(Ds) e os turnos de trabalho(Turno)
estas variáveis apresentam variações dentro dos setores de serviço por isso devem ser adiciona-
das,logo os dias da semana que tem um valor alto de transações online para um setor de serviço
podem ser diferentes para outro setor de serviço e os turnos de compra podem ser diferentes
dependendo do setor de serviço,portanto obtêm-se o modelo:
T RANSi jh = δ000+ν0 j0+ r00h+µ0 jh+δ10h(ds1)+δ11h(ds2)+δ12h(ds3)+ (5.9)
+δ13h(ds4)+δ14h(ds5)+δ15h(ds6)+δ2 j0(turno1)+δ2 j1(turno2)+
+δ2 j2(turno3)+δ2 j3(turno5)+δ2 j4(turno6)+ εi jh
Usando o comando no Stata xtmixed qtdetotal ||setor de serviço: ||mês: ds1 ds2 ds3 ds4
ds5 ds6 ||hora: turno1 turno2 turno3 turno5 turno6,reml obtêm-se os coeficientes da tabela
5.12 pelo apêndice D.
Variáveis Estimativa Variáveis Estimativa
δ 000 29,60843 δ14h 7,81.10−10
ν0 j0 16,21962 δ15h 2,11.10−5
r00h 427,3316 δ2 j0 1767,015
µ0 jh 3158,736 δ2 j1 2191,082
δ 10h 790,0221 δ2 j2 1,16.10−9
δ11h 505,2926 δ2 j3 713,5492
δ12h 202,365 δ2 j4 4,16.10−12
δ13h 406,7115 εi jh 22247,81
Tabela 5.12: Estimativa de Coeficientes particularidades
Observando os dados tem-se que os dias da semana quinta-feira e terça-feira que tem grande
frequência de transações influenciam pouco no modelo de quantidade de transações realizados
naquele mês e os turnos 3 e o turno 6 que tem grande frequência tambem tem uma significância
muito baixa no modelo alterando pouco o volume de transações do dia,o que mostra que o
modelo Linear Misto coloca pouco peso nos dados de maior frequência,ou seja os coeficientes
de menor valor são das variáveis de maior frequência tentando equilibrar o número de transações
de todos os dias da semana e períodos.
Percebe-se que o teste de razão LR aumentou sua significância e o teste de hipótese é signi-
ficantemente diferente de zero o que permite incluir essas variáveis no modelo de predição de
transações.Tem-se tambem uma redução na estimação do desvio padrão de erros residuais.
5.6.2 Exterioridades
Neste instante incluiremos as variáveis macroeconômicas,ou seja,os efeitos fixos e estudar
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como essas variáveis se comportam no modelo e qual sua influência nas variáveis microeconô-
micas( efeitos aleatórios).
T RANSi jh = γ00h+ γ01h(Dolar)+ γ02h(Ibovespa)+β1 jh(DS)+ (5.10)
+β2 jh(Turno)+µ0 jh+ εi jh
Usando o comando no Stata xtmixed qtdetotal Dolar Ibovespa ||setor de serviço: ||mês:
ds1 ds2 ds3 ds4 ds5 ds6 ||hora: turno1 turno2 turno3 turno5 turno6,reml os resultados
aparecem na tabela 5.13 conforme o apêndice E
Variáveis Estimativa Desvio Padrão
ν0 j0 3,07 0,69
r00h 21,01 0,33
µ0 jh 56,4 6,4
δ 10h 28,1 1,04
δ11h 22,5 0,92
δ12h 16,5 0,74
δ13h 22,3 0,89
δ14h 3,6.10−5 38.10−5
δ15h 3,2.10−3 3,6.10−3
δ2 j0 47,34 1,16
δ2 j1 56,45 1,33
δ2 j2 9,3.10−5 17.10−5
δ2 j3 26,74 0,91
δ2 j4 1,01.10−6 5,02.10−7
εi jh 149,15 0,12
Variáveis Coeficiente Desvio Padrâo Z
Dolar 4,9.10−4 8,4.10−4 0,59
Ibovespa 2,2.10−3 8,9.10−4 2,42
δ 000 32,4 9,1 3,58
Tabela 5.13: Estimativa de Coeficientes das Exterioridades
Se compararmos as variáveis que aparecem no modelo só com os efeitos aleatórios percebe-
se que houve pouca variação ao acrescentarmos as variáveis macroeconomicas dólar e ibo-
vespa,mas as variáveis mostram sua importância quando influenciam as variáveis de efeitos
aleatórios.Pela estatística z tem-se que o índice ibovespa e a constante δ 000 tem significância
no modelo.
5.6.3 Confundimento
Nesta parte do modelo acrescenta-se as variáveis cruzando os efeitos,ou seja,como uma va-
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riável pode influenciar em outra variável e como os efeitos macroeconômicos realmente afetam
as variáveis da microeconomia.
Variáveis Coeficiente Desvio Padrâo Z
Dolar 0,0023645 0,0021672 1,09
Ibovespa 0,0221132 *** 0,0027257 8,11
ds1*Dolar 0,0094328 *** 0,0021046 4,48
ds1*Ibovespa -0,009553 *** 0,0027776 -3,44
ds2*Dolar -0,0010409 0,0019978 -0,52
ds2*Ibovespa -0,0016334 0,0029032 -0,56
ds3*Dolar -.0,0082312 *** 0,0018181 -4,53
ds3*Ibovespa -0,0120591 *** 0,002671 -4,51
ds4*Dolar -0,0101372 *** 0,0019596 -5,17
ds4*Ibovespa -0,0124504 *** 0,002751 -4,53
ds5*Dolar -0,0021697 0,0016959 -1,28
ds5*Ibovespa -0,0015074 0,0023688 -0.64
ds6*Dolar 0,0014114 0,0016978 0,83
ds6*Ibovespa -0,0021541 0,0024475 -0.88
mes*Dolar 0,0014672 *** 0,0001862 7.88
mes*Ibovespa -0,0013391 *** 0,0002401 -5.58
Turno1*Dolar -0,0241685 *** 0,0020065 -12,05
Turno1*Ibovespa -0,0220498 *** 0,0026687 -8,26
Turno2*Dolar -0,0364424 *** 0,0022801 -15,98
Turno2*Ibovespa -0,026057 *** 0,0030342 -8,59
Turno3*Dolar -0,0124196 *** 0,0016033 -7.75
Turno3*Ibovespa -0,0082859 *** 0,0023067 -3.59
Turno5*Dolar -0,0018632 0,0017049 -1.09
Turno5*Ibovespa 0,0006438 0,0023345 0,28
Turno6*Dolar -0,0043236 *** 0,0015976 -2.71
Turno6*Ibovespa -0,0029927 0,0022974 -1,30
Constante 29,60843 ** 9,028927 3,28
p-valor * p< 0,05 ** p< 0,01 *** p< 0,001
Tabela 5.15: Coeficientes Confundimento
Pelos valores estatísticos do teste z e pela significância tem-se pela tabela 5.15 que os coe-
ficientes dos turnos e dos dias da semana que tem maior frequência de transações influênciam
no modelo e que o ibovespa tambem tem grande significância na quantidade de transações.Os
valores do teste z mostra quais os coeficientes da equação tem relevância no modelo e auxilia
na escolha das variáveis independentes que tem peso na previsão da quantidade de transações
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online.
O teste de significância mostrou a constante com grau de 1% e que as variáveis de con-
fundimento apresentaram com excessão do turno5 e dos dia da semana ds5 e ds6 um grau de
significância de 0,1% e das variáveis macroeconômicas o índice ibovespa apresentou o mesmo
grau de significância 0,1%.
Usando o comando no Stata xtmixed qtdetotal dolar Ibovespa c.dolar#c.ds1
c.dolar#c.ds2 c.dolar#c.ds3 c.dolar#c.ds4 c.dolar#c.ds5 c.dolar#c.ds6 c.Ibovespa#c.ds1
c.Ibovespa#c.ds2 c.Ibovespa#c.ds3 c.Ibovespa#c.ds4 c.Ibovespa#c.ds5 c.Ibovespa#c.ds6
c.dolar#c.turno1 c.dolar#c.turno2 c.dolar#c.turno3 c.dolar#c.turno5 c.dolar#c.turno6
c.Ibovespa#c.turno1 c.Ibovespa#c.turno2 c.Ibovespa#c.turno3 c.Ibovespa#c.turno5
c.Ibovespa#c.turno6 ||setor de serviço: ||mês: ds1 ds2 ds3 ds4 ds5 ds6 ||hora: turno1
turno2 turno3 turno5 turno6,reml gera a equação seguinte:
T RANSi jh = γ00h+ γ01h(Dolar)+ γ02h(Ibovespa)+β1 jh(DS)++β2 jh(Turno)+ (5.11)
+β3 jh[Dolar]∗ [DS]+β4 jh[Ibovespa]∗ [DS]+β5 jh[Dolar]∗ [Turno]+
+β6 jh[Ibovespa]∗ [Turno]+µ0 jh+ εi jh
5.7 Validação do Modelo
No desenvolvimento do caso de estudo utiliza-se de uma base de dados para a construção do
modelo onde usa-se a parte da base de dados para a obtenção dos coeficientes do modelo e outra
parte da base de dados para o teste de validação dos coeficientes.Os dados para a validação são
retirados do dia e turno de maior frequência de transações online do banco de dados.
Para verificar se os coeficientes estão estimados de forma correta,necessita-se rodar nova-
mente o modelo com os coeficientes estimados e com a base de dados deixada para a validação
do modelo,desta forma tem-se o quanto o modelo pode ser considerado adequado para estimar
a quantidade de transações.
Deve-se tambem calcular a distribuição dos erros nos dados de validação e avaliar a signi-
ficância dos coeficientes estimados.Então utiliza-se a predição de valores para estimar os coefi-
cientes e assim calcular o erro da amostra.
5.7.1 Amostra de Validação
A amostra de validação foi retirada do banco de dados para testar a acurácia o modelo se-
guindo as boas práticas de validação cruzada segundo[2],com a técnica de hold-out que consiste
em retirar uma parte da amostra de forma estratificada para realizar a verificação dos coefici-
entes encontrados na regressão linear mista os estratos devem ter aproximadamente o mesmo
tamanho dos estratos de treinamento.Com a amostra de validação utiliza-se a predição para cal-
cular a previsão da quantidade de transações e assim verificar se existe uma diferença muito
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grande entre o real e o estimado.
5.7.2 Predição
Por [26] os efeitos aleatórios do modelo são obtidos pela expressão:
u˜ = G˜Z′V˜−1(Y −X βˆ ) (5.12)
onde G e V=ZGZ’+σε2R ,são os componentes de variância da Máxima verossimilhança Res-
trita(REML).
Na estimativa feita por REML,os erros padrão representam incerteza na estimativa de
β.Como tal,os erros-padrão dos melhores preditos nao viesados (BLUPs) baseados em REML
geralmente serão maiores.Os valores ajustados são dados por Xβˆ + Zuˆ e os erros como
εˆ = y−X βˆ −Zu˜ e o erro padrão como εˆ∗ = σˆ−1e Rˆ−
1
2 εˆ .E se uma especificação hierárquica for
adicionada(segmento,mês,hora) os valores ajustados, erros e erros padronizados usam somente
os termos de efeitos aleatórios incluídos até aquele nível do modelo.
Usando o comando no Stata predict qtdetotal ||setor de serviço: ||mês: ds1 ds2 ds3 ds4
ds5 ds6 ||hora: turno1 turno2 turno3 turno5 turno6,reml
Estimativa Segmento Estimativa Mês Estimativa Hora Valor ajustado Erro
34.86683 33.6561 33.57977 33.57977 -15.42023
-11.39472 -8.115217 -6.192548 -6.192548 -8.192549
-3.071752 1.057704 -.1045005 -.1045005 -2.104501
211.9062 187.0948 11.60951 11.60951 -22.39049
14.93668 18.323 19.27658 19.27658 15.27658
21.7849 17.57377 14.90664 14.90664 7.906643
231.5056 206.6941 247.2142 247.2142 177.2142
146.604 139.0993 29.54494 29.54494 26.54494
Tabela 5.16: Valores Ajustados e Erros
Como a variável dependente é a quantidade de transações online na tabela 5.16 as es-
timativas negativas representam uma quantidade baixa de transações que serão consideradas
zero,como pode se observar quando a estimativa é separada pelo setor de serviço e mês apre-
sentam variação em relação a estimativa valor ajustado,mas a estimativa de hora e estimativa
valor ajustado são iguais em todos os casos o que sugere que a hora tem uma grande influência
sobre o modelo proposto que esta relacionado ao ICC setor de serviço|mês|hora ser o fator de
maior peso na determinação dos coeficientes esse fato pode ser atribuido ao setor de serviço ter
empresas de grande médio e pequeno porte variando muito na quantidade de transações para
influenciar no modelo.
5.7.3 Verificação do modelo
Para garantir a acurácia do modelo e que as informações geradas sejam corretas as variáveis
51 
são aleatórias média e variância são usadas para determinar a validade do modelo
As técnicas para validação do modelo segundo [12] são:
1. Teste de hipótese para validar o modelo.
2. Usar intervalos de confiança para validar o modelo.
3. Usar gráficos para tomar a decisão.
O uso de gráficos é muito utilizado para verificar se o modelo está correto como histogra-
mas,boxplot e gráficos de comportamento[12].
5.7.4 Gráfico
Para analisar se o modelo linear misto conseguiu prever com acurácia a quantidade de tran-
sações online deve-se primeiramente avaliar se a média e as variâncias do modelo estimado são
próximas as médias e a variâncias dos dados fornecidos.
Figura 5.1: Comparação Real X Modelo
Tem-se que a media do modelo estimado é de 2.032 transações online com uma variância
22.176,80 e os dados fornecidos apresentam média de 39,70 transações e desvio padrão de
164,36 transações por esses valores percebe-se que o modelo tem valores bem acima dos valores
reais.
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Com os dados do gráfico tem-se que o modelo estimado tem mediana de 15,40 transações e
uma amplitude de 1.252.258 transações enquanto os dados reais tem mediana de 7 transações e
uma amplitude de 81.084 transações.Analisando o conjunto total de dados tem-se a impressão
que o modelo está com médias e variâncias bem distintas dos dados reais esse fato se deve a
não consideração dos níveis hierárquicos o próximo passo é analisar em cada nível e perceber
se essa diferença ainda se mantem.
Analisa-se o turno1 com o dia da semana tem-se uma média de 21,95 transações e um
desvio padrão de 133,60 com mediana de 3 transações enquanto o modelo tem média de 22,57
transações com desvio padrão de 61,40 com mediana de 6 transações.Dessa forma analisando
cada nível encontra-se uma maior acurácia do modelo.
Figura 5.2: Modelo x Estimativa Turno1 ds1
5.7.5 Teste Kolmorogov Smirnov-KS
Segundo [5] o teste KS pode ser utilizado para verificar se duas distribuições diferem signi-
ficativamente,no estudo de caso será utilizada para verificar se a quantidade de transações difere
da estimativa do modelo e verificar a acurácia do modelo.
A primeira linha testa a hipótese de que quantidade de transações para o grupo dos dados
contém valores menores do que para o grupo dos valores estimados pelo modelo.A maior dife-
rença entre as funções de distribuição é 0,7255 o p-valor assintótico aproximado para isto é 0,00
que não é significativo.A segunda linha testa a hipótese de que a quantidade de transações para
o grupo de dados contém valores maiores que para o modelo.A maior diferença entre as funções
de distribuição nessa direção é 0,00 o p-valor assintótico aproximado para esta diferença é 1,00
que é significativo.
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Grupos D p-valor
Dados 0,7255 0,00
Modelo 0,00 1,00
KS-Combinado 0,7255 0,00
Tabela 5.17: Teste KS-Base de Dados
Resultando que o modelo apresenta valores de transações online maiores do que os dados
fornecidos o que implica que o modelo tem uma acurácia abaixo da desejada.
Agora precisa-se analisar os dados deixados para teste que representam 20% dos dados que
foram o período de 2015 a 2016 e verificar sua acurácia.Com o teste ks obteve-se o seguinte
resultado:
Grupo de Testes D p-valor
Dados 0,0532 0,894
Modelo -0,3917 0,002
KS-Combinado 0,3917 0,003
Tabela 5.18: Teste KS-Base de teste
Com a tabela 5.18 obtêm-se que os dados tem valores menores que o modelo em 0,0532
com significância de 0,894 e que a hipótese de que a quantidade de transações para o grupo de
dados contém valores maiores que para o modelo é de -0,3917 com uma significância 0,002 que
é muito baixa,logo o modelo também apresenta baixa acurácia na base de teste.
Para que o modelo apresente maior acurácia os testes também devem ser rodados por nível
hierárquico o que aumentará sua confiabilidade.
5.7.6 Teste de Normalidade dos Erros
Os testes de normalidade verificam se a distribuição de probabilidade associada a um con-
junto de dados pode ser aproximada pela distribuição normal.A normalidade dos resíduos é
uma suposição essencial para que os resultados do ajuste do modelo de regressão linear sejam
confiáveis.
Variável Média Erro Padrão H0 Ha< 0 Ha 6= 0 Ha>0
Erro -6,01.10−9 0,1653 0 0,5 1,0 0,5
Tabela 5.19: Teste t
A média indica que os resíduos tem uma distribuição normal.
5.7.7 Monitoramento dos erros
Depois do modelo implementado necessita-se acompanhar os erros para um constante aper-
feiçoamento do modelo de demanda.A verificação dos erros para a melhora do modelo imple-
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mentado pode corrigir possíveis falhas e assim aumentar a acurácia do modelo garantindo um
melhor aproveitamento da empresa com a tomada de decisão.
5.7.8 Simulação de Monte Carlo
A simulação de Monte Carlo pode identificar se o modelo é confiável mostrando como
os coeficiente das variáveis independentes influenciam na variável dependente quantidade de
transações.No apêndice J as simulações utilizaram a distribuição normal gerando números ale-
atórios com base na média e no desvio-padrão dos coeficientes que foram obtidos pelo modelo
misto,gerando 100.000 (cem mil) coeficientes aleatórios pelo simulador do Minitab para cada
uma das variáveis independentes do modelo misto para a quantidade de transações online esti-
mada.
O modelo do estudo de caso deve ser analisado dividindo por turnos e dias da semana o que
resulta em 30 gráficos do modelo que estão no apêndice J,descrevendo a simulação dos dados
do turno 1 e dia da semana ds4 (Domingo) na figura 5.3 a simulação tem oscilação de 281 a 376
transações com média 328 transações online e desvio padrão de 11,22 apresentado um p-valor
<0,734, usando a confiabilidade de 0,05 tem-se que deve-se aceitar o modelo hierárquico para
o turno 1 e domingo.
Figura 5.3: Simulação quantidade transações
As simulações do apêndice J mostram á média e a significância do modelo hierárquico em
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todos os turnos e dias da semana representado pela tabela 5.20.
Nivel Hierárquico Oscilação de transações Média P-Valor
Turno1 x ds1 289 a 383 335 0,726
Turno1 x ds2 281 a 379 329 0,640
Turno1 x ds3 276 a 372 323 0,717
Turno1 x ds4 282 a 377 329 0,734
Turno1 x ds5 259 a 356 306 0,624
Turno1 x ds6 259 a 356 307 0,623
Turno2 x ds1 299 a 393 343 0,593
Turno2 x ds2 293 a 388 338 0,368
Turno2 x ds3 287 a 381 332 0,343
Turno2 x ds4 293 a 386 338 0,418
Turno2 x ds5 270 a 365 315 0,455
Turno2 x ds6 271 a 365 315 0,454
Turno3 x ds1 242 a 336 287 0,621
Turno3 x ds2 236 a 331 282 0,554
Turno3 x ds3 229 a 324 276 0,512
Turno3 x ds4 235 a 329 282 0,674
Turno3 x ds5 213 a 308 259 0,668
Turno3 x ds6 214 a 308 259 0,668
Turno5 x ds1 268 a 363 314 0,621
Turno5 x ds2 261 a 358 308 0,415
Turno5 x ds3 255 a 351 302 0,552
Turno5 x ds4 261 a 356 308 0,572
Turno5 x ds5 239 a 335 286 0,574
Turno5 x ds6 239 a 335 286 0,574
Turno6 x ds1 242 a 336 287 0,622
Turno6 x ds2 236 a 331 282 0,554
Turno6 x ds3 229 a 324 276 0,512
Turno6 x ds4 235 a 329 282 0,673
Turno6 x ds5 214 a 308 259 0,668
Turno6 x ds6 214 a 308 259 0,668
Tabela 5.20: Simulações do Modelo hierárquico
Com os dados da tabela tem-se que o modelo linear hierárquico foi pouco significativo na
previsão da demanda dos turnos 2 e 5 e com uma significância média nos outros turnos o que
indica que o modelo precisa ser mais refinado para aumentar o nível de precisão dos turnos e
dias da semana.Para isso pode-se usar as empresas individualmente para que os níveis hierár-
quicos que alteram mais as demandas sejam melhor analisados pelo modelo linear hierárquico
aumentando assim a precisão do modelo.
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Capítulo 6
Conclusão
  Neste trabalho desenvolveu-se uma aplicação de Modelos Lineares Mistos para a  previsão 
de demanda para transações de e-commerce e com os resultados obtidos alocar melhor os re- 
recursos da empresa com funcionários e equipamentos.Com o uso de ferramentas quantitativas 
analisou-se o mercado macroecônomico e microecônomico e como suas variações podem  alte- 
rar a quantidade de transações feitas com cartão de crédito pela internet na compra de produtos 
ou serviços.
  A formulação e validação do modelo de regressão linear mista com base nas variações das 
variáveis macroeconômicas e a quantidade de transações do perído de 2007 a 2016 pode aju- 
dar a estimar o lucro e a demanda operacional para os próximos períodos e assim melhorar o 
planejamento estratégico da empresa.
O modelo linear misto aplicado nos dados mostrou ser pouco eficiente para o modelo de 
demanda devido a pouca acurácia do modelo,analisando o peso das variáveis na formulação do 
modelo que teve a variável de dimensão hora representando grande peso nos coeficientes das 
variáveis independentes com a simulação de Monte Carlo demonstrou que um remodelamento
é necessário para aprimorar a precisão do modelo.
6.1 Trabalhos Futuros
Embora exista uma melhora do modelo linear misto versus a regressão linear convencio- 
nal o ideal seria categorizar por cliente e não por setores de serviço para tornar mais precisa 
a estimativa.E depois de categorizar os clientes perceber em quais casos o mês realmente al- 
tera a quantidade de demanda que provavelmente ocorre em empresas aumentam a venda de 
seus produtos em épocas do ano(Dia das crianças,Natal,etc..) incluir algumas variáveis ma- 
croeconômicas(exterioridades) que causem impactos em cada cliente aumentando a precisão 
do modelo e as informações que cada variável macroeconomica pode influenciar as variáveis
microeconomicas(particularidades).
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Pode se desenvolver o modelo para integrar com os modelos de controladoria e aplicação
direta nos segmentos da empresa,para verificar eficiência e diminuir os custos de doações para
ONGs,medir resultados de eficiência de gerentes,eficiência de escolas publicas em relação aos
professores ou a algum método de ensino adotado e resultados no ENEM separados por estado
e medir a eficiência do ensino em cada região ou município.
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