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1. INTRODUCTION 
The system of reaction diffusion equations 
u,(x. t) = d, du(x. I) + au + uf(u, P). 
c’,(x, t) = dl dv(x, f) + bv t vg(u. ~1) 
(1.1) 
for x E I2 and t > 0, where 0 is a bounded region in R” (n = 1, 2. 3) and A 
denotes the Laplacian, models the interaction of two species co-existing in Q; 
the densities of the species at time t and at the point x E Q are given by 
u(x, t) and v(x. t). The constants d,, dz > 0 give the rates at which the 
species diffuse. The constants a and b give, if positive, the birth rates and. if 
negative, the mortality rates of the species. So that system ( 1.1) has a unique 
solution we must specify initial conditions, i.e., U(X, 0) and LI(X. 0), and 
boundary conditions. We shall be interested in the case of Dirichlet 
boundary conditions, i.e., in the case where u(x. f) and t’(x, t) are specified 
functions of x on X?. 
Co-existing populations may interact in various ways, e.g., they may 
compete or co-operate with each other or one may be a predator preying on 
the other. The nature of the interaction is reflected by the properties of the 
terms f(u, tl) and g(u, c). For example. if the 1: population preys on the II 
population, an increase in L’ would lead to a decrease in u and so it would be 
natural to assume that Zf/?k < 0. Throughout we shall assume that 
j-(0,0) = g(0, 0) = 0 (1.2) 
and that 
and g (u. c) < 0 for all U. 1% > 0 (1.3) 
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and that for each k > 0 there exist uk, vk such that 
a +f(u, k) < 0 for u > uk 
and 
(1.4) 
b + g(k, v) < 0 for v > vk. 
Assumptions (1.2) and (1.3) model the fact that the populations are self 
limiting, i.e., ignoring diffusion effects one of the populations would not grow 
without limit were the other population absent. 
In this paper we investigate the existence of multiple spatially 
inhomogeneous steady state solutions of (1.1) in the case where v equals a 
specified non-negative function and u equals 0 on 80. Thus we are interested 
in solutions of 
-d, Au = au +f(u, v)u for x E Q, 
-d, Au = bv + g(u, v)v for xER; (1.5) 
U(X) = 0 and v(x) = 4(x) > 0 for x E LB. 
We shall assume that R has smooth boundary, that f, g and 4 are all smooth 
functions and that 4 is not identically zero. 
Two main approaches have been used in the literature to prove the 
existence of solutions of systems like (1.5). The existence of one steady state 
solution for (1.5) could be proved by studying the corresponding parabolic 
system as described in Amann [ 1 ] or by using degree theoretic methods as 
described in Hadeler et al. [6] and Tsai [ 121; the fact that the system is self 
limiting is precisely what is required in order to apply the theorems in the 
above works. There does not seem, however, to be any obvious way to prove 
the existence of multiple solutions by using these degree theory techniques. 
Many examples can be found in the literature where the existence of multiple 
solutions is proved by showing that bifurcation occurs from an obvious 
spatially constant steady state solution (see, e.g., Auchmuty and Nicolis 13 1, 
Herschkowitz-Kaufman [ 7 1, Catalan0 et al. 141). As we show in Section 2, 
there is an obvious steady state solution, viz., when u = 0; however, the v 
component of this solution is spatially inhomogeneous and although a bifur- 
cation analysis of (1.5) about this obvious solution is possible and yields 
some results, such an analysis does not seem to be the most fruitful line of 
attack. 
Our approach in this paper is to decouple the equations. We first fix u and 
show that the second equation in (1.5) has a unique solution v(u); we then 
substitute v(u) into the first equation of (1.5) and obtain an equation for u 
which we treat as a bifurcation problem. A similar decoupling technique was 
used by Rothe in [ 111 on a system related to the Fitzhugh-Nagumo 
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equation; in that case, however, the system is more weakly coupled than 
(1.5) and is linear in one of the unknown variables. 
Equation (1.5) has been studied by Leung and Clark in 18 1 in the case of 
predator-prey systems. In [8] sub- and supersolution techniques are used to 
prove the existence of multiple steady state solutions of (1.5); the results 
obtained in [ 8 1 suggest that bifurcation occurs and motivated the present 
investigation. For this case we can give a precise description of where bifur 
cation occurs and are able to prove the existence of multiple solutions for 
large ranges of parameter values. Our results are also linked to recent work 
of Pao in 19 I where sub- and supersolution techniques are used to study 
Eq. (1.5) with various homogeneous boundary conditions in the case of 
competing populations. 
Our results agree with what one would expect of the systems modelled by 
the equations. The inhomogeneous boundary condition satisfied by I’ ensures 
that u is being constantly supplied to the system. If the birth rate a of the u 
population is very low (or perhaps if the mortality rate is high) then we 
would expect I’ to swamp u so that all possible steady state solutions will 
have u f 0. If, however, the birth rate of u is sufficiently large one would 
expect u to be able to co-exist with u and so steady state solutions with u f 0 
should exist. Moreover, a higher u birth rate should be necessary for co- 
existence if L’ preys on u than if the presence of u encourages the growth of U. 
Our results give precise expression to all these expectations. 
In the remainder of this section we discuss some preliminaries which are 
required later in the paper. In Section 2 we show how the equations may be 
decoupled and in Section 3 we analyze the resulting bifurcation problem for 
various types of systems. 
Since u and L’ represent population densities, we are interested only in 
solutions such that u > 0, u > 0. Thus we may regard the functions f and g 
as being defined initially only on R ’ x R’ ; for convenience we extend their 
domain of definition to R x R by deIiningf(u, c) =f(max( U. O}, max( I’. O}) 
and similarly for g. The functions thus defined are Lipschitz continuous. 
The criteria we derive for the existence of multiple solutions are expressed 
in terms of the least eigenvalues of certain boundary value problems. We 
now introduce a convenient notation for such eigenvalues. Let 9 be any 
smooth function and consider the eigenvalue problem 
--d,dw-qw=Aw forxER; M’(X) = 0 for x E X2. (1.6) 
It is well known that (1.6) has an infinite sequence of eigenvalues which is 
bounded below. We shall denote the least eigenvalue by A,(q). It is well 
known that l,(q) is a simple eigenvalue and that the corresponding eigen- 
functions do not change sign on R. 
We shall find it convenient for the most part to work with the function 
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space C’(D)--the space of functions which are continuously differentiable 
on fi; we shall use the symbol /I 11 to denote the usual C’(fi) norm. 
2. DECOUPLING THE EQUATIONS 
We assume that fand g satisfy (1.2), (1.3) and (1.4) and in addition that g 
is a monotone function of U, i.e., that either 
2 (u, v) > 0 for all u, u > 0 (2.1) 
or 
2 (u, u) < 0 for all u, u > 0. 
We choose and fix u E C’(a) and then consider the single nonlinear 
boundary value problem 
-d, Au = bv + g(u, v)v for xE8; 
v(x) = 4(x) > 0 for xEafl. 
(2.2) 
THEOREM2.1. (i) Equations (2.2) possesses a unique non-negative 
solution v(u). 
(ii) The mapping u + v(u) from C’(n) to C’(B) is continuous. 
Proof. (i) For fixed U, hypothesis (1.4) allows us to chooseK > 0 so that 
b + g(u(x), K) < 0 for all x E $2, Moreover K can be chosen such that we 
also have K > 4(x) for all x E aJ2. Then (2.2) has supersolution v E K and a 
subsolution u 5 0 and so has at least one solution lying between 0 and K; in 
fact it can be shown (see Amann [2 1) that there exists a minimal non- 
negative solution u. 
We now show that this solution is unique. Let V be any other non- 
negative solution of (2.2). Then V(x) > v(x) for all x E R and so 
(aP’/&)(x) < (&/an)(x) for all x E XI, where a/&z denotes differentiation in 
the direction of the unit outward normal to X?. Thus we have 
d, 
I 
,(Av. V-v.AV)dx=d,j2r2 (;-g)#dx>O 
But, because of hypothesis (1.3), we must also have 
d, In (Au . V - v A V) dx = I, u V( g(u, V) - g(u, v)) dx < 0. 
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Hence we must have Jn vV(g(u, V) - g(u, 0)) dx = 0 and so L’ = V. Thus 
Eq. (2.2) possesses a unique solution which we may denote by P(U). 
(ii) Suppose that (u,} is a sequence of functions converging to u in 
C’(n). In order to show that u + U(U) is continuous it suffices to show that 
lim n-~ v(u,) = U(U) in C’(a). First we show that {u(u,)} is uniformly 
bounded in C2tn(fi). S’ mce there exists M > 0 such that lu,,(.u)i < M for all II 
and all x E fin, we can find K > 0 such that h + g(u,,(x), K) < 0 for all n and 
.Y and K > d(x) for all x E LJR. Then c = K is a supersolution for 
-d, Au = bc + g(u,,, u)c for x E R: 
L’(X) = qqx) for x E ?fl 
(2.3) 
and so 0 < tl(u,,) <K for all n. Hence, bc(u,,) + g(u,,. ~(u,,)) ~(u,,) is 
uniformly bounded in L”(G) for any given p > 1. Thus standard 
bootstrapping arguments applied to Eq. (2.3) show that (L,(u,,)} is uniformly 
bounded in C* ‘“(fi). 
Assume now that (v(u,)} does not converge to r:(u) in C’(n): we shall 
obtain a contradiction. We can find a subsequence of {c(u,,)} which lies 
outside a certain C’-neighbourhood of v(u); this subsequence is uniformly 
bounded in C* ‘“(a) d an so possesses a subsequence which converges in 
C”(n) to IV say. (For convenience we denote this latter subsequence also by 
{ c(u,,)}.) Clearly u’ f v(u). Since 
-Ac(u,) = bu(u,,) + g(u,, t’(Q) c(u,) for s E R 
it follows that 
-Aw = bw + g(u. w)w for x E R. 
Since Eq. (2.2) has a unique solution, it follows that )V = z*(u). This is a 
contradiction and so the proof is complete. 
The next results illustrate the monotone dependence of P(U) on U. 
THEOREM 2.2. Suppose that (t?g/&)(u. c) > 0 .for all u. 1‘ > 0. Then 
L.(U) > P(O) for all 2.f > 0. 
Proof. Choose and fix u > 0. As we saw in the proof of Theorem 2.1. 
there exists a constant K > 0 such that u = K is a supersolution of 
mdz AC = bc + g(u, c)u for xER: 
Z‘(X) = q(x) for s E i’R. 
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Clearly u = K is also a supersolution of 
-d, Av = bv + g(0, v) for xE0; 
v(x) = 4(x) for x E 30. 
Therefore 0 < v(O), v(u) <K. We can now choose a constant M > 0 such 
that v -+ bv + g(0, v) + Mu (=/z(v)) and v + bv + g(u, v)v + Mv (=H(x, v)) 
are both increasing functions of v for 0 ,< v <K. Clearly, for fixed v, h(v) < 
H(x, v) for all x E R. 
It is well known (see Amann [ 11) that v(0) = lim,,, v,, where v,, E 0 and 
-4Av,+ I+ Mv,,, = Q,,) for xEQ; 
vn+ 1(x) = 4(x> for xE&2, 
and that v(u) = lim,,, V,, where V,, = 0 and 
-d,AV,,+, +MV,,+, =H(x, v,> for xEQ; 
vn+ ,(x) = 4(x) for x E L%2. 
Suppose that VJx) > vL(x) for all x E Q. Then for all x E R 
(-GA + M)(V,+ I- Vk+ 1 > = H(x, vk(x)) - h(Vk(X)) 
> H(x, vk(x)) - h(vk(X)) > 0. 
Since Vk+ ,(x) = vk+ i(x) for x E an, it follows from the maximum principle 
that ‘k+ lcx) > vk+ I (x) for all x E R. Thus, as V, = v,,, it follows that 
V, > v, for all n. Therefore letting n + co shows that v(u) > v(0). 
COROLLARY 2.3. Suppose (ag/au)(u, v) < 0 for all u, v > 0. Then 
v(u) < v(0) for all u > 0. 
It is easy to see that (u, v) is a solution of (1.5) if and only if v = v(u) and 
u is a solution of 
-d, Au = au +f(u, v(u))u for xER; (2.4) 
u(x) = 0 for xEal2. 
Clearly u = 0 is a solution of (2.4) and so (0, v(0)) is a solution of (1.5) for 
all values of a; we shall refer to this solution as the trivial solution. We shall 
treat a as a bifurcation parameter and regard all the other parameters of the 
problem, viz., d,, d,, b and 4, as fixed. By carrying out a bifurcation analysis 
of (2.4) we shall prove the existence of multiple’solutions to (2.4) and so to 
(1.5). 
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Equation (2.4) may be written as 
-d, Au -f(O, u(O))u = au + [f(u, u(u)) -f(O, 4O))lu for x E R. 
(2.5) 
Let L be the differential expression defined by 
Lu = -d,Au-f(O,u(O))u 
and consider the eigenvalue problem 
Lu(x)= h(x) for XE 0; u(x) = 0 for JC E aB. (2.6) 
Using the notation introduced at the end of Section 1, we denote the least 
eigenvalue of (2.6) by A,[f(O, u(O))]; we denote the corresponding positive 
eigenfunction by wr. We assume, without loss of generality, that 
~,lf(O~ 43)l f 03 i.e., that L is invertible. (Otherwise we replace L by L + c 
so that L + c is invertible and write (2.5) as 
(L + c)u = a'u + If(U,V(U))--f(O,Y(O))]U for x E 0, 
where a’= a + c, and then argue as below.) Then it is well known that the 
equation 
Lu =f for XE R; u(x) = 0 for x E 30 
has a unique solution for all fe L'(n); if we denote this unique solution by 
Kf, then K: L,(0)+ L,(Q) (and K: CO(n) + C’(n)) is a compact linear 
operator. 
Let F: C’ (fin) + P(a) be defined by 
F(u) = If(u, u(u)) -./VA 40)) 1~. 
Then F is continuous and using Theorem 2.l(ii) we see that 
IIF(u)lla = 4l4> as u + 0 in C’(a), where ]I /ID denotes the norm in P(d). 
We may write (2.5) as 
u=aKu+KFu (2.7) 
- 
Since /] KFuII = o(llull) as u + 0 in C’(Q), the well known bifurcation 
results of Crandall and Rabinowitz [5] and Rabinowitz [lo] can be applied 
to (2.7). Since a =l,[f(O,u(O))] is a simple characteristic value of K, bifur- 
cation occurs at this value of a and in a neighbourhood of the bifurcation 
point all non-trivial solutions lie on a continuous curve in R x C'(a) of the 
form ((a(a), ~(a)): --E < a < E}, where a(O) = 1, If(0, u(O))] and w(a) = 
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ay/, + terms of higher order in a. Thus for a sufficiently small and positive 
the corresponding non-trivial solutions lie in the cone 
P= 
i 
uEC1(R):u(x)>OforxER;~(x)<OforxEi%, . 
i 
Moreover, there exists a connected set of non-trivial solutions of (2.7) 
denoted by S such that either S joins (A, [f(O, v(O))], 0) to co in R x C’(B) 
or S joins (A., [ f(0, v(O))], 0) to (6, 0), where b is some other characteristic 
value of K. In addition, S has a connected subset S+ c S - ((a(a), 
w(a)): --E < a < 0) such that S’ also satisfies one of the above alternatives. 
Clearly solutions (a, u) in St sufficiently close to the bifurcation point lie in 
the cone R x P. In fact more can be proved. 
THEOREM 2.4. The connected set of solutions Si is contained in R x P 
and joins (A, [f(O, v(O))], 0) to co in R x C’(G). 
ProoJ Suppose that St is not contained in R x P; we shall obtain a 
contradiction. Then there exists (a,, uO) E St n (R x 3P) such that 
(a,, uo) + (~,[f(O, 40))1,0> and (a,, u,,) is the limit of a sequence {(a,,, u,,)) 
contained in S+ n (R x P). Choose A4 > 0 such that a, +f(uJx), v(u,,)(x)) - 
f(0, v(O)(x)) + M > 0 and M--f(O, u(O)(x)) > 0 for all x E a. Then as u,, 
satisfies 
we have 
(L + w u,(x) > 0 for x E R. (2.8) 
Since u. E aP, either u has an interior zero in R or au,/& has a zero at a 
point of 80. Hence it follows from (2.8) and the strong maximum principle 
that U, = 0. Thus (a,, 0) is a bifurcation point. 
We now show that a, = 1, [f(O, v(O))]. Let u,, = u,/IJu,,/I. Then 
0, = a,Kv, + KWdIll~,II~ (2.9) 
Since K: C’(G) + C’(B) is compact, there exists a subsequence of (v,,} 
(which for convenience we again denote by iv,,}) such that (Ku,) converges 
in C’(a). Since lim,,, KF(u,)/l( u,,[= 0 in C’(a), it follows that the subse- 
quence (v,) itself converges in C’(Q) to v, say. Letting n + co in (2.9) we 
obtain 
v. = a,Kv,. 
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Since u,, > 0 for all n, u0 > 0; since /I u,, I/ = 1 for all n, L’(, f 0. Hence a,, is a 
characteristic value of K corresponding to a non-negative eigenfunction and 
so a,, = 1, [f(O, v(O))]. This is a contradiction and so S ’ is contained in 
R x P. 
An argument similar to that used in the above paragraph shows that .S. 
does not contain any points of the form (a, 0), where a is a characteristic 
value of K other than n,[f(O, v(O))]. Hence it follows that St joins 
(A, If(0, u(O))], 0) to co in R x C’(n). 
3. MULTIPLE SOLUTIONS 
We now make more detailed assumptions about the nature of the 
interaction between the two populations and deduce existence results in all 
possible cases of interactions. Throughout we shall assume that f and g 
satisfy the hypotheses (1.2). (1.3) and (1.4). 
(a) Predator-Pre?? Swtems 
Suppose that c represents a predator population which preys on the 
population represented by 1.4. Then an increase in the u population increases 
L”S food supply and so would lead to an increase in the L’ population. 
whereas in increase in the L’ population increases predation and so would 
lead to a decrease in the u population. Hence it is natural to assume that 
$ (u, c) < 0 and 2 (u, o) > 0 for all U. L’ > 0. (3.1) / ’ 
On the other hand, if u represents the predator and ~1 represents the prey. it 
is natural to assume that 
g (u, P) > 0 and $$ (u, c) < 0 for all U. 2’ > 0. (3.2) 
The next theorem gives a reasonable description of the steady state 
solutions of (1.5) for the case of a predator-prey system. 
THEOREM 3.1. Suppose that f and g satisfy either (3.1) or (3.2). 
(i) Let a < A,[ f(0, v(O))]. Th en (1.5) has the unique non-negative 
solution u = 0. 2’ = u(0). 
(ii) Let a > l,r(O, u(O))]. Then (1.5) has at least one non-trivial non- 
negative solution. 
Proof (a) Suppose that f and g satisfy (3.1). 
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(i) Suppose a < A, [ f(0, v(O))]. Let (u, u) be any non-negative solution 
of (1.5). Then u satisfies (2.5) and multiplying (2.5) by u and integrating 
give 
I 
Lu. udx=a 
s 
u* dx + n [f(u, v(u)) -j-(0, u(O))] u* dx. (3.3) 
n n I 
By the spectral theorem 
jl,Lu. udx>A,[f(O, v(O))] jau2 dx. 
Moreover, hypotheses (1.3), (3.1) and Theorem 2.2 show that f(u, v(u)) - 
f(0, v(O)) < 0. Hence it follows from (3.3) that 
(A, [f(O, u(O))] -a) I, u* dx < 0 
and so u = 0. Therefore u = 0, u = u(0) is the unique solution of (1.5). 
(ii) We shall prove the result by showing that {a: (a, u) E St } = 
(4 Lm 4O))lY 00). 
Suppose (a, U) E S + . Then, by (i), a > A1 [f(O, u(O))]. We choose 
M(a) > 0 such that a +j(M(a), 0) < 0. Let D = (x E a: u(x) > M(a)}. Then, 
for all x E D, 
-4 Mx) = [a +fW), u(x)>] 4x> 
Since u(x) = M(a) for all x E aD, it follows from the maximum principle 
that u(x) <M(a) for all x E D. Hence u(x) < M(a) for all x E 0. If we 
choose M,(a) > 0 such that b + g(M(a), M,(a)) < 0 and M,(a) > g(x) for 
x E aR, it follows as in the proof of Theorem 2.1 that 0 < u(u)(x) < M,(a) 
for x E 0. Hence the right hand side of Eq. (2.4) is bounded in C(B) with 
the bound being independent of u and so standard bootstrapping arguments 
show that there exists M,(a) > 0 such that ]Ju([ < M,(a), where as usual 11 I/
denotes the C’(s) norm. 
Thus, if (a: (a, U) E S + } were bounded, S + would be bounded in 
R x C’(n) which is impossible. Hence {a: (a, u) E St } is unbounded and 
so, since this set is also connected, it must equal (A, [f(O, u(O))], co). 
Therefore, if a > A, [f(O, u(O))], there exists u such that (a, u) E St, i.e., 
(1.5) has a non-trivial non-negative solution. 
(b) Suppose now thatfand g satisfy (3.2). 
(i) Since we again have f(u, u(u)) -f(0, u(O)) < 0, the result can be 
proved by using the same argument as above. 
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(ii) As above we establish the result by showing that 
{a: (a, u) E s+ ) = (&[f(O, u(O))], co). 
Let (a, u) E S+ . We can choose K > 0 such that b + g(0, K) < 0 and 
K > (b(x) for x E cS~. Then it follows that 0 < V(U) < K. We can now choose 
K,(a) > 0 such that a +f(K,(a), K) < 0 and then, by an argument similar to 
that used above, it follows that 0 < u <K,(a). Thus, as above, it follows that 
(a: (a, U) E St } = (A,[f(O, v(O))], co) and the proof is complete. 
It is interesting to note that although hypotheses (3.1) and (3.2) give rise 
to the same mathematical theorem there is a difference in the biological 
interpretation in the two cases. Suppose the quantities d, , d,, 4 and b are 
fixed and consider the effect on the system of the birth rate a. When 
hypothesis (3.1) holds, i.e., when u is the prey, we have that f(0, ~(0)) < 0 
and so 1, [ f(0, v(O))] > n,(O) > 0. Hence in this case in order for there to be 
a steady state in which the u and u populations co-exist we must have that 
the birth rate of u is greater than a given positive number. When hypothesis 
(3.2) holds, i.e., when u is the predator, we have that f(0, o(O)) > 0 and so 
the sign of I, [ f(0, u(O))] is unclear. If 4 and b are small, u(0) andj(0, v(O)) 
will be small and so we will again have A, If(O, u(O))] > 0 and the biological 
interpretation is the same as above. If, however, the prey u is supplied more 
generously to the system, i.e., if 6 or b is large, u(O) and f(0, u(0)) will be 
large and so we may have A, [f(O, v(O))] < 0. In this case the theorem tells 
us that there is a steady state in which the u and u populations co-exist if u 
has a net positive birth rate or a sufficiently small net mortality rate. 
(b) Competing Populations 
We now consider the case where u and v are competing populations. Thus 
we shall assume throughout this section that 
g (u, u) < 0 and 2 (u, u) < 0 for u, 2, > 0. / (3.4) 
The results of Section 2 again guarantee bifurcation from the point 
(~,lf(O, @4)1,0). I-I owever, as the next theorem shows, our description of 
the parameter values for which non-trivial steady state solutions exist is less 
precise than that in the predator-prey case. Note that because of hypotheses 
(3.4)f(O,u(O))<O and so A,[f(O,u(O))l >A,(O). 
THEOREM 3.2. (i) Let a < A,(O). Then (1.5) has the unique non- 
negative solution u = 0, u = u(0). 
(ii) Let a > A, [f(O, u(O))]. Then (1.5) has at least one non-trivial non- 
negative solution. 
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Proof: (i) Suppose a < L,(O) and (a, u) satisfies (2.4). Multiplication of 
(2.4) by u and integration give 
-4 j A u.udx=a 
R 1 
u* dx -t 
0 1 
f(u, v(u)) U* dx 
0 
and so 
f(u, u(u)) U* dx < 0. 
Hence u 3 0 and this completes the proof. 
(ii) Suppose (a, u) E S+. B y (i), a > l,(O). We shall show that there 
exists a constant M(a) > 0 such that (( u ]( < M(a). Using an argument similar 
to that of Theorem 3.1, the existence of this bound shows that 
(a: (a, u) E S+ } is a semi-infinite interval bounded below which contains 
hlf(O> do))1 d an so the required result follows. 
We choose M,(a) > 0 so that a +f(Mi(a), 0) < 0 and M, > 0 so that 
b + g(0, M,) ( 0 and M, > g(x) for x E X5? Arguments similar to those we 
have used before show that 0 < u <M,(a) and 0 < Y(U) GM,. It now 
follows that the right hand side of (2.4) is bounded in C(n), the bound 
depending only on a and not on u, and so standard bootstrapping arguments 
prove the existence of a constant M(u) > 0 such that I] u]] < M(a). Thus the 
proof is complete. 
The biological interpretation of the above theorem is that in the case of 
competing species there are steady state solutions in which the u and u 
populations co-exist provided the birth rate of the population is sufliciently 
large. 
(c) Co-operating Populations 
Finally we consider the case where the presence of the u population 
encourages the growth of the v population and vice versa. We assume that 
g (u, v) > 0 and 2 (u, u) > 0 for u, u > 0. (3.5) 
Again Theorem 2.4 guarantees the existence of a family of non-negative 
solutions bifurcating from (A, [ f(0, u(O))], 0). It is intuitively obvious that in 
this case the size of possible steady state solutions can no longer be bounded 
in terms of the birth rates of u and u, i.e., since the populations co-operate, 
very large steady state solutions seem possible even when the birth rates are 
small. In order to obtain results similar to those obtained for the other types 
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of systems we must limit the extent of the co-operation between u and 1’. 
Hence we make the following additional assumption on g: 
there exists M > 0 such that b + g(u, M) < 0 
for all u > 0. (3.6) 
For example, g(u,u) = u/( 1 + u) - c satisfies (3.6). In the next lemma we 
use hypothesis (3.6) in order to obtain an a priori bound on z*(u). 
LEMMA 3.3. There exists M, > 0 such that 0 < L’(U) GM,, for all 
u E c’(n). 
ProojI Choose M,, so that M,, > M (where M is as in (3.6)) and 
M,, > d(x) for .Y E an. Then the same arguments as those used in Theorem 
3.1 show that 0 < c(u) < M,,. 
We can now give some description of the family of steady state solutions. 
Note that. as z>(O) < M,, f(0, M,) >f(O, v(O)) > 0 and so A, If(O. M,,)] h 
n,If(o. 4O))l. 
THEOREM 3.4. (i) Let a < k,[f(O, M,)]. Then (1.5) has the unique 
non-negative solution u = 0, v = u(0). 
(ii) Let a > A,If(O, u(O))]. Then (1.5) h as at least one non-tricial notI- 
negatice solution. 
Proof: (i) Suppose a < A,If(O, M,)] and (a, u) is a solution of (2.4). 
Then 
-d,du -f(O, M,)u = uu + 1 f(u, v(u), -f(O, M”) Iu 
and so 
1. I-d,du-f(O,M,)u]udx=aj’~~dx+j lf(u,~(~))--f(O,Mo)lu’dx. 
” R f2 
Since f(u, t)(u)) -f(O, M,) < 0, it follows that 
and so u = 0. This completes the proof of (i). 
(ii) Suppose (a, u) E S +. Using Lemma 3.3 and arguments similar to 
those of Theorem 3.1, it can be shown that there exists M(a) > 0 such that 
11 u/I < M(a) and the result now follows by arguments similar to those used in 
the previous theorems. 
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A theorem similar to Theorem 3.4 can be obtained if hypothesis (3.6) on g 
is replaced by the following hypothesis onf: 
for every a > 0 there exists M(a) > 0 such that 
a +f(M(a), u) -c 0 for all u > 0. (3.7) 
Sincef(0, M,), f(0, v(0)) > 0, the signs of A, [ f(0, M,)] and A, [ f(0, u(0)) ] 
are uncertain. Hence the biological interpretation is similar to that in the 
case where u represents a predator and v represents a prey. In particular, 
provided that u is supplied generously to the system, i.e., b or 4 is large, there 
will be steady state solutions in which u and u co-exist even when u has a 
(sufficiently small) net mortality rate. 
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