Abstract-We propose a novel way to design maximally decimated FIR cosine modulated filter banks, in which each analysis and synthesis filter has linear phase. The system can be designed to have either the approximate reconstruction property (pseudo-QMF system) or perfect reconstruction property (PR system). In the PR case, the system is a paraunitary filter bank. As in earlier work on cosine modulated systems, all the analysis filters come from a FIR prototype filter. However, unlike in any of the previous designs, all but two of the analysis filters have a total bandwidth of 27r/M rather than 7r/M (where 2M is the number of channels in our notation). A simple interpretation is possible in terms of the complex (hypothetical) analytic signal corresponding to each bandpass subband.
I. INTRODUCTION HE M-channel maximally decimated cosine modulated
T filter bank shown in Fig. 1 has been studied extensively in [1]- [19] . When the system in Fig. 1 is alias free, it is an LTI system with transfer function T ( z ) , as indicated in Fig. 1 . T ( z ) will be called the distortion function or the overall response in the following discussion.
The system in Fig. 1 is said to be a cosine modulated filter bank if all analysis and synthesis filters are generated by cosine or sine modulation of one or two prototype filters. Cosine modulated filter banks [5]- [15] are well known for their design cost saving and implementation saving. Two types of cosine modulated filter banks have been developed: pseudo-QMF systems [5]- [9] and perfect reconstruction systems [ 101- [15] . Unlike a PR system, a pseudo-QMF filter bank is only approximately alias free and has approximate reconstruction property (and the approximation improves with filter order).
A. Previous Work
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and P. P. Vaidyanathan , Fellow, IEEE implementation cost for the analysis bank is that of two prototype filters plus cosine and sine modulation. The second method, similar to the one proposed earlier by Rothweiler [6] , requires only one prototype filter. Its distortion T ( z ) has linear phase and approximately flat magnitude response, but individual analysis and synthesis filters do not have linear phase, which is important for image coding applications. The third method, given in [7] , needs also only one prototype filter. With this method all the analysis and synthesis filters have linear phase, but the resulting IT(eJw)l has a peak or a null at zero frequency and at T. Recently, some cosine modulated maximally decimated systems with perfect reconstruction property have been proposed [lo] - [15] . In [lo] , the individual filters in the filter bank have linear phase but the length of the prototype can not be larger than the number of channels. Although the length of the prototype in [11]- [15] is not as restricted, the individual analysis and synthesis filters do not have linear phase even if the prototypes have linear phase. In [16] , some techniques for characterizing and designing paraunitary linear phase filter ban!ks have been developed, but these are not cosine modulated.
In general, the following results are typically desired in a bank: Cancellation of aliasing errors: Exact or approximate alias cancelation is desired.
Distortion.finction: T ( z )
is exactly or nearly a delay. In particular the magnitude response IT(eJW) I is required to be flat. Cosine modulation: All filters must be cosine modulated versions of a prototype. In this case, only the design of the prototype filter is needed. Besides the implementation cost is only that of the prototype filter plus one DCT matrix working at a decimated rate. For instance, in an M channel maximally decimated filter bank, the DCT matrix computation is performed after M fold decimators. Design cost and implementation cost are significantly reduced. ...
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4) Linear phase property of analysis and synthesis $filters:
These are desired in image coding applications, when the subbands are heavily quantized. (The nonlinearity of phase of individual filters leads to some artifacts in the reconstructed image.) 5) Filter length: If the filters are restricted to be short, they can not have very good attenuation. So the length of the filters should be allow to be large. In this paper, we will show how to achieve all of these properties.'
B. The New System
We propose a novel way to design a cosine modulated filter bank with perfect reconstruction or approximate reconstruction. The set up of this new filter bank is shown in Fig. 2 . It has 2 M channels and is maximally decimated. Every analysis and synthesis filter in this system is some cosine modulated version of the same prototype filter. In the nearly PR case, the new filter bank can be designed to be almost alias free.
Its overall response, T ( z ) , has approximately flat magnitude response and linear phase. In the PR case aliasing is cancelled exactly and T ( z ) is merely a delay. In both systems, every analysis and synthesis filter has linear phase property.
We would like to regard this filter bank as a connection of two subsystems. The first subsystem has M + 1 channels and the second subsystem has 2\11 -1 channels. Fig. 3 (a) and (b) show, respectively, the magnitude response sketches of analysis filters in the two subsystems. Notice that the second subsystem does not have filters with pass-bands covering zero frequency or 7r while the first subsystem does. The synthesis filters are time-reversed versions of analysis filters, and therefore have identical magnitude responses.
'While this paper was under preparation, we learnt from Dr. Fliege of Hamburg University that he has developed similar results [18] .
In a conventional N channel maximally decimated cosine modulated PR or approximately PR system, all filters have the same total bandwidth 2x/N (including positive and negative kequency) and the same height in passband. Their pass-bands do not overIap significantly. When the subband signals are decimated by N , there is no severe aliasing. Aliasing is caused only by the nonideal nature of the bandpass filters, which have a finite stopband attenuation and nonzero transition bandwidth.
The new system, however, is unusual. As shown in Fig. 3(a) , HI,(z) and H i ( z ) have the same spectral supports and total bandwidth 2 x / M , i.e., two times wider than they are in the traditional case while Ho(z) and H M ( z ) have total bandwidth only x / M . Also Ho(z) and H M ( z ) have 8 times the height of other filters. In each channel serious aliasing occurs. However, since there is spectral overlapping of the filters in the first and second subsystems, we are able to cancel this aliasing. Cancellation of these aliasing components is possible by judiciously choosing the parameters. The supports of the analysis filters are similar to those given in [lo] . In addition, perfect reconstruction is possible with this scheme by imposing certain conditions on polyphase components of the prototype filter.
Furthemore, in conventional N channel filter banks, each subband signal represents the input signal in that particular subband. In the presence of quantizers in the subbands, bits are aUocated based on subband energy. We will explain in Section V that the 2M-channel cosine modulated filter bank can be interpreted as a modified DFT filter bank. As a result, the subband signals retain the usual meaning and can still be quantized in the usual manner although some filters in the new system have twice the bandwidth of a filter in a typical M-channel filter bank. Detailed discussion is given in Section V. An image coding example is included to demonstrate the usefulness of the system. Although this is a 2M channel system, we will show that design cost and implementation cost are equivalent to that of a conventional M channel maximally decimated cosine modulated filter bank. The coding gain performance is also close to that of an 2\11 channel system.
C. Paper Outline and Notations
This paper is organized as follows: In Section 11, we introduce the new maximally decimated linear phase cosine modulated filter bank with approximate reconstruction property. The prototype filter is further constrained in Section 111 to achieve perfect reconstruction. Necessary and sufficient conditions for PR with this scheme will be given therein.
Efficient implementation of this new filter bank is presented in
Section IV. Coding gain and optimal bit allocation of the new system will be discussed in Section V. Numerical examples and tables of prototype filter coefficients are given in Section VI.
Notations:
1) Boldfaced quantities are used to represent matrices.
2) The notations AT, A*, and At represent the transpose, conjugate, and transpose-conjugate of A. The 'tilde' notation is defined as follows: A(z) = At(l/z*). 3) Matrix 11, denotes a k x k identity matrix and JI, denotes a k x k reversal matrix with /o I . . 0 1)
4) The delay chain e(.) is the vector
5 ) The unit-pulse, denoted as s(n), is defined according to
)
The value of the function, is the smallest integer greater or equal to x and the value of the function, 1x1, is the largest integer less or equal to x.
LINEAR PHASE COSINE MODULATED RLTER
In this section, we introduce a new maximally decimated linear phase cosine modulated filter bank with approximate reconstruction property. The system is nearly alias free. Aliasing errors decrease as the stopband attenuation of the prototype increases. The distortion function T ( x ) has linear phase and approximately flat magnitude response. Every analysis and synthesis filter comes from modulation of the same prototype filter. Furthermore, all of them have linear phase.
Consider the 2 M channel maximally decimated filter bank shown in Fig. 2 
for some a k . Taking a hint from paraunitary perfect reconstruction filter banks, let us constrain for some io. We will show that the choice
for the second set of filters will yield approximate reconstruction for appropriate choice of ai to be determined later. To
Summarizing, the filters to be considered in our system will have the form
We now show that with proper design of Po(.) and appropriate choices of a k , U;, this filter bank has the following four properties: 1) lT(eJW)l is approximately flat, 2) T ( z ) has linear phase, 3) the system is nearly alias free, and 4) every analysis and synthesis filter has linear phase.
I) Flatness ofIT(eJ")I:
From [17], we know that the distortion function T ( z ) of the 2M channel system in Fig. 2 
where
By appropriate choice of a0 and a M and some relation between N and M , we will ensure that A,(z) z 0. More specifically, if we choose
and
and further constrain a0 and aM as in (6), then we can verify that A,(%) E 0 (to be verified in Appendix A). The above values of ak and a/, are chosen for simplicity. A more generalized formula can be derived. However, the more generalized expressions for ak and a/, do not provide more flexibility in the design of the prototype. They will not be discussed.
4) Linear Phase Property ofIndividua1 Analysis and Synthesis Filters:
Having determined the parameters U k and a/,, we can write the impulse responses of the analysis and synthesis filters
By using the linear phase property of PO ( 2 ) and the constraint This is consistent with the equal engery property of filters in paraunitary systems.
It can be verified that when the prototype filter is an ideal brick wall filter, the system in Fig. 2 is indeed a PR system. 6) Design Cost: An objective function reflecting the nonflatness of /T(eJ'-')l in (7) and the stop attenuation of PO(.)
The objective function can be minimized by using nonlinear optimization packages [20] . The optimization is the same as in the case of traditional M channel cosine modulated filter banks [17] .
Summarizing the results, we have shown that the system in Fig. 2 is a cosine modulated maximally decimated filter bank with approximate reconstruction property if the analysis and synthesis filters are chosen as in (12) , N = (2m0 + l)M and the linear-phase prototype Po ( z ) is properly designed.
LINEAR PHASE COSINE MODULATED FILTER BANKS WITH PERFECT RECONSTRUCTION
Cosine modulated PR filter banks were reported in [ 111-[ 131. In [ 111, perfect reconstruction property is achieved by imposing some conditions on the polyphase components of the prototype filter so that the resulting filter bank is paraunitary. We will do something similar on the 2 M channel system. We will show that the filter bank in Fig. 2 
Define the following 2 M-component vectors We can rearrange (15) and obtain
The analysis bank has type I polyphase matrix Fig. 2 is P R . By (20) and (21), we have (22), which appears at the bottom of this page. By exploiting the properties of C and S and using the same choice of N as in (1 l), we obtain (23), which appears at the bottom of the next page) (see Appendix B for proof). In (23), g,(z) is abbreviated g, for convenience. The right-hand side of (23) is equal to 212M if and only if the following two conditions are tirue:
Summarizing, we have the following theorem. Theorem 3.1: If the above two conditions are imposed on Gk(z) and, furthermore, the analysis and synthesis filters are as in (12) with the order of the prototype filter chosen as in (1 l), then the 2M channel maximally decimated system in Fig. 2 has the following properties:
1) It is a cosine modulated system.
2) It has perfect reconstruction, i.e., 2(n) = ex(. ( 2 ) and G y (2) total number of parameters for M -1 case and is also close to Nf4. Therefore, when we increase the number of channels from 2(M -1 ) to 2M (where M -1 is odd), the number of free parameters for Po(.) does not increase.
2) Design Complexity: Since the system in this case is PR, it is sufficient to minimize the stopband energy of the prototype filter under the two conditions in (24) and (25). This is similar to the case of traditional M channel cosine modulated filter banks [17].
Iv. EFFICIENT IMPLEMENTATION OF THE LINEAR
PHASE COSINE MODULATED FILTER BANK The implementation cost of a conventional M channel maximally decimated cosine modulated filter bank is that of the prototype filter plus one DCT matrix working at M-fold decimated rate [17] . We will show that the proposed 2M channel linear phase cosine modulated system in Fig. 2 has nearly the same cost, i.e., number of computations per input sample is nearly the same. The implementation proposed here can be applied to both the approximate PR case (Section 11) and the PR case (Section 111).
Define two M x 2M matnces where C,S,Al, and Rz are as defined in (17) and (18) . From (15), we can draw Fig. 5 , the implementation of the 2M channel cosine modulated system. The input to TI, a(.)
is partitioned according to a(.) = (z:!:;). Similarly, b(n), which is the input vector to Tz, is partitioned as (: : I : ; ). The vectors al(n), aZ(n), bl(n), and b2(n) are all of dimension M x 1. Their dependence on n will be dropped for convenience. As indicated in Fig. 5 outputs of T1 and Tz are dl and dp, respectively. dl = T l a , and d2 =Tab.
They can also be expressed in terms of a1 , a2, bl , and b2 as
where [a2IO is the 0th element of a2, and r is fi the last column of C. From (26), we observe that the major computation in T, is only the matrix C and the major computation in T2 is the matrix S. Matrices C and S can be implemented by fast algorithms for DCT and DST matrices [21] . But both computations are done after 2M-fold decimation, which is equivalent to computing one matrix after M-fold decimation. V. SUBBAND SIGNALS, CODING GAIN, AND OPTIMAL BIT ALLOCATION In a traditional N-channel subband coding system, the output zk(n) of the kth analysis filter has total bandwidth 27r/N in [ -T , 7 r ) and is decimated by N . This decimation does not cause aliasing except for the reason that the analysis filters are not ideal bandlimiting functions and cannot have infinitely sharp roll-off. This aliasing created due to practical limitations of filters is cancelled by the choice of synthesis filters.
In the 2M-channel maximally decimated system of Fig. 2 , however, the situation is very unusual. Each analysis filter has a total bandwidth of 27r/M in [--7r,7r) [except Ho (z) and H M ( z ) ] and yet its output is decimated by 2M. This means there will be severe aliasing even if the filters were ideal bandpass filters. Even this aliasing is cancelled by appopriate choice of synthesis filters, as already proved in the preceding sections.
In the context of subband quantization and coding, one wonders how this system would perform: with such severe aliasing in the subbands, would it still be possible to obtain Hk(z) and HL(z) respectively, as in Fig. 6(a) . With the filters constructed as in (12), we obtain
where j = a. With (27) and (2Q we get the following expression: the usual coding gain advantage? That is, would it still be possible to exploit the energy distribution of the original input signal z(n) in the usual way? In short, does the proposed filter bank scheme make sense as a subband coder? We now look deeper into this important aspect.
A. An Interpretation of the Subband Signals
To explain this, consider the filter bank in Fig. 2 . Suppose z ( n ) is the input. Let z k ( n ) and zk(n) denote the outputs of If we take a real signal z(n) as the input of the complex coefficient filter ~z -~U~( Z ) , then the output is the right hand side of (29). The output represents the energy of z(n) in the U~( Z ) subband (Fig. 4) . From (29), we observe that the output of 2Uk ( z ) has real part z h ( n ) and imaginary part z k (n + nil-). and zi(n) can be interpreted as the real and imaginary parts of the one-sided (hypothetical) complex subband signal yk (n) (which is analogous to the analytic signal of x k ( n ) [22] ).
Therefore, zk(n) and z i ( n + M ) together retain the usual meaning of subband signals. From the fact that H~(z) and HL(z) have the same spectral occupancy (Fig. 3) , we see that the energies of z k ( n ) and &(n) are essentially the same. These, in tum, are proportional to the energy of the hypothetical complex subband signal y k (n). The decimation of 
xk(n> and x i ( . )
by 2M is equivalent to decimating yk(n) by 2M. Because yk(n) has bandwidth 27r/2M, the decimation of p k ( n ) by 2M does not lead to severe aliasing other than due to usual filter nonidealities. Therefore, even though the decimation of the subband signals in Fig. 2 creates severe aliasing, it still makes sense to quantize and encode the decimated signals based on the energy distributions of the undecimated signals. In Section VI, we provide an image coding example (Example 6.2) that shows that subband quantization and reconstruction work in the usual way. We now proceed to give the quantitative details.
B. Coding Gain
In Section 111, the type I polyphase matrix of the analysis bank is constrained to be paraunitary, i.e., E(z)E(z) = czVnoI, so that the system in Fig. 2 is PR. The resulting new cosine modulated filter bank with perfect reconstruction falls into the category of paraunitary filter banks. The coding gain and optimal bit allocation for paraunitary systems can be found in [19] .
Suppose that the real input signal x(n) has power spectral density Sxx(w) and variance 02. Let 0-2~ be the variance of zk(n) and a2, be the variance of xk(n).
x k 4 r 2 n A 2M channel paraunitary filter bank in Fig. 2 has coding gain G~M [19] Assume that the prototype filter Po(z) has large enough which is closer to the coding gain of M channel rather than 2M channel paraunitary systems.
C. Optimal Bit Allocution
In a conventional M channel filter bank with quantizers in the subbands, bits are allocated according to the energy of subband signals [17] . Let ? k ( n ) and iik(n) be decimated signals of xk(n) and xi(n). Since decimators do not change signal variances, we have = aik and a? = U:;. Allocating bits according to a& and a?, is equivalent to allocating bits according to aik and a$;, which represent the energy of the subband signals. Therefore, the idea of optimal bit allocation in this 2M channel system is the same as the conventional case.
In the approximate PR case, if we ignore the residual aliasing and reconstruction errors, we can use the above formula for coding gain and optimal bit allocation. 
VI. NUMERICAL EXAMPLES AND TABLES
OF PROTOTYPE FILTER COEFFICIENTS We now present two design examples. This will be followed All of them are obtained by using nonlinear optimization by tables of prototype filter coefficients for the PR case.
programs in [20] .
Example 6.1:
Approximately PR system with M = 7, i.e., 14 channels. The prototype filter has order N = 49, stopband attenuation 39 dB, and stopband edge w, = 0.133~. Fig. 7(a)  and (b) show, respectively, magnitude responses of the first set of analysis filters and the second set of analysis filters. (In Fig. 7(a) magnitude responses are all normalized with maximum value of 0 dB.) Fig. 7(c) is a plot of aliasing error ~~~=~" ' IAz(e3W)12. Aliasing error is suppressed satisfactorily; worst peak aliasing error is very small, only about 0.0013. We can see from Fig. 7(d) that the amplitude distortion function is approximately flat with peak amplitude distortion 0.02.
Example 6.2-Image Coding: For this, a 2-D separable filter bank is used, which is based on the l-D example above.
We apply the separable filter bank on the 512 x 512 picture "Lema." The original image with 8 b/pixel is shown in Fig. 8(a) . Bit allocation and entropy coding are performed in the subbands. The reconstructed image shown in Fig. 8(b) has a subband bit rate of 0.35 b/pixel. The peak signal-to-noise ratio ( P S N R ) is 35.5 dB.
A PSNR = (peak-to-peak value of the original image)' MSE IOlog,o where MSE is the mean square error of the reconstructed image. We notice that the reconstruction quality is very good and shows no artifacts due to the excess passband width discussed at the beginning of Section V. Fig. 9(a) and (b) show, respectively, normalized magnitude responses of the first set of analysis filters and the second set of analysis filters.
In both of these examples, the analysis filters have linear phase by construction; therefore, we have not shown the phase responses. In the second example, the system has PR property by construction; therefore, we have not shown any aliasing error or the magnitude response of the distortion function.
Tables of Prototype Filter Coeficients for Pe@ect Reconstruction: We list two groups of filter banks. Only the coefficients of the prototype filters po(n) are listed. The filters in the first group are of order N = 3M (where the meaning of M is the same as in Fig. 2) . The filters in the second group has order N r 7 M . The prototype filters are linear-phase; only the first half of the coefficients are shown. From the coefficients of the prototype PO (2) we can find the coefficients of all analysis and synthesis filters using (12) . 1) Filters with order 3M: Prototype filter coefficients p o ( n ) are listed in In this paper, we introduced a new class of maximally decimated cosine modulated systems, which have the following properties:
1) Aliasing is canceled exactly or approximately as desired.
I <
2) Amplitude distortion function can be designed to be flat 3) Each analysis and synthesis filter in the filter bank has 5 ) Perfect reconstruction is possible if polyphase components of the prototype filter satisfy the two conditions given in Section 111. Linear phase property of each analysis and synthesis filter is still preserved in this case.
by optimizing over prototype filter coefficients.
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