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This paper describes the development of the utility of a dynamic neural network known as
projection network for pattern classiﬁcation. It ﬁrst gives the derivation of the projection net-
work, and then describes the network architecture and analyzes properties such as equilibrium
points and their stability condition. The procedures for utilizing the projection network for
pattern classiﬁcation are established and the beneﬁts are discussed. The proposed classiﬁcation
system is then tested with well-known benchmark data sets, namely the Fishers iris data, the
heart disease data and the credit screening data and the results are compared to other classi-
ﬁers including Neural Network Rule Base (NNRB), Genetic Algorithm Rule Base (GARB),
Rough Set, and C4.5 decision tree. The projection network was proven to be a viable alter-
native to existing methods.
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Nomenclature
asj coupling (amplitude) from jth to sth DoF
A
a11 a11 a12 a12
a11 a11 a12 a12
a21 a21 a22 a22
a21 a21 a22 a22
. . .
2
66664
3
77775, coeﬃcient matrix in the normal space
bsj coupling (phase) from jth to sth DoF
J
a1 x1
x1 a1
a2 x2
x2 a2
. . .
2
66664
3
77775, coeﬃcient matrix in the normal space
Ni number of inputs
Nc number of classes
N number of total patterns in the dataset
P eigenvector (column) matrix of T
Pi input matrix of projection network
Po output matrix of projection network
rs amplitude of the sth degree of freedom
T coeﬃcient matrix in the standard space
us auto-feedback weight
Uij ij component of the Jacobin
V desired target matrix Nc · N
W weight diagonal matrix of dimension N · N
xi standard space state variable
x input feature vector to projection network
X input matrix of dimension Ni · N
/s phase of the sth degree of freedom
s oﬀset to calculate as = us  s
vs Cartesian normal space state variable v2s1 ¼ rs cos/s; v2s ¼ rs sin/s
xs frequency of the sth degree of freedom
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Pattern classiﬁcation is a well-known ﬁeld. It has been applied in a variety of do-
mains such as character/voice recognition, medical diagnosis, and mechanical diag-
nosis. Many classiﬁers have been developed and tested for decades. These include
statistical methods, classiﬁcation trees, feed-forward neural networks, to name just
a few. These classiﬁers, however, suﬀer from diﬀerent causes, for example; statistical
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some of them require an unduly large number of samples to achieve optimal perfor-
mance, decision tree is locally optimal due to its node-by-node construction [1], feed-
forward neural network parameter learning can be easily trapped in local minima
and its structure learning method is mostly a process of trial and error, which fre-
quently fails [2].
Additionally, the majority of the aforementioned classiﬁers are static ones.
Dynamic classiﬁers such as recurrent neural networks are generally overlooked
although they may have advantages over the static ones. In this study, the aim is
to develop the utility of a special kind of recurrent network, i.e., a projection net-
work for accurate and reliable pattern classiﬁcation, and establish some usage
guidelines.
An approach to pattern classiﬁcation is constructing a potential surface in feature
space that optimally ﬁts the sample data proﬁle, i.e., samples in the same class share
the same resting point or a class representative (a point with minimum potential
within the class) that is exclusive to the class. This way the potential surface can
be pictured as a surface with the number of bowl-shaped depressions at least equal
the number of classes. Further imagine that if one puts a ball (a sample data) on the
potential surface, the ball will roll down the slope and ﬁnally rest at the bottom of
one of the basins (a class representative). The ﬁnal output is then the class represen-
tative or the associated class of the unlabeled sample, which is what one expects from
the classiﬁer.
This study employs a recurrent (dynamic) neural network because it can approxi-
mate a wide class of potential surfaces, and a parameter training process to ﬁnd the
appropriate parameters for the network. An example of the dynamic neural network
is a fully connected recurrent neural network. The fully connected recurrent neural
network, however, is very diﬃcult to work with due to the lack of an eﬃcient train-
ing algorithm, guidelines of its utility and knowledge about the networks properties.
Additionally, it is known to generate spurious attractors that lead to poor
generalization.
In this study, a form of a high-order dynamic neural network called projection
network [3] is selected. Projection network is a simpliﬁed, alternative implementation
of a projection algorithm, which is derived from the normal form equations for a
multiple Hopf bifurcation. This form of dynamic network is less complex than the
fully connected recurrent neural network and therefore is easier to work with in
terms of understanding the behavior of the system and the training process (note that
training is a major stumbling block for the utilization of the fully connected recur-
rent neural network) yet has rich enough dynamics necessary for the application
at hand. The easier training process for the projection network is derived from the
fact that the network has a less complex structure, which also means a better-
behaved potential surface.
A projection network has an architecture similar to that of an associative memory
network [3] and this gives it one nice property, the ability to eﬃciently deal with
incomplete/corrupted data since the input pattern will go through the dynamic evo-
lution process (ﬁltering process) until it reaches the ﬁnal state (ﬁltered/clean output
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corrupted data is common. This also implies a non-ambiguous output of the projec-
tion network, which makes it suitable for classiﬁcation task. Another nice property
of the projection network is its emphasis on the mis-classiﬁed data during the train-
ing. Samples that are correctly classiﬁed will contribute nothing to the objective
function because they converge exactly to the desired output. On the other hand,
incorrectly classiﬁed samples will increase the objective function and subsequently
drive the learning algorithm to change classiﬁer parameters to classify them cor-
rectly. A combination of the projection network and the conventional least squares
objective function will give a minimum-classiﬁcation-error (MCE) type of objective
function, which is more appropriate for classiﬁers.
Another advantage of the projection network is its well-understood qualitative
properties such as equilibrium points and their stability conditions. An understand-
ing of these properties will be helpful for the designing of the projection network so
that it carries out the intended tasks robustly.
In this study, the projection network is ﬁrst studied for the relationship between
its parameters and its properties including stability, attractor location, etc. Then,
guidelines and algorithms for structure and parameter learning are established for
classiﬁcation. Subsequently, the performance of projection network for pattern clas-
siﬁcation is evaluated with the well-known benchmarking data against other state-of-
the-art methods to learn its limitation and strength.2. Projection network
2.1. Projection network derivation
Projection algorithm was originally proposed by Baird and Eeckman [3] as an at-
tempt to model an oscillatory associative memory—the type that could occur in bio-
logical cognitive operations. The algorithm is derived from the normal form
equations for a multiple Hopf bifurcation, Eq. (1), which are in polar coordinates,
by two transformations, which result in a complex, high-order dynamic neural
network (see [3] for detailed derivation)
_rs ¼ usrs  rs
XN=2
j¼1
asjr2j ð1aÞ
_/s ¼ xs þ
XN=2
j¼1
bsjr2j ð1bÞ
The ﬁrst transformation maps the normal form equations from polar to Cartesian
coordinates, (rs, /s) to (v2s1, v2s) using v2s1 ¼ rs cos/s; v2s ¼ rs sin/s. Assuming
bsj = 0 for simplicity and let us = as  s, this results in the normal form equations
in Cartesian coordinates represented by Eq. (2).
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XN
j¼1
J ijvj  vi
XN
j¼1
Aijv2j ð2Þ
where
J ¼
a1 x1
x1 a1
a2 x2
x2 a2
. . .
2
6666664
3
7777775
; A ¼
a11 a11 a12 a12
a11 a11 a12 a12
a21 a21 a22 a22
a21 a21 a22 a22
. . .
2
6666664
3
7777775
and as = us + s.
J can be viewed as the canonical (diagonalized) form of a real matrix with com-
plex conjugate eigenvalues, where the conjugate pairs appear in blocks along the
diagonal [3]. Therefore, Eq. (2) can be viewed as network equations in eigenvector
coordinates, i.e., produced by a linear transformation from standard space to eigen-
vector space (normal space) by the relation:
J ¼ P1TP ð3Þ
or
T ¼ PJP1 ð4Þ
where P is a matrix constructed of columns that are the eigenvectors calculated from
the matrix T to be diagonalized. The transformation is then of the form
x ¼ Pv or v ¼ P1x ð5Þ
Using this linear transformation to transform the normal form equation, (2), from
normal space to standard space yields the projection algorithm represented by
Eqs. (6)
_xi ¼ sxi þ
XN
j¼1
T ijxj 
XN
jkl¼1
T ijklxjxkxl ð6Þ
where
T ij ¼
XN
mn¼1
P imJmnP1nj and T ijkl ¼
XN
mn¼1
P imAmnP1mj P
1
nk P
1
nl
Recall that this projection algorithm was derived for oscillatory memory purpose.
For classiﬁcation application, one employs its simpliﬁed version known as projection
network, which yields only static memories which are adequate for the purpose here.
A projection network employs the normal form equations in normal space, Eq.
(2), without using oscillatory terms in the J matrix, i.e., x is zero, therefore the dou-
ble entries in matrix A will be dropped. The result is a simple form shown in Eq. (7).
_vi ¼ aivi  vi
Xn
j¼1
aijv2j ð7Þ
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Fig. 1. Block diagram of a projection network.
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gain vector. The linear transformations, Eqs. (5), is also employed. Fig. 1 shows a
block diagram of the projection network, which is a feed-forward linear network
(linear transformations) with an embedded nonlinear dynamic memory network
represented by Eq. (7).
A projection network operates as follows. First an input vector is projected as an
initial condition into the memory coordinate, i.e., v0 = Pix, where the dynamic evo-
lution (relaxation) takes place. This means the memory networks state evolves over
time. If the network is stable, the state will ultimately rest at the local minimum point
of the basin where v0 started. The ﬁnal state is then projected out of the memory
coordinates and into the output space, y = Pov. Note that if the length of the input
vector is equal to the length of the output vector and the inverse of Pi exists, the out-
put transformation could be the inverse of the input transformation, i.e., P o ¼ P1i ,
and, as a result, the output space is identical to the input space.
2.2. Dynamic memory network
As the name suggests, the dynamic memory network is a part of the projection
network where the memories are stored. This is possible owing to its stable equili-
brium points (attractors) and their basins of attraction—a region in the state space
where all the points within converge to a single location or an attractor. These attrac-
tors represent the stored memories and the basins of attraction indicate the recover-
able regions of the vague/partial data. The design of the memory network requires an
understanding of these properties.
A study of the dynamic systems properties and behaviors is known as a qualita-
tive analysis of the dynamic system, which will give insights into the system under
consideration and enable one to qualitatively predict its behaviors. The following
analysis starts with the determination of equilibrium or ﬁxed points.
2.2.1. Equilibrium points
Equilibrium points are the points in state space where all the derivatives vanish.
Setting the derivative of Eq. (7) to zero gives Eq. (8). Solving this equation gives
three possible solutions: (1) a ﬁxed point at the origin, (2) ﬁxed points in subspace,
and (3) a ﬁxed point in memory (full) space
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Xn
j¼1
aijv2j
 !
ð8Þ
An origin ﬁxed point is a trivial solution and has no application in this study. Sub-
space ﬁxed points can be obtained by solving Eq. (8) when some but not all state
variables take zero values. A special case of all state variables but one taking zero
values, which gives an axis ﬁxed point, is of special interest in this study. These axis
equilibrium points (if stable) will be used as the class representatives, i.e., samples
will rest at one of these ﬁxed points after dynamic relaxation.
An axis ﬁxed point ~vs on axis s is obtained by setting other components vj, j5 s to
zero, which leaves
0 ¼ ~vs as  ass~v2s

 
or
~vs ¼
ﬃﬃﬃﬃﬃ
as
ass
r
ð9Þ2.2.2. Stability analysis
The axis ﬁxed points must be stable in order to serve the purposes of pattern clas-
siﬁcation. To proceed, one starts with the determination of the Jacobian matrix U of
the right-hand-side of Eq. (7) and then its eigenvalues at the ﬁxed point of interest. If
all eigenvalues are negative, then the ﬁxed point is stable.
The elements of the Jacobian matrix are
Uii ¼ ai  3aiiv2i 
Xn
j¼1
j 6¼i
aijv2j ð10aÞ
and
Uij ¼ 2aijvivj ð10bÞ
At an axis ﬁxed point ~vs on axis s, the oﬀ-diagonal terms of the Jacobian matrix be-
come all zeros, Uij = 0, since either vi or vj is zero. Therefore, the diagonal elements
are the eigenvalues. There are two possible cases for the diagonal terms, Eq. (10a).
Case (i) i5 s, (i.e., vi = 0, vj = 0 except vs)
Uii;i6¼s ¼ ai  ais~v2s ¼ ai  ais
as
ass
ð11aÞ
Case (ii) i = s,
Uss ¼ as  3ass~v2s ¼ as  3ass
as
ass
¼ 2as ð11bÞ
For a stable axis ﬁxed point ~vs, Eqs. (11) have to take on negative values. Therefore,
the axis ﬁxed point ~vs is stable if and only if, from (11b),
as > 0 ð12aÞ
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ai  ais asass < 0
or because of (12a),
ai
as
<
ais
ass
ð12bÞ
Eq. (12a) requires all elements of the linear gain vector Alpha to be positive, which
consequently forces the diagonal elements, as, of the weight matrix A to take on po-
sitive values to ensure real axis ﬁxed points according to Eq. (9). Moreover, these
conditions in conjunction with Eq. (12b) also make the oﬀ-diagonal elements of
the weight matrix A to take on positive values. As a result, the stability conditions
are represented by Eqs. (13) below.
ai
as
<
ais
ass
ð13aÞ
and
ai; aij > 0; 8i; j ð13bÞ
The basic analysis in Ref. [3] is summarized above. To utilize the projection network
for pattern classiﬁcation, one has to address a number of practical issues such as input
and output mapping initialization and training, dynamic memory network initializa-
tion and training, saddle point location and memory network re-initialization, struc-
ture conﬁguration, data pre-processing, benchmarking and performance evaluation.
2.3. Input and output mappings
The memory coordinates is linked to the input and output spaces through the input
and output mappings (input and output weight matrices) respectively. As previously
discussed, an input pattern is projected as a pulse onto the memory coordinates. This
means the input pattern will be placed on one of the basins of attraction of the dy-
namic memory network and then forced toward that basins attractor. Therefore,
what we need the input mapping to do is to map the patterns of the same class into
a tight cluster near the static equilibrium representing that class.
One way to accomplish this is to set the target of the projection for the patterns in
each class to the corresponding attractor and then optimally determine the transfor-
mation matrix (input weight matrix) in the sense of least squared error, which can be
accomplished easily through a single shot weighted pseudo-inverse operation. By
setting the target matrix to the attractor locations, V, the input weight matrix Pi
can be determined using a weighted pseudo-inverse formula as follow.
P iXW ¼ VW
P iXWX
t ¼ VWXt
P i ¼ VWXtðXWXtÞ1
ð14Þ
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dimension Nc · Ni. Ni, Nc and N, are the number of inputs, the number of classes
and the number of total patterns in the dataset respectively. W is a weight diagonal
matrix of dimension N · N, whose elements are the speciﬁed weights for the input
patterns.
As for the output mapping, the goal is to project the ﬁnal state of the dynamic
memory network into the output space where the presentation is more meaningful
or easier to understand. The calculation of the output weight matrix Po is quite sim-
ple and straightforward. Recall that the output matrix maps the stored memories
(the ﬁnal state of the dynamic memory network) to the desired locations in the out-
put space and that the ﬁnal state of the dynamic memory network is one of the axis
attractors, i.e., a vector with all but one zero elements in the case of axis attractors.
This implies that one can directly determine the elements of the output matrix Po one
column at a time.
For example, given the two attractors in a two-dimensional problem locating at
(m, 0) and (0, n) in the memory coordinates and the desired locations for the two
attractors are (a, b) and (c, d) respectively in the output space. The output matrix
can be obtained simply by placing in the output matrix column the desired attractor
locations divided by the non-zero element of the corresponding attractor. The result-
ing output transformation matrix in this example will be
P o ¼
a=m c=n
b=m d=n
 
ð15Þ3. Projection network for supervised classiﬁcation
A supervised classiﬁcation system employs labeled data for training. To use pro-
jection networks for supervised classiﬁcation, one ﬁrst needs to properly adjust its
potential surface based on the labeled data such that it can capture the underlining
structure of the dataset. This way the optimally adjusted projection network will
possess the generalization capability so that it can eﬀectively identify an unlabeled
sample later on.3.1. System conﬁguration
For classiﬁcation purposes, there is no deﬁnite need for the output transformation
due to the fact that the output of the dynamic memory network is one of the axis
attractors (in the case of a stable network), which is already a class representative
in memory coordinate. The network conﬁguration for a two-class classiﬁcation
problem is illustrated in Fig. 2. This conﬁguration uses input mapping along with
a two-dimensional dynamic memory network whose parameters are conﬁgured so
that the network has two stable axis equilibrium points (two axis attractors). In this
case, an input vector, which comprises a vector in the feature space and a bias of
Input vector
Input 
mapping Class #2
Class #1
xm
x3
x2
x1
.
.
.
Σ
Σ
2-D
dynamic
memory
network
Fig. 2. Dynamic projection network for two-class classiﬁcation problem.
252 C.J. Li, C. Jansuwan / Internat. J. Approx. Reason. 40 (2005) 243–261value 1, is projected into memory coordinates where the samples class is identiﬁed
by means of dynamic relaxation. The sample is declared as class #1 if the projected
sample rests at the attractor on axis #1 and class #2 otherwise. Note that, an addi-
tional bias input of value 1 provides an extra degree-of-freedom in the system. This is
typical for most neural network based classiﬁcation systems and is proven beneﬁcial
in most cases.
For a problem of more than two classes, the multi-class classiﬁcation problem is
broken up into several two-class classiﬁcation sub-problems. For example, a three-
class problem can be divided into three two-class classiﬁcation sub-problems that
distinguish between class 1 and 2, class 1 and 3, and class 2 and 3, respectively. This
strategy generally gives a better classiﬁcation result than that of the direct multiple-
class classiﬁcation approach [4]. In general, an m-class classiﬁcation problem will be
divided into m(m  1)/2 two-class classiﬁcation sub-problems.
An implementation of a multiple two-class sub-classiﬁers using projection net-
works is shown in Fig. 3. Structurally, it is a collection of m(m  1)/2 two-class pro-
jection network sub-classiﬁers, such as the one shown in Fig. 2, that share the same
inputs plus a decision-making module attached to the end. Each input pattern will be
projected into memory coordinates of each two-class dynamic network where the
output class (between the two classes) is reported. The decision-making module,
then, collects all the outputs and reports the resulting class associated with the inputOutput
class
Input vector C1
Class 
selec-
tion
Class 
selec-
tion
Class 
selec-
tion
Plurality
Vote 
Input 
mapping, 
Pi
Cn
Cn-1
C3
C1
C2
xm
x3
x2
x1
.
.
.. 
. 
.
Σ
Σ 2-D
dyn.
net.
Σ
Σ
2-D
dyn.
net.
Σ
Σ
.
.
.
2-D
dyn.
net.
Fig. 3. Dynamic projection network for multi-class classiﬁcation problem.
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as the class that collects the most votes. In case there is a tie between two classes, a
result from the sub-classiﬁer between those two classes is used as a tiebreaker.
Though this strategy may cause the networks structure to grow rapidly as the
number of classes increases, an increased computational cost is oﬀset by a better
performance. In addition, because of the fact that the system structure composes
of several simple sub-networks, the training process of each sub-network is relatively
easy and can be done separately and in parallel, which help reduce the required com-
putation time.
3.2. Parameter initialization
To achieve optimum performance of the projection network classiﬁcation system,
one needs to ﬁrst initialize the network parameters and then train the resulting initial
network. Parameter initialization can either positively or negatively aﬀect the train-
ing process. A good initial value can lead to a global minimum whereas a poor one
can make the training process stuck in a local minimum. First, consider the initial-
ization of the parameters of a two-dimensional dynamic memory network, i.e., the
linear gain Alpha and weight matrix A. This must be done before the initialization
of the input matrix since the latter requires the location of the axis attractors.
In Fig. 3, the system composes of several two-dimensional dynamic networks, the
initialization of each can be done separately and independently. In this study, each
two-dimensional network is identically initialized with the selected locations of the
two axis attractors at ½ 1 0 	T and ½ 0 1 	T. This is accomplished by using the para-
meter settings as follows:
Alpha ¼ 1 1½ 	T
A ¼ 1 3
3 1
  ð16Þ
Note that there is no particular reason for choosing the values 1 and 3 in the para-
meters Alpha and A since these numbers do not aﬀect the input mapping training
process.
With the two axis attractors, input mapping can be initialized using weighted
pseudo-inverse as previously described in Eq. (14). For multiple two-class problems
as shown in Fig. 3, each sub-network can be initialized separately, i.e., initialize
matrix Pi two rows at a time. The completed input matrix Pi will be of the form
P i ¼
P 1;2i
P 1;3i
..
.
PN c1;N ci
2
666664
3
777775 ð17Þ
where Pm;ni is a two-dimensional input matrix calculated from input patterns of class
m and class n and Nc is the number of classes.
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tialization of the projection network is completed and the parameter training de-
scribed in the next section follows. However, the dynamic networks parameters
should be re-initialized after the training of the input matrix is performed. This is
because the training of the input matrix will change the locations of the projected
samples in the memory coordinates. The re-initialization process ensures that the
saddle point of the dynamic network is near where the samples are. Next, the re-
initialization of the dynamic networks parameters, which is done after the comple-
tion of the input mapping training, must be carried out separately for each
two-dimensional network due to their diﬀerent input mappings after training. In
short, the dynamic networks parameters are re-initialized so that their new saddle
points are near where the projected samples are. A saddle point is an equilibrium
point whose unstable manifold converges to either attractor and stable manifold
constitutes a decision boundary, i.e., points on diﬀerent sides of the stable manifold
converge to diﬀerent attractors. For a dynamic network represented in Eq. (16), the
saddle point lies on the 45 diagonal line as shown in Fig. 4.
The permissible locations of the new saddle point are such that the stabilities of
the two axis attractors are preserved. Using stability constraints for two-dimensional
network, it can be shown that the permissible locations of the saddle point ðV 1; V 2Þ
are deﬁned by the following inequality:
a2a11v21 þ a1a22v22 < a1a2 ð18Þ
That is, the saddle must locate inside the ellipse shown as dotted curve in Fig. 4. Eq.
(18) can also be interpreted that the closer the saddle point is to the arc the less stable
the axis attractors are. Therefore, it is advisable to place the saddle point not too
close to the arc.0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Unstable
manifold
 Stable manifold
Saddle point
Axis attractor
  Axis attractor
Fig. 4. Vector ﬁeld of a simple two-dimensional dynamic network.
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Fig. 5. Family of decision boundaries.
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point as shown in Fig. 5. The decision boundary begins at the origin, goes through
the saddle point and then beyond. It can be seen that the portion of the decision
boundary between the origin and the saddle point is the most nonlinear and there-
fore ﬂexible. It is beneﬁcial to place the nonlinear part of the decision boundary
where the data is since a nonlinear decision boundary is more powerful than a linear
one. To place the most of this nonlinear portion of the decision boundary where
it matters, i.e., where the samples are, one should place the saddle point as far as
possible from the origin. This, however, is constrained by the previous criterion
calculated from the stability condition.
Considering all of the above, the desired location of the new saddle point is there-
fore set to be the projection of the samples geometric center on the 45 line as illus-
trated in Fig. 6. (Note that it was decided that the symmetry between the two axis
attractors about the 45 line is going to be preserved in spite of re-initialization.Geometric center 
Desired location
of a saddle point
New axis
attractor
New axis attractor
0 
Cluster of projected samples
Memory coordinates
v2
v1 
Fig. 6. Re-initialization of a two-dimensional dynamic network.
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changed by the parameter training later on.) It is logical to place the saddle point and
therefore the decision boundary between the two classes. In a two-class conﬁguration
where two classes are projected to the two axis attractors, the geometric center is
likely to be between the two classes. Placing the saddle point near the geometric cen-
ter means placing the decision boundary between the two classes. In addition, this
location is inside the ellipse imposed by the stability conditions and is still pretty
far away from the origin. While there may be a better place for it, the intent here
is to obtain a good initial conﬁguration for the follow-up parameter training.
3.3. Parameter training
In the training of the projection network for classiﬁcation, there are two main
modules: the input mapping module and the dynamic memory network module. Since
the constraints are diﬀerent and each module has a number of parameters, we opted
for a sequential training strategy, i.e., train one module ﬁrst, then switch to another
module and keep doing so until the result satisﬁes a stopping criterion, which, for
example, can be something near the minimum achievable value of the error function.
The training procedures for the two modules are also diﬀerent. In input mapping
module training, there is no constraint about the values the input weights might take.
As such, an unconstrained optimization algorithm must be used. In this study, a
BFGS quasi-Newton method was employed.
The training of the dynamic memory network module is quite diﬀerent from that
of the input mapping module due to the stability constraints. This leads to the use of
a constrained optimization algorithm. This study employed a sequential quadratic
programming (SQP) algorithm for this task. However, the training of the dynamic
memory network module is rarely necessary for supervised classiﬁcation since the
training of the input mapping alone often gives a performance better than the exist-
ing methods examined in this study, as one will see in the results from the three
benchmarks. Therefore, it was decided that the training would not be routinely car-
ried out to avoid the associated computing expenses. It can always be employed
whenever a better performance is desired and the associated cost can be justiﬁed.
3.4. Objective function
A good objective function should be able to truly represent the objective of the
classiﬁer. In this study, the goal of the classiﬁer is to minimize the classiﬁcation error.
The objective function, in this case, must be able to reﬂect, to some extent, the clas-
siﬁcation error rate of the system.
One simple, popular choice for such an objective function is the minimum-
squared-error (MSE) function, which measures the sum of the squared diﬀerences
between the real and desired outputs. However, it has long been recognized that a
smaller MSE value does not necessarily mean a better classiﬁcation rate of the data-
set. This, in turn, gives rise to the question if the minimum square error function is
suitable for the purpose here.
C.J. Li, C. Jansuwan / Internat. J. Approx. Reason. 40 (2005) 243–261 257However, the projection network classiﬁcation system has a diﬀerent nature from
other conventional neural network-based classiﬁers in that it possesses some dynam-
ical properties derived from its embedded dynamic memory network, which, in com-
bination with the simple MSE objective function, actually minimizes classiﬁcation
error. This is further elaborated in the next section.
3.5. Beneﬁt of using dynamic network
One strong point of the projection network is its intrinsic associative memory
property in connection with its embedded dynamic memory network that enables
one to reconstruct a true memory (or a class representative) of a given corrupted
data [5]. That is, the output from the dynamic memory network is one of the stored
memories or attractors. The dynamic memory network gives out a crisp output
whether the sample is correctly or wrongly classiﬁed, which is diﬀerent from a fuzzy
output from the conventional classiﬁers. Those correctly classiﬁed samples will give
the same output value as the attractor of the correct class, while those wrongly clas-
siﬁed samples will result in an attractor of a wrong class. When the objective function
is calculated, the former will contribute nothing to the objective function and only
the latter will have non-zero contribution. This means the objective function is min-
imal if and only if all the samples are correctly classiﬁed, and therefore, the ultimate
goal of learning is actually zero classiﬁcation error.
The aforementioned beneﬁt of the dynamic memory network is inherent and
therefore requires no additional eﬀorts. This combined use of MSE objective
function and dynamic memory network, in a way, transforms the conventional
MSE function to a superior minimum-classiﬁcation-error (MCE) like objective
function.4. Performance evaluation
In the performance evaluation of the projection network supervised classiﬁcation
system, ﬁve pairs of training and testing datasets were generated from three selected
benchmarking datasets by randomly dividing each dataset into two subsets of train-
ing and testing data in an 80–20 split. The system was then trained and tested with
one pair at a time and an average performance was calculated over ﬁve pairs. The
results were compared to those of other previously reported methods such as neural
network, genetic algorithm, C4.5 and rough sets approaches [6]. The evaluation
criterion, in this case, is the correct classiﬁcation rate.
4.1. Benchmarking data
Three sets of benchmarking data were obtained from the University of California,
Irvine (UCI) machine learning repository for the evaluation of the proposed method.
These include the Fishers iris data, the heart disease data from the Cleveland Clinic
Foundation and the credit approval data.
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The iris data, created by R.A. Fisher, is one of the most popular datasets found in
pattern recognition literature. The dataset contains 50 instances for each of the three
species of iris plant sentosa, Versicolor and Virginica. Four given measurements are
sepal length, sepal width, petal length, and petal width, all of which are in
centimeters.
4.1.2. Heart disease data
The heart disease data was collected from the Cleveland Clinic Foundation, which
is one of the four heart disease databases stored in the UCI machine learning repos-
itory. The dataset contains 303 cases: 164 cases diagnosed as normal and 139 cases as
heart disease. Four types were further categorized out of the 139 heart disease cases.
This is indicated by numbers 1–4 in the diagnostic attribute. In this study, however,
only two classes, i.e., a positive and negative diagnosis, were used.
The dataset originally contains 76 variables including the disease diagnosis. The
data is simpliﬁed to include only 13 variables, 5 of which are continuous and the rest
are categorized by numeric values, and one disease diagnosis. These 14 variables
were used in this study. However, six cases were found missing a value in either vari-
able number 12 or 13 and therefore discarded, leaving a total of 297 usable cases.
4.1.3. Credit screening data
The credit screening data is a real-life data concerning credit card applications.
The data were submitted to the UCI machine learning repository by J.R. Quinlan.
All variable names and values have been changed to meaningless symbols to protect
the conﬁdentiality of the data. The dataset contains 690 cases with 307 cases where
credit was granted and the rest where applicants were rejected. Fifteen variables were
used for credit risk assessment, six of which are continuous. Note that the values of
the variable number 11 are not truly continuous since there are only 23 unique val-
ues, all of which are numeric. Out of 690 cases, 37 cases (5%) were found to have one
or more missing values from variable 1, 2, 4, 5, 6, 7 or 14 and therefore eliminated.
4.2. Results
After the supervised classiﬁer was trained with the training samples and tested
with the testing samples, the system will report the optimal trained network as a re-
sult. The goal was to choose the trained network that yields the highest correct clas-
siﬁcation rate and, at the same time, a good generalization capability. Generally, the
results from the unseen testing set indicated the capability of the classiﬁer to gener-
alize, i.e., the ability of the classiﬁer to correctly classify the samples encountered
later on. The results from each benchmark are reported in the following sections.
4.2.1. Fishers iris data
Each of the ﬁve iris datasets consists of 120 samples for training and 30 samples
for testing. Table 1 shows the classiﬁcation results for the training and testing. The
average correct classiﬁcation results over ﬁve datasets are 98.50% and 98% for the
Table 1
Classiﬁcation performances on Fishers iris data
Dataset number Correct classiﬁcation rate (%)
Training set Testing set
1 99.17 96.67
2 98.33 96.67
3 98.33 96.67
4 98.33 100.0
5 98.33 100.0
Average 98.50 98.00
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network classiﬁer performed as well as the Genetic algorithm and better than the
rest, as shown in Table 2.
4.2.2. Heart disease data
The results for the classiﬁcation of heart disease data are given in Table 3. Each
dataset contains 238 samples in the training set and 59 samples in the testing set.
Over ﬁve training and testing pairs, the average correct classiﬁcation rates are
86.81% and 85.08% for training and testing respectively. A comparison to other
methods is given in Table 4, which shows that the proposed method has a better
performance than other methods.Table 2
Performance comparison on Fishers iris data
Methods Correct classiﬁcation rate (%)
NN RB 92.0
GA RB 98.0
Rough Set RB 95.3
C4.5 96.7
Average 95.5
PN classiﬁer 98.0
Table 3
Classiﬁcation performances on heart disease data
Dataset number Correct classiﬁcation rate (%)
Training set Testing set
1 86.55 88.14
2 87.82 77.97
3 88.24 83.05
4 84.87 91.53
5 86.55 84.75
Average 86.81 85.08
Table 4
Performance comparison on heart disease data
Methods Correct classiﬁcation rate (%)
NN RB 76.9
GA RB 83.7
Rough Set RB 81.8
C4.5 81.9
Average 81.1
PN classiﬁer 85.1
Table 5
Classiﬁcation performances on credit screening data
Dataset number Correct classiﬁcation rate (%)
Training set Testing set
1 88.34 86.92
2 89.29 86.15
3 87.76 91.54
4 88.15 86.15
5 89.29 86.92
Average 88.57 87.54
Table 6
Performance comparison on credit screening data
Methods Correct classiﬁcation rate (%)
NN RB 80.8
GA RB 87.3
Rough Set RB 90.5
C4.5 85.8
Average 86.1
PN classiﬁcation 87.5
260 C.J. Li, C. Jansuwan / Internat. J. Approx. Reason. 40 (2005) 243–2614.2.3. Credit screening data
In the credit screening, each of ﬁve datasets contains 523 samples in the training
set and 130 samples in the testing set. Table 5 shows the classiﬁcation results on
the training and testing sets. The average correct classiﬁcation rates are 88.57%
and 87.54% for training and testing respectively. A comparison with other existing
methods is shown in Table 6. It can be seen that the projection classiﬁer gives an
equal or better performance than most of the listed methods except for the Rough
Set RB.5. Conclusion
This paper describes the projection network, its properties, and its utility for pat-
tern classiﬁcation. This study performed analysis of the networks equilibrium
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tion methods. It also showed that a projection network actually behaves like a
minimum-classiﬁcation-error (MCE) classiﬁer in spite of its least square objective
function. Overall, the proposed projection network supervised classiﬁcation system
performed well in terms of correct classiﬁcation rate when compared to other exist-
ing methods. In three benchmark tests, the proposed system was always better than
NN RB and C4.5, better in one occasion and otherwise equal to GARB (a slow
method due to GA), and better than Rough Set RB in two out of three benchmarks.
It was concluded that the projective network is a viable alternative to existing
classiﬁers.References
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