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TRANSCENDENTAL NUMBERS AS SOLUTIONS TO
ARITHMETIC DIFFERENTIAL EQUATIONS
ALEXANDRU BUIUM
Abstract. Arithmetic differential equations are analogues of algebraic differ-
ential equations in which derivative operators acting on functions are replaced
by Fermat quotient operators acting on numbers. Now, various remarkable
transcendental functions are solutions to algebraic differential equations; in
this note we show that, in a similar way, some remarkable transcendental
numbers (including certain “periods”) are solutions to arithmetic differential
equations. Inspired by a recent paper of Manin, we then speculate on the
possibility of understanding the algebraic relations among periods via Galois
groups of arithmetic differential equations.
1. Arithmetic differential equations [5, 8]
In the classical theory of differential equations (in the complex z-plane C) one
starts with a ringR of holomorphic functions in z that is stable under the derivation
operator δz =
d
dz . Then, forN ≥ 1, one defines a differential polynomial function (or
simply a δ-function) of order r (in N variables) as a set theoretic map f : RN →R
with the property that there exists a polynomial in (r + 1)N variables such that
for all u ∈ RN we have f(u) = F (u, δzu, ..., δ
r
zu). More generally, if X ⊂ A
N is
a smooth closed subscheme of the affine space, a function f : X(R) → R on the
set of R-points of X can be called a δ-function of order r if it is the restriction
of a δ-function of order r on RN = AN (R). One can globalize this notion to the
case when X is not necessarily affine. An algebraic differential equation is then an
equation of the form f(P ) = 0 with f as above and solutions P ∈ X(R). When
investigating transcendence properties one also fixes a subring O ⊂ R that is stable
under the operator δz and one asks that the δ-functions under consideration be
defined over O, i.e. the polynomials F have coefficients in O; a typical example
of choice for O is, of course, O = C[z], the ring of polynomials. Then one can
investigate the algebraic dependence relations over O among solutions of various
algebraic differential equations. In case the equations are linear, or more generally
attached to algebraic groups, this problem is directly related to the differential
Galois theory of these equations [16].
Let us now recall from [5, 8] the basics of a theory that replaces functions by
numbers and derivations δz by Fermat quotient operators δp. The analogue of the
ring R will be the ring R described as follows. We start with the ring of integers
Z, we let Zp be the p-adic completion of Z, we let Z
ur
p be the maximum unramified
extension of Zp (obtained by adjoining to Zp all the roots of unity of order prime
to p), and we let R be the p-adic completion of Zurp . The ring R plays a central role
in number theory and turns out to have other descriptions (e.g. it is the p-typical
Witt ring W (k) on the algebraic closure k = Fp of the field Fp with p elements; it
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is also the unique complete discrete valuation ring with maximal ideal generated
by p and residue field k). It is well known that any element of R can be written
uniquely as a series
∑
cip
i where ci are either roots of unity of order prime to p or
0. Also there is a unique ring automorphism φp : R → R whose reduction mod p
is the Frobenius automorphism of k; φp is given by φp(
∑
cip
i) =
∑
cpi p
i. We then
define the Fermat quotient operator δ = δp : R→ R by the formula δpu =
φp(u)−u
p
p
and we view this operator as an analogue of a derivation. (Note however that δ
is not additive!) Next recall that by a restricted power series with coefficients in
R one understands a power series whose coefficients tend to 0 p-adically. Here is
one of our main definitions in [5]: a set theoretic function f : RN → R is called a
δ-function of order r if there exists a restricted power series F with coefficients in R,
in (r + 1)N variables, such that for all u ∈ RN , we have f(u) = F (u, δpu, ..., δ
r
pu).
More generally if X ⊂ AN is a smooth closed subscheme of the affine space then a
function f : X(R)→ R on the set of R-points of X is called a δ-function of order r
if it is the restriction of a δ-function of order r on RN = AN (R). If X is an arbitrary
(not necessarily affine) smooth scheme over R a function f : X(R)→ R is called a
δ-function of order r if its restriction to any affine open set of X has this property.
Finally an arithmetic differential equation on an X as above is, by definition, an
equation of the form f(P ) = 0 where the solutions P are in X(R). Again, if
one wants to investigate transcendence properties of solutions, one fixes a subring
O ⊂ R stable under δp and one assumes that the δ-functions under consideration
are “defined” over O. The latter may mean a number of things. One can ask,
for instance, that the coefficients of the series F defining f belong to O; this is a
natural condition only if O is p-adically complete and the natural choice, in this
case, is O = Zp. Other meanings of “defined over O” may make sense in special
situations, however; for instance one can consider the case (which effectively occurs
in interesting examples) when the series F are algebraic over a polynomial ring
with coefficients in O; in this case it is natural to take O not necessarily p-adically
complete.
2. Transcendental functions/numbers appearing as solutions
2.1. Exponential function. The simplest example we would like consider is that
of the algebraic differential equation
(2.1)
δzu
u
= β
where β ∈ R is a fixed function and the solutions are u ∈ R× . We may interpret
this as an algebraic differential equation on the hyperbola H ⊂ A2 defined by
xy − 1 = 0, by viewing P := (u, 1u ) ∈ H(R) as a point of this hyperbola. Of
course this hyperbola identifies, via the first projection with the multiplicative
group scheme Gm. The solutions to this equation are of the form
(2.2) u = c · exp
(∫
βdz
)
,
where c ∈ C. By the way, the problem of understanding the algebraic relations
among these solutions is closely related to the Ax-Lindemann-Weierstrass theorem
[2] stating that if α1, ..., αn are holomorphic functions that are algebraic over C(z)
and areQ-linearly independent modulo C then exp(α1), ..., exp(αn) are algebraically
independent over C(z). We recall that the latter is the functional analogue of the
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Lindemann-Weierstrass theorem asserting that if α1, ..., αn ∈ C are algebraic over
Q and are linearly independent over Q then exp(α1), ..., exp(αn) are algebraically
independent over Q.
Here is an arithmetic analogue [5, 10] of the above situation. Consider the
hyperbola H = Gm over R and the group homomorphism ψ : H(R) = R
× → R
defined by
(2.3) u 7→ ψ(u) =
1
p
logp
(
φp(u)
up
)
=
∞∑
n=1
(−1)n−1
pn−1
n
(
δu
up
)n
where logp is the p-adic logarithm. Then, for any fixed β ∈ R, one can consider the
arithmetic differential equation
(2.4) ψ(u) = β.
Note that the “defining” restricted power series of ψ is not algebraic over the ring
of polynomials with coefficients in R. Since ψ in 2.3 is a homomorphism it can be
viewed as an analogue of the logarithmic derivative map u 7→ δzuu ; hence 2.4 can be
viewed as an analogue of 2.1. By the way note that 2.4 is equivalent to each of the
following equations
(2.5) φp(u) = ǫ · u
p or δpu = α · u
p
where ǫ = expp(pβ) = 1 + pα, expp the p-adic exponential; in equation 2.5 the
“defining” restricted power series is actually a polynomial. In any case the set of
solutions to 2.5 (and hence to 2.5 or 2.4) consists of all u ∈ R× of the form
(2.6) u = ζ · expp
(
∞∑
n=1
pnφ−np (β)
)
where ζ ∈ R×, δpζ = 0. So 2.6 can be viewed as an analogue of 2.2. It is worth
mentioning that equation 2.5 is not an instance of a difference equation in the sense
of [26]; indeed difference equations for φp take the form
(2.7) φp(u) = ǫ · u
rather than 2.5. Nevertheless difference equations 2.7 are also examples of arith-
metic differential equations and their Galois theory as arithmetic differential equa-
tions [8] is quite different from their Galois theory as difference equations [26]. In
terms of transcendence properties one can easily check the following: there exists
a subset Ω of the first category in the metric space X := 1 + pR such that for any
u ∈ X\Ω there exists a subring O of R, stable under δp and containing α :=
δpu
up ,
with the property that u is transcendental over O; cf. [10]. On the other hand if u
satisfies 2.5 and lies in Zurp then it is an easy exercise to see that u is algebraic over
any subring O ⊂ R that is stable under δp and contains α; cf. [10]. On a related
note, one has, of course, the profound results due to Mahler, Gelfond, Nesterenko,
Philippon, and many others on transcendence (over Q!) of exponentials in the p-
adic setting; one prototype of these is Mahler’s theorem stating that if a ∈ Cp is
algebraic over Q and 0 < |α|p < p
−1/(p−1) then expp(α) is transcendental over Q.
The above example has a matrix analogue [10] which we briefly mention here. In
the classical theory of differential equations the matrix analogue of 2.1 is a linear
differential equation
(2.8) δzu = β · u,
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where β ∈ gln(R) is fixed and the solutions are u ∈ GLn(R); here gln means n× n
matrices and GLn means invertible matrices. The simplest arithmetic analogue of
2.8 considered in [10] is
(2.9) δpu = β · u
(p),
where β ∈ gln(R) is fixed and the solutions are u ∈ GLn(R); here for u = (uij)
we wrote u(p) := (upij). Since the δ-functions appearing in 2.9 are actually poly-
nomials it is natural to consider algebraic relations among the entries of solutions
to 2.9 over non-complete rings O ⊂ R such that β ∈ gln(O); this was explored
in [10]. The equation 2.8 corresponds to the trivial “arithmetic connection” on
GLn; more generally one can consider “arithmetic connections” attached to sym-
metric/antisymmetric matrices q ∈ GLn(R); they lead to equations [9, 10] of the
form
(2.10) δpu = β · Φp(u),
where Φp are appropriate matrices of restricted power series depending on q and
compatible with q in a way that is reminiscent of the way Chern connections in
complex geometry are compatible with hermitian metrics; we refer to [9, 10] for
details. Although Φp are power series (rather than polynomials, as in 2.9) they
are “algebraic” in a certain precise sense and hence it is still natural to consider
algebraic relations among the entries of solutions to 2.10 over non-complete rings
O ⊂ R; this is not covered by [10] and deserves being investigated.
2.2. Elliptic functions. The next example is taken from [21, 5, 11]. A remarkable
class of differential equations in the complex plane is that of Painleve´ equations, in
particular of the Painleve´ VI family which we now describe following the classical
work of Fuchs and the modern interpretation of Manin [21]. Let E be the (smooth
projective) elliptic curve over Q(z) defined by the equation y2 = x(x − 1)(x − z).
Then by Fuchs and Manin [20], there is a (unique up to a multiplicative constant)
compatible system of δ-functions of order 2, ψ : E(R)→ R, that are group homo-
morphisms, where C(z) ⊂ R. If P = (X,Y ) ∈ E(R) is a point of E with X,Y ∈ R
(so x(P ) = X , y(P ) = Y ) then
ψ(P ) = z(1− z)
(
z(1− z)δ2z + (1 − 2z)δz −
1
4
)∫ (X,Y )
∞
dx
y
= F (X,Y, δzX, δ
2
zX),
where F is a rational function with coefficients in Q(z) in 4 variables. (Manin’s
original notation for ψ above is µ; cf. [20].) The expression involving the integral is
well defined because the linear differential operator in front of the integral annihi-
lates any function of z of the form
∫
γ
dx
y where γ is an integral 1- cycle. Functions
of the form
∫
γ
dx
y are called in [22] periods-functions; the various values of periods-
functions at special zs are then referred to as numerical periods, or simply periods.
According to [21] the Painleve´ VI equation(s) are then of the form
(2.11) ψ(P ) =
3∑
i=0
λi · y(P + Pi)
where P ∈ E(R), λi ∈ C, P0 = 0, {P1, P2, P3} are the points of E(R) of order 2, and
P +Pi is the sum in the group law of the elliptic curve. The solutions to 2.11, when
transcendental, are the famous Painleve´ (VI) transcendents and their consideration
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was motivated, in the work of Painleve´, by his search of “new” transcendental func-
tions, solving differential equations, and having “no movable singularity” (by which
it is roughly meant that the non-algebraic singularities of the solutions do not de-
pend on the integration constants). There is a vast literature on Painleve´ equations
which seem to pop up is a number of basic, but apparently unrelated, mathematical
(and physical) contexts; in particular these equations have a remarkable “Hamil-
tonian structure”. Now, an arithmetic analogue of Manin’s ψ was introduced in [5]
where it was proved that, for any elliptic curve E over R, there exists a non-zero
δ-function ψp : E(R) → R of order 2 which is a group homomorphism; this ψp
is actually unique up to a multiplicative constant, provided E is not a canonical
lift (in particular if E is without complex multiplication). Then the equation 2.11
makes sense in the arithmetic case by replacing ψ with ψp, taking P ∈ E(R), and
λi ∈ R; more generally one can consider, as analogue of 2.11, the equation
(2.12) ψp(P ) =
3∑
i=0
λi · y(P + Pi)
φν
p
where ν ∈ Z≥0. For ν = 1 the equation 2.12 was shown in [11] to possess a structure
reminiscent of Hamiltonian structure; on the other hand the solutions of 2.12 can be
viewed as arithmetic analogues of the Painleve´ transcendents, and could be referred
to as Painleve´ numbers. A question immediately invites itself, although, as stated, it
is definitely too vague: do Painleve´ numbers have a property that can be viewed as
an arithmetic analogue of “no movable singularity”? Another question can be asked,
however, that is quite precise: what are the algebraic relations among solutions of
2.11 in the arithmetic case? (In the classical case of differential equations there
is ample work on the corresponding question, both classical and modern, cf. [23]
and the bibliography therein.) The degenerate case λ0 = ... = λ3 = 0 is worth
examining separately. In this case it is known (a special case of Manin’s theorem of
the kernel [20]) that if R is a field algebraic over C(t) then any solution P to 2.11
(i.e. any P ∈ E(R) with ψ(P ) = 0) is a torsion point of E(R). This, of course,
fails if R is not assumed algebraic over C(t). By the way, in this general case, for
P = (X,Y ) with ψ(P ) = 0, the (multivalued) integral
∫ P
∞
dx
y , as a function of z, is
(for each of its branches) a C-linear combination of periods-functions, so
(2.13) P = π
(
a1 ·
∫
γ1
dx
y
+ a2 ·
∫
γ2
dx
y
)
,
where π is the uniformization map for our family of elliptic curves (the inverse of
the multivalued Abel-Jacobi map Q 7→
∫ Q
∞
dx
y ), a1, a2 ∈ C and γ1, γ2 a basis for the
integral homology. Of course π is defined by elliptic functions. Non-torsion P s as
above always exist and are transcendental over C(z) so one can refer to such a P
as a (degenerate) Painleve´ transcendent. One can also call such a P a period-point
of our elliptic curve (family) since it is the composition of the uniformization map
with a complex combination of periods.
There are similar results for 2.12 as follows. First it was proved in [5] that, in
case E has ordinary reduction mod p, the set of solutions to ψp(P ) = 0 (which is,
of course, a subgroup of E(R)) contains the group
(2.14)
∞⋂
n=1
pnE(R)
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as a subgroup of finite index (whose index can be computed explicitly, cf. loc.
cit.) On the other hand upon choosing a basis (Pn) of the (physical) Tate module
of E(k) (where Pn ∈ E(R), the image Pn ∈ E(k) of Pn generates E(k)[p
n], and
pPn = Pn−1) the group 2.14 contains the element
(2.15) q(E) = lim pnPn
which can be canonically identified (via the identification of the formal group of
E with the formal group of Gm) with the Serre-Tate parameter of E. Finally it
is easy to check [6] that, if E is defined over Zp, then q(E) is transcendental over
Zp and the only solutions to ψp(P ) = 0 with P ∈ E(Z
ur
p ) are torsion points. One
of the morals to the story is that the Serre-Tate parameter q(E) can be viewed, in
some sense, as a period-point and plays the role of a (degenerate) Painleve´ number;
here by degenerate we mean “corresponding to the degenerate case” when the λs
are 0. For the “non-degenerate case” the Painleve´ numbers should then be viewed
as deformations of the Serre-Tate parameter, and hence of the “period-point” of E.
2.3. Modular functions. One final example we shall discuss here arises in relation
to modular forms. First we recall the classical (differential equation) picture; cf.
[19, 4, 15]. We begin by recalling from [4] that there exists a rational function ρ
of one variable with coefficients in Q (which is entirely explicit) such that, for any
β ∈ R\C, the equation
(2.16)
2(δzu)(δ
3
zu)− 3(δ
2
zu)
2
4(δzu)2
+ (δzu)
2 · ρ(u) = β
is “constant on isogeny classes” in the following sense: if u ∈ R\C, is a solution to
2.16 then any u∗ ∈ R\C in the same isogeny class as u is also a solution to 2.16.
Here two elements u1, u2 ∈ R are said to be in the same isogeny class if the two
elliptic curves over R with j-invariants u1 and u2 respectively are isogenous. (Of
course, the first term in 2.16 is the classical Schwartzian.) For work on the algebraic
relations among the solutions of 2.16, leading to analogues for the j function of the
Ax-Lindemann-Weiestrass theorem, we refer to [24, 25, 15]; the solutions of 2.16
one looks at are of the form
(2.17) j
(
aτ(z) + b
cτ(z) + d
)
with τ(z) an algebraic function, and a, b, c, d ∈ C; 2.17 should be viewed as an
analogue of 2.1 and 2.13 and hence as a “period-point”, as it is the composition
of the uniformization map j with a complex Mobius transformation applied to
a “periods function” τ(z) (of some elliptic curve). So the function j in 2.17 is
analogous to the function π in 2.13 and to the function exp in 2.1. The constants
a, b, c, d in 2.17 are analogues of the constants a1, a2 in 2.13 and are also analogues
of the constants appearing as coefficients of β in 2.1, if β in 2.1 is, say, a polynomial
in z. Finally the function τ(z) in 2.17 is analogous to the integrals in 2.13 and to
the integral in 2.1.
The above story has an arithmetic analogue as follows; cf. [7, 3, 8]. Let X1(N)
be the complete modular curve over R of level N > 4 and let LX1(N) be the line
bundle on X1(N) with the property that the sections of its various powers are the
classical modular forms on Γ1(N) of various weights. Let Y1(N) be X1(N) from
which one removes the cusps. Let LY1(N) → Y1(N) be the restriction of the above
line bundle and let V be LY1(N) with the zero section removed. The R-points of V
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correspond then to certain Weierstrass cubics equipped with level structure. Let
M r be the ring of δ-functions of order r on V . For w ∈ Z[φp] ⊂ EndZ−mod(R)
we denote by M r(w) the space of all members of M r that have “weight” w (i.e.
on which Gm acts via the character λ 7→ λ
w); the elements of M r(w) are called δ-
modular forms of order r and weight w. The theory in [8] provides some remarkable
δ-modular forms f rp ∈ M
r(−1 − φr), r ≥ 1, which have a property (called isogeny
covariance) that is stronger than the property of being Hecke eigenforms; cf. [7, 8].
This property has no analogue in the classical theory and we refer to loc.cit. for
its definition. Then, for any β ∈ R, one can consider the arithmetic differential
equation of order 3 of the following form
(2.18)
f2p (P )
1+φp
f1p (P )
1+φ2
p
= β,
with solutions P ∈ V (R). These equations are “constant on isogeny classes”: if P is
a solution to 2.18 (with the denominator in 2.18 invertible) then any P ∗ ∈ V (R) in
the same isogeny class as P is also a solution to 2.18; here two points of V are said to
be in the same isogeny class if and only if there is an isogeny between the Weierstrass
cubics representing the two points which is compatible with the standard 1-forms
on the cubics (but not necessarily with the level structures). Clearly 2.18 can be
viewed as an analogue of 2.16. Note that both 2.16 and 2.18 have order 3 which
seems to be expected, since the dimension of SL2 is 3 and SL2 is the group behind
the isogeny equivalence relation. It is therefore all the more surprising to see, as
we shall explain in what follows, that there is an order 2 equation that is analogous
to 2.16. Indeed, let Vord, Mord(w) be the spaces obtained by replacing, everywhere
in the construction above, the curve Y1(N) with its ordinary locus (i.e. the locus
where the Eisenstein series Ep−1 is invertible). Then an entirely new actor joins
the scene: a remarkable isogeny covariant δ-modular form of order 1 and weight
φ− 1, introduced in [3], and denoted by f∂p ∈M
1
ord(φ− 1). One can then consider,
for any β ∈ R, the arithmetic differential equation of order 2
(2.19) f1p (P )
φp−1 · f∂p (P )
φp+1 = α,
with solutions P ∈ Vord(R). This equation is, again, “constant on isogeny classes”:
if P is one of its solutions (with Ep−1(P ) invertible) then any P
∗ ∈ Vord(R) in the
same isogeny class as P is also one of its solutions. In fact 2.18 is a consequence
of 2.19 for β = α + p(1 + α1−φ) + p2α−φ
2
. The fact that 2.19 has order 2 rather
than 3 may seem somewhat mysterious but here is one way to think about this
phenomenon. It is a fact (known to Mahler [19], see also [4], p.37) that there is no
order 2 algebraic differential equation that is “constant on isogeny classes”. This
is equivalent to the fact that if j is the classical holomorphic j-function, j = j(z),
defined on the upper half plane then j, δzj, δ
2
zj are algebraically independent over C.
Now these series belong to Z((q)) = Z[[q]][q−1], q = exp(2πiz). So setting θ = q ddq
the series j, θj, θ2j are algebraically independent over Q as elements of Z((q)).
However it turns out that the images of the series j, θj in Fp((q)) are algebraically
dependent over Fp; cf. [18]; so j(q) mod p satisfies an algebraic differential equation
of order 1! This “drop in order” from 3 to 1 is a remarkable phenomenon in
characteristic p. On the other hand we have a “drop in order” from 3 to 2 between
2.16 and 2.19 in the framework of δ-modular forms and it is possible to prove that,
in some precise sense, no “drop in order” from 3 to 1 exists in this framework.
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So the drop from 3 to 2 can be viewed as a partial lift to characteristic zero, in
δ-geometry, of the drop from 3 to 1 that exists in characteristic p. The existence
of such a lift is surprising but it is just one instance of a more general phenomenon
where characteristic p algebro-geometric objects that do not lift to characteristic
zero in algebraic geometry do lift to characteristic zero in δ-geometry; cf. [8] for a
series of examples of this.
By analogy with Pila’s results [25] it would be interesting to prove that there
are no algebraic relations among the solutions of 2.18 (or 2.19) except those given
by “isogeny”. The simplest case of this would be the following conjecture (which
pertains to 2.19). Let P, P ∗ ∈ Vord(R) be two points corresponding to Weierstrass
elliptic curves with coefficients in a number field in which p splits completely. As-
sume f∂(P ) = f∂(P ∗). Then the two elliptic curves are isogenous.
Note that there is a cocompact analogue of both 2.16 and 2.18, 2.19 (cf. [27]
and [8] respectively) with transcendence results in the functional case [27].
3. Arithmetic differential Galois groups and periods
Galois groups are a measure of the relations among solutions of equations. Ga-
lois’ original work is about algebraic equations and algebraic relations among their
roots. Picard-Vessiot theory (or more generally Kolchin theory [16]) is about lin-
ear differential equations (respectively differential equations arising from Maurer-
Cartan connections on algebraic groups) and about algebraic relations among their
solutions. More generally [17] considers differential equations with parameters and
differential algebraic relations among solutions; cf. also [12] for the case of linear
equations. The same idea can be applied, in certain cases, to arithmetic differential
equations and the δ-algebraic relations among their solutions; this can be done,
e.g., for equations of the form 2.9 (cf. [10]), or 2.7 (cf. [8]), or 2.12, at least in the
degenerate case when the λs are 0 (cf. [8]). No general Galois theory of arithmetic
differential equations is yet available. However, if such a theory can be developed
and, at the same time, various “p-adic periods” appearing in algebraic geometry can
be shown to satisfy “nice” arithmetic differential equations, then it is conceivable
that one could systematically understand relations among “p-adic periods” (and
possibly motivic Galois groups [1]) through a Galois theory of arithmetic differen-
tial equations. The possibility suggested above is compatible with suggestions made
by Manin in [22]. Whether or not the “p-adic periods” referred to above should
be related to the ones appearing in the standard comparison isomorphisms [1] is
not clear at this time. Let us close by making some comments on this issue, partly
inspired by comments in [22]. In the functional case 2.2, 2.13, 2.17, the solutions of
our differential equations, which we would like to think of as period points on various
schemes, are compositions of “uniformizing functions” exp, π, j with complex linear
(respectively “Mobius”) combinations of functions that have the flavor of periods
functions. So the period points are not really periods functions but rather images
of such via uniformization maps. Such uniformization maps do not exist a priori
in the p-adic situation (e.g. for elliptic curves no uniformization is known for the
good reduction case!) Therefore the solutions to 2.4, 2.12, 2.18 should be viewed
as analogues of period points and only indirectly as analogues of p-adic periods in
the motivic setting [1]. As for the “motivic periods” it is worth recalling from [1]
the general philosophy as follows. Say that X is a smooth projective variety over
a field k of characteristic 0. For k ⊂ C one has a deRham versus Betti comparison
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isomorphism HdR(X) ⊗k C ≃ HBetti(X) ⊗Q C, due to Grothendieck, where HdR
is the algebraic deRham cohomology of X/k and HBetti is the Betti cohomology
with Q-coefficients; this isomorphism, expressed in bases of HdR(X) and HBetti(X)
provides a complex matrix whose entries are called the complex periods of X . By
the way one also has in this case the p-adic e´tale versus Betti comparison isomor-
phism Het(X) ≃ HBetti(X)⊗Q Qp, due to Grothendieck and Artin. Assume until
further notice that k is a number field. For any k-subvariety Z of any power Xn the
comparison isomorphism for Xn sends the class of Z into the corresponding class
of Z; via Ku¨nneth, this induces an algebraic relation over k between the complex
periods. Grothendieck’s period conjecture says roughly that all the relations among
periods “come from” Zs as above. Also one defines the motivic Galois group of X
as, roughly, the algebraic Q-subgroup of GL(HBetti(X)) that fixes all the classes of
Zs as above (viewed, via Ku¨nneth, as tensors on HBetti(X)). In the p-adic case one
has a similar picture. Indeed for k a finite extension of Qp one has the deRham ver-
sus p-adic e´tale comparison isomorphism HdR(X)⊗k BdR ≃ Het(X)⊗Qp BdR, due
to Faltings, where BdR is Fontaine’s field of p-adic periods [14]. The latter yields,
again, period matrices with entries in BdR; these p-adic periods, lying in BdR, are a
priori rather different from the period points, referred to above, which are R-points
(hence with coordinates lying in R) of certain R-schemes (the hyperbola H = Gm
over R, elliptic curves E over R, Gm-bundles V over modular curves over R, etc.)
A link between these two types of periods would allow one to consider arithmetic
differential equations in the context of periods lying in BdR. We end by recalling
the definition of BdR [14] and the p-adic periods in [13]. Assume, for simplicity, that
k is unramified over Qp. One lets O be the ring of integers of Cp := Q̂p, one lets RO
be the projective limit of O/pO ← O/pO ← ... where the arrows are the p-power
Frobenius, one considers the canonical map θ : W (RO)→ O (where W stands for
the p-typical Witt functor), one lets Ainf be the completion ofW (RO) with respect
to (p,Ker(θ)), one lets θk : Ainf [1/p] → Cp be the induced map, one lets B
+
dR be
the completion of Ainf [1/p] with respect to Ker(θk), which is a complete discrete
valuation ring with residue field Cp, and one lets BdR = Frac(B
+
dR). Uniformizers
in BdR can be constructed from any basis of the Tate module of Gm(Cp) as follows.
Let ǫn ∈ Cp be primitive p
n-roots of 1, ǫpn = ǫn−1, and let ǫ˜n ∈ Ainf be lifts of ǫn;
then ǫ˜ = lim ǫ˜p
n
n exists in Ainf and logp ǫ˜ ∈ B
+
dR is a uniformizer of B
+
dR; note that
the limit ǫ˜ is reminiscent of 2.15. Furthermore, for any abelian variety A over k,
any 1-form ω on A and any element γ in the Tate module of A(Cp) there is, by
work of Colmez [13], a well defined period
∫
γ ω = lim p
nIn ∈ B
+
dR, where In is a
certain integral on A(BdR). This construction is, again, reminiscent of 2.15; note
however that the image of
∫
γ ω in Cp turns out to be 0 so (for E coming from an
integral model of A/k) this image does not coincide with q(E) ∈ R ⊂ Cp; indeed
q(E) 6= 0 for E without complex multiplication.
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