University of South Florida

Scholar Commons
Graduate Theses and Dissertations

Graduate School

March 2019

Full-waveform Inversion of Common-Offset Ground Penetrating
Radar (GPR) data
Sajad Jazayeri
University of South Florida, sajad.jazayeri@gmail.com

Follow this and additional works at: https://scholarcommons.usf.edu/etd
Part of the Geophysics and Seismology Commons

Scholar Commons Citation
Jazayeri, Sajad, "Full-waveform Inversion of Common-Offset Ground Penetrating Radar (GPR) data"
(2019). Graduate Theses and Dissertations.
https://scholarcommons.usf.edu/etd/7815

This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has
been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Scholar
Commons. For more information, please contact scholarcommons@usf.edu.

Full-waveform Inversion of Common-Offset Ground Penetrating Radar (GPR) data

by

Sajad Jazayeri

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
School of Geosciences
College of Arts and Sciences
University of South Florida

Major Professor: Sarah E. Kruse, Ph.D.
Juan Lorenzo, Ph.D.
Stephen McNutt, Ph.D.
Rocco Malservisi, Ph.D.
Glenn Thompson, Ph.D.

Date of Approval:
March 19, 2019

Keywords: Modeling, Full-waveform Inversion, Deconvolution, Ground Penetrating radar
(GPR), Reflectivity, Source wavelet, Sparsity.
Copyright © 2019, Sajad Jazayeri

Dedication

This work is dedicated to my wife, Sanaz, who carried my baby boy while I was writing
this, my parents, Farkhondeh and Hossein, and my brothers, Majid, Alireza and
Mohammadreza. Thank you all for your unconditional endless support and for always
being there for me. Love you all!

To Artin!

Acknowledgments

This dissertation was completed with the generous advice and support of several
people, most notably my adviser, Sarah Kruse, and my colleagues and friends Nasser Kazemi
and Anja Klotzsche. I learned a lot from Stephen McNutt, Rocco Malservisi and Glenn
Thompson at USF, thank you all. A special thanks to Juan Lorenzo for serving on my
committee.
I would also like to acknowledge several colleagues who helped with this dissertation, data collection, pipe burial, etc. Sanaz Esmaeili greatly helped me debug my codes.
Both Sanaz and Christine Downs assisted with data collection and digging for pipe burial.
I acknowledge the great help and support of Tony Green for assistance implementing algorithms on the USF Research Computing cluster. Also, I’d like to thank Mark Rains for his
continuous support.
Thank you to American Society of Civil Engineers (ASCE) for the 2017-2018 Trent
R. Dames and William W. Moore Fellowship, the USF Geology Alumni Society for the
2019 Richard A. Davis Fellowship, and USF Office of Graduate Studies for the Dissertation
Completion Fellowship.

Table of Contents

List of Tables

iii

List of Figures

iv

Abstract

vii

1 Introduction
1.1 Full waveform inversion for PVC pipe mapping
1.2 Sparse Blind Deconvolution of Ground Penetrating Radar Data
1.3 Reinforced structure mapping using FWI

1
3
4
4

2 Improving estimates of buried pipe diameter and infilling material from groundpenetrating radar profiles with full-waveform inversion

6

3 Sparse Blind Deconvolution of Ground Penetrating Radar Data

7

4 Reinforced Concrete Mapping Using Full-Waveform Inversion of GPR Data
4.1 abstract
4.2 keyword
4.3 Introduction
4.4 Method
4.4.1 Analytical expression for travel times
4.5 Results
4.5.1 Synthetic data, reinforced concrete
4.5.2 Real data, case 1
4.5.3 Real data, case 2
4.6 Discussion and Conclusions

8
8
8
8
12
12
16
16
20
22
25

5 Conclusion

29

References

32

Appendix I Improving estimates of buried pipe diameter and infilling material from
ground-penetrating radar profiles with full-waveform inversion

36

Appendix II Copyright permission from Geophysics for use of this manuscript in
dissertation

52

i

Appendix III Sparse Blind Deconvolution of Ground Penetrating Radar Data

55

Appendix IV Copyright permission from IEEE for use of this manuscript in dissertation

66

ii

List of Tables

Table 1.1

Table 4.1

Table 4.2

Table 4.3

Average penetration depth vs the antenna frequency. Values adapted
from http://www.geoscan.ca/ground-penetrating-radar-gpr.html

1

The true, ray-based estimated and FWI-estimated parameter values
for the synthetic model shown in Figure 4.3. x represents the horizontal location in cm, y the depth in cm and d the diameter in mm.
 is the unit-less concrete relative permittivity and σ is the concrete
conductivity in mS/m.

20

The true, ray-based and FWI-estimated parameter values for the experimental data collected using a GSSI 2.6 GHz antenna in the experiment
shown in Figures 7-11. x represents the horizontal location in cm, y the
depth in cm and d the diameter in mm.  is unit-less concrete relative
permittivity and σ is concrete conductivity in mS/m.

23

Real data - case 2. True and estimated positions and diameters of
the bars. Rebar numbers start from the left side of the concrete slab
shown in Figure 4.12. x represents the horizontal location in cm, y the
depth in cm and d the diameter in mm.  is unit-less concrete relative
permittivity and σ is concrete conductivity in mS/m.

26

iii

List of Figures

Figure 1.1

The FWI flow chart.

3

Figure 4.1

Synthetic GPR returns from four reinforcing bars embedded in concrete
at depths ranging from 2.7 to 4 cm, as shown in Figure 4.3 assuming
a 2.4 MHz antenna and source wavelet shown in Figure 4.4. Noise is
added to the data to make the scenario more realistic.

9

Geometry for cylinder detection using ground-coupled common-offset
GPR antennas. The cylinder size is exaggerated for clarity.

13

Cross section of the 3D geometry model for rebar in homogeneous concrete. Four different rebar are assumed at different depths. 10 cells of
Perfectly Matched Layer (PML) on each side are added as absorbents
to eliminate the boundary effects.

17

The source wavelet used to create the synthetic GPR data in Figure
4.1 from the model in Figure 4.3 is a Ricker wavelet derivative with 35°
phase rotation.

17

Synthetic data from Figure 4.1 after background removal to eliminate
the direct wave. Black boxes show sections of the data used to define
the initial source wavelet for SBD.

18

Top. True source wavelet from the synthetic model (solid gray line); initial source wavelets estimated from the wavelets captured in the boxes
shown in Figure 4.5 (solid black line); and source wavelet estimated
from the SBD (dashed black line). Bottom. The estimated reflectivity model of the synthetic data from the SBD. The reflectivity model
contains a range of values, the color scale has been flattened for clarity.

19

Figure 4.7

Construction of the concrete boxes with rebar.

21

Figure 4.8

Real data - case 1: schematic cross section of the experimental geometry. Three 19-mm rebar are buried at different depths.

21

Real data - case1, GPR B-scan from a 2.6 GHz antenna over the experiment shown in Figure 4.8. The three bars each produce a distinctive
hyperbolic return.

22

Figure 4.2

Figure 4.3

Figure 4.4

Figure 4.5

Figure 4.6

Figure 4.9

iv

Figure 4.10

Figure 4.11

Figure 4.12

Figure 4.13

Figure 4.14

Real data - case 1 (as in Figure 4.9) with background removed. Black
boxes show sections of the data used to define the initial source wavelet
for the SBD.

23

Real data - case 1: Top. Initial source wavelet estimated from the data
in the boxes shown in Figure 4.10 (solid black line); source wavelet
estimated from the SBD (dashed black line) for the 2.6 GHz antenna.
Bottom. The estimated reflectivity model from the SBD.

24

Real data - case 2: Construction of the concrete box with seven 10-mm
reinforcing bars at depths ranging from 0.5 to 15 cm.

25

Real data - case 2. GPR B-scan over seven rebar from 15 to 0.5 cm
depth shown in Figure 4.12, using Sensors and Software 1 GHz antenna.
Background removal is applied to mute the direct wave.

26

Real data - case 2: Top. Initial source wavelet estimated from the data
(solid black line); source wavelet estimated from the SBD (dashed black
line) for the 1 GHz antenna. Bottom. The estimated reflectivity model
from the SBD.

27

v

Abstract
Maintenance of aging buried infrastructure and reinforced concrete are critical issues in the
United States. Inexpensive non-destructive techniques for mapping and imaging infrastructure and defects are an integral component of maintenance. Ground penetrating radar (GPR)
is a widely-used non-destructive tool for locating buried infrastructure and for imaging rebar
and other features of interest to civil engineers. Conventional acquisition and interpretation
of GPR profiles is based on the arrival times of strong reflected/diffracted returns, and qualitative interpretation of return amplitudes. Features are thereby generally well located, but
their material properties are only qualitatively assessed. For example, in the typical imaging
of buried pipes, the average radar wave velocity through the overlying soil is estimated, but
the properties of the pipe itself are not quantitatively resolved. For pipes on the order of the
radar wavelength (<5-35 cm), pipe dimensions and infilling material remain ambiguous. Full
waveform inversion (FWI) methods exploit the entire radar return rather than the time and
peak amplitude. FWI can generate better quantitative estimates of subsurface properties.
In recent decades FWI methods, developed for seismic oil exploration, have been adapted
and advanced for GPR with encouraging results. To date, however, FWI methods for GPR
data have not been specifically tuned and applied on surface collected common offset GPR
data, which are the most common type of GPR data for engineering applications. I present
an effective FWI method specifically tailored for common-offset GPR data. This method is
composed of three main components, the forward modeling, wavelet estimation and inversion
tools. For the forward modeling and iterative data inversion I use two open-source software
packages, gprMax and PEST. The source wavelet, which is the most challenging component
that guarantees the success of the method, is estimated with a novel Sparse Blind Deconvolution (SBD) algorithm that I have developed. The present dissertation indicates that
vi

with FWI, GPR can yield better quantitative estimates, for example, of both the diameters
of small pipes and rebar and their electromagnetic properties (permittivity, conductivity).
Also better estimates of electrical properties of the surrounding media (i.e. soil or concrete)
are achieved with FWI.

vii

1. Introduction

Modern cities and countries demand constant infrastructure growth. Utilities are used for
transferring water, sewage, oil, gas, telecommunication cables, power and many other vital
components of modern life. Burying new utilities is challenging, especially in the areas lacking
maps of existing utilities, often buried more than a few decades ago. Aging infrastructure
also requires reliable monitoring. Therefore, non destructive testing and exploration tools are
of great importance. Ground penetrating radar (GPR) is a widely used tool for the detection
and location of buried utilities. Depending on the depth and sizes of buried features, different
antenna frequencies should be selected for the detection procedure (Table 1.1). Higher
frequency antennas have shallower depth of penetration, but better spatial resolution. Buried
pipes generate characteristic diffraction hyperbolas in raw GPR data. Current methods for
analyzing the shapes and timing of the diffraction hyperbolas are very effective for locating
pipes, but less effective for determining the diameter of the pipes, particularly when the pipes
are smaller than the radar wavelengths, typically a few tens of cms. Traditionally, once the
utilities are located the vacuum excavators are used to dig a trench for visual examination
of the size and material types, which is destructive.
Table 1.1: Average penetration depth vs the antenna frequency. Values adapted from
http://www.geoscan.ca/ground-penetrating-radar-gpr.html
Antenna frequency (MHz)
100
250
800
1600
2600

Penetration depth range (m)
0-30
0-8
0-1.5
0-0.45
0-0.3

1

Traditionally, for GPR data analysis, the arrival times of the recorded returned signal are used for velocity and then depth estimation. With traditional GPR data analysis,
it is straightforward to locate infrastructure targets, but difficult to resolve dimensions of
small features and reliably determine their electromagnetic properties. If the electromagnetic properties could be accurately determined, precise geometry models and characteristics of pipe-filling material (especially for PVC and other non-metallic pipes) could be more
accurately estimated. Current GPR limitations arise because interpretation is limited to
identifying the arrival times of strong returns, and only qualitatively assessing variations in
amplitudes. When only arrival times are used, objects smaller than 1/4 - 1/2 of the radar
wavelength can be reliably located but the dimensions are not resolved. This is the case for
many GPR buried pipe surveys, and for virtually all rebar imaging.
The material properties of the target are difficult to quantitatively assess because the
amplitude and waveform of GPR returns, even from simple targets, depend not only on the
target properties but also the combined effects of the pulse transmission, antenna-ground
coupling, and travel path effects through soil or concrete.
The data collected over utilities contain information about all these challenging effects, but extracting this information is very challenging. Full waveform inversion (FWI) is
an optimization/inversion tool that has been around almost for three decades. Development
was explicitly for seismic oil and gas exploration, since the method is computationally expensive. It requires a starting model of the subsurface which then update it in an iterative
process in order to find the model that best fits the data (Figure 1.1). In GPR studies FWI
has been used mainly on crosshole data (see chapter 2) and not on ground-coupled data.
With new advanced FWI the entire waveform is used in the analysis, and the fell-wave path
effects are implicitly or explicitly considered. As a result, much better estimates of target
properties and dimensions can be derived.
This research presents an effective FWI method suitable for commercial type common offset ground-coupled GPR data. This state-of-the-art modeling technique, using a
2

Figure 1.1: The FWI flow chart.
computer-based iterative analysis, enables us to significantly improve the initial model given
to the algorithm which is equivalent to generating better quantitative estimates of subsurface properties including electrical permittivity and conductivity structures and geometry
properties of subsurface features.
Chapter 2 provides an FWI algorithm specifically tailored for the surface commonoffset GPR data using two popular open sources packages with a deconvolution code to
estimate the source wavelet shape. The effectiveness of the proposed method is tested on
models with cylindrical targets, i.e. PVC pipes, embedded in soil. Chapter 3 introduces
a novel sparse blind deconvolution (SBD) algorithm for estimating the transmitted wavelet
shape. The second product of the developed SBD is a sparse representation of the subsurface
reflectivity model. And finally chapter 4 utilizes the developed SBD algorithm in the FWI
process to map reinforced structures.
1.1

Full waveform inversion for PVC pipe mapping
In Chapter 2, a full-waveform inversion (FWI) method is described for improving

estimates of the diameter of a pipe and confirming the infilling material (air/water/etc.) for
the simple case of an isolated diffraction hyperbola on a profile run perpendicular to a pipe
3

with antennas in broadside mode (parallel to the pipe). The technique described here can
improve a good initial guess of pipe diameter (within 30-50% of the true value) to a better
estimate (less than ∼8% misfit). This method is developed by combining two freely available
software packages with a deconvolution method for GPR effective source wavelet (SW) estimation. The FWI process is run with the PEST algorithm (Model-Independent Parameter
Estimation and Uncertainty Analysis). PEST iteratively calls the gprMax software package
for forward modeling of the GPR signal as the model for pipe and surrounding soil is refined.
1.2

Sparse Blind Deconvolution of Ground Penetrating Radar Data
In Chapter 3, we propose an effective method for sparse blind deconvolution (SBD) of

ground penetrating radar (GPR) data. The SBD algorithm has no constraints on the phase
of the wavelet, but the initial wavelet must be carefully captured from the data. The data
are considered a convolution product of an unknown source wavelet and unknown sparse
reflectivity series. The algorithm developed here is an alternating minimization technique
that updates the reflectivity series and the wavelet iteratively. The reflectivity update is
solved as an `2 − `1 problem with the alternating split Bregman iteration technique. The
wavelet update is solved as an `2 − `2 problem with Wiener deconvolution. The algorithm
converges to a local minimum. To increase the likelihood that convergence coincides with the
desired local minimum, special steps are taken to provide a proper initial wavelet. Synthetic
and real data examples show that both subsurface reflectivity series and wavelet (amplitude
and phase) can be estimated efficiently. The SBD method presented appears robust and
compares favourably to previous studies in its resistance to noise.
1.3

Reinforced structure mapping using FWI
In Chapter 4, we propose an effective full-waveform inversion (FWI) method for

obtaining improved estimates of the properties of rebar embedded in concrete structures
from surface-coupled common offset ground penetrating radar (GPR) data. We use a sparse
blind deconvolution (SBD) technique to obtain the optimized source wavelet (necessary for
4

the FWI process) and a sparse representation of the subsurface reflectivity series. The raybased analysis is then performed on the estimated reflectivity model (instead of collected
GPR data) to define the initial geometry model. The initial model is then updated in an
iterative FWI procedure. Results from this method on a synthetic data set and two real data
cases show the FWI process significantly improves diameter and electrical property estimates
over conventional ray-based methods. The improvement is found for two distinctive real data
sets collected with different instruments.

5

2. Improving estimates of buried pipe diameter and infilling material from
ground-penetrating radar profiles with full-waveform inversion

Note to Reader:
This chapter has been previously published: S. Jazayeri, A. Klotzsche and S. Kruse,
2018, Improved resolution of pipes with full waveform inversion of common-offset GPR data
using PEST; Geophysics, 83(4), H27-H41. DOI: 10.1190/geo2017-0617.1. See Appendix I
for the PDF of the published document, Appendix II for the permission from the publisher.

6

3. Sparse Blind Deconvolution of Ground Penetrating Radar Data

Note to Reader:
This chapter has been previously published: S. Jazayeri, N. Kazemi, S. Kruse. (2019).
Sparse Blind Deconvolution of Ground Penetrating Radar data. In: IEEE Transactions
on Geoscience and Remote Sensing, Accepted. DOI: 10.1109/TGRS.2018.2886741. See
Appendix III for the PDF of the published document, Appendix IV for the permission from
the publisher.
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4. Reinforced Concrete Mapping Using Full-Waveform Inversion of GPR Data

4.1

1

abstract
Full-waveform inversion (FWI) of surface-coupled common-offset GPR B-scans (pro-

files) over reinforced concrete improves estimates of rebar diameter over more conventional
ray-based methods. The method applies a sparse blind deconvolution (SBD) technique to
obtain the optimized source wavelet and a sparse representation of the subsurface reflectivity
series. The ray-based analysis is then performed on the estimated reflectivity model to define
the initial geometry model to start the FWI. Applying this method to a synthetic data set
and two real data cases with 1 and 2.6 GHz antennas results in errors in the rebar diameter
estimates of less than 11% for rebar with concrete cover 7.5 cm or less. These results compare favorably with methods that require additional instrumentation beyond conventional
co-polarized GPR surveys. The synthetic model demonstrates that the SBD/FWI method
also improves ray-based estimates of the concrete permittivity and conductivity.
4.2

keyword
Ground Penetrating Radar, Rebar, Reinforced Concrete, Utilities, Full-Waveform

Inversion, Deconvolution, Sparsity
4.3

Introduction
Ground Penetrating Radar (GPR) is a safe, popular exploratory tool with many engi-

neering applications. It uses high frequency electromagnetic (EM) waves to non-destructively
image reinforced concrete structures (Al-Qadi and Lahouar (2005); Hugenschmidt et al.
1

This chapter is prepared for submission to Construction and Building Materials journal as: S., Jazayeri,
S. Kruse, M., Hassan, N., Yazdani and N. Diamanti (2019). Rebar mapping using Full- Waveform Inversion
of Radar data. In: Construction and Building Materials, Elsevier.
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Figure 4.1: Synthetic GPR returns from four reinforcing bars embedded in concrete at depths
ranging from 2.7 to 4 cm, as shown in Figure 4.3 assuming a 2.4 MHz antenna and source
wavelet shown in Figure 4.4. Noise is added to the data to make the scenario more realistic.
(2010); Alani et al. (2013)). The method is particularly well suited to mapping the positions
of reinforcing bars. Data with high spatial density can be acquired at vehicle driving speeds,
with obvious benefits for road and bridge deck monitoring (Benedetto and Pajewski (2015)).
GPR returns depend on the material properties of the concrete and reinforcing bars,
specifically the dielectric constant (i.e. relative permittivity, defined as the ratio of the electrical permittivity of the media to that of free space) and electrical conductivity. Because
reinforcing bars are distinctly different than surrounding concrete, they clearly reflect EM
energy and generate characteristic hyperbolic returns on GPR profiles, or B-scans (e.g. Figure 4.1). The shape and position of the hyperbola on the GPR profile is controlled by the
depth and properties of the rebar, as well as the overlying concrete properties.
The problem of locating the top of the rebar (both laterally and in depth below
concrete surface) from the arrival times of the peaks in the hyperbolic GPR return is relatively
straightforward and is widely applied. A best fit to the hyperbola arrival times is used to
estimate the velocity of the wave in the overlying concrete and thereby estimate the depth
of the rebar (e.g. Al-Qadi and Lahouar (2005)). This calculation, referred to as ray-based

9

analysis because it uses the travel times of selected ray paths, can be biased by human errors
while fitting the hyperbolas and by noise (e.g. Sham and Lai (2016); Jazayeri et al. (2018)).
In contrast to the depth, the diameter of rebar is difficult to estimate when the rebar
is small compared to the radar wavelength. With wavelengths greater than rebar diameter,
the arrival times of the peak returns in the hyperbola are simply relatively insensitive to the
diameter. Such is commonly the case in concrete investigations, where bar diameter may be
1 cm, while radar wavelength in concrete is 13 cm, for example for a 2.6 GHz antenna in
concrete with a relative permittivity of 5. This leaves diameter estimations based on arrival
times vulnerable to uncertainties in the material properties of the rebar and the overlying
concrete, the shape of the pulse, and to noise in the data. In this paper we focus on a method
for improving estimates of the diameters of reinforcing bars. Because this cannot be done
without simultaneous estimates of the concrete properties and the GPR pulse, we describe
those results as well.
A variety of methods have been examined to estimate diameter using more information from the total GPR returns. Migration is a process for collapsing the diffraction
hyperbolas back to their originating point, which in theory could help resolve rebar diameter. However, in real problems, this method is not effective for improved diameter estimation
(Soldovieri et al. (2011)). Soldovieri et al. (2006) propose a linear inverse scattering tomographic reconstruction algorithm in the frequency domain based on the Born Approximation.
The authors claim satisfactory and reliable results in terms of localization, sizing and shape
of the buried objects, but do not provide estimates of the errors in the method.
The amplitudes of the hyperbolic GPR returns can be sensitive to rebar diameter.
Hasan and Yazdani (2016a) find an approximate linear relationship between the embedded
rebar diameter and the maximum GPR amplitude. However, without knowledge of the
source wavelet amplitude (which varies with instrument, concrete conditions, and surface
contact) and concrete and rebar properties, the hyperbola peak amplitude cannot be related
quantitatively to rebar diameter.
10

Several research groups have established experimental relationships between amplitude and frequency content of the hyperbolic returns and a variety of parameters, including the diameters and electromagnetic properties of reinforcing bars (Kalogeropoulos et al.
(2011); Lai et al. (2012); Hasan and Yazdani (2016b)). The primary goal of these studies
is to assess corrosion and deterioration in reinforced concrete . The problems of detecting
bar diameter and corrosion are necessarily intertwined, as measured GPR returns depend on
both the concrete they travel through and the rebar. Lai et al. (2012), Hasan and Yazdani
(2016b) and Martino et al. (2016) report that the travel times, amplitudes, and frequency
spectra of GPR returns change as corrosion progresses. We note that concrete deterioration
effects can be linked with changes in diameter of the rebar as it undergoes through macrocell
corrosion, but that significant deterioration (e.g. cracking, delamination) can occur in association with very small (less than 1 mm per year (Elsener (2002))) increases in bar diameter.
Thus the focus of this paper is on resolving diameter for scenarios in which the dimensions of
embedded bars are unknown, rather than resolving very small diameter changes associated
with corrosion.
Researchers have also considered the amplitude ratios of the rebar returns from instrument setups with the transmitting and receiving antennas parallel each other (co-polarized),
and setups with two antennas perpendicular to each other (cross-polarized) (Utsi and Utsi
(2004), Leucci (2012)). Regressions are used to establish experimental relationships between rebar diameter and the amplitude ratios. Leucci (2012) claims an improvement on
the method of Utsi and Utsi (2004) can generate diameter values with 6% error. Improved
diameter estimates using cross-polarized antennas are also described by Zanzi and Arosio
(2013), who investigate the effect of antenna polarity in rebar detection problems and also
the qualitative relationships between the antenna frequency and the diameter. However,
methods that require cross-polarized data are not readily available with typical commercial equipment that fixes the antenna pair in a co-polarized geometry. The amplitude ratio
methods may also be sensitive to noise since absolute amplitude values are used.
11

Other investigators have described the results of combining GPR technology with a
different commercial EM-based system for detecting rebar, a handheld concrete pachometer,
also known as covermeter, (Barrile and Pucinotti (2005)). They report diameter estimates
with 12% error. This dual method, however lacks the advantage of GPR alone, which can
be towed at vehicle speeds over concrete.
Recently, full-waveform inversion (FWI), in which the full waveforms of GPR traces
are used, rather than peak arrival times, has been applied to the problem of buried pipe
diameter (Jazayeri and Kruse (2016); Jazayeri et al. (2018); Liu et al. (2018)). FWI is
shown to improve diameter estimations of water or air-filled PVC pipes and also to predict
the pipe’s infilling material permittivity.
In this paper, we test the FWI method for estimating rebar diameter. Because the
FWI method requires a starting model, it begins with a ray-based estimate of rebar diameter.
To optimize this initial estimate, we derive the mathematical expression for the hyperbolic
pattern of a cylindrical target perpendicular to the GPR profile, considering both target
diameter and transmitter-receiver offset. Second, we adapt the FWI approach from Jazayeri
et al. (2018) to the problem of reinforced concrete. This approach requires the shape of
the transmitted pulse (known as source wavelet or SW) as an input. We use Jazayeri
et al. (2019)’s Sparse Blind Deconvolution (SBD) technique to calculate the SW. Finally, we
explore the capabilities of the proposed method on one synthetic and two real data sets.
4.4

Method
4.4.1

Analytical expression for travel times

The diameter of a diffracting cylinder affects the arrival time of the GPR signal and
the general shape of the diffraction hyperbolas (although as described above this effect is
small when the cylinder is small). Al-Nuaimy et al. (2004) and Shihab and Al-Nuaimy (2005)
provide formulations that consider the radius of the target and are suitable for least squares
approximations. However, for simplification, they treat the transmitter-receiver offset as
negligible.
12
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Figure 4.2: Geometry for cylinder detection using ground-coupled common-offset GPR antennas. The cylinder size is exaggerated for clarity.
Here we relax the zero-offset assumption in the ray formulation. In commercial
shielded instruments the transmitting and receiving antennas move together with a constant, but non-zero, offset. Figure 4.2 illustrates the problem. The transmitting (T ) and
receiving (R) antennas are respectively at distances dT and dR from the point of beam incidence on the rebar circumference (O0 ) and are placed at xT and xR on ground, where
|xT − xR | = δx is the antenna offset. The rebar with radius r is at horizontal location x
and the top of it is at depth y below the surface. Since rebar are often metallic and can be
considered as almost perfect electrical conductors, the point of incidence, O0 at depth h ≥ y
and at horizontal location x0 , plays a critical role in shaping the hyperbolic patterns.
Antennas used in rebar inspection generally have frequencies greater than 1 GHz
(due to shallow burial depth and small rebar diameters) and are very small in size (less than
several centimeters). Previous authors approximated dT and dR as O0 leading to equation
(4.1). However, for small targets this approximation may approach the time corrections
associated with the target radius. Here dT and dR are considered explicitly. To calculate dT
and dR requires O0 and φ (the angle between the rebar center and the antenna center). φ is
calculated via (4.2) and the depth and position of point O0 , h and x0 , are obtained via (4.3)
and (4.4).
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s

d=

(x − xT −

φ = arctan

δx 2
) + (y + r)2 − r
2

x − (xT +
y+r

δx
)
2

(4.1)

(4.2)

h = y + r(1 − cos φ)

(4.3)

x0 = x − r sin φ

(4.4)

Finally, dT and dR are calculated using (4.5) and (4.6), respectively. Considering
the medium around the rebar to be homogeneous with relative permittivity , the two-way
travel time of the EM pulse diffracted from rebar, tT O0 R , is obtained from (4.7), where c is
the speed of light in free space and t0 is the effective time zero at which the pulse leaves the
transmitter.

dT =

q

(x0 − xT )2 + h2

s

dR =

(x0 − xT −

tT O0 R =

δx 2
) + h2
2

dT + dR
+ t0
c /√
()

(4.5)

(4.6)

(4.7)

The rebar diameter and rebar location can be calculated by finding the radius, position, and concrete permittivity that best fits the ray travel times in (4.7) . However, the
accuracy of this is limited if data are noisy or if hyperbola picking is performed inaccurately
(Sham and Lai (2016); Jazayeri et al. (2018)). These values are thus used here as the initial
estimates for the FWI process.
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We note that full waveform inversion also requires an initial estimate of the concrete
conductivity, and the rebar permittivity and conductivity. The initial concrete conductivity
estimate is derived with the method of Jazayeri et al. (2018). The FWI process involves
iterations with forward modeling of the wave propagation, which is done using the code
gprMax (Warren et al. (2016)). The rebar is fixed as "pec", or perfect electric conductor, in
gprMax. The radar wave does not penetrate this medium and hence the medium does not
have defined material properties. We note that this assumption would not be appropriate for
corroded rebar. The initial estimates of all other properties are updated in the FWI process.
Because the FWI process aims to find the model that best fits the real data, the shape
of the transmitted pulse must be considered. The effective pulse shape, or source wavelet can
not be directly measured with ground-coupled antennas. Deconvolution strategies offer an
alternative solution. Deconvolution methods that require no initial information of subsurface
geometry are known as blind deconvolution. Recent developments in blind deconvolution
enable us to handle even noisy data based on a sparsity assumption of subsurface reflectivities. Here we use the sparse blind deconvolution (SBD) algorithm from Jazayeri et al.
(2019), described briefly below.
Data can be considered as a convolution product of the source wavelet and the subsurface reflectivity model, both unknown, plus additive noise. Fully blind deconvolutions
that can solve for both unknowns are extremely computationally expensive. However if an
initial estimate for the source wavelet can be captured from the data, the sparse reflectivity
model can be estimated using an `2 − `1 norm problem solved by Split-Bregman algorithms
(e.g. Jazayeri et al. (2019)). This process then can be taken into a two-step loop of updating
the SW (by solving an `2 − `2 norm problem, the Wiener filter) and then the reflectivity
model. If sufficient care is taken while selecting the initial SW, the final SW and reflectivity
models are likely to be the global solutions for this minimization problem. (This requirement is loosely equivalent to a starting model in which the pulses differ by less than half a
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wavelength from the true values (Meles et al. (2010)).) The final SW is fed into the FWI
process.
The final reflectivity structure that comes out of the SBD can be considered as a model
of data in which the effect of the pulse shape and much of the noise are removed. Therefore,
the hyperbolas in the estimated reflectivity model are clear and are used to perform the
ray-based analysis associated with equations 2-7. The ray-estimated rebar locations and
diameters and concrete permittivity are used as the FWI starting model. Details on the
FWI process are described in step 5 of Jazayeri et al. (2018).
4.5

Results
We evaluate the performance of the proposed method on one synthetic and two real

data examples acquired with different instruments in different experiments.
4.5.1

Synthetic data, reinforced concrete

For the synthetic test, we create 3D data with the first derivative of a Ricker wavelet
with 35° phase rotation as the source wavelet (following Jazayeri et al. (2019, 2018)). The
antenna is a Hertzian dipole with 3 cm transmitter-receiver offset and nominal frequency of
2.4 GHz. Four metallic rebars are placed at depths between 2.7 and 4 cm (see Table 4.1 and
Figure 4.3) in uniform concrete. High and low frequency noise are added to the data with
a Gaussian distribution of high-frequency noise centered at 3 GHz and peak value of 25%
of the pulse amplitude, and lower frequency noise (1.5 MHz) added at a lower level (15% of
pulse amplitude) (Figure 4.1). Parts of the diffracted signal, specifically for the rebar #4 are
mixed with the direct wave. Realistic modeling of the direct wave is challenging due to the
fact that it falls in the near-field zone. To avoid including the direct wave in the analysis, a
background removal filter (an average trace removal across the whole profile) is applied to
the data (Figure 4.5).
To define the initial source wavelet required for the SBD algorithm sections of data in
proximity to the hyperbola apexes are carefully selected, time-shifted in order to maximize
16

Figure 4.3: Cross section of the 3D geometry model for rebar in homogeneous concrete. Four
different rebar are assumed at different depths. 10 cells of Perfectly Matched Layer (PML)
on each side are added as absorbents to eliminate the boundary effects.

Figure 4.4: The source wavelet used to create the synthetic GPR data in Figure 4.1 from
the model in Figure 4.3 is a Ricker wavelet derivative with 35° phase rotation.
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Figure 4.5: Synthetic data from Figure 4.1 after background removal to eliminate the direct
wave. Black boxes show sections of the data used to define the initial source wavelet for
SBD.
the zero-lag cross-correlation, stacked and normalized (black boxes on Figure 4.5). This
results in an initial wavelet whose general shape follows the true wavelet, but the amplitudes
of the two positive parts of the signal are clearly under-estimated (Figure 4.6). The SBD
process successfully modifies this initial wavelet to a wavelet closer to the true one, although
some mismatch remains, presumably due to the effects of noise in the data. The final
estimated reflectivity model (Figure 4.6) is a relatively clean representation of the data with
the source wavelet removed. The hyperbolic portions of the reflectivity model are then used
for the ray-based analysis to determine the initial model. At this stage horizontal locations
of the targets are well estimated. However from the ray-based analysis alone, significant
errors remain in the estimates of the rebar depth, relative permittivity and conductivity
of the concrete and especially the rebar diameters (Table 4.1). On average, the diameter
values are estimated with 73% error, with a minimum of 25% and a maximum of 124% error.
Variability in the estimated diameters from ray-based analysis is associated with the random
noise in the data, which confirms the sensitivity of ra-based results to noise.
The FWI process then improves the estimates of almost all parameters, particularly
the diameter values (Table 4.1). The average error in the diameter after FWI is 9.7%, with a
18

Figure 4.6: Top. True source wavelet from the synthetic model (solid gray line); initial
source wavelets estimated from the wavelets captured in the boxes shown in Figure 4.5
(solid black line); and source wavelet estimated from the SBD (dashed black line). Bottom.
The estimated reflectivity model of the synthetic data from the SBD. The reflectivity model
contains a range of values, the color scale has been flattened for clarity.
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Table 4.1: The true, ray-based estimated and FWI-estimated parameter values for the synthetic model shown in Figure 4.3. x represents the horizontal location in cm, y the depth in
cm and d the diameter in mm.  is the unit-less concrete relative permittivity and σ is the
concrete conductivity in mS/m.

rebar#
1
2
3
4
Parameter
¯concrete
σconcrete

x
15
35
60
80
True
5
10

True
y
3.5
3.5
4
2.7
Ray-based
3.89
14.2

d
20
20
20
20
FWI
4.77
11.2

Ray-based
x
y
d
16.46 4.64 24.9
36.51 4.04 7.2
61.47 5.9 44.8
81.46 3.89 35.7

x
14.99
35.00
60.00
77.96

FWI
y
3.62
3.57
3.78
2.56

d
21.63
19.02
16.95
22.31

minimum of 4% and maximum of 15.2%. Since the FWI estimate for εconcrete is improved over
the ray-based value, depths are also more accurately estimated. The concrete conductivity
estimate is similarly improved.
4.5.2

Real data, case 1

A concrete block with length 137 cm, width 25 cm and depth 15 cm was constructed
using normal weight concrete (water/cement ratio of 0.4; maximum aggregate size of 19 mm
with a 28 day target compressive strength of 4000 psi) (Figure 4.7 in next page) Hasan and
Yazdani (2016b). Three different standard 19 mm (3/400 ) rebar were embedded with different
concrete covers (2.5, 5, 7.5 cm) (Figure 4.8). A ground-coupled 2.6 GHz GSSI system was
used to collect GPR B-scans perpendicular to rebar direction.
Initial basic processing of the collected data is required before FWI. A standard dewow
filter and time-zero correction are applied first. Finally, high frequency noise was removed
from the data using a simple low pass filter to remove the frequencies grater than 3.2 GHz.
As for the synthetic example, the returns from the least deep rebar (thinnest cover
thickness) are mixed in the direct wave (Figure 4.9) and background removal is applied before
SBD (Figure 4.10). The initial source wavelet for SBD is captured from the data (black boxes
20

Figure 4.7: Construction of the concrete boxes with rebar.

Figure 4.8: Real data - case 1: schematic cross section of the experimental geometry. Three
19-mm rebar are buried at different depths.

21

Figure 4.9: Real data - case1, GPR B-scan from a 2.6 GHz antenna over the experiment
shown in Figure 4.8. The three bars each produce a distinctive hyperbolic return.
in Figure 4.10). The SBD process alters the shape of the initial wavelet, especially around
the tail (Figure 4.11 top). The estimated reflectivity model used to define the initial model
for the FWI is shown in Figure 4.11 bottom. From the ray-based analysis, the diameter
values are estimated with 35% error, with a minimum of 25% and a maximum of 44% (Table
4.2).
The FWI significantly improves estimates of rebar depths, presumably due to a better
εconcrete estimation. The average error for the estimated diameter values after FWI is 7.2%,
with a minimum of 0.1% and a maximum of 11.1%. The conductivity estimate is altered
significantly (Table 4.2).
4.5.3

Real data, case 2

Seven 10 mm rebar were embedded in a concrete slab, each at a different depth (Figure
4.12 and Table 4.3). Compared to the experiment in case 1, these rebar are approximately
half the dimension, and buried over a greater depth range, from 0.5 to 15 cm. A commonoffset B-scan was collected using the Noggin 1000 Sensors and Software system with 1 GHz
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Figure 4.10: Real data - case 1 (as in Figure 4.9) with background removed. Black boxes
show sections of the data used to define the initial source wavelet for the SBD.

Table 4.2: The true, ray-based and FWI-estimated parameter values for the experimental
data collected using a GSSI 2.6 GHz antenna in the experiment shown in Figures 7-11. x
represents the horizontal location in cm, y the depth in cm and d the diameter in mm.  is
unit-less concrete relative permittivity and σ is concrete conductivity in mS/m.

rebar#
1
2
3
Parameter
¯concrete
σconcrete

x
15
45
76
True
-

True
y
2.5
5.0
7.5
Ray-based
5.11
8.22

d
19
19
19
FWI
4.77
14.09

Ray-based
x
y
d
15.34 2.2
14.3
44.51 4.14 27.34
74.47 6.9
12.0
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x
15.02
45.05
75.5

FWI
y
d
2.42 17.02
5.02 19.02
7.61 16.89

Figure 4.11: Real data - case 1: Top. Initial source wavelet estimated from the data in
the boxes shown in Figure 4.10 (solid black line); source wavelet estimated from the SBD
(dashed black line) for the 2.6 GHz antenna. Bottom. The estimated reflectivity model from
the SBD.
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Figure 4.12: Real data - case 2: Construction of the concrete box with seven 10-mm reinforcing bars at depths ranging from 0.5 to 15 cm.
nominal frequency perpendicular to the rebar direction (Figure 4.13). Unlike the case 1
study, the hyperbolas overlap one another at their outer edges.
Similar to the previous case, a standard dewow filter and time-zero correction are
applied on the data. High frequency noise, with frequencies grater than 1.6 GHz, is removed
from the data using a simple low pass filter.
As for the previous test cases, the wavelet is carefully captured from the data and
optimized through the SBD to estimate the source wavelet. The reflectivity model estimated
from SBD is similarly used for the ray-based analysis. The ray-based and final FWI results
are included in Table 4.3. On average the sizes estimated with the ray-based analysis have
61% error with a minimum of 30% and maximum of 162% error. After the FWI process the
average size estimation error is 17% with a minimum of 3% and a maximum of 51% error.
The highest errors are found for the deepest targets where amplitudes are lower and signal
to noise ratio is poorest.
4.6

Discussion and Conclusions
We provide the mathematical expressions for cylindrical targets in common-offset

GPR data assuming non-point diffractors and realistic antenna offset, in order to optimize
estimates of cylindrical target diameter using ray-based analysis. Travel times for the ray25

Table 4.3: Real data - case 2. True and estimated positions and diameters of the bars. Rebar
numbers start from the left side of the concrete slab shown in Figure 4.12. x represents the
horizontal location in cm, y the depth in cm and d the diameter in mm.  is unit-less concrete
relative permittivity and σ is concrete conductivity in mS/m.

rebar#
1
2
3
4
5
6
7
Parameter
¯concrete
σconcrete

x
15
30
45
60
75
90
105
True
-

True
y
15
10
7.5
5
2.5
1
0.5
Ray-based
6.56
28.45

d
10
10
10
10
10
10
10
FWI
5.98
19.72

Ray-based
x
y
d
14.9 16.8 26.2
29
9.4 17.7
45.1
8.2 14.2
60
5.5 13.0
75.4
3.1
5.5
89.7
0.5 15.1
104.9 0.0 15.9

x
14.9
29.5
45.1
60
75.3
90
105.1

FWI
y
14.6
9.8
7.6
5.2
2.6
0.9
0.2

d
15.1
12.8
9.7
10.3
8.9
10.4
10.6

Figure 4.13: Real data - case 2. GPR B-scan over seven rebar from 15 to 0.5 cm depth
shown in Figure 4.12, using Sensors and Software 1 GHz antenna. Background removal is
applied to mute the direct wave.
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Figure 4.14: Real data - case 2: Top. Initial source wavelet estimated from the data (solid
black line); source wavelet estimated from the SBD (dashed black line) for the 1 GHz
antenna. Bottom. The estimated reflectivity model from the SBD.
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based analysis are estimated from the reflectivity series derived from a sparse blind deconvolution of the radar data. Output parameters from the ray-based analysis and an effective
source wavelet estimated from the same deconvolution are used to create a starting model
for full-waveform inversion of the radar data on reinforced concrete.
For a synthetic scenario and two experiments using different instruments over rebar
with concrete cover ranging from 1 to 15 cm, the FWI significantly improves estimates of
rebar diameter over the ray-based analyses. Errors in the final diameter estimates range
from 0.1% to 11% for scenarios where the rebar depth is 7.5 cm or less. These errors are
similar to values reported for other methods (6-12%) that require cross-polarized antennas
or additional methods beyond GPR.
We note that all cases reported here assume uniform permittivity and conductivity
in the concrete. The synthetic case demonstrates that the FWI improves estimates of both
these parameters.
A key limitation in the method presented here is that it requires the GPR profile to
be perpendicular to the rebar. Errors associated with this assumption are the topic of future
investigation. Future research will also consider the effects of heterogeneity in the overlying
concrete and relationships to corrosion status.
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5. Conclusion

In Chapter 2, This paper introduces a new method for FWI of common-offset GPR data,
particularly targeting the dimensions and infilling material of buried pipes. The method
is designed to be used where clear isolated diffraction hyperbolas indicate the presence of
a pipe, but pipe dimensions and filling may be unknown. The method consists of five
main steps: GPR data processing, ray-based analysis to set a good initial model, 3D to 2D
transformation of data, effective SW estimation, and full-waveform inversion. The method
combines two freely available software packages: PEST, for the inversion, and gprMax for
forward modeling of the GPR data.
This method is applied on a synthetic 3D dataset and two 800 MHz GPR profiles
collected over a PVC pipe buried in clean sands. In the synthetic and water-filled and airfilled pipe field cases, good initial estimates of the depth and diameter of the pipe from the
ray-based analysis are improved after FWI. The tests show that while the initial estimate of
pipe diameter is within 30-50% of the true value, the inversion yields estimates with <8%
error. For the field data, the requirement of a good starting model can in practice confirm
or deny a starting assumption about the pipe-filling material.
Ray-based analysis is essential to set up the starting model, particularly to estimate
the pipe location and average soil permittivity and conductivity. Although ray-based conductivity estimates are possible, improvement in the conductivity would require the SW to
be updated after each iteration in the FWI procedure. Iterations on the SW during the FWI
process, as in Busch et al. (2012; 2014), are beyond the scope of this study. The method
in its present form is only effective for isolated hyperbolas, and assumes that GPR surveys
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are conducted with broadside antenna geometry along profiles perpendicular to horizontal
pipes. Furthermore, the soil is assumed to be locally homogenous.
In Chapter 3, the proposed sparse blind deconvolution method is tested on synthetic
and simple field ground penetrating radar data. The method estimates the reflectivity model
of the subsurface and the transmitted pulse shape efficiently and simultaneously without
requiring any prior information from the subsurface or any assumption about the phase of
the wavelet. The initial source wavelet estimate is made by extracting and averaging a subset
of the data. The process then iteratively updates the reflectivity model and source wavelet.
The method is tested on datasets with cylindrical targets and different noise levels.
High frequency noise alone is handled with the split Bregman algorithm parameters α = 0.5
and β = 1 while scenarios with more low frequency noise and a complex pulse are better
treated with α = 0.01 to 0.001 and β = 0.5. The hyperbolic shapes of the recorded signals
are well recovered in the reflectivity models. In the synthetic models the initial wavelet
estimate is improved upon, and the final wavelet estimate is a good fit to the true wavelet.
For ground penetrating radar studies, sparse blind deconvolution can be useful for
image resolution enhancement and better understanding of the source wavelet. Both the
estimated source wavelet and reflectivity model can be used in further advanced modeling
procedures such as FWI.
Chapter 4 presents an effective full-waveform inversion method for the common-offset
surface ground-penetrating radar data to model the rebars in reinforced concrete slabs. This
presented method can be an effective way to improve the traditional analysis results. Traditional ray-based analysis either assumes the targets with hyperbolic returns to be point
diffractors which will fail to provide any kind of information about the target size or would
consider the non-point diffractor but still are very sensitive to the noise level in the data and
therefore the estimated values can be highly biased. We have first provided the mathematical
expressions of cylindrical targets in common-offset GPR data assuming non-point diffractors
and realistic antenna offset. However, the models shown in this article show errors up to 20030

300% of the true diameter value using the ray-based analysis. The full-waveform inversion
process can be be used to improve the subsurface models from common-offset GPR data,
however it requires an effective estimated wavelet. In this paper we have shown that the
sparse blind deconvolution can effectively be used to define both the source wavelet and the
subsurface reflectivity model. The initial model is then defined by performing the ray-based
analysis on the estimated reflectivity model. On average the rebar sizes are estimated with
around 1.5% error with this proposed. The numerical results suggest an improved estimate
of permittivity and conductivity as well as diameters.
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Improving estimates of buried pipe diameter and infilling material
from ground-penetrating radar profiles with full-waveform inversion

Sajad Jazayeri1, Anja Klotzsche2, and Sarah Kruse1

for new buried utilities increases the risk of damaging existing utilities (Lester and Bernold, 2007). As infrastructure ages, the demand
for repairs and replacement requires knowledge of the locations and
connectivities of multiple utility systems installed at different times,
using different materials, in increasingly dense networks, in which
records are often incomplete. In such scenarios, simply detecting a
pipe at a given location may not be sufficient information. Groundpenetrating radar (GPR) resolution of not only the presence of
the pipe but also the pipe diameter, pipe material, or pipe-filling
material (e.g., air, water) could be a way to distinguish and map
different generations or types of utilities.
GPR has become one of the primary tools of choice for mapping
the locations of pipes in urban settings. The transmitting antenna emits
an electromagnetic (EM) pulse that propagates into the subsurface.
The EM pulse travels through the subsurface material, and it is reflected, scattered, and attenuated. The reflection or scattering occurs
when the pulse encounters a subsurface inhomogeneity, in particular,
soil heterogeneities or targets with contrasting dielectric properties
(permittivity). (We note that the permittivity here is expressed as relative permittivity, which is the ratio of the material permittivity to the
permittivity of free space.) The pulse attenuation is primarily controlled by the electrical conductivity of the soil. Reflected energy
is recorded by the receiving antenna. The signal recorded at the receiving antenna contains a combination of the energy traveling in air
and along the ground surface, reflected and refracted energy from soil
inhomogeneities, buried targets (in this case, pipes), and noise. A
buried pipe generates a characteristic diffraction hyperbola because
of its shape and contrast in EM properties with the background soil.
The diffraction hyperbolas of pipes in GPR profiles are sufficiently
distinctive that they can be displayed and interpreted in real time;
hence, GPR is widely used for on-the-spot utility detection.
GPR responses expected from underground utilities, drums,
tanks, and cables have been described in the literature. Early modeling by Zeng and McMechan (1997) describes responses for a variety of utility scenarios, with air-filled, water-filled, and partially

ABSTRACT
Ground-penetrating radar (GPR) is a widely used tool for
the detection and location of buried utilities. Buried pipes
generate characteristic diffraction hyperbolas in raw GPR
data. Current methods for analyzing the shapes and timing
of the diffraction hyperbolas are very effective for locating
pipes, but they are less effective for determining the diameter
of the pipes, particularly when the pipes are smaller than the
radar wavelengths, typically a few tens of centimeters. A
full-waveform inversion (FWI) method is described for improving estimates of the diameter of a pipe and confirming
the infilling material (air/water/etc.) for the simple case of an
isolated diffraction hyperbola on a profile run perpendicular
to a pipe with antennas in broadside mode (parallel to the
pipe). The technique described here can improve a good initial guess of the pipe diameter (within 30%–50% of the true
value) to a better estimate (less than approximately 8% misfit). This method is developed by combining two freely
available software packages with a deconvolution method
for GPR effective source wavelet estimation. The FWI process is run with the PEST algorithm (model-independent
parameter estimation and uncertainty analysis). PEST iteratively calls the gprMax software package for forward modeling of the GPR signal as the model for the pipe and
surrounding soil is refined.

INTRODUCTION
Modern life depends on subsurface pipelines used to carry water,
oil, gas, sewage, and other fluids. Civil engineering and construction industries face the challenge of maintaining and repairing
existing pipelines as well as laying new pipes. Increasing demand
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pipe diameter affects GPR returns, most visibly when the radar
wavelength is small compared with the pipe diameter and the pipe’s
permittivity is significantly different from the surrounding soil
(Roberts and Daniels, 1996). In this case, distinct returns can be
captured from the top and bottom of the pipe, as shown in Figure 1
(e.g., Zeng and McMechan, 1997). It is easier to capture the dimensions of water-filled pipes than air-filled pipes because the slow radar velocity in water delays the return from the bottom of the pipe
by a factor of approximately nine over the equivalent air delay. In
either case, when the pipe is narrow enough that the top and bottom
returns overlap and interfere, extracting information on pipe diameter from the single hyperbola is challenging. Wiwatrojanagul et al.
(2017) report no significant difference for the hyperbolic reflections
for different rebar diameters. Diameter estimation based on fitting
hyperbolas is clearly impacted by decisions about the phase of the
pipe return selected for the fit (because one can choose either positive or negative phases; see Dou et al., 2017) and trade-offs made in
wave velocity and pipe diameter selections. The hyperbola-fitting
method also cannot provide any information about the pipe-filling
material.
Ristic et al. (2009) present a method to estimate the radius of a
cylindrical object and the wave propagation velocity from GPR data
simultaneously based on the hyperbola fitting. In their method, the
target radius is estimated by extracting the location of the apex of
the hyperbola and the soil velocity that best fits the data for a point
reflector, followed by finding an optimal soil velocity and target
radius, using a nonlinear least-squares fitting procedure. This
method is handicapped because the variability in the GPR source
wavelet (SW) and local complexities in the soil’s permittivity
and conductivity structure affect the shape of the returned pulse.
This in turn affects how the arrival times of diffracted returns
are defined. These perturbations to the arrival time can be on the
order of the changes expected with the changing cylinder diameter,
making it difficult to distinguish the pipe diameter from the wavelet
from the permittivity and conductivity complexities.
Other researchers have also investigated the complexities associated with pipe returns. For example, GPR can be applied for leakage
detection from the pipes. Crocco et al. (2009) and Demirci et al.
(2012) successfully detect water leakage from plastic pipes using
GPR by applying microwave tomographic inversion and a backprojection algorithm, respectively. Ni et al. (2010) use a discrete
wavelet transform (DWT) to filter and enhance GPR raw data to
improve image quality. They find DWT to be advantageous in
the detection of deeper pipes if shallower anomalies obscure the
reflected signal from deeper targets, but they do not attempt to extract pipe diameter information. Janning et al. (2014) present an approach for hyperbola recognition and pipe localization in
radargrams, which use an iterative-directed shape-based clustering
algorithm to recognize hyperbolas and identify groups of hyperbola
reflections that belong to a single buried pipe.
Full-waveform inversion (FWI) can potentially provide highresolution subsurface images because it uses information from the
entire waveform. If achieved, FWI can improve on estimates of pipe
diameter made from ray-based arrival time analysis, as in Ristic et al.
(2009). Virieux and Operto (2009) provide an overview of the development of this technique for seismic data. FWI on GPR data is
most commonly applied on crosshole GPR data to study aquifer
material (e.g., Ernst et al., 2007; Klotzsche et al., 2010, 2012, 2013,
2014; Meles et al., 2010, 2012; Yang et al., 2013; Gueting et al.,

saturated pipes. Maierhofer et al. (2010) provide a workflow for the
typical common-offset GPR data analysis procedures as well as
modeling and imaging techniques common to rebar detection.
Benedetto and Pajewski (2015) describe examples of GPR surveys
in civil engineering, including pavement, bridges, tunnels and
buildings, underground utilities, and voids.
The horizontal position of an underground pipe on a GPR profile
is readily established as the location of the peak of the characteristic
diffraction hyperbola (Figure 1). Inferring the depth to the top of the
pipe requires knowledge of the average velocity structure of materials over the pipe. Loeffler and Bano (2004) study the impact of
water content on the permittivity and therefore on GPR signals by
simulations of cylindrical objects in the vadose zone. One way to
derive the propagation velocity in the medium is by conducting a
common-midpoint (CMP) or wide-angle reflection and refraction
(WARR) survey, in which the spacing between the transmitter
and receiver is progressively increased. Following methods derived
for stacking seismic data, layer velocities can be determined by
semblance analysis (Fisher et al., 1992; Grandjean et al., 2000;
Liu and Sato, 2014; Liu et al., 2014). This method has the advantage
of recovering information on how velocity varies with depth, but it
requires surveys with systems that permit a variable offset between
transmitter and receiver. Urban surveys require shielded antennas
(to avoid reflections from surficial objects); most shielded systems
cover a transmitter-receiver pair in a single shielded unit that does
not lend itself to easy acquisition of CMP surveys. Alternatively, an
average velocity can be determined from the shape and timing of the
diffraction hyperbola that forms the GPR return from the pipe itself.
So, in general, the pipe depth is estimated by finding the average
velocity that best fits the measured hyperbola. However, Sham and
Lai (2016) observe that the curve-fitting method is biased by human
judgment. Grandjean et al. (2000), Booth et al. (2011), and Murray
et al. (2007) describe the accuracy with which velocities, and hence
depths of utilities, can be determined via both methods.
In this paper, we focus on how to extract additional information
about pipes, beyond position and depth, from GPR profiles. The

Figure 1. A synthetic GPR profile for an air-filled PVC pipe. The
inner diameter of the pipe is 40 cm with a wall thickness of 3 mm;
the central frequency of the antenna is 800 MHz. In this case, distinct reflections from the top and bottom of pipe are observed; later,
weaker arrivals are multiples.
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The inversion procedure in step 5 requires forward modeling of
GPR wave propagation. Because forward modeling of 3D waves is
computationally expensive, 2D forward modeling is used. This requires a 3D to 2D transformation on the data, accounting for the
expected differences between the real source and a line source,
and correcting the geometric spreading factor.
We note that the goals of the method described here are to improve the initial estimates of pipe diameter and pipe-filling material
and soil permittivity. Estimating the conductivity of the pipe-filling
material (or soil) would require further computational expense, in
the form of updating the SW estimation (step 4) at each iteration of
the inversion process in step 5. Here, the conductivity values are
estimated from ray theory and then fixed during the inversion process. To eliminate errors caused by inaccurate conductivity values,

2015, 2017; van der Kruk et al., 2015; Keskinen et al., 2017) or on
frequency-domain air-launched GPR signals for a limited number
of model parameters (Lambot et al., 2004; Tran et al., 2014; André
et al., 2015; De Coster et al., 2016; Mahmoudzadeh Ardakani et al.,
2016). Lavoué et al. (2014) use frequency domain FWI to image 2D
subsurface electrical structures on multioffset GPR data. Kalogeropoulos et al. (2011) use FWI on surface GPR data to monitor chloride and moisture content in media. Busch et al. (2012, 2014) apply
FWI on surface GPR data to characterize soil structure and to obtain
conductivity and permittivity estimations. Busch et al. (2013)
further apply FWI on surface GPR data to estimate hydraulic properties of a layered subsurface.
The method described in this paper builds on the previous work
by applying the FWI method to the problem of pipe diameter and
infilling material estimation. Multiple variables
that influence the GPR diffraction hyperbola
can be incorporated into the inversion process.
Here, the method is assessed when the SW, average soil permittivity, pipe depth and horizontal
position, pipe inner diameter, and pipe-filling
material are optimized in the inversion. The
method in its current state is only effective with
diffraction(s) from one pipe, and it does not yet
share the advantages of Ni et al. (2010) and
Janning et al. (2014) methods that can distinguish multiple pipes.
We note that we are considering only an exceptionally simple case that provides a starting
point for more thorough investigations. We only
consider transects run perpendicular to a horizontal pipe with antennas in broadside mode (maintained parallel to the pipe and perpendicular to
the transect). Polarization effects on surveys
oblique to pipes will be quite different (e.g., Villela and Romo, 2013).

METHOD
The method presented here for determining a
best-fitting pipe diameter and other parameters
involves five main steps (Figure 2): (1) basic
processing of the raw GPR data, (2) defining
the starting model using the ray-based diffraction
hyperbola analysis, (3) transformation of 3D data
to 2D, (4) finding a good effective SW, and (5) an
iterative inversion process that runs to a threshold
criteria to find the pipe diameter that best fits
the data. The starting model created in step 2
is defined using ray-based analysis of the data,
whereby the average soil velocity and therefore
electrical permittivity, soil electrical conductivity, pipe lateral location, and depth are estimated. In this workflow, the user must assume
a permittivity of the pipe-filling material (e.g.,
a value expected for air, water, or sewage) and
the pipe material (e.g., PVC) and pipe wall thickness. With these assumptions, a value for the
electrical conductivity within the pipe and a starting estimate of the pipe diameter are also derived.

Figure 2. The inversion process flowchart. The critical steps prior to the PEST full
waveform inversion (gray box) are (1) simple GPR data processing, (2) ray-based analysis to estimate the initial model, (3) 3D to 2D transformation, (4) source-wavelet correction(s); and (5) creation of a reasonably good initial model using the ray-based results
and the estimated SW, starting the inversion.
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3) 3D to 2D transformation: To simulate 2D line-source generated
waveforms that would be equivalent to those observed in the 3D
data, a transformation is applied to the data (see Figure 2,
step 3). This transformation is a prerequisite for the application
of the 2D forward modeling in the inversion process, as noted
for example by Ernst et al. (2007), Klotzsche et al. (2010, 2013),
and Meles et al. (2012). We follow the method developed by
Forbriger et al. (2014) to transform 3D shallow seismic data to
2D.
pﬃﬃﬃﬃﬃﬃTheir method convolves data in the time domain with a
t−1 , where t is the traveltime, followed by an amplitude correction. The convolution provides a π∕4 phase shift and corrects
the geometric spreading difference between two and three
dimensions.
4) SW estimation: The effective SW needs to be estimated once
data are transformed to two dimensions (Figure 2, step 4).
The shape and the amplitude of the SW depend on the instrument used, ground coupling, and the surficial soil permittivity
and conductivity structure. As such, the user has little control
over the wavelet form while collecting data. However, a good
effective SW estimation is critical for the success of the inversion (inversion runs without the wavelet estimation step yield
markedly poorer results or fail to converge). Ernst et al. (2007)
and Klotzsche et al. (2010) propose a deconvolution approach
to correct an initial estimate of an effective SW, for crosshole
GPR data. An improved SW is obtained by deconvolving radar
data with the impulse response of the earth in the area of investigation (Ernst et al., 2007; Klotzsche et al., 2010; Kalogeropoulos et al., 2011). We adapt this deconvolution approach for the
use of common-offset data. The deconvolution is applied with
the ray-based model and the observed data to correct the SW,
and the process is then repeated a second time to yield a second
corrected SW. Details of the procedure are described in Klotzsche et al. (2010).
The method requires an initial guess of the waveform. For the
instrument and terrain conditions in the case studies presented
here (a Mala Geosciences ProEx 800 MHz shielded antenna on
partially saturated clean sands), we find that the fourth derivative of a Gaussian wavelet (second derivative of a Ricker wavelet) is effective. The efficiency of the FWI method is found to be
highly dependent on the availability of an accurately corrected
SW. The recovered SW is in turn dependent on the starting
model (impulse response) of soil and pipe properties, and on
the number of data traces and time window within traces used
in the wavelet correction. Errors in the starting model propagate
into the effective SW, and errors in the amplitude of the SW in
particular can trade-off with errors in the conductivity model.
Because the conductivity estimations in the FWI approach are
highly dependent on the SW, a successful FWI analysis that
aims to estimate the conductivity values requires the SW to
be updated at each iteration of the FWI process. Busch et al.
(2012, 2014) extend the deconvolution approach for surface
WARR GPR data and combine it with a frequency-domain
FWI for a horizontally layered media that better describes
the sensitivity of the SW estimation to subsurface parameters.
Thereby, Busch et al. (2012, 2014) combine the FWI and an
effective SW update in terms of medium parameters and wavelet phase and amplitude. In contrast to common-offset data,
WARR data provide more information about amplitude decay
with changing offset and allow a better conductivity estimation.
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traces are individually normalized before misfit calculations in the
inversion process. The pipe wall thickness estimate is also fixed in
the inversion process, as typical values of a few mm put it below the
GPR signal resolution.
1) Basic processing of raw GPR data: Some initial processing of
the GPR data is essential for the inversion process to work (see
Figure 2, step 1). A standard dewow filter and time-zero
corrections (e.g., Cassidy, 2009) are followed by a high-cut frequency filter (2 GHz for examples in this paper). Highfrequency noise removal is important because the forward
models generated during the inversion process (described below, Figure 3) simulate “clean” data without such noise. In practice, additional data smoothing in the x and y (space and time)
dimensions is found to help the inversion efficiency. The optimal window size for the xy filter appears to vary with individual
data sets, and selection depends on the interpreter’s experience.
The combined effects of these processing steps on the signal
amplitude, for all data presented here, are on average less than
1% through the traces. On the two noisiest traces, the average
amplitude change is 4%. The data are not gained.
2) Defining the starting model using ray-based diffraction hyperbola analysis: The FWI and the effective SW estimation are
impossible without a good initial model. We use ray-based
analysis to estimate the initial parameters (Figure 2, step 2).
First, traveltimes of the peak amplitudes of the diffraction hyperbola (from the top of pipe, if two are observed) are identified.
Second, Radzevicius (2015)’s least-squares method is then used
to estimate the average soil velocity, pipe depth, and lateral position that best fits the peak amplitude times, assuming the pipe
to be a point diffractor and zero offset between antennas. If two
distinct hyperbolas from the pipe top and pipe bottom are recognized, then the diameter is estimated from the rms average of
the traveltime differences Δt for the peak amplitudes of returns
from the pipe top and pipe bottom on traces in the diffraction
hyperbola, where diameter ¼ ðvfilling ∕2ÞΔtrms and vfilling is the
velocity assumed for the pipe-filling material. The interpreter
can assume the pipe to be water or air filled to estimate vfilling .
If the resulting diameter appears unreasonable, an alternative
filling medium can be considered (for most engineering utility
scenarios, if distinct reflections from the top and bottom of the
pipe are recorded with 800 MHz antennas, it is likely that the
pipes are water filled). For instance, a 10 cm diameter waterfilled pipe generates almost the same time interval between
the hyperbolas off the pipe top and pipe bottom as a 90 cm
diameter air-filled pipe. If no hyperbola from the pipe bottom
can be recognized, interpreters must rely on their best guesses
for the initial diameter based on knowledge of the site.
An average soil conductivity is estimated by a least-squares
approach described in Appendix A. The maximum absolute amplitudes on the recorded hyperbola from the top of the pipe are
used to find the best conductivity model that fits the data.
With isolated, clear diffraction hyperbolas and some knowledge
about the expected target properties, it is possible to make sufficiently good starting models that the inversion can proceed
successfully. Meles et al. (2012) indicate that successful inversion requires initial models return synthetic data pulses that are
offset less than one-half wavelength from the measured traces.
Ray-based analysis is critical for satisfying this criterion.
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This approach needs to be given a set of starting model parameters (p0 ), which will be updated to find the global minimum of the
cost function (φ) in the time domain. The optimization process can
benefit from adjusting equation 4 by adding a Marquardt parameter
(α). The new form of the upgrade vector can be rewritten as equation 5, where I is the n × n identity matrix:

Adapting this approach to common-offset data is beyond the
scope of this paper, and we thus expect errors associated with
the SW amplitude estimation and the conductivities in the inversion process. We recognize this limitation in the method
by eliminating soil conductivity as an inversion parameter (it
remains fixed at the initial value), and reducing the impact
of the soil conductivity on the inversion process by normalizing
traces individually when calculating the cost (objective) functions at each inversion step.
5) FWI: As the fifth and final step, the GPR returns from the pipe
are inverted to improve on the initial model of soil and pipe.
In this paper, the inversion procedure is designed using two
software packages that are freely available. The first, the PEST
(model-independent parameter estimation and uncertainty
analysis) package (Doherty, 2017), is used for inverting the data
to find the best model parameters (Doherty, 2015). The second,
gprMax 2D (Giannopoulos, 2005; Warren et al., 2016), is used
to compute the GPR readings expected at each step as the model
parameters are updated (Jazayeri and Kruse, 2016). Because
small cell sizes are necessary for the inversion to accurately recover the pipe dimensions, a 3D forward model, although
clearly preferable, was too computationally expensive for this
study.

u ¼ ðJT QJ þ αIÞ−1 JT QR:

(1)

d ¼ d0 þ Jðp − p0 Þ:

(2)

−1∕2

Sii ¼ ðJT QJÞii

S−1 u ¼ ððJSÞT QJS þ αST SÞ−1 ðJSÞT QR:

(6)

(7)

The largest element of αST S is often denoted as the Marquardt
Lambda (λ), and it can be specified to help control the parameter
upgrade vector u and optimize the upgrade process.
To start the inversion, PEST makes an initial call to gprMax to
compute the initial GPR data set expected from the starting model
p0 with the corrected SW (Figure 2, step 5). The Marquardt λ value
is set to 20, and PEST computes the initial cost function φ. Then, a
lower λ value is set and the cost function is recalculated. This process is repeated until a minimum cost function is found. If a lower
cost function is not observed by λ reduction, a higher lambda will be
tested. Parameters p are then updated using the λ value that yields
the minimum cost function, and the next iterations starts, with
gprMax called again from PEST to compute the new corresponding
GPR readings d0 . PEST then computes the residuals R between the
updated model and real data. The next iteration starts with the best
Marquardt λ from the previous iteration. If, in the next iteration, a
lower cost function is not achieved, a new vector of updated parameters will nevertheless be tested. This process continues until the
step at which a lower cost function is not found after N iterations.
The N in this process was set to six. The user can also specify upper
and lower bounds for the parameters p. In this study, the relative
permittivity is restricted between 1 and 90, and pipe diameters
are bounded between 0 and 20 cm.
A concern in any inversion process is that the algorithm leads to a
local minimum rather than the global minimum solution. For the
real data, we cannot unambiguously identify the global minimum.
To avoid local minima trapping, we follow, to the extent possible,
the recommendation described above that the initial synthetic data
set is offset less than a half wavelength from the measured data (e.g.,
Meles et al., 2012; Klotzsche et al., 2014). Then to qualitatively
assess the likelihood that our results presented represent a local minimum, we run the inversion process with multiple sets of initial
model parameters p0 , and compute the cost function φ at the conclusion of each run. The selection of initial models is described below. Runs that terminate with variable best-fit parameters p and
differing cost functions φ are suggestive of termination at local
minima.

(3)

If u is denoted as the parameter upgrade vector, u ¼ p − p0 , it
can be written as

u ¼ ðJT QJÞ−1 JT QR;

:

Finally, equation 6 can be rewritten as

The best fitting model is the one that produces the minimum of
the cost function φ (equation 3), where d is the real data collected
and Q is an m × m diagonal weights matrix:

φ ¼ ðd − d0 − Jðp − p0 ÞÞT Qðd − d0 − Jðp − p0 ÞÞ:

(5)

For problems with parameters with greatly different magnitudes,
terms in the Jacobian matrix can be vastly different in magnitude.
The round-off errors associated with this issue can be eliminated
through the use of an n × n diagonal scaling matrix S. The ith
element of the scaling matrix is defined as

PEST, prepared by John Doherty and released in 1994, is a package developed for groundwater and surface-water studies (Doherty,
2017), but it can be linked to any forward-modeling problem. PEST
uses the Gauss-Marquardt-Levenberg nonlinear estimation method
(Doherty, 2010, 2015).
The relationship between the model parameters (e.g., pipe radius
and soil permittivity) and the model-generated observation data
(GPR returns) is represented by the model function M that maps
the n-dimensional parameter space into m-dimensional space,
where m is the number of observational data points d. The term
M should be differentiable with respect to all model parameters
(Doherty, 2010). A set of parameters, p0 thus generate the model
observations d0 (equation 1). Although generating another set of
data d from a p vector slightly different from p0 , the Taylor expansion provides equation 2 as an approximation, where J is the Ms
Jacobian matrix:

d0 ¼ Mðp0 Þ;

H31

(4)

where R is the nonnormalized vector of residuals for the parameter
set, R ¼ d − d0 .
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The ray-based analysis is applied to the synthetic GPR data (Figure 3c) assuming the pipe to be water filled. The ray-based analysis
estimates the diameter with 15% error (Table 1). In contrast, an airfilling assumption results in an approximately 10%–30% error in
diameter estimation. Lateral position and soil average permittivity
and conductivity are well-estimated using the ray-based analysis
(Table 1). The 3D to 2D transformation is applied, and the transformed data are then treated as the “observed data” in the inversion
process.
A uniform soil permittivity, a uniform effective soil conductivity,
a uniform effective in-filling conductivity, and the pipe lateral position and depth are set following the methods described above.
Therefore, the unknown parameters in the inversion process are defined to be uniform soil and pipe-filling permittivities, pipe depth,

RESULTS AND DISCUSSION
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Synthetic model
This inversion method is evaluated by creating a 3D synthetic
model of a PVC pipe filled with fresh water and buried 35 cm
in homogeneous semi-dry sand (Figure 3a; Table 1). The model
is used to generate synthetic 3D GPR readings. The GPR data
set (Figure 3c) is created assuming a common-offset survey with
an 800 MHz antenna set with 14 cm spacing between transmitter
and receiver. Every 5 cm, a pulse is transmitted and received, with
12 traces in total. The synthetic waveform is a fourth derivative of
the Gaussian waveform, similar to those of some commercial systems (Figure 3b). The cell size in the gprMax 3D forward model
is 1 × 1 × 1 mm.

Figure 3. (a) Model geometry for a PVC pipe containing fresh water embedded in semi-dry sand. The pipe inner and outer diameter are 10 and
10.6 cm, respectively. The colored cross sections show the part of the model over which the antenna has moved. (b) The 800 MHz fourth
derivative Gaussian wavelet assumed for the GPR signal. (c) The GPR profile produced by synthesizing readings every 5 cm across the model.
The circles show the arrival-time picks used in the ray-based inversion. The white lines show the arrival-time curves predicted form the raybased inversion parameters.

Table 1. The correct, initial guess, and inverted parameter values for the synthetic model. Pipe diameter estimate is significantly
improved by the inversion process. Soil conductivity and pipefilling conductivity are fixed to the ray-based results during FWI.

Case
Synthetic model
of the water-filled
pipe

Parameter
Relative permittivity of the soil
Electrical conductivity of the soil (mS∕m) (fixed)
Relative permittivity of pipe-filling material (water)
Electrical conductivity of pipe-filling material
(water) (mS∕m)
X (center of the pipe) (cm)
Depth of the top of the pipe (cm)
Pipe wall thickness (mm) (fixed)
Pipe inner diameter (cm)
Pipe relative permittivity (PVC) (fixed)
Pipe electrical conductivity (mS∕m) (PVC) (fixed)
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Correct
value

Ray-based
estimation

FWI result with the
ray-based results as
the starting model

Estimation
error (%)

5
2
80
1

5.1
2.3
80
2.5

5.09
—
78.5
—

1.8
—
2.25
—

50
35
3
10
3
10

49.95
33.65
—
11.5
—
—

49.95
35.08
—
10.12
—
—

0.1
0.23
—
1.2
—
—
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and inner diameter. In this scenario, the pipe is
assumed to be known to be constructed with
PVC of typical wall thickness (3 mm), and the
pipe permittivity and conductivity are set to values
appropriate for PVC (see Table 1). To mimic the
inversion process in which the SW is not known,
an initial guess of a Ricker wavelet is applied as
the SW (Figure 4) and a synthetic 2D model is
generated using the ray-based estimated model
and the Ricker wavelet. For the wavelet estimation, the direct air and ground wave are excluded.
With the deconvolution method, the model SW is
corrected (see Figure 4, the first corrected SW).
The synthetic data are again calculated with the
first corrected wavelet. At the last step of the
SW correction, the wavelet is deconvolved again
using the second synthetic data and the observed
data (e.g., Klotzsche et al., 2010). In this process,
the symmetric Ricker shape wavelet is altered to a
nonsymmetric form closer to the real wavelet.
Because the ray-based results are good approximations of the “true” model parameters, Figure 5
illustrates that the effective SW correction alone
produces a good fit between the hyperbola from
the top of the pipe of the observed and modeled
GPR traces. The inversion procedure for the soil
and pipe properties and dimensions then brings
improved alignment of the bottom of pipe diffraction returns (Figure 5) and reduces errors (Table 1).
For instance, the ray theory estimated the pipe inner diameter to be 11.5 cm, whereas the FWI
process improved this estimate model parameter
to 10.12 cm (1.2% error). The estimated depth
also shows an improvement after the FWI process.
To study the effect of the initial value selection
on the FWI results, the FWI process was run 22
times for this case, in each case varying the permittivity of the pipe filling material and pipe
diameter as initial model parameters. In each
case, the effective SW is computed with the
model medium properties. The initial values
were specified in 15 cases by randomly varying
values in a Gaussian distribution around the best
fit inversion results of Table 1 with a standard
deviation of 50% of the ray-based result and then
in seven cases by randomly assigning more
extreme outliers to selected parameters (a comprehensive examination of all five inversion
parameters was computationally not feasible
and is outside the scope of this paper). Figure 6
summarizes the changes in cost function from the
initial value to the final inversion value for all
runs, for the pipe inner diameter (Figure 6a)
and the pipe-filling relative permittivity (Figure 6b). Note that only the first and last steps
of the inversion process are shown as the tail
and tip of the arrows; the successive changes
in parameters through multiple iterations are
not shown.

H33

Figure 4. The real SW used to create 3D model (black), initial SW used in the synthetic
model (gray); the first (light dashed gray), and second corrected effective SW pulse (dark
dashed gray). The amplitudes are normalized.

Figure 5. Comparison of observed true synthetic GPR traces (black), the GPR traces
predicted from the initial model and corrected SW (dashed), and the GPR traces predicted from the final inverted model (gray). Traces are normalized individually.

Figure 6. Cost function values associated with the initial guess (tail of arrow) and the
inversion output (tip of the arrow) for 22 runs. Note that in each run, the initial values of
the other variables in the inversion also vary. (a) The cost function changes with the inner
pipe diameter. The dashed gray line marks the true (simulated) 10 cm pipe inner diameter. (b) The cost function changes with the infilling relative permittivity. The dashed
gray line marks the true pipe filling relative permittivity of 80. With starting values of
pipe diameter within a factor of two of the correct value, the inversion improves the
estimate of the pipe diameter. The bold gray arrows show the inversion run with starting
parameters from the ray-based analysis, listed in Table 1.
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tree roots. Attempts were made to make sure that the soil was as
uniformly distributed as possible above the pipe to increase the
chances of receiving clear diffracted hyperbolas.
Two subsequent GPR surveys were performed. The first was run
on the empty, air-filled pipe on the same day the pipe was buried.
The second was run almost six weeks later, in late July 2016.
Although the soil was quite dry on the day of the July survey, there
had been heavy rains in the six weeks since the pipe was installed,
so it is assumed that the soil over the trench had settled and compacted to a degree more similar to undisturbed neighboring soil. For
this second survey, the pipe was completely filled with fresh water.
In this paper, we discuss the July water-filled pipe survey first because the data interpretation is more straightforward.

Figure 6a shows that the diameter estimates are improved for all
starting values within a factor of two of the true value. Many initial
models converge at a 1–2 mm overestimate of the pipe diameter, but
the ray-based analysis starting model yields a final diameter only
0.12 mm greater than the true value, a difference less than the
1 mm cell size in the forward models. From Figure 6b, it can be
concluded that inversions starting with significantly lower initial
assigned in-filling relative permittivity values (<50) and initial pipe
diameters that differed from the true diameter by more than 50%
failed to reach within 10% of the true value. Lower initial pipe-filling relative permittivities (≤50) also significantly increased the time
for convergence. We defer more detailed discussion of starting models to the more realistic field case studies described below.
The synthetic model results above show that this FWI method is
effective for improving estimates of pipe dimensions in highly
idealized conditions. The effects of realistic soil heterogeneities
are missing. In the following section, results of the method in
real-world but well-controlled scenarios are presented.

Case study 1: Water-filled pipe
After the pipe was filled with water, as illustrated in Figure 8, a
grid of 15 parallel profiles was acquired, with 5 cm spacing between
profiles (a subset is shown in Figure 9). All profiles were run in a
north–south direction, perpendicular to the pipe that was laid in an
east–west direction. A Mala-ProEx system with 800 MHz shielded
antennas was used. The spacing between traces along each profile
was set to 8.5 mm and was controlled by an odometer wheel that

Case studies of PVC pipe in well-sorted sands
The inversion method was tested with GPR profiles run across a
buried PVC pipe of known position and dimensions. The field tests
were run in the Geopark of the University of South Florida in
Tampa, Florida, USA (Vacher, 2017). There, the uppermost 1–2 m
consist of well-sorted loose sand over progressively more silty and
clay-rich layers (e.g., Bumpus and Kruse, 2014).
In mid-May 2016, several reconnaissance GPR profiles were collected to find an area with few tree roots and low degree of soil
disturbance. Once a preferred location was found, a trench was excavated to bury a PVC pipe (Figure 7). The selected PVC pipe has
an outer diameter of 8.2 cm and a wall thickness of 3 mm, and it was
placed so that the top of the pipe lay 35 cm below the ground surface. One end of the horizontal PVC pipe was closed with a PVC
lid, and the other end was connected to another vertical pipe through
a 90° PVC elbow. The “L”-shaped pipe was designed to enable researchers to fill the pipe with liquids (Figures 7a, 7b, and 8). Once
the burial depth of the top of the pipe was confirmed to be the same
at the elbow location and the lid, the trench was refilled. Before
refilling with the native sand, the sand was sieved to remove small

Figure 8. Schematic sketch of the pipe buried in sand. The moderate gray color shows the water level in the pipe.

Figure 7. (a) The L-shaped PVC pipe in the hole in sand. (b) The elbow part of the pipe showing the burial depth of 35 cm for the top of the
horizontal part. (c) After filling the hole, the vertical part is visible that enables filling the pipe. The horizontal part of the pipe is aligned
between the pink flags.
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Figure 9. Profiles of the water-filled pipe buried in sand. The left-most left plot is closest to the pipe elbow; the right-most right plot is closest
to the lid. Diffracted hyperbolas are recorded from the top and bottom of the pipe, at all locations. The arrow shows the profile used for FWI.

Table 2. Sample inversion results for air- and water-filled pipes. Ray-based analysis results are used as the initial values in the
FWI. Soil conductivity and pipe-filling conductivity are fixed to the ray-based results during FWI.

Case
Water-filled pipe

Air-filled pipe

Correct
value

Ray-based
estimation

FWI result with
the ray-based results
as the starting model

Estimation
error (%)

Relative permittivity of the soil
Electrical conductivity of the soil (mS∕m) (fixed)
X (center of the pipe) (m)
Depth of the top of the pipe (cm)
Pipe wall thickness (mm) (Fixed)
Pipe inner diameter (cm)
Relative permittivity of the pipe-filling material (water)
Effective electrical conductivity of pipe-filling
material (water) (mS/m) (fixed)
Pipe relative permittivity (PVC) (fixed)
Pipe electrical conductivity (mS∕m) (PVC) (fixed)
Relative permittivity of soil
Electrical conductivity of soil (mS∕m) (fixed)
X (center of the pipe)
Depth of the top of the pipe (cm)
Pipe wall thickness (mm) (fixed)
Pipe inner diameter (cm)

—
—
1.09
35
3
7.6
—
—

5.822
3.2
1.088
33.55
—
6.8
80
0.02

5.85
—
1.09
34.84
—
7.59
74
—

—
—
0
0.46
—
0.13
—
—

—
—
—
—
1.09
35
3
7.6
1
0

—
—
4.6
—
1.092
34.8
—
8.18
(starting value = 12)
1
—

—
—
—
—
0.18
0.57
—
7.6

Relative permittivity of the pipe-filling material (air)
Effective electrical conductivity of the pipe-filling
material (air) (mS∕m) (fixed)
Pipe relative permittivity (PVC) (fixed)
Pipe electrical conductivity (mS∕m) (PVC) (fixed)

3
1
4.52
4.23
1.095
34.7
—
Between
3 and 30
1
—

—
—

3
1

—
—

—
—

Parameter
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was calibrated on site. The 80 traces centered on the hyperbola were
selected to use in the inversion process. The water-filled pipe produces sharp hyperbolas in all the GPR profiles.
For a water-filled pipe, distinct reflections from the top and
bottom of pipe are anticipated if the pipe diameter is greater than
approximately half the radar wavelength. For this scenario, a wavelength of approximately 4 cm is expected; the pipe diameter of
7.6 cm is almost twice this value. Clear hyperbolas are indeed observed from top and bottom of the pipe in all 15 profiles. The central
profile marked by the arrow in Figure 9 has one of the cleanest pipe
returns recorded, and it was selected for the FWI.
From the selected profile, the closest 80 traces to the pipe were
extracted for the FWI (Figure 9). The optimal data range and trace
spacing for inversion is site dependent and outside the scope of this
paper. The ray-based analysis was performed on the selected data
Figure 10. Profile over the water-filled pipe, direct wave excluded.
set (Table 2) followed by the 3D to 2D transformation. Figure 10
The first strong return between 7 and 10 ns is the reflection from the
presents the 80 traces after basic filtering, including a 4 ns dewow
top of the pipe; the second return between 12 and 15 ns is from the
filter, a time-zero correction, a high-cut 1600 MHz frequency filter,
bottom of the pipe. The latest weak return between 17 and 19 ns is a
an average xy filter with a 3 × 3 window size (this subjectively
multiple. The circles show the arrival time picks used in the raybased inversion. The white lines show the arrival time curves prechosen window size smooths the data slightly, does not generally
dicted from the ray-based inversion parameters.
affect amplitudes on average by more than 1%, and improves the
performance of the inversion process), and a 3D
to 2D transformation.
We found that the inversion procedure yields
better results if the direct wave arrivals are excluded when computing the residuals vector R
(equation 4). The direct arrivals are excluded
as shown in Figure 10.
The ray-based analysis was used to create an
initial model to start the inversion. Because two
diffraction hyperbolas are observed, we used the
liquid-filled assumption for the pipe. The ray
theory starting estimates are listed in Table 2.
Conductivity values were fixed during FWI,
Figure 11. The initial and corrected effective SWs. The second corrected SW has an
and traces were individually normalized in the
overall shape similar to the fourth Gaussian derivative, but it is not symmetric.
cost function calculations. Ray theory estimates
the diameter with approximately10% error if a
good infilling permittivity is chosen (Table 2).
The permittivity, conductivity, and the wall thickness of the pipe itself (PVC) were assumed to be
known and fixed to the actual values.
After setting the initial model parameters
as described above, the initial synthetic GPR data
were computed assuming a cell size of 1 × 1 mm
in the gprMax 2D forward models and a fourth
derivative of the Gaussian wavelet as the SW.
Using the deconvolution method, the SW was
corrected twice (Figure 11). This wavelet is similar to that obtained for other data sets using a
similar instrument from the same manufacturer
(Klotzsche et al., 2013).
Neither the shape of the first reflected signals
from the top of the pipe nor the second reflected
signals from the bottom of the pipe are modeled
acceptably with the initial guess parameters because the shape of the SW has not been corrected
Figure 12. (a) Observed data (black) and initial synthetic data (gray) comparison.
(see Figure 12a). After the SW correction (Fig(b) The same plot after SW correction; the first reflected signals fit better than the preure 12b), the reflections from the bottom of the
vious model. (c) The same plot after the FWI process. A generally good fit between the
pipe are still poorly fit because the initial model
observed and modeled data is observed. Traces are normalized individually.
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pipe position, pipe diameter, and soil and pipe-filling permittivities.
Initial parameter values for a sample run are listed in Table 2, and
the inversion results are presented in Figure 16.
The final model after FWI is an improved but clearly imperfect fit
to the real data, with the inverted parameter values listed in Table 2.
Misfits are presumably caused in part by unmodeled soil heterogeneities. The pipe dimension is recovered with 8% error.

still misestimates the pipe diameter. After 17 iterations, the model
and observed data fit is far superior (Figure 12c).
The inversion process maintains values for pipe-filling material
that are close to the expected values for fresh water (see Table 2).
The depth and pipe diameter are recovered to within 1% of their
known values.
To investigate the sensitivity of the inversion algorithm to the
initial values, the FWI process was run 20 times for the water-filled
pipe case, similar to the process described above
for the synthetic model. Figure 13 summarizes
the changes in cost function from the initial value
to the final inversion value for the 20 runs, for the
pipe inner diameter (Figure 13a) and the pipefilling relative permittivity (Figure 13b).
Figure 13 illustrates that models with initial
pipe diameters between 5 and 10 cm converge
to within 1 cm of the 7.6 cm correct value. Models with more widely different starting values end
up at local minima of the cost function.
Case study 2: Air-filled pipe

On the same day that the pipe was buried, GPR
profiles were collected using the 800 MHz antenna with the same settings as the previous section, but the pipe was empty. An air-filled pipe
should produce weaker reflections and a shorter
time gap between the upper and lower returns.
Figure 13. Cost function values associated with the initial guess (tail of arrow) and inversion output (tip of the arrow) for 20 runs. Note that in each run, the initial values of
Presumably, also the sand covering the pipe
the other variables in the inversion also vary. The thick gray arrows belong to the inwas less uniformly compacted and drier on the
version starting from the ray-based analysis listed in Table 2. (a) The cost function
day of burial than six weeks later, and thus we
changes with the inner pipe diameter. The dashed gray line marks the known
expect more “background noise” and a longer in7.6 cm pipe inner diameter. With starting values of pipe diameter within 50% of the
correct value, the inversion improves the estimate of the pipe diameter. (b) The cost
coming wavelength in this case. These factors
function changes with infilling relative permittivity.
combine to make the FWI in this case more challenging, designed to illustrate the efficiency of
this technique in a more complex case.
A GPR profile (Figure 14) was selected for the inversion procedure at the same location of the inverted profile in case study
1. Comparing Figures 10 and 14 illustrates the expected effects
of water versus air and soil compaction. The air-filled pipe produces
less pronounced and overlapping diffraction hyperbolas. There is
also some scattered energy recorded before the hyperbolas, as anticipated due to heterogeneity in the sand. Using the ray-based
scheme, the average sand relative permittivity was estimated to
be 4.52, i.e., an average velocity of almost 0.14 m∕ns, indicating
that the sand was much dryer at the time of this survey than at
the time of the later survey over the water-filled pipe. The depth
and the lateral location of the pipe are well-estimated from the
ray-based analysis (Table 2). Because there is just one hyperbola
recorded from the pipe, the diameter and pipe-filling conductivity
estimation are challenging. Traditional hyperbola fitting anticipates
the pipes within diameter of 3–30 cm to be a fit to these data. Because the starting model parameters should be provided for FWI,
the initial diameter of the pipe is set to 12 cm for the sample
Figure 14. The GPR profile over the air-filled pipe, direct wave
run. We can guess that the pipe is filled with air, and the appropriate
excluded. A primary reflection from the top of the pipe is observed
between 6 and 9 ns. Dewow, zero-time correction, band pass, and
permittivity and conductivities are assigned.
average xy filters are applied with the same settings as for the waterThe 3D to 2D transformation, effective SW estimation (Figfilled pipe (Figure 10). Data are transformed to two dimensions. The
ure 15), and inversion procedure and assumptions are identical
circles show the arrival-time picks used in the ray-based inversion.
to those described for the water-filled pipe. Similar to two previous
The white line shows the arrival-time curves predicted from the raycases, the unknowns assigned to the inversion procedure are the
based inversion parameters.
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Figure 15. The initial and corrected effective SWs for the air-filled pipe.

To investigate the quality of inversion results
and assess local minima of the cost function, 20
different models were run with different starting
parameters (permittivity of pipe filling and diameter and depth). The SW was estimated for each
of the tests separately. Figure 17 summarizes the
changes in the cost function from the initial value
to the final inversion value for the 20 runs,
for the pipe inner diameter (Figure 17a) and
the pipe-filling relative permittivity (Figure 17b).
Because of the interference (overlap) in returns between the top of the pipe and the bottom
of the pipe in the air-filled case, models that
started with initial diameters significantly too
large or too small fail to account for the overlap
and yield SWs that look dramatically different
from those of the better models. This in turn
yields unsatisfactory inversion results, underscoring the importance of the initial model.
These tests for the air-filled case suggest that
the initial models with diameters within 30%
of the true diameter are consistently improved
in the inversion process.

DISCUSSION

Figure 16. (a) Observed data (black) and initial synthetic data (gray) comparison.
(b) The same plot after the SW correction. The reflected signals are a better fit.
(c) The same plot after the FWI process.

Figure 17. Cost function values associated with the initial guess (tail of the arrow) and
the inversion output (tip of arrow) for 20 runs. The thick gray arrows belong to the
inversion included in Table 2. (a) The cost function changes with the inner pipe diameter.
The dashed gray line marks the known 7.6 cm pipe inner diameter. (b) The cost function
changes with the infilling relative permittivity. The dashed gray line marks one as the
relative permittivity of air. The inversion process clearly targets local minima if the initial estimate of pipe-filling permittivity is poor.
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In these simple field tests, the pipe diameter
estimates are significantly improved when the initial guess is within approximately 50% of the
true value for the water-filled pipe with distinct
returns from the top and bottom, and within approximately 30% of the true value for the airfilled pipe. With the good initial guess, inversion
generally proceeds to within 1 cm or less of the
true value (in this case to <8% error). This is an
improvement over the traditional ray-based
scheme, in which the diameter is estimated by
trial-and-error fit of the observed hyperbola to
the expected arrival times for returns over pipes
of varying sizes. As described in the “Introduction” section, the trial-and-error fit for the airfilled pipe case (inner diameter 7.6 cm) yielded
reasonable results for diameters ranging from
3 to 30 cm.
This method in its current form is thus suitable
for improving good starting estimates of the pipe
diameter in simple cases with isolated diffraction
hyperbolas. Examination of model runs such as
those shown in Tables 1 and 2 and Figure 13
shows that the initially good pipe diameter estimates are also typically slightly improved in
the inversion. Conductivity values are fixed to
the ray-based analysis results, for the reasons
described for previous cases above. To obtain
conductivities, the SW could be updated during
the FWI following a process similar to Busch
et al. (2012, 2014).
The method described here shares the conclusions of Meles et al. (2012) that starting model
estimates must be sufficiently good such that
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synthetic data pulses are offset less than a half wavelength from the
measured traces. For the clean synthetic data, this criteria can be met
with a model that assumes a permittivity within 50% of the correct
value, and the inversion proceeds toward a permittivity closer to the
correct value. For the field data case in which two diffracted hyperbolas are recorded, ray theory can provide good starting model
parameters for the FWI process. In the cases of gas-filled pipes
(or very narrow liquid-filled cylinders, such as tree roots) that
are likely to generate just one diffraction hyperbola, the ray theory
fails to provide good starting models; in this case, the best judgment
of the user must be used to set the initial model parameters. In this
sense, a successful inversion confirms the initial guess, whereas a
failure to converge or a small reduction in cost function suggests a
poor starting model.

APPENDIX A
RAY BASED ANALYSIS TO ESTIMATE CONDUCTIVITY VALUES
Assuming homogeneous soil, the amplitude of the GPR wave
decays due to geometric spreading and soil attenuation. The combination of these two effects can be described with wave amplitude
proportional to e−αr ∕r in 3D media, in which the attenuation term α
can be described as

α¼

CONCLUSION
This paper introduces a new method for FWI of common-offset
GPR data, particularly targeting the dimensions and infilling
material of buried pipes. The method is designed to be used in
which clear isolated diffraction hyperbolas indicate the presence
of a pipe, but pipe dimensions and filling may be unknown. The
method consists of five main steps: GPR data processing, ray-based
analysis to set a good initial model, 3D to 2D transformation of data,
effective SW estimation, and FWI. The method combines two freely
available software packages: PEST for the inversion and gprMax
for forward modeling of the GPR data.
This method is applied on a synthetic 3D data set and two
800 MHz GPR profiles collected over a PVC pipe buried in clean
sands. In the synthetic and water-filled and air-filled pipe field
cases, good initial estimates of the depth and diameter of the pipe
from the ray-based analysis are improved after FWI. The tests show
that although the initial estimate of pipe diameter is within 30%–
50% of the true value, the inversion yields estimates with < 8% error. For the field data, the requirement of a good starting model can,
in practice, confirm or deny a starting assumption about the pipefilling material.
Ray-based analysis is essential to set up the starting model, particularly to estimate the pipe location and average soil permittivity
and conductivity. Although ray-based conductivity estimates are
possible, improvement in the conductivity would require the SW
to be updated after each iteration in the FWI procedure. Iterations
on the SW during the FWI process, as in Busch et al. (2012, 2014),
are beyond the scope of this study.
The method in its present form is only effective for isolated hyperbolas, and it assumes that GPR surveys are conducted with
broadside antenna geometry along profiles perpendicular to horizontal pipes. Furthermore, the soil is assumed to be locally homogeneous. Relaxation of these conditions is the subject of ongoing
research.

σ
2

rﬃﬃﬃ
μ
;
ε

(A-1)

where σ is the soil conductivity, μ is the magnetic permeability, and
ε is the mean absolute electrical permittivity of the soil.
To estimate the conductivity of the soil, the peak amplitudes of
the first pipe diffraction hyperbola arrivals are picked and used in a
least-squares inversion for the attenuation term, and thereby the soil
conductivity. Assuming far-field amplitudes, a uniform antenna radiation pattern, and a uniform reflection coefficient from all parts of
the pipe, the amplitude A of the wave having traveled a distance r is
expressed as

A ¼ A0

e−αr
;
r

(A-2)

where A0 is a constant. The term e−αr can be replaced the first
two terms of its Taylor series expansion, 1 þ αr, leaving
A ¼ A0 ð1∕ðeαr ÞrÞ ≈ A0 ð1∕ð1 þ αrÞrÞ. Rearranging,
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By picking the peak amplitude and computing the travel distance
for each trace in the diffraction hyperbola, the Jacobian matrix J is
created. Then, the unity vector I and parameter vector p are calculated via
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The parameter vector p can be estimated with the least-squares
solution (p ¼ ðJT JÞ−1 JT I) of these systems using equation A-4.
The attenuation term α is estimated as
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Sparse Blind Deconvolution of
Ground Penetrating Radar Data
Sajad Jazayeri , Nasser Kazemi , and Sarah Kruse

Abstract— We propose an effective method for sparse blind
deconvolution (SBD) of ground penetrating radar data. The SBD
algorithm has no constraints on the phase of the wavelet, but
the initial wavelet must be carefully captured from the data. The
data are considered a convolution product of an unknown source
wavelet and unknown sparse reflectivity series. The algorithm
developed here is an alternating minimization technique that
updates the reflectivity series and the wavelet iteratively. The
reflectivity update is solved as an 2 − 1 problem with the
alternating split Bregman iteration technique. The wavelet update
is solved as an 2 − 2 problem with Wiener deconvolution. The
algorithm converges to a local minimum. In order to increase
the likelihood so that convergence coincides with the desired
local minimum, special steps are taken to provide a proper
initial wavelet. Synthetic and real data examples show that
both subsurface reflectivity series and wavelet (amplitude and
phase) can be estimated efficiently. The SBD method presented
appears robust and compares favorably to previous studies in its
resistance to noise.
Index Terms— Deconvolution, ground penetrating radar
(GPR), reflectivity, source wavelet, sparsity.

I. I NTRODUCTION

D

ECONVOLUTION is a popular deblurring technique
used in signal and image processing, with applications
in photography, remote sensing, astronomy, medical imaging,
geophysics, and more [1], [2]. When successfully applied to
blurry or distorted matrices, the result is a clearer image
with more details. In geophysics, particularly in exploration
seismology, the goal of deconvolution is higher resolution
subsurface images [3]. Deconvolution works by removing the
signature of the propagated waveform. Ideally, what is left is
a representation of the subsurface pattern of reflection coefficients, which present a high-resolution subsurface image [4].
Deconvolution of ground penetrating radar (GPR) data is
used to estimate the reflectivity series [5]–[13], to produce
a higher resolution subsurface image or a clean reflectivity
series that can be used for ray-based travel-time analysis.
GPR deconvolution is also used to extract the shape of the
transmitted pulse [14]–[16], for use in modeling procedures
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such as full-waveform inversion (FWI). Factors such as
antenna-ground coupling and Earth’s filtering effects due to
soil’s characteristics alter the shape of the wavelet [10], which
make it challenging to estimate the waveform and reflectivity
series.
The widely used Wiener deconvolution [17], [18] has some
disadvantages when applied to GPR data. Wiener deconvolution assumes that the reflectivity series has an ideal statistical
property, i.e., it is white noise, and the wavelet has a minimum
phase characteristics [17], [18]. However, Ricker [19] shows
that due to the earth filtering, the average wavelet is different
from the near-source signature. We show, here, that when
using the Wiener deconvolution method, we can only estimate
a smooth reflectivity series and a residual wavelet; any difference between the actual wavelet and its minimum phase
equivalent remains untouched in the recovered reflectivity
series. Fortunately, a body of literature shows the possibility of
estimating nonminimum phase wavelets by imposing a sparsity
constraint instead of a white noise assumption (i.e., Gaussian
distribution) on the reflectivity series [20]–[25].
The alternative deconvolution method is referred to as sparse
blind deconvolution (SBD). A sparsity assumption is imposed
on the matrix of reflection coefficients. The process begins
“blindly” in that it is formulated to start without requiring a
starting model of reflection coefficients, or without a starting
model for the source wavelet. The sparsity assumption is well
adapted to enhancing the resolution of thin layers and isolated
buried objects. The method thus holds promise particularly
for both layered geological features and engineering, archeological, or tree root applications where finite objects produce
distinctive returns within a background of soil structure. Few
studies have applied a sparsity assumption while performing
deconvolution on GPR data [26], [27]. The method presented
by Chahine et al. [26] improves image resolution in the presence of thin layers by sparsity maximization in the reflectivity
series with results similar to spiking deconvolution. Their
method requires a minimum phase wavelet and is sensitive
to noise. Li [27] introduces an alternating iterative method to
solve the nonconvex optimization problem, with a threshold
maximum for the reflector amplitudes to avoid trapping the
solution in local minima. Tested only on synthetic data,
Li’s algorithm struggles to recover the shape and the phase
of the source wavelet in the presence of noise.
In this paper, we propose an alternating SBD method
targeting GPR data, which may be more robust in the presence
of noise. The algorithm estimates both the wavelet and the

0196-2892 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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reflectivity series iteratively while removing any constraints
on the phase of the wavelet. The optimization problem in this
paper is nonlinear when we consider both reflectivity series
and the wavelet as unknowns. However, if we fix the wavelet,
the cost function will be linear with regards to the reflectivity
series and vice versa. There are nonlinear algorithms that aim
at finding the global solution of the original problem; however,
nonlinear algorithms are computationally expensive. Instead,
we solve the cost function in an alternating fashion, which
allows us to use fast and efficient solvers. The drawback is that
the algorithm is a local minimization technique and, therefore,
requires a proper initial model. To remedy this shortcoming,
we carefully capture an initial wavelet estimate from the data
(this initial estimate is improved upon in the optimization
process). The selection of parameters required for the inversion
is automated. The blind recovery of the reflectivity series and
wavelet is found to be stable on a range of synthetic and field
data scenarios. The examples selected to show in this paper
focus on distinct cylindrical sources, such as pipes and roots,
in a soil background. In these scenarios, the proposed method
provides a higher resolution reflectivity series than Wiener
deconvolution and appears to be more stable in the presence
of noise.
We begin this paper with the larger context for this paper,
introducing convolution, deconvolution, and blind deconvolution models. Within this framework, our method is detailed
and then tested on both synthetic and field data.
A. Convolution Model
The impulse response of the earth can be modeled as a
linear time-invariant system [28]. In geophysics, the impulse
response is called the reflectivity series. Assuming a stationary
blurring kernel, the recorded GPR data at the surface are
defined as the convolution of the blurring kernel with the
impulse response of the earth. The blurring kernel refers to
an imperfection of the system (low-pass filter), which results
in lowering the resolution of the recorded data. If we assume
that the blurring kernel does not change through time, it is
called a stationary blurring kernel. In different fields of study,
this imperfection is defined as the blurring kernel, source
signature, source wavelet, point spread function, wavelet, and
so on. In the geophysics community, this low-pass filter comes
from the source wavelet which is band-limited, and when it is
convolved with the reflectivity series, it lowers the resolution
of the data. In this paper, we will call this blurring kernel
the source wavelet or wavelet for short. The input–output
relationship for this system can be written as follows:

w[n − k]r j [k] + e j [n], j = 1, 2, . . . J (1)
d j [n] =
k

where the GPR data in the trace j are given by d j =
(d j [0], d j [1], . . . , d j [N −1])T . Similarly, the impulse response
for trace j is given by r j = (r j [0], r j [1], . . . , r j [M − 1])T ,
e j = (e j [0], e j [1], . . . , e j [N − 1])T is the additive noise
term, and the stationary GPR wavelet is w = (w[0],
w[1], . . . , w[L − 1])T , and T stands for transpose operator.
We stress that N = M + L − 1. In matrix vector notation,

(1) can be cast as
dj = W rj + ej ,

j = 1, 2, . . . J

(2)

where W is the convolution matrix built from the wavelet.
To be more specific, the matrix W has a Toeplitz structure
with entries
⎛
⎞
w(0)
⎜w(1) w(0)
⎟
⎜
⎟
⎜w(2) w(1) w(0)
⎟
⎜
⎟
W=⎜
⎟. (3)
..
..
⎜
⎟
.
.
⎜
⎟
⎝
w(L − 1) w(L − 2)⎠
w(L − 1)

We would also like to remind the readers that using commutative property of convolution, (2) is equivalent to
dj = Rj w + ej,

j = 1, 2, . . . J

(4)

where R j is the convolution matrix built from the reflectivity
series of channel j with proper dimensions.
B. Deconvolution Model
1) Deconvolution to Estimate the Reflectivities: Deterministic deconvolution can be used to remove the effect of the
wavelet from the data if the wavelet is known. In some rare
cases, the signature of the source is known, as, for example,
if the source is fully controlled. In other cases, the wavelet
can be estimated from the data. This is done, for example,
in marine seismic by averaging the signature of the ocean
bottom reflector [29]. Assuming that the wavelet is known
a priori, the idea is to design a filter fw such that when applied
to the data, the output would represent the reflectivity series
r = Fw d

(5)

where d = [d1T , d2T , . . . , dTN ]T , Fw is the convolution matrix
built from fw , and r = [r1T , r2T , . . . , r TJ ]T is the estimated
reflectivity series. Ideally, Fw should be the inverse of H where
H is a block diagonal matrix with J blocks each block being
equal to W. Unfortunately, the H matrix is not invertible. The
simplest solution for inverting the H matrix is the Wiener
deconvolution method, which is the solution to
r = argmin ||Hr − d||22 .

(6)

r

Equation (6) is a convex optimization problem and has a
closed-form solution
r = (HT H)−1 HT d.

(7)
(HT H)−1 HT .

Comparing (5) and (7) implies that Fw =
To estimate a physically plausible reflectivity series, we could
also incorporate more information about the reflectivity series
into (6)
r = argmin ||Hr − d||22 + λr R(r)

(8)

r

where R(r) is a regularization term that enhances some
desired features in the reflectivity series and λr is a regularization parameter that balances the importance of data fidelity
and priori information about the reflectivity series.
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2) Deconvolution to Estimate the Wavelet: In a process
analogous to Section I-B.1, deterministic deconvolution can
be used to remove the effect of the reflectivity series from
the data, if the reflectivity series is known. This can be done
at well locations, where well logs are used to generate the
reflectivity series [30], [31]. The generated reflectivity series
are then used to estimate the waveform. The result can serve
as a global waveform for further types of modeling or as an
input to an FWI workflow. In GPR, a well-known approach is
to estimate the subsurface reflectivity series by performing raybased inversion. The estimated reflectivity equivalent structure
(which is used in the same manner as well data for seismic)
is then deconvolved from the collected data to estimate the
wavelet [14]–[16]. In this case, deconvolution simply is done
by finding a filter fr such that when applied to the data,
the output would represent the wavelet
w = Fr d

(9)

where Fr is the convolution matrix built from fr and w is
the estimated wavelet. Ideally, Fr should be the inverse of R
where R is a matrix with entries
⎞
⎛
R1
⎜ R2 ⎟
⎟
⎜
⎜ R3 ⎟
⎟
⎜
(10)
R = ⎜ . ⎟.
⎜ .. ⎟
⎟
⎜
⎝ R J −1 ⎠
RJ

The R matrix is not invertible, so the simplest solution
for inverting the matrix is the Wiener deconvolution method,
which is the solution to
w = argmin ||Rw − d||22 .

(11)

w

Equation (11) is a convex optimization problem and has a
closed-form solution
w = (R T R)−1 R T d.

{w, r} = argmin ||Hr − d|| pp + λr R(r) + λw R(w) (14)
w,r

p

N
p
where p > 0, λw , λr > 0, a p =
i=1 |ai | with a =
p
[a1 , a2 , . . . , a N−1 , a N ]T , and Hr − d p is a closed convex
function.

C. Problem Statement and the Proposed Approach
In this writeup, we assume that an added noise term in the
data has a Gaussian distribution and the subsurface reflectivity
series can be cast as a sparse series (i.e., few reflectors that
in the GPR case could represent any anomaly that reflects
energy). The sparse reflectivity assumption is valid for layered
media and shows promising performance in the context of
the deconvolution problem [2], [20], [23], [24], [33]. We also
assume that the wavelet is a smooth function. After incorporating these assumptions into (14), we have

(12)

Comparing (9) and (12) implies that Fr = (R T R)−1 R T .
To estimate a physically plausible wavelet, we also incorporate
more information about the wavelet into (11)
w = argmin ||Rw − d||22 + λw R(w)

recorded signal. The ray-based inversion process itself can be
time-consuming. Finally, errors in the ray-based results (or
any reflectivity structure) will harm estimates of the wavelet.
In the real world, the signature of a GPR wavelet is generally
unknown and affected not only by the instrument but also
by coupling between antenna and soil, and soil electrical
characteristics that are, in turn, influenced by soil moisture
content. For FWI, which better uses the total recorded signal,
knowledge of the wavelet becomes extremely important. Any
error in the phase or the amplitude of the wavelet propagates
into the FWI subsurface characterization. To address this
common scenario, namely, lack of a priori knowledge about
both the wavelet and subsurface reflectivity structure, blind
deconvolution formulates the problem in such a way that
it simultaneously solves for the wavelet and the reflectivity
series.
The general cost function in our blind deconvolution problem is defined as

{w, r} = argmin ||Hr − d||22 + λr ||r||1 + λw ||w||22
and we remind the reader that (15) is equal to

{w, r} = argmin ||Rw − d||22 + λr ||r||1 + λw ||w||22 . (16)
w,r

(13)

w

where R(w) is a regularization term which enhances some
desired features in the estimated wavelet and λw is a regularization parameter that balances the importance of data fidelity
and the knowledge of the wavelet.
3) Blind Deconvolution: If neither the signature of the
wavelet nor the subsurface reflectivity structure is known,
the problem is a so-called blind deconvolution problem [23],
[24], [32]. This is, of course, a common real-world scenario,
and thus, there are many reasons that blind deconvolution
solutions are desirable. Even when borehole data are used
to build reflectivity series, large data gaps remain between
boreholes, and the larger reflectivity structure is incompletely
known. Ray-based inversion to obtain geometry of subsurface
reflectors can be inaccurate since it uses only the first arrival
times of the diffracted pulses, a very small portion of the total

(15)

w,r

Equation (15) is solved with an alternating minimization
technique. First, we solve for reflectivity series by fixing the
wavelet, simplifying (15) to
r = argmin ||Hr − d||22 + λr ||r||1

(17)

r

which is an 2 − 1 problem and can be solved with any
2 − 1 solvers, such as unconstrained basis pursuit denoising
(UBPDN) via alternating split Bregman algorithms [2],
[34], [35], Euclid in a Taxicab 1 /2 regularization [36],
majorization-minimization optimization [37], alternating
minimization [1], and gradient projection [38]. In this paper,
we use the UBPDN solved with the alternating split Bregman
algorithm to estimate the sparse reflectivity structure.
The next step is to estimate the wavelet by fixing the
reflectivity series. In this case, (15) or equivalently (16)
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B. Main Optimization
This section describes the alternating minimization technique. First, we illustrate updating the reflectivity series by
the alternating split Bregman algorithm for solving (17) and
then updating the wavelet by solving (19).
1) Updating Reflectivity With the Alternating Split Bregman
Algorithm: Bregman iteration regularization is based on the
Bregman distance and solves a constrained optimization problem with a general form of
r = argmin C1 (r) s.t. C2 (r) = 0

(20)

r

Fig. 1. Synthetic 1-GHz 3-D GPR model of a profile run perpendicular over
three cylinders with 1.2-GHz noise and 500-MHz noise. Black boxes contain
trace segments used for initial wavelet estimation. Traces are computed for
7 ns; the earliest portions of the traces containing the direct wave arrivals are
removed from the analysis.

with C1 and C2 convex, C2 differentiable, and
argminr C2 (r) = 0. The Bregman distance of functional C1
between two points r1 and r2 is defined as
g

B DC1 (r1 , r2 ) = C1 (r1 ) − C1 (r2 ) − g, r1 − r2 

(21)

r = argmin C1 (r) − gk , r + λC2 (r)

(22)

gk+1 = gk − λ∇C2 (rk+1 )

(23)

where g ∈ ∂C1 (r2 ) is a subgradient of C1 at the r2 point.
Bregman iterative regularization solves the problem stated
in (20) by a sequence of convex problems

simplifies to
w = argmin ||Rw
w

− d||22

+ λw ||w||22

(18)

r

and

which is an 2 − 2 problem and has a closed-form solution
w = (R R + λw I)
T

−1

T

R d

(19)

where I is the identity matrix.
At this point, we stress that the alternating minimization
technique is a local minimization approach and special steps
must be taken to initialize the unknown variables w and r. The
initial estimation of the wavelet is of particular importance and
discussed further below.
II. M ETHODOLOGY
The proposed SBD method has two stages, the initialization and the main optimization. Our main optimization algorithm is an alternating minimization technique. Because we
begin with (17) (updating the reflectivity with wavelet fixed),
we require the formulation of an initial wavelet. The main
algorithm then solves the general SBD equation (15) or (16)
by defining the two subproblems for reflectivity and wavelet
expressed in (17) and (18), respectively.

with k = 0, 1, 2, . . . the iteration number, λ > 0, ∇ is the
gradient operator, and gk+1 ∈ ∂C1 (rk+1 ). To take advantage
of the Bregman iteration, we need to rewrite (17) with a similar
format to that in (20)
{r, t1} = argmin ||t1 ||22 + λr ||r||1 s.t. t1 − (Hr − d) = 0
r,t1

(24)
with t1 = Hr − d. Comparing (24) and (20) reveals that
C1 (r, t1 ) = ||t1 ||22 + λr ||r||1 and C2 (r, t1 ) = t1 − (Hr − d).
Using the new C1 and C2 functionals and defining t2 = r,
we derive the simplified Bregman iterations (for detailed
derivations see [39]) as
{rk+1 , t1 k+1 , t2 k+1 } = argmin ||t1 ||22 +λr ||t2 ||1
r,t1 ,t2

g1k+1

A. Algorithm Initialization
The proposed algorithm is a local minimizer and, therefore,
sensitive to the initial wavelet. For the ground-coupled GPR
scenarios considered here, the method is successful when we
obtain the initial wavelet from the data. To estimate the initial
wavelet, windowed portions of several traces near the apex
of the hyperbolic events in the data are averaged, as shown,
for example, in the black squared windows in Fig. 1. The
windowed traces are first shifted relative to one another to
maximize the zero-lag cross correlation. Then, the shifted
traces are stacked and normalized to provide the initial
wavelet. We note the initial wavelet is estimated in this fashion
from the data in both synthetic and real data examples.

α
t1 − (Hr − y) − g1k
2
β
2
(25)
t2 − r − g2k 2
+
2
k+1
k
k+1
= g1 − t1 − (Hr
− y)
(26)
+

g2k+1 = g2k − t2k+1 − rk+1

(27)

with = = 0 and α, β > 0. The final step is to solve (25).
Goldstein and Osher [39] show that (25) can be divided into
three sub-problems where
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g10

g20

β k
α k
2
t − (Hr − y) − g1k +
t − r − g2k 2
2 1
2 2
(28)
α
= argmin ||d − (Hrk+1 − y) − g1k || + ||d||22
(29)
2
d
β
= argmin
(30)
d − Hrk+1 − g2k + λr ||d||1 .
2
d

rk+1 = argmin
r

t1k+1
t2k+1
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Equations (28) and (29) have closed-form solutions

rk+1 = P−1 αHT t1k − g1k + y + β t2k − g2k

(31)

and

t1k+1 =

Hrk+1 − y + g1k
1 + α2

(32)

where P = αHT H + βI and I is the identity matrix.
Finally, in the case of (30), Goldstein and Osher argue that a
single-iteration update is enough to approximate the solution.
Accordingly, the single-iteration solution of (30) is defined as

(33)
t2k+1 = prox λr rk+1 + g2k

Algorithm 2 Alternating Split Bregman Algorithm as a
Minimizer of 24 in the Frequency Domain
Require: d, H f , ŵ, λr , α, β
Define: D = di ag( (α|ŵ|12 +β) )
Initialize: k = 0, t10 = t20 = g10 = g10 = 0
2
while r̂k − r̂k−1 2 > tol do
r̂k+1 = D(αH∗f F [t1k − g1k + y] + βF [t2k − g2k ])

Algorithm 1 Alternating Split Bregman Algorithm as a
Minimizer of 24 in the Time Domain
Require: d, H, λr , α, β
Initialize: k = 0, t10 = t20 = g10 = g10 = 0
2
while rk − rk−1 2 > tol do
k+1
−1
T
= P (αH [t1k − g1k + y] + β[t2k − g2k ])
r
t2k+1 =

Hrk+1 −y+g1k
1+ α2
pr ox (rk+1

g1k+1
g2k+1

g1k
g2k

t1k+1 =

= −
= −
k ←k +1
end while
return r = rk

λr
β

[t1k+1
[t2k+1

+ g2k )

g1k+1
g2k+1

g1k
g2k

r
β

− [t1k+1
− [t2k+1

=
=
k ←k +1
end while
return r = t2k

β

where prox is a proximity operator and is defined as
proxτ (a) = sign(a)  max(|a| − τ, 0) and  is the
Hadamard product. At this point by using (31)–(33) along
with (26) and (27), we finalize the alternating split Bregman
algorithm (Algorithm 1).

t2k+1 =

F −1 H f r̂k+1 −y+g1k
1+ α2
pr ox λ (F −1 r̂k+1

t1k+1 =

+ g2k )

− (F −1 H

f r̂
− F −1 r̂k+1 ]

k+1

− y)]

the matrix R has a Toeplitz structure and can be diagonalized
in the frequency domain
 J

∗
j =1 r̂ j  d̂ j
w = F −1
(34)
r̄ + λw
J
∗
where r̄ =
j =1 r̂ j  r̂ j ,  is the Hadamard product, and
r̂ j and d̂ j are the Fourier pairs of reflectivity and data in trace
j , respectively.

C. SBD Algorithm

− (Hrk+1 − y)]
− rk+1 ]

After defining the initialization step and the main optimization workflow for updating the reflectivity series and the
wavelet, we can finalize the SBD algorithm. We use the more
efficient frequency domain methods. Algorithm 3 shows the
steps.

Algorithm 1 can efficiently solve (24). However, close
inspection of the algorithm shows the matrix P has a block
diagonal structure with each block being a Toeplitz matrix that
can be diagonalized in the frequency domain. Accordingly,
the update of rk+1 step can be formulated as a Wiener
deconvolution in the frequency domain without any direct
inversion of the P matrix. Hence, we formulate the alternating split Bregman algorithm in the frequency domain to
decrease the computational cost of the algorithm. To do so,
the Fourier equivalent of variables is defined as ŵ = F w,
r̂ = F r, where F is a Fourier
transform operator with Fm,n =
√
exp(−i 2πmn/N), i = −1, m, n = 0, 1, 2, . . . , N − 1, and
the inverse Fourier transform is F −1 = (1/N)F ∗ , where ∗
indicates the complex conjugate. Using these Fourier pairs,
we can write H = F −1 H f F where H f is a diagonal matrix
with J matrices built from diag(ŵ) where diag(·) reshapes the
vector to a diagonal matrix. Now, we have all the ingredients
to formulate the alternating split Bregman algorithm in the
frequency domain (Algorithm 2).
2) Updating the Wavelet: To update the wavelet, we need to
solve (18), which has the closed-form solution shown in (19).
Equation (19) can also be solved in the frequency domain since

Algorithm 3 SBD Algorithm
Require: d, L, λr , λw , α, β
Define initial wavelet [using Algorithm initialization]: w0
k=0
while Hr − d22 > tol do
Update Hk using wk
Update reflectivity [using Algorithm 2]
rk+1 = argmin ||Hk r − d||22 + λr ||r||1
r

Update Rk+1 using rk+1
Update wavelet [using (34)]
wk+1 = argmin ||Rk+1 w − d||22 + λw ||w||22
w

k ←k +1
end while
return r ← rk , w ← wk

III. PARAMETER S ELECTION
In this section, we describe our parameter selection strategies. The main parameters are length of wavelet L, regularization parameter for reflectivity update λr , and regularization
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parameter for wavelet update λw . The length of the wavelet, L,
is defined subjectively as a full wavelength, which may include
a “tail” over which the pulse amplitudes converge to zero
(examples are shown in results below).
The choice of regularization parameter λr has a significant
impact on the estimated reflectivities. If the noise level δ is
known, Pareto curves can be used to define λr [40], [41].
Alternatively, the minimizer of the generalized cross-validation
(GCV) score [42] can be used for selecting the regularization
parameter
GCV(λr ) =

H rλr − d22
(N − C × rλr 0 )2

TABLE I
O BJECT AND S OIL C HARACTERISTICS FOR S YNTHETIC D ATA S HOWN IN
F IG . 1. I NFORMATION A BOUT THE A NTENNA AND S PLIT B REGMAN
PARAMETERS I S I NCLUDED IN THE B OTTOM H ALF

(35)

where ·0 is an 0 norm that counts the number of nonzero
elements, C is an stabilizing parameter [43], and rλr is the
solution of (17) to a specific regularization parameter λr .
A range of different parameters are tested and the minimizer
of the GCV score is selected as the optimum λr . The GCV
score method has the advantage of not requiring any prior
information about the noise level so is used for real-data cases.
Our tests on synthetic data show that the λr values estimated
from the Pareto curve and the GCV score are similar.
For the wavelet update, we need to define the optimum λw
parameter. Again, we make use of GCV score. The score
for the Wiener deconvolution formulation of the wavelet
estimation [2], [44] is defined as
GCV(λw ) = 

R wλw − d22
N −C ×

N−1 |ŵ[k]|2
k=0 |ŵ[k]|2 +λw

2

(36)

where wλw is the solution of (18) to a specific regularization
parameter λw . The α, β > 0 are the split Bregman tradeoff
parameters. We find that the recommended values of α = 0.5,
β = 1 from Gholami and Sacchi [2] work well for GPR
data with Gaussian noise. High values make the numerical
problem unstable. Our tests show that in data sets with highamplitude low-frequency noise (typical for some GPR data)
α = 0.001 − 0.01, β = 1 produce optimal reflectivity and
wavelet models.
IV. N UMERICAL R ESULTS
Synthetic data sets with two different noise levels and a
field data set incorporating cylindrical objects (pipes and tree
roots) buried in soil are considered for performance evaluation
of the proposed method.
A. Synthetic Data, Cylindrical Objects Model,
and Low Noise Level
The first model uses a mixed-phase GPR wavelet with
1-GHz (Hertzian dipole antenna with a transmitter–receiver
offset of 3 cm) system response over three cylinders with
different sizes and depths embedded in a homogeneous soil
(see Table I for details). Cylinders have higher velocities
than the background soil. Synthetic data are created with the
software package gprMax [45] in 3-D. Noise is added to the
modeled data, with a Gaussian distribution of high-frequency
noise centered at 1.2 GHz and the peak value of 15% of the
pulse amplitude, and lower frequency noise (500 MHz) added

Fig. 2.
Results from the deconvolution of the synthetic data shown
in Fig. 1. (Top) True synthetic, initial, and final estimated wavelets. The graph
shows the full length (3.7 ns) of the assumed wavelet. (Bottom) Estimated
reflectivity model.

at a lower level (10% of pulse amplitude) (Fig. 1). To avoid
the complexity of the direct wave, we applied a background
removal filter to mute the direct wave. To estimate the initial
wavelet, five traces around the apex of each hyperbolic event
(seen in black boxes in Fig. 1) are selected, time-shifted
to maximize zero-lag cross correlation, stacked and finally
normalized [Fig. 2 (top)].
After seven iterations of the main loop of the algorithm,
the model converges to the desired minimum, resulting in a
final wavelet [red dashed line in Fig. 2 (top)] very close to
the true wavelet [black line in Fig. 2 (top)] and a favorable
sparse estimate of the reflectivity model [Fig. 2 (bottom)].
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Fig. 3. Estimated data from SBD for the cylinders model with high-frequency
noise and moderate low-frequency noise. Comparison with Fig. 1 shows the
noise is reduced.

Fig. 5. Results from the deconvolution of the noisier synthetic data shown
in Fig. 4. (Top) True, initial, and final estimated wavelets using the same
split Bregman parameters α = 0.5 and β = 1, which were used in the lower
noise case in Fig. 2. (Bottom) Estimated reflectivity model of the cylinders.
Random spikes caused by the low-frequency noise could make it challenging
to identify the hyperbolic reflector.
Fig. 4. Synthetic 1-GHz 3-D GPR model over buried cylinders as given
in Fig. 1, but with higher levels of low-frequency noise. Black boxes indicate
trace segments used for initial wavelet estimation. Early direct wave arrivals
are removed before analysis.

The polarity, location, and shape of the hyperbolic returns
from the cylinders are extremely well recovered. The lowfrequency random noise triggers very few sparse isolated
reflectors. The data estimated from the convolution product of
the final wavelet and the reflectivity model are shown in Fig. 3.
Comparing this result with the original data in Fig. 1 shows the
proposed SBD algorithm is an efficient method for reducing
the level of high-frequency noise. It should also be noted that
a higher resolution image of the estimated reflectivity models
is obtained after SBD compared to the collected data as the
impact of the transmitted pulse is erased from the data. The
estimated reflectivity model is an ideal model that can be used
in traditional curve fitting to identify the geometry and location
of the reflecting objects.
B. Synthetic Data, Cylindrical Objects Model,
and High Noise Level
To create a somewhat more realistic case, a higher
level of low-frequency noise (30% of pulse amplitude with
100–600-MHz frequency range) is added to the previously
described model (Fig. 4). Such low-frequency noise, typical
of many GPR data sets, is much more challenging to remove
than high-frequency noise. We find that with the selection of

α = 0.5 and β = 1, the SBD fails to remove much of the
noise and the reconstructed reflectivity model clearly suffers
(Fig. 5). Here, the location and the shape of the hyperbolic
reflectors are well recovered, but the reflectivity model could
be difficult to interpret against the background noise. The
estimated wavelet also suffers from the noise, especially at
the tail of the pulse, where the amplitude fails to converge
rapidly to zero (orange dashed pulse in Fig. 5).
To do a better job at reducing the low-frequency noise,
a range of the split Bregman tradeoff parameters were tested.
We find that for GPR data with high levels of low-frequency
noise, α = 0.01 to 0.001 and β = 0.5 are more successful in
noise reduction and optimal reflectivity and wavelet recovery.
Fig. 6 is obtained with α = 0.001 and β = 0.5 (α = 0.01
produces almost the same results). Comparison of Figs. 5 and 6
clearly illustrates the importance of the selection of the split
Bregman tradeoff parameters. The shape of the estimated
wavelet in both cases is generally similar, but the estimated
source wavelet in Fig. 6 is much closer to the true wavelet,
especially in the tail. Some sparse random reflectors remain in
the model, presumably due to the similarity between the noise
and the pulse frequencies at those locations.
C. Real Data
A Mala ProEX system with an 800-MHz shielded antenna
pair was used to gather a common-offset profile over an
8-cm-diameter metallic pipe buried in the sand (at distance
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Fig. 6. (Top) True, initial, and estimated wavelets as given in Fig. 5, but
with split Bregman tradeoff parameters α = 0.001 and β = 0.5. (Bottom)
Estimated reflectivity model of the cylinders is much less noisy, compared to
Fig. 5.

Fig. 7. GPR transect over a metallic pipe (0.75 m along profile) and tree
roots (2.1 and 3.0 m) in sand. A low-pass (2 GHz) filter has been applied to
reduce high-frequency noise. The direct wave arrival has been cropped from
the top of the time axis. No gains are applied. Black boxes contain trace
segments used in the initial wavelet calculation.

approximately 0.75 m along the GPR profile shown in Fig. 7).
Two other distinctive hyperbolic patterns are seen in the
data; these are created by tree roots. High-frequency noise is
removed from the data by a simple low-pass filter removing
frequencies greater than 2 GHz. Soil heterogeneities generate
additional radar returns, especially visible around 6-ns
two-way travel time.
Similar to the synthetic models, a background removal is
applied and the computation of the initial wavelet does not

Fig. 8. (Top) Initial and final estimated wavelets for the data set shown
in Fig. 7 with α = 0.5 and β = 1. (Bottom) Corresponding estimated
reflectivity model. The reflectivity image contains more complexity than
desired.

use the direct wave (before 4 ns, not shown). This is because
the direct wave varies along the transect due to variations in
soil moisture, surface roughness, and antenna-ground coupling
(Fig. 7). This first arrival also falls in the near field of the
antenna, and compensation for near-field effects is beyond the
scope of this paper (in such settings, it would likely be more
effective to estimate the optimum wavelet and reflectivities
for each individual transmitter location separately, rather than
estimating one best-fit wavelet for the whole data set, a topic
also beyond the scope of this paper).
The initial wavelet is calculated by time shifting, stacking,
and finally normalizing a few traces around the apex of each
hyperbolic event shown in boxes in Fig. 7 (similar to the
synthetic case). As for the “noisier” synthetic case, selection
of the split Bregman parameters strongly influences results.
Comparing Figs. 8 and 9, setting α = 0.001 and β = 0.5
reduces the number of estimated reflectors (α = 0.01 provided
almost the same reflectivity and wavelet model as α = 0.001.)
In this latter case (Fig. 9), the hyperbolic shapes of the pipe and
roots reflectors are recovered well with fewer reflectors placed
earlier than 6 ns and later than the hyperbola arrivals. We stress
that in this particular case, recovering the reflectivity model
of cylindrical objects was the desired target, rather than soil
heterogeneity. The overall shape of the source wavelet recovered with both parameter selections is similar (Figs. 8 and 9),
but the latter model yields fewer noncylindrical target reflectors. We find that limiting the source wavelet length to just
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wavelet from the data. Although the recovered reflectivity
series (Fig. 10) shows more focused events than the original
data (Fig. 7), the series is smooth and lacks the high-resolution
features present in the SBD reflectivity series (Fig. 9).
V. C ONCLUSION

Fig. 9. (Top) Initial and final estimated wavelets for the data set shown
in Fig. 7 with α = 0.001 and β = 0.5 (α = 0.01 provides very similar
models). (Bottom) Corresponding estimated reflectivity model. The additional
peak in the early part of the wavelet allows parts of the complexity in the
data to be shifted from the reflectivity series to the wavelet.

The proposed SBD method is tested on synthetic and simple
field GPR data. The method estimates the reflectivity model
of the subsurface and the transmitted pulse shape efficiently
and simultaneously without requiring any prior information
from the subsurface or any assumption about the phase of
the wavelet. The initial source wavelet estimate is made by
extracting and averaging a subset of the data. The process then
iteratively updates the reflectivity model and source wavelet.
The method is tested on data sets with cylindrical targets and
different noise levels. High-frequency noise alone is handled
with the split Bregman algorithm parameters α = 0.5 and
β = 1, while scenarios with more low-frequency noise and
a complex pulse are better treated with α = 0.01 to 0.001
and β = 0.5. The hyperbolic shapes of the recorded signals
are well recovered in the reflectivity models. In the synthetic
models, the initial wavelet estimate is improved upon, and the
final wavelet estimate is a good fit to the true wavelet.
For GPR studies, SBD can be useful for image resolution
enhancement and better understanding of the source wavelet.
Both the estimated source wavelet and reflectivity model can
be used in further advanced modeling procedures such as FWI.
Compensation for near-field signal propagation effects is a
subject of future research.
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