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HALL ALGEBRA AND GRAPHS OF HECKE OPERATORS FOR
ELLIPTIC CURVES
ROBERTO ALVARENGA
Abstract. The graph of a Hecke operator encodes all information about the action
of this operator on automorphic forms over a global function field. These graphs
were introduced by Lorscheid in [15] for PGL2 and generalized to GLn in [1]. After
reviewing some general properties, we explain the connection to the Hall algebra
of the function field. In the case of an elliptic function field, we can use structure
results of Burban-Schiffmann and Fratila to develop an algorithm which explic-
itly calculate these graphs. We apply this algorithm to determine some structure
constants and provide explicitly the rank two case in the last section.
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Introduction
This work is concerned with the graphs of Hecke operators. These graphs are
defined from the action of Hecke operators on automorphic forms over a global
function field. Motivated by questions of Zagier ([22]) about unramified toroidal
automorphic forms (we refer to [13] for full details), Lorscheid develops in [15] a the-
ory of graphs of Hecke operators for PGL2 over a global function field. This theory
plays an important role in the proofs of his main theorems. In [14], Lorscheid analy-
ses this theory for elliptic function fields and answers some of Zagier’s questions. In
[1], we extend the definition of these graphs from PGL2 to GLn, generalize some of
Lorscheid’s results and describe how to obtain these graphs for a rational function
field. In this paper, we aim to describe these graphs when the global function field
is elliptic. Using the theory of Hall algebras, we exhibit an algorithm to calculate
these graphs.
Before describing the reformulation in terms of coherent sheaves, let us review
the original definition of the graph of a Hecke operator.
I would like to thank FAPERJ and Capes for financial support.
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Let F be the function field of a smooth projective and geometric irreducible curve
X over Fq, A its adele ring and K = GLn(OA), where OA is the set of the adelic
integers. For any right K-invariant Hecke operator Φ, there are m1, . . . ,mr ∈ C∗
and [g1], . . . , [gr] ∈ GLn(F ) \GLn(A)/K such that for all automorphic forms f
Φ(f)(g) =
r∑
i=1
mif(gi)
(see [1] Proposition 1.6). For [g], [g1], . . . , [gr] ∈ GLn(F ) \GLn(A)/K as before, we
write VΦ,K([g]) := {([g], [gi],mi)}i=1,...,r. From that, we define the graph GΦ,K of
Φ relative to K, whose vertices are
Vert GΦ,K = GLn(F ) \GLn(A)/K
and whose oriented weighted edges
Edge GΦ,K =
⋃
[g]∈VertGΦ,K
VΦ,K([g]).
The classes [gi] are called the Φ−neighbours of [g] (relative to K).
Fix n ≥ 1 an integer. The set of right K-invariant Hecke operators has the
structure of a C-algebra isomorphic to
C[Φx,1, . . . ,Φx,n,Φ
−1
x,n]x∈|X|,
where x is a place of F and Φx,r is the characteristic function of
K
(
πxIr
In−r
)
K,
where Ik is the k × k identity matrix. We denote VΦx,r ,K([g]) by Vx,r([g]) and
GΦx,r ,K by Gx,r.
Our goal is to describe the graphs of Hecke operators for an elliptic function
field. Throughout this work, we consider the geometric point of view of graphs of
Hecke operators. By a theorem due to Weil, there is a bijection between GLn(F ) \
GLn(A)/K with the set BunnX of rank n vector bundles on X . This theorem
allows us to determine the action of an unramified Hecke operator Φx,r in terms of
the equivalence classes of short exact sequences of coherent sheaves on X. Namely,
we consider exact sequences of the form
0 −→ E ′ −→ E −→ K⊕rx −→ 0
where E ′, E are rank n-vector bundles, x is a closed point of X, and K⊕rx is the
skyscraper sheaf on x whose stalk is κ(x)⊕r. Let mx,r(E , E ′) be the number of
isomorphism classes of exact sequences
0 −→ E ′′ −→ E −→ K⊕rx −→ 0
with fixed E such that E ′′ ∼= E ′.We denote by Vx,r(E) the set of triples
(E , E ′,mx,r(E , E ′))
such that there exists an exact sequence of the type as above, i.e. mx,r(E , E ′) 6= 0.
Therefore,
Vert Gx,r = BunnX and Edge Gx,r =
∐
E∈BunnX
Vx,r(E),
see Theorem 3.4 in [1].
The Hall algebra HX of coherent sheaves on a smooth projective curve X, as
introduced by Kapranov in [10], encodes the extensions of coherent sheaves. Let
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v be a square root of q−1. The Hall algebra of X is the vector space HX :=⊕
F∈Coh(X) CF with the product
F G = v−〈F,G〉
∑
H
hHF ,GH
where 〈F,G〉 := dimFq Ext0(F ,G)− dimFq Ext1(F ,G) and
hHF ,G :=
#
{
0 −→ G −→ H −→ F −→ 0}
#Aut(F) #Aut(G)
The main observation, which links the theory of Hall algebras with the graphs
of Hecke operators, is that we can recover the multiplicities mx,r(E , E ′) from the
product K⊕rx E ′ in the Hall algebra of X (Lemma 2.1). Thus, for a fixed n, the
graphs of Hecke operators can be described by calculating explicitly the products
K⊕rx E ′ where E ′ runs through the set of rank n vector bundles on X.
By what we have explained in the previous paragraph, our problem is reduced
to calculating the products K⊕rx E for all E ∈ BunnX. To do so, we use some
structure results from Burban and Schiffmann [6] and Dragos [7] about the elliptic
Hall algebra. Our strategy is to make a ”base change” and write the product
K⊕rx E in terms of elements in some subalgebras of the whole Hall algebra, called
twisted spherical Hall algebras (see Definition 3.9). Since the twisted spherical Hall
algebras are well understood and have a characterization in terms of path algebras
(see Theorem 3.14), the base change allows us to explicitly calculate these products.
However, these calculation depends closely on our initial data, i.e. the degree of x,
the choice of r and the vector bundle E . Hence, what we do in the section 4, is to
develop an algorithm, which calculates these products step-by-step. We outline the
algorithm in the following.
The algorithm for elliptic function fields. In order to calculate the products
K⊕rx E , we will use the twisted spherical Hall algebras, which are subalgebras of the
whole Hall algebra. Let Z := {(r, d) ∈ Z2 | r > 0 or r = 0 and d > 0} and define
for (r, d) ∈ Z the slope µ(r, d) of (r, d) as d/r if r 6= 0 and as ∞ if r = 0. The
twisted spherical Hall algebra Edσ,σ has an explicit description in terms of genera-
tors T ρ˜v (cf. Definition 3.9) and relations (see Theorem 3.14), where v ∈ Z, ρ˜ is a
character on Pic0Xn modulo the Frobenius action, and Xn = X ×Spec Fq Spec Fqn .
These algebras were introduced by Burban and Schiffmann in [6] and generalized
by Fratila in [7].
Input. Let x ∈ X be a closed point, E ∈ BunnX and r an integer such that
1 ≤ r ≤ n.
Base change.
(i) Let Cµ be the category of semistable coherent sheaves of slope µ. Write
E = E1 ⊕ · · · ⊕ Es
where Ei ∈ Cµi and µ1 < · · · < µs (Harder-Narasimhan decomposition).
(ii) Let Tor(X) be the category of torsion sheaves. For each Ei ∈ Cµi , use the
equivalence Cµi ≡ Tor(X) (cf. Theorem 1.1) to associate Ei with Ti ∈ TorX
and write Ti = Txi1 ⊕ · · ·⊕Txim with Txij ∈ Torxij and xij 6= xij′ for j 6= j′
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(iii) Each Txij corresponds to a Hall-Littlehood symmetric function Pλij in the
Macdonald ring of symmetric functions. Write Pλij as sum of products of
power-sums functions.
(iv) Taking the inverse image of the power-sums yields an expression of Txij in
terms of sums of products of
T(0,m),xi :=
[m]|xi|
m
∑
|λ|=m/|xi|
nuxi (l(λ)− 1)K(λ)xi
where K(λ)xi is the unique torsion sheaf with support at xi associated to the
partition λ. See Section 3 for the definitions of the constants in the above
definition. By Proposition 3.5, we can write Txij as a sum of products of
elements
T ρ˜v :=
∑
x∈X
ρ˜(x)Tv,x
where ρ˜ is a character in Pic0Xd modulo the Frobenius action, for some
extension of base field Xd of X and µ(v) =∞.
(v) Since E = a E1 · · · Es for some a ∈ C and Ti = Txi1 · · · Txim , we may write
E =
∑
ρ˜ijk
aijk T
ρ˜1j1
v1j1
· · ·T
ρ˜1jkj
v1jkj
· · ·T ρ˜sj1vsj1 · · ·T
ρ˜sjkj
vsjkj
,
for some aijk ∈ C, ρ˜ijk orbits of characters in some Picard groups.
(vi) Therefore,
K⊕rx E =
m∑
i=1
ai T
ρ˜i0
vi0
T
ρ˜i1
vi1
· · ·T ρ˜iℓviℓ
for some ai ∈ C where ρ˜ij are orbits of characters in some Picard groups
and where vij ∈ Z are such that µ(vi0 ) =∞ and µ(vi1 ) ≤ · · · ≤ µ(viℓ ).
Order by slopes
(i) Aiming to use the structure of Edσ,σ (cf. Definition 3.10) to write the above
product in increasing order of slopes, we consider the commutator
[K⊕rx , E]
since πvec(K⊕rx E) = πvec
[K⊕rx , E]. Where πvec means that we are consider-
ing the vector bundles which appear in the product.
(ii) Observe that
[
T ρ˜ivi , T
ρ˜j
vj
]
= 0 unless T ρ˜ivi , T
ρ˜j
vj belong to same twisted spher-
ical Hall algebra (cf. Definition 3.9). By Theorem 3.14, the problem of
ordering the slopes is reduced to Edσ,σ.
(iii) Using the structure of Edσ,σ, we can calculate [tv, tw] explicitly. If µ(v) >
µ(w) we replace tvtw by
[
tv, tw
]
+ twtv.
(iv) Combining the previous steps we may write
K⊕rx E =
m∑
i=1
ai T
ρ˜i1
vi1
· · ·T ρ˜iℓviℓ
where µ(vi1 ) ≤ · · · ≤ µ(viℓ).
Base change back and calculations
(i) We replace T
ρ˜ij
vij
by its definition
∑
x′ ρ˜ij (x
′)Tvij ,x′ . The elements Tvij ,x′ are
given explicitly by sums of semistable sheaves of slope µ(vij ) via Atiyah’s
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classification (cf. Theorem 1.1). Therefore the problem reduces to calcu-
lating the product Tv1,x1 Tv2,x2 with µ(v1) ≤ µ(v2).
(ii) If µ(v1) < µ(v2) or x1 6= x2, then
Tv1,x1 Tv2,x2 = Tv1,x1 ⊕ Tv2,x2
and we are able to calculate explicitly the product πvec(K⊕rx E).
(iii) If µ(v1) = µ(v2) and x1 = x2, the product Tv1,x1 Tv2,x2 can be calculated as
the product of power-sums in the Macdonald ring of symmetric functions
(cf. Proposition 3.1). In this case, we write the product Tv1,x1 Tv2,x2
in the Macdonald ring of symmetric functions as linear combination of
Hall-Littlehood functions
∑
i Pλi and come back to the Hall algebra via
Proposition 3.1, which associates Pλi with the unique semistable sheaf in
Cµ(v1) that corresponds to K(λi)x1 via Cµ(v1) ≡ TorX.
Let us briefly describe the content of this article. In the first section, we set up
the notation, recall Atiyah’s classification of coherent sheaves on an elliptic curve
and the geometric definition of graphs of Hecke operators. We establish in section
2 the relation between graphs of Hecke operators and the Hall algebra of an arbi-
trary smooth projective curve over a finite field. In the third section, we specialise
the theory of the previous section to elliptic curves, derive some properties for the
graphs of Hecke operators and review useful results by Fratila, Burban and Schiff-
mann. Section 4 is the main part of this paper. In this section, we prove some
structure theorems and describe the algorithm to calculate the graphs of Hecke
operators for an elliptic curve. In section 5, we use our algorithm to deduce some
general structure results. In section 6, we determine the complete graph Gx,1 for
n = 2 and |x| = 1. Some applications are indicated.
Acknowledgements: This article is part of the author’s Ph.D. thesis at IMPA
under the supervision of Oliver Lorscheid. He deeply thanks him for his constant
support, patience, encouragement and availability. He also thanks Olivier Schiff-
mann for hosting him for a term in Paris and Dragos Fratila for fruitful discussions.
1. Background
Notation. Let Fq be a finite field with q a prime power. Throughout the article, X
denotes an elliptic curve defined over Fq; that is, X is a smooth and geometrically
irreducible projective curve of genus one having a rational point. Note that, by
Hasse-Weil’s inequality (we refer to [21] for a proof), we have |#X(Fq) − (q +
1)| ≤ 2√q, hence any smooth projective curve of genus one has such a point, say
x0 ∈ X(Fq). We denote #X(Fqd) by Nd.
Let F be the function field of X . We denote by |X | the set of closed points
of X or, equivalently, the set of places of F . For x ∈ |X |, we denote by Fx the
completion of F at x, by Ox its integers, by πx ∈ Ox a uniformizer (we can suppose
πx ∈ F ) and by qx the cardinality of the residue field κ(x) := Ox/(πx) ∼= Fqx . Let
|x| be the degree of x which is defined by the extension field degree [κ(x) : Fq]; in
other words, qx = q
|x|.
For an extension of finite fields Fqn of Fq we will denote by Xn the fiber prod-
uct X ×Spec(Fq) Spec(Fqn). Using our choice of a rational point x0 ∈ X(Fq), the
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Riemann-Roch theorem yields a bijective map
X(Fqn) = Xn(Fqn)
1:1−→ Pic0(Xn)
x 7−→ OXn(x− x0)
Therefore we can transport the group structure from Pic0(Xn) to Xn(Fqn) such
that x0 is the neutral element. Moreover, the inclusions X(Fqm) ⊆ X(Fqn) for m|n
are compatible with the group structure. To avoid confusion with the addition of
divisors, we will denote the sum of x, y ∈ X(Fqn) with respect to the group law by
x⊕ y ∈ X(Fqn).
Let Y be a scheme over Fq. We call the morphism FrY : Y → Y induced by the
sheaf homomorphism OY → OY : a 7→ aq the Frobenius endomorphism of Y. This
morphism is the identity in the underlying topological spaces and the raising at the
q-th power at level of functions ([12] 3.2.4).
The Frobenius endomorphism acts on the set X(Fqn) of Fqn -rational points of X
by composition FrX ◦ x : Spec(Fqn)→ X, where x ∈ X(Fqn). Moreover, this action
is compatible with the group structure of X(Fqn). If m|n are positive integers, then
we have an obvious identification X(Fqm) = X(Fqn)Fr
m
X . In particular X(Fqn) =
X(Fq)Fr
n
X . We have an identification of sets |X | ∼= X(Fq)
/
FrX where the quotient
means that two Fq-rational points of X are identified if they have the same orbit
under the Frobenius action. Similarly, we have |Xn| ∼= X(Fq)
/
FrnX . These two
equalities allow us to define an action of FrX on the closed points of Xn. We denote
this action by frobn : |Xn| → |Xn|. In particular |Xn|
/
frobn = |X |.
For a finite abelian group G we denote by Ĝ its group of characters. From
the isomorphism X(Fqn) ∼= Pic0(Xn) that we fixed before, we obtain the following
commutative diagram
Pic0(Xn)
≀

Fr∗X,n // Pic0(Xn)
≀

X(Fqn)
FrX // X(Fqn).
The Frobenius Fr∗X,n acts by duality on each group
̂Pic0(Xn) and we will denote
this action simply by FrX,n.We will denote by
˜Pic0(Xn) (or in some cases only Pn)
the quotient ̂Pic0(Xn)
/
FrX,n.
Let m,n be positive integers such that m|n. We define the relative norm map
Normnm : Pic
0(Xn) −→ Pic0(Xm)
by
Normnm(L) :=
n/m−1⊗
i=0
(FrX,n)
mi(L)
The fact that this map is well defined follows from Galois descent i.e. a line bundle
on X that it is isomorphic to its Frobenius conjugates, descends to a line bundle
on X. For more details see Proposition 3.4 in [2]. By dualizing we obtain relative
norm maps between the character groups for which we will use the same notation
Normnm :
̂Pic0(Xn) −→ ̂Pic0(Xm).
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Recall that we fixed a rational point x0 on X and therefore for any integers n ≥ 1
and d ∈ Z we can identify Picd(Xn) with Pic0(Xn) by subtraction dx0. This allows
us to extend any character ρ of Pic0(Xn) to a character of Pic(Xn) by putting
ρ(OXn(x0)) = 1. Unless otherwise specified we will view the characters of Pic0(Xn)
as characters of Pic(Xn).
Denote X˜ :=
∐
n
˜Pic0(Xn). By abuse of language, we call the elements of X˜
characters even if they are actually orbits of characters. For a character ρ ∈ X˜, we
say that it is a character of degree n if ρ ∈ ˜Pic0(Xn).
Coherent sheaves on elliptic curve. We denote by Coh(X) the category of
coherent sheaves on X. Let us first outline, following Atiyah, the classification of
coherent sheaves on elliptic curves (in [4] it is assumed that the ground field is
algebraically closed, but the proof applies to an arbitrary field). We denote by
rk(F) (resp. deg(F)) the rank (resp. degree) of a coherent sheaf F . Recall that
the slope of a nonzero sheaf F ∈ Coh(X) is µ(F) = deg(F)/rk(F) and that a
sheaf F is semistable (resp. stable) if for any proper nontrivial subsheaf G ⊆ F
we have µ(G) ≤ µ(F) (resp.µ(G) < µ(F)). The full subcategory Cµ of Coh(X)
consisting of all semistable sheaves of a fixed slope µ ∈ Q∪{∞} is abelian, artinian
and closed under extension. Moreover, if F ,G are semistable with µ(F ) < µ(G),
then Hom(G,F) = Ext(F ,G) = 0. Any sheaf F possesses a unique filtration (the
Harder-Narasimhan filtration, or HN-filtration see [8])
0 = Fr+1 ⊂ Fr ⊂ · · · ⊂ F1 = F
for which F i/F i+1 is semistable of slope µi and µ1 < · · · < µr. Observe that C∞
is the category of torsion sheaves and hence equivalent to the product category∏
x Torx where x runs through the set of closed points of X and Torx denotes the
category of torsion sheaves supported at x. Since Torx is equivalent to the category
of finite length modules over the local ring OX,x of the point x, there is a unique
simple sheaf Kx in Torx, namely the skyscraper in x with stalk κ(x).
Theorem 1.1 ([4] Theorem 7). The following hold.
(i) The HN-filtration of any coherent sheaf splits (noncanonically). In particular,
any indecomposable coherent sheaf is semistable.
(ii) The set of stable sheaves of slope µ is the class of simple objects of Cµ.
(iii) The choice of any rational point x0 ∈ X(Fq), induces an exact equivalence
of abelian categories ǫν,µ : Cµ → Cν , for any µ, ν ∈ Q ∪ {∞}.
The proof of Atiyah also provides an algorithm to compute the equivalences in
Theorem 1.1 (iii). His proof is for an algebraically closed field (of any characteristic).
In [6], Burban and Schiffmann prove these equivalences for the finite field case. We
briefly recall their treatment; for complete details see [6], section 1 (paragraph 1.2)
and Appendix A.
The Grothendieck group K0(X) of Coh(X) is isomorphic to Z ⊕ Pic(X) and
the isomorphism is given by F 7→ (rk(F), det(F)). Moreover, if we compose this
morphism with the one sending a line bundle to its degree, then we get a group
homomorphism
ϕ : K0(X) −→ K ′0(X) := Z2
F 7−→ (rk(F), deg(F))
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The group K ′0(X) is called the numerical Grothendieck group and for a sheaf F , we
denote by F its image in this group. The Euler bilinear form 〈, 〉 : K0(X)⊗K0(X)→
Z is defined by the formula
F ⊗ G 7→ dimHom(F ,G)− dimExt(F ,G).
By the Riemann-Roch theorem, one has
〈F ,G〉 = rk(F) deg(G)− rk(G) deg(F),
in particular the Euler form is skew-symmetric.
The kernel of ϕ is the radical of the Euler form, which is given by
rad〈−,−〉 := {F ∈ K0(X)|rk(F) = deg(F) = 0}.
Hence we obtain an isomorphism
ϕ = (rk, deg) : K0(X)
/
rad〈−,−〉 ∼−→ Z2,
and the Euler form is well defined on classes in K ′0(X).
The group of exact auto-equivalences Aut(Db(Coh(X))) of the bounded derived
category of coherent sheaves on X acts on K0(X) by automorphism, since K0(X)
is an invariant of the derived category. This action preserves the Euler form and
its radical. Hence, we get a group homomorphism
π : Aut(Db(Coh(X))) −→ SL2(Z)
which sends an auto-equivalence F to the upper map in the following commutative
diagram
Z2
π(F) //
ϕ−1∼= 
Z2
K0(X)
/
rad〈−,−〉
F∗
∼= // K0(X)
/
rad〈−,−〉
∼= ϕ
OO .
The map π(F) belongs to SL2(Z) since the auto-equivalence F respects the Euler
form and hence the orientation of Z2.
Let F be indecomposable in Coh(X) with F = ϕ(F) = (n, d) ∈ Z2. Let
g := gcd(n, d) be the greatest common divisor. If d 6= 0, then there is a ma-
trix f ∈ SL2(Z) with f(n, d) = (0, g). If d = 0, then let f be the matrix
(
0 −1
1 0
)
in
SL2(Z) which flips the coordinate axes. Since π : Aut(Db(Coh(X))) −→ SL2(Z) is
surjective, we can lift f to an auto-equivalence F ∈ Aut(Db(Coh(X))). Since F is
an equivalence of categories the image F(F) is indecomposable again. The object
F(F) is then a coherent sheaf of rank 0. Therefore, T = F(F) is a torsion sheaf and
F = F−1(T ).
The above discussion shows us how Atiyah’s theorem works for the classifica-
tion of indecomposable vector bundles on X, and more generally the equivalences
Cµ
∼= Cν , for any µ, ν ∈ Q ∪ {∞}.
Reminder on graphs of Hecke operators. We recall the definition of the graphs
Gx,r of an unramified Hecke operator as introduced in [15] for PGL2 and generalized
to GLn in [1]. These graphs encode the action of the unramified Hecke operators
Φx,r on the space of automorphic forms for GLn over a global function field. We
concentrate in this resume on the geometric point of view. For the translation into
adelic language, see section 1 in [1].
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We say that two exact sequences of sheaves
0 −→ F1 −→ F −→ F2 −→ 0 and 0 −→ F ′1 −→ F −→ F ′2 −→ 0
are isomorphic with fixed F if there are isomorphism F1 → F ′1 and F2 → F ′2 such
that
0 // F1 //
∼=
F // F2 //
∼=
0
0 // F ′1 // F // F ′2 // 0
commutes. Let Kx be the torsion sheaf that is supported at x and has stalk κ(x) at
x, i.e. the skyscraper torsion sheaf at x. Fix E ∈ BunnX . For r ∈ {1, . . . , n}, and
E ′ ∈ BunnX we define mx,r(E , E ′) as the number of isomorphism classes of exact
sequences
0 −→ E ′′ −→ E −→ K⊕rx −→ 0
with fixed E and with E ′′ ∼= E ′. We will denote K⊕rx simply by Krx.
Definition 1.2. Let x ∈ |X |. For a vector bundle E ∈ BunnX we define
Vx,r(E) := {(E , E ′,m)|m = mx,r(E , E ′) 6= 0},
and we call E ′ a Φx,r-neighbour of E if mx,r(E , E ′) 6= 0, and mx,r(E , E ′) its multi-
plicity.
We define the graph Gx,r by
VertGx,r = BunnX and EdgeGx,r =
∐
E∈BunnX
Vx,r(E).
If Vx,r(E) = {(E , E1,m1), . . . , (E , Er,mr)}, we make the following drawing con-
ventions to illustrate the graph Gx,r: vertices are represented by labelled dots, and
an edge (E , E ′,m) together with its origin E and its terminus E ′ is drawn as
E E ′
m
The Φx,r-neighbourhood of E is thus illustrated as
E
E1
Er
mr
m1
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2. Hall algebras and graphs of Hecke operators
Let Y be a smooth projective and geometric irreducible curve over a finite field Fq.
We start with the definition of the Hall algebra of Y (following [10] and [18]). Fix
a square root v of q−1. Let HY be the C−vector space
HY :=
⊕
F
C F
where F runs through the isomorphism classes of objects in Coh(Y ). Let (F ,G,H)
be a triple of coherent sheaves on Y. We denote by PHF ,G the cardinality of the set
of short exact sequences
0 −→ G −→ H −→ F −→ 0.
Note that PHF ,G is finite since Coh(Y ) is a finitary category. Define
hHF ,G :=
PHF ,G
#Aut(F)#Aut(G) .
The following product defines on HY the structure of an associative algebra:
F G := v−〈F ,G〉
∑
H
hHF ,G H.
Another way of defining the Hall algebra is as follows. Consider the space
Fun0(MY ,C) of C-valued functions with finite support on the set MY of isomor-
phism classes of objects of Coh(Y). This space of functions identifies naturally, as
a vector space, with HY . We can endow Fun0(MY ,C) with a convolution product.
For f, g ∈ Fun0(MY ,C) we define
(f ∗ g)(F) =
∑
G⊆F
v−〈F/G,G〉f(F/G)g(G).
Using the identification of HY with Fun0(MY ,C), we obtain the same structure of
an algebra on HY as defined in the previous paragraph. See Lecture 1, section 1.3
in [19] for a proof of this fact and more details.
The following lemma is the main connection between the theory of graphs of
Hecke operators and the theory of Hall algebras of a smooth and projective curve.
Lemma 2.1. Let Y be a smooth projective curve over Fq. If E , E ′ ∈ BunnY, then
hEKrx,E′ = mx,r(E , E
′)
Proof. Let A := {(0 −→ E ′′ −→ E −→ K⊕rx −→ 0)
∣∣E ′′ ∼= E ′} be the set of repre-
sentatives classes of short exact sequences as in 1. Note that #A = mx,r(E , E ′).
Define
B :=
{E ′′ ⊆ E∣∣E ′′ ∼= E ′ and E/E ′′ ∼= Krx}.
Since Aut(E ′)×Aut(Krx) acts freely on set of exact sequences
0 −→ E ′ −→ E −→ Krx −→ 0
we have hEKrx,E′ = #B. We claim that the map A→ B given by(
0 −→ E ′′ −→ E −→ Krx −→ 0
) 7→ E ′′
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is a bijection. Indeed, if
(
0 −→ E ′′ −→ E −→ Krx −→ 0
)
and
(
0 −→ E ′′′ −→ E −→
Krx −→ 0
)
have the same image via the above map, then E ′′ ∼= E ′ ∼= E ′′′ and
0 // E ′′ //
∼=
E
0 // E ′′′
<<
②
②
②
②
②
②
commutes. This implies that these two short exact sequences are the same element
in A, thus we have a injection. The surjectivity is trivial. Therefore #A = #B. 
The Hall algebra HY has a natural grading in the subset
Z :=
{
(n, d) ∈ K ′0(Y )
∣∣n > 0 or n = 0 and d ≥ 0}
of the numerical Grothendieck group K ′0(Y ), given by HY [v] :=
⊕
F=v C[F ], for
v ∈ Z. For v = (n, d) ∈ Z, γ(v) denotes the gcd(n, d).
We will denote by HtorY :=
⊕
d≥0HY [0, d] the subalgebra of torsion sheaves and
by HvecY :=
⊕
(n,d)∈Z,n>0HY [n, d] the subalgebra of vector bundles. We denote by
πvec the projection map HY → HvecY .
Remark 2.2. It follows from the definition of the Hall algebra, the above lemma
and the previous paragraph that the graph of the Hecke operator Gx,r is com-
pletely determined by v−nr|x|πvec(Krx E) where E runs through BunnY. The prod-
uct v−nr|x|πvec(Krx E) in the Hall algebra give us all the edges in Gx,r that arrive
in the vertex given by E .
Example 2.3. The following is an easy example for Y = P1Fq that exemplifies
the connection between the Hall algebra for Y and the graph of a certain Hecke
operator. In Theorem 13 [5] Baumann and Kassel prove that
K⊕rx OP1(d) = OP1(d+ |x|)⊕K⊕r−1x + qrx
(OP1(d)⊕K⊕rx ),
which gives us
OP1(d+ |x|) OP1(d)
1
for r = 1. Compare this with section 5 (Figure 5) in [1].
Lemma 2.4. Let x ∈ |Y |. If E ∈ BunnY , then
πvec(Krx E) = πvec[Krx, E ],
where the commutator is taken in the Hall algebra HY .
Proof. This follows from the fact that none of the elements in Ext(E ,Krx) belongs
to HvecY . 
Lemma 2.5 ([7], Lemma 2.10). For r = 1 in the previous lemma,
πvec(Kx E) = [Kx, E ],
where the commutator is taken in the Hall algebra HY .
We conclude this section with two applications of our results in [1] to HY . The
first one is the following corollary and the second one is stated in the next remark.
Corollary 2.6.
∑
E′∈BunnX
hEKrx,E′ =
(qnx − 1)(qn−1x − 1)(qn−2x − 1) · · · (qr+1x − 1)
(qn−rx − 1)(qn−r−1x − 1)(qn−r−2x − 1) · · · (qx − 1)
.
12 ROBERTO ALVARENGA
Proof. This follows from [1, Thm. 2.7] where we prove that for a fix x ∈ |X |∑
E′∈BunnY
mx,r(E , E ′) = #Gr(n− r, n)(κ(x)),
and the Lemma 2.1. 
Remark 2.7. The products πvec(K⊕rx E) are explicitly determined for every E ∈
BunnP1Fq , 1 ≤ r ≤ n and x a closed point in P1Fq . Namely, fixed an positive integer
n, in [1] we develop an algorithm to describe Gx,r for every x closed point in P1Fq
and 1 ≤ r ≤ n. By Remark 2.2 we are able to determine πvec(K⊕rx E).
3. Graphs of Hecke operators for elliptic curves
We return our attention to an elliptic curve X defined over Fq. As we have seen,
describing the graph Gx,r for X is equivalent to calculating the products πvec(Krx E)
in the Hall algebra of X (Remark 2.2) where E runs through BunnX. The strategy
is to write these product in terms of elements in the twisted spherical Hall algebras
and to use the structure of these algebras to compute the products.
We shall need the usual notions of ν-integers. If ν 6= ±1, then we set
[s]ν :=
νs − ν−s
ν − ν−1 .
We shall mostly use [s] := [s]v where v
2 = q−1.
Let us recall some properties of the classical Hall algebra, i.e. the Hall algebra
of finite modules over a discrete valuation ring. For a deeper discussion of classical
Hall algebras, we refer the reader to [16], chapters I, II and III.
A partition is any finite sequence λ = (λ1, . . . , λm) of non-negative integers in
decreasing order: λ1 ≥ · · · ≥ λm. The non-zero λi are called the parts of λ. The
number of parts is the length of λ, denote by l(λ); and the sum of the parts
∑m
i=1 λi
is the weight of λ, denote by |λ|. We denote by λ = (1d12d2 . . .mdm) the partition
that has exactly di parts equal to i.
For a finite field k, we denote by u a square root of (#k)−1. Denote by Ak
the category of finite modules over the discrete valuation ring R := k[[t]]. For every
s ∈ N there exists a unique indecomposable module of length s (up to isomorphism),
denoted by I(s), which is the quotient R
/
tsR. For a partition λ = (λ1, . . . , λm), we
write by Iλ := I(λ1)⊕· · ·⊕I(λm). The collection {Iλ}λ where λ runs over all partitions
is a complete collection of representatives for the isomorphism classes of objects of
Ak. Let us denote by Λ := Z[e1, e2, . . .] the Macdonald’s ring of symmetric function,
where
er =
∑
i1<···<ir
xi1 · · ·xir
are the elementary symmetric functions in infinite many variables. We denote by
Λt the Macdonald’s ring of symmetric functions over C[t±1] i.e.
Λt = C[t
±1]⊗ Z[e1, e2, . . .].
Furthermore, let us denote by pr the power-sum symmetric function given by
pr =
∑
xri .
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For a partition λ = (λ1, . . . , λm), we denote by Pλ the Hall-Littlewood symmetric
functions (see [16] III.2 for the definition). We write pλ := pλ1 · · · pλm and eλ :=
eλ1 · · · eλm .
Proposition 3.1 ([16]). The assignment I(1m) 7→ um(m−1)em extends to an algebra
isomorphism Ψk : HAk → Λt|t=u2 . Moreover,
(i) Ψ−1k (pm) =
∑
|λ|=m nu(l(λ)− 1)Iλ where nu(l) =
∏l
i=1(1− u−2i), and
(ii) Ψk(I(λ)) = u
2n(λ)Pλ where n(λ) =
∑
(i− 1)λi.
Here, l(λ) is the length of λ and |λ| its weight.
Proof. The proof of the isomorphism and statement (ii) can be found in [16] III.3
(3.4). The statement (i) is [16], III.7 Ex. 2. 
Let x be a closed point of X . Consider the category Torx of torsion sheaves on X
supported at x. We have an equivalence of categories Torx ∼= Aκ(x), which provides
us with an isomorphism of algebras Ψκ(x) : HTorx → Λt|t=v2|x| , where v2 = q−1.
For m ∈ N and x ∈ |X |, we define the elements T(0,m),x ∈ HX by
T(0,m),x :=
{
0 if |x| 6 |m
[m]
m |x|Ψ−1κ(x)(p m|x| ) if |x| | m.
Using Proposition 3.1, we can rewrite T(0,m),x explicitly as follows
T(0,m),x =
[m]|x|
m
∑
|λ|=m/|x|
nux(l(λ)− 1)K(λ)x ,
for |x| | m.
For any µ ∈ Q ∪ {∞}, we consider the subspace H(µ)X ⊂ HX that is spanned by
classes {[F ]|F ∈ Cµ}. Since the category Cµ is stable under extensions, H(µ)X is a
subalgebra of HX . The exact equivalence ǫµ,ν from Theorem 1.1 gives rise to an
algebra isomorphism ǫµ,ν : H
(ν)
X
∼→ H(µ)X .
Note that T(0,m),x ∈ H(∞)X . For every v ∈ Z with slope µ, we define the element
Tv,x by ǫµ,∞(T(0,m),x). Namely, there is f ∈ SL2(Z) such that f(0,m) = v and thus
Tv,x := f · T(0,m),x (cf. paragraph 1).
With the definitions of paragraph of Notations (Section 1) in mind, we define:
Definition 3.2. For a character ρ˜ ∈ ˜Pic0(Xn) and a closed point x ∈ X , we define
ρ˜(x) :=
1
n
n−1∑
i=0
ρ((FrX,n)
i(OXn(x′))) =
1
d
d−1∑
i=0
ρ((FrX,n)
i(OXn(x′)))
where x′ ∈ Xn is a closed point that sits above x and d = gcd(|x|, n).
Definition 3.3. For a character ρ˜ ∈ X˜ and for a point v ∈ Z we define the element
T ρ˜v :=
∑
x∈|X|
ρ˜(x)Tv,x.
Remark 3.4. Since the above definition is an average over all possible choices for
the representative of ρ˜ and the point x′, it is well defined.
14 ROBERTO ALVARENGA
Proposition 3.5. Let v be a point in Z with d := γ(v). If y ∈ |X | is such that
|y| | d, then
Tv,y = |y|N−1d
∑
ρ˜∈ ˜Pic0(Xd)
ρ˜(−y)T ρ˜v .
Proof. Recall that for a finite abelian group G,∑
ρ∈Ĝ
ρ(g) =
{
0 if g 6= 1G
#G if g = 1G.
By definition
T ρ˜v =
∑
x∈|X|
ρ˜(x)Tv,x =
∑
x∈|X|
|x| | d
ρ˜(x)Tv,x.
Summing up all orbits in ˜Pic0(Xd), we obtain∑
ρ˜∈ ˜Pic0(Xd)
ρ˜(−y)T ρ˜v =
∑
ρ˜∈ ˜Pic0(Xd)
∑
x∈|X|
|x| | d
ρ˜(x− y)Tv,x
=
∑
x∈|X|
|x| | d
∑
ρ˜∈ ˜Pic0(Xd)
1
|x|
|x|−1∑
i=0
ρ((FrX,d)
i(OXd(x′ − y′ − x0)))Tv,x
=
∑
x∈|X|
|x| | d
1
|x|
∑
ρ∈ ̂Pic0(Xd)
ρ(OXd(x′ − y′ − x0))Tv,x
= |y|−1NdTv,y
where x′, y′ ∈ Xd with x′ above x and y′ above y. 
In the following, we aim to write K⊕rx and E (for E ∈ BunnX) in terms of
the elements T ρ˜v as the above definition. The next proposition tell us that this is
possible.
Proposition 3.6 ([7] Proposition 3.4). The set
{
T ρ˜v
∣∣ v ∈ Z, ρ˜ ∈ ˜Pic0(Xd), d =
γ(v)
}
, generates the Hall algebra HX .
Definition 3.7. We call a character ρ ∈ ̂Pic0(Xn) primitive of degree n if its
orbit under the Frobenius FrX,n is of maximal cardinal, i.e. if it is of cardinal n.
Equivalently, ρ is primitive if there does not exist a character χ ∈ ̂Pic0(Xm),m <
n, m|n, such that ρ = Normnm(χ) ([7] Lemma 3.8).
Remark 3.8. Applying the above definition we see that ρ ∈ ̂Pic0(Xn) is primitive
or there is a primitive character χ ∈ ̂Pic0(Xm) with m|n, m < n such that ρ =
Normnm(χ) (c.f. [7] Corollary 3.9).
Let Pn be the set of primitive characters of degree n modulo the action of
Frobenius and P :=∐n≥1 Pn.
Next, we are able to define the twisted spherical Hall algebras. This subalgebras
of HX will play an important role in the algorithm (section 4), to calculate the
graphs of Hecke operators.
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Definition 3.9. Let n ≥ 1 and ρ˜ ∈ Pn be a primitive character. We define the
algebraUρ˜X , called the twisted spherical Hall algebra of X and ρ˜, as the subalgebra
of HX generated by {
T
Normnγ(v)n (ρ˜)
nv
∣∣∣ v ∈ Z}.
For n = 1 and the trivial character ρ˜ = 1 ∈ ˜Pic0(X), the above definition
specializes to the spherical Hall algebra UX introduced by Burban and Schiffmann
in section 4 of [6] and considered implicitly by Kapranov in sections 3.8 and 5 of
[10]. We also will need the combinatorial description of the twisted spherical Hall
algebra as discovered in section 5 of [6] and generalized in section 3 of [7].
For v,w ∈ Z which are not proportional we denote by ǫv,w := sign(det(v,w)) ∈
{±1} and by ∆v,w the triangle formed by the vectors o,v,v +w where o = (0, 0).
We recall Pick’s formula ([17]), which will be useful for us. For any pair of linear
independents points v,w ∈ Z2,
(3.1) | det(v,w)| = γ(v) + γ(w) + γ(v +w)− 2 + 2 #(∆v,w ∩ Z2).
Definition 3.10. Fix σ, σ ∈ C∗ with σ, σ 6∈ {±1} and set ν := (σσ)− 12 and
ci(σ, σ) := (σ
i/2 − σ−i/2)(σi/2 − σ−i/2)[i]ν
/
i
Let Enσ,σ be the C-algebra generated by {tv | v ∈ Z} modulo the following relations:
(1) If o,v,v′ are collinear then [tv, tv′ ] = 0.
(2) If v,w are such that γ(v) = 1 and that ∆v,w has no interior lattice point,
then
[tw, tv] = ǫv,wcnγ(w)
θv+w
n(ν−1 − ν)
where the elements θz, z ∈ Z are defined by the following generating series:
∑
i≥0
θiz0s
i = exp
n(ν−1 − ν)∑
i≥1
tiz0s
i

for any z0 ∈ Z such that γ(z0) = 1.
Note that θz = n(ν
−1 − ν)tz whenever γ(z) = 1.
Following section 4 of [6], we give a geometric interpretation for the algebra
Enσ,σ. By a path in Z we understand a sequence p = (v1, . . . ,vm) of non-zero
elements of Z, which we represent graphically as the polygonal line in Z that joins
the points o,v1,v1 + v2, . . . ,v1 + · · · + vm. Let v̂w ∈ [0, 2π) denote the angle
between the segments ov and ow. We will call a path p = (v1, . . . ,vm) convex if
v̂1v2 ≤ v̂1v3 ≤ · · · ≤ v̂1vm < 2π. Put L0 := (0,−1) and letConv′ be the collection
of all convex paths p = (v1, . . . ,vm) satisfying v̂1L0 ≥ · · · ≥ v̂mL0. Two convex
paths p = (x1, . . . ,xr) and q = (y1, . . . ,ys) in Conv
′ are said to be equivalent if
{x1, . . . ,xr} = {y1, . . . ,ys} i.e. p is obtained by permuting several segments of q of
the same slope. For example the path p = ((2,−2), (1, 0), (2, 0), (1, 1)) is equivalent
to the path q = ((2,−2), (2, 0), (1, 0), (1, 1)).
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p ∼ q
We denote by Conv the set of equivalence classes of paths in Conv′ and we will
call the elements of Conv simply paths. We introduce the positive paths Conv+
and the negatives paths Conv− as the paths p = (v1, . . . ,vm) ∈ Conv such that
v̂mL0 ≥ π and v̂1L0 < π, respectively. By concatenating paths we obtain an
identification Conv ≡ Conv+ ×Conv−.
p4
p3p2
p1
o
p1 is not convex
p2 ∈ Conv−, p3 ∈ Conv+
p4 is convex, but p4 6∈ Conv
Fix an integer n ≥ 1. With a path p = (v1, . . . ,vm) ∈ Conv, we associate the
element tp ∈ Enσ,σ defined by
tp := tv1 · · · tvm ,
which is a well defined element of Enσ,σ due to relation (1).
Lemma 3.11 ([6] Lemma 5.6). The algebra Enσ,σ is equal to
⊕
p∈Conv+ Ctp.
Next we associate with each coherent sheaf a convex path in Z. By Theorem 1.1,
the HN-filtration splits, hence for every vector bundle E ∈ BunnX we can write
E = E1 ⊕ · · · ⊕ Em
where Ei ∈ Cµi , Ei = (ni, di) and µ1 < · · · < µm. We associate with E the convex
path p(E) = (v1, . . . ,vm) ∈ Conv+ where vi := (ni, di).
Let P(x, r, E) the polygon determined by the region below the convex path given
by E and above the path given by ((0,−r|x|),v1, . . . ,vm).
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p(E)
(0,−r|x|)
o
P(x, r, E)
Theorem 3.12. Let E , E ′ ∈ BunnX and x ∈ |X |. Suppose that mx,r(E , E ′) 6= 0.
Then p(E ′) is contained in the polygon P(x, r, E).
Proof. Let E , E ′ be rank n vector bundles on X such that
0 −→ E ′ −→ E −→ K⊕rx −→ 0,
i.e. mx,r(E , E ′) 6= 0. Denote by E = E1 ⊕ · · · ⊕ Es, where Ei := vi and µ(v1) < · · · <
µ(vs), the HN-decomposition of E . Let E ′ = E ′1 ⊕ · · · ⊕ E ′t, where E ′i := v′i and
µ(v′1) < · · · < µ(v′t), be HN-decomposition of E ′.
Observe that the statement of the theorem is equivalent to say that p(E) is
contained in the polygon delimited by p(E ′) and ((0, r|x|),v′1, . . . ,v′t).
First suppose that E ′ is semistable, i.e. E ′ = E ′1. Since E must appears in the
product K⊕rx E ′ in the Hall algebra HX , it follows from Lemma 4.7 that p(E) is
a convex path in the triangle ∆(v′1,(0,r|x|)) whose vertices are the origin o, v
′
1 and
(0, r|x|).
The general case follows by concatenation of paths. Namely, we may write E ′ as
the product v
∑
i<j〈E
′
i,E
′
j〉E ′1 · · · E ′t in HX , thus E must appears in the product
v
∑
i<j〈E
′
i,E
′
j〉K⊕rx E ′1 · · · E ′t.
Applying the previous step inductively, we have the desired. 
In the particular case of n = 2 and E = L1 ⊕ L2 with degL2 − degL1 > |x|, we
obtain a complete list of possible neighbours of E in Gx,1, for every x ∈ |X |.
Corollary 3.13. Fix x ∈ |X | and n = 2. Let L1,L2 be line bundles on X with
deg(L2) > deg(L1) + |x|. Let us denote E = L1 ⊕ L2, then
Vx,1(E) =
{
(E ,L1(−x)⊕ L2, m1), (E ,L1 ⊕ L2(−x), m2)
}
where m1 = mx,1
(E ,L1(−x)⊕ L2) and m2 = (E ,L1 ⊕ L2(−x)).
Proof. By the last theorem there are only decomposable vector bundles on Vx,1(E).
All decomposable vector bundles on Vx,1(E) have this form, c.f. Proposition 3.5 in
[1]. 
Later (Proposition 5.2) we will be able to show that m1 = 1 and m2 = qx in the
above corollary. This recovers the special case for n = 2 in [14].
Next we state the Theorem 5.2 of [7], which yields the relationship between the
algebrasUρ˜X and E
k
σ,σ defined before. Recall that Ni denotes the number of rational
points of X over Fqi and that v = q
−1/2. By the Hasse-Weil theorem (see e.g. [9],
Appendix C), there exist conjugate algebraic numbers σ, σ, satisfying σσ = q such
that
Ni = q
i + 1− (σi + σi)
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for any i ≥ 1. These numbers σ, σ are the eigenvalues of the Frobenius automor-
phism acting on H1(X,Ql). Note that
ci(σ, σ) =
vi[i]#X(Fqi)
i
,
cf. Definition 3.10. For σ, σ fixed as before, we denote ci(σ, σ) simply by ci.
Theorem 3.14 ([7] Theorem 5.2). Let σ, σ as in the Hasse-Weil theorem. For
any two integers n,m ≥ 1 and any two different primitive characters ρ˜ ∈ Pn and
σ˜ ∈ Pm, we have
(1) The twisted spherical Hall algebra Uρ˜X is isomorphic to E
n
σ,σ. This isomor-
phism is given by
tv 7−→ TNorm
nγ(v)
n (ρ˜)
nv .
(2) The algebras Uρ˜X and U
σ˜
X commute with each other.
(3) The Hall algebra HX decomposes into a commutative restricted tensor prod-
uct
HX ∼=
⊗
ρ˜∈P
′ U
ρ˜
X
Notation. By Atiyah’s classification of vector bundles over X , see Theorem 1.1,
an irreducible vector bundle E is semistable. Let µ be its slope. Then its image
via ǫ∞,µ is an irreducible torsion sheaf on X. Hence E is completely determined
by (i) its image E = (n, d) in the numerical Grothendieck group Z2; (ii) a closed
point x ∈ |X | which is the support of ǫ∞,µ(E); and (iii) a weight ℓ that determines
the unique irreducible torsion sheaf with support in x as K(ℓ)x .We denote E by E(n,d)(x,ℓ) .
4. The algorithm
In the following, we explain the main theorems that provide the basis for our
algorithm to calculate the structure constants hE
K⊕rx E′
.
Theorem 4.1 ([6]). Let F = F1 ⊕ · · · ⊕ Fs be a coherent sheaf on X. If Fi ∈ Cµi
for i = 1, . . . , n, and µ1 < · · · < µs, then
[F ] = v
∑
i<j〈Fi,Fj〉[F1] · · · [Fs]
in the Hall algebra of X.
Proof. This theorem follows from Lemma 2.4 and (2.6) in [6]. 
Theorem 4.2. If F ∈ Cµ, then
F =
n∏
i=1
ni∑
j=1
∑
ρ˜ij1
· · ·
∑
ρ˜ijkj
a(ρ˜ij1 , . . . , ρ˜ijkj ) T
ρ˜ij1
vij1
· · ·T
ρ˜ijkj
vijkj
.
for some a(ρ˜ij1 , . . . , ρ˜ijkj ) ∈ C where ρ˜ijk runs through ˜Pic0(Xγ(vijk )) for i =
1, . . . , n and j = 1, . . . , ni. Moreover, µ(vijk ) = µ and
∑n
i=1
∑kj
k=1 vijk = F .
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Proof. By Theorem 1.1, F corresponds to a torsion sheaf T . Since Tor(X) is the
direct product of blocks
∏
x∈|X|Torx where Torx is the category of torsion sheaves
supported at x, we may write
T = K(λ1)x1 ⊕ · · · ⊕ K(λn)xn ,
where λ1, . . . , λn are partitions and xi 6= xj if i 6= j. Since the Ext of two torsion
sheaves with disjoint support is trivial, we have
T = K(λ1)x1 · · · K(λn)xn
in the Hall algebra of X. Via Proposition 3.1, K(λi)xi corresponds to the Hall-
Littlewood symmetric function Pλi(x, q
−1
xi ). From [16], I.2.12, the power-sums gen-
erate the Macdonald’s ring of symmetric functions (as C[q±1xi ]-algebra). Thus we
can write
Pλi(x, q
−1
xi ) =
ni∑
j=1
aij pλij
for certain aij ∈ C and partitions λij with |λij | = |λi|. Hence
K(λi)xi =
ni∑
j=1
bij T(0,mij1 ),xi · · ·T(0,mijkj ),xi
where
∑kj
k=1mijk = |xi||λi|, for j = 1, . . . , ni. Thus
T =
n∏
i=1
ni∑
j=1
bij T(0,mij1),xi · · ·T(0,mijkj ),xi ,
with bij ∈ C. Using Atiyah’s theorem again, we get
F =
n∏
i=1
ni∑
j=1
bij Tvij1 ,xi · · ·Tvijkj ,xi
where γ(vijk ) = mijk , µ(vijk ) = µ and
∑n
i=1
∑kj
k=1 vijk = F . The desired follows
from Proposition 3.5. 
The next result is a particular case of the previous theorem, which will be of
later use.
Corollary 4.3. Let x ∈ |X | and r ≥ 1 an integer. Then
K⊕rx =
n∑
i=1
∑
ρ˜i1
· · ·
∑
ρ˜ik
bij T
ρ˜ij1
(0,mi1)
· · ·T ρ˜ijk(0,mik )
for some bij ∈ C where ρ˜ik runs through the elements in ˜Pic0(Xmik ) for i = 1, . . . , n.
Proof. Since K⊕rx ∈ C∞, this follows from previous theorem. 
Example 4.4. Let x be a degree d closed point in X. By definition T(0,d),x = [d]Kx
and thus Kx = [d]−1T(0,d),x. From Proposition 3.5,
T(0,d),x = dN
−1
d
∑
ρ˜∈Pd
ρ˜(−x)T ρ˜(0,d).
Therefore, Kx = [d]−1dN−1d
∑
ρ˜∈Pd
ρ˜(−x)T ρ˜(0,d).
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Remark 4.5. Via Proposition 3.1, K⊕rx corresponds to the elementary symmetric
functions er and these functions have an explicitly description in terms of power-
sums given by Newton’s formula, see [16] I.(2.11’). These formulas are useful for
the calculation of our graphs. We state these formulas in the following Step-4 of
our algorithm.
Theorem 4.6. Let E ∈ BunnX, then
E =
∑
ρ˜ijk
aijk T
ρ˜1j1
v1j1
· · ·T
ρ˜1jkj
v1jkj
· · ·T ρ˜sj1vsj1 · · ·T
ρ˜sjkj
vsjkj
,
for some aijk ∈ C where ρ˜ijk runs through the elements in ˜Pic0(Xγ(vijk )) and the
path given by
(
v1j1 , . . . ,v1jkj , . . . ,vsj1 , . . . ,vsjkj
)
is a convex path which defines the
same polygonal line as p(E) for all j = 1, . . . ,m.
Proof. Since the Harder-Narasinham filtration splits (c.f. Theorem 1.1), we may
write E = E1 ⊕ · · · ⊕ Es with Ei ∈ Cµi for i = 1, . . . , s, and µ1 < · · · < µs. By
Theorem 4.1,
E = v
∑
i<j〈Ei,Ej〉E1 · · · Es
in HX . The claim follows from Theorem 4.2. 
Recall from section 3 that any µ ∈ Q ∪ {∞} yields the subalgebra H(µ)X ⊂ HX
of HX linearly spanned by
{F ∣∣F ∈ Cµ}. Moreover, the exact equivalence ǫµ1,µ2
defined in Theorem 1.1 gives rise to an algebra isomorphism ǫµ1,µ2 : H
(µ2)
X → H(µ1)X .
For µ1 ≤ µ2, let ~
⊗
µ1≤µ≤µ2
H
(µ)
X stand for the (restricted) tensor product of spaces
H
(µ)
X with µ1 ≤ µ ≤ µ2, ordered from left to right in increasing order, that is, for
the vector spanned by elements of the form aν1 ⊗ · · · ⊗ aνr with aνi ∈ H(νi)X and
µ1 ≤ ν1 < · · · < νr ≤ µ2.
Let C[µ1, µ2] be the full subcategory of sheaves whose HN-decomposition contains
only slopes µ ∈ [µ1, µ2]. This category is exact and, in particular, stable under
extensions.
Lemma 4.7 ([6] Lemma 2.5). For any µ1 ≤ µ2 the Hall algebra of the exact
category C[µ1, µ2] is a subalgebra of HX isomorphic to ~
⊗
µ1≤µ≤µ2
H
(µ)
X (via the
multiplication map).
Theorem 4.8. Let x ∈ |X |, r ≥ 1 an integer and E ∈ BunnX, then
K⊕rx E =
m∑
i=1
ai T
ρ˜i1
vi1
· · ·T ρ˜iℓviℓ
for some ai ∈ C where ρ˜ij runs through the elements in ˜Pic0(Xγ(vij )), and where
vij ∈ Z are such that
(
vi1 , . . . ,viℓ
)
defines a convex path in ∆(rk(E),deg(E)),(0,r|x|)
for all i = 1, . . . , n.
Proof. Considering the HN-decomposition E = E1⊕· · ·⊕Es with Ei ∈ Cµi and µ1 <
· · · < µs, we obtain that K⊕rx , E ∈ C[µ1,∞]. Since ~
⊗
µ1≤µ≤∞
H
(µ)
X is a subalgebra
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of HX , the product K⊕rx E still belong to ~
⊗
µ1≤µ≤∞
H
(µ)
X and thus we may write
K⊕rx E =
m′∑
i=1
a′i aµi1 · · · aµit
with a′i ∈ C, aµij ∈ H
(µij )
X and µ1 ≤ µi1 < · · · < µit ≤ ∞ for all i = 1, . . . ,m′.
Hence
K⊕rx E =
m′′∑
i=1
a′′i Eµi1 · · · Eµit
with a′′i ∈ C and Eµij ∈ Cµij . Since µ1 ≤ µi1 < · · · < µit ≤ ∞ for all i = 1, . . . ,m′′
and Eµi1 · · · Eµit ∈ Ext(K⊕rx , E), it follows from Lemma 4.7 that
(Eµi1 , . . . , Eµit )
defines a convex path in ∆(rk(E),deg(E)),(0,r|x|).
Since each Eµij is semistable we can use Theorem 4.1 to write Eµij in terms of
the generators of the twisted spherical Hall algebras. The theorem follows from
rearranging the terms. 
The algorithm. Fix r, n ≥ 1 integers and x ∈ |X |. Let E ∈ BunnX . As explained
in Remark 2.2, it suffices for the determinate of the graph Gx,r to calculate the
products πvec
(K⊕rx E) = πvec[K⊕rx , E ] for every E ∈ BunnX. Our aim is to write
the product K⊕rx E as in Theorem 4.8 and then use the definition of the elements
in the twisted spherical Hall algebras and the structure of the Hall algebra HX to
calculate this product explicitly. In the following steps, we outline how to perform
such calculations.
Step 1. The Harder-Narashimhan decomposition tells us that every vector bundle
E can be written as follows
E = E1 ⊕ · · · ⊕ Es
where each Ei ∈ Cµi for i = 1, . . . , s, and µ1 < · · · < µs.
Step 2. We write each Ei in terms of elements in the twisted spherical Hall alge-
bras. Namely, via Atiyah’s theorem (1.1) Ei corresponds to a torsion sheaf of degree
gcd(rk(Ei), deg(Ei)). Such a torsion sheaf is the direct sum of torsions sheaves with
disjoint support. Let Tx be a torsion sheaf with support in x. By Proposition 3.1,
Tx corresponds to the Hall-Littlewood symmetric function Pλ for some partition
λ. Writing Pλ as linear combination of pλi for some partitions λ1, . . . , λm, we are
able to write the Ei as sums of products of elements in the twisted spherical Hall
algebras as stated in Theorem 4.2.
Step 3. By Theorem 4.1,
E = v
∑
i<j〈Ei,Ej〉E1 · · · Es.
By the previous step, we may write E as sums of products of elements in the spher-
ical Hall algebras, cf. Theorem 4.6.
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Step 4. By Corollary 4.3 the previous step applies also to K⊕rx . By the definition
of T ρ˜v , we only have to known how to write the elementary symmetric functions
in terms of power-sums (cf. Proposition 3.1). These are the well-known Newton
formulas:
mem =
m∑
i=1
(−1)i−1piem−i.
Therefore, we may write K⊕rx as sums of products of elements in the twisted spher-
ical Hall algebras with slope ∞.
Step 5. Since we know how to write E and K⊕rx as elements in the twisted spherical
Hall algebras, the product K⊕rx E can be written as sums of products of elements in
the twisted spherical Hall algebras. By Corollary 4.3 and Theorem 4.6, we obtain
an expression of the form
K⊕rx E =
m∑
i=1
ai T
ρ˜i1
(0,mi1)
· · ·T ρ˜ik(0,mik ) T
ρ˜i1
vi1
· · ·T ρ˜iℓviℓ
The problem here is that these products of elements in the spherical Hall algebras
are not in increasing order of slopes. Since the algebras Uρ˜X and U
σ˜
X commute for
different primitive characters, we are left with the problem to write these products
in increasing order of slopes in a twisted spherical Hall algebra Uρ˜X for a fixed
ρ˜ ∈ Pn.
Step 6. In order to write products in Uρ˜X in increasing order of slopes, we use the
isomorphisms from Theorem 3.14 to reduce the problem to calculations in Enσ,σ.
Lemma 3.11 tells us that we can write any element in Enσ,σ as a linear combination
of elements tp where p ranges through convex paths in Conv
+. If x,y ∈ Z are
such that there are not interior lattice points in ∆x,y, (as in the proof of Lemma
3.11) then either
γ(x) = γ(y) = γ(x+ y) = 2 or γ(x) = 1 or γ(y) = 1.
In th first case, we may assume up to the SL2(Z)-action that x = (0, 2) and y =
(2, 0), applying the Definition 3.10 item (2) yields[
tx, ty
]
= c t2(1,1) + c2
(c2
c1
− 2
)
t(2,2),
where c ∈ C. For the last two cases, the relation (2) in Definition 3.10 directly
yields that we can write the bracket
[
tx, ty
]
as linear combination of tp where p
runs through the convex paths in ∆x,y.
On the other hand, if Z ∩ ∆x,y is not empty, we can every write the bracket[
tx, ty
]
in terms of brackets
[
tx′ , ty′
]
such that ∆x′,y′ has no interior lattice points.
To do that, we can subdivide ∆x,y into smaller triangles by successively choosing a
lattice point zi for i = 0, . . . , s such that ∆zi−1,zi does not have an interior lattice
point, where z0 = x and zs = y. Therefore, using the previous paragraph we may
every write
[
tx, ty
]
as linear combination of tp where p runs through the set of
convex paths in ∆x,y.
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Step 7. By Lemma 2.4, πvec
(K⊕rx E) = πvec[K⊕rx , E]. Aiming to use the relations
of Enσ,σ as in the previous step, we consider
[K⊕rx , E]. For x,x1, . . . ,xℓ ∈ Z with
µ(x) =∞ and µ(x1) ≤ · · · ≤ µ(xℓ) the formula[
tx, tx1 · · · txℓ
]
=
ℓ∑
i=1
tx1 · · · txi−1
[
tx, txi
]
txi+1 · · · txℓ
combined with tztw =
[
tz, tw
]
+ twtz for µ(z) > µ(w) and with the fact (previous
step) that we can calculate
[
tz, tw
]
using the relation (2) of Definition 3.10 results
in finitely many steps in[
tx, tx1 · · · txℓ
]
= c1tp1 + · · ·+ cstps
for p1, . . . ,ps ∈ Conv+. Therefore,[K⊕rx , E] = m∑
i=1
ai T
ρ˜i1
vi1
· · ·T ρ˜iℓviℓ
in increasing order of slopes i.e. µ(vi1 ) < · · · < µ(viℓ), for i = 1, . . . ,m. By con-
struction (or Theorem 4.8) pi = (vi1 , . . . ,viℓ) runs through the convex paths in
∆(rk(E),deg(E)),(0,r|x|).
Step 8. Next we replace the T
ρ˜ij
vij
by their definition. Using that
∑
ρ ρ(x) is
zero unless x = x0, we can write the product K⊕rx E as linear combination of
Tvi1 ,xi1 · · ·Tvin ,xin , where pi = (vi1 , . . . ,vin) runs through the convex paths in the
triangle defined by K⊕rx and E .
Step 9. Finally, since Tvi,xiTvj,xj = Tvi,xi ⊕ Tvj ,xj if either µ(vi) < µ(vj) or
µ(vi) = µ(vj) and xi 6= xj , our problem reduces to solve the case Tvi,xTvj,x with
µ(vi) = µ(vj).
Step 10. In order to solve the previous step consider Tvi,x, Tvj ,x ∈ HTorx with
µ(vi) = µ(vj). By Proposition 3.1 once again we can express the product Tvi,xTvj,x
as a product of power-sums. Since the Hall-Littlewood functions form a C[u±1x ]-
basis for the Macdonald ring of symmetric functions we can write the product of
these two power-sums as a linear combination of Hall-Littlewood functions. Since
the Hall-Littlewood functions Pλ correspond to K(λ)x , we have an explicit descrip-
tion for the product Tvi,xTvj,x, and therefore an explicit description for the product
πvec
(K⊕rx E).
Remark 4.9. In fact, our algorithm does not only calculate the products K⊕rx E ,
but also a more general class of products in the Hall algebra of an elliptic curve.
For instance the products of any torsion sheaf by a vector bundle.
5. Calculating structure constants
In this section we will apply our algorithm to calculate some structure constants
for the graphs Gx,r. Our results cover some cases of particular interest and are
meant to exemplify the way the algorithm works. An explicit description of the
graphs Gx,r for all n, all x and all r seems out of reach. But we cover the case of
|x| = 1, n = 2, r = 1 in completion in next section.
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Theorem 5.1. Fix an integer n ≥ 1. Let x ∈ |X | with |x| = 1. Let E = E(n,d)(y,1) with
n|d be a stable vector bundle on X. Then mx,1
(E ′, E) 6= 0 if and only if E ′ ∼= E(n,d+1)(z,1)
where z = x+Normn1 (y
′), where y′ ∈ |Xn| sits above y. In this case mx,1
(E ′, E) = 1.
Graphically,
E(n,d+1)(z,1) E(n,d)(y,1)
1
are all incoming arrows at E(n,d)(y,1) in Gx,1.
Proof. Via Atiyah’s classification, E = E(n,d)(y,1) corresponds to Ky where |y| = n. We
aim to calculate πvec(Ky E) following the algorithm from section 4.
First note that T(0,n),y = [n]Ky. For ρ ∈ ̂Pic0(Xn) consider
T ρ˜(0,n) =
∑
x′∈|X|
|x′| | n
ρ˜(x′)T(0,n),x′
and by Proposition 3.5
T(0,n),y = nN
−1
n
∑
ρ˜∈Pn
ρ˜(−y)T ρ˜(0,n).
Hence
Ky = [n]−1nN−1n
∑
ρ˜∈Pn
ρ˜(−y)T ρ˜(0,n)
and
E = [n]−1nN−1n
∑
ρ˜∈Pn
ρ˜(−y)T ρ˜(n,d).
Therefore
πvec(Ky E) =
[Ky, E]
=
[
N−11
∑
σ∈ ̂Pic0(X)
σ(−x)T σ(0,1), [n]−1nN−1n
∑
ρ˜∈Pn
ρ˜(−y)T ρ˜(n,d)
]
= N−11 [n]
−1nN−1n
∑
σ∈P1
ρ˜∈Pn
σ(−x)ρ(−y)[T σ(0,1), T ρ˜(n,d)]
= N−11 [n]
−1nN−1n cn
∑
σ∈P1
ρ=Normn1 (σ)
σ(−x−Normn1 (y′)) T σ(n,d+1)
= N−11 v
n
∑
σ∈P1
∑
x′∈|X|
σ(x′ − x−Normn1 (y′))T(n,d+1),x′
= vn T(n,d+1),z
= vn E(n,d+1)(z,1) ,
where z = x+Normn1 (y
′) with y′ ∈ |Xn| sits above y. 
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Theorem 5.2. Let x be a closed point in X and L1, . . . ,Ln line bundles on X. If
E ′ = L1 ⊕ · · · ⊕ Ln with deg(Li) > deg(Li−1) + |x| for i = 1, . . . , n, then
Vx,1(E ′) =
n⋃
k=1
{(E ′,L1 ⊕ · · · ⊕ Lk(−x)⊕ · · · ⊕ Ln, qk−1x )}.
Proof. Following the algorithm in section 4, the proposition will follow from calcu-
lating πvec(KxE) = [Kx, E ]. We have
E = E(1,d1)(x1,1) ⊕ · · · ⊕ E
(1,dn)
(xn,1)
= v
∑
i<j〈(1,di),(1,dj)〉E(1,d1)(x1,1) · · · E
(1,dn)
(xn,1)
.
Denote by d the degree of x. By definition, T(0,d),x = [d]Kx. By Proposition 3.5,
Kx = [d]−1dN−1d
∑
σ˜∈ ˜Pic0(Xd)
σ˜(−x)T σ˜(0,d).
By Atiyah’s classification (Theorem 1.1) E(1,di)(xi,1) corresponds to Kxi where |xi| = 1
for i = 1, . . . , n. Since T(0,1),xi = Kxi , we have for i = 1, . . . , n that
Kxi = N−11
∑
ρ˜i∈ ˜Pic0(X)
ρ˜i(−xi)T ρ˜i(0,1)
by Proposition 3.5. Thus
E(1,di)(xi,1) = N−11
∑
ρ˜i∈ ˜Pic0(X)
ρ˜i(−xi)T ρ˜i(1,di), for i = 1, . . . , n.
Therefore
πvec(KxE) =
[
[d]−1dN−1d
∑
σ˜∈Pd
σ˜(−x)T σ˜(0,d),
v
∑
i<j〈(1,di),(1,dj)〉N−n1
n∑
i=1
∑
ρ˜i∈P1
ρ˜1(−x1) · · · ρ˜n(−xn)T ρ˜1(1,d1) · · ·T
ρ˜n
(1,dn)
]
= [d]−1dN−1d v
∑
i<j〈(1,di),(1,dj)〉N−n1
n∑
i=1
∑
ρ˜i∈P1
σ˜∈Pd
σ˜(−x)ρ˜1(−x1) · · · ρ˜n(−xn)
[
T σ˜(0,d), T
ρ˜1
(1,d1)
· · ·T ρ˜n(1,dn)
]
= [d]−1dN−1d v
∑
i<j〈(1,di),(1,dj)〉N−n1
( n∑
i=1
∑
ρ˜i∈P1
σ˜∈Pd
σ˜(−x)ρ˜1(−x1) · · · ρ˜n(−xn)
[
T σ˜(0,d), T
ρ˜1
(1,d1)
]
T ρ˜2(2,d2) · · ·T
ρ˜n
(1,dn)
+ · · ·+
n∑
i=1
∑
ρ˜i∈P1
σ˜∈Pd
σ˜(−x)ρ˜1(−x1) · · · ρ˜n(−xn)T ρ˜1(1,d1) · · ·T
ρ˜n−1
(1,dn−1)
[
T σ˜(0,d), T
ρ˜n
(1,dn)
])
.
Observe that
[
T σ˜(0,d), T
ρ˜i
(1,di)
]
= 0 unless σ = Normd1ρi.When σ = Norm
d
1ρi, we have
by Theorem 3.14 that [
T σ˜(0,d), T
ρ˜i
(1,di)
]
= cd T
ρ˜i
(1,di+d)
.
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This yields
πvec(KxE) = cd[d]−1dN−1d v
∑
i<j〈(1,di),(1,dj)〉N−n1 ·
·
( n∑
i=1
∑
ρ˜i∈P1
σ˜=Normd1ρi
ρ˜1(−x1 −Normd1(x′))ρ˜2(−x2) · · · ρ˜n(−xn)T ρ˜i(1,di)T
ρ˜2
(2,d2)
· · ·T ρ˜n(1,dn) +
· · · +
( n∑
i=1
∑
ρ˜i∈P1
σ˜=Normd1ρn
ρ˜1(−x1) · · · ρ˜n−1(−xn−1)ρ˜n(−xn −Normd1(x′))
)
·
· T ρ˜1(1,d1) · · ·T
ρ˜n−1
(1,dn−1)
T ρ˜n(1,dn+d)
)
= N−n1 v
∑
i<j〈(1,di),(1,dj)〉+d( n∑
i=1
∑
ρ˜i∈P1
σ˜=Normd1ρi
∑
x1i∈|X|
ρ˜1(x
1
1 − x1 − Normd1(x′))ρ˜2(x12 − x2) · · · ρ˜n(x1n − xn)
T(1,d1+d),x11T(2,d2),x12 · · ·T(1,dn),x1n + · · ·
+
n∑
i=1
∑
ρ˜i∈P1
σ˜=Normd1ρn
∑
xni ∈|X|
ρ˜1(x
n
1 − x1) · · · ρ˜n−1(xnn−1 − xn−1)ρ˜n(xnn − xn −Normd1(x′))
T(1,d1),xn1 · · ·T(1,dn−1),xnn−1T(1,dn+d),xnn
)
.
= N−n1 v
∑
i<j〈(1,di),(1,dj)〉+d
(
Nn1
n∑
k=1
vckE(1,d1)
(xk1 ,1)
⊕ · · · ⊕ E(1,dk+d)
(xk
k
,1)
⊕ · · · ⊕ E(1,dn)
(xkn,1)
)
where x′ ∈ |Xd| sits above x, xji = xi if i 6= j and xii = xi ⊕ Normd1(x′) for
i = 1, . . . , n and
ck = −
n∑
j=k+1
〈(1, dk + d), (1, dj)〉 −
k−1∑
i=1
〈(1, di), (1, dk + d)〉 −
∑
i<j
i,j 6=k
〈(1, di), (1, dj)〉.
The multiplicities are determined by the formula∑
i<j
〈(1, di), (1, dj)〉+ d+ ck = d(n− 2(k − 1)).
and by the multiplication for v−nd, cf. Remark 2.2. 
We end this section with a special case of edges in the graphs of Hecke operators.
We proof the case n = 3 but taking the coefficient of sn in the power series
exp
m(v−1 − v)∑
i≥1
tiz0s
i

(recall Definition 3.10)the same proof can be applied for any stable bundle E(n,d)(x′,1)
where n is a prime number and d ≡ −1(mod n).
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Theorem 5.3. Let x be a degree one closed point on X. Let E := E(3,d)(x′,1) with
d ≡ −1(mod 3). Then
mx,1
(E(3,d+1)(y,1) , E) = q2 + q + 1, mx,1(E(3,d+1)(z,3) , E) = q2
mx,1
(E(1,d′)(y′,1) ⊕ E(2,2d′)(y′′,1) , E) = q2 − 1, mx,1(E(1,d′)(z′,1) ⊕ E(2,2d′)(z′′,2) , E) = q2 − q
and mx,1
(E(1,d′)(y1,1) ⊕ E(1,d′)(y2,1) ⊕ E(1,d′)(y3,1), E) = q2 − 2q + 1,
where d′ = (d + 1)/3, |y| = 3 with tr3(y) = x + x′; |z| = 1 with 3z = x + x′;
|y′| = 1, |y′′| = 2 with y′ + tr2(y′′) = x + x′; |z′| = |z′′| = 1 with z′ + 2z′′ = x+ x′;
and |y1| = |y2| = |y3| = 1, y1 6= y2 6= y3 with y1 + y2 + y3 = x+ x′.
Proof. Observe that by Theorem 1.1, E corresponds to Kx′ . It follows from the
definition that Kx′ = T(0,1),x′, and by Proposition 3.5
E = N−11
∑
ρ˜∈P1
ρ˜(−x′)T ρ˜(3,d).
Thus,
πvec(Kx E) = N−21
∑
σ∈P1
σ(−x− x′)[T σ(0,1), T σ(3,d)].
Theorem 3.14 and Definition 3.10 now yields[
T σ(0,1), T
σ
(3,d)
]
= c1(v
−1 − v)−1θ(3,d+1),
where
θ(3,d+1) = (v
−1 − v)TNorm31σ(3,d+1) + (v−1 − v)2T σ(1,d′) T
Norm21σ
(2,2d′) +
(v−1 − v)3
6
(
T σ(1,d′)
)3
.
Hence,
v−3πvec(Kx E) = v−2
∑
y;|y||3
tr3(y)=x+x
′
T(3,d+1),y
+ v−2(v−1 − v)
∑
y′,y′′
|y′|=1, |y′′|=2
y′+tr2(y
′′)=x+x′
T(1,d′),y′T(1,2d′),y′′
+
v−2(v−1 − v)2
6
∑
y1,y2,y3
|y1|=|y2|=|y3|=1
y1+y2+y3=x+x
′
T(1,d′),y1T(1,d′),y2T(1,d′),y3 ,
where d′ = (d+ 1)/3. Let us calculate each term separated.
Observe that T(3,d+1),y 6= 0 if, and only if, |y| = 1 or |y| = 3. If |y| = 3, then
v−2 T(3,d+1),y = v
−2[3] E(3,d+1)(y,1) = (q2 + q + 1) E(3,d+1)(y,1) .
If |y| = 1, then
v−2 T(3,d+1),y = 3
−1(v−4 + v−2 + 1) E(3,d+1)(y,3) + 3−1(1− v−6) E(1,d
′)
(y,1) ⊕ E(2,2d
′)
(y,2)
+ 3−1(1 − v−4 − v−6 + v−10) E(1,d′)(y,1) ⊕ E(1,d
′)
(y,1) ⊕ E(1,d
′)
(y,1) .
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Next we calculate the second term. We have T(1,d′),y′ = E(1,d
′)
(y′,1) and
T(2,2d′),y′′ =
[2] E
(2,2d′)
(y′′,1) if |y′′| = 2
[2]
2
(
E(2,2d′)(y′′,2) + (1− v−2) E(1,d
′)
(y′′,1) ⊕ E(1,d
′)
(y′′,1)
)
if |y′′| = 1.
If y′ 6= y′′, then T(1,d′),y′T(2,2d′),y′′ = T(1,d′),y′ ⊕ T(2,2d′),y′′ , and this case follows
from above calculation. If y′ = y′′, the product T(1,d′),y′T(2,2d′),y′′ is equivalent to
the product [2]2 p1p2 of power-sums in the Macdonald’s ring. Since
p1p2 = (v
6 − 1) P(13) + v2 P(2,1) + P(3),
for y′ = y′′ we obtain
T(1,d′),y′T(2,2d′),y′′ =
[2]
2
(
(v6 − 1)v−6
(
E(1,d′)(y′,1)
)⊕3
+ E(2,2d′)(y′,2) ⊕ E
(1,d′)
(y′,1) + E
(3,d+1)
(y′,3)
)
.
Therefore the second terms yields
(v−4 − 1) E(1,d′)(y′,1) ⊕ E
(2,2d′)
(y′′,1)
if y′ 6= y′′ and |y′′| = 2;
1
2
(v−4 − 1) E(1,d′)(y′,1) ⊕ E(2,2d
′)
(y′′,2) +
1
2
(−v−6 + v−4 + v−2 − 1)E(1,d′)(y′,1) ⊕
(
E(1,d′)(y′′,1)
)⊕2
if y′ 6= y′′ and |y′′| = 1; and
1
2
(−v−10+v−6+v−4−1)
(
E(1,d′)(y′,1)
)⊕3
+
1
2
(v−4−1) E(2,2d′)(y′,2) ⊕E(1,d
′)
(y′,1)+
1
2
(v−4−1) E(3,d+1)(y′,3)
for y′ = y′′.
We separated the third term T(1,d′),y1T(1,d′),y2T(1,d′),y3 in three cases. The first
one is when y1 6= y2 6= y3, in this case we have
T(1,d′),y1T(1,d′),y2T(1,d′),y3 = E(1,d
′)
(y1,1)
⊕ E(1,d′)(y2,1) ⊕ E
(1,d′)
(y3,1)
.
If yi = yj and yj 6= yk for {i, j, k} = {1, 2, 3}, we use the following equation
p21 = (v
2 + 1)P(12) + P(2)
to conclude that the third term yields
1
2
(v−6 − v−4 − v−2 + 1)
(
E(1,d′)(y1,1)
)⊕2
⊕ E(1,d′)(y2,1) +
1
2
(v−4 − 2v−2 + 1) E(2,2d′)(y1,2) ⊕ E
(1,d′)
(y2,1)
.
The last case is when y1 = y2 = y3. Since
p31 = (v
6 + 2v4 + 2v2 + 1)P(13) + (v
2 + 2)P(2,1) + P(3),
we conclude that the third case is equals to
1
6
(v−10 − v−6 − v−4 + 1)
(
E(1,d′)(y1,1)
)⊕3
+
1
6
(2v−6 − 3v−4 + 1) E(2,2d′)(y1,2) ⊕ E
(1,d′)
(y1,1)
+
+
1
6
(v−4 − 2v−2 + 1) E(3,d+1)(y1,3) .
Putting all together we have the desired. 
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6. The case of rank 2
We shall use our algorithm to describe the graphs of unramified Hecke operators
for n = 2, r = 1 and a closed point x of degree one.
We start with an explicit description for the vertices of Gx,1 for n = 2. In [15]
and [14], Lorscheid describe explicitly the set PBun2X of isomorphism classes of
P1-bundles over X ([9], Ex. II.7.10). We derive a description of Bun2X from this
by determining the of representatives for each classes in PBun2X .
We call a vector bundles E indecomposable if for every decomposition E = E1⊕E2
into two subbundles E1, E2 one factor is trivial and the other is isomorphic to E .
The Krull-Schmidt theorem (c.f. [3] Theorem 2) holds for the category of vector
bundles over X , i.e. every vector bundle on X has a unique decomposition into a
direct sum of indecomposable subbundles, up to permutation of factors.
An extension of scalars FqiF/F , or geometrically π : Xi := X×SpecFq SpecFi →
X , defines the inverse image or the constant extension of vector bundles
π∗ : BunnX −→ BunnXi.
E 7−→ π∗E
The isomorphism classes of rank n bundles that after extension of constants to
Fqi become isomorphic to π
∗E are classified by H1(Gal(Fqi/Fq),Aut(E ⊗ Fqi)),
c.f. [2] Section 1. Since the algebraic group Aut(E ⊗ Fqi) is an open subvari-
ety of the connected algebraic group End(E ⊗ Fqi), it is itself a connected al-
gebraic group. As a consequence of Lang’s theorem ([11] Corollary to Theorem
1), we have H1(Gal(Fqi/Fq),Aut(E ⊗ Fqi)) = 1. We deduce that π∗ is injective.
In particular, one can consider the constant extension to the geometric curve
X = X ×SpecFq SpecFq, where Fq is an algebraic closure of Fq. Then two vec-
tor bundles are isomorphic if and only if they are geometrically isomorphic, i.e.
their constant extensions to X are isomorphic. We can therefore think BunnX as
a subset of BunnXi and BunnX.
On the other hand, π : Xi → X defines the direct image or the trace of vector
bundles
π∗ : BunnXi −→ BunniX.
E 7−→ π∗E
For E ∈ BunnX we have that π∗π∗E = E⊕i and for E ∈ BunnXi that π∗π∗E =
⊕ Eτ
where τ ranges over Gal(Fqi/Fq) and Eτ is defined by the stalks Eτx = Eτ−1(x). We
call a vector bundle geometrically indecomposable if its extension to X is indecom-
posable. In [2], Theorem 1.8, it is shown that every indecomposable vector bundle
over X is the trace of a geometrically indecomposable bundle over some constant
extension Xi of X.
We are interested in the case i = n = 2.The set Bun2X is the disjoint union of
the set of classes of decomposable rank 2 bundles and the set of classes of indecom-
posable bundles. We denote theses sets by Bundec2 X and Bun
ind
2 X, respectively.
Let Bungi2 X ⊂ Bunind2 X be the subset of classes of geometrically indecomposable
vector bundles. Since the rank is 2, the complement Buntr2 X = Bun
ind
2 X −BunginX
consists of classes of traces π∗L′ where L′ ∈ PicX2. Moreover, π∗L′ = π∗L′′ if, and
only if, L′′ ∈ {L′, (L′)τ}, where τ generates Gal(Fq2 |Fq) and π∗L′ decomposes if,
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and only if, L′ ∈ PicX (cf. Proposition 6.4 of [15]). Thus we have a disjoint union
Bun2X = Bun
dec
2 X ∐ Buntr2 X ∐ Bungi2 X.
Namely,
Bundec2 X =
{L1 ⊕ L2 ∣∣ L1,L2 ∈ PicX}
and
Buntr2 X =
{L⊗ π∗L′ ∣∣ L ∈ PicX, L′ ∈ Pic0X2 − Pic0X}.
Next we determine Bungi2 X. Since g = 1 and ωX = OX , the Riemann-Roch theorem
reduces to
dimFq Γ(L)− dimFq Γ(L−1) = degL.
Since Γ(L) is non-zero if and only if L is associated to an effective divisor ([9]
Proposition II.7.7(a)), we obtain:
dimFq Γ(L) =

0 if degL ≤ 0 and L 6∼= OX ,
1 if L ∼= Ox, and
degL if degL > 0.
The units F∗q operate by multiplication on the Fq−vector space
Ext(L,L′) ∼= Hom(L,L′ω∨X)
The multiplication of a morphism L → L′ω∨X by an a ∈ F∗q is nothing else but
multiplying the generic stalk Lη by a−1 and all stalks (L′ω∨X)x at a closed point x
by a. This induces automorphisms on both L and L′ω∨X , respectively. Thus, two
elements of Ext1(L,L′) that are F∗q-multiplies of each other define the same bundle
on Bun2X. We get a well-defined map
PExt(L,L′) −→ Bun2X
where the projective space PExt(L,L′) is defined as the empty set when Ext(L,L′)
is trivial.
Let L ∈ PicX. Serre duality asserts that Ext(L,L) ∼= Hom(L,L) ∼= Γ(OX)
is one-dimensional. Thus PExt(L,L) contains only one element. By the above
discussion, this determine a rank 2-bundle E(L). For a place x of degree one, the
Fq-vector space Ext(L,L(x)) ∼= Hom(L,L(x)) ∼= Γ(OX(x)) is also one-dimensional
and defines a rank 2 bundle Ex(L).
Proposition 6.1.
Bungi2 X =
{Ex(L)∣∣x ∈ |X |, |x| = 1 and L ∈ PicX} ∪ {E(L)∣∣L ∈ PicX}.
Proof. The proof follows from Proposition 7.1.4 of [13] by removing the action of
PicX . 
Our next task is to prove the following theorem which describes the graph Gx,1
for a degree one place x and n = 2.
Theorem 6.2. Let x be a closed point of X of degree one. Then the edges of Gx,1
for n = 2 are given by the following list.
(1) Vx,1(E) =
{
(E ,L1(−x)⊕ L2, 1), (E ,L1 ⊕ L2(−x), q)
}
for E = L1⊕L2 and either deg(L2)−deg(L1) > 1 or deg(L2)−deg(L1) = 1
and L2 ⊗ L∨1 6≃ OX(x).
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(2) Vx,1(E) =
{
(E ,L1(−x)⊕ L2, 1), (E ,L1 ⊕ L2(−x), 1), (E , E(L1), q − 1)
}
for E = L1 ⊕ L2, deg(L2)− deg(L1) = 1 and L2(−x) ≃ L1.
(3) Vx,1(E) =
{
(E ,L1(−x)⊕L2, 1), (E ,L1⊕L2(−x), 1), (E , Ex′(L2(−x)), q−1)
}
for E = L1 ⊕ L2, deg(L1) = deg(L2) and L1 6≃ L2.
(4) Vx,1(E) =
{
(E ,L(−x)⊕ L, q + 1)
}
for E = L ⊕ L, L ∈ PicX.
(5) Vx,1(E(L)) =
{
(E(L), Ex′(L), q), (E(L),L ⊕ L(−x), 1)
}
for L ∈ PicX and x′ = Norm21(y′)−x where y ∈ X(Fq) is the rational point
associated to L and y′ ∈ |X2| sits above y.
(6) Vx,1(Ex′(L)) =
{
(Ex′(L),L ⊗ π∗(L′), 1), (Ex′(L),L1 ⊕ L2, 1)
}
⋃{
(Ex′(L), E(L), q − 1)
}
where x′ ∈ X(Fq), L ∈ PicX, for L′ = OX2(y − x0) ∈ Pic0X2,
Norm21(y) = x
′ − x and Li ∈ PicX associated to xi (i = 1, 2)
with x1 + x2 = x
′ − x.
(7) Vx,1(L ⊗ π∗(L′)) =
{
(L ⊗ π∗(L′), Ex′(L), q + 1)
}
where L′ ∈ Pic0X2, L ∈ PicX and x′ = y − x.
The rest of this section is dedicated to the proof of Theorem 6.2. Part (1) follows
from Proposition 5.2 and Lemma 6.4. Proposition 5.2, Lemma 6.6 and Lemma 6.5
proof part (2). Part (3) follows from lemmas 6.3 and 6.7. Part (4) follows from
Lemma 6.8. Lemma 6.7 and Lemma 6.8 prove (5). Part (6) follows from Proposition
5.1, Lemma 6.4 and Lemma 6.5. Finally, (7) follows from Lemma 6.7.
Lemma 6.3. Let E = E(1,d−1)(x1,1) ⊕ E
(1,d)
(x2,1)
with x1 6= x2. Then
mx,1
(E(1,d)(y1,1) ⊕ E(1,d)(y2,1), E) = 1 and mx,1(E(1,d)(y′1,1) ⊕ E(1,d)(y′2,1), E) = q
where y1 = x+ x1, y2 = x2, y
′
1 = x1 and y
′
2 = x+ x2.
Proof. In the Hall algebra HX of X , we have E = v E(1,d−1)(x1,1) E
(1,d)
(x2,1)
. Via Atiyah’s
classification, E(1,d−1)(x1,1) corresponds to Kx1 and E
(1,d)
(x2,1)
corresponds to Kx2 . By Propo-
sition 3.5, Kxi = T(0,1),xi = N−11
∑
ρ˜i∈P1
ρ˜i(−xi)T ρ˜i(0,1), for i = 1, 2. Thus,
E(1,d−1)(x1,1) = N
−1
1
∑
ρ˜1∈P1
ρ˜1(−x1)T ρ˜1(1,d−1), E
(1,d)
(x2,1)
= N−11
∑
ρ˜2∈P1
ρ˜2(−x2)T ρ˜2(1,d)
and
E = vN−21
∑
ρ˜1,ρ˜2∈P1
ρ˜1(−x1)ρ˜2(−x2) T ρ˜1(1,d−1)T ρ˜2(1,d).
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Therefore,
πvec(Kx E) =
[
N−11
∑
ρ˜∈P1
ρ˜(−x)T ρ˜(0,1), vN−21
∑
ρ˜1,ρ˜2∈P1
ρ˜1(−x1)ρ˜2(−x2) T ρ˜1(1,d−1)T ρ˜2(1,d)
]
= vN−31
∑
ρ˜,ρ˜1,ρ˜2∈P1
ρ˜(−x)ρ˜1(−x1)ρ˜2(−x2)
[
T ρ˜(0,1), T
ρ˜1
(1,d−1)T
ρ˜2
(1,d)
]
= vN−31
( ∑
ρ˜ 6=ρ˜2
ρ˜(−x− x1)ρ˜2(−x2)
[
T ρ˜(0,1), T
ρ˜
(1,d−1)
]
T ρ˜2(1,d)
+
∑
ρ˜6=ρ˜1
ρ˜(−x− x2)ρ˜1(−x1)T ρ˜1(1,d−1)
[
T ρ˜(0,1), T
ρ˜
(1,d)
]
+
∑
ρ˜
ρ˜(−x− x1 − x2)
[
T ρ˜(0,1), T
ρ˜
(1,d−1)T
ρ˜
(1,d)
])
.
By Pick’s formula, ∆(1,d−1),(0,1)∩Z = ∆(1,d),(0,1)∩Z = ∅. It follows from Definition
3.10 and Theorem 3.14 that[
T ρ˜(0,1), T
ρ˜
(1,d−1)
]
= c1T
ρ˜
(1,d),
[
T ρ˜(0,1), T
ρ˜
(1,d)
]
= c1T
ρ˜
(1,d+1) and[
T ρ˜(0,1), T
ρ˜
(1,d−1)T
ρ˜
(1,d)
]
= c1
(
T ρ˜(1,d)T
ρ˜
(1,d) + T
ρ˜
(1,d−1)T
ρ˜
(1,d+1)
)
.
Thus
πvec(Kx E) = vc1N−31
( ∑
ρ˜,ρ˜2∈P1
ρ˜(−x− x1)ρ˜2(−x2)T ρ˜(1,d)T ρ˜2(1,d)
+
∑
ρ˜,ρ˜1∈P1
ρ˜(−x− x2)ρ˜1(−x1)T ρ˜1(1,d−1)T ρ˜(1,d+1)
)
= vc1N
−3
1
(
N21 E(1,d)(y1,1) ⊕ E
(1,d)
(y2,1)
+ v−2N21 E(1,d−1)(y′1,1) ⊕ E
(1,d+1)
(y′2,1)
)
= v2 E(1,d)(y1,1) ⊕ E
(1,d)
(y2,1)
+ E(1,d−1)(y′1,1) ⊕ E
(1,d+1)
(y′2,1)
where y1 = x + x1, y2 = x2, y
′
1 = x1 and y
′
2 = x + x2. The multiplicities of the
edges follows from Remark 2.2, namely by multiplication by v−2. 
Lemma 6.4. Let E = E(1,d)(x1,1) ⊕ E
(1,d)
(x2,1)
and x1 6= x2. Then
mx,1
(E(2,2d+1)(x′,1) , E) = 1, mx,1(E(1,d/2)(y1,1) ⊕ E(1,d/2+1)(y2,1) , E) = q and
mx,1
(E(1,d/2)(y′1,1) ⊕ E(1,d/2+1)(y′2,1) , E) = q
where
x′ = x+ x1 + x2, y1 = x2, y2 = x+ x1, y
′
1 = x1 and y
′
2 = x+ x2.
Proof. Since x1 6= x2, E = N−21
∑
ρ˜1,ρ˜2∈P1
ρ˜1(−x1)ρ˜(−x2)T ρ˜1(1,d)T ρ˜2(1,d). Thus
πvec(Kx E) = N−31
∑
ρ˜,ρ˜1ρ˜2∈P1
ρ˜(−x)ρ˜1(−x1)ρ˜2(−x2)
[
T ρ˜(0,1), T
ρ˜1
(1,d)T
ρ˜2
(1,d)
]
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From
[
T ρ˜(0,1), T
ρ˜
(1,d)T
ρ˜
(1,d)
]
= c21 T
ρ˜
(2,d+1) + 2c1 T
ρ˜
(1,d)T
ρ˜
(1,d+1) and[
T ρ˜(0,1), T
ρ˜
(1,d)
]
= c1T
ρ˜
(1,d+1), it follows that
πvec(Kx E) = c1N−31
∑
ρ˜ 6=ρ˜2
ρ˜(−x− x1)ρ˜2(−x2)T ρ˜2(1,d)T ρ˜(1,d+1)
+ c1N
−3
1
∑
ρ˜ 6=ρ˜1
ρ˜(−x− x2)ρ˜1(−x1)T ρ˜1(1,d)T ρ˜(1,d+1)
+ c1N
−3
1
∑
ρ˜
ρ˜(−x− x1 − x2)
(
c1T
ρ˜
(2,2d+1) + 2T
ρ˜
(1,d)T
ρ˜
(1,d+1)
)
= E(1,d/2)(y1,1) ⊕ E
(1,d/2+1)
(y2,1)
+ E(1,d/2)(y′1,1) ⊕ E
(1,d/2+1)
(y′2,1)
+ v2E(2,2d+1)(x′,1)
where x′ = x+ x1 + x2, y1 = x2, y2 = x+ x1 y
′
1 = x1, and y
′
2 = x+ x2. 
Lemma 6.5. Let E = E(2,2d)(x′,2) with |x′| = 1. Then
mx,1
(E(1,d)(y1,1) ⊕ E(1,d+1)(y2,1) , E) = q − 1 and mx,1(E(2,2d+1)(y′,1) , E) = 1
where y1 = x
′, y2 = x+ x
′ and y′ = x+Norm21(x
′′), with x′′ ∈ |X2| sits above x′.
Proof. Observe that E corresponds to K(2)x′ via Atiyah’s Theorem 1.1, and by defi-
nition K(2)x′ = 2[2]T(0,2),x′ − (1− v−2)K⊕2x . By Newton’s formula,
K⊕2x′ =
v2
2
(
T 2(0,1),x′ −
2
[2]
T(0,2),x′
)
and thus
E = ℓ1 T(2,2d),x′ − ℓ2 T 2(1,d),x′
where ℓ1 :=
2
[2] + (1 − v−2) v
2
[2] and ℓ2 := (1− v−2)v
2
2 . Hence
πvec(Kx E) = ℓ1N−12 N−11
∑
ρ˜∈P1
χ˜∈P2
ρ˜(−x)χ˜(−x′)
[
T ρ˜(0,1), T
χ˜
(2,2d)
]
− ℓ2N−31
∑
ρ˜,ρ˜1,ρ˜2∈P1
ρ˜(−x)ρ˜1(−x′)ρ˜2(−x′)
[
T ρ˜(0,1), T
ρ˜1
(1,d)T
ρ˜2
(1,d)
]
.
If χ˜ 6= Norm21ρ˜, then
[
T ρ˜(0,1), T
χ˜
(2,2d)
]
= 0 by Theorem 3.14. Otherwise[
T ρ˜(0,1), T
χ˜
(2,2d)
]
= c2T
ρ˜
(2,2d+1).
By the above observation and a calculation similar to that in the proof of Lemma
6.3, we have
πvec(Kx E) = ℓ1v2 [2]
2
E(2,2d+1)(y′,1) − 2ℓ2 E(1,d)(y1,1) ⊕ E
(1,d+1)
(y2,1)
− ℓ2v2 E(2,2d+1)(y′,1)
= v2 E(2,2d+1)(y′,1) + (q − 1)v2 E(1,d)(y1,1) ⊕ E
(1,d+1)
(y2,1)
where y1 = x
′, y2 = x + x
′ and y′ = x + Norm21(x
′′), with x′′ ∈ |X2| sits above
x′. 
Lemma 6.6. Let E = E(1,d)(x′,1) ⊕ E(1,d)(x′,1), then mx,1
(E(1,d)(y1,1) ⊕ E(1,d+1)(y2,1) , E) = 1 where
y1 = x, y2 = x+ x
′.
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Proof. By Atiyah’s classification and Newton’s formulas, we have
E = v
2
2
(
N−21
( ∑
ρ˜1∈P1
ρ˜1(−x′)T ρ˜1(1,d)
)2 − 2
[2]
N−12
∑
χ˜∈P2
χ˜(−x′)T χ˜(2,2d)
)
.
Thus,
πvec(Kx E) = v
2
2
N−31
∑
ρ˜,ρ˜1∈P1
ρ˜(−x)ρ˜1(−2x′)
[
T ρ˜(0,1), T
ρ˜1
(1,d)T
ρ˜1
(1,d)
]
+ v2N−31
∑
ρ˜,ρ˜1,ρ˜2∈P1
ρ˜1 6=ρ˜2
ρ˜(−x)ρ˜1(−x′)ρ˜2(−x′)
[
T ρ˜(0,1), T
ρ˜1
(1,d)T
ρ˜2
(1,d)
]
− v
2
[2]
N−11 N
−1
2
∑
ρ˜∈P1
χ˜∈P2
ρ˜(−x)χ˜(−x′)
[
T ρ˜(0,1), T
χ˜
(2,2d)
]
.
We have
[
T ρ˜(0,1), T
χ˜
(2,2d)
]
= 0 unless χ˜ = Norm21(ρ˜), in such case
[
T ρ˜(0,1), T
χ˜
(2,2d)
]
=
c2T
ρ˜
(2,2d+1) (see Definition 3.10 and Theorem 3.14). Therefore
πvec(Kx E) = v2 E(1,d)(y1,1) ⊕ E
(1,d+1)
(y2,1)
where y1 = x, y2 = x+ x
′. 
Lemma 6.7. Let E = E(2,d)(x′,1) with gcd(2, d) = 1. Then
mx,1(E(2,d+1)(y′,2) , E) = q, mx,1
(E(2,d+1)(y,1) , E) = q + 1,
and mx,1
(E(1,(d+1)/2)(y1,1) ⊕ E(1,(d+1)/2)(y2,1) , E) = q − 1
where |y| = 2, Norm21(z) = x+x′ with z ∈ |X2| sits above y. And y1 6= y2, y1+y2 =
x+ x′ and |y′| = 1, 2y′ = x+ x′.
Proof. In the Hall algebra HX , E = N−11
∑
ρ˜1∈P1
ρ˜1(−x′)T ρ˜1(2,d), thus
πvec(Kx E) =
[
N−11
∑
ρ˜∈P1
ρ˜(−x)T ρ˜(0,1), N−11
∑
ρ˜1∈P1
ρ˜1(−x′)T ρ˜1(2,d)
]
= N−21
∑
ρ˜,ρ˜1∈P1
ρ˜(−x)ρ˜1(−x′)
[
T ρ˜(0,1), T
ρ˜1
(2,d)
]
= N−21
∑
ρ˜∈P1
ρ˜(−x− x′)
[
T ρ˜(0,1), T
ρ˜
(2,d)
]
By Theorem 3.14, Pick’s formula and Definition 3.10[
T ρ˜(0,1), T
ρ˜
(2,d)
]
= c1
θ(2,d+1)
v−1 − v ,
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where θ(2,d+1) = (v
−1 − v) TNorm21ρ˜(2,d+1) + (v
−1−v)2
2
(
T ρ˜(1,(d+1)/2)
)2
. Hence
πvec(Kx E) = c1 N−21
( ∑
y′∈|X|
ρ˜∈P1
ρ˜(Norm21(y
′′)− x− x′)T(2,d+1),y′
+
(v−1 − v)
2
∑
y1,y2∈|X|
ρ˜∈P1
ρ˜(y1 + y2 − x− x′)T(1,(d+1)/2),y1 T(1,(d+1)/2),y2
)
.
where y′′ ∈ |X2| sits above y′.
Let us calculate which term separated. Since T(2,d+1),y′ = [2]E(2,d+1)(y′,1) if |y′| = 2
and T(2,d+1),y′ =
[2]
2
(
(1− v−2) E(1,(d+1)/2)(y′,1) ⊕ E
(1,(d+1)/2)
(y′,1) + E
(2,d+1)
(y′,2)
)
if |y′| = 1, the
first term yields∑
y∈|X|,|y|=2
Norm21(z)=x+x
′
(v2+1)E(2,d+1)(y,1) +
∑
y′∈|X|, |y′|=1
Nomr21(z
′)=x+x′
v2 + 1
2
(
(1−v−2)E(1,
d+1
2 )
(y′,1) ⊕E
(1, d+12 )
(y′,1) +E
(2,d+1)
(y′,2)
)
,
where z, z′ ∈ |X2|, z sits above y and z′ sits above y′.
About the second term,
c1 N
−2
1
(v−1 − v)
2
∑
y1,y2∈X
ρ˜∈P1
ρ˜(y1 + y2 − x− x′)T(1,(d+1)/2),y1 T(1,(d+1)/2),y2
= (1− v2)
∑
y1 6=y2
y1+y2=x+x
′
E(1,
d+1
2 )
(y1,1)
⊕ E(1,
d+1
2 )
(y2,1)
+
1− v2
2
∑
y′∈X
2y′=x+x′
E(1,
d+1
2 )
(y′,1) E
(1, d+12 )
(y′,1) .
Rest us calculate the product E(1,
d+1
2 )
(y′,1) E
(1, d+12 )
(y′,1) . Via the equivalence C d+12
≡ C∞ and
the isomorphism HTory′
∼= Λv2|x| , the previous product corresponds to the product
e1e1 of elementary symmetric function in Λv2|x| . By Newton’s formula
e1e1 = 2e2 + p2 = (v
−2 + 1)e2 + P(2)
and Ky′Ky′ = (v−2 + 1)K⊕2y′ +K(2)y′ . Thus,
E(1,
d+1
2 )
(y′,1) E
(1, d+12 )
(y′,1) = (v
−2 + 1) E(1,
d+1
2 )
(y′,1) ⊕ E
(1, d+12 )
(y′,1) + E
(2,d+1)
(y′,2) .
Therefore the second term yields
(1−v2)
∑
y1 6=y2
y1+y2=x+x
′
E(1,
d+1
2 )
(y1,1)
⊕E(1,
d+1
2 )
(y2,1)
+
v−2 − v2
2
∑
y′∈|X|
2y′=x+x′
E(1,
d+1
2 )
(y′,1) ⊕E
(1, d+12 )
(y′,1) +
1− v2
2
∑
y′∈|X|
2y′=x+x′
E(2,d+1)(y′,2) .
Putting all together follows the proof. 
Lemma 6.8. Let E = E(1,d−1)(x′,1) ⊕ E(1,d)(x′,1). Then
mx,1
(E(1,d)(x′,1) ⊕ E(1,d)(x′,1), E) = q + 1, mx,1(E(2,2d)(x′,2) , E) = 1
and mx,1
(E(1,d−1)(x′,1) ⊕ E(1,d+1)(x′,1) , E) = q.
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Proof. By a similar calculation as in the proof of Lemma 6.3, we have
πvec(Kx E) = vc1N−11
(
T(1,d),x′T(1,d),x′ + T(1,d−1),x′T(1,d+1),x′
)
since we are considering x as the neutral element of X(Fq). By Proposition 3.1,
T(1,d),x′ corresponds to the elementary symmetric function e1, thus the product
T(1,d),x′T(1,d),x′ corresponds to the product e1e1, which can be written as e1e1 =
2e2 + p2 by Newton’s formula. Hence
T(1,d),x′T(1,d),x′ = (v
−2 + 1) E(1,d)(x′,1) ⊕ E(1,d)(x′,1) + E(2,2d)(x′,2)
and therefore
πvec(Kx E) = (1 + v2) E(1,d)(x′,1) ⊕ E
(1,d)
(x′,1) + v
2 E(2,2d)(x′,2) + E
(1,d−1)
(x′,1) ⊕ E
(1,d+1)
(x′,1) .
The lemma follows after multiplying with v−2. 
This concludes the proof of Theorem 6.2. We end this section with an explicit
example.
Example 6.9. The easiest example are given by elliptic curves with only one
rational point. There are up to a isomorphism three such elliptic curves (see for
example [20] 2.4.4 and Ex. 3 of 2.4). There are up to isomorphism three such
elliptic curves: X2 over F2 defined by the Weierstrass equation y2+ y = x3+x+1,
X3 over F3 defined by the Weierstrass equation y2 = x3 + 2x + 2 and X4 over F4
defined by the Weierstrass equation y2+y = x3+α where F4 = F2(α). Observe that
in this example Xn does not denote X ×Spec Fq Spec Fqn . Since the class number is
1,
Bundec2 Xq = {OXq (n)⊕OXq (m) | n,m ∈ Z, n ≥ m}
and
Bungi2 Xq = {Ex(OXq (n)), E(OXq (n)) | n ∈ Z}
for q ∈ {2, 3, 4}. One calculates that Pic0(X2⊗F4) ∼= Z/5Z, Pic0(X3⊗F9) ∼= Z/7Z
and Pic0
(
X4 ⊗ F16
) ∼= Z/9Z, thus
Buntr2 Xq = {OXq (n)π∗(L′1), · · · ,OXq (n)π∗(L′q) | n ∈ Z}
where Pic0
(
Xq ⊗ Fq2
)
= {L′0, . . . ,L′2q}. By Theorem 6.2 we obtain the following
figure.
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