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1. INTRODUCTION 
The numerical solution of elliptic boundary-value problems has been the 
subject of a great deal of effort. At the present, the most popular methods for 
obtaining numerical results to these problems have been the finite difference 
techniques [ 11, [2]. S ince the system of linear algebraic equations arising from 
the finite difference approximation of a linear elliptic equation is sparse, many 
efficient iterative methods [3], [4] h ave been found to solve these equations. 
However, there are some difficulties associated with the iterative techniques 
which demonstrate the need for a practical direct (noniterative) technique. 
First, the rate of convergence of the more efficient iterative techniques such 
as successive overrelaxation [3] and alternating direction implicit methods [4] 
depends critically upon one or more parameters. The determination of optimal 
or near optimal parameters is a nontrivial mathematical problem since these 
parameters depend not only on the particular partial differential equation 
but also on the particular boundary values. In the nonlinear case, which is 
usually handled by quasilinearization [Sj, this problem is compounded since 
the partial differential equation changes in each qua&near iteration. Second, 
if the region is more general than a rectangle, the iterative techniques may 
either fail or have their rates of convergence decrease. 
The most serious problem, however, is concerned with what is meant by 
efficiency. In many situations, we are content with two or three place accuracy. 
However, we must solve the same problem with many different boundary 
conditions. A serious fault of the iterative techniques is that a given solution 
furnishes no information about other solutions. In this more general sense, 
the iterative techniques can be very inefficient. 
For these reasons, a direct method is desirable. We will show that a discrete 
version of invariant imbedding [6], [7] will provide such a method. We will 
develop the technique, first for a rectangular region. Then we will demon- 
strate how easily the method extends to irregular regions. Although our 
example will be Laplace’s equation, we will make no use of the theory of 
harmonic functions. 
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2. DISCRETIZATION 
We will consider Laplace’s equation 
on the rectangle 
under the boundary conditions 
u(x, 0) = g&h 4% 4 = g2(x>, 
a Y) = k(Y), 44 Y) = h,(Y). (3) 
In order to keep the analysis as simple as possible, we assume that a and b 
are such that we can find a sufficiently small A such that 
nA = a, mA =b, (4) 
where m and n are integers. We let uii denote u(iA,jA) and use the standard 
five-point approximation for the second partial derivatives, namely 
a34 
a.9 .(iA, jA) = 
$(iA, jA) = 
%+l.l - :; + 'i-1.j + O(A), 
%.l+l - 2Uij + Ui,f-1 
A2 + O(A). (5) 
Now if we define the vector ilR as 
21, = @RI, uR2 ,***, URm-1 1 > (6) 
a vector of interior points for R = 1,2,..., n - 1, the discretization is as in 
Fig. 1. 
2A 
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We can write the finite difference approximation of (1) based on (5), in 
terms of the vector uR as 
- uR+l + 2uR - UR--1 +QuR - ?.R = 0, 
thus defining the matrix Q and vectors rR as 
(7) 
i =j, 
Q = (qii), where Ii-j1 =I, 
otherwise, 
I uRo 1 i = 1, yR = [Trill where YRt = URnz 3 i=m-1, (8) 0, otherwise. 
The first three terms in (7) represent the x-derivatives while the last two 
represent the y-derivatives. We note that u. , u, , {uio}, and {uim> are deter- 
mined by the boundary conditions (3). Thus, Q is a constant matrix deter- 
mined by the discretization and the vectors rR are known from the boundary 
conditions, and (7) is a discrete two-point boundary-value problem with 
boundary values u, and u,, . 
3. INVARIANT IMB~DING 
We will look for a solution to (7) of the form 
uR+l = ARUR +bR, (9) 
where AR and bR are independent of the UR . The justification for this step 
appears in [S]. Substituting (9) into (7) and solving for uR , we find 
UR = [21 +Q - AR]-'(~R-I + yR + bR). (10) 
Comparing (9) and (lo), we see immediately that 
AR-1 = [21+ Q - A&l, 
b,-, = [21 + Q - A~l-l(bR + TR). (11) 
Considering (7) for R = n - 1, we find 
A,-, = 0, b,-l = u, . (12) 
The calculation procedure is to solve (11) successively, starting with (12) 
until A, and b, are determined. The intermediate values of AR and bR are 
stored. Once A, and b. have been determined, (9) is an initial-value problem 
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starting with the boundary value, zql . We use the stored values of AR and bR 
and the last calculated ua to determine uR+r . 
4. NONSINGULARITY AND STABILITY 
We will show that the matrices [21 + Q - AR] are always nonsingular. 
The proof is based upon the fact that Q is positive definite. For any vector 
TJ = (01 , fJ2 ,***, %-11, we can write the inner product (Qer, V) as 
(Qv, u) = 2V, - 2wr7.5 + 221; + .*- - 2v,-sv,-, + V&-l 
= q2 + (01 - er2y + us2 + *** + (w,-z - V&)” + ?$&-I 
>O if v # 0. (13) 
Thus, we can write Q as 
Q = TMT’, (14) 
where T is orthogonal and M is the diagonal matrix 
Pl 0 
CL2 
M= 
0 * 
CLm-1 
with 
/Ai > 0. 
Inductively, we find that AR can be written as 
AR = T&T’, 
(15) 
(16) 
(17) 
where T is the orthogonal matrix of (14) and Aa is the diagonal matrix 
satisfy 
Then by (11) and (12), we see that the characteristic values of AR must 
hp-1) 1 = = 
t 2 y 
’ i 1, 2,..., m - 
+ 
1, R = 1, 2,..., n - 1, 
pi - 
(19) 
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with 
A+) = 0 i = 1, 2 ,..., m - t , 1. (20) 
Again proceeding inductively, we find 
0 < h!R) z < 1, i = 1, 2 ,..., nz - 1, R = 0, I,..., n -- 2, (21) 
and consequently, 
2 + pi - hi(R) > 1 + pi > 0. (22) 
Thus, the matrices [U + Q - AR] are positive definite, and therefore 
nonsingular. 
We wish to show that the method is stable in the sense that an error intro- 
duced in any stage of the calculation will not cause larger errors in succeeding 
calculations. We will examine only the matrix recurrence relation; the proof 
follows directly for the other recurrence relations. 
If an error has been introduced into the calculations, we are actually 
solving 
AR-l = [21+ Q - AR-J-l, (23) 
where 
h-1 = 4-l + ER-~ , (24) 
the desired solution plus the error. Rewriting (11) and (23), we have 
A,-, + ER-1 = [21+ Q - AR - &tl-l, 
ARwI = [21+ Q - A&l. (25) 
Taking the difference of these two expressions and carrying out some algebra, 
we find 
ER.ml = [U + Q - AR - E&l E&I + Q - A&l. (26) 
Assuming that the error matrix is symmetric,’ all the matrices in (26) are 
symmetric and a suitable matrix norm [9] is 
II T II = &I,, (27) 
where Amax is the characteristic value of maximum modulus of T. We will 
show that the norm of the error is reduced at each stage of the calculation. 
If the error is initially small and the matrices [21+ Q - AR] are not ill- 
conditioned,2 we have 
ER-]. es [21+ Q - A&l &[21+ Q - A&l. (28) 
1 We can force this assumption to hold by use of the proper numerical methods. 
t This has been true in practice for matrices of order up to 127. 
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Then using the above norm, we can write 
I/ 4-l II < I, [21 + Q - A,]-l I~* II E, II . 
But by (22) we know 
~1 [2I +Q - A,]-1 11 < 1, 
and thus 
II h-1 II < II Ex II . 
We conclude that the method is stable. 
(2% 
(30) 
(31) 
5. RELATION TO THE RICCATI EQUATION 
Solving (I 1) for AR , we have 
AR=Q+21-A& 
= Q + 2I- [I - (I - ARpl)]-l. (32) 
Since the characteristic values of I - A,-, must also satisfy (21), we can 
expand [I - (I - A&-l as 
[I - (I - A,-,)]-I = I + (I - AR-J + (I - AR-J2 + a.* . (33) 
Then we can write the difference A, - A,-, as 
A,-AAR-1=Q-(I-AR-1)2-((I-AR-1)2--m*. (34) 
Defining BR as I - A, , we have, since the series on the right of (34) con- 
verges, 
BR - BR--l m Q - B;-, , (35) 
which has the form of a Riccati equation. In fact, the Riccati equation 
$=Q-,92 (36) 
is precisely the Riccati equation which arises from the continuous invariant 
imbedding or dynamic programming approach [8], [lo]. 
6. RELATION TO GAUSSIAN ELIMINATION 
The standard finite difference approximation can be looked at as the linear 
system of algebraic equations 
Nw=d, (37) 
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where N is a matrix of order (n - 1) (m - 1) based upon the five-point 
approximation, w is a vector of the interior points, uii , and d is a vector 
determined by the boundary conditions. Using the notation of Section 2, 
we can rewrite (37) in block tridiagonal form as 
[21 +Q] -I 
-I P-k Q] -I o 
0 
. 
-I [2I $ Q] -I 
-I PI i- Ql 
(38) 
We can solve (38) by Gaussian elimination taking into account the blocks 
of zero elements [2]. We find that (11) corresponds to triangularizing (38) 
and (10) corresponds to back substitution. For a discussion of the relation 
between Gaussian elimination and dynamic programming (and invariant 
imbedding), see [I 11. However, the full power of our method becomes more 
apparent in the solution of elliptic equations over irregular regions. 
7. IRREGULAR REGIONS 
We will consider a general region with the following two restrictions. 
First, all the points of the discretized region will be assumed to be regular 
points. That is, the spacing between adjacent points, including boundary 
points, will be the same. Second, the region will be assumed to have no holes 
in it in the following sense. Since our method involves going across the region 
in a particular direction (the x direction) we require that the region can be 
oriented so that any line drawn through the region in the other direction (the 
y direction) lies entirely in the region. Thus, a typical region will look like the 
region in Fig. 2. 
FIG. 2. Allowable region. 
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Neither of the two restrictions is necessary. However, we would like to 
simplify the discussion as much as possible. We will discuss the removal 
of the restrictions later. 
The method we will use to solve Laplace’s equation over an irregular 
region is to see how (9) and (11) must be modified when the orders of two 
adjacent vectors, uR and u&r, are not the same. If uR and uR-l have the 
order, Eqs. (9) and (11) apply where the order of the matrices and vectors 
are the orders of uR and u&r . 
8. ORDER OF UR > ORDER OF UR-~ 
It is sufficient to consider the case shown in Fig. 3 where 
uR = @RI, uR2 ,.*., URm), 
and 
uR-l = ("R-l.l t uR-l.2 >***> UR-l,n)r 
n < m, (39) 
w = ( %a+1 , %a+2 ,**a, %a), w 
a vector of known quantities (from the boundary conditions). The case where 
the lower boundaries of uR and #R-l do not match can be considered by 
exactly the same method as we will discuss for (39). 
FIG. 3. Order uR > Order u,+~. 
Let CR be the vector 
uR-l 
uR-l = w [ 1 = ("R-l.l , UR-1.2 ,.**, UR-I.,, 9 %+l ?***Y wm). (41) 
Assuming that ziRR-r is known, we wish to determine us by 
UR = A~-ltiR-l + b~-l . (42) 
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This implies that we need a matrix AR-r and a vector b,-r of order m. Since 
AR and b, have order m, the AReI and bR-r calculated by (1 I), namely 
AR-1 = [21+ Q - A&l, 
bR-l = [21+ Q - AR]-l @R + YR) (43) 
are the desired matrix and vector. However, we wish to calculate us-1 by 
i(R-1 = AR#R+ + bR--2, w 
where AR-a and bRdz are of order n. We assume that AR-a and bR--2 can be 
calculated by 
AR-2 = [I + Q - AR-J-‘, 
bR-2 = [I +Q - AR-I]-~(~R-I + IR-I), (45) 
where ARmI and ZRml have order n. We must relate AR-1 to AR-1 and JR-1 
to bRwl . We write 
CR = (UR1,"R2,*.*,URn) (46) 
and 
CR = AR-OUR-1 + JR-1 . (47) 
We require aR and us to agree in all places where both are defined, e.g., for 
uR1 , uR2 ,'**s URn ' 
If we partition AR-1 and bR-l as 
(48) 
where A,, and b, have order rz and carry out the multiplications in (47) using 
(41), we find 
AR-I = A,,, 
6&1 = A12u + b, . (49) 
In other terms, if 
AR-I = (hi), i,j = 1, 2 ,..., n, 
AR-I = (Q), i,j = 1, 2 ,..., m, 
&RR-1 = [8i], i = 1, 2 ,..., n, 
h-1 = PiI, i = 1, 2 ,...) m, 
we have 
%j = a, , i,j = I, 2 ,..., n, 
lit = bi + f aipj , i = 1, 2 ,...) n. 
j-n+1 
(50) 
(51) 
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Thus, the procedure is to calculate AR-r and b,-, and store them. Then 
AR-r and gRR-r are calculated and the method is continued using these new 
quantities. 
9. ORDER UR < ORDER UR-~ 
Again it is sufficient to consider the case as shown in Fig. 4 for which 
UR-1 = (“R-l,l , uR-l.2 >**'Y UR--l.n), 
uR = &RI , uR2 >*‘*, uRm)a 
n > m, (52) 
and 
f.0 = (%+1,%+2Yv %>* (53) 
Proceeding as before, we let 
and A, and bR are the matrix and vector of order m such that 
AR-1 = [21+ Q - A&l, 
bRwl = [21 + Q - AR]-’ (h + f’R). 
We want to find an AReI and 6R-r of order n such that 
Zz, = AR-~uR-~ + &-I . 
(55) 
(56) 
Again, we require that if 6-1 is the V&Or 
CR-1 = @R-1.1 , UR-1.2 ,--‘P uR-~,m), 
then we have 
(57) 
“R-l,n*2 . 
‘R-I,n+l ’ 
1 “nc2 
UR-l,tl l l %, n 
“R-I,1 ’ ‘UR,I 
FIG. 4. Order uR < order u~-~. 
UR = AR+~R+ + bR-1 Y (58) 
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for all CR-i . Then if we require (57) and (58) to agree in all places where both 
are defined, we find 
where @ denotes the Kronecker sum and the zero matrix is of order n - m. 
We can see that in this case we essentially change (11) by adjoining a new 
set of initial conditions as in (12). 
10. NONSINGULARITY AND STABILITY 
From the discussion in Section 4, we have nonsingularity of all the matrices 
which must be inverted and stability of the method since the eigenvalues of 
each AR satisfy 
0 < X!R) < 1 z --.Y (60) 
where XiR) is the ith eigenvalue of AR . z We will show that (60) still holds 
when the orders of AR and AR-1 are different. 
For the case in which the order of AR-1 is greater than the order of A, , 
we have the following. The inversion of [21 + Q - AR-,] yields a matrix 
whose eigenvalues satisfy (60). Then forming AR-1 by (59) leaves these eigen- 
values unchanged and adds only zero eigenvalues. Therefore, (60) still holds. 
When the order of AR is greater than the order of AR-1 we apply the 
Sturmian Separation Theorem [9] and (60) again holds. 
11. REMOVAL OF RESTRICTIONS 
We are now in a position to discuss how the restrictions we made on the 
allowable region ,might be removed. If we have a regular grid spacing except 
at the boundaries we can replace the second partial derivatives by more 
complicated expressions. For instance, if u(x - A, y) is a boundary point, 
the second partial derivative at u(x, y) will take the form 
u (xy)zz 4x+4Y) cl% 9 [ 
4x, Y> -- 
A2 (1 + h) h 
+ 4x - 4Y) 1 h(l +q ’ (61) 
where 
O<h<l* (62) 
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If the region has a hole in it, we can handle this case by simply treating 
the parts of the region above and below the hole separately. For instance, 
if the region is as in Fig. 5, then for i < R we have two Ai’s and two hi’s, 
one for the part of the region above the hole and one for the part of the region 
below the hole. Thus, for i < R we have to carry out two separate sets of 
calculations at each stage of the process. 
FIG. 5. Region with a hole. 
12. DISCUSSION 
Laplace’s equation was programmed for regions such as those shown in 
Figs. 6 and 7. The numerical results can be found in [lo]. For the simple 
boundary conditions chosen, the results were accurate to seven significant 
p1aces.s Since we use the same finite difference equations as most other 
researchers, we will not discuss accuracy any further. Our emphasis has 
always been on computational feasibility. 
FIG. 6. REGION 1. FIG. 7. Region 2. 
* This accuracy was obtained by solving the problem with two different grid sizes 
and using a “deferred passage to the limit” technique [l]. 
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In terms of computer time for a single boundary-value problem, the method 
can be very efficient. We can use (14), (18), and (19) as the basis of the calcula- 
tion procedure. The results of [12] indicate that the efficiency of the method 
would then lie somewhere between that of successive overrelaxation and that 
of alternating direction implicit... However, if the same equation .must be 
solved many times, we can proceed as follows. We first solve the recurrence 
relation for the A, only since these matrices are independent of the boundary 
conditions. Then for each problem we must solve for the bR and uR only, 
significantly reducing the calculations. In fact, having the matrices A,, , A, ,..., 
A,-, is sufficient to solve problems over truncated regions, e.g., regions 
needing only A,, Ad+l ,..., A,, , k’ > 0. 
In an increasingly more important sense the method is very efficient. The 
method is easily taught, and easily programmed. The region can be changed 
by modifying a short subroutine. There are no parameters or initial guesses to 
be determined as with the iterative techniques. Finally, we note that the 
discrete invariant imbedding method, since it is direct, will always yield a 
solution while the iterative techniques may not. 
The method has been used in conjunction with quasilinearization to solve 
nonlinear elliptic equations over rectangles. These results will be presented 
in an subsequent paper. 
The discrete invariant imbedding approach can be extended in a number of 
directions. The most obvious of these extensions are to elliptic equations in 
more than two dimensions and to parabolic equations in two or more space 
dimensions. 
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