Abstract. We study here an optimal control problem for a semilinear elliptic equation with an exponential nonlinearity, s u c h t h a t w e cannot expect to have a solution of the state equation for any g i v en control. We then have to speak of pairs (control, state). After having de ned a suitable functional class in which w e look for solutions, we p r o ve existence of an optimal pair for a large class of cost functions using a non standard compactness argument. Then, we derive a rst order optimality s y s t e m assuming the optimal pair is slightly more regular.
Introduction
In this paper we are concerned with the optimal control of the following semilinear elliptic equation ; y = e y + u in y = 0 on ;
(1.1) where R n , n > 2, is a bounded open set, ; being the boundary, which is assumed to be Lipschitz. The function u is the control, that will be taken in some space L p ( ), and y denotes the state in our control problem.
The equation (1.1) appears in several contexts: we refer for instance to D.A. Franck- Kamenetskii 5] for combustion theory in chemical reactors, S. Chandrasekhar 3] in the study of stellar structures. The equation (1.1) is ill-posed in the sense that there is no solution for some controls u and many solutions can be found for some others (see for instance I.M. Gelfand 7] , M.G. Crandall and P.H. Rabinowitz 4] , F. Mignot and J.P. P u e l 8 , 9 ] , Th. Gallou et, F. Mignot and J.P. Puel 6] ). Because of the term e y , w e n e e d to explain what we m e a n b y a solution of (1.1). We will say that y is a solution of (1.1) if it belongs to the class of functions Y = fy 2 H 1 0 ( ) : e y 2 L 1 ( )g (1.2) and it satis es the equation in the distribution sense. Then the optimal control problem will be formulated in the following terms (P) 8 
> < > :
Minimize J(y u) : = Z L(x y(x))dx + N p Z ju(x)j p dx (y u) 2 Y K satis es (1:1) where K is a nonempty closed convex subset of L p ( ), 2 p < +1, N 0 and L : R ;! R is a Carath eodory function of class C 1 with respect to the second variable and satisfying appropriate growth conditions which w i l l be shown to be the following @L @y (x y) a 1 (x) + 1 (jy ; j 1 + e y ) (1.3) L(x y) a 2 (x) ; 2 (jy ; j 2 + e y ) (1.4) for some a 1 , a 2 2 L 1 ( ), 1 , 2 0, 1 = np=(n ; 2p) i f p < n = 2, and 0 1 < +1 if p n=2, and 1 2 < p . We should emphasize on the fact that one of the main di culties of the problem is to choose an appropriate class of solutions such that (P) has a solution in that class. The plan of the paper is as follows. In Section 2 we will analyze the state equation and we will establish the necessary background to study the control problem. The existence of a solution for (P) is studied in Sections 3 and 4 for the cases p > 2 a n d p = 2, respectively. The case p = 2 presents some di culties and we will be able to prove the existence of an optimal control under some additional assumption on the function L. W e should note that, as it seems to us, the case 1 p < 2 cannot be treated with the techniques we use in this paper. Finally in Section 5 the optimality conditions will be investigated.
Analysis of the State Equation
We start this section by establishing that any solution of (1.1) in the sense de ned in Section 1 is a solution in the variational sense in H 1 0 ( ) this requires to prove some regularity of the term e y . Lemma Proof. By the de nition of a solution of (1.1), for all z 2 C 1 c ( ) we h a ve Z ry(x)rz(x)dx = Z e y(x) + u(x)]z(x)dx:
Given z 2 L 1 ( ) \ H 1 0 ( ), we can take a sequence fz k g 1 k=1 C 1 c ( ), with kz k k 1 k zk 1 + 1, for every k 2 N and z k ! z in H 1 0 ( ) and z k * z in L 1 ( )-w . Then for all k 1 w e can replace z by z k in (2.2) and pass to the limit when k ! 1 to obtain that the identity in (2.2) is also true for any z 2 L 1 ( ) \ H 1 0 ( ).
Let us take n o w z 2 H 1 0 ( ) such that z 0 and set
Since T k (z) ! z in H 1 0 ( ), the only trouble to pass to the limit in this identity comes from the term e y z k . A s T k (z) 0 and e y > 0, then from the monotone convergence theorem, taking into account that T k (z)(x) " z(x) for almost all x 2 , we deduce Z e y(x) z(x)dx = lim Now w e can integrate by parts in the last relation, taking into account that for 2 ; w e h a ve ry( ) = jry( )j ( ), then ( ; x 0 ) r y( ) = jry( )j ( ) ( ; x 0 ) a n d @ y( ) = ry( ) ( ) = jry( )j, w e g e t Z ; y (x ; One checks easily that T k (y) ! y in H 1 0 ( ) and a.e., e T k (y) ! e y in L 2 ( ) and a.e. On the other hand e T k (y) rT k (y) ! e y ry in L 1 ( ) but as r(e T k (y) ) = e T k (y) rT k (y), we conclude that e y ry = r(e y ; 1) 1 . O b viously we h a ve thatỹ(x) = 0 for x 2 1 n . Then we h a ve t h a t y = 0 o n ; a n d ; ỹ = l i m j!1 ; y j = e y + u in . This leads to the equalitỹ y = y. Moreover Indeed it is enough to note that ( ) ( ; x 0 ) 0 for almost every 2 ; because is assumed to be star-shaped with respect to x 0 . Since we h a ve not assumed ; to be of class C 1 1 o r t o b e c o n vex, we cannot deduce the H 2 ( )-regularity o f y from the fact that e y + u 2 L 2 ( ). However (2.6) is still valid, therefore the result follows from the previous lemma.
As a consequence of this corollary, w e deduce some estimates for y in terms of u. Theorem 2.5. Let us assume that y is a solution of (1.1) that satis es the inequality (2.8 Using this inequality in (2.11), we obtain (2.10). Finally using (2.10) in (2.13) we get the estimate (2.9). We nish this section by p r o ving two propositions that will be very useful in the next sections. Here we will use the notation y + = m a x fy 0g and y ; = maxf;y 0g. Proposition 2.6. Let y be a solution of (1.1) corresponding to a function u 2 L p ( ). T h e n y + 2 L r ( ) for all 1 r < +1 y ; 2 L q ( ) with q = 8 < :
( ) for some constant C p q > 0 independent of u and y i f w e d e n o t e b y r] the integer part of r and k :
Proof. Let us take k = r] + 1. Then jy + j r < k !e y 2 L 1 ( ), which proves that y + 2 L r ( ). Using the estimate R e y dx C 1 kuk 2 L 2 ( ) + C 2 one gets the last estimate of the proposition. Now assume that p < n = 2 (the case p n=2 m a y be treated in the same way). Consider 2 H 1 0 ( ) satisfying ; = ;u ;
. W e h a ve ; y ; u ; = ;
and by the maximum principle we conclude that y in . As < 0, we conclude that 0 y ; ; = j j. N o w recall that by a classical result of G. Stampacchia 12] The aim of this section is to study the existence of a solution for the optimal control problem. As usual, to prove the existence of such a solution, we t a k e a minimizing sequence f(y k u k )g 1 k=1 of feasible elements. Assuming that either K is bounded in L p ( ) or N > 0, we can deduce that fu k g 1 k=1 is bounded. The di cult part is to deduce that fy k g 1 k=1 is bounded in H 1 0 ( ). If the elements (y k u k ) satisfy the inequality (2.8), then Theorem 2.5 provides the necessary inequalities to deduce the boundedness of fy k g 1 k=1 .
Unfortunately (2.8) has been proved to hold only for solutions of the state equation with e y 2 L 2 ( ). This leads us to consider the following class of states: we d e n o t e b y Y the subset of Y formed by the functions which satisfy (1.1) and (2.8) for some control u (note that for q > n = 2 Proof. The weak convergence y k * y in H 1 0 ( ) implies the strong convergence y k ! y in L 2 ( ). Then taking a subsequence if necessary, w e c a n assume that y k (x) ! y(x) for almost every point x 2 . In particular e y k (x) ! e y(x) almost everywhere in . Let us use Vitali's theorem to prove the convergence e y k ! e y in L 1 ( ). First let us note that the boundedness of fu k g 1 k=1 in L 2 ( ) along with (2.9) imply that ke y k y k k L 1 ( ) C for some constant C < +1 and all k 2 N. N o w g i v en > 0 , l e t u s t a k e m > 0 s u c h that C=m < =2 a n d = =(2e m ). Then for every measurable set E Now the weak convergence ry k * ry in ; L 2 ( ) n along with the pointwise convergence implies the strong convergence in (L r ( )) n for all r < 2 (we use here the fact that the weak convergence in L 2 ( ) implies that the sequence jry k ; r yj r is equi-integrable and we apply Vitali's theorem). In particular the strong convergence of ry k ! r y holds in L p 0 ( ), with (1=p) + ( 1 =p 0 ) = 1 (this is the only place where we need the assumption p > 2). Then we can pass to the limit in the inequality (2.8) Proof. We denote with y a solution of (1.1) associated to the control u. L e t us take y 0 2 H 1 0 ( ) such t h a t ; y 0 = u. Then we h a ve the following three inequalities:
; y 0 f k (y 0 ) + u ; y f k (y) + u ; (y ; y 0 ) = e y > 0: From the last relation we deduce that y 0 y in . From the two rst relations it follows that y 0 is a subsolution and y is a supersolution of (3.1). Therefore f k (z k (x)) ! e z(x) for almost all x 2 a n d f k (z k ) e z k e y . Then we can apply the dominated convergence theorem to obtain that e z k ! e z in L 1 ( ). Now it is easy to pass to the limit and to deduce that z satis es ( In the next proposition we state some interesting properties of the set of feasible controls. Proposition 3.4. Let p 2 and let be star-shaped w i t h r espect to one of its interior points. Then the set of controls u 2 L p ( ) for which there exists a solution y 2 Y is non empty, convex and closed i n L p ( ). Proof. It is enough to take a n y function y 2 C 1 c ( ) and to put u = ; y;e y to deduce that the set of feasible controls is non empty. Let us take a sequence of feasible controls fu k g 1 k=1 converging in L p ( ) to some function u. Thanks to Theorem 2.5, we k n o w that the corresponding states fy k g 1 k=1 Y are bounded in H 1 0 ( ). Then Theorem 3.1 claims that any w eak limit of fy k g 1 k=1 is an element o f Y satisfying (1.1) along with the control u, which proves that the set of feasible controls is closed. Now let us prove the convexity. I f u 1 and u 2 are two feasible controls, with associated states y 1 and y 2 , respectively, and 2 (0 1), we set u = u 1 + ( 1 ; )u 2 and y = y 1 + ( 1 ; )y 2 . Let us take 2 H 1 0 ( ) such that ; = u. Then ; e + u and ; y = e y 1 + ( 1 ; )e y 2 + u e y + u: Therefore is a subsolution of (1.1) for the control u and y is a supersolution. On the other hand, ; (y ; ) e y > 0, then y. Therefore we deduce the existence of a solution z of (1.1) associated to the control u, with z y. Finally, the conclusion follows from Proposition 3.2. So far we h a ve studied the properties of the feasible pairs (y u) 2 Y L p ( ) satisfying (1.1). Let us say something about the action of functional J on these pairs. For each one of these pairs (y u), J is well de ned and ;1 < J (y u) +1. Indeed the only trouble can come from the integral of L(x y(x)). With the notation of (1.4), let us set f(x) = L(x y(x)) + 2 jy ; (x)j 2 + e y(x) ; a 2 (x): Then f is a nonnegative measurable function and consequently its integral is well de ned as a number in 0 +1]. On the other hand, it is enough to use Theorem 2.5 and Proposition 2.6 and the assumptions on 2 to deduce that jyj 2 and e y are integrable functions. Therefore the integral of L(x y(x)) is well de ned, though it could be +1 in some cases.
Finally we establish our result of existence of a solution to (P). ku k k p p C + Cku k k 2 p + Cku k k 2 p : As 2 < p and p > 2, this implies that (u k ) k is bounded in L p ( ).
The boundedness of fy k g 1 k=1 in H 1 0 ( ) is a consequence of (2.10). Therefore, taking a subsequence if necessary, w e can assume that (y k u k ) * (y u) weakly in H 1 0 ( ) L p ( ). Theorem 3.1 asserts that y 2 Y and (y u) satises (1.1). Moreover the convexity and closedness of K in L p ( ) implies that u 2 K. T h us (y u) is a feasible pair for problem (P). Let us prove that it is a solution. Since y k ! y strongly in L 2 ( ) we can take a subsequence in such a w ay that y k (x) ! y(x) for almost all x 2 . Let us set f k (x) = L(x y k (x)) + 2 jy ; k (x)j 2 + e y k (x) ; a 2 (x) and f(x) = L(x y(x)) + 2 jy(x)j 2 + e y(x) ; a 2 (x): Then f k (x) ! f(x) almost everywhere and f k 0. Therefore we can apply Fatou's Lemma and the convergences e y k ! e y (Theorem 3.1) and jy k j 2 ! j yj 2 (Proposition 2.7) in L 1 ( ) to derive J(y u) = Z f(x)dx ; Z n 2 jy ; (x)j 2 + e y(x) ; a 2 (x) o dx
This concludes the proof. We conclude this section by studying the uniqueness of the solution.
Theorem 3.6. Let p 2 and assume that is star-shaped w i t h r espect to some x 0 2 and that the set of admissible pairs (y u) 2 Y K satisfying (1.1) is not empty. Assume also that the function t 7 ! L(x t) is monotone on R, non decreasing and convex for almost all x 2 . Then problem (P) has at most one solution if one of the following conditions holds:
Proof. Let us assume that (y 1 u 1 ) and (y 2 u 2 ) a r e t wo di erent solutions of (P). We note in particular that y 1 6 = y 2 and we s e t u = ( u 1 + u 2 )=2.
Looking at the proof of Proposition 3.4, we remark that one may p r o ve the existence of a solution y 2 Y of (1.1) corresponding to the control u, with y (y 1 + y 2 )=2. In fact we h a ve that this inequality is strict in . Indeed ; (y 1 + y 2 )=2 ; y] 1 2 (e y 1 + e y 2 ) ; e y e (y 1 +y 2 )=2 ; e y 0 in and due to the fact that y 1 6 = y 2 , w e h a ve 1 2 (e y 1 + e y 2 ) ; e y 6 0 o n . N o w by the strong maximum principle we conclude that (
is strict if the strict convexity or monotonicity o f L(x ) is assumed. If the previous inequality is strict or if N > 0 w e deduce J(y u) < 1 2 J(y 1 u 1 ) + J(y 2 u 2 )] = inf (P) which i s a c o n tradiction with the fact that (u y) is feasible for problem (P). 4 . Existence of an Optimal Control. Case p = 2
As we noticed before, when p = 2 the conclusions of Theorem 3.1 holds only when we k n o w that u k ! u strongly in L 2 ( ). The di culty comes from the fact that the strong convergence ry k ! r y can only be proved in L r ( ), with r < 2. Hence we cannot pass to the limit in the inequality (2.8) satis ed for every (y k u k ). Therefore we cannot deduce that (y u) satis es (2.8), and consequently we are not able to prove the existence of a solution in Y K. Since we h a ve estimates on the state (see Theorem 2.5) only for elements of Y, w e cannot deduce, in general, the boundedness in Y K of a minimizing sequence of problem (P). In this section we will show that, under some additional assumptions on the function L, it is possible to have a minimizing sequence f(y k u k )g 1 k=1 of (P) with fy k g 1 k=1 Y . In this way, we can deduce the boundedness of the states and prove the existence of an optimal solution. Theorem 4.1. Let us assume that is star-shaped w i t h r espect to one of its interior points. We also make the hypotheses (i) The function t 7 ! L(x t) de ned o n R is monotone non decreasing for almost every x 2 .
(ii) There exists a pair (y u) 2 Y K satisfying (1.1). (iii) Either K is bounded o r N > 0 and 2 < 2 in (1.4).
Then problems (P) and (P) have at least one solution. For each solution ( y u) of (P), w e c an ndỹ 2 Y such that (ỹ u) is a solution of (P) and (P). M o r eover, if L(x ) is strictly increasing for almost all x 2 , then any optimal solution of (P) is also a solution of (P).
Proof. Let us take a minimizing sequence f(y k u k )g 1 k=1 Y K. From Proposition 3.2 we deduce the existence of elements z k 2 Y such that (z k u k ) satis es (1.1). Moreover, by looking at the proof of the mentioned proposition, we k n o w that z k y k in . Now using the monotonicity o f L(x ), we get that J(z k u k ) J(y k u k ). Therefore f(z k u k )g 1 k=1 is also a minimizing sequence of (P). Arguing as in the proof of Theorem 3.5, we c a n obtain a subsequence, denoted in the same way, c o n verging to an element ( y u) 2 Y K solution of Problem (P).
If y 6 2 Y , w e can apply again Proposition 3.2 to deduce the existence of an element y 2 Y , withỹ y, s u c h that (ỹ u) satis es (1.1). Again the monotonicity o f L(x ) leads to J(ỹ u) J( y u). So (ỹ u) is a solution of (P), and consequently of (P) t o o .
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Finally, i f L(x ) is strictly increasing and y 6 2 Y , then J(ỹ u) < J ( y u), which contradicts the optimality o f ( y u).
The Optimality Conditions
The aim of this section is to derive some optimality conditions for the control problem. We will prove t wo theorems corresponding to the cases K = L p ( ) and K L p ( ) with K 6 = L p ( ). Let us start with the rst case. Theorem 5.1. Assume that is star-shaped w i t h r espect to one of its interior points, p 2 and K = L p ( ). I f ( y u) is a solution of problem (P) ( 
Taking into account that C 1 0 ( ) is dense in W ;1 s 0 ( ), we deduce from the above inequality that ' 2 W ;1 s 0 ( ) 0 = W 1 s 0 ( ) for every s < n = (n ; 1).
The fact that (5.2) follows from (5.3) is a straightforward consequence of the de nition of '. Finally, i f p > n = 2, from the fact that ; y = e y + u 2 L p ( ) and using again the above mentioned results of G. Stampacchia 12] , it follows that y 2 L 1 ( ). On the other hand, W 1 s 0 ( ) L ns=(n;s) ( ) H ;1 ( ) if s is close enough to n=(n ; 1) and n 5. Therefore the right hand side of (5.2) belongs to H ;1 ( ), which allows to conclude that ' 2 H 1 0 ( ). In case of a problem with control constraints, we h a ve the following result. Theorem 5.2. Let us assume that is star-shaped w i t h r espect to some x 0 2 , p 2 and p > n = 2. I f ( y u) is a solution of problem (P) (resp. (P)) with e y 2 L p ( ), t h e n t h e r e exist a real number 0 and a function ' 2 W 1 s 0 ( ) for every s < n = (n ; 1) The proof of this theorem requires some previous lemmas. First of all, let us remark that y 2 L 1 ( ). Indeed ; y = e y + u 2 L p ( ) with p > n = 2, thus it is enough to use again the mentioned results of G. Stampacchia 12] to deduce the boundedness of y. In particular we h a ve that if ( y u) i s a solution of (P), then it is also a solution of (P) because y 2 Y see Corollary Once again using the mentioned results of G. Stampacchia 12] w e obtain that y (u w) 2 L 1 ( ) and therefore J is well de ned. Now w e consider the following control problem (P ) Minimize J (u w) (u w) 2 K \ B 1 ( u) B 1 (e y ) where B 1 ( u) (resp. B 1 (e y )) denotes the closed unit ball of L p ( ) with center at u (resp. e y ). We h a ve the following result. Lemma Computing now the rst derivative of (5.17) @J @u (u respectively. N o w f' g 0< < 0 is bounded in L 1 ( ) and ! 0, then we can pass to the limit in the previous relations and to obtain (5.8) and (5.9) with = 0 . It remains to prove that (5.6) holds, or equivalently that ' 6 = 0 . From the equation satis ed by ' we deduce that f' g 0< < 0 is bounded in W 1 s 0 ( ) for every s < n = (n ; 1). Then we can take a subsequence, denoted in the same way, such that ' ! ' weakly in W 1 s 0 ( ), hence also strongly in L 1 ( ). Now the equality k' k L 1 ( ) = 1 leads to k 'k L 1 ( ) = 1 .
The H 1 0 ( )-regularity o f ' claimed in the theorem follows as in the proof of Theorem 5.1.
In some cases we can prove t h a t can be chosen equal to one in the system (5.7)-(5.9). 
