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The spread of perturbative signals in complex networks is governed by the
combined effect of the network topology and its intrinsic nonlinear dynamics.
Recently, the resulting spreading patterns have been analyzed and predicted,
shown to depend on a single scaling relationship, linking a node’s weighted de-
gree Si to its intrinsic response time τi. The relevant scaling exponent θ can be
analytically traced to the system’s nonlinear dynamics. Here we show that θ
can be obtained via two different derivation tracks, leading to seemingly differ-
ent functions. Analyzing the resulting predictions, we find that, despite their
distinct form, they are fully consistent, predicting the exact same scaling rela-
tionship under potentially diverse types of dynamics.
In Ref. [1] we seek the patterns of signal propagation in a complex network environment. We begin
with an N node dynamic system, whose activities xi(t) (i = 1, . . . , N) are driven by [1–4]
dxi
dt
= M0(xi) +
N∑
j=1
AijM1
(
xi(t)
)
M2
(
xj(t)
)
, (1)
where Aij represents the N × N weighted adjacency matrix, and the nonlinear functions
M0(x),M1(x) and M2(x) capture the system’s internal nonlinear mechanisms. To track the spread
of perturbative signals we seek the response time τi of all nodes i = 1, . . . , N to a directly incoming
signal. We find that these response times are characterized by a single universal exponent θ via
τi ∼ Sθi (2)
where Si =
∑N
j=1Aij is node i’s weighted degree. Hence θ links a well-mapped topological feature,
degree Si, to its consequent dynamic observable, response time τi. Averaging over all nodes with
degree around S, i.e. Si ∈ (S, S + dS), we rewrite (2) as
τ(S) ∼ Sθ, (3)
predicting the average response times of nodes in function of their weighted degree.
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2To predict θ we link it to the dynamics (1) via [1]
Y
(
R−1(x)
)
=
∞∑
n=0
Cnx
Γ(n), (4)
where
Y (x) =
(
d
[
M1(x)R(x)
]
dx
)−1
, (5)
R(x) = −M1(x)/M0(x) and R−1(x) is its inverse function. The function (4) is fully determined by
the system’s dynamics through M0(x) and M1(x). Its leading power Γ(0) determines the exponent
θ via
θ = −2− Γ(0). (6)
The detailed derivation of this result appears in Ref. [1].
Recently, an alternative derivation has been proposed, which leads to a seemingly distinct scaling.
In this derivation track Eq. (5) is substituted by
Y (x) =
(
M1(x)
dR(x)
dx
)−1
, (7)
in which the function M1(x) is excluded from the x-derivative. Consequently, the power series
expansion in (4) is potentially different, and hence θ in (6) may deviate from the original prediction
of Ref. [1].
Here we show that the two derivation tracks are, in fact, one and the same, exhibiting identical
leading power Γ(0), and therefore, predicting the exact same scaling exponent θ. This self consis-
tency of the two alternative derivations, provides further verification for the validity and universal
nature of Eq. (3). It also presents a solution to determine between the two alternative derivations,
stating that non is preferable over the other - as they lead to indistinguishable results.
I. COMPARING THE TWO TRACKS
To systematically compare the two derivation tracks we refer to their point of bifurcation. Hence,
we follow the original derivation, leading to (5), where it is shown that [1]
1
τ(S)
=
1
λ2
[
c1R
(
R−1(λ)
)
M ′1
(
R−1(λ)
)
+ c2M1
(
R−1(λ)
)
R′
(
R−1(λ)
)]
, (8)
in which λ ∼ 1/S approaches zero in the limit of large S, and c1, c2 are arbitrary coefficients (see
3Supp. Eq. 1.34 in Red. [1]). In Track I the next step is to arbitrarily set c1 = c2 = 1. This
is motivated by the fact that these coefficients do not contribute to the scaling, and hence their
specific value is of no importance. Once set to unity we can transform the r.h.s. of (8) into the
product derivative of Eq. (5), obtaining
1
τ(S)
=
1
λ2
1
Y
(
R−1(x)
) , (9)
and, consequently, the scaling in (6).
The alternative Track II sets c1 = 0, preserving only the second term of (8), arriving at the single
derivative of Eq. (7), in which only R(x) is differentiated. This track, therefore, predicts τ(S) via
(9), but with Y (x) taken from (7) instead of from (5). To analyze the relationship between the
two derivation tracks, we rewrite Eq. (8) as
1
τ(S)
=
1
λ2
(
c1Z1(λ) + c2Z2(λ)
)
, (10)
where
Z1(λ) = R
(
R−1(λ)
)
M ′1
(
R−1(λ)
)
(11)
Z2(λ) = M1
(
R−1(λ)
)
R′
(
R−1(λ)
)
(12)
represent the two terms comprising the product derivative of (8). Using this description, we can
summarize the difference between the two proposed derivations as
• Track I. As appears in the original derivation [1], we take c1 6= 0, and hence keep both
terms of Eq. (10).
• Track II. Setting the coefficient c1 in Eq. (10) to zero, remaining only with the second term
Z2(λ).
Mathematically speaking, Track II is only justifiable if c1 is truly equal to zero, while Track I is
insensitive to the specific value of c1, relevant even if, e.g., c1 ≈ 0. It is for this reason that we find
Track I more general and rigorous. However, the focus here is on the outcome of the two tracks,
not their rigorousness.
Is there a difference between the Tracks? Clearly Eq. (10) provides a different value for τ(S),
depending on c1. Yet, our focus here is not on the specific value, but rather on the asymptotic
scaling θ. This is determined only by the power-series expansion of Z1(λ) vs. that of Z2(λ) in the
limit λ→ 0, i.e. S →∞. Writing
lim
λ→0
Z1(λ) ∼ λα (13)
lim
λ→0
Z2(λ) ∼ λβ, (14)
4we distinguish between three different scenarios:
Case 1. α = β. In this case both terms in (10) provide the same scaling, and hence Track
I agrees with Track II.
Case 2. α > β. Here in the limit λ → 0 we have Z1(λ)  Z2(λ), Eq. (10) is dominated by
Z2(λ) independent of c1, and therefore, once again, we have Track I and Track II in full
agreement.
Case 3. α < β. This is the only scenario where Z1(λ) dominates Eq. (10). Here setting
c1 = 0 will leave only the Z2(λ) term and its associated exponent β, while c1 6= 0 will predict
the dominance of α, proposing a potential discrepancy between Tracks I and II.
Fortunately, we find below that Case 3 is prohibited, and therefore Track I, offered in Ref. [1],
provides the same prediction for θ as the suggested alternative Track II.
II. THE SCALING OF Z1(λ) AND Z2(λ)
To calculate α and β in (13) and (14) let us first assume that M1(x) is not constant. Indeed, in
case M1(x) = Const the two tracks trivially coincide as (5) and (7) are identical. Hence we can
write (to leading power)
M1(x) ∼ xΦ, (15)
with Φ 6= 0. The specific case where the leading power is Φ = 0, and hence the next leading power
is required, is treated separately below. Following Eq. (15) we have the leading power of M ′(x) as
M ′1(x) ∼ xΦ−1. (16)
Next we extract the power-series (Hahn expansion [5]) of R−1(x) around x = 0 as
R−1(x) =
∞∑
n=0
Cnx
Ω(n), (17)
in which Ω(n) is a sequence of real powers, increasing with n. For small x, R−1(x) is dom-
inated by the leading, i.e. smallest, powers Ω(0),Ω(1), . . . . To obtain the powers α and β in
(13) and (14), we must express the near-zero behavior of each of the terms in (11) and (12):
M1(R
−1(x)),M ′1(R−1(x)), R(R−1(x)) and R′(R−1(x)). This depends on the exponents Φ in (15)
and Ω(n) in (17). As we show below, we must first consider the value of Ω(0), specifically, whether
it is positive, negative or zero (Fig. 1).
1. The case where Ω(0) > 0 (Fig. 1a). If the leading power in (17) is positive, we have in the
limit x → 0, R−1(x) ∼ xΩ(0) (blue), providing R(x) ∼ x1/Ω(0) (red), and consequently R′(x) ∼
x−1+1/Ω(0). We can therefore calculate each of the terms comprising Z1(λ) and Z2(λ) in (11) and
5FIG. 1: The different behaviors of R−1(x). The scaling of Z1 and Z2 in (11) and (12) depends on the limit
limx→0R−1(x). Using power series analysis we write R−1(x) = C0xΩ(0) +C1xΩ(1) + . . . , and take the limit
x → 0, such that only the leading powers are significant. We distinguish between three different scenarios:
(a) Ω(0) > 0. Here we have R−1(x → 0) ∼ xΩ(0) → 0 (blue). This, by inversion, provides R(x) ∼ x1/Ω(0)
(red), both limits relevant in the x → 0 regime. (b) Ω(0) < 0. Under a negative leading power we have
R−1(x → 0) ∼ xΩ(0) → ∞. This provides R(x) ∼ x1/Ω(0), this time in the limit x → ∞, instead of x → 0.
(c) Ω(0) = 0. Here R−1(x→ 0) approaches a constant C0 - hence, inversion helps characterize the original
function R(x) around x→ C0, as R(x) ∼ [(x− C0)/C1]1/Ω(1), a shifted polynomial. In display we set both
coefficients C0, C1 to unity, for simplicity. In all panels the dashed line represents y = x.
(12) as
M1
(
R−1(λ)
) ∼ (λΩ(0))Φ = λΦΩ(0) (18)
M ′1
(
R−1(λ)
) ∼ (λΩ(0))Φ−1 = λΦΩ(0)−Ω(0) (19)
R′
(
R−1(λ)
) ∼ (λΩ(0))−1+1/Ω(0) = λ1−Ω(0). (20)
Collecting all the terms, and using the fact that R(R−1(λ)) = λ we obtain
Z1(λ) ∼ λ1+ΦΩ(0)−Ω(0) (21)
Z2(λ) ∼ λ1+ΦΩ(0)−Ω(0), (22)
and hence we observe α = β in (13) and (14). This corresponds to Case 1 above, in which it is
guaranteed that Tracks I and II yield identical θ.
Example. As an example we consider the dynamic model
dxi
dt
= −Bxi +
N∑
j=1
Aijx
3
2
i f(xj), (23)
for which we have M1(x) ∼ x 32 , i.e. Φ = 3/2 in (15). For this model we have R(x) ∼ x1/2, providing
6Ω(0) = 1/2 > 0, and correspondingly R′(x) ∼ x−1/2 and R−1(x) ∼ x2. Using Track I’s Eq. (5)
we write
Y
(
R−1(λ)
)
=
(
dM1R
dx
)−1∣∣∣∣∣
x=R−1(λ)
=
1
2x
∣∣∣∣
x=λ2
∼ λ−2, (24)
providing Γ(0) = −2, and hence, through Eq. (6), predicting θI = −2− Γ(0) = 0.
On the other hand, following Track II we use Eq. (7) to write
Y
(
R−1(λ)
)
=
(
M1(x)
dR
dx
)−1∣∣∣∣∣
x=R−1(λ)
=
(
M1
(
λ2
)
R′
(
λ2
))−1
= λ−2, (25)
the same leading power, predicting again that θII = 0. Therefore, as predicted, we observe that
θI = θII (26)
namely that both Tracks I and II are in perfect agreement.
2. The case where Ω(0) < 0 (Fig. 1b). When the leading power in (17) is negative, we have
R−1(x) ∼ xΩ(0) → ∞ for x → 0 (blue). This corresponds to R(x) ∼ x1/Ω(0) in the limit x → ∞
(red). Hence, in this case, the inverse R−1(x) helps characterize the asymptotic behavior of R(x)
in the x → ∞ limit, as opposed to the x → 0 limit, obtained in the Ω(0) positive scenario. We
therefore obtain the large x limit of the derivative R′(x) as R′(x) ∼ x1/Ω(0)−1, helping us, once
again, construct all the terms of (11) and (12) as
M1
(
R−1(λ)
) ∼ (λΩ(0))Φ = λΦΩ(0) (27)
M ′1
(
R−1(λ)
) ∼ (λΩ(0))Φ−1 = λΦΩ(0)−Ω(0) (28)
R′
(
R−1(λ)
) ∼ (λΩ(0))−1+1/Ω(0) = λ1−Ω(0). (29)
The result is identical to (18) - (20), with the only difference that now Ω(0) is negative, and the
argument R−1(λ) appearing in all the three functions approaches infinity and not zero. Hence (27)
- (29) examine the behavior of M(x) and R(x) at the x→∞ limit. This is consistent with the fact
that under Ω(0) < 0 the steady state activities x(S) scale positively with S [2, 3], and therefore
the limit S →∞, relevant for our asymptotic scaling analysis, is associate with the large x nodes.
In any case, what matters in the present context is that once collecting all the terms, we, again,
arrive at
α = β = 1 + ΦΩ(0)− Ω(0), (30)
satisfying Case 1, in which Tracks I and II remain consistent.
7Example. Here we consider
dxi
dt
= −Bx2i +
N∑
j=1
Aijx
3
2
i f(xj), (31)
for which we have Φ = 3/2 in (15), and R(x) ∼ x−1/2. We now have R′(x) ∼ x−3/2 and R−1(x) ∼
x−2, i.e. Ω(0) = −2 < 0. Via Track I we write
Y
(
R−1(λ)
)
=
(
dM1R
dx
)−1∣∣∣∣∣
x=R−1(λ)
= 1 ∼ λ0, (32)
obtaining Γ(0) = 0, which using (6) provides θI = −2− Γ(0) = −2. Under Track II we have
Y
(
R−1(λ)
)
=
(
M1(x)
dR
dx
)−1∣∣∣∣∣
x=R−1(λ)
= M1
(
λ−2
)
R′
(
λ−2
)
= λ0, (33)
again providing θII = −2− Γ(0) = −2. Hence, once again, we observe that
θI = θII, (34)
with both Tracks, I and II, in full agreement.
3. The case where Ω(0) = 0 (Fig. 1c). The third case we consider is when the leading power in
in the expansion of R−1(x) vanishes. This represents the scenario where Eq. (17) takes the form
R−1(x) ∼ C0 + C1xΩ(1) + · · · ∼ 1 + xΩ(1), (35)
where in the last step we omitted the coefficients C0, C1, for simplicity. The second leading power is,
by definition, greater than Ω(0), namely we have Ω(1) > 0. Here, R−1(x) approaches a constant at
x→ 0 (blue), expressed in the invertedR(x) by a shifted polynomial of the formR(x) ∼ (x−1)1/Ω(1)
(red). Consequently R′(x) ∼ (x− 1)1/Ω(1)−1. The terms to construct Z1(λ) and Z2(λ) become
M1
(
R−1(λ)
) ∼ (1 + λΩ(1))Φ ∼ 1 + ΦλΩ(1) + · · · ∼ λ0 (36)
M ′1
(
R−1(λ)
) ∼ (1 + λΩ(1))Φ−1 ∼ 1 + (Φ− 1)λΩ(1) + · · · ∼ λ0 (37)
R′
(
R−1(λ)
) ∼ (1 + λΩ(1) − 1)1/Ω(1)−1 ∼ λ1−Ω(1), (38)
and therefore
8Z1(λ) ∼ λ (39)
Z2(λ) ∼ λ1−Ω(1). (40)
Using this in (13) and (14) we obtain α = 1 and β = 1−Ω(1) < 1 (since Ω(1) > 0). Consequently,
we have α > β, satisfying Case 2, which once again predicts an agreement between Track I and
Track II.
Example. To examine this class, the natural choice is to set M1(x) ∼ Const, i.e. Φ = 0, however, in
this case Track I trivially converges to Track II, therefore, we challenge ourselves by constructing
a non-trivial model
dxi
dt
= B − x2i +
N∑
j=1
Aij(1− xi)f(xj), (41)
in which M0(x) = B − x2 and M1(x) = 1− x. Here
R(x) = − 1− x
B − x2 (42)
R′(x) =
x2 − 2x+B
x4 − 2Bx2 +B2 (43)
and the inverse function is
R−1(x) =
1
2x
(
−1 +
√
1 + 4(Bx2 + x)
)
. (44)
In the limit λ→ 0 we can approximate (44) by
R−1(λ) ∼ 1 +Bλ+O(λ2), (45)
allowing us to evaluate the relevant approximations for M1(R
−1(λ)) and R′(R−1(λ)), as required
to calculate θ via both tracks. This time, we first begin with Track II, writing
Y
(
R−1(λ)
)
=
(
M1(x)
dR
dx
)−1∣∣∣∣∣
x=R−1(λ)
=
(1− x)( x2 − 2x+B
x4 − 2Bx2 +B2
)−1
∣∣∣∣∣∣∣
x=1+Bλ
, (46)
where we have taken (43) and (45) to express R′(x) and R−1(λ). Taking the limit where λ→ 0, the
rational function on the r.h.s. of (46) approaches a constant, leaving us with Y (R−1(λ)) ∼ (Bλ)−1,
namely Γ(0) = −1, and hence
θII = −2− Γ(0) = −1. (47)
9Next we use Track I, writing
Y (x) =
(
dM1R
dx
)−1
=
 d
dx
(
(1− x)
(
− 1− x
B − x2
))−1 = x4 − 2Bx2 +B2
2x2 − 2(B + 1)x+ 2B . (48)
Taking (45) to approximate R−1(λ) we obtain
Y
(
R−1(λ)
)
≈ 1− 2B +B
2
(2B − 2B2)λ ∼ λ
−1, (49)
where we have only kept leading order terms in the limit λ → 0. Equation (49) provides us with
Γ(0) = −1, leading to θI = −2− Γ(0) = −1. Once again, even in these rather complex dynamics,
we observe that
θI = θII, (50)
showing the complete agreement between the two derivation tracks.
4. The case where Φ = 0. To complete our analysis there is one remaining scenario that has not
yet been treated, captured by
M1(x) ∼ C0 + C1xΦ(1) + · · · ∼ 1 + xΦ(1), (51)
namely that the leading power in the expansion of M1(x) vanishes, and therefore its next power
Φ(1) > 0 continues to play a role in determining θ. The derivative is now
M ′1(x) ∼ xΦ(1)−1. (52)
Taking R−1(λ) ∼ λΩ(0), we recalculate the terms in (18) - (20) as
M1
(
R−1(λ)
) ∼ M1(λΩ(0)) ∼ 1 + λΦ(1)Ω(0) (53)
M ′1
(
R−1(λ)
) ∼ (λΩ(0))Φ(1)−1 = λΦ(1)Ω(0)−Ω(0) (54)
R′
(
R−1(λ)
) ∼ (λΩ(0))−1+1/Ω(0) = λ1−Ω(0), (55)
valid under both negative or positive Ω(0). The case Ω(0) = 0 remains the same as in (36) - (38),
and therefore does not require specific treatment. Note that the only term that has changed due to
M1(x)’s vanishing leading power is the expression in Eq. (53), whose scaling is different compared
with Eqs. (18) and (27) that were obtained under M1(x) ∼ xΦ. In the relevant limit, i.e. λ → 0,
Eq. (53) is dominated either by the unity term (λ0) or by the λΦ(1)Ω(0) term, depending on which
of the two powers is smaller. This allows us to express Eq. (53) asymptotically as
10
M1
(
R−1(λ)
) ∼ λmin(0,Φ(1)Ω(0)), (56)
keeping only the term raised to the minimal power, 0 or Φ(1)Ω(0). We can now collect all the
terms, as we did in all previous cases, to construct Z1(λ) and Z2(λ) in (11) and (12), obtaining
Z1(λ) ∼ λ1+Φ(1)Ω(0)−Ω(0) (57)
Z2(λ) ∼ λ1+min(0,Φ(1)Ω(0))−Ω(0), (58)
for which the powers are
α = 1 + Φ(1)Ω(0)− Ω(0) (59)
β = 1 + min
(
0,Φ(1)Ω(0)
)− Ω(0). (60)
Of course, it is guaranteed, by definition, that
min
(
0,Φ(1)Ω(0)
) ≤ Φ(1)Ω(0) (61)
and therefore that α ≥ β. This represents either Case 1 or Case 2, but excludes Case 3, thus
predicting, once again, the agreement of Track I and Track II.
Example. A classic example for a dynamics with M1(x) following the form of Eq. (51) is the SIS
model [6], for which M1(x) = 1− x. This dynamics has already been analyzed in Ref. [1], and one
can readily confirm that both Tracks agree that it exhibits θI = θII = −1. Therefore, to expand
the range of our validation we consider a new type of dynamics of the form
dxi
dt
= −Bxi +
N∑
j=1
Aij
(
1− x
1
2
i
)
f(xj), (62)
capturing a potential generalization of the classic SIS model. Here we have M1(x) ∼ 1 − x1/2,
R(x) = (1− x1/2)/Bx, and therefore
R−1(x) =
1
2B2x2
(
1 + 2Bx−√1 + 4Bx
)
. (63)
Taking the relevant limit we obtain
lim
λ→0
R−1(λ) = 1− 2Bλ+O(λ2), (64)
an expansion of the form (17) with Ω(0) = 0 and Ω(1) = 1. Under Track I we have
11
Y (x) =
(
dM1R
dx
)−1
=
 ddx

(
1− x 12
)2
Bx


−1
=
Bx2
x
1
2 − 1
. (65)
Using R−1(λ) ∼ 1− 2Bλ we write
Y
(
R−1(λ)
) ∼ B(1− 2Bλ)2√
1− 2Bλ− 1 ∼ λ
−1, (66)
providing Γ(0) = −1, and, as a result θI = −2− Γ(0) = −1.
For Track II we write
Y
(
R−1(λ)
)
=
(
M1(x)
dR
dx
)−1∣∣∣∣∣
x=R−1(λ)
=
(1− x 12)(x 12 − 2
2Bx2
)−1
∣∣∣∣∣∣∣
x=1−2Bλ
=
[(
1−√1− 2Bλ
) √1− 2Bλ− 2
2B(1− 2Bλ)2
]−1
, (67)
which taking λ→ 0 provides
Y
(
R−1(λ)
) ∼ λ−1, (68)
i.e. θII = −1. Hence, also here θI = θII, reconfirming the consistency of Track I and Track II.
Taken together, we arrive at an analytical proof, further strengthened by a broad array of dynamic
examples, that the universal scaling exponent θ is independent of the derivation track, whether
the original Track I, offered in Ref. [1], or the alternative Track II, suggested recently.
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