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Abstract
A method for simultaneous modelling of the Cholesky decomposition of several covariance matrices is
presented.We highlight the conceptual and computational advantages of the unconstrained parameterization
of the Cholesky decomposition and compare the results with those obtained using the classical spectral
(eigenvalue) and variance–correlation decompositions. All these methods amount to decomposing compli-
cated covariance matrices into “dependence” and “variance” components, and then modelling them virtually
separately using regression techniques. The entries of the “dependence” component of the Cholesky decom-
position have the unique advantage of being unconstrained so that further reduction of the dimension of its
parameter space is fairly simple. Normal theory maximum likelihood estimates for complete and incomplete
data are presented using iterative methods such as the EM (Expectation-Maximization) algorithm and their
improvements. These procedures are illustrated using a dataset from a growth hormone longitudinal clinical
trial.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Virtually all areas of classical multivariate statistics involve estimation of a single p × p
covariance matrix with as many as p(p+1)/2 parameters [1]. Many modern applications instead
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require dealing with several p × p covariance matrices 1, . . . ,c, corresponding to c separate
groups of multivariate observations, where both c and p are potentially large. Often there are not
enough data to adequately estimate a separate i for each group, but if i’s share some common
features, they can be estimated more efﬁciently by pooling the data. Prominent examples of this
pooling phenomenon include model-based principal component analysis [19,21]; model-based
cluster analysis and discriminant analysis [31,2], longitudinal data analysis [14], and multivariate
volatility in ﬁnance [7,17] where the number of covariances to be estimated could be as large as
the number of observations.
Some of the most commonly used methods for handling several covariance matrices in the
literature of multivariate statistics, the biomedical sciences, and ﬁnancial econometrics are based
on the spectral decomposition [19,21,4,23], the variance–correlation decomposition [30,3], and
multivariate generalized autoregressive conditionally heteroscedastic (GARCH) models [6,17].
It is conceivable that a framework like Nelder and Wedderburn’s [32] generalized linear models
(GLM) could be used to compare, unify and possibly generalize the above approaches to covari-
ance modelling. Some of the powerful principles of the GLM are: (i) the use of link functions
leading to unconstrained and interpretable parameters, (ii) the use of linear predictors to gauge the
covariates effect additively and (iii) the use of a likelihoodmethod for estimation of the parameters
[34].
Even unequal i’s may share certain common features (components). A natural way to search
for common features is to decompose complicated covariancematrices into simpler “dependence”
and “variance” components and scan these for simplifying patterns such as equality of the “de-
pendence” components across groups. Three of the most popular approaches in increasing order
of adherence to the GLM principles, employ the variance–correlation, spectral (eigenvalue) and
Cholesky decompositions of covariance matrices. In this paper, we show the distinguished role
of the latter in providing unconstrained reparameterization and a systematic data-based statistical
procedure for parsimonious modelling of several covariance matrices. While the entries of the
correlation and orthogonal matrices appearing in the variance–correlation and spectral decompo-
sitions are always constrained, those appearing in the unit lower triangular matrix of the Cholesky
decomposition, referred to as the generalized autoregressive parameters (GARP), are always un-
constrained [33,34]. Consequently, computing the maximum likelihood estimates (MLE) of the
Cholesky decomposition involves unconstrained optimization, unlike the algorithms needed for
estimation with the other two decompositions; see [22,3,4].
The outline of the paper is as follows. The three decompositions of covariance matrices and the
corresponding hierarchies of nestedmodels are introduced in Section 2.Algorithms for computing
the normal theory MLE of the parameters under the common correlation matrices, principal
components, and GARP (with extensions) are presented in Section 3. For various hierarchies, we
also partition the likelihood ratio statistic for testing the equality of c covariance matrices:
T =
c∑
i=1
ni log
|S|
|Si | , (1)
where Si is the sample covariance matrix of a sample of size ni + 1 from the ith population and
S is the pooled covariance matrix of all c samples [1, Chapter 10]. Section 4 develops the EM
algorithm for computing the MLE of parameters of the Cholesky decomposition when data are
incomplete. Application of these hierarchies in longitudinal clinical trials is detailed in Section 5
and illustrated using the data from a growth hormone clinical trial [25]. Section 6 concludes the
paper.
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2. The three decompositions and parameterizations
In multivariate statistics [1] and in the context of modelling common features of i’s among c
groups, the variance–correlation, spectral, andCholesky decompositions are used frequently.They
have the advantage of being familiar, providing interpretable parameterizations in some situations
and giving rise to hierarchies of nested models. However, only the Cholesky decomposition
provides a simple unconstrained parameterization with a ﬁne enough hierarchy to allow models
with any number of parameters from 1 to cp(p + 1)/2 as in the GLM for a mean vector.
We start with the familiar variance–correlation decomposition given by
i = DiRiDi, (2)
whereDi = diag
(√
i11, . . . ,
√
ipp
)
is a diagonal matrix whose diagonal entries are the square-
roots of those of i and Ri is the corresponding correlation matrix. Manly and Rayner [30]
introduce a hierarchy and a corresponding ANOVA-type partition of (1) which we rely on as our
road map in this paper. Their hierarchy has four coarse levels:
(M1) equality, 1 = · · · = c with p(p + 1)/2 parameters;
(M2) proportionality, i = i1, i = 2, . . . , c with p(p + 1)/2 + c − 1 parameters;
(M3) common correlation matrices, Ri ≡ R, with pc + p(p − 1)/2 parameters and
(M4) arbitrary covariance matrices with cp(p + 1)/2 parameters.
The MLE of the parameters under (M3) is reviewed in Section 3.1.
Flury’s [19,21, Chapter 7] slightly ﬁner hierarchy is based on the spectral decomposition of the
covariance matrices
i = PiiP ′i , i = 1, . . . , c, (3)
where Pi’s are orthogonal matrices and i = diag(i1, . . . , ip) with ij standing for the j th
eigenvalue of i . His hierarchy replaces the (M3) by the following three variants of the common
principal components (CPC):
(M′3) CPC, Pi ≡ P for all i, with d ′3 = pc + p(p − 1)/2 parameters;
(M′4) CPC (q), partial CPC of order q(1qp − 2) where the ﬁrst q columns of Pi’s are the
same, with d ′3 + d ′4 parameters and d ′4 = 12 (c − 1)(p − q)(p − q − 1);(M′5) CS(q), common space of orderq where theﬁrstq eigenvectors ofi span the same subspace
as those of 1 with d ′3 + d ′4 + 12 (c − 1)q(q − 1) parameters.
We review theMLE of the parameters under (M′3) in Section 3.1. Note that in the decompositions
(2)–(3), the “dependence” components are a correlation matrix Ri and an orthogonal matrix Pi ,
respectively, and hence their elements are subject to constraints.
Next, a more ﬂexible hierarchy among several covariance matrices is introduced using their
modiﬁed Cholesky decompositions.
TiiT
′
i = i . (4)
Here the “dependence” component Ti , a unit lower triangular matrix, has unconstrained entries
with statistical interpretation as the GARP and the entries of i = diag(2i1, . . . , 2ip) are the
corresponding innovation (residual) variances [33]. More concretely, let Y = (Y1, . . . , Yp) be a
generic random vector with mean zero and positive-deﬁnite covariance matrix . Let Yˆj stand
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for the linear least-squares predictor of Yj based on its predecessors Yj−1, . . . , Y1 and εj be its
prediction error:
Yˆj =
j−1∑
=1
j,Y, εj = Yj − Yˆj = Yj −
j−1∑
=1
j,Y, j = 1, . . . , p, (5)
where the regression coefﬁcientsj,’s are unconstrained and the variances 2j = var(εj ) are non-
negative.Evidently, the successive prediction errors are uncorrelated, so thatwith ε = (ε1, . . . , εp)
we have cov(ε) = diag(21, . . . , 2p) =  and (5) can be written in matrix form
ε = T Y, (6)
where T is a unit lower triangular matrix with −j, in the (j, )th position for 2jp,  =
1, . . . , j − 1. Consequently, from (6) we obtain TT ′ = , i.e. the matrix T diagonalizes the
covariance matrix  as in (4). It is clear that this decomposition depends on the ordering of the
components of Y ; thus, it is well suited to data that have ordered responses, such as longitudinal
data.
Analogues of (M′3)–(M′5) for the decomposition (4) can be deﬁned with the same number of
parameters by imposing a suitable hierarchy on Ti’s:
(M′′3) Common GARP, Ti ≡ T ;
(M′′4) Common GARP of order q, where the ﬁrst q subdiagonals of Ti’s are common.
(M′′5) Common GARP of dimension r, where certain r entries of Ti’s are common.
A notable disadvantage of the ﬁrst two classes of hierarchies is that the number of covariance
parameters from one level of hierarchy to the next increases not by one, but by a multiple of c−1.
Boik’s [4,5] spectral models attempt to provide a more “gradual” parameterization of the pair of
matrices (Pi,i ), i = 1, . . . , c. However, the unconstrained nature of GARPs make them ideal
for introducing ﬁner hierarchies whereby the number of parameters increases by one when going
from one level to the next as in the following model (also motivated by the Growth Hormone trial
discussed in Section 5):
(M′′6) Common GARP of variable dimension r, where r entries of the Ti’s are common across
all groups and the other p(p − 1)/2 − r entries can either be distinct or common across
some subset(s) of the groups.
Other advantages of the GARP hierarchies over the competing correlation and spectral models
include both computational aspects and asymptotic theory (both discussed in Section 3.3).
Further reduction of the dimension of the parameter space of {i}ci=1 is achieved by impos-
ing restrictions on the “variance” components in (2)–(4). For example, adopting multiplicative
variance models for these matrices, namely
ij = i1j ; ij = i1j ; ij = 	i1j , i = 1, . . . , c, j = 1, . . . , p, (7)
will reduce the number of “variance” parameters from pc to 2p − 1. Furthermore, it is evident
that (7) coupled with either common correlation matrices, CPC [21, p. 103], or common GARP
amounts to the class of proportional covariance matrices (M2).We study more general log-linear
models for “variances” and highlight their roles in reducing the dimension of the overall parameter
space.
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In this paper, in addition to presenting the details of using the GARP to model covariances
across groups, we also develop a new algorithm for the common correlation models (M3) which
allows for log-linear variance models.
3. Model estimation: The likelihood procedures
The three decompositions of covariance matrices lead to simpler covariance structures by re-
ducing the high number of parameters. So far as estimation is concerned, perhaps the most steady
progress has been made using the spectral decomposition in the context of principal components
analysis [1, Chapter 11] and variants of Flury’s [19,21] CPC; see the introduction of Boik [4]
for an excellent review. However, the orthonormality of the eigenvectors makes them awkward
to model in terms of covariates, and MLE requires optimization procedures capable of handling
orthogonality constraints. In sharp contrast, for the Cholesky decomposition these tasks are rel-
atively easy and, in fact, closed-formula for the MLE of common GARPs can be derived. For
the ease of reference and comparison, we start with a brief overview of the MLE for normal-
theory covariance matrices and then present theMLE for common correlation matrices, CPC, and
common GARPs in the next three subsections.
Throughout the paper we assume that the p-variate random vectors Yi, i = 1, . . . , c,  =
1, . . . , ni are independent, with Yi distributed as N(Xi,i ); we assume that mini ni > p and
that all i are positive deﬁnite. However, when some of the i’s are singular, as usual one needs
to work either with a subvector of linearly independent variables or rely on suitable dimension
reduction techniques [1]. For convenience, denote by Si the “sample” covariance matrix for the
ith sample: Si = Si() = 1ni
∑ni
=1 (Yi − Xi)(Yi − Xi)′, where the data are centered by the
unknown mean vector Xi. Then the likelihood function of 1, . . . ,c, and  is given by
L(1, . . . ,c, ) = C
c∏
i=1
|i |−ni/2 etr
(
−ni
2
−1i Si()
)
,
where C does not depend on the parameters and etr stands for the exponential function of the
trace. Thus the log-likelihood is
l(1, . . . ,c, ) =
c∑
i=1
[
−ni
2
log |i | − ni2 tr(
−1
i Si())
]
, (8)
up to an additive constant. Since parsimonious modeling of both the mean vectors and covariance
matrices is becoming increasingly important in longitudinal data analysis [8] and other areas of
application, we include  in our estimation algorithms.
3.1. MLE of common correlation matrices
When themean and variance parameters are unrestricted, theMLEs for the common correlation
model (M3) can be obtained using a simple iterative algorithm developed by Manly and Rayner
[30]. Unfortunately, this algorithm cannot be easily generalized to common correlation models
with restricted variance parameters. In addition to the multiplicative variance models in (7),
commonly used variance models from various application areas include log-linear models [3],
univariate GARCH models [6] and speciﬁc variance functions suggested by GLM.
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Throughout this section, the variances will be assumed to follow general log-linear models
log 2ij = Zij 	, j = 1, . . . , p. For notational convenience, let
Zi =
⎡
⎢⎣
Zi1
...
Zip
⎤
⎥⎦ , i = 1, . . . , c
(that is, the row vectors Zij , j = 1, . . . , p, stacked into a matrix), and let
Z =
⎡
⎢⎣
Z1
...
Zc
⎤
⎥⎦ .
Bollerslev [6] pursues an alternative computational approach in the context of multivariate time
series models. This approach is applicable if the matrices Zi can be partitioned as Zi = [IpZ˜i],
where Ip is the p × p identity matrix. (The matrices Zi can be coerced to this form via a linear
reparameterization of 	 if range(Z) ⊃ 1c ⊗ Ip, where 1c is the c-dimensional ones vector and
⊗ denotes the Kronecker product.) Let 	 = (	′1, 	′2)′ be the corresponding decomposition of 	,
and deﬁne the “standardized” residuals 
˜i(, 	2) = V˜i(	2)−1/2(Yi − Xi), where V˜i(	2) =
exp(diag(Z˜i	2)). Then an appropriate counterpart to Bollerslev’s equation (7), in which R and 	1
are ‘removed’ from the log-likelihood, is the proﬁle log-likelihood (up to an additive constant)
l(, 	2) = −
1
2
c∑
i=1
ni log |V˜i(	2)| −
n
2
log
∣∣∣∣∣
c∑
i=1
ni∑
=1

˜i(, 	2)
˜i(, 	2)
′
∣∣∣∣∣ , (9)
where n = ∑ci=1 ni . The maximization of this proﬁle log-likelihood over  and 	2 can proceed
using any suitable unconstrained optimizationmethod to obtain theMLEs ˆ and 	ˆ2. Subsequently,
the MLEs Rˆ and 	ˆ1 for R and 	1 can be obtained from the variance–correlation decomposition
1
n
c∑
i=1
ni∑
=1

˜i(ˆ, 	ˆ2)
˜i(ˆ, 	ˆ2)
′ = Vˆ 1/2RˆVˆ 1/2,
where Vˆ = exp(diag(	ˆ1)).
The structural assumption on the Zi matrices above is unduly restrictive. For instance, it would
preclude a model that speciﬁed the variances of two different components to be equal within a
group. Unfortunately, no convenient analytical reduction for removing the correlation parameters
is available in the general case. Even in the simple case where c = 1 and p = 2, ﬁnding the MLE
of the correlation parameter for ﬁxed values of the means and variances requires the solution of a
cubic equation [24, Example 18.3]. The common-correlation MLEs presented in Section 5 were
obtained by applying a general Newton-based algorithm simultaneously on all parameters (, 	,
and off-diagonal elements of R), with a trust-region restriction [18] incorporated to ensure that
the matrix R is always positive-deﬁnite and the likelihood is monotone increasing.
Parsimonious representation of a single correlation matrix via its spectral decomposition has
recently been proposed in [5], as an adaptation of his earlier models for a covariance matrix [4].
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3.2. MLE of PC models
For a single covariance matrix a complete theory of MLE for its eigenvectors and eigenvalues
for the saturated case has been available for a while [1, Chapter 11]. Its analogue for several
covariance matrices was developed later by Flury [20].
3.2.1. MLE of CPC models
Assume that the hypothesis of common principal components holds, i.e. (M′3) is satisﬁed with
Pi ≡ P = (1, 2, . . . , p) where j is the j th column of P . The MLEs of the , j ’s and ij ’s
are then obtained by maximizing
l(1, . . . , p, 11, . . . , cp, ) =
c∑
i=1
p∑
j=1
[
−ni
2
log ij − ni2 
′
j Si()j
/
ij
]
,
subject to the orthonormality constraint on j ’s:
′j = j,, j = 1, . . . , p. (10)
This can be formulated as an (unconstrained) optimization problemby using Lagrangemultipliers.
Following the derivation of Flury [19], but additionally considering estimation of the regression
parameters, we obtain the following likelihood equations:
 =
(
c∑
i=1
niX
′
i
−1
i Xi
)−1 ( c∑
i=1
niX
′
i
−1
i Y¯i
)
,
ij = ′j Si()j , i = 1, . . . , c, j = 1, . . . , p,
′
(
c∑
i=1
ni
i − ij
iij
Si()
)
j = 0, , j = 1, . . . , p,  = j. (11)
An iterative procedure for solving the last two equations in (11) was developed by Flury and
Gautschi [22]. Noniterative estimators of j ’s are given by Krzanowski [26] as the orthonormal-
ized eigenvectors of the sum of the sample covariance matrices.
Substituting the expression for ij in the log-likelihood and dropping irrelevant additive con-
stants yields the proﬁle log-likelihood in P = (1, . . . , p) and :
l(1, . . . , p, ) = −
1
2
c∑
i=1
p∑
j=1
ni log ′j Si()j . (12)
Optimization over P may proceed using any of several specialized algorithms for optimization
over orthogonalmatrices (see, for example [16]). Simultaneouslymaximizing over might require
an extension of current methods, e.g., the Fisher scoring algorithm in [4].
Extending the common principal component model to allow models for the eigenvalues ij is
possible, but direct log-linearmodels of the form log ij = Zij 	 are unsatisfactory for this purpose
because they allow no control over the ordering of the eigenvalues. For instance, although a log-
linear model would allow speciﬁcation that two eigenvalues in a particular group are equal, it
would not allow speciﬁcation that these two were the largest eigenvalues for that group, rather
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than some other pair. Two alternatives that allow for ordering are
ij =
∑
r
uijr expZir	 and log ij =
∑
r
uijr expZir	, (13)
where thematricesUi = [uijr ], i = 1, . . . c, allow for speciﬁcation of the order of the eigenvalues.
Details can be found in Boik [4, Section 2.2].
3.2.2. Other PC models
Algorithms to ﬁt models (M′4) and (M′5) are given in [21]. In addition, Boik’s [4] spectral
models subsume most of these earlier extensions of CPC and other models. These models attempt
to parameterize the matrices (Pi,i ), i = 1, . . . , c, with more ﬂexibility including various
models for eigenvalue ‘sharing’ across groups (for example, equality, proportionality, and equal
volume) and ‘sharing’of spaces with the eigenvectors.A Fisher scoring algorithm is proposed for
optimization. Despite the ﬂexibility of such models, the optimization algorithms still tend to be
overly complex as compared to the simple algorithms for the GARPmodels that will be discussed
in Section 3.3.
3.3. MLE for GARP models
For a single covariance matrix the theory of MLE for GARPs and innovation variances (IV) is
developed in [33,34]. Their analogues and ramiﬁcations for several covariance matrices will be
developed next.
3.3.1. MLE for common GARPs
In analogy with the estimation of common correlation and CPC reviewed above, we compute
the MLE of common GARP when (4) is satisﬁed with Ti ≡ T = (T˜1, T˜2, . . . , T˜p) where T˜j
is the j th column of T and i = diag(2i1, . . . , 2ip) is a diagonal matrix of IV changing across
the c populations. First, we allow the nonredundant entries of T and i’s to remain unstructured;
then, in Section 3.3.2, we discuss the structured case. For normal populations, the likelihood
equations for  and 2ij ’s are similar to those in (11), but the equation for the nonredundant and
unconstrained parameters of T denoted by  = (21,31,32, . . . ,p,p−1)′ is much simpler
with a closed-form solution resembling that of a weighted least-squares problem (see (16) below).
From (4), because i is diagonal, it follows that
log |i | =
p∑
j=1
log 2ij , i = 1, . . . , c,
and
tr(−1i Si) = tr(T ′−1i T Si) = tr(−1i T SiT ′)
=
p∑
j=1
T˜ ′j Si T˜j /2ij . (14)
Therefore, (8) reduces to
(1, . . . ,c, ) =
c∑
i=1
p∑
j=1
(
−ni
2
log 2ij −
ni
2
T˜ ′j Si T˜j /2ij
)
(15)
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which can be minimized by computing its partial derivatives with respect to , 2ij and the nonre-
dundant entries of T . Setting these to zero yield the ﬁrst equation in (11) for , and (for details,
see Appendix A)
ˆ2ij = T˜ ′j Si T˜j , i = 1, . . . , c, j = 1, . . . , p,
ˆ =
[
c∑
i=1
ni
ni∑
=1
Y′i
−1
i Yi
]−1 [ c∑
i=1
ni
ni∑
=1
Y′i
−1
i yi
]
, (16)
where
yi = Yi − Xi = (yi1, . . . , yip)′
is the vector of regression residuals and the matrix
Yi =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 · · · 0 0 · · · 0
yi1 0 0 0 · · · 0 0 · · · 0
0 yi1 yi2 0 · · · 0 0 · · · 0
...
0 0 0 0 · · · 0 yi1 · · · yi,p−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
is of size p × p(p−1)2 . Furthermore, it follows from (14) and the ﬁrst equation in (16) that
tr(−1i Si) = p, i = 1, . . . , c.
Using the likelihood equations (16) one can devise an iterative three-stepmethod for computing
the MLE of , IVs 2ij and GARPs ij . For instance, under the assumption of common GARPs,
a vector of initial values for  can be obtained by suitably stacking up the nonredundant entries
of the matrix T0 obtained from the modiﬁed Cholesky decomposition of
∑c
i=1 Si . Using this, an
initial value for  and the ﬁrst equation in (16) one obtains an estimate of IV’s, and iterates until
a convergence criterion is met.
Although the last formula in (16) seems to require inversion of a matrix of order p(p − 1)/2,
its block diagonal structure can be exploited to save computation time. Speciﬁcally,
c∑
i=1
ni
ni∑
=1
Y′i
−1
i Yi = diag(B2, . . . , Bp), (17)
where
Bt =
c∑
i=1
ni
ni∑
=1
−2it y
′
i(t)yil(t),
and
yi(t) = (yi1, . . . , yi,t−1).
Thus, in computing ˆ the largest linear system to be solved is of order p − 1.
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3.3.2. MLE of structured “dependence” and “variance” parameters
A natural way to reduce the number of covariance parameters is to use covariates and develop
models for the “dependence” and “variance” components of the three decompositions. Some early
examples based on the variance–correlation decomposition include the theory of multivariate
GARCH in ﬁnance [6,17] and the general location models (GLOM) where the multiplicative
variance models (7) were used by Liu and Rubin [29] and log-linear variance models were
proposed by Barnard et al. [3], but not ﬁtted. Boik’s [4] spectral models for covariance matrices
appear to be the ﬁrst to use regression models for the diagonal entries of the i’s.
Note that modelling the “dependence” components in decompositions (2)–(3) is difﬁcult be-
cause of the positive-deﬁniteness and orthonormality constraints onR andP , respectively. In sharp
contrast, since the GARPs in (4) are unconstrained, covariates can be used to model the “depen-
dence” component with relative ease [33–35]. Furthermore, graphical diagnostics for model-
formulation based on the regressogram are available. For a single generic covariance matrix one
may identify models of the form
tj = z′tj, log 2t = z′t, (18)
where ztj and zt are vectors of covariates and  and  are q1 × 1 and q2 × 1 vectors of unknown
parameters for the “dependence” and “variance” components. Computation of MLE of  and 
and their asymptotic properties are fully studied in [34].
Interestingly, the estimation results presented in Section 3.3.1 for (M′′3) correspond to the
extreme case of the linear models for log 2ij and tj in (18) where q1 = p(p−1)2 , q2 = p and the
covariates are suitable columns of the identity matrices of sizes q1 and q2. Thus, the computational
and asymptotic results in [34] hold verbatim for this special case under mild regularity conditions.
In addition, various models suggested by (M′′4)–(M′′6) for several covariance matrices can also
be written in the above form:
i,tj = z′i,tj, log 2i,t = z′i,t, i = 1, . . . , c, (19)
with smaller q1, q2 and possibly nontrivial covariates representing various group conditions. As
such, MLE of the parameters in (19) and their asymptotic properties can be obtained by adapting
the techniques from Pourahmadi [34]. As an alternative computational approach to obtain the
MLE of the parameters in (19), one could use the iteratively reweighted least squares (IRLS)
algorithm in [13].
3.4. Likelihood ratio tests
When the null hypothesis of equality of 1, . . . ,c is rejected the group-speciﬁc covariance
matrices could still have certain common features (components). This possibility can be assessed
using the likelihood ratio test and a hierarchy of ﬂexible covariance models. The likelihood ratio
test statistic for comparing two nested models (1 and 2) within the correlation, PC, or GARP
hierarchies is
X2 = −2 log L(ˆ
(1)
1 , . . . , ˆ
(1)
c , ˆ
(1)
)
L(ˆ
(2)
1 , . . . , ˆ
(2)
c , ˆ
(2)
)
. (20)
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In the PC and GARP hierarchies, when the variance parameters are unrestricted, this can be
simpliﬁed to
− 2 log K
∏c
i=1 exp(−pni/2)|ˆ
(1)
i |−n1/2
K
∏c
i=1 exp(−pni/2)|ˆ
(2)
i |−n1/2
=
c∑
i=1
ni log
|ˆ(1)i |
|ˆ(2)i |
, (21)
where the maximum likelihood estimators of the covariance matrices 1, . . . ,c of models 1 and
2 above are computed using the methods described in Sections 3.2–3.3.
The null distribution of (20) for testing within the correlation, PC, or GARP hierarchies is
asymptotically 2 with degrees of freedom equal to the difference between the number of covari-
ance parameters in the two models. The number of parameters in the correlation and PC models
is given in Section 2. For the GARP hierarchy, the number of parameters is (c − 1)p(p − 1)/2
for (M′′3), (c − 1)(p − q − 1)(p − q − 2)/2 for (M′′4), and (c − 1)(p(p − 1)/2 − r) for
(M′′5); the number of parameters in (M′′6) is difﬁcult to write in general form. For comparing
nonnested models between hierarchies, we can compare the maximized log-likelihoods directly
(with appropriate modiﬁcations for differing numbers of parameters).
4. Incomplete data and the EM algorithm
It is common for multivariate responses to have missing components, especially in longitudinal
settings [14]. The EM algorithm is often used to ﬁll in the missing data and obtain valid inferences
[28]. We will detail some of the speciﬁcs for the EM algorithm here for the general case of Yit ∼
N(Xi,i ), where i = 1, . . . , c, t = 1, . . . , ni and Yit is of dimension p. We also point out that
the rate of convergence of the EM algorithm depends on the fraction of missing observations; for
details, see [36, Chapter 3].
We will provide details for the case of data that is missing completely at random (MCAR) or
missing at random [28]. Both these types of missing data are termed ignorable since the missing
data mechanism need not be speciﬁed (i.e., it can be “ignored”). However, these results will easily
generalize to nonignorable missingness often addressed explicitly by specifying a selectionmodel
[15] or implicitly through patternmixture models [27]. For the latter, the procedures for modelling
across groups discussed in Section 3 could be used to model the covariance across the missing
data patterns.
The EM algorithm is composed of an expectation and a maximization step. The expecta-
tion step involves taking the expectation over the distribution of the missing data, conditional
on the observed data, of the log-likelihood. In our setting, this involves expectations of Yit
and YitY ′it . The latter can be written as E[Yit,mis |Yit,obs]E[Yit,mis |Yit,obs]′ + Cit , where Cit =
V ar[Yit,mis |Yit,obs]. Themaximization step involvesmaximizing the expected log-likelihoodover
 and the parameters of i , i = 1, . . . , c. This maximization can proceed by iterating between
maximizing over  and i , using
− 1
2
tr
[
c∑
i=1
ˆ
−1
i
ni∑
t=1
(Yit − Xi)(Yit − Xi)′
]
(22)
for  (which results in the generalized least squares estimate for ) and
−
c∑
i=1
ni
2
log |i | − 12 tr
[
c∑
i=1
−1i C

i
]
(23)
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for the i , where Ci =
∑ni
t=1 [(Yit − Xi ˆ)(Yit − Xi ˆ)′ + Cit ]. In these, the missing values have
been ﬁlled in (during the E-step of the algorithm). The maximization over i will proceed as in
Sections 3.1 and3.2 for the commoncorrelation andCPCmodels.However, for theGARP (Section
3.3) models, the maximization routines outlined need to be altered. The key idea behind the
maximization routine for the GARPmodels (seeAppendix) involves using two representations of
the exponential terms in the likelihood: tr(−1i Si) and (Yit −Xi)′−1i (Yit −Xi). Unfortunately,
in the M step of the EM algorithm for estimating the components of i , we can only express the
expectation of the log-likelihood in the former form.
We provide details on a modiﬁed maximization step for the covariance matrix parameters for
the GARP models in the next subsection.
4.1. M-step for GARP
First, we rewrite (23) as
−
c∑
i=1
ni
2
p∑
j=1
log 2ij −
1
2
tr
[
c∑
i=1
−1i C

i
]
. (24)
To maximize over the parameters of i , we iterate between maximizing over the IV, 2ij and the
GARP, i,tj . For the former, note that tr(−1i Ci ) = tr(−1i TiCi T ′i ). Deﬁne Gi = TiCi T ′i , with
jk element gijk . It is easy to show that the gradient of the expected log-likelihood with respect to
2ij is proportional to
− 1
(2ij )
2 gijj +
ni
2ij
. (25)
When 2ij does not depend on covariates, we obtain ˆ
2
ij = 1ni gijj , otherwise a simple Newton–
Raphson algorithm can be implemented employing the 2nd derivatives.When some of the 2ij are
shared across some of the groups, (25) can be modiﬁed by ‘summing’ over i.
For the GARP parameters, a closed form solution can be obtained by recognizing that the
gradient is a linear function of the GARPs. Denote the jkth element of Ci as cikj . The relevant
pieces of the expected log-likelihood with respect to the GARP parameters, can be written as
c∑
i=1
p∑
t=2
1
2it
t∑
j=1
t∑
k=1
i,tji,tkcikj , (26)
where i,t t = −1. For illustration, we consider the common GARP model, where i,tj ≡ tj , so
we only need to compute derivativeswith respect totj . In addition, the block diagonal structure in
(17) implies that we can estimate each set of GARP, i.e.,(t) = (t1, . . . ,t,t−1)′, independently.
The ﬁrst derivative with respect to tj can be expressed as
2
c∑
i=1
1
2it
[
t∑
k=1
tkcikj
]
. (27)
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After setting this to zero and some algebra, we can show that (t) = A−1t Ct,, where the j th
row of At is
Atj =
(
2
c∑
i=1
1
2it
ci1j , 2
c∑
i=1
1
2it
ci2j , . . . , 2
c∑
i=1
1
2it
ci,t−1,j
)
, (28)
and Ct, is a (t − 1) dimensional vector with j th component 2∑ci=1 12it citj .
Extension to themore general GARPmodels is straightforward.Writing the GARP parameters,
i,tj as in (19), it is easy to show that  = A−1b, where A =
∑c
i=1
∑p
t=2
1
2it
∑t−1
j=1
∑t−1
k=1 cikj
[Zi,tjZ′i,tk +Zi,tkZ′i,tj ] and b =
∑c
i=1
∑p
t=2
1
2it
2
∑t−1
k=1 citkZi,tk . The orthogonality of the com-
mon GARP model is lost when a structure is put on the GARP as in Section 3.3.2.
4.2. Likelihood ratio test
In the context of incomplete data, the relevant likelihood is the observed data likelihood. Thus,
for incomplete data, the ratio (20) of the complete data likelihoods will be replaced by the ratio of
the observed data log-likelihoods and will not take the simple form given in the last line of (21).
As an example, in the setting of monotone missing data, the maximized likelihood will take the
form
L(ˆ1, . . . , ˆc, ˆ)
= K
c∏
i=1
ni∏
j=1
exp{−(1/2)(Ypij − Xpij ˆ)′ˆi (pij )−1(Ypij − Xpij ˆ)}|ˆi (pij )|−1/2, (29)
where pij is the number of observed responses, taking values 1, . . . , p for individual j in group
i, i (pij ) is the upper pij dimensional block of i , Ypij is a vector composed of the ﬁrst pij
components of Yij and Xpij is a matrix consisting of the ﬁrst pij rows of Xij .
5. Application: longitudinal clinical trials
An important application of simultaneous modelling of covariance matrices across groups is
in longitudinal clinical trials. The main inferential question of interest is often whether the longi-
tudinal trajectories (or some function of them) differ across treatments. However, little attention
is typically given to the covariance matrix itself (or particular components) differing across treat-
ments. The covariance matrix is typically assumed constant (across treatments), especially if the
sample sizes per treatment are not large, or the entire covariance matrix may be allowed to differ
across groups (in larger sample sizes). In the longitudinal setting, a natural compromise would be
to allow only particular components to vary across treatments and the hierarchy of GARP models
proposed here would be well-suited for this situation. As an illustration of a typical setting where
not all components vary across treatments, consider the marginal variance of the response at base-
line (the ﬁrst time point), 21. Due to randomization, we might expect the marginal variance at
baseline to be the same across treatment groups, but after baseline, the variability and dependence
within treatments might differ across treatments.
Obviously, by carefully modelling commonality of components of the covariance matrix across
groups, we will obtain both more precise and accurate inferences. In addition, in the presence of
MAR or nonignorable missing data and dropouts, incorrectly modelling the covariance matrix
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can result in biased inferences on the mean (trajectory) parameters as the information matrix for
 and  will no longer be orthogonal. So, to properly integrate over (and/or impute) the missing
values, the covariance structure within treatments needs to be correctly speciﬁed. The GARP
models also would allow a sensible parameterization on which to conduct sensitivity analyses in
the presence of informative dropout, particularly in the context of pattern mixture models [10];
this will be reported on elsewhere.
Example. Growth hormone longitudinal clinical trial
We illustrate the application of our methodology to data from a recent longitudinal clinical
trial of growth hormone for maintaining muscle strength in the elderly. Details of the trial can be
found in [25]. Previous analyses of this trial is reported in [10]. One hundred sixty subjects entered
the trial and were randomized into one of four treatment groups: placebo (P), growth hormone
only (GH), exercise plus placebo (EP), and exercise plus growth hormone (EGH). The placebo
and growth hormone treatments were administered daily via injections. Various muscle strength
measures were recorded at baseline (0 months), 6 months, and 12 months. For this analysis, we
will focus on mean quadriceps strength as the outcome of interest. The dropout rates in the four
treatment groups were 11/41 (P), 13/41 (GH), 9/40 (EP), and 16/38 (EGH).
We will conduct our analysis under an assumption of random dropout (MAR) for illustration of
the methods here. We note, however, to conduct a sensitivity analysis under informative dropout,
the GARPmodels would be quite useful, especially in the context of pattern mixture models [27].
LetYij = (Yij1, Yij2, Yij3)denote the vector of longitudinal responses for subject j = 1, . . . , ni
in treatment group i = 1, . . . , 4. We assume Yij ∼ N(i ,i ) and consider the correlation and
GARP models of Section 2 for modelling i across the treatment groups.We do not report on the
CPC models from Section 2 as they are somewhat less interpretable in the present longitudinal
context.
Tables 1 and 2 show the GARP-IV and the correlation–variance components, by ﬁtting the
multivariate normal model under MAR, separately for each treatment group, using the EM al-
gorithm. Such decompositions can help elucidate local differences in the dependence/variance
structure that can be hard to detect when just looking at the estimated variances and covariances.
They can also provide intuition into how the dependence/variance actually differs by choosing
parameterizations/decompositions most appropriate for the application. The estimated 31 look
very different in treatment groups 1 and 4 versus their values in groups 2 and 3. In addition, the
IV at times 2 and 3 in treatment group 1 are much larger than the corresponding variances in the
other three treatment groups. We will ﬁt the common GARP model below, but it appears that a
specialized model of the class (M′′6) will be more suitable (see Table 3). The common correlation
model would appear to be reasonable with the only correlation appearing to differ signiﬁcantly
across the four groups being the correlation between 0 and 12 months in treatment group 4, which
is much lower than the other correlations. In terms of the variances, the marginal variance at 6
and 12 months in treatment group 1 appear much larger than the corresponding variances in the
other three treatment groups.
Table 4 gives the log-likelihoods and number of parameters to conduct likelihood ratio tests
within the classes of GARP and correlation models, respectively. A test of common  vs. unre-
stricted i , i = 1, . . . , 4 is rejected, X2 = 34.2 on 18 degrees of freedom. This is not surprising
given the treatment speciﬁc GARP/IV and Corr/D given in Tables 1 and 2. A LRT of common
GARP versus unrestricted i does not reject the common GARP model (X2 = 10.2 on 9 degrees
of freedom). Neither does a LRT of common correlations versus unrestricted i reject the com-
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Table 1
GARP and IV parameters for the growth hormone data ﬁtting a distinct for each of the four treatment groups
Groups T 
1 1 0 0 622
−0.97 1 0 453
−0.45 −0.65 1 176
2 1 0 0 498
−0.90 1 0 150
−0.26 −0.61 1 73
3 1 0 0 668
−0.88 1 0 168
−0.21 −0.59 1 66
4 1 0 0 561
−0.73 1 0 173
0.01 −0.78 1 121
Table 2
Correlation and variance estimates for the growth hormone data ﬁtting a distinct for each of the four treatment groups
Groups R D
1 1 0.75 0.81 622
0.75 1 0.89 1039
0.81 0.89 1 1095
2 1 0.85 0.85 498
0.85 1 0.91 557
0.85 0.91 1 457
3 1 0.87 0.86 668
0.87 1 0.92 690
0.86 0.92 1 485
4 1 0.80 0.66 561
0.80 1 0.84 475
0.66 0.84 1 406
mon correlation model (X2 = 8.8 on 9 degrees of freedom). The log-likelihood of the specialized
GARP model (Table 3), labelled as (Ti, i ), was almost 4 units larger than that of the common
GARP model, even though it has 4 fewer parameters. This appears to be the best ﬁtting model of
all considered.
We also examine the estimated means for the treatment groups at month 12 under the different
models for i to examine the importance of correctly modelling i in the presence of missing
data in this example. We point out that under MAR missing data, i , impacts the estimates of the
mean parameters, even under a saturated mean model as was ﬁt here. This can be clearly seen
in the E-step of the EM algorithm as described in Section 4. Table 5 shows the month 12 means
under several models for . The most obvious differences are between the month 12 means for
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Table 3
Specialized GARP/IV model, (Ti , i )
Groups T 
1 1 0 0 21
21 1 0 21,2
1,31 32 1 21,3
2 1 0 0 21
21 1 0 22
31 32 1 23
3 1 0 0 21
21 1 0 22
31 32 1 23
4 1 0 0 21
4,21 1 0 22
4,31 32 1 23
Table 4
Log-likelihoods for several GARP and correlation models
Model Log-likelihood No. of parameters in i ’s
i −1664.0 24
i =  −1681.1 6
Ri = R −1668.4 15
Ti = T −1669.1 15
(Ti , i ) −1665.4 11
Table 5
Month 12 means (standard errors)
Treatment group
Model 1 2 3 4
i 78.9 (7.1) 65.1 (3.9) 72.7 (4.0) 63.1 (3.8)
i =  81.2 (5.1) 65.1 (4.4) 72.7 (4.3) 62.7 (4.5)
Ri = R 79.3 (7.3) 65.1 (3.7) 72.7 (3.6) 62.7 (4.3)
(Ti , i ) 79.2 (6.7) 65.1 (4.0) 72.7 (4.0) 62.9 (3.7)
treatment group 1, which differ by as much as 2.3 units over the four models; in addition, the
standard errors can differ by more than 30%. The amount of difference in means and standard
errors ultimately depends on two features of the distributions: (1) how much the i differ across
groups and (2) how much the means before dropout differ among those who complete the study
and those who drop out [28, Chapter 7].
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6. Discussion and future work
Because it does not require special constraints, the Cholesky decomposition for parsimonious
modelling of several covariance matrices offers a fairly straightforward modelling and estimation
procedure relative to the alternative variance–correlation and spectral decompositions. Flexibility
of this procedure is demonstrated with a dataset from a growth hormone clinical trial which has a
high percentage of missing values. A suitable EM algorithm for modelling the Cholesky factors
in the presence of missing values is developed.
A drawback of modelling the Cholesky factors is that this parameterization depends on the
ordering of the data. Longitudinal data poses no problem because it has a natural ordering. For
unordered data, one strategy is to ﬁnd the ordering of the data that is most consistent with the
models under consideration. To avoid the evaluation of all p! possible orderings, a sequential
approach might be used. For example, consider this algorithm for ﬁtting the common GARP
model. Step 1: Fit all simple linear regressions of Yj on Yk for k = j for each group. Choose the
pair whose regression is closest to a single commonGARP (i.e.,i,jk = jk). Step 2: Conditional
on the ﬁrst two, add in the third variable that provides the closest ﬁt for the common GARP of
the regression of this variable on the previous two. . . . Step (p − 2): Conditional on ﬁrst (p − 2)
variables, choose the (p−1)st variable that is closest to common GARP for the regression of this
variable on the p − 1 already included. The result will likely be an ordering of the data for which
the common GARP model ﬁts well.
There are several other open computational problems in the context of simultaneous modelling
of several covariance matrices. For the (M′′6) class of models, the model space is quite large and
model search techniques are needed to move through the complex space of models when p or
c is big. A fully Bayesian analysis using MC3 approaches might be a good option here; some
exploration of the models discussed here in a Bayesian setting can be found in [9].
For the common correlation model (M3), ﬁnding fast and reliable algorithms remains a chal-
lenge. The constrained-step Newton algorithm mentioned in Section 3.1 has fast local conver-
gence, but may take time to reach the vicinity of the maximizer if started from a distant point.
Because of its high computational cost per step (compared to methods that do not use second
derivatives), the Newton algorithm is particularly slow when used in conjunction with the EM
algorithm, which can require many iterations to converge. (Only an approximate maximization
is needed in EM, so the M-step can usually be performed with a single Newton step. But even
one step can be costly in high dimensions.) Perhaps direct maximization of the observed-data
likelihood would be preferable to using EM in this case.
Specialized algorithms for orthogonality-constrained optimization (like those of [16]) may
provide better options for ﬁtting the common PC models (M′3), (M′4), and (M′5). In fact, if the
mean and variance (eigenvalue) parameters are unconstrained, such algorithms can be directly
applied to (12) after further proﬁling over . Efﬁcient application in the constrained case awaits
generalization of these algorithms to simultaneous optimization over both the orthogonal matrix
and unconstrained parameters.
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Appendix A. Derivation of (16)
To obtain the likelihood equations for the common GARPs, since the ﬁrst j − 1st and the
j th entries of T˜j are zero and 1, respectively, and the rest are unconstrained, direct computation
of the partial derivatives of (·) with respect to T˜j in (15) could lead to complicated equations.
Fortunately, due to the role of tj ’s as regression coefﬁcients, we are able to rewrite (·) as
a quadratic form involving only the unconstrained entries of T and consequently reduce their
estimation to that of solving a weighted least-squares problem.
To express tr −1i Si in (8) as a quadratic form involving the nonredundant entries of T , recall
that
niSi =
ni∑
=1
(Yi − Xi)(Yi − Xi)′,
consequently,
ni tr 
−1
i Si =
ni∑
=1
tr T ′−1i T (Yi − Xi)(Yi − Xi)′
=
ni∑
=1
tr −1i T (Yi − Xi)[T (Yi − Xi)]′
=
ni∑
=1
(T yi)
′−1i (T yi), (A.1)
where yi = Yi − Xi,  = 1, . . . , ni . It is known [34] that the unit lower triangular matrix T
transforms any mean-zero random vector with the covariance matrix i to its vector of successive
prediction errors. More speciﬁcally,
Tyi = yi − yˆi, (A.2)
where yˆi = (yˆi1, . . . , yˆip) and
yˆit =
t−1∑
j=1
tj yij , t = 1, . . . , p, (A.3)
with the convention that
∑0
j=1 = 0. Substituting from (A.2)–(A.3) into (A.1) leads to
ni tr 
−1
i Si =
ni∑
=1
p∑
t=1
−2it
(
yit − yˆit
)2
=
ni∑
=1
p∑
t=1
−2it
⎛
⎝yit − t−1∑
j=1
tj yij
⎞
⎠
2
=
ni∑
=1
p∑
t=1
−2it
(
yit − ′(t)yi(t)
)2
=
ni∑
=1
Z′i
−1
i Zi, (A.4)
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where
(t) = (t1, . . . ,t,t−1), yi(t) = (yi1, . . . , yi,t−1)
and
Zi =
(
yi1 − ′(1)yi(1), . . . , yip − ′(p)yi(p)
)
= yi −
(
′(1)yi(1), . . . ,
′
(p)yi(p)
)
= yi −
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 · · · 0 0 · · · 0
yi1 0 0 0 · · · 0 0 · · · 0
0 yi1 yi2 0 · · · 0 0 · · · 0
...
0 0 0 0 · · · 0 yi1 · · · yi,p−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
21
31
32
...
p,p−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= yi − Yi, (A.5)
with the obvious deﬁnitions for the p × p(p−1)2 matrix Yi and the p(p−1)2 -dimensional column
vector . Thus, from (8), (A.1)–(A.5) we have
(1, . . . ,c, a) =
c∑
i=1
[
−ni
2
log |i | − ni2
ni∑
=1
(yi − Yi)′−1i (yi − Yi)
]
, (A.6)
and


=
c∑
i=1
ni∑
=1
niY′i
−1
i {yi − Yi}
gives an estimator for  with a familiar formula
ˆ =
(
c∑
i=1
ni∑
=1
niY′i
−1
i Yi
)−1 ( c∑
i=1
ni∑
=1
niY′i
−1
i yi
)
. (A.7)
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