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Quantum simulation can be implemented in pure digital or analog ways, each with their pros
and cons. By taking advantage of the universality of a digital route and the efficiency of analog
simulation, hybrid digital-analog approaches can enrich the possibilities for quantum simulation. We
use a unique hybrid approach to experimentally perform a quantum simulation of phase-controlled
dynamics resulting from a closed-contour interaction (CCI) within certain multi-level systems in
superconducting quantum circuits. Due to symmetry constraints, such systems cannot host an
inherent CCI. Nevertheless, by assembling analog modules corresponding to their natural evolutions
and specially designed digital modules constructed from standard quantum logic gates, we can
bypass such constraints and realize an effective CCI in these systems. Based on this realization,
we demonstrate a variety of related and interesting phenomena, including phase-controlled chiral
dynamics, separation of chiral enantiomers, and a new mechanism to generate entangled states based
on CCI.
Digital quantum simulation relies on decomposition of
the evolution of a targeted Hamiltonian into a sequence of
discrete quantum logic gates.1–3 While in principle this
can be done for an arbitrary quantum system,4 it of-
ten requires an intimidating number of gate operations
with high precision. Analog approaches exploiting the
continuous nature of quantum evolutions may often be
more efficient,5–8 but usually must be designed on an ad
hoc basis. Hybrid digital-analog quantum simulation has
thus been proposed to combine the universality of digital
approaches with analog efficiency.9–12 The flexibility in
engineering and assembling digital and analog modules
generates abundant possibilities for quantum simulation
that are hardly available otherwise. For example, in a
simulation of the quantum Rabi model,13 a deep-strong
coupling that is inaccessible to pure analog or digital ap-
proaches could be realized via a hybrid method.14
In this work, we show that by employing a hybrid
method, one can perform quantum simulations that oth-
erwise cannot be implemented on a given platform. In
particular, we demonstrate phase-controlled quantum
dynamics and related phenomena via closed-contour in-
teraction (CCI) in superconducting quantum circuits,
which was originally forbidden by certain symmetry-
imposed selection rules. The simplest realization of CCI
involves a three-level system. Such systems with two
of the three possible transitions being coherently driven
have been widely researched for both fundamental inter-
est and promising applications in areas such as quantum
sensing15,16 and quantum information processing.17 By
opening the third transition, the three levels form a loop
with a CCI, which leads to fundamentally new quantum
phenomena, including phase-dependent coherent popula-
tion trapping,18 phase-controlled dynamics,19 and coher-
ence protection.20 A closed-loop configuration can also be
used in the detection and separation of enantiomers,21–23
i.e., chiral molecules with left (L) and right (R) hand-
edness, which has long been a challenging problem in
chemistry.24
In practice, the implementation of CCI is often hin-
dered by selection rules for transitions imposed by sym-
metry constraints in realistic systems. Common prac-
tice in overcoming this problem includes the simultane-
ous use of multiple drivings of different types (e.g., both
electric and magnetic dipole transitions)20 or high-order
processes such as a two-photon transition.25,26 Here, we
first show that in a three-level system subject to such se-
lection rules, one can engineer the system Hamiltonian by
assembling two digital and one analog module to induce
a CCI with only two coherent drivings of the same type.
Phenomena related to CCI, such as phase-controlled chi-
ral dynamics, are observed. By making such driving fields
time-dependent, we are able to demonstrate a proposed
scheme to separate chiral molecules with high fidelity,27
and we can extend our technique to more complex sys-
tems. Specifically, we propose and realize a new scheme
to generate entangled states using a CCI across two cou-
pled superconducting qubits.
Results
Realization of CCI. Consider a three-level system com-
posed of three states {|g〉, |e〉, |f〉}. The system is coher-
ently driven by two external fields of the same type, such
as electric-dipole allowed transitions, that correspond to
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FIG. 1. Realization of CCI with a hybrid digital-analog ap-
proach. (a) A three-level system (a qutrit) driven by two
detuned external fields (described by a Hamiltonian of H0),
when combined with specially designed digital modules (the T
block) constructed from discrete quantum gates, can be used
to realize a new Hamiltonian H hosting an inherent CCI:
Te−iH0tT † ≡ e−iHt, with a gauge-invariant phase φ. For con-
sistency with the literature, we relabel the states of the qutrit
as |g〉, |e〉, |f〉 = 1, 2, 3. (b) In a similar way, combining the
natural evolution of two resonant qutrits driven by two exter-
nal fields (with identical amplitudes and phases, indicated by
different colors) with certain digital modules can result in a
CCI in a subspace of the system. Here 1, 2, and 3 correspond
to |gg〉, |ge〉, and |eg〉, respectively. The gray sphere beside
the state of 3 represents a dark state that is decoupled from
the evolution of the system (see Methods).
|g〉 ↔ |e〉 and |e〉 ↔ |f〉. The effective Hamiltonian of the
system under rotating-wave approximation is given by
H0 =
~
2
−∆A Ω∗A 0ΩA 0 Ω∗B
0 ΩB ∆B
 , (1)
where ΩA,B and ∆A,B are the amplitudes and detunings,
respectively, of the two external driving fields (see Fig.
1(a)).
If the system assumes a restrictive symmetry, then the
third transition |g〉 ↔ |f〉 of the same type is forbid-
den. Even in systems of less restrictive symmetry (e.g.,
artificial atoms such as superconducting qubits), the am-
plitude of such transitions is usually vanishingly small.28
Previously, a third driving of a different type or of the
same type but of higher order was used to close the loop
to form a CCI.25,26 We take a different approach. By
combining an analog module corresponding to the evo-
lution driven by H0 with two digital modules that are
unitary operators constructed from standard quantum
gates, we effectively transform the original Hamiltonian
continuous evolution
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FIG. 2. Phase-controlled quantum dynamics resulting from
CCI in a single qutrit (see Fig. 1(a)). (a) Upper part:
flowchart of the experiment, including a block for initializa-
tion (Xg,e), a digital module of T
† composed of three gate
operations, an analog module of the natural evolution driven
by H0, and another digital module T , followed by projec-
tion measurements that yield the three populations of P1,2,3.
Lower part: P1,2,3 as functions of the timespan of the interme-
diate natural evolution for three values of the gauge-invariant
parameter φ. (b) Energy spectrum of the Hamiltonian of H
in Eq. (2), obtained via discrete Fourier transform of the
measured populations. It is shown in the form of |Em −En|,
where Ek are the eigenenergies of H, and m,n ∈ {1, 2, 3}.
Dashed white lines represent theoretical predictions.
H0 to the following form (see Methods for details):
H =
~
2
 0 Ωpe−iφp ΩqeiφqΩpeiφp 0 Ωse−iφs
Ωqe
−iφq Ωseiφs 0
 . (2)
To arrive at the above form, we set the am-
plitudes and detunings of the two drivings
to ΩA =
[
Ωpe
iφp + Ωse
i(φq−φs)] /√2, ΩB =
3[−Ωpei(φq−φp) + Ωseiφs] /√2, and ∆A,B = −Ωq.
This new Hamiltonian differs from H0 in that it nat-
urally contains nonzero amplitudes for all three possi-
ble transitions, and the magnitudes and phases of all
three amplitudes can be adjusted independently (see Fig.
1(a)). Therefore, inherent CCI dynamics can be expected
for such a Hamiltonian. In the case of equal and con-
stant magnitudes, Ωp,q,s ≡ Ω, the population dynam-
ics are strongly dependent on the phases φp,s,q of the
driving fields, through a gauge-invariant global phase
φ = φp +φs− φq. We will show an experimental demon-
stration of such CCI dynamics.
We used Xmon-type superconducting qutrits in our
experimental work. In this kind of artificial atom, the
transitions of |g〉 ↔ |e〉 and |e〉 ↔ |f〉 are electric-dipole
allowed, whereas the transition |g〉 ↔ |f〉 of the same
type has a vanishingly small amplitude.28 Two external
microwave driving fields in the forms described above
(ΩA,B) are applied to the qutrit, with Ωp,q,s ≡ Ω and
three independently adjustable phases φp,q,s. Details of
the experimental setup can be found in the Supplemental
Materials.
CCI dynamics. We first study the CCI dynamics of
the system by measuring its time evolution at different
values of φ. Figure 2(a) shows the temporal sequence of
operations. The system is initialized in the first excited
state of |ψ(t = 0)〉 = |e〉 by a standard X gate. A dig-
ital module containing three quantum gates is applied
to the qutrit, followed by an analog evolution driven by
H0 with two control parameters: the time span and the
gauge-invariant phase φ. Another digital module, which
is the Hermitian conjugate of the first digital module, is
applied, followed by projection measurements that yield
populations of all three states. As discussed previously,
the combined effect of the middle three blocks is to sub-
ject the system to evolve under a new Hamiltonian H as
in Eq. (2): e−iHt/~ ≡ Te−iH0t/~T †.
The gauge-invariant phase φ assumes a role as the flux
of a synthetic magnetic field, which controls the dynam-
ics of the system. At φ = 0, the populations evolve in
time with a symmetric pattern without a preferred di-
rection of circulation (middle panel, Fig. 2(a)). Such
symmetry in the circulation pattern is not observed for
values of φ that are not integers of pi. Two examples cor-
responding to φ = ±pi/2 are shown in Fig. 2(a). In each
case, a circulation of certain chirality is observed: clock-
wise for φ = −pi/2 and counterclockwise for φ = pi/2.
Such differences are rooted in the symmetry of the system
upon time reversal. An examination of the time-reversal
symmetry (TRS) in a strict sense requires reversing the
flow of time, which is of course not experimentally feasi-
ble. However, the periodicity presented in the evolutions
shown in Fig. 2(a) allows for a practical definition of the
TRS: ψ(t) = ψ(T0 − t), where T0 is the period of a given
evolution5. By comparing the evolutions from t = 0 for-
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FIG. 3. Chiral separation via CCI. (a) Coupling schemes of
chiral molecules with L and R handedness. Identical driv-
ings result in a difference of pi in the overall phase of the
loop, indicated here as different couplings (±Ωq) between the
states of 1 and 3. (b) Pulse sequence for the driving fields
Ωp(t), Ωs(t), and ±Ωq(t). (c) Measured population P3 versus
time and pulse area Api for L (left panel) and R (right panel)
handedness, where the initial state |ψ0〉 = |1〉. The maximum
population contrast is obtained when A ≈ 1.23 (indicated by
the white dashed lines). t = 0 corresponds to the moment
when the ±Ωq pulse reaches its maximum magnitude. (d)
The population P3 as a function of time for A = 1.23, show-
ing that the transfer to the state of 3 is nearly perfect for L
handedness, but completely suppressed for R handedness.
ward and from t = T0 backward, Fig. 2(a) shows that the
TRS is preserved for φ = 0, but broken for φ = ±pi/2.
In addition to demonstrating the phase-controlled dy-
namics under CCI, we mapped out the electronic struc-
ture of the system as a function of φ. The eigenenergies
of H are given by Ek = Ω cos[φ/3 − ϕ0(k + 1)], with
k ∈ {1, 2, 3} and ϕ0 = 2pi/3. A Fourier transformation
of the measured populations can reveal the energy dif-
ferences |Em − En| with m,n ∈ {1, 2, 3} and m 6= n, as
shown in Fig. 2(b), which agree with the simulated re-
sults using H in Eq. (2). The anti-crossings at φ = ±pi
in the spectrum can be explained by the slight detuning
of the coherent drives and environmental fluctuations.20
Chiral separation. Beyond constant driving fields,
we further consider a closed loop driven by three time-
dependent fields Ωp(t), Ωs(t), and Ωq(t), which was pro-
posed to detect and separate enantiomers with L and R
handedness by using the phase-sensitive interferometric
nature of the closed-loop configuration.27
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FIG. 4. Generation of entangled states using CCI. (a-b) The measured populations of Peg, Pge, and Pgg + Pee. The non-
entangled states |eg〉 and |ge〉 in (a) and (b) evolve into the entangled states of (|gg〉 ± i|ee〉) /√2 within time tb under the
maximum TRS breaking condition φ = ±pi/2. (c) Real and (d) imaginary parts of the density matrix for the entangled state
of (|gg〉+ i|ee〉) /√2, constructed from data obtained by quantum state tomography. (e) Real and (f) imaginary parts for the
state of (|gg〉 − i|ee〉) /√2.
For a three-level system subjected to a pumping drive
Ωp(t) (|1〉 ↔ |2〉) and Stokes drive Ωs(t) (|2〉 ↔ |3〉)
(see Fig. 3(a); for consistency with the literature, here
we label the three states as |1〉, |2〉, and |3〉), the three
eigenenergies and corresponding eigenstates are λ± =
±
√
Ω2p + Ω
2
s, λ0 = 0, and |χ±〉 = (sin θ|0〉±|2〉+cos θ|3〉),
|χ0〉 = cos θ|1〉− sin θ|3〉, with tan θ(t) = Ωp(t)/Ωs(t). In
the celebrated technique of stimulated Raman adiabatic
passage,29 the two pulses are arranged in a counterintu-
itive order with the Stokes pulse coming first, and the
eigenstate |χ0〉 evolves adiabatically from |1〉 to -|3〉 as θ
varies from 0 to pi/2, thus accomplishing a nearly perfect
state transfer coherently.
It has been shown that by adding a counterdiabatic
driving Ωq(t) (|1〉 ↔ |3〉) to close the loop, the resul-
tant dynamics of the population become dependent on
the handedness of the system.30,31 In particular, with
the same driving fields, the Hamiltonian of the sys-
tem is HL,R =
(
Ωp|2〉〈1|+ Ωs|3〉〈2| ± Ωqeiφ|3〉〈1|
)
+H.c.
(Fig. 3(a)), where the +(−) sign is for L(R) handed-
ness, and H.c is the Hermitian conjugate. Such a sign
difference will result in the same counterdiabatic driv-
ing doubling or canceling the nonadiabatic coupling pre-
sented in the system, depending on its handedness. If φ
is set to −pi/2, then the populations of the final state,
P3, of the enantiomers with L and R handedness are
different. For example, with carefully chosen values of
the pulse areas, the handedness can be efficiently deter-
mined by measuring P3 alone, where P3 = 1(P3 = 0)
for L(R) handedness.27 We note that such a counterdia-
batic driving was originally proposed to accelerate var-
ious adiabatic processes, but here its major effect is to
differentiate the L and R handedness.
We use pump and Stokes pulses of a Gaussian form
in our experiment: Ωp(t) = Ω0e
−(t−τ/2)2/τ2 , Ωs(t) =
Ω0e
−(t+τ/2)2/τ2 . Both pulses have a width of τ and are
delayed by the same amount. A third pulse in the form
of Ωq(t) = ±2θ˙(t) is applied, where the +(−) sign corre-
sponds to L(R) handedness. We prepare the system in
an initial state of |χ0〉. As discussed above, for L hand-
edness, the nonadiabatic transition is canceled by Ωq(t)
and the system remains in the state |χ0〉, inducing a per-
fect population transfer from |1〉 to |3〉 with P1→3 = 1
as θ(t) evolves from 0 to pi/2. Conversely, for R handed-
ness, the nonadiabatic transition doubles, which enables
|χ0〉 → |χ±〉 and P1→3 < 1. Figure 3(c) shows the time
evolution of P3 with different pulse areas Api, which is
defined as
∫
Ωp,sdt = Ω0τ
√
pi ≡ Api. The driving fields
Ωp,s,q in Fig. 3(b) result in a population transfer |1〉 → |3〉
for L handedness with P1→3 = 0.986, and a suppression
of the same transfer for R handedness with P1→3 = 0.003
when A ≈ 1.23 (Fig. 3(d)).
Entanglement generation with CCI. Next, we ex-
tend the generation of CCI via pure microwave drivings
to a more complex system of two coupled qubits, and
5further demonstrate a new mechanism of entangling two
qubits based on CCI, different from existing schemes that
are widely used in quantum information processing with
superconducting quantum circuits.
Consider the four-level system formed by two Xmon su-
perconducting qubits with a coupling strength of J (see
Fig. 1(b)). We apply two transverse resonant driving
fields to the two qubits, with an identical amplitude of
J/
√
2 and a phase difference of φa−φb = φ. Similar to the
single-qubit case discussed above, we combine the natu-
ral evolution of such a driven system (an analog module)
and a unitary operation T ′ (two digital modules imple-
mented via standard gate operations) to realize an effec-
tive Hamiltonian for a three-state system {|eg〉, |ge〉, |gg〉}
that can host CCI (see Fig. 1(b) and Methods). Further-
more, we can generate entangled states of the two qubits
by removing the unitary operation T ′, since it transforms
the entangled state |gg〉+eiφ|ee〉 to the ground state |gg〉,
and the special form of T ′e−iHtT ′† used in this work
mathematically corresponds to a linear transformation
in the Hilbert space.
Specifically, the two-qubit system can be directly
transferred from the non-entangled state |eg〉 or |ge| to
the maximum entangled states of (|gg〉 ± i|ee〉) /√2 (Fig.
4(a) and (b)), within a time of tb = 2pi/(3
√
3J), under
the condition of maximum TRS breaking at φ = ±pi/2.
The density matrices ρ± of the entangled states |ψ±〉
characterized by quantum state tomography are given
in Fig. 4(c)-(f), with fidelities of F+ = 0.963 ± 0.026
and F− = 0.923 ± 0.029. The analytical form of the
nontrivial two-qubit unitary operator e−iHtb is given
in the Supplementary Information. This new mecha-
nism to generate entanglement based on chiral CCI dy-
namics is different from the previous constructions of
iSWAP32,33 and controlled-Z gates,34–36 formed by the
subspace {|ge〉, |eg〉} or {|ee〉, |fg〉} in superconducting
qubits.
Discussion. We have proposed and experimentally
demonstrated an effective realization of CCI in gen-
uine three-level systems that do not host CCI inherently
due to certain symmetry constraints. By assembling
an analog module of the natural evolution governed by
their original Hamiltonians with carefully designed dig-
ital modules, we can effectively bypass such constraints
and establish a CCI without auxiliary driving signals that
are technically challenging to implement. Based on such
a CCI, we can demonstrate a variety of interesting related
phenomena such as a phase-controlled chiral dynamics,
chiral separation, and a new mechanism to generate en-
tangled states.
The hybrid digital-analog approach used here is es-
sential to our work, since on the one hand the above
symmetry constraints forbid an inherent CCI that would
manifest in the analog evolutions of the systems, and on
the other hand, a pure digital approach is practically in-
feasible, as too many quantum gate operations would be
required, especially to simulate the natural evolutions of
the systems. This work serves as a preliminary demon-
stration of the enriched possibilities for quantum sim-
ulation by the hybrid digital-analog approach. One can
reasonably expect, by assembling more sophisticated and
ingeniously engineered analog and digital modules, the
realm of quantum simulation that is accessible by pure
analog or digital approaches can be largely expanded, a
welcome development before we realize a universal and
fault-tolerant digital quantum computer.
Methods
Experimental setup. We used the Xmon-type of superconduct-
ing qutrit with a tunable frequency via a bias current on a Z-control
line. Microwave pulses are applied to the qutrit via an XY-control
line. The state of the qutrit can be deduced by measuring the
transmission coefficient S21 of the transmission line using a stan-
dard dispersive measurement37. For the part of experiment involv-
ing two qubits, they are coupled via an ancillary qubit that can fine
tune the effective coupling strength38. Further details of the sam-
ples and measurement setup can be found in the Supplementary
Information.
Effective Hamiltonian of the three-level system. The ef-
fective Hamiltonian of the microwave-driven qutrit in a rotat-
ing frame described by the operator U = |g〉〈g| + |e〉〈e|eiωAt +
|f〉〈f |ei(ωAt+ωBt) and under the rotating-wave approximation is
given by Eq. 1. The unitary operator T that serves as a digital
module is
T =
 1/√2 0 −eiφq/√20 1 0
e−iφq/
√
2 0 1/
√
2
 , (3)
which can be constructed from three single-qutrit gates Re,f (pi, 0) ·
Rg,e(pi/2,−φq) ·Re,f (pi, pi), where Rm,n(θ, φ) represents a rotation
in the subspace of {|m〉, |n〉}:
Rm,n(θ, φ) =
(
cos(θ/2) −e−iφ sin(θ/2)
eiφ sin(θ/2) cos(θ/2)
)
. (4)
The combination of the natural evolution of the original Hamil-
tonian and the unitary operations gives the effective HamiltonianH
in Eq. (2): e−iHt/~ ≡ Te−iH0t/~T †, which describes a three-level
system with CCI.
Effective Hamiltonian of the four-level system. Consider the
four-level system formed by two coupled superconducting qubits
with a coupling strength of J . We apply two transverse reso-
nant driving fields, one to each qubit, with identical frequency
ωa = ωb = ωge and amplitude |ΩA| = |ΩB | = J/
√
2, and a phase
difference of φa − φb = φ. In a rotating frame described by an op-
erator U =
(|g〉〈g|+ |e〉〈e|eiωat)⊗ (|g〉〈g|+ |e〉〈e|eiωbt) and under
the rotating-wave approximation, the Hamiltonian is given by
H/~ = J(cosφσax + sinφσay + σbx)/
√
2 + J(σax ⊗ σbx + σay ⊗ σby)/2
=
J√
2

0 1 e−iφ 0
1 0
√
2 e−iφ
eiφ
√
2 0 1
0 eiφ 1 0
 .
(5)
Combining the natural evolution governed by this Hamiltonian and
a unitary operation defined as
T ′ =
1√
2

1 0 0 e−iφ
0
√
2 0 0
0 0
√
2 0
−eiφ 0 0 1
 (6)
6gives an effective Hamiltonian H′ via e−iH
′t/~ ≡ T ′e−iHt/~T ′†:
H′ = J
(
|eg〉〈ge|+ |ge〉〈gg|+ eiφ|eg〉〈gg|+H.c.
)
. (7)
This new Hamiltonian describes a three-level system with CCI. If
the two unitary operations, T ′ and T ′† are dropped, then Eq. (7)
becomes
H¯′ = J
(
|1¯〉〈2¯|+ |2¯〉〈3¯|+ eiφ|1¯〉〈3¯|+H.c.
)
. (8)
Here, {|1¯〉, |2¯〉, |3¯〉} form an invariant triplet subspace
of the overall Hilbert space of {|1¯〉, |2¯〉, |3¯〉, |D¯〉} ≡{
|eg〉, |ge〉, (|gg〉+ eiφ|ee〉) /√2, (|gg〉 − eiφ|ee〉) /√2}, and
the state of |D〉 is a dark state that is decoupled from the system
evolution.
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8SUPPLEMENTARY INFORMATION
INFORMATION OF SUPERCONDUCTING QUANTUM DEVICES AND EXPERIMENTAL SETUP
Characteristic parameters of the superconducting quantum devices relevant to our experiment are summarized in
Table I. Figure 5 shows the energy configuration of these devices. A schematic of the experimental setup, together
with a drawing depicting the layout of the superconducting devices, are given in Fig.6.
ωge/2pi (GHz) α/2pi (MHz) fr (GHz) T
e
1 (µs) T
f
1 (µs) T
ge
2 (µs) T
ef
2 (µs)
Qa 5.520 -278 6.828 10.1 9.4 1.8 1.9
Qb 5.633 -270 6.884 8.7 6.7 0.8 0.8
TABLE I. Parameters of the qubits used in the experiment, including the frequency of the transition between the ground and
first excited states ωge, the anharmonicity α (see Fig.5(a) for its definition), frequency for readout fr, and the relaxation and
dephasing times T e1 , T
f
1 , T
ge
2 , and T
ef
2 .
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FIG. 5. (a) Energy levels for a superconducting qutrit, (b) two coupled qubits, and (c) two qubits effectively coupled through
an ancillary qubit, which serves as a tunable coupler.
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FIG. 6. Experimental setup. Frequency of a qubit is fine-tuned by a bias current on its Z control line. Microwave control
pulses are applied to a qubit via its XY control line. Each qubit is capacitively coupled to a λ/4 resonator, which is coupled to a
transmission line in turn. The state of a qubit can be deduced by measuring the transmission coefficient S21 of the transmission
line. The drawing at the bottom shows two qubits, Qa and Qb, are effectively coupled via an ancillary qubit Qc, which fine
tunes the effective coupling strength (see the text for a detailed analysis).
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FIG. 7. Effective coupling between two qubits using an ancillary qubit as a tunable coupler. (a) Measured populations of the
excited state P ea,b,c for Qa,b,c, when the frequencies of the qubits Qa and Qb are tuned to be resonant ω¯
a
ge = ω¯
b
ge and Qc is tuned
away. The initial state is |e〉a|g〉b|g〉c. (b) Measured population of P eb as a fuction of time and Z pulse amplitude, where the Z
pulse is applied to Qc to change J by tuning the frequency detuning ω
a,b
ge − ωcge. (c) The effective coupling J extracted from
(b), by fitting the data to a function of P ec = A cos(Jt) +B with adjustable parameters A, J , and B. An increasing amplitude
of the Z pulse decreases the frequency detuning ωa,bge − ωcge, thus increasing the effective coupling J .
TUNABLE COUPLING OF TWO QUBITS BY AN ANCILLARY QUBIT
In the two-qubit experiment, resonant driving fields of the same frequency are applied to the two qubits Qa and
Qb. To suppress the effect of microwave crosstalk, Qa and Qb are effectively coupled through an ancillary qubit Qc
with a strength of J/2pi around 6.7 MHz (see Fig. 5c and Ref.38). The Hamiltonian is given by
H =
∑
j=a,b
1
2
ωjgeσ
j
z +
1
2
ωcgeσ
c
z +
∑
j=a,b
gj(σ
j
+σ
c
− + σ
j
−σ
c
+) (9)
where σz, σ+, σ− are the Pauli Z, raising and lowering operators defined in the eigenbasis of the corresponding qubit.
The coupling strength is ga,b = 25 MHz. In a dispersive coupling regime where gj  |∆j | (∆j ≡ ωjge − ωcge), we
apply the Schrieffer-Wolff transformation U = exp(
∑
a,b[gj/(∆j)](σ
j
+σ
c
− − σj−σc+)) and obtain an effective two-qubit
Hamiltonian H ′ = UHU−1 as
H =
∑
j=a,b
(
1
2
ω¯jgeσ
j
z
)
+
gagb
∆
(σa+σ
b
− + σ
b
−σ
a
+) (10)
where ω¯jge = ω
j
ge + g
2
j /∆j and 1/∆ = (1/∆a + 1/∆b)/2. When the two qubits Qa and Qb are on resonance and the
frequency of Qc is tuned away, the excitations of Qa and Qb can exchange |e〉a|g〉b ↔ |g〉a|e〉b (Fig. 5c). Figure 7
shows the experimental data demonstrating an effective coupling between Qa and Qb, using Qc as a tunable coupler.
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CLOSED-CONTOUR HAMILTONIAN IN TWO-QUBIT SUBSPACE
Consider two superconducting qubits with a coupling strength of J , each subjected to a transverse resonant driving
fields with an amplitude of J/
√
2. The phase difference between the two fields is φa − φb = φ. The Hamiltonian of
this system in the rotating frame of the frequencies of the qubits is
H2q/~ =
J√
2
(cosφσAx + sinφσ
A
y + σ
B
x ) +
J
2
(σxσx + σyσy). (11)
After an evolving time of t = 2pi/(3
√
3J), the two-qubit gates UL, UR for φ = pi/2,−pi/2 are given by e−iHt, and have
the following forms:
UL =

1
2 0 − 1√2 i2
− i√
2
0 0 − 1√
2
0 −i 0 0
− i2 0 − i√2 12
 , (12)
UR =

1
2 − i√2 0 − i2
0 0 −i 0
− 1√
2
0 0 − i√
2
i
2 − 1√2 0 12
 . (13)
They can be decomposed into
UL = U1

1
−1
−i
−i
U†1 = U1U ′LU†1 , (14)
UR = U
†
1

1
−i
−i
−1
U1 = U†1U ′RU1, (15)
where U1 is an iSWAP like gate
U1 =

1√
2
i√
2
1
1
i√
2
1√
2
 (16)
We can transform the system into yet another frame by a unitary transformation T = U†1 , so UL,R → U ′L,R. Now the
operations U ′L,R acting on the four basis {0, 1, 2, 3} are permutations of the three levels 1, 2, 3: U ′L : {1, 2, 3} → {2, 3, 1}
and U ′R : {1, 2, 3} → {3, 1, 2}.
Therefore, we find that the two-qubit system with driving fields is restricted in an invariant triplet subspace{|10〉, |01〉, (|00〉+ eiφ|11〉) /√2} = {|1¯〉, |2¯〉, |3¯〉}, and has an effective Hamiltonian corresponding to a three-level
system with a CCI:
H/~ = J
(|1¯〉〈2¯|+ |2¯〉〈3¯|+ eiφ|1¯〉〈3¯|+H.c.) = J
 0 1 eiφ1 0 1
e−iφ 1 0
 (17)
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FIG. 8. Experimental data used for the Fourier transform to obtain the energy spectrum of a single-qubit CCI (Fig.2 in the
main text). For left to right: measured populations P1, P2, and P3 as functions of the evolution time and φ.
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FIG. 9. Figure 2a in the main texts with errorbars. Each data point is obtained by 20 (upper and middel panels) or 10 (lower
panel) repeated measurements, with each measurement containing 600 times of average. The errorbars represent the standard
deviations of the corresponding 20 or 10 repeated measurements.
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FIG. 10. Figure 3d in the main texts with errorbars. Each data point is obtained by 10 repeated measurements, with each
measurement containing 600 times of average. The errorbars represent the standard deviations of the corresponding 10 repeated
measurements.
Peg Pgg+Pee Pge
FIG. 11. Figure 4a and 4b in the main texts with errorbars. Each data point is obtained by 10 repeated measurements, with
each measurement containing 600 times of average. The errorbars represent the standard deviations of the corresponding 10
repeated measurements.
