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Abstract
We show that a set of graphs has bounded tree-width or bounded path-width if and only if the corresponding set of line graphs has
bounded clique-width or bounded linear clique-width, respectively. This relationship implies some interesting algorithmic properties
and re-proves already known results in a very simpleway. It also shows that theminimization problem forNLC-width isNP-complete.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The clique-width of a graph is deﬁned by a composition mechanism for vertex-labeled graphs [11]. The operations
are the creation of a new labeled vertex, the vertex disjoint union, the addition of edges between vertices controlled by
a label pair, and the relabeling of vertices. The clique-width of a graph G is the minimum number of labels needed to
deﬁne it. The NLC-width of a graph is deﬁned by a composition mechanism similar to that for clique-width [39]. Every
graph of clique-width at most k has NLC-width at most k and every graph of NLC-width at most k has clique-width at
most 2k [25]. The only essential difference between the composition mechanisms of clique-width bounded graphs and
NLC-width bounded graphs is the addition of edges. In an NLC-width composition the addition of edges is combined
with the union operation. This union operation applied to two graphs G and J is controlled by a set S of label pairs
such that for every pair (a, b) ∈ S all vertices of G labeled by a will be connected with all vertices of J labeled by
b. Both concepts are useful, because it is sometimes much more comfortable to use NLC-width expressions instead
of clique-width expressions and vice versa, respectively. We also consider restricted forms of clique-width and NLC-
width operations. A graph G has linear clique-width (linear NLC-width) at most k if it can be deﬁned by a clique-width
k-expression (an NLC-width k-expression, respectively) where at least one argument of every disjoint union operation
(of every union operation, respectively) is a single labeled vertex [23].
Clique-width and NLC-width bounded graphs are particularly interesting from an algorithmic point of view.A lot of
NP-complete graph problems can be solved in polynomial time for graphs of bounded clique-width. For example, all
graph properties which are expressible in monadic second order logic with quantiﬁcations over vertices and vertex sets
 Parts of this paper have been published in an extended abstract [22].
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(MSO1-logic) are decidable in linear time on clique-width bounded graphs [10] if a corresponding decomposition for
the graph is given as input. This MSO1-logic has been extended by counting mechanisms which allow the expressibility
of optimization problems concerning maximal or minimal vertex sets [10]. All graph problems expressible in extended
MSO1-logic can be solved in polynomial time on clique-width bounded graphs. Furthermore, there are a lot of NP-
complete graph problems which are not expressible in extended MSO1-logic like Hamiltonicity, partition problems,
and bounded degree subgraph problems but which can also be solved in polynomial time on clique-width bounded
graphs [39,13,27,38,21].
If a graph G has clique-width (NLC-width) at most k then the edge complementG has clique-width at most 2k (NLC-
width at most k) [11,39]. Distance hereditary graphs have clique-width at most 3 [18]. The set of all graphs of clique-
width at most 2 or NLC-width 1 is the set of all labeled co-graphs. Brandstädt et al. [6] have analyzed the clique-width of
graphs deﬁned by forbidden one-vertex extensions of P4. The clique-width and NLC-width of permutation graphs, unit
interval graphs, grids and thus planar graphs are not bounded [18]. An arbitrary graph with n vertices has clique-width
at most n− r , if 2r < n− r , and NLC-width at most n/2 [25]. Every graph of tree-width at most k has clique-width at
most 3 ·2k−1 [9]. In [20], it is shown that every graph of clique-width or NLC-width at most k which does not contain the
complete bipartite graphKn,n for somen> 1 as a subgraph has tree-width atmost 3k(n−1)−1.The recognition problem
for graphs of clique-width orNLC-width atmost k is still open for k4 and k3, respectively.Decidingwhether a graph
has clique-width at most 3 can be done in polynomial time [7]. NLC-width of at most 2 is decidable in polynomial time
[26]. Clique-width of at most 2 and NLC-width 1 is decidable in linear time [8]. The clique-width of tree-width bounded
graphs is also computable in linear time [14]. Oum and Seymour [32,31] have found polynomial time approximation
algorithms for computing a clique-widthf (k)-expression of a given graphof clique-width atmost k, wheref (k)depends
exponentially only on k. Fellows et al. [15–17] have shown that minimizing linear clique-width and clique-width is
NP-complete.
The paper is organized as follows. In Section 2, we recall the deﬁnition of clique-width, NLC-width, tree-width and
line graph. In Section 3, we recall the proof of [24] that the line graph1 of a graph of tree-width k has NLC-width
at most k + 2 and clique-width at most 2k + 2. Then we show that a graph of path-width k and maximum vertex
degree r has linear NLC-width at most k + 2 + min{max{k − 2, 0},max{r − 2, 0}} and linear clique-width at most
k + 2 +min{max{k − 1, 0},max{r − 1, 0}}. In Section 4, we show that the root graph2 of line graphs of clique-width
or NLC-width at most k has tree-width at most 4k − 1. Then we prove that the root graph of line graphs of linear
clique-width or linear NLC-width at most k has path-width at most 4k − 1. This shows a nice and new characterization
of line graphs of bounded clique-width. A set of graphs has bounded tree-width or bounded path-width if and only if
its set of line graphs has bounded clique-width or bounded linear clique-width. In Section 5, we improve the bounds
given in Section 4 for the case of incidence graphs.3 We show in Section 5 the following: (1) if the line graph of
an incidence graph has clique-width or NLC-width at most k, then its root graph has tree-width at most k and (2)
if the line graph of an incidence graph has linear clique-width or linear NLC-width at most k, then its root graph
has path-width at most 2k − 1. In Section 6 we show how these bounds can be used to show that NLC-width mini-
mization is NP-complete. Approximation results for NLC-width and clique-width minimization are also discussed in
Section 6.
2. Preliminaries
In this section, we recall the deﬁnitions of clique-width, NLC-width, tree-width, line graphs, and incidence graphs.
Let [k] := {1, . . . , k} be the set of all integers between 1 and k. We work with ﬁnite undirected vertex labeled
graphs (labeled graphs for short) G = (VG,EG, labG), where VG is a ﬁnite set of vertices labeled by some mapping
labG : VG → [k] and EG ⊆ {{u, v} | u, v ∈ VG, u = v} is a ﬁnite set of edges. A labeled graph J = (VJ , EJ , labJ )
is a subgraph of G if VJ ⊆ VG, EJ ⊆ EG and labJ (u) = labG(u) for all u ∈ VJ . J is an induced subgraph of G if
1 The line graph L(G) of a graph G has a vertex for every edge of G and an edge between two vertices if the corresponding edges of G are
adjacent [40].
2 For some line graph L(G), graph G is called the root graph of L(G).
3 The incidence graph I (G) of a graph G is the graph with vertex set VG ∪ EG and all edges joining v ∈ VG and e ∈ EG if and only if v is
incident to e in G.
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additionally EJ = {{u, v} ∈ EG | u, v ∈ VJ }. The labeled graph consisting of a single vertex labeled by some a ∈ [k]
is denoted by •a .
The notion of clique-width for labeled graphs is deﬁned by Courcelle and Olariu in [11].
Deﬁnition 1 (Clique-width, Courcelle and Olariu [11]). Let k be some positive integer. The class CWk of labeled
graphs is recursively deﬁned as follows:
(1) The single vertex •a labeled by some a ∈ [k] is in CWk .
(2) Let G = (VG,EG, labG) ∈ CWk and J = (VJ , EJ , labJ ) ∈ CWk be two vertex disjoint labeled graphs. Then
G ⊕ J := (V ′, E′, lab′) deﬁned by V ′ := VG ∪ VJ , E′ := EG ∪ EJ , and
lab′(u) :=
{
labG(u) if u ∈ VG,
labJ (u) if u ∈ VJ
is in CWk .
(3) Let a, b ∈ [k] be two distinct integers and G = (VG,EG, labG) ∈ CWk be a labeled graph then
(a) a→b(G) := (VG,EG, lab′) deﬁned by
lab′(u) :=
{
labG(u) if labG(u) = a,
b if labG(u) = a
is in CWk and
(b) a,b(G) := (VG,E′, labG) deﬁned by
E′ := EG ∪ {{u, v} | u, v ∈ VG, u = v, labG(u) = a, labG(v) = b}
is in CWk .
The notion of NLC-width4 of labeled graphs is deﬁned by Wanke in [39].
Deﬁnition 2 (NLC-width,Wanke [39]). Let k be some positive integer. The class NLCk of labeled graphs is recursively
deﬁned as follows:
(1) The single vertex •a labeled by some a ∈ [k] is in NLCk .
(2) Let G = (VG,EG, labG) ∈ NLCk and R : [k] → [k] be a mapping, then ◦R(G) := (VG,EG, lab′) deﬁned by
lab′(u) := R(labG(u)) is in NLCk .
(3) Let G = (VG,EG, labG) ∈ NLCk and J = (VJ , EJ , labJ ) ∈ NLCk be two vertex disjoint labeled graphs and
S ⊆ [k]2 be a set of label pairs, then G×SJ := (V ′, E′, lab′) deﬁned by V ′ := VG ∪ VJ ,




labG(u) if u ∈ VG,
labJ (u) if u ∈ VJ
is in NLCk .
The clique-width (NLC-width) of a labeled graphG is the least integer k such thatG ∈ CWk (G ∈ NLCk , respectively).
An expression built with the operations •a,⊕, a→b, a,b for integers a, b ∈ [k] is called a clique-width k-expression.
An expression built with the operations •a, ◦R,×S for a ∈ [k], R : [k] → [k], and S ⊆ [k]2 is called an NLC-width
k-expression. The graph deﬁned by an expression X is denoted by val(X). A vertex labeled graph G has linear clique-
width (linear NLC-width) at most k if it can be deﬁned by a clique-width k-expression (an NLC-width k-expression,
4 The abbreviation NLC results from the node label controlled embedding mechanism originally deﬁned for graph grammars [12].
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Table 1
Some clique-width and NLC-width expressions and the vertex labeled graphs deﬁned by them
Clique-width 2-expression X Graph val(X) NLC-width 2-expression X Graph val(X)
G1 = 1 1 G1 = 1 1
G2 = 2 2 G2 = 2 2
G3 = G1 ⊕ G2 1 2 G3 = G1×{(1,2)}G2 1 2
















respectively) where at least one argument of every operation ⊕ (of every operation ×S , respectively) is a single labeled
vertex •a for some label a ∈ [k], see also [23].
Every clique-width expression (NLC-width expression) has by its recursive deﬁnition a tree structure which we call
the clique-width expression tree (NLC-width expression tree, respectively). Every complete subtree of an expression
tree for some expression X deﬁnes a subexpression of X. Table 1 shows an example of clique-width and NLC-width
expressions and the vertex labeled graphs deﬁned by them.
The notion of tree-width and path-width is deﬁned by Robertson and Seymour in [34,33], respectively.
Deﬁnition 3 (Tree-width and path-width, Robertson and Seymour [34,33]). A tree decomposition of a graph G =
(VG,EG) is a pair (X, T ) where T = (VT , ET ) is a tree and X= {Xu | u ∈ VT } is a family of subsets Xu ⊆ VG one
for each node u of T such that
(1) ⋃u∈VT Xu = VG,(2) for every edge {v1, v2} ∈ EG, there is some node u ∈ VT such that v1 ∈ Xu and v2 ∈ Xu, and
(3) for every vertex v ∈ VG the subgraph of T induced by the nodes u ∈ VT with v ∈ Xu is connected.
The width of a tree decomposition (X = {Xu | u ∈ VT }, T = (VT , ET )) is maxu∈VT |Xu| − 1. A tree decomposition
(X, T ) is called a path decomposition if T is a path. The tree-width (path-width) of a graph G is the smallest integer k
such that there is a tree decomposition (a path decomposition, respectively) (X, T ) for G of width k.
Fig. 1 shows a graph G and a tree decomposition of width 2.
The notion of a line graph is introduced by Whitney [40]. The line graph L(G) of a graph G has a vertex for every
edge of G and an edge between two vertices if the corresponding edges in G have a common vertex. Graph G is called
the root graph of L(G). Whitney has shown that there are only two distinct5 graphs which deﬁne the same line graph,
these are the cycle C3 with three vertices and the claw (K1,3). For a given line graph L(G) the root graph G can be
found in linear time [36,28]. Line graphs can also be characterized by a ﬁnite number of forbidden induced subgraphs
[3]. Fig. 2 shows a graph G, its line graph L(G), the cycle C3, and the claw.
The incidence graph I (G) of a graph G = (VG,EG) is the graph with vertex set VG ∪ EG and edge set {{u, e}|u ∈
VG, e ∈ EG, u ∈ e}. The incidence graph of G is the graph we get, if we replace every edge {u, v} of G by a new
vertex w and two edges {u,w}, {w, v}. In an incidence graph every cycle has at least 6 vertices, and on every path
every second vertex is of degree two. Fig. 2 also shows an example of an incidence graph I (G) for some graph G.
5 Here we mean two graphs are distinct (equal) if they are non-isomorphic (isomorphic, respectively).
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Fig. 2. A graph G, its line graph L(G), its incidence graph I (G), the cycle C3, and the claw.
3. The clique-width of line graphs
In this section, we show that the line graph of a graph of tree-width at most k has NLC-width at most k + 2 and
clique-width at most 2k + 2. After that, we show that the line graph of a graph of path-width at most k has linear
NLC-width at most 2k+ 1 and linear clique-width at most 2k+ 2. For graphs G of path-width at most k and maximum
vertex degree r we show that the line graph of G has linear NLC-width at most k + r + 1 and linear clique width at
most k + r + 2.
Graphs of tree-width at most k are also characterized as partial k-trees [35]. A partial k-tree is a subgraph of a k-tree.
A k-tree can be deﬁned recursively by the following two instructions: (1) The complete graph with k vertices is a k-tree
and (2) if G is a k-tree then the graph obtained by inserting a new vertex u and k edges between u and all vertices of a k
vertex complete subgraph of G is a k-tree. (A complete graph (also called a clique) is a graph with all possible edges.)
The following theorem is already shown in [24].Weprove this theoremhere again, becausewewillmodify the proof to
achieve results about the relationship between the path-with of a graph G and the linear NLC-width of line graphL(G).
Theorem 4 (Gurski and Wanke [24, Theorem 3]). The line graph of a partial k-tree (a graph of tree-width at most k)
has NLC-width at most k + 2.
Proof. It sufﬁces to show that the line graph of a k-tree G has NLC-width at most k + 2, because the line graph of
every subgraph of G is an induced subgraph of the line graph of G, and the class NLCk is closed under taking induced
subgraphs for every k1.
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Let G = (VG,EG) be a k-tree with n vertices. Let o = (u1, . . . , un) be an order of the n vertices of G, i.e., every
vertex of VG appears in sequence o exactly once. Let N(G, o, i) for i = 1, . . . , n be the set of neighbors uj of vertex
ui with i < j . That is,
N(G, o, i) := {uj |{ui, uj } ∈ EG ∧ i < j}.
A vertex order (u1, . . . , un) for G is called a perfect elimination order (PEO) if the vertices ofN(G, o, i) for i=1, . . . , n
induce a complete subgraph of G.
There is always a vertex ordero=(u1, . . . , un) for k-treeG such that the vertices of everyN(G, o, i) for i=1, . . . , n−k
induce a k vertex complete subgraph and the vertices of every N(G, o, i) for i = n− k + 1, . . . , n− 1 induce an n− i
vertex complete subgraph of G. Here we can use, for example, the reverse order of the vertices from the recursive
deﬁnition of k-tree G. For the rest of the proof, let o be a PEO for G.
Let col : VG → [k + 1] be a (k + 1)-coloring of k-tree G, that is, col(ui) = col(uj ) for all edges {ui, uj } ∈ EG.
It is easy to see that each k-tree is k + 1 colorable, because we can assign to ui any color not used by the vertices of
N(G, o, i) for i = 1, . . . , n − 1.
Finally, let
M(G, o) = {{uj , ui} ∈ EG|j < i ∧ ∀i′, j < i′ < i : {uj , ui′ } /∈EG}
and
M(G, o, i) = {uj |{uj , ui} ∈ M(G, o) ∧ j < i}
for i = 1, . . . , n. The edges of M(G, o) with vertex set VG deﬁne a tree, because for every vertex uj , 1j <n, there
is exactly one vertex ui , where j < i and {uj , ui} ∈ M(G, o), see also Fig. 3. The vertices of M(G, o, i) are the sons
of vertex ui in tree (VG,M(G, o)) with root un.
We next recursively deﬁne for i = 1, . . . , n an NLC-width (k + 2)-expression Xi which deﬁnes the line graph of the
k-tree G.
(1) Let M(G, o, i) = {uj1 , . . . , ujm}.
(a) If m = 1 then let
Yi = Xj1 .
(b) If m> 1 then let
Yi = Xj1×I · · · ×IXjm ,
where I = {(s, s)|s ∈ [k + 1]} is the identity between the labels 1, . . . , k + 1. Here graph val(Yi) deﬁned
by expression Yi is the disjoint union of m graphs val(Xj1), . . . , val(Xjm) where equal labeled vertices from
different graphs are joined by an edge. These connections concern only the labels 1, . . . , k+1. The label k+2
will exclusively be used for vertices that will not be connected with other vertices in any further composition
step.
(2) Let N(G, o, i) = {ul1 , . . . , ulr }. If r > 0 then let Zi be an NLC-width (k + 1)-expression that deﬁnes a com-
plete graph with r vertices labeled by col(ul1), . . . , col(ulr ). Note that by the deﬁnition of the PEO the vertices
{ul1 , . . . , ulr } induce a complete subgraph of G and thus their colors are pairwise distinct and do not include the




Zi if m = 0,
◦R(Yi×SZi) if m> 0 and r > 0,
◦R(Yi) if r = 0,
where
S = {(s, s)|s ∈ [k + 1] − {col(ui)}} ∪ {(col(ui), s)|s ∈ [k + 1]}

















































































































































































































Fig. 3. A 2-tree G and its line graph H. The numbers at the vertices of G represent a perfect elimination order o. The letters represent a 3-coloring
VG → {a, b, c}. The ﬁgure additionally shows the edge set M(G, o) and all labeled graphs deﬁned by the NLC-width 4-expressions X1 to X9. The





s if s = col(ui),
k + 2 if s = col(ui).
Fig. 3 shows a complete example of such a composition.
It remains to show that the NLC-width (k + 2)-expression Xn deﬁnes the line graph of k-tree G.
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Assume N(G, o, i) = {ul1 , . . . , ulr } and r > 0. In this case, we deﬁne an expression Zi . The graph val(Zi) has
exactly r vertices labeled by the r distinct colors of ul1 , . . . , ulr . For a vertex v of f (Zi) let (v) be the unique
edge {ui, uj } where uj ∈ N(G, o, i) is the vertex whose color is the label of v, i.e., col(uj ) = labval(Zi)(v). Since
all vertices of graph val(Xn) result from subexpressions of the form Zi for some i, 1 i < n, we have a one-to-one
mapping
 : Vval(Xn) → EG
between all vertices of the graph val(Xn) and the edges of G. We will now show that two vertices v1, v2 of val(Xn) are
adjacent in val(Xn) if and only if the two edges (v1), (v2) of G are adjacent in G.
Let Fi ⊆ EG, 1 in, be the set of all edges {ui1 , ui2} where i1, i2 i, let (Vi, Ei) be the connected component of
(VG, Fi) to which vertex ui belongs, and let E˜i be the set of edges {ui1 , ui2} where ui1 ∈ Vi or ui2 ∈ Vi . The edges
{ui1 , ui2} of E˜i for which one of the end vertices has an index greater than i are called active edges. For the example of
Fig. 3, we have F6 = {{1, 2}, {1, 3}, {2, 3}, {4, 5}, {4, 6}, {5, 6}}, V6 = {4, 5, 6}, and E˜6 = {{4, 5}, {4, 6}, {5, 6}, {5, 9},
{6, 7}, {6, 9}},where {5, 9}, {6, 7}, and {6, 9} are active edges.
A simple induction on i shows that val(Xi) is the line graph of G˜i =(V , E˜i). Since E˜n=EG, because G is connected,
we ﬁnally get that val(Xn) is the line graph of G. Additionally, we will see that a vertex v of val(Xi) is labeled by some
label from [k + 1] if and only if edge (v) is an active edge of val(Xi). These vertices v of val(Xi) will be called the
active vertices of val(Xi). We will also see that active vertices with the same label are all mutually adjacent in every
val(Xi).
Basis: Let i = 1.
Let M(G, o, 1) = {uj1 , . . . , ujm} and N(G, o, 1) = {ul1 , . . . , ulr }.
For i = 1, we have m= 0. The graph G˜1 has r edges {u1, ul1}, . . . , {u1, ulr }. Since m= 0, we have X1 =Z1 and thus
val(X1) is a complete graph with r vertices v1, . . . , vr where (v1) = {u1, ul1}, . . . , (vr ) = {u1, ulr }, and the labels
of v1, . . . , vr from val(X1) are the colors of the vertices ul1 , . . . , ulr from G. All edges of G˜1 are active edges and all
vertices of val(G1) are active vertices. Graph val(X1) is obviously the line graph of G˜1.
Induction: Let i > 1.
Let M(G, o, i) = {uj1 , . . . , ujm} and N(G, o, i) = {ul1 , . . . , ulr }.
If m=0, then as in case i=1 graph G˜i has r active edges {ui, ul1}, . . . , {u1, ulr }, Xi =Zi , and val(Xi) is a complete
graphwith r vertices v1, . . . , vr , where (v1)={ui, ul1}, . . . , (vr )={ui, ulr }, and the labels of v1, . . . , vr from val(Xi)
are the colors of the vertices ul1 , . . . , ulr from G.
Ifm1 then ﬁrst some expression Yi is deﬁned. The graph val(Yi) is the disjoint union of all val(Xj1), . . . , val(Xjm)
where all equal labeled active vertices from different graphs are connected. These vertices represent the active edges of
G˜j1 , . . . , G˜jm . If two of these vertices v1, v2 have the same label, for example k′, then the two edges (v1) and (v2)
have the common vertex uj , j i, whose color in G is k′. Additionally, index j is the least index greater than or equal
to i such that uj has color k′ in G.
If r > 0 then Yi will be combined with Zi . In this step (1) all equal labeled vertices from val(Yi) and val(Zi) are
connected by edges (here a vertex of val(Yi) will be connected with a vertex from val(Zi) if and only if it is also an
active vertex in val(Xi)) and (2) all vertices of val(Yi) labeled by col(ui) will be connected with all vertices of val(Zi).
(These vertices of val(Yi) are not active vertices of val(Xi).)
The ﬁnal relabeling ensures that the active vertices of the graphs G˜j1 , . . . , G˜jm which are not active vertices of
val(Xi) get label k + 2. Thus, graph val(Xi) is the line graph of G˜i . 
Since every graph of NLC-width at most k has clique-width at most 2k, Theorem 4 implies that the line graph L(G)
of a graph G of tree-width at most k has clique-width at most 2k+4. However, on closer examination of the construction
in the proof of Theorem 4 this bound can be improved to 2k + 2.
Theorem 5. The line graph of a partial k-tree (a graph of tree-width at most k) has clique-width at most 2k + 2.
Proof. Consider the NLC-width (k+ 2)-expressions Xi , 1 in, deﬁned for a k-tree G with n vertices as in the proof
of Theorem 4. A simple induction on i shows that for every NLC-width (k + 2)-expression Xi there is an equivalent
clique-width (2k + 2)-expression X′i .
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For i=1 there is even a clique-width (k+1)-expression X′1 equivalent to X1, because val(X1) has at most k vertices
labeled by k labels from [k + 1].
For i > 1, an equivalent clique-width expression Y ′i for Yi = Xj1×I · · · ×IXjm can easily be deﬁned by the clique-
width expressions X′j1 , . . . , X
′
jm
deﬁned for Xj1 , . . . , Xjm and k auxiliary labels, because for t = 1, . . . , m the vertices
of every val(X′jt ) are labeled by k + 1 labels from [k + 2]. Label col(ujt ) ∈ [k + 1] is not used by the vertices of
val(X′jt ) and label k + 2 is not involved in any edge creation.
The clique-width expression X′i for Xi = ◦R(Yi×SZi) can ﬁnally be deﬁned by clique-width expression Y ′i deﬁned
for Yi and k auxiliary labels, because val(Zi) has at most k vertices. 
A k-path can recursively be deﬁned by the following two instructions. For the deﬁnition of a k-path G, we denote
some vertices of G by link vertices: (1) The complete graph with k vertices that are all link vertices is a k-path and (2) if
G is a k-path then the graph obtained by inserting a new vertex u and k edges between u and k link vertices u1, . . . , uk
of G (which will always induce a complete subgraph of G) is a k-path. The new link vertices of the resulting k-path are
u, u1, . . . , uk . A partial k-path is a subgraph of a k-path. A graph is a partial k-path if and only if it has path-width at
most k [19].
Theorem 6. The line graph of a partial k-path (a graph of path-width at most k) with maximum vertex degree r has
(1) linear NLC-width at most k + 2 + min{max{k − 2, 0},max{r − 2, 0}} and
(2) linear clique-width at most k + 2 + min{max{k − 1, 0},max{r − 1, 0}}.
Proof. Let Gˆ be a partial k-path with n vertices and maximum vertex degree r. Let G be a k-path with the same
vertex set as Gˆ such that Gˆ is a subgraph of G. Consider the NLC-width (k + 2)-expressions Xi , 1 in, de-
ﬁned for the line graph of k-path G as in the proof of Theorem 4 in which G is a k-tree. This works in the same
way, because a k-path is always a k-tree. Fig. 4 shows a complete example of such a construction for a
k-tree G.
(1) A simple induction on i shows that for every such NLC-width (k + 2)-expression Xi there is an equivalent linear
NLC-width (k + 2 + max{k − 2, 0})-expression X′i . We also show that every of these (k + 2 + max{k − 2, 0})-
expressions X′i can easily be changed into an (k + 2 + max{r − 2, 0})-expression Xˆ′i such that Xˆ′i deﬁnes only
the edges which are in the line graph of the partial k-path Gˆ. For i = 1 there is always a linear NLC-width
(k + 1)-expression X′1 equivalent to X1, because val(X1) has at most k vertices labeled by k distinct labels from
[k + 1]. We get Xˆ′1 from X′1 by removing all single vertex expressions which deﬁne vertices that do not belong
to the line graph of Gˆ.
Let i > 0. If m> 1 then all vertices uj1 , . . . , ujm of G have the same color. This color is not used as a vertex label
in the graphs val(X′j1), . . . , val(X
′
jm
). Additionally, m− 1 of the graphs val(X′j1), . . . , val(X′jm) are cliques with
exactly k vertices. Let val(X′j2), . . . , val(X
′
jm
) be these cliques with k vertices.
An equivalent linear NLC-width expression Y ′i for Yi can simply be deﬁned with at most k − 2 auxiliary labels,
if k > 2, because one of the labels from [k + 1] is not used by the labeled graphs val(X′j2), . . . , val(X′jm) and the
single vertex of the last composition step can always get its ﬁnal label. For the deﬁnition of Yˆ ′i , we know that the
cliques val(Xˆ′j1), . . . , val(Xˆ
′
jm
) have at most r vertices. That is, the linear NLC-width expression Yˆ ′i can simply
be deﬁned with at most r − 2 auxiliary labels by the same argumentation.
The linear NLC-width expressions X′i (Xˆ′i) can now be deﬁned from Y ′ (Yˆ ′, respectively) with at most k − 2
auxiliary labels if k > 2 (at most r − 2 auxiliary labels if r > 2, respectively), because val(Z′i ) has at most k
vertices (at most r vertices, respectively), one of the labels from [k + 1] is not used by val(Y ′i ), and the single
vertex of the last composition step can always get its ﬁnal label.
(2) For the deﬁnition of the linear clique-width expressionsX′i and Xˆ′i we need one additional auxiliary label, because
we cannot use for the single vertex of the last composition steps its ﬁnal label, as we can do for linear NLC-width
expressions. 




























































































































Fig. 4. A 2-path G and its line graph H. The numbers at the vertices of G represent a perfect elimination order. The letters represent a 3-coloring
VG → {a, b, c}. The ﬁgure additionally shows the edge set M(G, o) and all labeled graphs deﬁned by the linear NLC-width 4-expressions X1 to
X7. The letters at the vertices of val(X1) to val(X7) are their labels. Vertices without such an index have label d, which is not used for the deﬁnition





) are cliques. All three graphs do not use the
label c = col(u3) = col(u4) = col(u5).
Note that the proofs of the Theorems 4–6 are all constructive, i.e., a (linear) NLC-width expression and a (linear)
clique-width expression can simply be constructed in polynomial time from a given partial k-tree (partial k-path) G, if
a tree decomposition (path decomposition) for G is given.
4. The tree-width of root graphs
It is well known that tree-width and path-width bounded graphs can also be deﬁned by a merging procedure of
so-called terminal graphs, which are also called sourced graphs, see also [2]. We will deﬁne terminal graphs with edge
labels, because this will allow us to deﬁne in an easy way the edge labeled root graphs of vertex labeled line graphs.
Let k, l be two positive integers. A k-terminal l-labeled graph is a system
G = (VG,EG, PG, labG),
where (VG,EG) is a graph, PG = (u1, . . . , uk) is a sequence of k0 distinct vertices of VG, and labG : EG → [l]
is an edge labeling. The vertices in sequence PG are called terminal vertices or terminals for short. The vertex ui ,
1 ik, is the ith terminal of G. The other vertices in VG − PG are called inner vertices. The k-terminal l-labeled
graph consisting of r, 1rk, isolated terminals is denoted by •r .
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Deﬁnition 7. Let k, l be two positive integers. The class TMk,l of k-terminal l-labeled graphs is recursively deﬁned as
follows:
(1) The k-terminal l-labeled graph •r , 1rk, is in TMk,l .
(2) The k-terminal l-labeled graph • a •, a ∈ [l], consisting of two terminals u, v and an edge {u, v} labeled by a is
in TMk,l for k2.
(3) Let G = (VG,EG, PG, labG) ∈ TMk,l , P = (u1, . . . , ur ), and f : [r] → [r], be a bijection. Then the r-terminal
l-labeled graph G|f = (VG,EG, P ′, labG)with P ′ = (uf (1), . . . , uf (r)) is in TMk,l .
(4) Let G = (VG,EG, PG, labG) ∈ TMk,l , P = (u1, . . . , ur ), and s ∈ [r]. Integer s is also called a decrement. Then
the (r − s)-terminal l-labeled graph G|s = (VG,EG, P ′, labG) with P ′ = (u1, . . . , ur−s) is in TMk,l .
(5) Let G = (VG,EG, PG, labG) ∈ TMk,l and R : [l] → [l] be a relabeling mapping. Then the k-terminal l-labeled
graph ◦R(G) = (VG,EG, PG, lab′) with lab′(e) = R(labG(e)) for all e ∈ EG is in TMk,l .
(6) Let H = (VH ,EH , PH , labH ) ∈ TMk,l , J = (VJ , EJ , PJ , labJ ) ∈ TMk,l , and |PH | |PJ |. Then k-terminal
l-labeled graph H × J deﬁned as follows is in TMk,l .:
(a) Take the disjoint union of (VH ,EH , labH ) and (VJ , EJ , labJ ), and identify the ith terminal from H with the
ith terminal from J.
(b) An edge e from H × J is labeled by labH×J (e)= labH (e) if it is from H and by labH×J (e)= labJ (e) if it is
from J.
(c) The ith terminal of H × J is the ith terminal of J.
(d) Multiple edges are eliminated by removing the corresponding edges from H.
An expression built with the operations •r , • a •, |f , |s , ◦R , and × is called a terminal k, l-expression. The terminal
graph deﬁned by a terminal k, l-expression X is denoted by val(X). The class PTMk,l ⊆ TMk,l is the set of k-
terminal l-labeled graphs deﬁned by terminal k, l-expressions where for every H × J operation one of the terminal
graphs H or J has no inner vertices. It is easy to see that TMk+1,1 and PTMk+1,1 deﬁne exactly the sets of graphs
of tree-width at most k and path-width at most k, respectively, see also Fig. 5. An alternative proof can be found
in [2].
Proposition 8. AgraphG=(VG,EG) has tree-width (path-width) atmost k if and only if (VG,EG,∅, labG) ∈ TMk+1,1
((VG,EG,∅, labG) ∈ PTMk+1,1, respectively).
Proof. Let (X = {Xu | u ∈ VT }, T = (VT , ET )) be a tree decomposition for G of width at most k. Consider T as a
rooted tree, i.e, choose one node of T to be the root. For a node u of T let Tu be the complete subtree of T with root u.
Let Hu = (VHu, EHu, PHu, labHu) be a terminal graph where all edges are labeled by 1 such that (VHu, EHu) is
the subgraph of G induced by the vertices of Xu, and PHu is any but ﬁxed arrangement of all vertices of VHu . Then
Hu ∈ TMk+1,1, because it has at most k + 1 terminals an no inner vertices.
Let Gu = (VGu, EGu, PGu, labGu) be a terminal graph where all edges are labeled by 1 such that (VGu, EGu) is the
subgraph of G induced by the vertices of all Xw, w ∈ VTu , and PGu is any but ﬁxed arrangement of all vertices of Xu.
It is easy to see that every Gu is of TMk+1,1.
(1) For every leaf u of T, terminal graph Gu can be deﬁned by Gu = (Hu)|f , for some bijection f.
(2) For every inner node u of T with sons v1, . . . , vr the terminal graph Gu can be deﬁned by
((Gvr |fr )|sr )|f
′
r × (· · · × (((Gv1)f1)|s1)|f
′
1 × Hu) · · · ,
for bijections f1, . . . , fr , f ′1, . . . , f ′r and decrements s1, . . . , sr .
If (X={Xu | u ∈ VT }, T = (VT , ET )) is a path decomposition for G of width at most k, then Hu,Gu ∈ PTMk+1,1,
because Hu has no inner vertices and every inner node u of T has at most one son.
Conversely, every expression that deﬁnes a terminal graph G = (VG,EG, PG, labG) ∈ TMk+1,1 (terminal graph
G = (VG,EG, PG, labG) ∈ PTMk+1,1) immediately deﬁnes a tree decomposition (path decomposition, respectively)





























































Fig. 5. A graph G of tree-width 2, a tree decomposition (X, T ) of width 2, and the terminal graphs Gu3 ,Gu4 , Hu5 ,G
′
u3 = ((Gu3 |f1 )
|s1 )|f
′
1 ◦ Hu5 ,Gu5 = ((Gu4 |f2 )|s2 )|f
′
2 ◦ G′u3 for bijections f1, f ′1, f2, F ′2 and increments s′1, s1, s2 as deﬁned in the proof of Proposition 8.
Node u8 is chosen as the root of T. The squares represent the terminals.
(X= {Xu | u ∈ VT }, T = (VT , ET )) for (VG,EG) of width at most k where VT has a node u such that Xu is the set of
all terminals of G.
(1) Let G = (VG,EG, PG, labG) be a terminal graph with at most k + 1 terminals and no inner vertices. Then
(X = {Xu | u ∈ VT }, T = (VT , ET )) with VT = {u} and Xu = VG is a tree and path decomposition of width k
for (VG,EG).
(2) Let G = (H)|s ∈ TMk+1,1 for some decrement s, G = (VG,EG, PG, labG), H = (VH ,EH , PH , labH ), and
(X′ = {X′u | u ∈ VT ′ }, T ′ = (VT ′ , ET ′)) be a tree decomposition for H of width at most k. Then (X = {Xu |
u ∈ VT }, T = (VT , ET )) deﬁned by VT = VT ′ ∪ {v}, ET = ET ′ ∪ {v, v′} is a tree decomposition for (VG,EG)
of width at most k, where X′
v′ is the set of all terminals of H, v is a new node not in T
′
, and Xv is the set of all
terminals of G. If G ∈ PTMk+1 and (X′, T ′) is a path decomposition for H of width at most k, then (X, T ) is a
path decomposition at width most k.
(3) Let G=H × J ∈ TMk+1,1, H = (VH ,EH , PH , labH ), J = (VJ , EJ , PJ , labJ ), and (X′ = {X′u | u ∈ VT ′ }, T ′ =
(VT ′ , ET ′)) and (X′′ = {X′′u | u ∈ VT ′′ }, T ′′ = (VT ′′ , ET ′′)) be tree decompositions for H and J, respectively, of
width at most k. Then (X={Xu | u ∈ VT }, T = (VT , ET )) deﬁned by VT =VT ′ ∪VT ′′ ,ET =ET ′ ∪ET ′′ ∪ {v′, v′′}
is a tree decomposition for (VG,EG) of width at most k, where X′v′ is the set of all terminals of H and X
′′
v′′ is
the set of all terminals of J. The set X′′
v′′ is also the set of all terminals of G. If G ∈ PTMk+1,1 and (X′ = {X′u |
u ∈ VT ′ }, T ′ = (VT ′ , ET ′)) and (X′′ = {X′′u | u ∈ VT ′′ }, T ′′ = (VT ′′ , ET ′′)) are path decompositions for H and J,
respectively, of width at most k. Then J has no inner vertices and at most k+1 terminals. In this case T ′′=({v′′},∅)
and Xv′′ = VJ , and thus (X, T ) is a path decomposition for (VG,EG) of width at most k. 
Let G= (VG,EG, PG, labG) be an edge labeled terminal graph, G= (VG, EG, labG) be a vertex labeled graph, and
 : EG → VG be a bijection such that (1) for every e1, e2 ∈ EG, e1 and e2 have a common vertex if and only if (e1)
and (e2) are adjacent in G, and (2) for every e ∈ EG, labG(e) = labG((e)). Then G is called the labeled line graph
of G, and G is called a labeled terminal root graph of G.
The next theorem shows a very tight connection between the tree-width of a graph and theNLC-width of its line graph.

















































H J G = H × {(1,2)}J
Fig. 6. An NLC-width compositionH×{(1,2)}J of two vertex labeled line graphsH andJ.
Theorem 9. For every NLC-width k-expression X that deﬁnes a line graph there is a mapping  that associates with
every subexpression X′ of X a terminal 4k, k-expression (X′) such that graph val(X′) is the labeled line graph of
val((X′)).
Proof. Let us ﬁrst observe what happens if we insert edges between two vertex labeled line graphs by an NLC-width
operation. Let G= (VG,EG, labG) be an edge labeled graph with at least two edges. Let G= (VG, EG, labG) ∈ NLCk
be the vertex labeled line graph of G deﬁned by some bijection  : EG → VG.
Every induced subgraph of G deﬁnes by bijection  a unique subgraph of G where every vertex is incident with at
least one edge. Assume G=H×SJ for some S ⊆ [k]2 and two non-empty vertex labeled graphsH andJ. SinceH
and J are induced subgraphs of G, we know that they are line graphs of two subgraphs H and J of G. SinceH and
J are vertex disjoint, we know that H and J are edge disjoint. SinceH andJ have at least one vertex, we know that
H and J have at least one edge. Assume further that every pair (a, b) ∈ S deﬁnes at least one edge between a vertex
ofH and a vertex ofJ, otherwise we remove (a, b) from S. If S is non-empty, then in G at least one edge of H has a
common vertex with at least one edge of J.
We now show that G can be deﬁned by a vertex disjoint union of H and J and then identifying at most 4k vertices
from H with at most 4k vertices from J. A simple example of such a compositionH×SJ is shown in Fig. 6.
For a label a ∈ [k] let Ga , Ha , and Ja be the subgraphs G, H, and J, respectively, deﬁned by the edges e (and their
end vertices) labeled by a. Let (a, b) ∈ S be a pair of S. Then the operation ×S connects every vertex ofH labeled
by a with every vertex ofJ labeled by b. Thus, in root graph G every edge from Ha has a common vertex with every
edge from Jb. Let e = {u, v} be any edge from Ha . Then every edge from Jb either contains vertex u or vertex v.
If Jb has three or more edges, then at least two of them must have a common vertex. By the same argumentation,
if Ha has three or more edges then at least two of them must have a common vertex. Thus, Ha and Jb have at most
two connected components. If Ha has two connected components, then all edges of every connected component have
exactly one common vertex, because an edge from Jb can only contain one vertex from every of the two connected
components of Ha . If Ha is connected then it contains no simple path with 6 vertices and no simple cycle with 3
or 5 vertices. The simple path with 6 vertices and the simple cycle with 5 vertices do not contain two non-adjacent
vertices u, v such that every edge either contains u or v. The cycle with 3 vertices not even contains two non-adjacent
vertices.
This observation leads to a case distinction which divides all subgraphs Ha , a ∈ [k], of H into 8 distinct types as
illustrated in Fig. 7. (The same holds for all subgraphs Jb, b ∈ [k], of J.) Type 8 of Fig. 7 represents all graphs that
have neither a vertex u such that all edges are incident with u nor two non-adjacent vertices u, v such that every edge
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Fig. 7. Eight types for the subgraphs Ha and Jb of H and J, respectively. The speciﬁc vertices are framed by squares.
is incident with u or v. The subgraphs Ha and Jb of our example cannot be of Type 8, because the pair (a, b) is used
by operation ×S to create at least one edge betweenH andJ, and G=H×SJ is the line graph of G.
Graphs ofType 1, 2, 3, and 5 have one connected component. Graphs ofType 4 and 6 have two connected components.
Graphs of Type 7 have one or two connected components. Every graph of Type 1–7 has at most 4 speciﬁc vertices of
which some can be in both graphs Ha and Jb. In Fig. 7, these speciﬁc vertices are framed by squares.
Since the edges of G are labeled by at most k labels, it follows that at most 4k vertices of H are contained in J.
That is, at most 4k vertices of H and at most 4k vertices of J have to be identiﬁed to deﬁne G from a vertex disjoint
union of H and J. Graph G itself has also at most 4k vertices which can be identiﬁed with other vertices during further
composition steps.
This allows us to deﬁne for an arbitrary NLC-width k-expression X that deﬁnes a line graph a mapping  that
associates for every subexpression X′ of X a terminal 4k, k-expression (X′) such that val((X′)) is the edge labeled
terminal root graph of val(X′). We call a vertex u of val((X′)) incomplete if it is not yet incident with all edges of
val((X)).
(1) If X = •a for some a ∈ [k] then let (X) = • a •.
(2) If X = ◦R(X′) for some relabeling R : [k] → [k] then let (X) = ◦R((X′)).
(3) If X = X1×SX2 for some S ⊆ [k]2 then (X) can be deﬁned by
(X) = (((X1) × ((X2) × •r )|f1)|f2)|s
with two bijections f1, f2, a decrement s, and some r4k. (X) can be deﬁned as above with some r4k,
although not all terminals of val((X1)) need to be identiﬁed with terminals of val((X2)) via val(•r ), or vice
versa. Let a ∈ [k] be a label such that val((X1))a or val((X2))a has a terminal not identiﬁed with a terminal of
val((X2)) or val((X1)), respectively, via val(•r ). Then the subgraph ((X1)× ((X2)×•r )|f1)a is of Type 1 to
7, and at most 4 terminals of val(•r ) are identiﬁed with terminals of val((X1))a or val((X2))a . Let L ⊆ [k] be
the set of all the remaining labels. Then for every a ∈ L all terminals of val((X1))a are identiﬁedwith terminals of
val((X2)) via val(•r ), and all terminals from val((X2))a are identiﬁed with terminals of val((X1)) via val(•r ).
That is, at most 4 · |L| additional terminals are necessary to identify terminals of val((X1)) and val((X2)) via
val(•r ).
The subsequently applied decrement s removes all vertices from the terminal vertex list that are no longer
incomplete. 
A similar result can be shown for linear NLC-width k-expressions and terminal 4k, k-expressions that deﬁne the
class PTM4k,k .
Theorem 10. For every linear NLC-width k-expression X that deﬁnes a line graph there is a mapping  that associates
with every subexpression X′ of X a terminal 4k, k-expression (X′) such that graph val(X′) is the labeled line graph
of val((X′)) and val((X′)) ∈ PTM4k,k .
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Proof. For a linear NLC-width k-expression X = X1×SX2, S ⊆ [k]2, either X1 = •a or X2 = •a holds true for some
a ∈ [k]. Let  be themapping deﬁned in Theorem 9. If (X)=(((X1)×((X2)×•r )|f1)|f2)|s for two bijections f1, f2
and a decrement s, then either (X1) or (X2) is of the form • a •, and thus either val((X1)) or val(((X2)×•r )|f1)
has no inner vertices. 
Since the NLC-width (linear NLC-width) of a graph is always less than or equal to its clique-width (linear clique-
width, respectively) [25,23], Proposition 8 in connection with Theorems 9 and 10 yields the following corollary.
Corollary 11.
(1) If a line graph has NLC-width or clique-width at most k, then its root graph has tree-width at most 4k − 1.
(2) If a line graph has linear NLC-width or linear clique-width at most k, then its root graph has path-width at most
4k − 1.
5. Line graphs of incidence graphs
The next proposition improves the bound of Theorem 9 for line graphs of incidence graphs.
Proposition 12. For everyNLC-width k-expression X that deﬁnes a line graph of an incidence graph there is a mapping
 that associates with every subexpression X′ of X a terminal 2k, k-expression (X′) such that graph val(X′) is the
labeled line graph of val((X′)).
Proof. Let us now observe what happens if we insert edges between two vertex labeled line graphs by an NLC-width
operationG=H×SJ, S ⊆ [k]2 where the root graphs G, H, and J ofG,H, andJ, respectively, are incidence graphs.
The following discussion frequently uses the facts that an incidence graph (and also any subgraph of an incidence
graph) has no cycle of length < 6 and that every edge of an incidence graph (and also any edge of a subgraph of an
incidence graph) has one end vertex of degree at most 2.
Let again Ga , a ∈ [k], be the terminal subgraph of a terminal graph G deﬁned by the edges (and their end vertices)
labeled by a. If Ga is of Type 2 as deﬁned in Fig. 7, then only the single vertex of degree two needs to be a terminal
of G, because an additional edge between the two vertices of degree one creates a cycle of length 3. If Ga is of Type
4, then only two of its four vertices need to be terminals of G, because there is at most one edge in the root graph of G
that is adjacent to vertices from Ga , otherwise, the root graph of G would have a cycle of length three or four. If Ga is
of Type 5, then all edges of the root graph of G adjacent to a vertex from Ga are already contained in G. Any additional
further edge has to get adjacent with all edges from Ga , which will result into a cycle of length three or four. Thus,
none of the four vertices of Ga needs to be a terminal of G. If Ga is of Type 6, then at most two vertices of Ga need to
be terminals of G by the same reason. If Ga is of Type 7 then the two speciﬁc vertices can be terminals of G. However,
if the two speciﬁc vertices have a common neighbor, then none of them needs to be a terminal of G. Here again any
additional edge adjacent with all edges of Ga would then create a cycle of length three.
This discussion shows that every subgraph Ga , a ∈ [k], of G can be divided into four types as illustrated in Fig. 8.
Type 4 of Fig. 8 represents all incidence graphs with two non-adjacent vertices u, v and an edge not incident with u or
v. If Ga is of Type 4, then no vertex of Ga needs to be a terminal of G.
A similar argumentation as in the proof of Theorem 9 now shows that for an arbitrary NLC-width k-expression
X that deﬁnes the line graph of an incidence graph there is a mapping  that associates for every subexpression X′






Fig. 8. Four types for the subgraphs Ga of a terminal incidence graph G. The speciﬁc vertices are framed by squares.
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of X a terminal 2k, k-expression (X′) such that val((X′)) is the edge labeled terminal root graph
of val(X′). 
Analogously to the proof of Theorem 10 we get the following proposition.
Proposition 13. For every linear NLC-width k-expression X that deﬁnes a line graph of an incidence graph there is a
mapping  that associates with every subexpression X′ of X a terminal 2k, k-expression (X′) such that graph val(X′)
is the labeled line graph of val((X′)) and val((X′)) ∈ PTM2k,k .
Propositions 12 and 13 in connection with Proposition 8 yield the following corollary.
Corollary 14.
(1) If the line graph of an incidence graph G has NLC-width or clique-width at most k, then G has tree-width at most
2k − 1.
(2) If the line graph of an incidence graph G has linear NLC-width or linear clique-width at most k, then G has
path-width at most 2k − 1.
In Theorem 17 below we will improve Corollary 14.(1).
Deﬁnition 15 (Well-connected terminal k, l-expression). Let k, l be two positive integers. A well-connected terminal
k, l-expression is a terminal k, l-expression, if any subexpressions is of the form
(1) Y = • a • for some a ∈ [l],
(2) Y = Y1|f for some bijection f,
(3) Y = Y1|s for some decrement s,
(4) Y = ◦R(Y1) for some relabeling R, or
(5) Y = (Y1 × (Y2 × •r )|f1)|f2 for bijections f1, f2 and some rk,
where every graph val(Y ) is connected.
Proposition 16. Let k, l be two positive integers. For every terminal k, l-expression that deﬁnes a connected terminal
graph, there is an equivalent well-connected terminal k, l-expression.
Proof. Assume a terminal graph G = (VG,EG, PG, labG) has r > 1 connected components (V1, E1), . . . , (Vr , Er)
with at least one edge. Let Pi be the sequence PG where all vertices not in Vi are removed. That is, if PG=(u1, . . . , ur ),
thenPi , 1 ir , is the sequence (ui1 , . . . , uis )with ij < ij+1 for j=1, . . . , s−1 and {ui1 , . . . , uis }=Vi∩{u1, . . . , ur}.
Let labi be the mapping lab restricted to the set of edges Ei . The terminal graphs Gi = (Vi, Ei, Pi, labi ), 1 ir , are
called the terminal edge connected components of G.
We decompose every terminal graph with at least one edge into its terminal edge connected components as follows.
Terminal vertices not incident to edges will be ignored, because they will be inserted later when the edges to these
vertices are inserted.
(1) Let G = •r . Then G has no terminal edge connected components.
(2) Let G = • a •. Then G is a terminal edge connected component.
(3) LetG=H |f forH ∈ TMk,l and some bijection f, and letH1, . . . , Hr be the terminal edge connected components
of H. Then the edge connected components of Gi , 1 ir , of G can be deﬁned by Gi = Hi |fi with bijections
fi , 1 ir , obtained from f.
(4) LetG=H |s forH ∈ TMk,l and some decrement s, and letH1, . . . , Hr be the terminal edge connected components
of H. Then every terminal edge connected component Gi , 1 ir , of G can be deﬁned by Gi = (Hi |fi )|si with
bijections fi and decrements si for 1 ir .
(5) Let G = ◦R(H) for H ∈ TMk,l and some relabeling R, and let H1, . . . , Hr be the terminal edge connected
components of H. Then every terminaledge connected component Gi , 1 ir , of G can be deﬁned by Gi =
◦R(Hi).
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(6) Let G = H × J for H, J ∈ TMk,l . Then every terminal edge connected component Gi , 1 ir , of G can be
deﬁned as follows. Let G′1, . . . ,G′ri be the terminal edge connected components of H and J that have at least
one edge of Gi . Now it is easy to deﬁne terminal graphs G′′1, . . . ,G′′ri , bijections f1, . . . , fri−1 , f ′1, . . . , f ′ri−1 , and




G′′j = (G′j × (G′′j−1 × •rj−1)|fj−1)|f
′
j−1
for j = 2, . . . , ri , and
(c) Gi = G′′ri .
By the connectivity structure of G it is always possible to order the terminal edge connected components
G′1, . . . ,G′ri−1 such that every G
′′
j , 1jri , is connected.
Every connected terminal graph G can now be deﬁned by subexpressions of the required form which deﬁne connected
terminal graphs. The graphs val(•r ) are only used in the composition steps deﬁned for Case 6. 
Theorem 17. If the line graph of an incidence graph G has NLC-width at most k, then G has tree-width at most k.
Proof. Let X be an NLC-width k-expression for a (without loss of generality connected) line graph of an incidence
graph. Let  be themapping of Theorem 12 that associates with every subexpressionX′ of X a terminal 2k, k-expression
(X′) such that graph val(X′) is the labeled line graph of val((X′)).
We ﬁrst transform (X) as explained in the proof of Proposition 16 into a well-connected terminal 2k, k-expression
Y. This is possible, because the ﬁnal root graph (X) is connected.
Now every subexpression Y ′ of Y is of the form
(1) Y ′ = • a • for some a ∈ [k],
(2) Y ′ = Y ′1|f for some bijection f,
(3) Y ′ = Y ′1|s for some decrement s,
(4) Y ′ = ◦R(Y ′1) for some relabeling R, or
(5) Y ′ = ((Y ′1 × (Y ′2 × •r )|f1)|f2)|s for bijections f1, f2, some r2k, and a decrement s.
These subexpressions deﬁne connected terminal graphs. For every of these subexpressions Y ′ there is an NLC-width
k-expression X′ such that val(Y ′) is the edge labeled root graph of the vertex labeled line graph val(X′).
Nowwewill show thatY can be transformed into an equivalent terminal k+1, k-expression. LetY ′ be a subexpressions
ofY of the form stated above and let G= val(Y ′). Let again Ga for some a ∈ [k] be the terminal subgraph of G deﬁned
by the edges (and their end vertices) labeled by a.
(1) If all subgraphs Ga , a ∈ [k], of G are of Type 1 of Fig. 8, then G has at most k edges. Since G is connected, it
has at most k + 1 terminals.
(2) If all subgraphsGa , a ∈ [k], of G are of Type 1, 2, or 4 of Fig. 8, and at least one of these subgraphs is of Type 2 or
4, then G has at least one inner vertex. In this case G has at most k terminals. This is easy to see by the following
observation. Order the edges of G in a sequence e1, . . . , em such that every subgraph Gˆi of G induced by the
vertices of the edges e1, . . . , ei for i = 1, . . . , m is connected, and one of the end vertices of the ﬁrst edge e1 is an
inner vertex. Then the number of vertices of Gˆi , 2 im, that are terminals in G is the number of labels a ∈ [k]
such that Gˆi has an edge from Ga . If the label of ei+1 is already an edge label of Gˆi , then Gˆi and Gˆi+1have the
same terminals of G. If the label of ei+1 is not an edge label of Gˆi , then Gˆi+1 has at most one additional terminal.
(3) If some subgraph Ga , a ∈ [k], of G is of Type 3, then two vertices of Ga are terminals of G. These two vertices
ua, va are adjacent in the root graph val(Y ), otherwise they would be complete and thus not terminals of G. We
also know that during any further composition these two vertices will get incident only with the missing edge
{ua, va}. We now modify the expression as follows.
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A subgraph of Type 3 can only be created in the following two cases:
(a) Let
G = ◦R(H)
be a graph such that G has a subgraph Ga , a ∈ [k] of Type 3, but H has no subgraph of Type 3. Then H is
connected and at least one inner vertex, and thus H has at most k terminals. We insert the edge between ua
and va now by
G = (((• a • ×◦R(H)|f1)|f2)|s)|f3
with three bijections f1, f2, f3 and a decrement s = 2. (This can be done for all subgraphs Ga , a ∈ [k], of G
of Type 3 step by step.) The decrement s = 2 removes the two vertices ua, va from the terminal vertex list,
because these vertices are now complete. The composition step which originally inserts the edge between
ua and va will be omitted. In any succeeding composition step the vertices ua and va do not get any further
connection with other edges, thus ua and va can be removed from all terminal vertex lists of the terminal
graphs which will be combined with G later in the composition.
(b) Let
G = (H × (J × •r )|f1)|f2
be a graph such that G has a subgraph Ga of Type 3, but H and J have no subgraphs of Type 3. Then H and
J are connected and have at least one inner vertex, thus H and J have at most k terminals. Let ua from H and
va from J. We insert the edge between ua, va of Ga by
G = ((H |f3 × ((J |f2 × (• a • ×•r ′)|f1)|s1 × •r )|f4)|s2)|f5
with bijections f1, f2, f3, f4, f5 and decrements s1 = 1, s2 = 1. If J has k′ terminals then r ′ = k′ + 1. Let
ua be from H and va be from J. One end vertex of edge • a • will be identiﬁed with the terminal va of J.
Decrement s1 = 1 will remove this vertex from the vertex list. The other end vertex of edge • a • will then
be identiﬁed with ua from H. The ﬁnal restriction s2 = 1 will remove this vertex from the vertex list, see also
Fig. 9. (This can be done for all subgraphs Ga , a ∈ [k], of G of Type 3 step by step in the same way.) In
any succeeding composition step the vertices ua and va will be removed from the terminal vertex lists of the
graphs. The composition step which originally inserts the edge between ua and va will be omitted.
Note that the edges inserted in the two cases above in many cases do not get the labeling they have in the original



























Fig. 9. The composition of H and J creates a subgraph of Type 3 for label 1 with terminal vertices u1 and v1 of graph H1 and J1, respectively. If u1
and v1 are adjacent in the ﬁnal root graph, then we insert the corresponding edge in the shown way and the vertices u1 and v1 will be removed from
the vertex lists of the graphs H and J.
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Now the resulting composition is set up with terminal graphs that have at most k + 1 terminals. 
Since the NLC-width of a graph is always less than or equal to its clique-width [25], Theorem 17 also holds for line
graphs of incidence graphs of clique-width at most k.
Corollary 18. If the line graph of an incidence graph G has clique-width at most k, then G has tree-width at most k.
6. The NP-completeness of NLC-width minimization
A very well known property of incidence graphs is that a graph G has tree-width k if and only if its incidence graph
I (G) has tree-width k. This follows immediately from the fact that neither an edge contraction nor a subdivision, the
replacement of an edge {u, v} by a new vertex w and two edges {u,w}, {w, v}, increases the tree-width of a graph, see
for example [29]. It is also easy to see that an incidence graph I (G) has path-width at most k + 1 if G has path-width
at most k.
Theorems 4–6,17, and Corollaries 11, 14, and 18 together now imply the following bounds.
(1) tree-width(G)+14 NLC-width(L(G))  tree-width(G) + 2,
(2) tree-width(G)+14 clique-width(L(G)) 2 · tree-width(G) + 2,
(3) path-width(G)+14  linear NLC-width(L(G)) 2 · path-width(G),
(4) path-width(G)+14  linear clique-width(L(G)) 2 · path-width(G) + 1,(5) tree-width(G) NLC-width(L(I (G)))  tree-width(G) + 2,
(6) tree-width(G) clique-width(L(I (G))) 2 · tree-width(G) + 2,
(7) path-width(G)+12  linear NLC-width(L(I (G))) 2 · path-width(G) + 2,
(8) path-width(G)+12  linear clique-width(L(I (G))) 2 · path-width(G) + 3.
Inequality (5) can be used to show that NLC-width minimization is NP-complete.
Theorem 19. Given a graph G and an integer k, the problem to decide whether G has NLC-width at most k is
NP-complete.
Proof. The problem to decide whether a given graph has NLC-width at most k is obviously in NP.
For a graphG= (V ,E) and some integer r > 1 letGr be the graph G where every vertex u is replaced by a cliqueCu
with r vertices and every edge {u, v} is replaced by all edges between the vertices of Cu and Cv . That is, Gr = (Vr , Er)
has vertex set
Vr = {ui,j |ui ∈ V, j ∈ {1, . . . , r}}
and edge set
Er = {{ui,j , ui′,j ′ }|ui,j , ui′,j ′ ∈ Vr and (i = i′ ∨ {ui, ui′ } ∈ E)}.
Bodlaender et al. have shown in [5], that G has tree-width k if and only if Gr has tree-width r(k + 1) − 1.
Arnborg et al. have shown in [1] that given a graph G and an integer k, the problem to decide whether G has tree-width
at most k, is NP-complete.
For a given graph G, we ﬁrst construct the graph G3, then the incidence graph I (G3), and then the line graph
L(I (G3)). This can be done in polynomial time. If G has tree-width k, then G3 has tree-width 3k + 2, and I (G3) has
tree-width 3k + 2. By Theorem 17, L(I (G3)) has NLC-width at least 3k + 2, and by Theorem 4, NLC-width at most
3k + 4. That is,
tree-width(G) =
⌊
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Thus, a graph G has tree-width at most k if and only if L(I (G3)) has NLC-width at most 3k + 4 which completes
our proof. 
In [5] it is also shown that there is no polynomial time approximation algorithm for tree-widthwith constant difference
guarantee, unless P = NP. That is, for every positive integer c there is no polynomial time algorithm that computes for
a given graph G a tree decomposition of width k such that k − tree-width(G)c, unless P = NP. By inequality (5), an
approximation algorithm for NLC-width with difference guarantee c yields an approximation algorithms for tree-width
with difference guarantee c + 2.
Corollary 20. For every positive integer c there is no polynomial time algorithm that computes for a given graph G
an NLC-width k-expression such that k – NLC-width(G)c, unless P = NP.
Bodlander et al. have also shown in [5] that for every , 0< < 1, there is no polynomial time algorithm that computes
for a given graph G a tree decomposition of width k such that k− tree-width(G) |VG|, unless P=NP, and following
the proof of Theorem 23 of [5], there is also no such algorithms such that k− tree-width(G)2+|VG|, unless P=NP.
By our discussion above, any algorithm that computes for a given graph G = (V ,E) an NLC-width decomposition of
width k such that k−NLC-width(G) |VG| yields an algorithms that computes for a given graph G′ = (V ′, E′) a tree
decomposition of width 2+ (2|E′|). Since |E′|< |V ′|2/2, the algorithm also computes a tree decomposition of width
2 + |V ′|2.
Corollary 21. For every , 0< < 12 , there is no polynomial time algorithm that computes for a given graph G an
NLC-width k-expression such that k − NLC-width(G) |VG|, unless P = NP.
On the other hand, any polynomial time approximation algorithm for clique-width with performance c, i.e., any
algorithm that decides whether G has clique-width at most k and k/clique-width(G) c, respectively, can simply be
transformed into a polynomial time approximation algorithm for tree-width with performance 4c. Such a polynomial
time approximation algorithm for tree-width is not known up to now.
Theorems 4 and 5 can also be used to prove the NP-completeness of graph problems on NLC-width and clique-width
bounded graphs. For example, the edge disjoint paths problem is NP-complete for graphs of tree-width 2, if the number
of paths is unﬁxed, see [30]. Theorems 4 and 5 now imply that the vertex disjoint paths problem is NP-complete for
graphs of NLC-width at most 4 and clique-width at most 6, if the number of paths is unﬁxed. Note that the vertex
disjoint paths problem can be solved in polynomial time for tree-width bounded graphs [37] and co-graphs (graphs of
clique-width at most 2) [21]. This is the ﬁrst problem that separates co-graphs and clique-width bounded graphs from
a complexity point of view.
Since the chromatic number for NLC-width and clique-width bounded graphs is computable in polynomial time
[13], Theorems 4 and 5 imply that the chromatic index of a graph of bounded tree-width can be computed in polynomial
time. This re-proves a result by Bodlaender [4] in a very simple way.
Corollary 11 shows that certain classes of line graphs are of unbounded clique-width. Since the set of all complete
graphs, all complete bipartite graphs and all grids have unbounded tree-width, it follows that the set of all line graphs
of complete graphs (as mentioned in [27]), the set of all line graphs of complete bipartite graphs (which was open up to
now), and the set of all line graphs of grids have unbounded clique-width. More precisely, since a complete graph Kn
with n vertices has tree-width n−1, a complete bipartite graphKn,m with n+m vertices has tree-width min(n,m), and
an n × m grid Gn,m with n · m vertices has tree-width min(n,m), it follows that the lines graphs of these graphs have
clique-width n/4 and (min(n,m)+ 1)/4, respectively. The bound for complete graphs improves the bound n/24 of
[27].
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