In this paper we propose a new hybrid heuristic for solving 0-1 mixed integer programs based on the principle of variable neighbourhood decomposition search. It combines variable neighbourhood search with a general-purpose CPLEX MIP solver. We perform systematic hard variable fixing (or diving) following the variable neighbourhood search rules. The variables to be fixed are chosen according to their distance from the corresponding linear relaxation solution values. If there is an improvement, variable neighbourhood descent branching is performed as the local search in the whole solution space. Numerical experiments have proven that exploiting boundary effects in this way considerably improves solution quality. With our approach, we have managed to improve the best known published results for 8 out of 29 instances from a well-known class of very difficult MIP problems. Moreover, computational results show that our method outperforms the CPLEX MIP solver, as well as three other recent most successful MIP solution methods.
Introduction
The 0-1 mixed integer programming (0-1 MIP) problem consists of maximising or minimising a linear function, subject to equality or inequality constraints and binary choice restrictions on some of the variables. The 0-1 mixed integer programming problem (P ) can be expressed as: where the set of indices {1, 2, . . . , n} of variables is partitioned into two subsets B = {1, 2, . . . , p} and C = {p + 1, p + 2, . . . , n}, corresponding to binary and continuous variables, respectively, with p ∈ N, 1 ≤ p ≤ n. We will also use the following short form notation for problem P :
where X = {x ∈ R n | Ax ≥ b, x j ∈ {0, 1} for j = 1, . . . , p, x j ≥ 0 for j = p + 1, . . . , n}.
Numerous combinatorial optimisation problems, including a wide range of practical problems in business, engineering and science can be modelled as 0-1 MIP problems (see [1] ). Several special cases of the 0-1 MIP problem, such as knapsack, set packing, cutting and packing, network design, protein alignment, travelling salesman and some other routing problems, are known to be NP-hard [2] . Complexity results prove that the computational resources required to optimally solve some 0-1 MIP problem instances can grow exponentially with the size of the problem instance. Over several decades many contributions have led to successive improvements in exact methods such as branch-and-bound and branch-and-cut, branch-and-price, dynamic programming, Lagrangian relaxation, and linear programming. However, many MIP problems still cannot be solved within acceptable time and/or space limits by the best current exact methods. As a consequence, metaheuristics have attracted attention as possible alternatives or supplements to the more classical approaches. Although exact methods can successfully solve to optimality problems with small dimensions (see, for instance, [3] ), for large-scale problems they cannot find an optimal solution with reasonable computational effort, hence the need to find near-optimal solutions. It is well known that heuristics and relaxations are useful for providing upper and lower bounds of the optimal value for large and difficult optimisation problems. Several hybrid methods for solving 0-1 MIP problems have been proposed recently, mainly those combining heuristics and exact methods ( [4, 5, 6] , [7, 8, 9] , [10, 11, 12] , [13] ).
In this paper we propose a new hybrid approach for solving 0-1 MIP, which combines the variable neighbourhood decomposition search (VNDS) with an exact solution method.
We first find an initial feasible solution and an optimal solution of the LPrelaxation of the problem, using the CPLEX solver. Those solutions generate the initial lower and upper bounds. Trivially, if the LP-solution is 0-1 MIP feasible, we stop the search. Otherwise, at each iteration, we rank variables in the non-decreasing order of their absolute values of the difference between the LP-solution and the incumbent solution values. Subproblems within VNDS are obtained by successively fixing a certain number of variables in the order provided. In this way, the subproblem involves the free variables which are furthest from their linear relaxation values. Then these subproblems are solved exactly or within the CPU time limit. The subproblems are changed by the hard fixing of the variables (or diving), according to VNS rules. This paper is organised as follows. In Sec. 2, we provide the necessary mathematical definitions and notations and a brief overview of the existing approaches related to our work. In Sec. 3, we describe VNDS heuristic. In Sec. 4, we provide a detailed description of our VNDS implementation for solving 0-1 MIP problems. Next, in Sec. 5, we analyse the performance of the VNDS method as compared to the other three methods mentioned and to the CPLEX solver alone. Last, in Sec. 6, we give some final remarks and conclusions.
Preliminaries
In this section, we first present the mathematical notations and a survey of the closely related recent work.
Notations and definitions
To formally describe the process of hard variable fixing [14] , we introduce the notion of a reduced problem, which is obtained from the original problem by assigning given values to some variables. Formally, let x 0 be an arbitrary vector of binary values, x 0 j ∈ {0, 1} for j ∈ B, and J ⊆ B an arbitrary subset of binary variable indices. The reduced problem associated with x 0 and J can be defined as follows:
Obviously, P (x 0 , ∅) = P and ν(P (x 0 , J)) ≤ ν(P (x 0 , J )), for any sets J and J , such that J ⊆ J ⊆ B, where ν(P ) is the optimal objective function value of the optimisation problem P .
The LP-relaxation of problem P which results from dropping the integer requirement on x, is denoted as LP(P ), i.e. :
Given two solutions x and y of the problem P and a subset of indices J ⊆ B, we define the distance between x and y as:
More generally, ifx is an optimal solution of the LP relaxation LP(P ) (not necessarily MIP feasible), the distance between x and x can be defined in the same way, for the subset J of the indices of variables which are integer feasible in x. Let X be the solution space of the problem P considered. The neighbourhood structures
, can be defined if the distance δ(B, x, y) between any two solutions x, y ∈ X is known. The set of all solutions in the kth neighbourhood of x ∈ X is denoted as N k (x), where
It is trivial that, if we completely explore neighbourhood N k+1 (x), it is not necessary to explore neighbourhood N k (x).
Local branching
Local branching (LB) was introduced by Fischetti and Lodi in 2003 [6] , as a branching strategy for MIP problems which can also be effectively used as a heuristic for improving the incumbent solution. The usage of local branching as an improvement heuristic relies on the observation that the neighbourhood of a feasible 0-1 MIP solution (in terms of the rectangular distance) often contains better solutions. More precisely, let x be the incumbent solution, x * the best known solution found and ε > 0 a small non-negative real number. The local branching heuristic solves the following subproblem:
Local branching combines local search with a generic MIP solver, which is used as a black box for exactly solving problems P (k, x ) in an iterative process. After the first feasible solution x is found (if it exists), the first subproblem P (k, x ), for k = k min , is solved (where k min ∈ N is a parameter which defines the minimum neighbourhood size). Then, if an improved solution is found, a new subproblem is derived and solved; this is repeated as long as an improvement can be made in the objective function value. This basic mechanism is extended by introducing time limits, automatically modifying the neighbourhood size k and adding diversification strategies in order to improve the performance.
Variable neighbourhood search branching
Variable neighbourhood search (VNS) is a metaheuristic which is based on the systematic change of neighbourhoods towards the local optima and also out of the regions which contain them [15, 16] . The pseudo-code of the step which performs systematic change is given in Fig. 1 . In this figure, x, x and k denote the incumbent solution, new solution and the neighbourhood index, respectively. VNS branching (VNSB) is a heuristic for solving MIP problems, using the general-purpose MIP solver CPLEX as a black-box [8] . VNSB adds constraints to the original problem, as in the LB method. However, in VNSB, neighbourhoods are changed in a systematic manner, according to the rules of the general VNS algorithm [16] . The main idea of both LB and VNSB for solving MIP is in fact a change of the neighbourhood during the search. Therefore, LB can be seen as a specialised variant of VNSB (or vice versa): (i) in LB the local search step is performed in the neighbourhood of the fixed size k > 1 (where k is a given parameter), instead of k=1; (ii) as a consequence of (i), backward instead of forward VNS (see [17] ) is used in the inner loop (i.e., instead of increasing neighbourhood by 1 in the intensification step, its current size, initially set at k, is reduced by half); (iii) the shaking step of VNS and the diversification step of LB differ only in the area from which a random feasible solution is chosen. In LB the area is a disk with radii 1 and
where dv is the current number of diversifications (see [6] for details), while in VNSB the disk is defined by radii k cur and k cur + k step , where k cur defines the current neighbourhood size and k step is a given parameter.
Variable neighbourhood descent (VND) is a variant of VNS in which neighbourhoods are changed deterministically. Starting from the first feasible solution, the current neighbourhood of the current incumbent solution x is completely explored and if a better solution x is found, then the whole process is iterated, starting from x as the current incumbent; otherwise, the next neighbourhood of x is explored. The whole process is iterated until a maximal number of neighbourhoods is reached, or the predefined time limit is exceeded.
Both VNSB and the approach presented within this paper use the implementation of VND with only a time limit as a stopping criterion. The pseudo-code for the VND procedure is given in Fig. 2 , where the statement y = LocalSearch(P, x) means that some local search technique is applied to the problem P , starting from x as the initial solution, with solution y as a result.
NeighbourhoodChange(x, x , k); // Change neighbourhood. 
Relaxation induced neighbourhood search
The relaxation induced neighbourhoods search (RINS for short), proposed by Danna et al. in 2005 (see [7] ), solves reduced problems at some nodes of a branchand-bound tree when performing a tree search. It is based on the observation that often an optimal solution of a 0-1 MIP and an optimal solution of its LP relaxation have some variables with the same values. Therefore, it is more likely that some variables in the incumbent integer feasible solution which have the same value as the corresponding variables in the linear relaxation solution, will have the same value in the optimal solution. Hence, it seems justifiable to fix the values of those variables and then solve the remaining subproblem, in order to obtain a 0-1 MIP feasible solution with a good objective value. On the basis of this idea, at a node of the branch-and-bound tree, the RINS heuristic performs the following procedure: (i) fix the values of the variables which are the same in the current continuous relaxation and the incumbent integral solution; (ii) set the objective cutoff to the value of the current incumbent solution; and (iii) solve the MIP subproblem on the remaining variables.
More precisely, let x 0 be the current incumbent feasible solution,x the solution of the continuous relaxation at the current node, J = {j ∈ B | x 0 j =x j }, x * the best known solution found and ε > 0 a small nonnegative real number. Then RINS solves the following reduced problem:
Since solving MIP problems optimally can be time consuming, it is desirable to avoid solving reduced problems which are very similar. For example, if the LP relaxations are very similar, adjacent nodes of the branch-and-bound tree tend to have very similar optimal solutions. Therefore, one way to meet this difficulty would be to solve reduced problems only if a new best solution x * was found during the process. Hence, with this strategy, RINS provides more diversification than local branching because the optimal LP solution potentially changes at far nodes (nodes which are far with respect to the path length from the root node of the branch-and-bound tree). Experiments have shown that the RINS heuristic thus described gives the best results if not applied to each node of the branch-and-bound tree, but with a certain frequency f >> 1 (usually f = 100). Another way to meet the possibility of taking a long computational time to find the MIP optimal solution is to limit the time for solving subproblems.
Other Approaches
Recently, a few similar approaches have emerged which follow the idea of decomposition based on successive approximations. Although some of them are problem specific, their ideas can easily be extended to solve general MIP problems.
One idea for generating and exploiting small subproblems within a successive approximations method was proposed by Glover ( [18, 19] ), but without any empirical evidence.
Hanafi and Wilbaut have introduced several enhanced versions ([10, 9, 11]) of the exact algorithm proposed by Soyster in [3] . The process consists in generating two sequences of upper and lower bounds until the optimality of the problem solution is proven. This process is used as a heuristic with a maximum number of iterations. The integration of mixed integer programming relaxations allows the lower bounds to be refined and diversifies the search. They have also suggested a new proof of the finite convergence of this algorithm. In addition, they have proposed a new two-phase heuristic algorithm which uses dominance properties to decrease the number of reduced problems to be solved exactly.
The proposed heuristics have been tested on the multidimensional knapsack problem. The results obtained on a set of available and difficult instances show the efficiency of this method.
Mitrović-Minić and Punnen have developed a very large scale variable neighbourhood search (VLSVNS) (see [12] ), based on the very large scale neighbourhood search (see [5] ) and VNS ( [16] ). This approach uses the exponential k-exchange neighbourhoods with large values for k. These very large neighbourhoods are then explored by exactly or approximately solving the sequence of subproblems. The size of each subproblem and the CPU time allowed for solving it are increased in the VNS manner. VLSVNS has been applied efficiently for solving the general assignment problem and it outperforms existing methods ( [12] ).
Variable neighbourhood decomposition search
Variable neighbourhood decomposition search (VNDS) is a two-level VNS scheme for solving optimisation problems, based upon the decomposition of the problem [20] . In general, an optimisation problem can be defined as
where f , x, X and S are the real valued objective function, feasible solution, feasible set, and solution space, respectively. Note that MIP problem defined in (1) is a special case of optimisation problem, with f (x) = c T x and S = R n . We will denote with A the set of all solution attributes (or variable indices, if set X is enumerable) and with x(J) = (x j ) j∈J the subvector associated with the set of solution attributes (or variable indices) J ⊆ A and solution x. The notion of a reduced problem, defined in (2), can be generalised for any optimisation problem P . Namely, if P is a given optimisation problem, then the reduced problem P (x 0 , J), associated with the arbitrary feasible solution x 0 and the subset of solution attributes J ⊆ A, can be defined as:
The steps of VNDS method are presented in Fig. 3 , where the statement y = LocalSearch(P, x, t) means that a local search technique is applied to the problem P , starting from x as the initial solution, with a given running time limit t and with solution y as a result.
NeighbourhoodChange(x, x , k); Input parameters for the VNDS algorithm are the optimisation problem P , the initial solution x, minimal number k min of neighbourhoods to be explored, maximal number k max of neighbourhoods to be explored, maximal running time allowed t max , time allowed for the inner local search procedure t sub and time allowed for the VND procedure t vnd .
At each iteration, VNDS chooses randomly a subset of indices J k ⊆ A with cardinality k. Then a local search is applied to the subproblem P (x, J k ), where variables with indices from J k are fixed to values of the current incumbent solution x. The local search starts from the current solution x(J k ), where J k = A \ J k , to obtain the final solution x and it operates only on subvector x(J k ) (i.e., on the free variables indexed by J k ). If an improvement occurs, we perform a local search on the complete solution, starting from x . The local search applied at this stage is usually some other VNS scheme. Since our experiments have shown that the basic VNS method can be very time consuming, we found it more effective to apply the VND procedure at this step.
In recent years, similar decomposition strategies for solving MIP problems have been proposed (see for instance [19] or [11] ).
Algorithm of VNDS for 0-1 MIP Problems
In this section we propose a new variant of VNDS for solving 0-1 MIP problems, called VNDS-MIP. This method combines a linear programming (LP) solver, MIP solver and VNS based MIP solving method VND-MIP in order to efficiently solve a given 0-1 MIP problem. The pseudo-code for VNDS for the 0-1 MIP, called VNDS-MIP, is given in Fig. 4 . Input parameters for the VNDS-MIP algorithm are instance P of 0 − 1 MIP problem, parameter d, which defines the value of variable k step , i.e., defines the number of variables to be released (set free) in each iteration of the algorithm, the maximum running time allowed t max , time t sub allowed for solving subproblems, time t vnd allowed for the VND-MIP procedure, time t mip allowed for call to the MIP solver within the VND-MIP procedure and maximum size rhs max of neighbourhood to be explored within the VND-MIP procedure. Throughout the pseudo-code, the calls to the general MIP solver are denoted as x = MIPSOLVE(P , t, x), meaning that the solver is called for the problem instance P , with the solving time limit t and starting solution supplied x, where x designates the best solution found.
At the beginning of the algorithm, we first solve the LP-relaxation of the original problem P to obtain an optimal solution x and we generate an initial feasible solution x. The value of the objective function c T x provides a lower bound on the optimal value ν(P ) of P . Note that, if the optimal solution x is integer feasible for P , we stop and return x as an optimal solution for P . At each iteration of the VNDS procedure, we compute the distances δ j =| x j − x j | from the current incumbent solution values (x j ) j∈B to their corresponding LP-relaxation solution values (x j ) j∈B and index the variables
Then we solve the subproblem P (x, {1, . . . , k}) obtained from the original problem P , where the first k variables are fixed to their values in the current incumbent solution x. If an improvement occurs, VND is performed over the whole search space and the process is repeated. If not, the number of fixed variables in the current subproblem is decreased. Note that by fixing only the variables whose distance values are equal to zero, i.e., setting k = max{j ∈ B | δ j = 0}, RINS scheme is obtained.
In the remainder of this section, we describe the VND-MIP procedure which is used as a local search method within the VNDS-MIP. Input parameters for the VND-MIP algorithm are instance P of the 0−1 MIP problem, total running time allowed t vnd , time t mip allowed for the MIP solver, maximum size rhs max of the neighbourhood to be explored, and starting solution x . The output is new solution obtained. The VND-MIP pseudo-code is given in Fig. 5 .
At each iteration of VND-MIP algorithm, the pseudo-cut δ(B, x , x) ≤ rhs, with the current value of rhs is added to the current problem (line 4). Then the CPLEX solver is called to obtain the next solution x (line 5), starting from the solution x and within a given time limit. Thus, the search space for the MIP solver is reduced, and a solution is expected to be found (or the problem is expected to be proven infeasible) in a much shorter time than the time needed for the original problem without the pseudo-cut, as has been experimentally shown in [6] and [8] . The following steps depend on the status of the CPLEX solver. If an optimal or feasible solution is found (lines 7 and 10), it becomes a new incumbent and the search continues from its first neighbourhood (rhs = 1, lines 9 and 12). If the subproblem is solved exactly, i.e., optimality (line 7) or infeasibility (line 13) is proven, we do not consider the current neighbourhood in further solution space exploration, so the current pseudo-cut is reversed into the complementary one (δ(B, x , x) ≥ rhs + 1, lines 8 and 14). However, if a feasible solution is found but has not been proven optimal, the last pseudocut is replaced with δ(B, x , x) ≥ 1 (line 11), in order to avoid returning to this same solution again during the search process. In case of infeasibility (line 13), neighbourhood size is increased by one (rhs = rhs + 1, line 15). Finally, if the solver fails to find a feasible solution and also to prove the infeasibility of the current problem (line 16), the VND-MIP algorithm is terminated (line 17). The VND-MIP algorithm also terminates whenever the stopping criteria are met, i.e., the running time limit is reached or the maximum size of the neighbourhood is exceeded. Hence, in our algorithm we combine two approaches: hard variable fixing in the main scheme and soft variable fixing in the local search. In this way we manage to outperform state-of-the-art heuristics for difficult MIP models, as we will show in the next section which discusses the computational results.
VND-MIP(P,

Computational Results
In this section we present the computational results for our algorithm. All results reported in this section are obtained on a computer with a 2.4GHz Intel Core 2 Duo E6600 processor and 4GB RAM, using general purpose MIP solver CPLEX 10.1. Algorithms were implemented in C++ and compiled within Microsoft Visual Studio 2005.
Methods compared. The VNDS is compared with the four other recent MIP solution methods: Variable Neighbourhood Search Branching (VNSB) [8] , local branching (LB) [6] , relaxation induced neighbourhood search (RINS) [7] and the CPLEX MIP solver (with all default options but without RINS heuristic). The VNSB and the LB use CPLEX MIP solver as a black box. The RINS heuristic is directly incorporated within a CPLEX branch-and-cut tree search algorithm. It should be noted that the objective function values for LB, VNSB and RINS reported here are sometimes different from those given in the original papers. The reasons for this are the use of a different version of CPLEX and the use of a different computer.
Test bed. The 29 test instances which we consider here for comparison purposes are the same as those previously used for testing performances of LB and VNSB (see [6] , [8] ) and most of the instances used for testing RINS (see [7] ). The characteristics of this test bed are given in Tab. 1: the number of constraints is given in column one, the total number of variables is given in column two, column three indicates the number of binary variables, and column four indicates the best known published objective value so far.
Since we wanted to clearly show the differences between all the techniques, we decided to divide the models into four groups, according to the gap between the best and the worst solution obtained using the five methods. Problems are defined as very small-spread, small-spread, medium-spread, and large-spread if the gap mentioned is less than 1%, between 1% and 10%, between 10% and 100% and larger than 100%, respectively. A similar way of grouping the test instances was first presented in Danna et al. [7] , where the problems were divided into three sets. We use this way of grouping the problems mainly for the graphical representation of our results.
( Table 1 comes here.) CPLEX parameters. As mentioned earlier, the CPLEX MIP solver is used in each method compared. We now give a more detailed explanation of the way in which we use its parameters. For LB, VNSB and VNDS, we choose to set the CPX PARAM MIP EMPHASIS to FEASIBILITY for the first feasible solution, and then change to the default BALANCED option after the first feasible solution has been found. Furthermore, for all instances except for van, we turn off all heuristics for finding the first feasible solution, i.e., both parameters CPX PARAM HEUR FREQ and CPX PARAM RINS HEUR are set to −1. We do this because we have empirically observed that the use of heuristic within CPLEX slows down the search process, without improving the quality of the final solution.
After the first feasible solution has been found, we set the local heuristics frequency (parameter CPX PARAM HEUR FREQ) to 100. For the instance van, the first feasible solution cannot be found in this way within the given time limit, due to its numerical instability. So, for this instance, we set both parameters CPX PARAM HEUR FREQ and CPX PARAM RINS HEUR to 100 in order to obtain the first feasible solution, and after this we turn off the RINS heuristic.
Termination. All methods were run for 5 hours (t max = 18, 000 seconds), the same length of time as in the papers about Local Branching ( [6] ) and VNSB ( [8] ). An exception is the NSR8K, which is the largest instance in the test bed. Due to the long time required for the first feasible solution to be attained (more than 13,000 seconds), we decided to allow 15 hours for solving this problem (t max = 54, 000).
VNDS Implementation. In order to evaluate the performance of the algorithm and its sensitivity to the parameter values, we tried out different parameter settings. As our aim was to make the algorithm user-friendly, we tried to reduce the number of parameters. In addition, we tried to use the same values of parameters for testing most of the test instances. As the result of our preliminary testing, we obtained two variants of VNDS for MIP which differ only in the set of parameters used for the inner VND subroutine. Moreover, we found an automatic rule for switching between these two variants. The details are given below.
VNDS with the first VND version (VNDS1).
In the first version, we do not restrict the size of the neighbourhoods, nor the time for the MIP solver (apart from the overall time limit for the whole VND procedure). In this version the number of parameters is minimised (following the main idea of VNS that there should be as few parameters as possible). Namely, we set t mip = ∞ and rhs max = ∞, leaving the input problem P , the total time allowed t vnd and the initial solution x as the only input parameters. This allowed four input parameters for the whole VNDS algorithm (apart from the input problem P ): d, t max , t sub and t vnd . We set d = 10 in all cases 1 , total running time allowed t max as stated above, t sub = 1200s and t vnd = 900s for all models except NSR8K, for which we put t sub = 3600s and t vnd = 2100s.
VNDS with the second VND version (VNDS2).
In the second version of the VND procedure, we aim to reduce the search space and thereby hasten the solution process. Therefore, we limit the maximal size of neighbourhood that can be explored, as well as the time allowed for the MIP solver. Values for the parameters d and t max are the same as in the first variant, and the other settings are as follows: rhs max = 5 for all instances, t sub = t vnd = 1200s for all instances except NSR8K, t sub = t vnd = 3600s for NSR8K, and t mip = t vnd /d (i.e. t mip = 360s for NSR8K and t mip = 120s for all other instances). Thus, the number of parameters for this second variant of VNDS is again limited to four (not including the input problem P ): d, t max , t vnd and rhs max .
Problems classification. The local search step in VNDS1 is obviously more computationally extensive and usually more time-consuming, since there are no limitations regarding the neighbourhood size and time allowed for the call to CPLEX solver. Therefore we expected VNDS2 to be more successful with problems requiring more computational effort to be solved. For the less demanding problems, however, it seems more probable that the given time limit will allow the first variant of VND to achieve greater improvement.
To formally distinguish between these types of problems, we say that the MIP model P is computationally demanding with respect to time limit T , if the time needed for the default CPLEX MIP optimiser to solve it is greater than 2T /3, where T is the maximum time allowed for a call to the CPLEX MIP optimiser. We say that MIP model P is computationally non-demanding with respect to the time limit T , if it is not computationally demanding with respect to T . Since the time limit for all problems in our test bed is already given, we will refer to computationally demanding problems with respect to 5 hours (or 15 hours for the NSR8K instance) as demanding problems. Similarly, we will refer to computationally non-demanding problems with respect to 5 hours as non-demanding problems.
As the step of our final method, we choose to apply VNDS1 to non-demanding problems and VNDS2 to demanding problems. Since this selection method requires solving each instance by the CPLEX MIP solver first, it can be very time consuming. Therefore, it would be better to apply another method, based solely on the characteristics of the instances. However, the complexity of such a method would be beyond the scope of this paper, so we decided to present the results obtained with the criterion described above. In Fig. 6 we give the average performance of the two variants VNDS1 and VNDS2 over the problems in the test bed (large-spread instances are not included in this plot 2 ). As predicted, it is clear that in the early stage of the solution process, heuristic VNDS2 improves faster. However, due to the longer time allowed for solving subproblems, VNDS1 improves its average performance later. This pattern of behaviour is even more evident in Fig. 7 , where we presented the average gap change over time for demanding problems. However, from Fig. 8 , it is clear that a local search in VNDS1 is more effective within a given time limit for non-demanding problems. Even more, Fig. 8 suggests that the time limit for non-demanding problems can be reduced.
( Figures 6-8 come here.)
In Tab. 2, for each of the two variants VNDS1 and VNDS2 we present the time needed until the finally best found solution is reached. The better of the two values for each problem is bolded. As expected, the average time perfor-mance of VNDS2 is better, due to the less extensive local search.
( Table 2 comes here.)
In Tab. 3 we present VNDS1 and VNDS2 objective values and CPLEX running time for reaching the final solution for all instances in the test bed. The results for demanding problems, i.e., rows where CPLEX time is greater than 12,000 seconds (36,000 seconds for NSR8K instance), are typewritten in italic font, and the better of the two objective values is further bolded. The value selected according to our automatic rule is marked with an asterisk.
( Table 3 comes here.)
From the results shown in Tab. 3, we can see that by applying our automatic rule for selecting one of the two parameters settings, we choose the better of the two variants in 24 out of 29 cases (i.e., in 83% of cases). This further justifies our classification of problems and the automatic rule for selection between VNDS1 and VNDS2. With respect to running time, we chose the better of the two variants in 15 out of 29 cases.
Comparison. In Tab. 4 we present the objective function values for the methods tested. Here we report the values obtained with one of the two parameters settings selected according to our automatic rule (see above explanation). For each instance, the best of the five values obtained in our experiments is bolded, and the values which are better than the currently best known are marked with an asterisk.
( Table 4 comes here.)
It is worth mentioning here that most of the best known published results originate from the paper introducing the RINS heuristic [7] . However, these values were not obtained by pure RINS algorithm, but with hybrids which combine RINS with other heuristics (such as local branching, genetic algorithm, guided dives, etc.). In this paper, however, we evaluate the performance of the pure RINS algorithm, rather than different RINS hybrids. It appears that: (i) With our VNDS based heuristic we obtained better objective values than the best published so far, for as many as eight test instances out of 29 (markshare1, markshare2, van, biella1, UMTS, nsrand ipx, a1c1s1 and sp97ar). VNSB improved the best known result in three cases (markshare1, glass4 and sp97ic), and local branching and RINS obtained it for one instance (NSR8K and a1c1s1, respectively); CPLEX alone did not improve any of the best known objective values.
(ii) With our VNDS based heuristic we were able to reach the best result among all the five methods in 16 out of 29 cases, whereas the RINS heuristic obtained the best result in 12 cases, VNS branching in 10 cases, CPLEX alone in 6 and local branching in 2 cases.
In Tab. 5, the values of relative gap in % are provided. The gap is computed
where f best is the better value of the following two: the best known published value, and the best among the five results we have obtained in our experiments. The table shows that our algorithm outperforms on average all other methods; it has a percentage gap of only 0.654%, whereas the default CPLEX has a gap of 32.052%, pure RINS of 20.173%, local branching of 14.807%, and VNS branching of 3.120%.
( Table 5 comes here.)
In Fig. 9 we show how the relative gap changes with time for instance biella1. We selected biella1 since it is a small spread instance, where the final gap values of different methods are very similar. (Figure 9 comes here.)
In Fig. 10-13 we graphically display the gaps for all the methods tested. Figures 10-13 show that the large relative gap values in most cases occur because the objective function value achieved by the VNDS algorithm is smaller than that of the other methods.
( Figures 10-13 come here.) Finally, for all the methods we display the computational time spent until the solution process is finished (see Tab. 6). In computing the average time performance, instance NSR8K was not taken into account, since the time allowed for solving this model was 15 hours, as opposed to 5 hours for all other models. The results show that LB has the best time performance, with an average running time of nearly 6,000 seconds. VNDS is the second best method regarding the computational time, with an average running time of approximately 7,000 seconds. As regards the other methods, VNSB takes more than 8,000 seconds on average, whereas both CPLEX and RINS take more than 11,000 seconds.
( Table 6 comes here.) The values in Tab. 6 are averages obtained in 10 runs. All the actual values for a particular instance are within the ±5% of the value presented for that instance. Due to the consistency of the CPLEX solver, the objective value (if there is one) obtained starting from a given solution and within a given time limit is always the same. Therefore, the values in Tab. 4-5 are exact (standard deviation over the 10 runs is 0).
Statistical analysis. It is well known that average values are susceptible to outliers, i.e., it is possible that exceptional performance (either very good or very bad) in a few instances influences the overall performance of the algorithm observed. Therefore, comparison between the algorithms based only on the averages (either of the objective function values or of the running times) does not necessarily have to be valid. This is why we have carried out statistical tests to confirm the significance of differences between the performances of the algorithms. Since we cannot make any assumptions about the distribution of the experimental results, we apply a non-parametric (distribution-free) Friedman test [21] , followed by the Bonferroni-Dunn [22] post hoc test, as suggested in [23] .
Given algorithms and N data sets, the Friedman test ranks the performances of algorithms for each data set (in case of equal performance, average ranks are assigned) and tests if the measured average ranks
as the rank of the jth algorithm on the ith data set) are significantly different from the mean rank. The statistic used is
which follows a χ 2 distribution with −1 degrees of freedom. Since this statistic proved to be conservative [24] , a more powerful version of the Friedman test was developed [24] , with the following statistic:
which is distributed according to the Fischer's F -distribution with − 1 and ( − 1)(N − 1) degrees of freedom. For more details, see [23] . In order to perform the Friedman test, we first rank all the algorithms according to the objective function values (see Tab. 7) and running times (see Tab. 8). Average ranks by themselves provide a fair comparison of the algorithms. Regarding the solution quality, the average ranks of the algorithms over the 29 data sets are 2.43 for VNDS, 2.67 for RINS, 3.02 for VNSB, 3.43 for LB and 3.45 for CPLEX (Tab. 7). Regarding the running times, the average ranks are 2.28 for LB, 2.74 for VNDS, 2.78 for VNSB, 3.52 for RINS, and 3.69 for CPLEX (Tab. 8). These results confirm the conclusions which we draw from observing the average values: that VNDS is the best choice among the five methods regarding the solution quality and the second best choice, after LB, regarding the computational time. However, according to the average rankings, the second best method regarding the solution quality is RINS, followed by VNSB, LB and CPLEX, in turn. Regarding the computational time, the ordering of the methods by average ranks is the same as by average values.
( Tables 7-8 come here.) In order to statistically analyse the difference between the ranks computed, we calculate the value of the F F statistic for = 5 algorithms and N = 29 data sets. This value is 2.49 for the objective value rankings and 4.50 for the computational time rankings. Both values are greater than the critical value 2.45 of the F -distribution with ( − 1, ( − 1)(N − 1)) = (4, 112) degrees of freedom at the probability level 0.05. Therefore, the null hypothesis that ranks do not significantly differ is rejected. Thus, we conclude that there is a significant difference between the performances of the algorithms, both regarding solution quality and computational time.
Since the equivalence of the algorithms is rejected, we proceed with the post hoc test. The most common post hoc tests used after the Friedman test are the Nemenyi test [25] , for pairwise comparisons of all the algorithms, or the Bonferroni-Dunn test [22] when one algorithm of interest (the control algorithm) is compared with all the other algorithms (see [23] ). In the special case of comparing the control algorithm with all the others, the Bonferroni-Dunn test is more powerful than the Nemenyi test (see [23] ), so we decided to use Bonferroni-Dunn test as the post-hoc test with VNDS as the control algorithm. According to the Bonferroni-Dunn test, the performance of two algorithms is significantly different if the corresponding average ranks differ by at least the critical difference
where q α is the critical value at the probability level α that can be obtained from the corresponding statistical table. For = 5, we get q 0.05 = 2.498 and q 0.10 = 2.241 (see [23] ), so CD = 1.037 for α = 0.05 and CD = 0.931 for α = 0.10. Regarding the solution quality, from Tab. 9 we can see that, at the probability level 0.10, VNDS is significantly better than LB and CPLEX, since the corresponding average ranks differ by more than CD = 0.931. At the probability level 0.05, post hoc test is not powerful enough to detect any differences. Regarding the computational time, from Tab. 10, we can see that, at the probability level 0.10, VNDS is significantly better than CPLEX, since the corresponding average ranks differ by more than CD = 0.931. Again, at the probability level 0.05, the post hoc test could not detect any differences. For the graphical display of average rank values in relation to the Bonferroni-Dunn critical difference from the average rank of VNDS as the control algorithm, see 
Conclusion
In this paper we propose a new approach for solving binary mixed integer programming (MIP) problems. Our method combines hard and soft variable fixing: hard fixing is based on the variable neighborhood decomposition search (VNDS) framework, whereas soft fixing introduces pseudo-cuts as in local branching [6] according to the rules of the variable neighbourhood descent (VND) scheme [8] . In this way we obtain a two-level VNS scheme known as a VNDS heuristic. Moreover, we found a new way to classify instances within a given test bed. We say that a particular instance is either computationally demanding or non-demanding, depending on the CPU time needed for the default CPLEX optimiser to solve it. Our selection of the particular set of parameters is based on this classification. The VNDS proposed proves to perform well when compared with the state-of-the-art 0-1 MIP solution methods. More precisely, for our solution quality measures we consider several criteria: average percentage gap, average rank according to objective values and the number of times that the method managed to improve the best known published objective. Our experiments show that VNDS proves to be the best in all the aspects stated. In addition, VNDS appears to be the second best method (after LB) regarding the computational time, according to both average computational time and average time performance rank. By performing a Friedman test on our experimental results, we have proven that a significant difference does indeed exist between the algorithms.
Finally, we conclude this work with a few remarks about possible future work. First, our current incumbent updates are based only on the upper bound estimates. Therefore one would expect to speed up the search process by incorporating the lower bound updates in addition. This can be done for example by introducing new constraints when generating subproblems [11] . Second, as our method is presented as a stand-alone heuristic, i.e., is performed only at the root node of the CPLEX branch-and-bound tree, integrating this method with the branch-and-bound search (allowing it to be performed at each node of the tree) might lead to an even more successful strategy. It is also possible, finally, that this approach may be extended for solving general MIP problems. Table 10 : Running time average rank differences from the average rank of the control algorithm VNDS.
