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We introduce the notion of a reduced incidence coalgebra of a family of locally 
finite partially ordered sets and describe how bialgebras and Hopf algebras arise as 
such coalgebras. In the case when a reduced incidence coalgebra is a Hopf algebra, 
we give explicit recursive and closed formulas for the antipode, each of which 
generalizes a corresponding formula from the theory of Mobius functions. We give 
applications to the inversion of ordinary formal power series and inversion of 
Dirichlet series. We also formulate the classical Lagrange inversion formula as a 
combinatorial formula for the antipode of a Hopf algebra arising from the family of 
finite partition lattices. 0 1987 Academic Press, Inc. 
INTRODUCTION 
The theory of incidence algebras and reduced incidence algebras of par- 
tially ordered sets provides a comprehensive formal framework for the 
study of generating functions arising in enumeration theory. Not only can 
one obtain all the classical examples of generating functions (ordinary, 
exponential, Dirichlet and Eulerian, etc.) as reduced incidence algebras, but 
one is also given a systematic technique for setting up algebras of 
generating functions, or generalized formal power series, which are 
appropriate for given specific classes of enumeration problems. 
It was pointed out by Goldman and Rota [6] and later by Joni and 
Rota [7] that incidence and reduced incidence coalgebras of partially 
ordered sets are much more basic objects than their duals, the incidence 
and reduced incidence algebras; this is due to the fact that underlying com- 
binatorial structures can be immediately cast in coalgebraic terms. The 
combinatorial content of identities in incidence algebras often becomes 
apparent as soon as they are translated into dual, coalgebraic form. 
* The author’s Doctoral dissertation, Massachusetts Institute of Technology, Department 
of Mathematics, 1986. The author would like to thank his thesis supervisor, Professor Gian- 
Carlo Rota, for providing the inspiration for this work. 
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It was also recognized in [7] that certain reduced incidence coalgebras 
are endowed with compatible algebra structures, in the sense that they are 
actually bialgebras; and certain semigroups of generating functions could 
be obtained as the semigroups of multiplicative functions on these 
bialgebras. It was shown by Doubilet [3] that one such bialgebra, arising 
from an infinite lattice of partitions, actually could be embedded in a Hopf 
algebra. This embedding, however, was done in a purely algebraic manner, 
and the resulting Hopf algebra was not given a combinatorial inter- 
pretation as an incidence coalgebra. 
In the present work we provide a formal setting in which one can always 
obtain generating functions as semigroups of multiplicative functions on 
incidence bialgebras. The subgroups of those generating functions con- 
sisting of invertible elements are then given as groups of multiplicative 
functions on corresponding Hopf algebras. We then have the necessary 
structure, namely the antipode of the Hopf algebra, in order to calculate 
the inverse of a given generating function in a purely combinatorial 
manner. 
After introducing some basic definitions and results from the theory of 
Hopf algebras, we begin in Section I by giving an order-theoretic definition 
of an order compatible equivalence relation and proving its equivalence 
with the older, less intuitive, definition of order compatibility (see 
[4,7,9]). We then define the reduced incidence coalgebra of a family of 
locally finite partially ordered sets modulo an order compatible equivalence 
relation. Then we describe which semigroup structures on the set of 
equivalence classes, or types, of segments induce a multiplication which 
makes the reduced incidence coalgebra into a bialgebra. 
In the second section we provide a simple answer to the question of 
when the standard reduced incidence coalgebra (i.e., reduced modulo the 
isomorphism relation) of a family of partially ordered sets is a bialgebra. 
This question was raised by Joni and Rota [7], who proved that for 
certain classes of matroids one obtains bialgebras as standard reduced 
incidence coalgebras. Our answer is very general; in fact, it turns out that 
none of the special properties of matroids are relevant to this question. 
In Section III we give a combinatorial method for embedding a reduced 
incidence coalgebra into an incidence bialgebra, and show how, by this 
procedure, one can always obtain generating functions as semigroups of 
multiplicative functions on bialgebras. 
In the fourth section we characterize those incidence bialgebras which 
are actually Hopf algebras and give an explicit recursive formula for the 
antipode of such a Hopf algebra. After showing how incidence bialgebras 
can be embedded in incidence Hopf algebras by a combinatorial construc- 
tion, we arrive at our main result in section VI: a closed formula for the 
antipode of a Hopf algebra which is a reduced incidence coalgebra. This 
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formula, given as an alternating sum over chains in a segment, bears a 
striking resemblance to Phillip Hall’s formula for the Mobius function of a 
poset. 
In the final section we give a purely combinatorial formulation of the 
classical Lagrange formula for the compositional inverse of a formal power 
series. This is done by interpreting the Lagrange formula as a formula for 
the antipode of a Hopf algebra arising from the family of all finite partition 
lattices. 
The analogy between the theory of Mobius functions (see [S]) and the 
theory of antipodes developed thus far is so compelling that we believe it is 
inevitable that more refined formulas for antipodes will be found, each 
having Mobius-theoretic analogues; and classical Lagrange inversion will 
follow as a special case of one (or more) of these formulas when applied to 
finite partition lattices. 
0. BACKGROUND AND TERMINOLOGY 
If P is a partially ordered set (poset) and x < y in P then the segment 
[x, JJ] is the poset consisting of all z in P such that x < z <y, with the 
ordering relation inherited from P. If Q is a segment then the unique 
minimal element of Q will be denoted by 0 and the unique maximal 
element by ‘i. A poset is said to be locally finite if every segment contained 
in it is finite. All posets considered in this work will be assumed locally 
finite. 
A coalgebra is a triple (C, A, a) with C a K-vector space (where K is some 
fixed field of characteristic 0), A: C -+ C@ C a map called the 
diagonalization, and E: C -+ K a map called the counit, where A and E satisfy 
the commutative diagrams 
c --J---b CQC 
A 
1 I 
A01 
COCW CQCQC 
and 
(coassociativity) 
(counitary property). 
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We will usually write “the coalgebra C instead of “the coalgebra 
(C, A, E).” 
A subcoalgebra of a coalgebra C is a subspace W such that 
A(W) c W@ W. A coideal of C is a subspace J such that A(J) c JO C + 
CO J and E(J) = 0. A coaZgebra map from (C, A, E) to (C’, A’, E’) is a linear 
map f: C 3 C’ satisfying the commutative diagrams 
C I” ) C’ 
A 
I I 
A’ 
03C~ c’ @ C’ 
and 
THEOREM 0.1. Let C be a coalgebra, J a coideal and TC: C -+ C/J the 
natural linear map onto the quotient vector space. Then 
(a) C/J has a unique coalgebra structure such that n is a coalgebra 
map, 
(b) iff: C -+ D is any coalgebra map then Ker f is a coideal, and 
(c) if JC Ker f thert there is a unique coalgebra map f such that 
C f *D 
is commutative. 
A space B which is simultaneously an algebra and a coalgebra is said to 
be a bialgebra if A and E are algebra maps. If C is a coalgebra and A is an 
algebra with multiplication 1~~: A @ A -+ A then we give Hom(C, A) an 
algebra structure by defining the product or convolution f iic g off and g by 
f* g=p.siO(f Og)oA. @.2l 
The unit of this algebra is UE, when u is the unit of A. The dual algebra 
C* of a coalgebra C is the algebra Hom(C, K). 
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PROPOSITION 0.3. If B is a bialgebra and A is a commutative algebra 
then the set of algebra maps Alg(B, A) in Hom(C, A) is closed under con- 
volution, and thus forms a (convolution) semigroup. 
DEFINITION 0.4. If H is a bialgebra and there exists a two-sided 
(necessarily unique) convolution inverse S for the identity map I: H-P H in 
the algebra Hom(H, H), then S is called an antipode of H. A bialgebra that 
has an antipode is a Hopf algebra. 
PROPOSITION 0.5. Let H be a Hopf algebra and A be a commutative 
algebra. Then the set of algebra maps Alg(H, A) is a convolution subgroup of 
Hom(H, A) and if R EA~~(H, A) then the convolution inverse R-’ of R is 
given by 
R-l=RoS, 
where S is the antipode of H and 0 denotes functional composition. 
The reader is referred to [12] for proofs and further study of bi-, co-, 
and Hopf algebras. 
1. INCIDENCE COALGEBRAS 
Let 9 be a family of locally finite partially ordered sets. We begin by 
considering certain equivalence relations on the collection Seg(S) of all 
segments of posets in 9. It should be emphasized that two segments from 
different posets in &’ may be related by such an equivalence relation. We 
will only be considering relations under which the resulting collection of 
equivalence classes actually forms a set. 
DEFINITION 1.1. An equivalence relation N on Seg(B) is order com- 
patibZe if whenever [x, y] N [u, v] there exists a bijection 4, depending in 
general on [IX, y], of [x, y] onto [u, v] such that for all z E [x, y], 
[Ix, ZIN Cd(x), &>I 
and 
One of the most obvious examples of an order compatible relation is 
isomorphism. That is, set [x, y] N [u, v] if and only if [x, y] and [u, v] 
are isomorphic as posets. It is tempting to conjecture that isomorphism is 
the strongest possible order compatible relation and even perhaps that the 
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map (6 above must be an isomorphism of posets. The following example 
indicates that this is not the case. 
EXAMPLE 1.2. Take 9 = {Pi, P2}, where P, and P, have the Hasse 
diagrams depicted in Fig. 1. 
Set [x,~] - [u, V] whenever [x,y] and [u, V] are isomorphic or 
whenever [x, ~1 = PI and [u, V] = Pz. Then - is order compatible, while 
P, and P2 are nonisomorphic, related segments. 
If 9 is a family of posets (always tacitly assumed to be locally finite) 
with order compatible relation - on Seg(PP) we will call the nonempty 
equivalence classes of Seg(Y)/- types and the set of types will be denoted 
by P:, . If Q is in Seg(B) then the type, or chss, of Q will be denoted by 
cl(Q). Also, if c E Q then we define types o - and G + in 9- by 
a- = cl( [O, a] ) 
and 
a+ = cl([a, 11). 
a- and a+ will be referred to as the type below a and the type above a, 
respectively. 
We now define the reduced incidence coalgebra C(9*) of the family 9’ 
module the equivalence relation - to be the free vector space spanned by 
the indeterminates X’“, where IX E 9: ; with diagonalization d and counit E 
given by 
d(X”)= c xg-@xa+, (1.3) 
UEP 
where cl(P) = tl, and 
1 
&(Xa) = 
if CI consists of one-point segments, 
0 otherwise. (1.4) 
FIGURE 1 
582a/4512-8 
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Note that A is well defined by (1.3) if and only if N is an order com- 
patible relation. E obviously satisfies the counitary property (Z@E) 0 A = 
(E 0 I) o A = Z, where I: C(P- ) -+ C(P- ) is the identity map. To see that A is 
coassociative we note that both (A @Z) od(x”) and (Z@ d)od(X”) are 
equal to 
Hence ( C(L??~ ), A, E) is a coalgebra. 
When - is the isomorphism relation then C(P-) will be called the stan- 
dard reduced incidence coalgebra of 8. If Seg(9) is actually a set and - is 
the trivial relation (i.e., every segment is only related to itself) then we write 
C(P) instead of C(P- ) and this is called the full of unreduced incidence 
coalgebra of 8. 
In the case that 9 consists of a single poset P the dual, convolution 
algebra C*(P) is precisely the incidence algebra Z(P) of P, and the algebra 
C*(P-) is the reduced incidence algebra R(P, -) of P modulo - (see 
Doubilet et al. [4]). Otherwise, the algebra C*(9-) gives us a simple 
notion of a reduced incidence algebra for a family of posets, whose con- 
struction is more direct than that of the large incidence algebras introduced 
in [4]. 
Now suppose 9 is a family of posets with full incidence coalgebra C(9). 
If - is an equivalence relation on Seg(9) let J, be the linear subspace of 
C(P) which is spanned by all elements of the form Xp - XQ, where P - Q 
in Seg(9). The order compatible relations on Seg(.Y) are characterized by 
the following proposition. 
PROPOSITION 1.5. The equivalence relation - is order compatible if and 
only if the subspace J, is a coideal of C(Y), in which case the reduced 
incidence coalgebra iI’ is the quotient coalgebra C(B)/J, . 
ProojI First note that C(P-) and C(.Y)/J, are identical as vector 
spaces, and let n: C(9) -P C(P-) be the natural projection. If N is order 
compatible then C(P-) becomes a coalgebra with diagonalization A’ and 
augmentation E’ given by 
d’(xa) = c x0- @A----‘, (1.6) 
a.EP 
where cl(P) = CI and 
1 
E’(F) = 
if CI consists of one-point segments, 
0 otherwise. 
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This can be rewritten as A’ 0 K = 7t @ rc 0 A and E’ 0 z = E, in other words 7c 
is a coalgebra map. Since n has kernel J-, it follows that J, is a coideal. 
Conversely, if J- is a coideal then A’, E’ above give C(P-) the unique 
coalgebra structure such that 7t: C(P) -+ C(Y-) is a coalgebra map. In par- 
ticular, A’ is well-defined by (1.6); therefore - is an order compatible 
relation. ! 
In most examples of reduced incidence coalgebras C(P-) which are of 
combinatorial interest, the family 9 consists of posets P where each P is a 
set of combinatorial structures (e.g., subsets, partitions, graphs, etc.) on 
some underlying set 5’. Often a binary operation 0 can be defined on 9 as 
follows: if P and Q are posets of structures on sets S and T, respectively, 
then P @ Q is the set of structures on the union S u T. Quite frequently this 
operation will respect the order compatible relation - and thus yield a 
well-defined, associative, binary operation + on the set of types @-. This 
motivates 
DEFINITION 1.7. If the set of types P- is a semigroup with binary 
operation +, then the induced algebra structure on C(9-) is given by 
setting 
for a, b in P-. 
We now describe exactly when a semigroup of types P- with order com- 
patible relation - is such that the reduced incidence coalgebra C(P) 
becomes a bialgebra with the induced algebra structure. 
PROPOSITION 1.9. Let 9 be a family of pasets with order compatible 
relation - ; and suppose the set of types 9- is a semigroup with binary 
operation +. Then C(.9’-) becomes a bialgebra with the induced algebra 
structure tf and only if whenever CI = a, c a2 in 9’+. , and we choose represen- 
tatives P E u, PI E CI~, and P, E a2 then there exists a bijection 4, depending in 
general on P, and P,, from the set P, x P, onto P such that for all (ot, 02) 
in PlxP2, 
and (1.10) 
qqo.1, oJ+ = alf + 0;. 
Proof Suppose the hypotheses are true. We must then show that 
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d(X”‘Yz) =d(x”‘) d(XR2) and .s(Xa1Xor2) = .s((;r*‘) s(;Ya2) for all a,, a2 in 
Y-. If M = ~1~ + a2 and we choose P of type a then 
Now choose representatives P, E a1 and P, E a2 and let 4: PI x P2 -+ P be 
a bijection satisfying (1.10). The above sum can then be written 
The identity &(XalXa2) = s(J?) .s(Xa2) is trivial. Conversely, suppose 
C(g,) is a bialgebra with the induced algebra structure. Then d(X’)= 
d(Xal) d(Xa2) for a = a1 + aI and if we choose P, P,, and P2 of types a, a,, 
and a2, respectively, this implies 
The equality of these two sums of basis elements of C(Y-) Q C(p*) can 
only hold if a bijection 4: P, x P, -+ P satisfying (1.10) exists. 1 
When a semigroup of types .?Y’- satisfies the hypotheses of Proposition 
1.9, we will say that L??- has an order compatible semigroup structure. 
EXAMPLE 1.11 (The Faa di Bruno bialgebra). Let 17(S) denote the set 
of partitions of a finite set S. If we order the elements of n(S) by 
refinement (i.e., n < z in n(S) if and only if every block of rc is contained in 
a block of r) then A!(S) becomes a lattice. To each interval [7t, z] in 17(S) 
we associate a vector a = (a,, al,...), w h ere ai is equal to the number of 
blocks of z which are unions of exactly i blocks of rc. 
Now let 9 be the family of all lattices of partitions of finite sets. We 
define an equivalence relation - on Seg(B) by setting [n-, A] - [n, 2-J if 
and only if the associated vectors of these two segments are the same. This 
is an order compatible equivalence relation on 8. The types in g-. are vec- 
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tors a = (a,, CQ,...) o non-negative integers with finitely many non-zero f 
entries. There is an (associative) addition of types given by 
a + P = (a, + Bl, cI2 + 82Y.) 
for c1= (a,, CQ ,...) and fi = (PI, fiZ ,...) in Y-. Now suppose a=al +cl, in 
P-. Choose representatives [[rc, z] E tl, [nl, z,] E al, and [x2, ZJ E CQ. 
Then z 1 u r2 partitions the set of blocks 7~~ u q, and since a = CI~ + a2, we 
can choose a bijection 40 from the set nI u 7r2 onto the set 7~ which maps 
blocks of z1 u 22 onto blocks of z. cp naturally induces a mapping @ 
from [n,, zI] x [7t2, ZJ onto [n, z] which satisfies the hypotheses of 
Proposition 1.9. So if we define multiplication in the reduced incidence 
coalgebra C(P- ), by XaXp = X a+B then C(.P-) becomes a biaIgebra. 
This bialgebra, which will be denoted by 5, is known as the Fad di 
Bruno bialgebra. 
Finally we remark that if we set X” = XylX’$zXF. . * for ol E Pm, then as an 
algebra 9 is isomorphic to K[x,, x2,... 1, the algebra of polynomials in a 
countably infinite number of variables. 
A convenient notational device which gives us another, sometimes more 
manageable, way of expressing the diagonalization (1.3) is that of sectian 
coefficients. Given a family 9 of posets with order compatible relation N, 
and types a, p, y in P’_, we define the section coefficient (011 /?, y) to be the 
number of elements cr in a representative P of CI such that c- = p and 
o+ = y. Note that N is an order compatible relation on Seg(P) if and only 
if the section coefficients (a ( 0, y) are well defined for ail types a, ,4, y in 
P-. The diagonalization can now be written 
where the sum ranges over all p and y in ~4’~. The fact that this is a finite 
sum and that d is coassociative implies the following properties of section 
coefficients. 
PROPOSITION 1.12. (i) (a 1 /?, y) =0 f or all but finitely many types fl, 
y E Y-. (ii) The section coefficients satisfy 
c (a I 8, PKP I Y9 a) = c (a I % n)(r I PY Y) (1.13) 
P ‘1 
for all types a, /3, y, I in 9-. 
Proof. (i) is trivial since all segments of any type in PP- are finite. For 
(ii) we calculate 
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and 
These two sums are equal by coassociativity, and (1.13) follows by 
equating coefficients of basis elements. 
The common value of the sums in (1.13) is called a niultisection coef- 
ficient and denoted by (a ) /I, y, 2). We can define higher order multisection 
coefficients (a 1 j?i ,..., fin) for c(, /I1 ,..., p, in g- to be the number of 
chains 0 = oO < cl < * ‘. ~0, = f in a segment of type a such that 
cl([o,_,,ai])=Bifor l,<i<n. 
PROPOSITION 1.14. If the family of types .Y- is a semigroup with binary 
operation + then C(Y- ) is a bialgebra with the induced multiplication if and 
only if the section coefficients satisfy 
(a1 +u, I /A Y)= 1 (a, I PI, Yl)(% IL 75) (1.15) 
P1+Bz=B 
YI+Yz=Y 
for all a,, u2, p, y in P- . (Such section coefficients are known as bisection 
coefficients.) 
Proof: We calculate 
while 
hence d(Xa’XN2) = d(F) d(XGI*) if and only if (1.15) is true. 
EXAMPLE 1.16 (Binomial bialgebra). The binomial bialgebra ?8 is the 
standard reduced incidence coalgebra for the family of lattices of subsets of 
finite sets. Types correspond to non-negative integers by cardinality of the 
underlying set of a representative. Addition of types is simply addition of 
integers. It is trivial to check that the hypotheses of Proposition 1.9 are 
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satisfied and thus 3 is indeed a bialgebra. The section coefficients are given 
by 
if j$k=q 
(nIj,k)= 
otherwise. 
The multisection coefficients are 
(12, jl ,..., jk) = 
if j, + . .. +j, = n, 
otherwise. 
Because .c% is a bialgebra, Proposition 1.14 implies 
(n+m Ij,k)= C 
so in particular when j + k = n -I- m we have 
which is the well-known Vandermonde convolution identity. Finally we 
remark that the diagonalization in 53 is given by 
II. HEREDITARY BIALGEBRAS 
In this section we give a simple description of those families of posets 
that have standard reduced incidence algebras which are in fact bialgebras. 
DEFINITION 2.1. Let 9 be a family of posets and let - be the 
isomorphism relation on Seg(9). Then B is a hereditary class of posets if 
whenever &I and CQ are types in Y-, cl(P,)=cx,, and cl(P,)=cc, ,then 
cl(P, x P2) is in 69’- where P, x P2 is the direct product of the segments PI 
and P,. 
In other words, if we define the sum of two isomorphism classes of 
segments to be the isomorphism class of the direct product of two represen- 
tatives, then B is a hereditary class if 9- is closed under sums, where - is 
the isomorphism relation. We now have the following general result: 
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PROPOSITION 2.2. If B is any hereditary class of posets than the standard 
reduced incidence coalgebra C(Y-) is a bialgebra under the induced mul- 
tiplication. Such bialgebras will be called hereditary bialgebras. 
ProoJ Let a = CI~ + a, in g-. Choose representatives P, P,, and P, of ct, 
CI, , and a2, respectively. By the definition of cur + a2 in g’, , there must exist 
an isomorphism 4 from the direct product PI x P2 onto P. But then for 
(a,, G,)EP, x P, we have 
qqc,, oz)+ =cJ: +a; 
and 
by the definition of +, and the fact that 4 is an isomorphism. Thus by 
Proposition 1.9, C(,!Y*) is a bialgebra. 
II. FREE INCIDENCE BIALGEBRAS 
Let 9 be a family of posets with order compatible relation N. Define 9’ 
to be the family of all finite products P, x .e. x P,, where the Pi are posets 
in g. Note that Seg(Y) then consists of all finite products Q, x ... x Qk, 
where the Qj are in Seg(B). We define an equivalence relation -’ on 
Seg(S’) by setting 
Q,x ... xQk -‘Q;x . . . xQl,, 
whenever k = m and there exists a permutation n of (l,..., k} such that 
Qi N Qk, for l,<i<k. 
PROPOSITION 3.1. The equivalence relation N’ on Seg(9’) is order com- 
patible. 
Prooj The proof is immediate from the definition of N ’ and Defini- 
tion 1.1. m 
If Q=Q,x ... x Qk E Seg(B’), where cl(Qi) = oli E 9, for 1< i < k, then 
we write the basis element X”“Q) of the reduced incidence coalgebra C(p’- ,) 
as the monomial X,,X,, .*. X,,c. It is clear that this defines a one-to-one 
correspondence between types in Y’-, and the set of monomials in the 
variables A’,, asp,. If Q=Q,x ... xQk and Q’=Qix .*. xQh are in 
Seg(B’) define cl(Q) + cl(Q’) in .Y”,, by 
cl(Q) + cl(Q’) = cl(Q1 x . . . x Qk x Q; x . . . x Q;). (3.2) 
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Thus we have a well-defined commutative and associative addition of 
types in P”,,. Note that the semigroup P”,, has an identity element. 
Namely the class of the empty product of segments in 9’ which, by con- 
vention, consists of a single, one point, representative. 
PROPOSITION 3.3. The reduced incidence coalgebra C(.!??‘- ,) is a bialgehra 
with the induced algebra structure. 
Proof. Let X,, ... X,, be a basis element of C(Y’-,) and let 
Q=Q,x ... xQk where cl(Qi)=cxj in 9-, for l<i<k. Then the 
diagonalization A’ in C(Y,l,,) is given by 
For the counit F’ we have 
1 
aL, -cc,,)= 
if IQ\ = 1 
0 otherwise 
1 if IQ11 = .*. = [Qkl = 1 
ZE 
0 otherwise 
= &‘(X,,) . . . &‘(Xlk). 
Hence d’ and E’ are algebra maps. # 
From now on the bialgebra C(.P’I,) will be denoted by B(P), ) and will 
be called the free incidence bialgebra of the family 9 module -. The 
inclusion Seg(9) _c Seg(9’) induces an injective mapping I: C(9”- ) -+ 
B(P- ), where 
PROPQSITION 3.4. The injection z: C(.9- ) -+ B(Y-) is a coalgebra map. 
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ProojI Suppose Q~Seg(9) and cl(Q) =CI. Then 
A’0 z(Y) = d’(X,) 
= cFQ x,- ox,+ 
So A’ o z = (z @I I) 0 A. The identity F’ 0 z = E is trivial, hence z is a coalgebra 
map. !I 
It is evident from the construction of B(Y-) that the mapping 
I: C(@- ) --f B(Y- ) satisfies the following universal property: 
PROPOSITION 3.5. Given any linear map f from C(Y-) into a com- 
mutative algebra A with unit, there exists a unique algebra map 
f: B(.9- ) -+ A such that the diagram 
commutes. 
Recall that if B is a bialgebra then the set of elements in the dual algebra 
B* which are algebra maps is closed under convolution. 
DEFINITION 3.6. If B is a bialgebra then the semigroup of multiplicative 
functions on B, denoted by M(B), is the set of elements in B* which are 
algebra maps, which convolution as binary operation. 
In the special case when the commutative algebra A is the scalar field K, 
Proposition 3.5 gives a bijective correspondence f-J; between the dual 
algebra C*(9-) and the semigroup of multiplicative functions M(B(Y-)). 
This correspondence is in fact much stronger than a bijection. 
PROPOSITION 3.7. The bijection f +f from C*(9-) to M(B(9-)) is an 
isomorphism of (convolution) semigroups. 
Proof. We need to show for g, f in C*(g)T) that g *f =g *f. Since 
g*f is determined uniquely by the condition g * f 0 z = g *J it is therefore 
sufficient to show that g * fo z = g *J: If we let pK: K@ K -+ K denote mul- 
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tiplication in the base field K, then by definition of convolution in B*(P- ) 
we have 
because z is a coalgebra map. But this is equal to 
PKO (gOf)od, 
which is the definition of g *f in C*(Y-). Thus the map f-f is an 
isomorphism. 
IV. THE RECURSIVE FORMULA FOR 
THE ANTIPODE OF AN INCIDENCE COALGEBRA 
Let PP be a family of posets with order compatible relation N, and sup- 
pose that the set of types P, has an order compatible semigroup structure 
(so that C(P-) becomes a bialgebra when given the induced algebra struc- 
ture). We now give a necessary and sufficient condition on the semigroup 
P- such that the bialgebra C(P-) actually becomes a Hopf algebra. More 
importantly, however, in this case we give an explicit recursive formula for 
the antipode S of the Hopf algebra C(P-+). 
THEOREM 4.1 (Recursive formula for the antipode.) The bialgebr@ 
C(Y-. ) is a Hopf algebra if and only if fhe semigroup Y- has un identity 
element and all the one-point types in Y’_ (i.e., types which consist of one- 
point segments) have two-sided inverses in .9-. In which case, the antipode S 
qf C(9)-) is given recursively as follows: 
If CI is a one-point type then 
S(xq = Jr”, 
where --LX is the inverse of a in .F?P-. 
Otherwise, we pick a representative P of c( and 
(4.2) 
S(x-)= -Jr”- c X”T(X”‘) (4.3) 
OEP 
CT>0 
(where -@ is the additive inverse of the one-point type 6-). Also we have 
the dual form 
S(P)= - c s(x”-) Yi x-IA. 
( > (4.4) 0C-P 
oci 
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Prooj First we remark that (4.3) and (4.4) are both proper recursion 
formulas, because on the right-hand sides of these equations we are 
evaluating S only on basis elements J?, where /? consists of segments 
of cardinality strictly less than that of P. Now the antipode 
S: C(PP-) -+ C(P-) is uniquely defined by the conditions 
S * Z(Y) = E(X’) e (4.5) 
and 
Z * S(P) = .5(Xx)e, (4.6) 
where I: C(P-) + C(P-) is the identity map and e is the (multiplicative) 
identity element of C(P-). 
If a is a one-point type then according to (4.2) S * Z(P) = X-“X” = e 
and similarly Z * S(X”) = e. Since E(P) = 1, S thus satisfies (4.5) and (4.6) 
for one point types CI. If LX is not a one-point type then E(P) = 0 and (4.5) 
becomes 
s* Z(X”)=O. 
By the definition of convolution in Hom(C(P- ), C(P,)) this can be written 
as 
c S(F) X”’ = 0 
UEP 
or 
S(XX) xi+ = - 1 S(Y) X”’ 
UEP 
O<i 
from which we obtain (4.4) by multiplying both sides by X-” on the right. 
Similarly we see that (4.3) is equivalent to Eq. (4.6). Thus we have shown 
that (4.3) and (4.4) define right- and left-convolution inverses for Z in 
Hom(C(LP- ), C(LP- )), respectively. Since convolution is an associative 
operation, right and left inverses must be equal; hence (4.3) and (4.4) define 
the same element SE Hom(C(P-), C(P-)), which is the unique two-sided 
convolution inverse of Z. 
Conversely, the necessity of one-point types having two-sided inverses in 
9* follows from The conditions S * Z(Y) = S(P) X” = e and I* S(x*) = 
X”S(x”) = e for all one-point types CI. 1 
As an immediate consequence of Theorem 4.1, we have the following 
important class of Hopf algebras. 
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COROLLARY 4.7. If 9 is a hereditary class of posets then the standard 
reduced incidence coalgebra C(9-) is a Hopf algebra. Such Hopf algebras 
will be called hereditary Hopf algebras. 
Proof. We know from Proposition 2.2 that C(sl5) is a bialgebra. The 
only one-point type in 9- is the isomorphism class of a one-point poset; 
and this type is the identity element of the semigroup 9-. Thus Theorem 
4.1 applies. 
V. INCIDENCE HOPF ALGEBRAS 
Suppose G? is a family of posets with order compatible relation N, and 
the set of types 9- has an order compatible semigroup structure, so that 
the reduced incidence coalgebra C(9-) is a bialgebra with the induced 
multiplication. In this section we consider the problem of embedding 
C(g-) in a Hopf algebra. We show that under certain conditions on the 
semigroup 9-, we can actually imbed J?- in a semigroup @a of types of 
posets such that the reduced incidence coalgebra C(g%) is a Hopf algebra 
with the induced multiplication, and the embedding of Y- into 9% lifts to 
an injective bialgebra map I from C(Y-) into C(p= ). 
Now suppose the set of types Y:, has a commutative order compatible 
semigroup structure. Also suppose that the one point types of Y- are can- 
cellable, that is 
whenever LX, p E Y- and y is a one-point type in ~9’~. If the semigroup Y- 
does not have an identity element we add a one-point poset to B and 
declare its class to be the identity 0 in Y-. Let S be the subset of 9- con- 
sisting of all one-point types that have no inverse in 9, , and the identity 0 
of Y-. @ is then defined to be the family of all products P x Q where P E 8, 
Q E Seg(B) and cl(Q) is in S. We define a relation 2 on Seg(@) by setting 
PI XL! ,“P,XQ, (5.2) 
if and only if 
W’,) + cl(QJ = W’,) + cl(Ql) in Y-. 
It is easy to show that z is a transitive relation by using the com- 
mutativity of 9* and the cancellation rule (5.1) for types in S. Symmetry 
and reflexivity of x are immediate. Thus E is an equivalence relation on 
Seg(B). 
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PROPOSITION 5.3. The equivalence relation w is order compatible. 
Proof. Suppose P, x QI z P2 x Q2, where Qr = (a> and Q2 = (b). Any 
bijection @: P, x Q1 --f P2 x Q2 necessarily has the form @(a, a) = (I/I(O), b), 
where $: 9, -+ P, is a bijection. So to prove z is order compatible we must 
find a bijection r,k P, + P2 such that for all c E P,, ((T, a)+ = ($(o), b)+ 
and (0, a)- = (9(o), b)- in c?%. In other words, we must have 
No)+ +a +=o++b+ (5.4) 
and 
$(o)-+a-=C+b 
in 9-. (Note that a+ =a- = cl(Q,) and b’ = b- =cl(Q,) in 9’- .) 
Let R, represent cl(P,) -t cl(Q,) and R, represent cl(P,) + cl(Qr) in .Y-. 
Since Y- is an order compatible semigroup we have bijections 
4r: P, x Q2 + R, and &: P, x Q, -+ R, such that 
~I~~(cJ, b)+ =o+ i-b+, 
qS,(o, b)- = c + b- 
and 
d2(7,a)+ =7+ +a+, 
&(T,a)-=z-+a- 
in 9- for all GE P,, zEP2. 
Now by hypothesis we have cl(R,) = cl(R,) in ~3’~. So there exists a 
bijection cp: R, --, R, such that q(o)’ = a+ and p(a)- = (r- in C?- for all or 
in R,. 
Now the composition q5;lo cp 0 q5r maps P, x Q, onto P, x Q, so we can 
defined a bijection $I: P, --+ P2 by 
(~(~),a)=~;‘ocpo~~(o,b) 
for o E PI. Then II/ has the desired property (5.4). u 
The semigroup structure on g, is now defined by setting 
cl(P, x Q,) f cl(P, x QJ = cl(P x Q, 
when cl(P) = cl( P, ) + cl( Pz) and cl(Q) = cl( Q,) + cl( Q2) in 9- . 
PROPOSITION 5.6. The addition of types (5.5) gives c?% a commutative, 
order compatible semigroup structure. 
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Proof. It is trivial to check that (5.5) gives a well-defined commutative 
associative binary operation on the set of types pm. Now suppose 
ol=a,+a, in g,, if PxQ, P,xQ,, and P,xQ, represent CI, a,, and a2, 
respectively, where Q, = (a), Q2 = (b}, and Q = (c}, we need to exhibit a 
bijection $: (P, x Q i) x (Pz x Q,) -+ P x Q such that 
&(o,, u), (02, b))+ = (01, aI+ + (a,, b)+ 
and (5.7) 
Q((fJ,, a), (02, b))r = (01, a)- + (0.2, b)- 
in g%, for all (T,E P, and t~,cP,. Since g- is an order compatible 
semigroup and cl(P) = cl(P,) + cl(P,), we must have a bijection 
qxP,xP,tP with (P((T,,~F~)+=G:+G~ and cp(o,,o,)-=a;-+-ol in 
g-, for all (a,, (T~)E PI x P,. Now define $: (P, x Q,) x (P2 x Q2) -+ P x Q 
by 
&(a,, a), (g2, b)) = (cp(a1, CA c) 
for all c1 E P,, c1 E P,. Then 4 satisfies (5.7). fl 
PROPOSITION 5.8. The set of one-point types G in $jz is a group under the 
addition + of types in g%. The identity element Ti of G is cl(Q x Q), where 
Q E S. 
Proof. Immediate from the definition of gz. 1 
We now define a mapping i from $F’- into gX by setting 
i(a) = cl( P x Q), 
where cl(P) = CI and cl(Q) = 0, the identity in Y- . 
(5.9) 
PROPOSITION 5.10. The mapping i: Y- -+ gz is an embedding of 
semigroups. 
Proof. It is trivial to check that i is well delined, injective, and 
i(ol-t-b)=i(cl)+i(fi) for a, PEP-. [ 
We will denote the class of P x Q in gz by cl(P) - cl(Q). Now the map- 
pings ~x-+X~EC(~,) and a-y+X”-y E C(g%) are one-to-one correspon- 
dences between pm, g, and bases of C(Y-) and C(L?%), respectively. Thus 
the embedding i: L??- -+ .4sz lifts to a unique map I: C6F- ) + C($= ), where 
/(Jpy = xi(a). (5.11) 
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PROPOSITION 5.12. The mapping I: C(Y*) -+ C(g%) is an injective 
bialgebra map. 
ProoJ Trivial. 
We shall denote C(g% ) by C(Y- ) and this Hopf algebra will be called 
the reduced incidence Hopf algebra of Y mod -. 
Recall that the set of multiplicative functions M(H) on a Hopf algebra H 
forms a group under convolution. We define a map f -+ f from M( c(SF’- )) 
to M(C(Pw1) by 
f= j-01. .(5.13) 
PROPOSITION 5.14. The mapping f-f defines an isomorphism from the 
group of multiplicative functions on C(L?-) to the group of multiplicative 
functions on C(.9-) which have convolution inverses. 
ProoJ: Immediate from the fact that I is a coalgebra map. 1 
In the special case when we start with a free incidence bialgebra B(Y-), 
the Hopf algebra B(.9-) is called the free incidence Hopf algebra of B 
module -, and is denoted H(L??-). We then have injections 
and a mapping $: M(H(Y-))-, C*(Y-) given by e(f)= f ~z1~z2 for 
fe WH(p- 1). 
PROPOSITION 5.15. The map $ is an isomorphism from the group of 
multiplicative functions on H(Y-) onto the group of invertible elements of 
GYP- 1. 
ProoJ Immediate from Propositions 3.7 and 5.14. 1 
EXAMPLE 5.16 (The inverse of an ordinary power series.) Let Y be the 
family of all finite linearly ordered sets, and let - be the isomorphism 
relation. Then types correspond bijectively with non-negative integers by 
setting n equal to the class of an n + 1 element linearly ordered set, for 
n 3 0. The incidence coalgebra C(Y-) has basis Y, n 2 0. And if for 
f EC*(P,) we define f(t) by 
f(t)= c f(J3 t” 
ilZ0 
then the mapping f -+ f(t) gives an isomorphism between the dual algebra 
C*(Y-) and the algebra K(t) of ordinary formal power series under 
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multiplication. The free incidence bialgebra B(g,) is isomorphic to the 
polynomial algebra K[X,,, Xi, X,,...], where d(X,) = Cr=, Xi0 X,-i. The 
free incidence Hopf algebra H(9-) is isomorphic to K[X,,, X1, X,,...] 
localized at X0, with A(XJ = C;=O Xi@ X,_i for i3 0 and A(l/X,) = 
l/X,@ l/X,. It is easy to check (using expansion by cofactors) that the 
determinental expression 
1 x1 x* * . . . . . . , . x, ( 
x0 Xl 
S(X,)=(-1)x,-“-l 
0 x0 
0 
‘. . . 
0 ‘..o”.xo x, 
satisfies the recursive formula for the antipode given in Theorem 4.1. Hence 
if f~ C*(??‘*), f(y,) = a, for IZ 30, and a, ~0. Then the multiplicative 
function f on Ii corresponding to f by the map $ in Proposition 5.15 
is given by f(X,J = a,, IZ > 0 and f( l/X,) = l/a,. 
If g(t)=Cn.o b, t” is the multiplicative inverse of f(t) we then have 
a, a2 . . . . . a, 
b,=f~S(X,)=(-I)“-la,“-’ ‘O.$.. ; , 
. . . . : 
0 . . . . a0 al 
which is the classical determinental formula for f-‘(t) (see [Z, p. 157]), 
VI. A CLOSED FORMULA FOR THE ANTIPODE 
Let .9- be a family of types with a commutative semigroup structure, 
denoted by + , such that the reduced incidence coalgebra C(9- ) becomes a 
(commutative) Hopf algebra with the induced multiplication. Let P be a 
segment of-type CI in 9-. If C is a chain d = o. < c, < . *. < cr,, = 1 in P then 
the length of C, Z(C), is defined to be fz, the number of segments in the 
chain. Also we define types Q(C) and Q,(C) in Y- as 
Q(C)= f CUlI~i-,l, OilI 
i=l 
and 
G,(C) = i cl( [fJi, GJ). 
i=O 
582a/46/2-9 
286 WILLIAM R. SCHMITT 
Using these notations we can now give an explicit formula for the antipode 
s of C(P-). 
Theorem 6.1. The antipode S of C(9’-) is given by 
s(p) = 1 (_ l)m pYc)-Qo(c), (6.2) 
c 
where the sum ranges over all chains C from 0 to f in a segment of type a 
in Y-. 
Proof. If CI is a one-point type then there is only one (trivial) chain C in 
a segment of type a, and we have Z(C) = 0, Q(C) = 0, and Q,(C) = CI. So 
(6.2) gives S(XE) = X-” and thus S * Z(Xa) =I* S(X’) = e, the unit of 
C(P* ). If a is not a one-point type let P E a. Then 
s * Z(F) = c s(r-) xv+ 
CT.EP 
= S(Y) xi+ + c S(F) X”‘. 
atP 
U<i 
Using formula (6.2), we rewrite this sum as 
S(Y) xi+ + 1 1 (_l)I(C)~(C)--o(c)+u+ 
r E P Cchainin [&a] 
a<i 
=s(XyrT++ c C-1) 
I(C)- 1 X.n(~)-(no(~)-cl([i,i])) 
C’chainin P 
=s(p)xi+- 
( 
c (-~)~(c)~(c)--o(c) xi+. 
CchaininP > 
Now if we apply formula (6.2) to evaluate S(Xa) in the above, we con- 
clude that S * I(F) = 0 when we use (6.2) to define S. Similarly we find 
that I * S(P) = 0. Thus the theorem is proved. [ 
EXAMPLE 6.3 (The inverse of a Dirichiet series), Let 9 consist of the 
single poset Z+ of positive integers ordered by divisibility. Set 
[x, y] N [u, v] if y/x = v/u. Then the set of types PW corresponds to the 
positive integers by setting cl([x, y]) = y/x. The free incidence bialgebra 
B(Y-) has a basis consisting of monomials in the variables Xi, X,, X,,..., 
and if f is a multiplicative function on B(P-) we define a formal Dirichlet 
series f(s) by 
f(s)= 1 fy 
?Z21 
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The correspondence f -+ f(s) gives an isomorphism from the semigroup 
M(B(P- )) of multiplicative functions on B(P- ) under convolution onto 
the semigroup of formal Dirichlet series under Dirichlet convolution. 
Hence the group of multiplicative functions M(E;I(P-)) on the free 
incidence Hopf algebra H(P- ) is isomorphic to the group of Dirichlet 
series which have convolution inverses, i.e., (f(s) = C,> 1 (a,@) j a, it O}. 
By Theorem 6.1, the antipode S of H(P-) is given by 
and 
S(X,) = (_ l)‘(C) jp(c~-%(c) 
Cchainin[l,n] 
= 1 $g x,,x,...x, 
dldz..-dk=n 1 
dif 1 
for n > 1, where the sum is taken over all ordered factorizations 
d,d2. *. dk = n of y1 with no d,= 1. Now suppose f(s) = En3 I (a&?), a, #Q, 
andf-‘(s)=C,., b&f is the inverse of f(s) under Dirichlet convolution. 
Since inverses in M(H(P-)) are given by composing with the antipode 5, 
we have immediately that 
bl = l/a, 
and 
b,= c (-l)k adla&“*adk/af+l. 
d,dy..dk=n 
di# 1 
VII. THE FAA DI BRUNO HOPF ALGEBRA 
Let F be the Faa di Bruno bialgebra, introduced in Example 1.11. 
Recall that 9 is the reduced incidence coalgebra C(P-) of the family 9 of 
all lattices of partitions of finite sets modulo the relation -, given by 
cn,, o,l- [n,, Q] if and only if cl([n,, o,])=cl([n,, cr2]), where 
cl([n, a]) = a is the type vector CI= (a,, CQ,...) of the interval [n, o], in 
which CQ is equal to the number of blocks of rr which consist of exactly i 
blocks of 71. As an algebra, 9 is isomorphic to the polynomial algebra 
K[X,, X2,...], where the isomorphism is given by mapping x” to the 
monomial ,X:X? . . . . 
The Fah di Bruno Hopf algebra g is the reduced incidence Ropf algebra 
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c(Y-). It has the algebra structure of K[X,, X,,...] localized at Xi, and 
diagonalization and counit as in 9, with the addition of d(l/X,) = 
l/X, 0 l/X, and &(1/X1) = 1. 
Now let M(B) denote the semigroup of multiplicative functions on 9. If 
f~ M(F)), define a formal power series f(t) by 
f(t) = c fWJ t”h!. (7.1) 
Tl>l 
It has been shown that the mapping f *f(t) is an anti-isomorphism 
from the semigroup M(F) under convolution onto the semigroup of for- 
mal exponential power series with zero constant term under the operation 
of composition (see [4]). 
Now suppose YE&~(F), the group of multiplicative functions on the 
Hopf algebra 9, and f(X,) = a, for n 3 1. If we map f+f(t) by (7.1) then 
by Proposition 5.14, we have an anti-isomorphism from M(F) onto the 
group of invertible formal power series under composition. Hence if 
g(t)=Cn,1 b, t”/n! is the compositional inverse of j( t) = C, >, a, t”/n!, then 
we have 
6, =fo SW‘,), (7.2) 
where S is the antipode of F. 
One form of the cIassica1 Lagrange Inversion formula (see [2]) gives the 
coefficients of the inverse series g by 
n-1 
b,= c (-Qk (~,)-“-k4+~-1(0, ~2, u3,...), (7.3) 
k=l 
where the Bp,k are the exponential Bell polynomiuls given by 
Bp,k(x, > x2 ,*..) = 1 x”- in 9, 
OEJT, 
/cl =k 
where the sum is over all partitions c consisting of k blocks in the lattice 
l7, of partitions of a p element set, and X”- = XylX;2... when cl( [o, a]) = 
(01, 02,.-1. 
Since f is multiplicative and f(X,) = a,, we can thus rewrite (7.2) as 
i 
n-1 
bn=.f 1 c (-Uk yz~x~- 
k=l csIZ,,+k-i 1 
lal=k 
o*=o 
(7.4) 
(where the inner sum takes place over all k-block partitions g in n,, +k- 1 
which have no blocks of size one). Thus we have proved the following: 
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THEOREM 7.5. The antipode S of the Fad di Bruno Hopj” algebra is given 
by 
(7.6) 
1~1 = k 
a,=0 
Proof. Compare Eqs. (7.2) and (7.4). 1 
If we use the closed formula for the antipode, given by Theorem 6.1, to 
evaluate the left-hand side of (7.6) we then have the following com- 
binatorial formulation of the Lagrange inversion formula (7.3): 
COROLL.ARY 7.7. In the Fa& di Bruno Hopfalgebra 9, 
n-1 
cc,zi*, (-l)/(C) XQ(c)Pno(c) = c c s A?-, (7.8) 
n k=l r,tI7,,+k-, 1 
/ul =k 
CT, =o 
where the sum on the left is taken over all chains C from 6 to 1 in the par- 
tition lattice II,. 
Many cancellations occur in the sum on the left side of (7.8). This is 
because there are many pairs of chains C and C’ in 17, such that 
Q(C) - Q,(C) = Q( C’) - Q,( C’), while l(C) and /(C’) have different parity. 
On the other hand, the sum on the right is minimal in the sense that no 
cancellation of terms takes place. Thus the Lagrange inversion formula 
(7.8) can be viewed as a description of what remains of the alternating sum 
cc,y& ( - 1 )/CC) X”‘c’ - QoCC) 
n 
after all cancellations are taken into account. 
We believe that an understanding of exactly how these cancellations take 
place will not only provide a direct combinatorial proof of the Lagrange 
inversion formula, but may well yield analogous formulas for the antipodes 
of Hopf algebras arising from classes of geometric lattices other than 
partition lattices. 
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