The objective of this paper is to describe an autoregressive regression framework with respect to metered sewer flow and simultaneous rainfall data series. The main purpose is to produce more reliable estimates for rain derived inflow and infiltration ͑RDII͒ characteristics in a sanitary sewer basin. The discussion is centered at three specific points: ͑1͒ a justification for an autoregressive error structure; ͑2͒ a modeling setup to capture the RDII characteristics for rain events of varying duration and intensity; and ͑3͒ a statistical quantification of RDII reduction, by a sewer rehabilitation project, via tests based on two independent data series.
Introduction
Sanitary sewer overflows ͑SSO͒ are a major environmental challenge to many municipal agencies. One of the top factors of SSO is the rain derived inflow and infiltration ͑RDII͒-a portion of rainfall that gets into a sewer system in the form of inflow or infiltration and becomes excess flow in the system. A system with a serious RDII condition is undesirable because it increases operating costs and often requires facilities to be built with capacities greater than otherwise would be needed. Therefore RDII reduction becomes a focal point of sewer system maintenance and rehabilitation. Of course, the question of how to measure RDII with confidence also becomes very important. After all, reduction has little meaning if RDII cannot be reliably measured.
Over the years, many innovative technologies have been employed to quantify RDII, for example, manhole inspection, smoke testing, closed circuit television, dyed-water testing, etc. In recent years, due to the enhanced quality and availability of flow monitoring devices, RDII evaluation is mostly carried out based on the in-pipe flow data at the exit of a subbasin and the simultaneous rainfall data collected nearby. Such flow and rainfall data series typically last for 1-6 months continuously. It is intuitively quite clear that a proper analysis of such a series should reveal the level of RDII in a metered system. There is a variety of approaches to such analysis. For a comprehensive survey of these methodologies, readers may refer to Bennett et al. 1999 . Most of these methodologies are ad hoc in nature giving little or no consideration to their statistical validity. While varying a little in format, the basic spirit of these ad hoc methodologies seem to share three major steps: ͑1͒ identifying ͑dry͒ periods in a series where flow data do not seem to be affected by rain events; ͑2͒ establishing a weekly and a daily base-flow pattern by averaging the flow from the identified dry periods; ͑3͒ comparing the recorded flow during a rain event to the base flow and attributing the difference as RDII ͓see Wade, unpublished technical report presented at Convergence 2000, July 23-26, ͑2000͒, Kansas City, Mo.͔. It is well known by empirical evidence in the industry that RDII estimates by such methods are unstable, for example, the estimates at a same location and under similar rain conditions are vastly different. Such instability of estimation is well documented in many publications, for example, Lambourne and Stephenson ͑1987͒, Woolhiser and Goodrich ͑1988͒, Ormsbee ͑1989͒, El-Jabi and Sarraf ͑1991͒, and Ball ͑1994͒.
Zhang ͑2005͒ pointed out three fundamental problems of the ad hoc approaches and introduced an autoregressive error model that absorbs lingering RDII in time. Autoregressive errors in the area of hydrology are not new. For example, Sorooshian and Dracup ͑1980͒, Sorooshian ͑1981͒, and Kuczera ͑1983a,b͒ all considered structures beyond simple independent errors. Zhang ͑2005͒ adopted autoregressive errors in a flow model specifically for the purpose of isolating RDII. Nevertheless the model illustrated by Zhang ͑2005͒ is an oversimplified one. In particular, the model assumes that the RDII characteristics are identical for all rain events. While such a model illustrates effectively how the lingering RDII effect is captured, it is clearly not realistic. Rain events recorded during a metered period are surely of different intensity and duration, which should naturally be taken into consideration in real applications. This issue of rainfalls with various characteristics is the focus of the current paper. In addition, this paper also offers an intuitive justification for the necessity of autoregressive errors in the model, and a framework of statistical inferences pertaining to the comparison of two flow series before and after a sewer system rehabilitation.
The flow and rainfall data series are recorded sequentially at equally spaced time points. For RDII analysis purpose, these data series are often aggregated into certain time intervals, typically of 15-min periods or 1-h periods. Let t be a point in time, and let y͑t͒ and r͑t͒ be the amount of flow and the amount of rainfall recorded during the time interval ending at time t. The study model assumes the following structure:
where BASE͑t͒ϭbase flow at time t; RDII͑t͒ϭpart of the recorded flow due to RDII; and ͑t͒ϭrandom error.
The base flow BASE͑t͒ is the expected flow in the system without influences of rain, which is sometimes also called dryweather flow. As a function of time, it includes daily, weekly, and even seasonal flow patterns. In some situations, it could also depend on variables such as temperature, groundwater level, etc. While the base flow is an important part of RDII studies, its relationship to many possible factors is essentially linear in nature, and therefore can be dealt with in a manner quite familiar to most environmental engineers. Interested readers may refer to Zhang ͑2005͒ for an example.
Autocorrelation
In an ordinary regression model, the error terms ͑t͒ for various t values are often assumed to be independent. These random errors are also known as white noise. However in practice, errors, particularly of observations taken in series data, are more often than not autocorrelated. For a comprehensive reading on the subject of autocorrelated errors, readers may refer to standard textbooks such as Box and Jenkins ͑1970͒ or Chatfield ͑2003͒. Autocorrelation is a major reason why the usual ad hoc methods produce unreliable RDII estimates.
Consider the example cited by Zhang ͑2005͒ with a flow data series from Charlotte-Mecklenburg Utility ͑CMU͒ of North Carolina. The data of this series are in 15-min intervals collected in a basin 29.16 ha ͑72 acres͒ in size. Using the test by Durbin ͑1969͒ and Vinod ͑1973͒, there is strong statistical evidence to believe that the error term for the CMU data is approximately of the form ͑t͒ Ϸ 0.4106͑t − 1͒ + 0.1742͑t − 2͒ + 0.0609͑t − 3͒ + 0.0859͑t − 4͒ + 0.0312͑t − 5͒ + 0.0803͑t − 6͒
where e͑t͒ϭnormal random variable with mean zero and standard deviation Ϸ 281.52 L ͑ Ϸ 74.28 gal.͒. To better understand the nature of the error in Eq. ͑2͒, a simulated series of autoregressive errors of order 7 ͓AR͑7͔͒ and of length 1,000 periods is generated. Fig. 1͑a͒ is a graphical representation of the simulated AR͑7͒ data. A visual inspection indicates that the AR͑7͒ series has a wavy pattern in which observations tend to follow the trend set by previous observations, for example, once the series takes on a positive ͑negative͒ value, it tends to stay positive ͑negative͒ for a while. This is a result of the fact that all coefficients in Eq. ͑2͒ are positive-positive serial correlations.
Next the sum of consecutive observations of the simulated series within a time window of N periods is considered. In a white noise series, the sum of all noises in that window will include N independent errors. They will roughly cancel themselves out since they evenly swing around zero with high frequency. In the autoregressive series, although in a long run ͑the sum of noises in a very long time window͒ the errors will eventually cancel themselves out, within a relatively short time window ͑for example, a 12-h total RDII period of a rain event͒, the wavy pattern observed in Fig. 1͑a͒ could lead to a significantly nonzero sum. If an autoregressive model is assumed, such a wavy pattern is attributed to and absorbed by the error terms. If an identically and independently distributed ͑iid͒ error model is assumed, such a wavy pattern would be mistakenly forced to be a part of RDII͑t͒. This point is perhaps better understood graphically by zooming in on the simulated autoregressive series and considering a specific time window of 192 periods ͑two days͒ highlighted and presented in Fig. 1͑b͒ . Suppose at the beginning of a 12-h period, a hypothetical ͑but realistic͒ rain event with a total rainfall of 1.516 mL ͑0.4 million gal.͒ fell on the 29.16-ha ͑72-acre͒ area, and suppose the RDII ratio for that hypothetical rain event during the period was 1% ͑also a realistic value͒. Then 1 % ϫ 1.516 mL= 15,160 L ͓1% ϫ 0.4 ͑mg͒ = 4,000 gal.͔ of RDII would get into the system. For illustration purposes, suppose that 15,160 L ͑4,000 gal.͒ of RDII got into the system uniformly in either one of the two 12-h periods indicated in Fig. 1͑b͒ Of course the time windows in Fig. 1͑b͒ were deliberately chosen to amplify the problem. In reality, a rain event could start at any random point in time and therefore the corresponding RDII window could be anywhere. By chance it could be covering a section of error series near zero, which would produce an estimate close to the true RDII. In the hypothetical example given above, it would be 1%. Just as likely, it could cover a dip or a peak on the error series, which would greatly deflate or inflate the RDII estimates. As seen in the above hypothetical example, a 1% RDII ratio could be perceived to be anywhere in the interval of ͑−2.44, 3.23% ͒ almost randomly.
It is true that, if one has a large number of rain events during a metered period, the volatility observed in estimating RDII ratios with respect to individual rain events may be favorably offset by a better established trend ͑relationship͒ between rain characteristics and RDII volumes. Unfortunately, a large number of sizable rain events in one series is rare and expensive in practice. Given that a typical series lasts for 2-6 months with 5-10 sizable rain events, the volatility issue becomes very acute and is not to be ignored.
Lingering RDII Effect
Consider the RDII process of a unit volume of rainfall from a particular rain event in terms of RDII ratio. As described by Zhang ͑2005͒: during the first period after the unit rainfall hits the ground, the proportion of that unit rainfall becoming RDII, or the ratio, is 1 ; during the second period after the unit rainfall hits the ground, the ratio is 2 ; and so on. Suppose the RDII effect dies off in N periods. One then must deal with N parameters in the model for that unit rainfall of that rain event. Typically RDII effect lingers for a duration from hours to days before it dies off, and therefore N could be in the hundreds. If one allows RDII ratios to be different for different rain events, the number of parameters in a working model would be easily close to a thousand or more. This nonparametric feature is somewhat unattractive for some engineers. A parametric solution is possible.
The estimated cumulative RDII ratio curves in time, as presented in Fig. 3 of Zhang ͑2005͒, seem intuitively reasonable: The proportion of rainfall becoming RDII is progressively decreasing in time and therefore the cumulative RDII proportion becomes progressively increasing but with a slower rate; the proportion eventually dies off and therefore the cumulative proportion flattens out. Interested readers may refer to O'Leary et al. ͑2003͒ for an example. To capture this pattern by a parametric function, one may consider one of many possible choices, for example, a͑1−1/t͒, a͑1−1/t͒ b , a͕1 − exp͓−͑1−t͔͖͒, a͕1 − exp͓−b͑1−t͔͖͒, or a͕1 − exp͓−b͑1−t͒ c ͔͖, for t Ն 1; and zero for t Ͻ 1. Note that these functions are all two-or three-parameter functions. While some fit better than the others, they all resemble the curves given in Fig. 3 of Zhang ͑2005͒, and the parameter a is the eventual total RDII ratio of a rain event.
For whichever one choice of these functions, let it be denoted by f͑t͒. Then the proportion of a rainfall unit becoming RDII during the tth period ͑after it hits the ground͒ is
Note that ⌬͑t͒ = 0 when t Յ 0. Suppose the rain event has a total rainfall of r͑t 0 ͒ units at t 0 , then during the tth period, counting from t 0 , the total RDII from r͑t 0 ͒ is
Now consider several rain events during the entire metered period. Suppose there are K rain events that one wishes to model separately with assumed different RDII characteristics. ͑The other rain events may be considered together as one rain event with similar RDII characteristics.͒ One clearly needs an index k, k =0,1, ... ,K, to indicate rain events. One must also identify for each of all K rain events, the beginning time B k and the ending time E k . The RDII characteristics of the kth rain event are described by f k ͑t͒ with parameters, a k , possibly b k , and possibly c k .
Each period rainfall during the kth rain event is denoted by r k ͑t͒. ͓Note that r k ͑t͒ = 0 when t ͑B k , E k ͔͒. In addition, one must also predetermine how long the RDII effect from the kth rain event lasts. If one is willing to assume that after N k periods following the last rain drop of the kth rain event its RDII becomes negligible, then its RDII after N k periods will be considered zero in the study model. The values of N 0 , . . . ,N K normally can be determined empirically by common sense or visual inspection of flow and rainfall hydrographs.
Next consider the total amount of RDII in the recorded flow at time t, i.e., RDII͑t͒. The kth rain event lasts from time B k to time E k , a total of E k − B k + 1 periods. At t, the first period of the kth rain event is t − B k periods ago, and therefore ⌬͑t − B k ͒ ͑percent͒ of r͑B k ͒, i.e., ⌬͑t − B k ͒r͑B k ͒ becomes RDII and is observed as a part of y͑t͒. Note that ⌬͑t − B k ͒r͑B k ͒ = 0 when t Յ B k . This is to say, of course, that the kth rain event has no impact on y͑t͒ if it started after time t. The ith period of the kth rain event is t − ͑B k + i −1͒ = t − B k − i + 1 ago, and the total RDII, produced by the rainfall fell during that period but registered only at current time t, is ⌬͑t − B k − i +1͒r͑B k + i −1͒. The index i is restricted to the interval ͑1,N k ͒. Now RDII͑t͒ in Eq. ͑1͒ can be written as
a linear expression in a parametric function ⌬͑·͒. Borrowing the notations from Zhang ͑2005͒, BASE͑t͒ may be expressed, for example, as
where period i 'sϭdummy variables of periods of a day and ␤ i 'sϭcorresponding parameters to capture the base-flow pattern during a day; and weekday j 'sϭdummy variables of days of a week and ␥ j 'sϭcorresponding parameters to capture the baseflow pattern during a week. N ␤ ϭnumber of periods of a day minus one; and N ␥ ϭnumber of periods of a week minus one. If the data are hourly, N ␤ = 23. If the data are quarter hourly, N ␤ = 95, as in the case in Zhang ͑2005͒. Similarly, if one considers a week as seven different days, then N ␥ = 6, as in the case of Zhang ͑2005͒. If one considers a week as two periods, weekdays and weekend, then N ␥ = 1. Many other adjustments could also be made here. For instance, if no or a nonlinear time trend is to be considered, the term t may be omitted or altered accordingly.
With Eqs. ͑1͒, ͑5͒, ͑6͒, and ͑t͒ assumedly being autoregressive of degree p, i.e.
where e͑t͒, t =1,2, ... , =iid normal with mean zero and variance 2 ; a parametric model is completely specified for the observed flow and rainfall data. This enables an explicit form of likelihood function of the data, and therefore puts the entire problem in the realm of standard statistical likelihood-based methodologies. In principle, without giving detailed notational and computational description, it suffices to state here that the maximum likelihood estimates of all the model parameters and their large sample covariance matrix may be given. Consequently, many inference problems based on statistics that are known functional forms of the maximum likelihood estimates may be achieved either by derivation ͑usually for linear functions͒ or simulation ͑usually for nonlinear functions͒.
For presentation coherence, let us write the model parameter as v = ͑,,␤ 1 , . . . ,␥ 1 , . . . ,a 0¯aK ,b 0¯bK ,c 0¯cK , 1 , . . . , p ,͒Ј
͑8͒
and their maximum likelihood estimates as
Then the probability distribution of v − v is approximately multivariate normal ͑MVN͒ with mean vector zero and a known covariance matrix, i.e.
where ⌺ϭmatrix-valued function of v and the length of the series n. Interested readers may refer to any advanced statistics text book for an in-depth discussion on the topic of maximum likelihood estimation. For an example, see Lehmann and Casella ͑1998͒. Fig. 2 represents a series of hourly flow and rainfall data collected over a period of three months from a basin approximately 1 , 348.25 ha ͑3,329 acres͒ in size in Tuscaloosa, Ala. The vertical axis on the left is the volume ͑in million gallons͒ of metered hourly sewer flow at the location. The vertical axis on the right is the volume of recorded total hourly rainfall on the basin. Both the sewer flow and rainfall series are on the same hourly time scale and are 2,301 h ͑about 96 days͒ long. To apply the model described above to the data, one must first determine the number of rain events to be modeled by visually inspecting the hydrograph. In Fig. 2 , it is clearly visible that the flow series was elevated six times. Therefore one may set the number of rain events to be directly modeled at six. The rain events responsible to the elevation are those recorded at or near Periods 444, 881, 1,276, 1,594, 1,884, and 2,105. For these rain events, it is visually determined that the lingering inflow and infiltration effect dies off in approximately N 1 = 12, N 2 = 72, N 3 = 48, N 4 = 48, N 5 = 72, and N 6 =96 h, respectively. All the other rains are combined into one and called Event 0. Its corresponding lingering period is N 0 = 12 h. For illustration purposes, the parametric model for RDII process is assumed to be a͕1 − exp͓−b͑1−t͒ c ͔͖. Note that this model entails that, for the kth rain event, the approximate total cumulative RDII ratio is a k , the horizontal asymptote of a k ͕1 − exp͓−b k ͑1−N k ͒ c k ͔͖. Finally, an autoregressive error of order p = 2 is imposed on the error series.
Under the imposed model, the maximum likelihood estimates of all model parameters can be computed. The estimated total cumulative RDII ratios for the six specified rain events are given in Table 1 as "new" estimates. For comparison purposes, a set of standard ad hoc estimates are also provided as "standard" estimates.
Theoretically, the maximum likelihood estimates are the most efficient estimates under the assumed model. In reality however no model is perfectly true, and therefore the model proposed above is at its best an approximation to the true state of nature. One may then ask how one could tell whether the new estimates were better than the standard ones. To answer this question, consider Fig. 3 for clues. The total rainfalls for the six specified rain events ͑1-6͒ are, respectively: 295.35, 861.96, 561.34, 455.14, 1,128.7, and 1,312.6 mL ͑77.93, 227.43, 148.11, 120.09, 297.81, and 346.33 million gal.͒. Fig. 3 is an overlay of two ͑RDII ratio͒ versus ͑total rainfall volume͒ plots. The plot for the new estimates is represented by solid squares, and the plot for the standard estimates is represented by hollow triangles. The two rain events with the lowest and highest volumes have similar estimates by the two methods; and therefore for each event the solid square is nearly coincided with the hollow triangle. Naturally one would expect that, if the rain intensity changes gradually and continuously, the RDII ratio would also change accordingly. With this intuitive expectation in mind, consider the patterns of the plots in Fig. 3 . The pattern for the new estimates is quite clear and smooth, and that for the standard estimates is much less so. This characteristic can be viewed as evidence of an improvement by the new model. Such an improvement is not unique to this example, but in all studies the writer has come across.
Error Structure Identification
The setup of the paper allows the parameter vector v ͑8͒ to be estimated by v ͑9͒ via the method of maximum likelihood. This implies that the statistical significance associated with 1 , . . . , p can be assessed directly, together with the other model parameters once the covariance matrix ⌺ in Eq. ͑10͒ is estimated, and therefore the proper error structure can be investigated quite nicely, without necessarily investigating the autocorrelation functions ͑ACF͒ or the partial autocorrelation functions ͑PACF͒ separately. Of course ACF and PACF are very useful general tools, provided that information regarding the deterministic trend in the model is relatively firm in the data-so the series can be detrended first and the residual series are used to calculate ACF and PACF. However the problem encountered here is the very difficulty in separating the RDII ͑and to a much less degree the base flow͒ from the error series. Since we do not know what the RDII is, we do not know what the residual series is. This property largely prevented the writer from using ACF and PACF as a primary tool to determine the order of the correlation in errors.
On the other hand, since the metered flow series usually have some consecutive dry-weather periods ͑and we usually know the base-flow trends pretty firmly͒, they can be isolated and used in assessing the error structure after detrending. Since long and consecutive dry-weather periods do not always exist in practice, one may have to use relatively short series. Nevertheless it may still provide an initial idea as to what the order is in the assumed AR͑p͒ error structure. For this reason, the sample ACFs and PACFs of one selected dry-weather period series from the 15-min interval data of CMU and one from the hourly data of Tuscaloosa are given in Figs. 4͑a-d͒. It is to be noted that, for the 15-min series one must remove the seasonality with periodicity 96, and for the hourly series one must remove the seasonality with periodicity 24, before the ACF and the PACF are calculated. Figs. 4͑a and b͒ are graphical representations of ACF and PACF of the CMU data. The horizontal dashed lines represent the threshold of rejecting the null hypothesis of no autocorrelation at each lag at ␣ = 0.05. It is clear that the order of the assumed AR͑p͒ structure may be in the neighborhood of 3 or 4 for the CMU data. Similarly Figs. 4͑c and d͒ suggest that the order may be in the neighborhood of ͑2,3͒. Once the initial neighborhood of p is determined, a full model analysis may be repeated for every value of p in that neighborhood. The final value of p may be determined by its associated statistical significance of the estimated 's, the locally minimized Akaike's information criterion ͑AIC͒, or the Bayesian information criterion ͑BIC͒. For a discussion on AIC and BIC, interested readers may refer to any standard time series textbook, for example, Shumway and Stoffer ͑2000͒.
For the CMU data, the estimates of the first seven 's were nonzero with significant statistical support. This led to the structure given in Eq. ͑2͒. For both of the hourly data series from Tuscaloosa and Atlanta, only 1 and 2 are nonzero with significant statistical support. This fact led to the study models assuming AR͑2͒.
Evaluation of RDII Reduction
Estimating RDII characteristics from flow and rainfall data is perhaps most frequently called for in studies involving a comparison of two flow series, for example, identifying the worse of two systems for rehabilitation or quantifying the RDII reduction by a rehabilitation project using flow data collected before and after the project. In either case, two sets of flow and rainfall series are analyzed; and two sets of identified rain events and their corresponding RDII ratios are estimated and compared. The core of the comparison study is traditionally formed by: ͑1͒ a comparison of the two baseflows; and ͑2͒ a comparison of two ͑total RDII volume͒ versus ͑total rainfall volume͒ scatter plots. In most such studies, engineers make a final decision to claim a difference in RDII established or not established based on subjective judgement without much consideration on statistical significance. While such subjective decisions are often sufficiently good for all practical purposes, sometimes one may still find statistical tests useful when things are too tight to decide. In this section, three statistical tests, in conjunction with the same traditional core, are described to establish or to fail to establish a RDII reduction.
The first test is with respect to the comparison of estimated baseflows, not necessarily a RDII characteristic. For simplicity, consider = 0, and assume that daily base-flow patterns are described only in two ͑N ␥ =1͒ different categories: weekdays ͑weekday j =1͒ and weekend days ͑weekday j =0͒. For a weekday, the estimated daily total baseflow is Ј v 2 for the other series. To see whether there is a base-flow reduction in the second series from the first one, one would look at, for a weekday, the statistic
and, for a weekend day, the statistic
͑12͒
Under the hypothesis of "no reduction," both of these test statistics are approximate standard normal. Sufficiently large positive values indicate a reduction in baseflow. Fig. 5 represents a visual comparison of weekday daily base flows for a before-and-after rehabilitation study of a system in Atlanta, Ga. The before-rehabilitation data were collected in 1999 for nearly six months, and the after-rehabilitation data were collected in 2000, also for nearly six months. The size of the basin is unknown. This leads to the consequence that all RDII estimates are only proportional to the flow unit. However since the two series are from the same basin ͑therefore of the same size͒, the RDII estimates have the same proportionality to the flow unit. The comparative study results therefore remain valid. The upper curve ͑solid͒ in Fig. 5 represents the estimated base flow before rehabilitation and the lower curve ͑dashed͒ is that after rehabilitation. It is visually clear that a reduction in base flow exists. The above-mentioned Z w test has a p value of less than 0.001 supporting a reduction. Empirically if there is a visual reduction in base flow, it is usually established by either Z w or Z e or both. This is because the flow data are rich in information pertaining to the baseflow. Unfortunately the same cannot be said about RDII tests.
The second and the third tests are associated with the overlaid ͑total event RDII volume͒ versus ͑total event rainfall͒ scatter plots. These plots are a common and popular platform preferred by engineers in current practice. Fig. 6 is such an example generated by the above-mentioned Atlanta data. There are nine identified rain events in the before-rehabilitation series, and each of these events is corresponding to a solid triangle in the plot. There are seven identified rain events in the after-rehabilitation series, and each of these events is corresponding to a hollow triangle in the plot. Traditionally each set of points is fitted with a least squares line. The solid line ͑ŷ = 18.976x − 45.06 with R 2 = 0.963͒ is the least-squares line for the nine solid triangles and the dashed line ͑ŷ = 20.715x − 58.94 with R 2 = 0.936͒ is that for the seven hollow triangles.
There are two aspects of the lines that are of particular interest to engineers. 1. Of primary interest is the difference between the two slopes.
The slope represents the rate of RDII increase per unit increase of rainfall. A larger positive slope essentially implies higher RDII volume during heavy rain events-the focus of most RDII studies. A reduced slope indicates a reduced RDII reaction to rainfall, particularly to heavier rains. 2. Of secondary interest is the difference between x intercepts.
The x intercept represents the rainfall threshold at which a system starts to have a RDII reaction. A higher or an increased x intercept implies a better protected system. While visual inspection of these aspects are straightforward, valid tests to gauge the associated statistical significance are not. To begin, the usual linear model with assumed iid errors with constant variance is not valid. To see this, let us consider the points in the scatter plot. The points in Fig. 6 are of the form: estimated RDII volume versus observed total event rainfall. Since x 1 , . . . ,x K are levels of fixed effects, the estimated RDII volumes, call them y 1 , . . . , y K , are of the form: â k x k , where â k is the estimated total cumulative RDII ratio for the kth rain event. Clearly, â 1 , . . . ,â K are not independent, and therefore y 1 , . . . , y K are not independent. The correlation between y k 1 and y k 2 is described by their covariance x k 1 x k 2 k 1 ,k 2 where k 1 ,k 2 ϭcovariance of â k 1 and â k 2 in ⌺ of Eq. ͑10͒. Equally clearly, the usual constant variance assumption is also invalid.
Therefore the regression model associated with the scatter plot could be stated directly as follows. Let y k = â k x k be the estimated RDII volume for the kth rain event, then
where c and mϭparameters, and ͑ 1 , . . . , K ͒Јϭmultivariate normal with mean zero and an approximate covariance matrix ⌺ = ͑x k 1 x k 2 k 1 ,k 2 ͒ where k 1 ,k 2 ϭcovariance of â k 1 and â k 2 as in ⌺. An important conceptual point must be noted here: Model ͑13͒ only imposes a linear relationship between the total rainfall and the expected RDII volume, but not a new error covariance structure. The covariance structure has already been implicitly assumed by Eqs. ͑1͒ and ͑5͒-͑7͒.
The least-squares procedure will produce estimates for c and m
where â = ͑â 1 , . . . ,â K ͒Ј, and therefore vectors l m and l c are implicitly defined.
To test whether there is a reduction in slope from the first series to the second, one could use
where the indices, 1 and 2, are for the two independent series. A reduction is supported with significant statistical evidence if Z m Ͼ z ␣ where ␣ϭpredetermined level of significance and z ␣ ϭ͑1−␣͒ ϫ 100th percentile of the standard normal distribution. Directly testing the equality of two x intercepts is difficult. However, if one is willing to assume that there is no difference in slope, then equality in the x intercept is equivalent to equality in the y intercept. This in turn leads to a test
where the indices 1 and 2 are for the two independent series. A reduction is supported with significant statistical evidence if Z c Ͼ z ␣ where ␣ϭpredetermined level of significance and z ␣ ϭ͑1−␣͒ ϫ 100th percentile of the standard normal distribution. In practice, however, the assumption of "no difference in intercept" is most likely made after the slope test Z m fails to establish a reduction in slope. Since Z m and Z c are not independent, the intercept test Z c at its best can only provide very limited value in RDII evaluation.
For the example of Fig. 6 , the p values to the slope and the intercept tests are, respectively, 0.35 and 0.82, which indicate no significant statistical support for a reduction in either direction. The writer recalls that, in this example, a reduction in base flow has been established.
Concluding Remarks
This paper builds on the basic model proposed by Zhang ͑2005͒ incorporating autoregressive errors in estimating RDII characteristics. Zhang ͑2005͒ assumes all rain events have the same RDII characteristics, but the current paper treats rain events separately and hence allows different RDII for each. This paper also gives several statistical tests to quantify the differences in base flow as well as in RDII characteristics between two independent flow series from the same basin, typically before and after a rehabilitation project. The statistical treatment of the study model takes into consideration how errors in metered flow data propagate through the analysis and lead to estimated RDII characteristics. As pointed out by Singh and Woolhiser ͑2002͒, there is no lack of models in dealing with hydrological watershed problems. They also stated: "Most models perform little to no error analysis. Thus, it is not clear what the model errors are and how different errors propagate through different model components and parameters. This is one of the major limitations of most current watershed hydrology models. Thus, from the standpoint of a user, it is not clear how reliable a particular model is. It is, therefore, no surprise that the user runs into difficulty when selecting a particular model." In this regard, it is believed that this paper gives a more serious consideration to errors in a specific but important problem in hydrology.
As is presented here, the autoregressive model of this paper is only for flow data from a terminal basin-a basin without an upstream feeder basin. In many realistic situations, sewer basins are connected in a network. Exiting flow from one basin, say A, feeds into and flows through another basin, say B, and is then recorded, with the flow generated by B, at the exit of B. In such a situation, the study of RDII is further complicated by an additive foreign flow. There are again a few intuitive and ad hoc methods employed by engineers as standard tools in today's practice; but all of them present even more serious problems due to added difficulties. To correctly evaluate the RDII characteristics, one must isolate the flow of B from that of A. Due to the flow travel time from the exit of A to the exit of B, and the backward dispersing nature of high flow during traveling, this problem calls for a separate and serious modeling treatment by itself.
There is yet another major problem in RDII studies, i.e., forecasting and timing the peak flow derived from a hypothetical storm in a given basin. Speculation on RDII for future storms is of essential importance since judgment on the adequacy of sewer system capacity is largely based on it. Forecast is, by its nature, a much harder statistical problem; and a good forecast requires rigorous modeling techniques. The autoregressive model described in this paper provides a natural platform for flow forecast under hypothetical storm conditions. However some modeling details need yet to be worked out to support a working model. The practical need for flow forecast also warrants further research.
