Abstract-In this paper, a new subband-based classification scheme is developed for classifying underwater mines and mine-like targets from the acoustic backscattered signals. The system consists of a feature extractor using wavelet packets, a feature selection scheme, and a backpropagation neural network classifier. The data set used for this study consists of the backscattered signals for seven frequency bands and six different objects: two mine-like targets and four non-targets. The targets are insonified at 72 aspect angles from 0 to 355 degrees with 5 degree increment, Simulation results on ten different realizations of this data set and for signal-to-noise ratio (SNR) of 12 d B are presented. The receiver operating characteristic (ROC) curve of the classifier generated based on these results demonstrates excellent classification performance of the system. In addition, the generalization ability of the trained network is demonstrated by computing the error and classification rate statistics on a large data set consists of 50 different realizations.
I. INTRODUCTION
The problem of detection and classification of the underwater targets from the acoustic backscattered signals has attracted a lot of attention in recent years [1]-[6] . This involves discrimination between targets and non-target objects as well as the characterization of background clutter. Several factors contribute to make this classification process a very complex problem. These include: the nonrepeatability and variation of the target signature for different aspect angles and range of the target from the sonar, competing clutter caused by biological sources in the water column, surface and volume reverberation effects and lack of a priori knowledge about the shape and geometry of the actual targets. Consequently, escient and robust classification systems are needed to solve this complex problem.
Various schemes have recently been developed for the classification of underwater targets from the acoustic backscattered signals. The method in [3] uses the resonant scattering property of underwater objects which is dependent on the object's size, shape, structure and composition. A signal processing scheme called "G-Transform" . , which consists of three sequential FFT of the backscattered signals, was then developed to represent the resonance or the modulation on the frequency spectrum of the backscattered signal. When used in conjunction with neural networks, the scheme was able to successfully detect and identify buried targets in shallow waters. The generalized target description method in [4] is based on generating a parametric model for the target impulse response which models a range-distributed target as an array of point scatters. The model is a linear filter composed of the sum of differentiated and integrated delta functions of various or-. ders. The wavelet transform was then used to extract the model parameters as the features for the classification of the backscattered signals of a mine and a rock. It achieved 94% classification accuracy at SMR = 15dB. In [5] severall methods were tested for finding a good data representation scheme via optimal decomposition using wavelet basis functions, or wavelet dictionaries. The classification results of different representation schemes were compared using two data sets. Standard matched filtering method and the spectrogram correlation and transformation (SCAT) algorithms were fused into one classification system in [6] . The SCAT algorithm [7] is a sonar receiver model for the big brown bat, which is composed of three major components, the first cochlear block implements the encoding of frequency modulated (FM) sonar transmission in the spectrogramlike format, while the other two blocks, namely spectral correlation block and spectral transformation block, process the temporal and spectral information in the sonar echoes parallely. The ROC curve for this combined system [SI indicated approximately 75% classification accuracy for 10% false alarm rate. The classification accuracy improved to around 98% when the classification results of multiple pings of the sonar were fused together.
In this paper, a new scheme for underwater target clas; 0-78034859-1/98 $10.0001998 EEE 2 sification is proposed. Wavelet packets are used to decompose the acoustic backscattered signals into several subbands. The standard deviations of the wavelet coefficients in different sub-bands are computed and used to form the feature set. To choose the best set of features which adequately represent the data, a feature selection scheme is adopted. This scheme not only provides a pertinent set of features but also reduces the dimensionality of the feature space. This reduced feature set is then used to train and test a slim twdayer back-propagation neural network. The classification results on different reverberation afflicted realizations and for SNR of 12dB are obtained. The ROC curve of the system for these results is then formed which indicates great performance of the proposed scheme based upon only single ping of the acoustic backscattered data. Furthermore, the generalization capability of the neural network classifier was also demonstrated by performing statistical analysis on a large number of test cases.
ACOUSTIC BACKSCATTERED DATA AND PRE-PROCESSING
The data set for this study was provided by the Coastal Systems Station(CSS) at Panama City, FL. There are six objects: two mine-like targets and four non-targets. These are: with an explosive simulant.
water.
A projector was used to transmit seven types of linear frequency modulated (LFM) up-sweep signals, each of 1 millisecond long but covering a different frequency range. The incident and backscattered signals of only one band were chosen in this study for comparison with the results of [6]. Prior to using our classification system, several preprocessing steps are needed. These are described in their order in the following:
1. Scaling: Generate the "scaled" signal from the raw acoustic backscattered data to compensate for biases and amplifier and filter gain settings used in the recording of the data.
Reverberation effects:
Add synthesized reverberation to all the backscattered signals and scaled them to certain SNR. The synthesized reverberation is generated by convolving white noise realizations with the incident signal, and then scaling to desired SNR.(Note that reverberation dominates the same frequency band as the backscattered signal, making classification in this noise type particularly diffcult). According to [6],
we generate an aspect-dependent SNR of 12dB using:
where the SRA is the signal reference amplitude, which is the largest amplitude that was less than 90% of the peak amplitude of all aspects for the target of interest. To avoid amplitude dependent bias in our classification, each data sequence was divided by its own SRA so that the amplitude difference among targets is compensated. The SRA also becomes one due to this "scaling" process.
Downsampling :
The original sampling rate was 2 MHZ which was too high compared to the signal bandwidth. The backscattered signals were down-sampled by a factor of 4. This makes the signals shorter without losing important information.
4. Multipath effects: Multipath effects are caused by the experimental setup. Multipath is identified as the one that (1) lags the main target return, (2) is weaker in intensity, (3) may have the same waveform pattern as that of the actual target. To get rid of the multipath effects, a matched filtering scheme is used to identify the secondary reflections. Once the position of the largest peak in the matched filter output is detected, the corresponding point in the original backscattered signal and 500 points before and 1000 points after this point are extracted. This 1501-point segment, which contains valid information about the main target return, corresponds to 3 msec window or target-range extent of about 2.25 meters. This segment is then used as the input to the subsequent feature extraction process.
FEATURE EXTRACTION AND CLASSIFICATION
The block diagram of the overall classification system is shown in Figure 1 . As can be seen, there are several subsystems that perform wavelet packets operation, feature extraction in sub-bands, feature selection and reduction and neural network-based classification. These are briefly described in the following sub-sections.
A . Wavelet Packets f o r Feature Extraction
Discrete wavelet transform(DWT) is closely related to sub-band decomposition using filter banks [8] . The idea is:
given a signal, we use a low-pass filter h(n) and high-pass filter g(n) to yield two sequences, out of which the lowpass version is viewed as an approximation of the initial signal while the high-pass part represents the "additional detail" complementing the low-pass approximation. These sequences are then sub-sampled by a factor of 2. Thus, we get one level of wavelet decomposition. This process c a n be repeated on the low-pass approximated signal to get the higher level wavelet decompositions. The filter bank has a tree structure giving the well-known octave band decomposition of the frequency axis. The octave-band tree structure can be generalized to any arbitrary tree structure. The full tree which divides the frequency axis into equal-bandwidth components obviously yields a linear division of the spectrum similar to the short time Fourier transform (STFT). These structures form a family of orthonomal basis that is known as "wavelet packets". The usefulness of this representation lies in its rich menu of orthonomal basis from which the "best" one, according to some signal dependent criteria, can be selected. Due to the variations in the characteristics of different objects, e.g. elasticity, geometrical shape and size, energy distributions of the backscattered signals for these objects tend to be different, especially in some high frequency bands. Wavelet packets provide fine detail information about the backscattered signals in a best tree structure. The standard deviations of the signals at different sub-bands in the tree decomposition can generate a multiresolution look of the distribution. These are then used to form the feature vector for the subsequent processing.
B. Feature Seleetion/ReHuction Process
From the statistical decision theory, it is well-known that the probability of classification error decreases when additional measurements are taken into consideration. However, this is true for infinite sample sets for which the estimation errors of the system parameters can be ignored. Bellman's curse of dimensionality [9] shows that the classification performance will not be improved as more features are added. That is, more features would correspond to more classification system parameters to be estimated, and thus in the case of only finite training samples, this leads to increased estimation error. Due to the estimation error, the system can be so finely tuned to the training set that it lacks generalization capability.
A feature selection scheme is, therefore, needed to extract the most useful information €rom the complete feature space to form a feature vector in a lower dimensional space, and remove any redundant and irrelevant information that may have detrimental effects on the classification performance.
To select an appropriate set of features, a criterion function can be used to provide the discriminatory power of the individual features. Two criterion functions based on the probabilistic distance measure are considered here. where a : is the variance of the features in class i.
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True Class mine-like targets non-targets
In this case, we can calculate the criterion. function for each feature in the complete feature set, and then choose those features for which DB values are relatively larger than the others to form the reduced feature vector for the subsequent classification. The total number of features is decided by searching for the gap in these values. In this paper, this scheme is adopted because of its simplicity and better numerical stability since the computation of the inverse of the covariance matrices may lead to numerical problems, especially when the matrices are estimated based on a limited data set.
Chosen class mine-like targets non-targets 630 (87.5%) 90( 12.5%) 180(12.5%) 1260(87.5%)
C. Neural Network Classifier
A two-layer back propagation neural networks (BPN) El21 with structures 9-8-2 is used for classification using the reduced feature vectors. Classification decision is based upon discriminating mine-like (targets 1 and 2) from non-mine-like(target 3-6) objects. The neural network uses fast back-propagation with momentum term cy = 0.9 and adaptive learning rate. Momentum decreases back-propagation's sensitivity to small details in the error surface in order to prevent the network from getting stuck in shallow minima, and the adaptive learning rate attempts to keep the learning step size as large as possible while keeping the learning stable.
IV. RESULTS
The backscattered signals were decomposed using a five level full-tree wavelet packets decomposition which corresponds to a STFT with total of 26 -1 sub-bands.
Daubechies 4 filter[l3] which gives an orthonomal filter bank with maximum flatness was chosen for this decomposition. All the sub-bands at level 4 which were labeled along the frequency axis from [4, 0] to [4,15] and the first fifteen sub-bands at level 5 which were labeled in the same way from [5,0] to [5,14] were chosen. The sub-bands at level 4 give the overall look of the whole frequency axis, while the selected sub-bands at level 5 give even finer look of the frequency components of the backscattered signals. The standard deviation of the signals at these sub-bands were calculated to form the complete feature vector of size 36.
The whole data set was divided into two sets, one for training and one for testing. Even aspect angles were used for training, and odd aspect angles were used for testing. The training and testing data were generated based on the original data by adding synthesized reverberation as described before. Thus, we have a total of 216 training samples and 216 testing samples for each realization. The values of the Fisher discriminant functions (DF's) for the features were calculated based upon the training data set.
A . ROC Curves of the Classifier
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It was observed that 9 sub-bands provided larger DF's values than the others. These sub-bands correspond to [4,8], the tree structure. These features were used to form the reduced feature vector which is then used as the input to the two-layer BPN classifier. Several BPN structures were tested with different number of hidden layer neurons and the optimal performance was achieved for the network with 9-8-2 structure. This is a very slim network with a good generalization behavior. To test the performance of the classifier, more testing data were generated by adding different synthesized reverberation to the odd aspect angle backscattered signals. Figure 2 shows the ROC curve obtained based 2160 cases or 10 different realizations. As can be observed from this ROC curve, the classifier provides excellent classification results based upon the data of only one ping of the sonar. As a comparison, our proposed system provides almost 85% correct classification for only 10% false alarm rate while the combination of the matched filter and SCAT in [SI can provide 75% correct classification for the same false alarm rate. To further improve the performance of the proposed system, the data of multiple pings of the sonar can be classified and fused together. This will be considered in the future research.
The confusion matrix generated based on the classification results on these ten realizations (2160 samples) is given in Table I . The threshold for the decision making is the one which makes the correct classification rate (Pcc) = 1-false alarm rate (Pfc). This corresponds to the "knee" of the ROC curve marked on Figure 2 . Thus, the confusion matrix is generated by counting the number of correct clas- sifications for each class, leading to the diagonal elements of this matrix, and the number of misclassifications -and the false alarms providing the upper and lower off-diagonal elements, respectively.
B. Generalization and Robustness of the Classifier
The same training set was used to train the network with different random initial weights in order to test the consis tency in the network's performance. The initial weights are uniformly distributed over a small range of values which are determined based on the minimum and maximum values of the training set data [14] . The network was trained for ten trials and Figure 3 shows the corresponding classification performance for each testing trail(one realization). With the exception of two trails which failed to converge, the network's performance was stable and the classification rate for 10% false alarm rate varied within only 10% range as shown in Figure 3 .
More testing cases were also generated to test the generalization ability of the classifier. Figure 4 shows the classification result on another testing set of 10 realizations. Again the system provided around 85% correct classification for only 10% false alarm rate. This demonstrates good generalization ability of the classifier.
We further studied the error rate and classification rate statistics for a large enough number of samples. Given different sets of n input pattern vectors, the classification error number m of the classifier can be viewed as a random To estimate the error rate of the neural network classifier, 50 different Monte Carlo trials were performed. For each trial, a different testing set with different reverberation realization was used. As before, each set contained 216 backscattered signals corresponding to odd aspect angles and a dimerent 12dB synthesized reverberation sequence. Based on the above analysis and the expected error rate of the classifier, the number of cases is large enough to provide an estimate of the error rate with a good accuracy. Figure 5 .a shows the histogram of 50 individual error measurements for the 50 trials under the assumption that false positive and negative errors have the same weights, Le., the false alarm and misclassification errors are summed up to a total classification error. The classification decision is made based on a simple hard-limiter thresholding operation. The legend provides the mean (and standard deviation of the error rates. 
V. CONCLUSION
A wavelet packets-based scheme for classification of underwater targets from the acoustic backscattered signals was developed in this paper. Wavelet packets were used to yield a "multi-look" analysis of the backscattered signals in various sub-bands. The second order statistics of the signals at different sub-bands were used as the features for classification. In addition, a statistical based feature selection scheme was applied to choose the most pertinent features and at the same time reduce the dimensionality of the feature space. A back-propagation neural network classifier was then used to perform the discrimination between targets and non-targets based upon a reduced set of features. The ROC curve generated based on the results on ten different realizations indicated excellent performance of the classifier for this application. In addition,
