Abstract. We study the existence and approximation of solutions for a nonlinear second order ordinary differential equation with Dirichlet boundary value conditions. We present a generalized quasilinearization technique to obtain a sequence of approximate solutions converging quadratically to a solution.
Introduction
The classical method of quasilinearization offers an approach for obtaining approximate solutions to nonlinear equations [1, 2] . It requires, roughly speaking, that the nonlinearity is convex. Recently, the method of quasilinearization was generalized by not demanding this convexity condition. Indeed, in [5] the authors obtained a sequence of approximate solutions converging quadratically to a solution of an initial value problem for a first order ordinary differential equation. The same result was presented in [6, 7] for the periodic boundary value problem for first order ordinary differential equations. In [9, 10] a quasilinearization technique for a boundary value problem for a second order ordinary differential equation was developed.
In this paper we study the existence and approximation of solutions for second order ordinary differential equations with Dirichlet boundary value conditions. In section 2, we cite some well known results on the linear Dirichlet problem and then recall the upper and lower solution method and the monotone iterative technique. In section 3 we present our principal result. We develop the method of quasilinearization for a nonlinear Dirichlet problem and obtain a sequence of approximate solutions converging quadratically to a solution of the problem.
Finally, we note that our main result is new since the boundary conditions considered in [9, 10] do not include the case of Dirichlet boundary conditions.
Preliminary results
In the space C(Ω) we consider the usual uniform norm, that is,
It is well known that the Dirichlet problem
has a nontrivial solution if and only if λ = n 2 for some n = 1, 2, . . . . In consequence, if λ = n 2 , n = 1, 2 . . . , then for any σ ∈ C(Ω), the problem
has a unique solution given by
Here, G λ is the Green's function given by
for λ = 0; and
for λ > 0, and λ = n 2 , n = 1, 2, . . . . From these expressions we see that G λ ≥ 0 for λ < 1. Thus, we have the following comparison result.
Lemma 2.1 (Maximum principle). If λ < 1 and σ
The next result will be useful.
Lemma 2.2 (Comparison result). Let
Proof. If u(y) < 0 for some y ∈ Ω, set u(x m ) = min{u(x): x ∈ Ω} < 0. Hence, u (x m ) = 0 and u (x m ) ≥ 0. On the other hand, −u (x m ) ≥ λu(x m ) > 0 which is a contradiction. Now, consider the following nonlinear Dirichlet problem
where f : Ω × R → R is continuous.
We say that α ∈ C 2 (Ω) is a lower solution of (2.3) if
Theorem 2.1 (Upper and Lower Solution Method). Suppose that α, β ∈ C 2 (Ω) are lower and upper solutions for (2.3), respectively, such that
Then there exists at least one solution u of (2.
Proof. We sketch the proof since it follows standard arguments (see, for instance, [3, 8] ). Consider the modified problem
wheref (x, u) = f(x, p(x, u)), p(x, u) = max{α(x), min{u, β(x)}}. Any solution u of the modified problem is such that α ≤ u ≤ β on Ω. Hence, any solution of (2.7) is also a solution of (2.3). On the other hand, (2.7) is solvable sincef is bounded. This completes the proof. 
Then, there exist monotone sequences {α n } and {β n } with α 0 = α, β 0 = β, α n ≤ β m for every n, m ∈ N, and lim n→∞ α n = r, lim n→∞ β n = ρ uniformly on Ω. Here, r and ρ are the minimal and maximal solutions of (2.3) between α and β, that is, if u is a solution of
Proof. For any η ∈ C(Ω) with α ≤ η ≤ β on Ω, consider the linear Dirichlet problem
Denote by u = Aη the unique solution of this problem. Using the comparison result of Lemma 2.2 it is easy to show that α ≤ Aη ≤ β. Moreover, if η 1 , η 2 ∈ C(Ω) are such that α ≤ η 1 ≤ η 2 ≤ β on Ω, then α ≤ Aη 1 ≤ Aη 2 ≤ β. Now, defining α 0 = α, α n = Aα n−1 , n ≥ 1, we have that {α n } ↑ r monotonically and uniformly on Ω, and r is the minimal solution of (2.3) between α and β. Analogously, setting β 0 = β, β n = Aβ n−1 , n ≥ 1, we obtain a decreasing sequence {β n } ↓ ρ monotonically and uniformly on Ω, and ρ is the maximal solution of (2.3) between α and β.
Quasilinearization method
To develop the quasilinearization technique for the nonlinear Dirichlet problem (2.3), assume that α and β are lower and upper solutions of (2.3) respectively and that (2.6) holds. Thus, let
and consider the following conditions:
∂u 2 (x, u) exist and are continuous for every (x, u) ∈ S, (3.1)
Note that (3.1) implies that there exists m > 0 such that
Note that g(x, u, v) ≤ f (x, u) and that g(x, u, u) = f(x, u). Proof. Set w 0 = α, and consider the Dirichlet problem
It is easy to see that w 0 is a lower solution for (3.5) and that β is an upper solution for (3.5). Therefore, by using Theorem 2.1, we have that there exists a solution w 1 of (3.5) such that w 0 ≤ w 1 ≤ β on Ω. Now, consider the Dirichlet problem
In view of the fact that w 0 ≤ w 1 ≤ β we get using (3.4) that w 1 is a lower solution for (3.6) and that β is an upper solution for (3.6). As before, we have that (3.6) has a solution w 2 such that w 1 ≤ w 2 ≤ β on Ω.
This process can be continued successively to obtain a monotone sequence {w n } satisfying
where w n is a solution of the Dirichlet problem
The sequence {w n } is monotone and, in consequence, it has a pointwise limit w. To show that w is in fact a solution of (2.3), notice that w n is a solution of the following linear Dirichlet problem:
with σ n (x) = g(x, w n (x), w n−1 (x)), x ∈ Ω. It is clear that the sequence {σ n } is bounded in C(Ω) since g is continuous on S and, for n = 1, 2, . . . , we have that α ≤ w n ≤ β. Also, lim n→∞ σ n (x) = f(x, w(x)), x∈Ω.
On the other hand,
This implies that {w n } is bounded in C 2 (Ω), and hence {w n } ↑ w uniformly on Ω. In consequence, passing to the limit when n → ∞, we get that
that is, w is a solution of (2.3). Finally, to show that {w n } → w quadratically, define
where m was chosen so that (3.3) holds, and select a constant c > 0 such that
Let e n = w − w n , n = 1, 2, . . . . For x ∈ Ω, we have that In consequence, the error e n satisfies the Dirichlet problem −e n (x) − a n (x)e n (x) = ce 2 n−1 (x) + b n (x), x ∈ Ω, e n (0) = e n (π) = 0, where a n (x) = ∂F ∂u (x, w n−1 (x)) − m[w(x) + w n (x)]
