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Evangelho (Mt 5, 13-16): . 
Naquele tempo, disse Jesus a seus discípulos: ”Vós sois o sal da terra. Ora, se o 
sal se tornar insosso, com que salgaremos ? Ele não servirá para mais nada, senão para 
ser jogado fora e ser pisado pelos homens. Vós sois a luz do mundo. Não pode ficar 
escondida uma cidade construída sobre um monte. Ninguém acende uma lâmpada e a 
coloca debaixo de uma vasilha, mas, sim, num candeeiro, onde brilha para todos que 
estão na casa. Assim também brilhe a vossa luz diante dos homens, para que vejam as 
vossas boas obras e louvem o vosso Pai que está nos céus”. 
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Este trabalho trata os problemas de estabilização e de posicionamento regional de pólos em sis- 
temas lineares contínuos no tempo usando realimentação estática de saídas. Os resultados apre- 
sentados têm como ponto de partida o conceito de subespaços (C,A,B)-invariantes caracteriza- 
dos algebricamente através de um par de equações acopladas de Sylvester, cuja solução pode ser 
obtida, para sistemas que verificam a condição de Kimura (m + p > em duas etapas utilizan- 
do o algoritmo de Syrmos e Lewis. No caso de sistemas normais, é demonstrado que subespaços 
(C,A,B)-invariantes estabilizáveis por saídas podem ser caracterizados através de equações aco- 
pladas de Lyapunov. Baseada nessas equações, é proposta uma condição necessária e suficiente 
para a existência de solução do problema de estabilização por realimentação estática de saídas. 
Para sistemas satisfazendo a condição de Kimura, são propostos dois algoritmos (primal e dual) 
para solução das equações acopladas de Lyapunov. A técnica de estabilização é então adapta- 
da para tratar o problema de posicionamento regional de pólos. Para uma classe de sistemas 
descritores (regular, sem comportamento impulsivo e sem ação direta de controle nas variáveis 
algébricas), é demonstrado que os problemas de estabilização e de posicionamento regional 
de pólos por realimentação estática de saídas podem ser vistos como problemas para um sis- 
tema normal de ordem reduzida. Assim sendo, os resultados sobre existência de solução e o 
algoritmo dual de solução das equações acopladas de Lyapunov, desenvolvidos para sistemas 
normais, são adaptados para serem aplicados diretamente no modelo de ordem completa do 
sistema descritor. Para os sistemas descritores gerais, é introduzido o conceito de subespaços 
(C,A,E,B) -invariantes fortemente estabilizáveis por saídas. A caracterização algébrica destes 
subespaços é obtida na forma de equações acopladas generalizadas de Sylvester e de Lyapunov. 
São propostas condições necessárias e suficientes para a existência de solução do problema de 
estabilização por realimentação estática de saídas e algoritmos para solução do problema. 
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This work deals with the problems of stabilization and of regional pole placement by static 
output feedback in linear continuous-time systems. The results are based on the key notion 
of (C,A,B)-invariant subspaces which can be characterized through a pair of coupled Sylvester 
equations. Then, solutions to these equations can be obtained, for systems verifying Kimura`s 
condition (m + p > n), into two steps using Syrmos and Lewis”s algorithm. In case of normal 
systems, it is shown that output stabilizable (C,A,B)-invariant subspaces can be characterized 
through a pair of coupled Lyapunov equations. Based on those coupled equations, necessary 
and sufficient conditions for existence of a stabilizing output feedback are proposed. For sys- 
tems verifying Kimura”s condition, two al gorithms (primal and dual) are proposed to solve the 
coupled Lyapunov equations. The stabilization technique is then adapted to treat the problem of 
regional pole placement. For a class .of descriptor systems (regular, impulsive free and with no 
direct action of control inputs on the algebraic variables), it is demonstrated that the problems 
of stabilization and of regional pole placement by static output feedback can be viewed as pro- 
blems for a reduced-order normal system. Thus, the previous results concerning the existence 
of solution and the dual algorithm using coupled Lyapunov equations, are adapted to be direc- 
tly applied to the full-order descriptor system. For general descriptor systems, the concept of 
strongly output stabilizable (C,A,E,B)-invariant subspaces is introduced. An algebraic charac-'" 
terization those subspaces is obtained under the form of two coupled generalized Sylvester and 
Lyapunov equations. Necessary and sufficient conditions for existence of a stabilizing output 
feedback are proposed and an al gorithm can be used to find stabilizing solutions. ' '
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Capítulo 1 
Introdução Geral 
O controle de sistemas por realimentação de saídas é, reconhecidamente, um pro- 
blema importante tanto do ponto de vista teórico quanto do ponto de vista prático. 
Em aplicações reais, aslvariáveis internas do sistema a controlar nem sempre estão 
disponíveis para medição, fazendo-se necessário controlar o sistema com a informação 
parcial disponível. Deste modo, o controle pode ser feito através de uma realimentação 
estática ou de uma realimentação dinâmica de saídas. Neste último caso, o controle 
pode ser realizado a partir de uma realimentação de estados estimados, com observador 
de estados de ordem completa ou de ordem reduzida, ou utilizando-se diretamente um 
compensador dinâmico na malha de realimentação. No caso de sistemas lineares, a 
estrutura do tipo de compensador dinâmico é teoricamente equivalente à utilização de 
uma realimentação estática de saídas aplicada a um sistema aumentado. 
Por outro lado, o controle por realimentação de saídas é ainda considerado um 
problema teórico aberto, muito embora vários trabalhos tenham sido desenvolvidos 
nas últimas décadas nesta área, especialmente no caso de sistemas lineares [LeW86]. 
Dentro do contexto brevemente descrito acima, esta tese considera o problema de 
estabilização e de posicionamento regional de pólos por realimentação estática de saídas 
de sistemas lineares. Consideram-se sistemas clássicos, na representação por variáveis 
de estado, e sistemas descritores, e faz~se uso de uma abordagem geométrica baseada na 
invariãncia de subespaços para o desenvolvimento teórico. Mostra-se que esta aborda- 
gem geométrica, que pode ser naturalmente traduzida na forma de equações acopladas 
de Sylvester, também pode ser descrita por um conjunto de equações acopladas de 
Lyapunov e que ferramentas de Programação Convexa podem ser utilizados para sua 
solução [CHLOO], [CLTO1], [LCSO0], [CHLO2] e [CSLT02]. 
Os sistemas descritores também chamados de sistemas singulares, aparecem com 
frequência na modelagem de vários sistemas dinâmicos comumente usados em apli-
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cações de engenharia, como sistemas elétricos de potência, sistemas sócio-econômicos, 
engenharia aeroespacial, analise de redes etc.. Um sistema descritor linear consiste 
basicamente de uma mistura de equações algébricas e diferenciais [VLK81] [LeW86] 
[Dai89], e pode ser representado por equações do tipo: 
= A:c()+Bu(t) 
y(t) = Cx /'\ 
H~Pl~ 
LX 
Quando E = I, tem-se um sistema clássico puramente diferencial, chamado de sistema 
normal 1. Os sistemas descritores considerados neste trabalho são caracterizados por 
matrizes E singulares : posto(E) = q < n. 
O comportamento dinâmico dos sistemas descritores apresenta certas características 
particulares que os diferenciam dos sistemas clássicos, dentre elas: descontinuidades e 
presença de impulsões em t = O. Assim, o problema básico de controle, normalmen- 
te tratado na literatura, busca tornar o sistema descritor em malha fechada [Lewãšõl 
[Dai89] regular, livre de impulsões e assintoticamente estável. A propriedade de regu- 
laridade garante a existência da solução única do sistema descritor. Se o número de 
autovalores finito do par (E, A) é igual ao posto(E) : q < n, então o sistema descritor 
não têm modos impulsivos. 
No caso de sistemas normais, uma revisão de abordagens existentes e técnicas que 
tratam diferentes versões do problema de controle por realimentação de saídas pode ser 
encontrada em [SADG97]. Outros resultados que não são cobertos em [SADG97], são 
encontrados em [KS95], [GOA97], [GdSS98], [CLS98], [CT99], [FMO0], [ACOl], [RA99] 
e [Tsu01]. No caso de sistemas descritores, o problema de estabilização por realimen- 
tação de saídas é considerado em , por exemplo: [Fle88], [Daí89], [BGMN94], [VLNS94], 
[CCH99] [Dua99]; e mais recentemente em [TK98], [GMO1] e [ITO0]. Trabalhos relaci- 
onados ao tema desenvolvido nesta tese e realizados no LOM I / DAS/ U F S' C' , podem 
ser encontrados em [Gom94], [San96], [M0197] e [PaiOl] no caso de sistemas normais e 
em [Men98] e [Bar99], no caso de sistemas descritores. 
Uma característica comum encontrada em diversos trabalhos é que os diferentes 
métodos propostos para solução do problema de estabilização usando realimentação 
de saídas são equivalentes a solução de equações matriciais acopladas: equações de 
Sylvester, de Lyapunov, ou de Riccati [BGl\/I97]. Esta característica também pode 
ser verificada no caso de sistemas descritores, onde algumas condições complementares 
lsistema normal : termo adotado a partir da literatura utilizada para o estudo de sistemas sistemas 
descritores.
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devem ser garantidas para obter a regularidade e ausência de modos impulsivos em ma- 
lha fechada. Em particular, através do uso de equações acopladas de Sylvester [SL93a] 
[SL94], o problema de controle usando realimentação de saídas pode ser resolvido em 
duas etapas, associadas a determinação e estabilização interna de um subespaço invari- 
ante. Esta abordagem, de cunho geométrica, é utilizada principalmente para a solução 
via posicionamento de autoestrutura. Para o caso dos sistemas descritores, Fletcher 
[F le88] foi um dos 'primeiros a tratar o problema de estabilização considerando dois 
aspectos: a condição de regularidade e o aspecto da síntese modal através do requisito 
de posicionamento de pólos. A técnica usada em [Fle88] também é o posicionamento 
de autoestrutura, onde a seleção dos vetores que satisfazem segunda equação (associ- 
ada a saída) e primera equação (associada a entrada) de Sylvester generalizada sera 
determinante para garantir a regularidade em malha fechada. 
Usando abordagens algébricas, o problema de estabilização em sistemas descritores 
é também estudado em [Dua92], [Dua95], [DP97], [Dua98] e [DP98]. 
O presente trabalho visa estudar o problema de controle por realimentação de saídas 
de sistemas lineares, normais e descritores, via uma abordagem geométrica baseada 
na invariãncia e estabilidade de subespaços, que se traduzem pela solução de duas 
equações acopladas (generalizadas) de Sylvester. Esta técnica aparece principalmente 
na literatura de posicionamento de autoestrutura. Desta forma, o trabalho visa in- 
tegrar técnicas de otimização convencionais ( Programação convexa e LM I s ) a esta 
abordagem geométrica, com ênfase particular a sua aplicação aos sistemas descritores. 
A abordagem geométrica para solução do problema de estabilização por realimen- 
tação de saídas é baseada no conceito de (C,/1, B) invariãncia. Este conceito geométrico 
apresentado em [SL94] para o caso de de sistemas normais caracteriza, conjuntamente, 
a (A, B)-invariãncia e a (C',A)-invariãncia de um dado subespaço. Um objetivo é a 
obtenção da caracterização quadrática via equações de Lyapunov para a construção de 
subespaços invariantes estabilizavel pela saída. Uma caracterização algébrica aparece 
naturalmente na forma de duas equações acopladas de Sylvester que, conjuntamente 
com as restrições de estabilidade, descrevem completamente a existência de uma reali- 
mentação de saídas estabilizadora para o sistema em malha fechada. Alguns algoritmos 
existentes na literatura podem, assim, ser colocados no contexto da teoria desenvolvida 
em [SL93a] para sistemas normais e em [Fle88] para sistemas descritores. 
A técnica de estabilização é adaptada para tratar o problema do posicionamento 
regional de pólos por realimentação de saídas. A referida técnica é baseada no conceito 
de posicionamento de pólos em uma região LM I [CG96], i[CGA99], onde a a função 
L]\/II de Lyapunov associada as equações acopladas de Lyapunov posiciona os pólos da
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malha fechada em uma região L./VI I previamente determinada. Em [GDB96] a técnica 
do posicionamento regional de pólos por realimentação de saídas é baseada nas equações 
de Riccati. 
Também é estudado o problema de estabilização, por realimentação de saídas para 
sistemas descritores que, similarmente aos sistemas normais, é decomposta em duas 
etapas: 1) determinação de um subespaço (C, A, E)-externamente detectável; 2) esta- 
bilização interna deste subespaço. 
Dentro do contexto descrito acima, o presente documento, descreve algumas con- 
tribuiçoes que devem permitir integrar técnicas convencionais de otimizaçao convexa 
e de fácil utilização para especialistas em controle, para a solução do problema de es- 
tabilização, e sua adaptação ao problema de posicionamento regional de pólos. Sao 
elas: 
o uma caracterização via funçoes de Lyapunov quadráticas para o conceito de su- 
bespaços (C, A, B)-invariantes; 
o uma aplicação da caracterização acima para uma classe de sistemas descritores 
[LCSOO] [CSLT02]; e 
o uma generalização para o caso geral de sistemas lineares descritores do conceito 
de subespaços (C, A, E, B)-invariantes e relação da caracterização algébrica com 
as equações acopladas de Sylvester e as equações de Lyapunov [CLTOl]. 
Este trabalho é apresentado da seguinte forma: 
O Capítulo dois, no contexto da teoria linear para sistemas normais, apresenta o 
problema da estabilização de sistemas lineares usando realimentação de saídas. Mostra- 
se como o conceito de subespaços (C, A, B) invariantes pode ser usado para resolver o 
problema de estabilização usando realimentação de saidas. 
No Capitulo três, apresenta-se uma solução do problema da estabilização e para o 
problema de posicionamento regional de pólos usando realimentação de saídas, fazen- 
do uso das equações acopladas de Lyapunov para construir um subespaço (C, A, B)- 
invariante estabilizável pela saída. Baseado nestes resultados, apresentam-se os algo- 
ritmos para calcular uma matriz de realimentação de saídas. Uma técnica de decom- 
posição ortogonal será inicialmente usada para a elaboração do algoritmo. 
No Capítulo quatro, uma classe de sistemas descritores é estudada, considerando as 
seguintes particularidades do sistema em malha aberta: ausência de comportamento 
impulsivo, regularidade e ausência da ação direta da entrada de controle nas variáveis
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algébricas. Conceitos de base fundamentais para o entendimento do problema de con- 
trole de sistemas descritores são apresentados na forma de um apêndice. Considera-se 
uma adaptação da caracterização quadrática via equações de Lyapunov para esta clas- 
se de sistemas descritores. Baseado nestes resultados, apresenta-se um algoritmo para 
calcular uma matriz de realimentação de saídas. 
No Capítulo quinto são considerados os sistemas descritores na sua formulação 
geral. A partir da noção de (C, A, E, B) invariância e do uso das equações de Sylves- 
ter/ Lyapunov generalizadas para o sistema descritor apresenta-se resultados teóricos 
e no uso de técnicas de otimização dois algoritmos baseados em posicionamento de 
autoestrutura. 
Exemplos numéricos são apresentados ao longo desta tese com objetivo de ajudar 
a entender melhor as formulações estabelecidas. Finalmente é apresentada a conclusao 
geral.
Capítulo 2 
Realimentação r de saídas, 
(C, A, B)-invariância e Equações 
acopladas de Sylvester ~ 
2.1 Introdução i 
Seja 0 sistema linear ínvariante no tempo descrito por: 
5;. 
/É 
/'\ 
C`§~ 
@§~ 
\.Z 
L/ 
H- 
<`f~ 
\_/ /_\ 
= A:1c( )+ Bu(t) (2.1) 
'^ y = C':z:( ' 2.2) 
onde: at 6 X ~ ÊR" , fu E Zz! ~ Êlšm , y E J/ ~ ÊRP. Assume-se que B é de posto completo 
por colunas e que C' é de posto completo por linhas. O problema de base considerado 
neste trabalho é encontrar uma lei de controle do tipo realimentação estática de saídas 
u(t) = Ky(t) , K G Êlšmxp (23) 
tal que o sistema em malha fechada seja assintotícamente estável, isto é: a(A+BKC) G 
C", onde a(A + BKC) = {z\1, À2, . . . , Àn} é 0 conjunto de autovalores de A + BKC. 
Este capítulo apresenta os conceitos basicos da teoria de controle geométrico que 
fundamentam a abordagem adotada na tese para a solução do problema [SL94], 
[Won79]. As equações acopladas de Sylvester são interpretadas com base na teoria 
de controle geométrico. Assim, através dessas equações, o problema de estabilização 
usando realimentação de saídas pode ser decomposto em duas etapas [SL93a]: 
- determinação de um subespaço (C, A)-externamente detectável;
2. Realímentação de saídas, (C, A, B)-invariância e Equações acopladas de Sylvester 9 
- estabilização interna deste subespaço. 
Na busca de soluções para o problema de estabilização discutem-se e apresentam-se 
procedimentos para a solução destas equações acopladas, com ênfase em técnicas de 
posicionamento de auto-estrutura [AP96] [SL93a]. 
Na seção 2.2, introduz-se a noção de subespaço O.S. (C',A, B)-invariante e 
apresentam-se as equações acopladas de Sylvester. Na terceira e quarta seções 
apresentam-se os aspectos algorítmicos, ilustrando-os com exemplos numéricos. Al- 
guns comentários conclusivos são finalmente apresentados. 
2.2 Subespaços invariantes e Equações acopladas de 
Sylvester 
Como em [SL94], usam-se alguns conceitos e definições da teoria de controle ge- 
ométrico [Won79]. Sabe~se que um subespaço V C X é (A,B)-invariante se existe 
F : X _› J/ tal que (A + BF)V C V, ou equivalentemente , AV C l/+ Im B. Por 
dualidade um subespaço T C X é (C,A)-invariante se existe L : 1/ -~› X tal que 
(A + LC')T C T, ou equívalentemente, T D A(T (W Ker 
Definição 2.2.1 [SL94] Um subespaço V C X, de dimensão v , é (-C,A,B)-mvamante 
se V é (A, B)-invariante e (C,A)-ínvaríante. 
Seja V G ¶Ê”×” tal que Im (V) = V e seja T E §R("`”)×” um anulador à esquerda de 
V, zfle. : K ev" (T) = Im A definição 2.2.1 é equivalente a existência de matrizes 
(HV G §R”×”, DV E ÊRm×”) e (HT E §R"`”×"`”, U E §R(”`”)×”), soluções para as seguintes 
Equações acopladas de Sylvester: 
AV-1/HV z ..BW (24) 
TA-HTT = -U0 ' (2.5) 
Tv z 0 (2-6) 
A definição 2.2.1 e as equações (2.4),(2.5) e (2.6) têm um papel fundamental 
no tratamento do problema de controle usando realimentação estática de saídas, 
principalmente por posicionamento de auto-estrutura [SL93a] [SL94]. O presente 
estudo leva em conta as propriedades de estabilizabilidade e detectabilidade, através 
das duas definiçoes a seguir: 
(í) um subespaço (A, B)-invariante V é (A, B)-internamente estabilizável se existe F
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tal que (A + BF)|V é assintoticamente estável; e 
(tt) um subespaço (C, A)-ínvariante V é (C, A)-externamente detectável se existe L tal 
que (A -+- LC')|X/V é assíntoticamente estável. 
Definição 2.2.2 [SL94] Um subespaço V, de dimensão U, é (C,A,B)-tnuartante es- 
tabtltzáuel pela saída, (ou simplesmente 0.5. (C,A, B)-tmzartante 1 ) se V e' (A,B)- 
tnternamente estabtltzável e (C, A)-externamente detectáuel. 
Assim, uma condição necessária e suficiente para que um subespaço V = Im(V) seja 
O.S. (C,/i, B)-invariante é que (24), (2.5) e (2.6) sejam verificadas com as condições 
adicionais de estabilidade : ~ 
U(HV) G C- (27) 
U(HT) É C- 
O Teorema a seguir relaciona o conceito de subespaços O.S'. (C, A,B)-invariantes 
à existência de uma lei de controle do tipo realimentaçäo estática de saídas (2.3) que 
estabiliza o sistema em malha fechada. 
Teorema 2.2.1 Existe uma matriz de realtmentaçäo de saídas K : J/ --› M tal que 
o(A+BKC') G C", se e somente se as seguintes condições são 'verzficadas para algumas 
matrizes (V E ÊR"×”,Hv E §R”×”,W E §Rm×”), (T E §R"'”×",HT E §R""”×""”,U E 
§R"'”×”) e para algum escalar positivo 21 Ê ns 
AV - VHV = -BW , com o(Hv) G C` 
TA - HTT = -UC' , com o(HT) E C- 
TV = O 
Ker (CV) Q Ker ) 
Ker (B'T') Ç Ker ) /'\ 
/-\ 
Ê
É 
/-\ 
f\ 
/-\ 
/1 
l_¡ 
P-4 
P_* 
li 
N 
CAD 
l\3- 
P-^ 
É
Ê 
z/ 
\_/ 
\/ 
g/ 
\./ 
onde: posto (V) = 11 e posto (T) = n - v. El 
É importante notar que estes resultados têm sido apresentados e explorados sob 
diferentes formas na literatura relativa ao posicionamento de auto-estrutura usando 
1Em inglês: Output Stabiltzable (C',A,B)-invarlant [S'L94/ [CHLÚO/
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realimentação de saídas (ver [SADG97]). O enunciado apresentado corresponde ao 
enunciado do Teorema 3.2 de [SL94]. Como visto, as Equações acopladas de Sylvester 
(2.9), (210) e (2.11) descrevem propriedades geométricas do subespaço V = Im 
Sob a restrição de estabilidade imposta a matriz HV, a equação (2.9) significa que o 
subespaço V = Im (V) deve ser (A,B)-internamente estabilizável; dualmente, (2.10) 
significa que o subespaço K er (T) = V deve ser (C, A)-externamente estabilizável. As- 
sim, sob a condição de acoplamento (211), tem~se que a existência de um subespaço 
V = Ke"/“(T) O.S. (C',A,B)-invariante, com as condições adicionais (212) e (213) é 
uma condição necessaria e suficiente para a existência de solução do problema conside- 
rado. Note-se também que as condições (212) e (213) correspondem a existência de 
uma matriz K E Sim” que verifica as duas igualdades seguintes: 
Kcv = W (2.14) 
TBK = U (215) 
É importante observar que garantida a existência de solução para as equações de 
Sylvester e que K tenha sido obtida tal que (214) (ou 2.15) seja verificada, os autova- 
lores em malha fechada são dados por: ` 
a(A + BKC) = a(HV) Ua(HT) 
2.3 Aspectos algorítmicos 
As condições matriciais estabelecidas no Teorema 2.2.1 são não-lineares em relação 
as variáveis matriciais (V, HV, W, T, HT, U Em particular, os termos não lineares VHV 
e HTT presentes em (2.9) e (210), respectivamente , podem ser linearizados ao fixar-se 
as matrizes HV e HT, ou equivalentemente ao definir-se os autovalores desejados para 
o sistema em malha fechada. 
Nesta seção são apresentadas duas técnicas algorítmicas baseadas em procedimentos 
de posicionamento de auto-estrutura para a obtenção de uma realimentação de saídas. 
A primeira delas, proposta por Syrmos e Lewis em [SL93a], soluciona as equações 
acopladas de Sylvester em dois passos e pode ser diretamente aplicada a sistemas que 
verificam a condição m + p > n, conhecida como condição' de Kimura [Kim75]. A 
segunda técnica, proposta por Alexandrídis e Paraskevopoulos em [AP96], utiliza uma 
representação do sistema numa base adequada do espaço de estados, para reescrever 
as equações acopladas de Sylvester na forma de um conjunto de equações algébrícas
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bilineares. Nas duas técnicas, assume-se que a dimensão de V = Im (V) é igual ao 
número de saídas p, procurando garantir que a matriz CV E §RP×P seja inversível e, 
portanto, que a matriz de ganhos de realimentação possa ser encontrada, a partir de 
(2.14), sob a forma K = W(CV)`1. 
Na seqüência, considera-se que o sistema representado por (C, A, B) é controlável 
e observavel, condição esta necessária para a escolha arbitrária dos pólos a serem po- 
sicionados em malha fechada. Esta condição pode entretanto ser relaxada para estabi- 
lizabilidade e detectabilidade de (C, A, B), o que implica na utilização dos autovalores 
não-controlaveis e não-observáveis no espectro' desejado para o sistema em malha fe- 
chada. 
Em ambas as técnicas a serem apresentadas, considera-se que o conjunto de pólos 
desejados é denotado por A = {À1,...,À,,_,,,Àn_,,,+1,...,À,,} = {/\T,AV} onde AT e 
AV são auto-conjugados. Estes conjuntos estão associados as matrizes HV E Élšpxp e 
HT E §R(""P)×(""P) na forma seguinte: o'(HT) = AT = {z\1, . . . , À,,_,,} e o(Hv) = Av =» 
{z\,,_,,+1, . . . , z\,,}. Para simplicidade da apresentação, considera-se que os elementos de 
A = a(A + BKC) sejam distintos. 
2.3.1 Algoritmo de Syrmos e Lewis 
Baseado nas condições expressas através do Teorema 2.2.1, o algoritmo seguinte, 
proposto em [SL93a], geralmente leva a uma matriz de realirnentação de saídas que esta- 
biliza o sistema em malha fechada quando a condição de Kimura n < m + p é verificada: 
Passo 1: Escolhe-se uma matriz HT E §R"`P×”`p tal que o(Hz¬) = AT G C" e 
resolve-se a equação de Sylvester (2.10) para encontrar uma matriz T E 3“Ê""P×" tal 
que
T 
posto C )=n<=:>KerTfiKerC={O} (2-16) 
Passo 2: Resolve-se a equação de Sylvester (2.9), para alguma matriz HV G ÊRPXP 
tal que o(HV) = AV E C' levando em consideração que a matriz V deve verificar a 
condição de acoplamento (2.l1) e que o posto (V) deve ser igual a p. 
Passo 3: Por construção, a relação (2.16) garante que o posto (CV) = p e a matriz 
K pode ser calculada como solução única de (2.14).
O
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Apresenta-se a seguir algumas observações com o duplo objetivo de mostrar 
aspectos relativos a solução numérica dos passos do algoritmo e de justificá.-los 
teoricamente. 
Observação 1.1 : Os passos 1 e 2 podem ser resolvidos utilizando-se técnicas padrões 
para posicionamento de auto-estrutura. Considerando-se as matrizes HT e HV na 
forma diagonal de Jordan, pode-se adotar o procedimento seguinte: 
Passo 1: Encontrar tj E C"-e u,~€ CP, tais que: 1 
A-XI
_ 
[tj uy] C] }=O V]=1,...,n-p (2.17) 
As linhas da matriz T E 3%("'Pl×", denotadas por T]-, são formadas a partir dos vetores 
tj, como segue: 
0 se Àj E ÊR, então = tg; 
Tj = Re 
0 se Àj E C, considera-se À,-+1 = À; e 
I
_ 
Tj+1 = Ímag (tj) 
Passo 2 : Determinar vi G C” e wi E C" tais que: 
= 1=n- ,...,n . ÀEÀO ' +1 (2 18) T 0 p 
De forma similar ao caso anterior, as matrizes V e W utilizadas para o cálculo de 
K podem ser construídas somente com elementos reais. Em particular: se Àí E C, 
considera-se À,~+1 = À; e Vi 
: Re (Ui), WH : Imag 
, 
onde 11,- e wi denotam 
I/Vi = Re (wz')› W/i+1 = Ímag 
as colunas das matrizes V e W, respectivamente. 
Observação 1.2: [CHLO1] No passo 1, sob a condição de observabilidade (detecta- 
bilidade) é sempre possível construir uma matriz T que verifica a condição (2.l7) e 
que, portanto, garante a obtenção de K via (214). Uma vez determinada a matriz 
T, 0 passo 2 esta associada ã solução conjunta das equações (2.9) e (2.11), ou seja a 
(A,B)-invariãncia de Ker Esta propriedade esta associada então ã ”equação de 
zeros”(2.18) [CH93]. Para garantir que os autovalores z\,- do passo 2 sejam livremente 
A - z\I B 
alocáveis, o sistema matricial P(À) = T O de dimensão (2n 
- p) × (n + m),
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deve ter posto completo por linha VÀ. O algoritmo acima fundamenta-se no fato que 
sob a condição m+p > ri, o sistema matricial P(À) não tem perda de posto para quase 
todos os triplos (A, B, T) [SL93b]. Assim a equação zero (218) tem soluções para todo 
z\¿. Nos casos onde houver a presença de zeros invaríantes é possível refazer o Passo 1 
na busca de outras soluções para a equação de Sylvester (29). 
Observação 1.3: No caso menos restritivo m + p = ri, o sistema P(z\) de dimensão 
(2n - p) × (211 - p), é uma matriz quadrada e quase todos os triplos (A, B, T) têm p 
zeros invaríantes finitos estáveis [SL93a]. Neste caso, o procedimento básico pode pro- 
duzir uma matriz de realimentação de saídas que estabilíza o sistema em malha fechada 
unicamente se a matriz T, encontrada no passo 1, gera p zeros invaríantes estáveis os 
quais devem ser usados para resolver a equação (218) [CH93].
V 
Exemplo 2.1 : Considera-se um sistema linear 1), definidos por 
/FKKNs5/ .- 
A = 
I 
_ ; B =
l 
É 
P-' 
P-*
É
o 
c> 
'›-› 
›-
C 
É 
Õ 
É
Ê 
É 
Ê
Ê 
L~ É 
CD 
P-'
© 
›-› 
O 
O
O 
la-gi-¿._.i| 
1 0 0 0 
C' = 0 0 1 0 
0 0 0 1 
O sistema correspondente é controláoel e obseroável e m + p = 5 > n. Os autovalores 
a posicionar são dados por : AT = {-4} U AV = {-3, -2 + 2j, -2 - 2j}. 
Passo 1: Para À1 = -4, determina-se T que verifica (217) e tal que (A,B,T) não 
tém zeros invariantes : 
T = 
l 
-0.3148 0.0630 -0.2406 ~0.2425 
l
; 
Passo 2: Para À2 = -3, À3 = -2 + 2j e z\4 = -2 - 2j, determinam-se V e W 
utilizando-se (218): 
-0.2182 -0.2315 -0.0061 '_ 0.8000 0.6504 -0.5041 
0.0242 -0.0008 0.0289 
_ 
0.5252 0.4797 -0.0502 
V: 
0.0727 0.0564 0.0594
A 
7 W 5'
5 
-0.1751 -0.1325 _o.1ov4
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Passo 3: Determina-se K tal que KCV = VV: 
-19.7741 -5.6724 -12.0000 
K _ 
Í 
-61.0000 -6.5685 -3o.s19¶ 
A matriz em malha fechada AK = A + BKC' correspondente, cujo os autovalores são 
os desejados, é: * 
0.0000 1.0000 0.0000 0.0000 
› A _ -60.0000 1.0000 -6.5685 -30.8l97ç K -1.0000 0.0000 0.0000 0.0000 ' 
~l9.774l 0.0000 -5.6724 ~12.0000 
2.3.2 Algoritmo de Alexandridis-Paraskevopoulos 
AA técnica apresentada a seguir baseia-se na utilização de uma transformação de 
coordenadas, obtida a partir de uma decomposição da matriz C' , que permite resolver 
a equação (2.17) via um sistema auxiliar de ordem /reduzida n - p. ` 
Este tipo de decomposição é utilizada na teoria de controle principalmente para 
a construçao de observadores de ordem mínima [AP96] [Che96]. De um ponto de 
vista geométrico, ela visa a construção de um subespaço V = K er (T) externamente 
estabilizavel e a garantia da relaçäo K er (T) FW K er (C) = 
Considere uma mudança de base dada por 
ff=lM1 Mzllíll M1@W°› Mzéâw-P <2-19>
2 
onde M = 
[ 
M1 M2 
1 
é uma matriz não singular tal que:
A 
Cl M1 M2 l = l C1 O l , com C1 E ÉRPXP e p0st0(C1) =p (2-20) 
_ M' -0 - _ A inversa da matriz M é denotada por M = 
[ 
Ml 
l 
, 
com M1 E §R"×P, M2 6 fifênx" P:
2 
[M1M2]lšÊl=I,,
.
2. Realimentação de saídas, (C,A, B)-invariância e Equações acopladas de Sylvester 16 
Nessa base, o sistema em malha aberta toma a forma 
lí; l= í;1í;íllí;<š + 2; uv ea 
r il U 
f\ 
/*\ 
vb 
P4- 
\_/ 
\_/ 
/-\ 
|
| 
P* 
fl- 
~ 1152 Í) 
onde, em particular, A12 6 §Rp×""P e A22 G §R""p×""p. 
Lema 2.3.1 Se (C,/1) é observável, então sempre existe T G ÊR"'p×p tal que a equação 
(2.10) e' verzficada e Ker (T) H Ker (C) = 
Demonstração: '
_ 
Como mostrado em [Che96], a observabilídade do par (C, A) é equivalente a observa- 
bilidade do par (/112,/122) definido a partir da mudança de base expressa em (2.l9). 
Sejam as matrizes T2 G §R("“P)×(""P), com posto (T2) = n - p, e T1 E §R("“7”)×P, soluções 
da Equação de Sylvester de ordem-reduzida 
T2A22*HTT2 = -T1A12 , U(HT)É~C_ 
onde a matriz HT E §R""”<”`¡° é escolhida tal que o(I-IT) G C". importante observar 
que geralmente é possível encontrar T2 inversível quando HT não contém os autovalores 
da matriz A22 [AP96]. Pode-se então, calcular U E §R"'p×P como a solução única de: 
UC1 = _ (T1Â11 + T2/Â21 _ HTT1) (2-24) 
Conjuntamente, (2.23) e (224) verificam: 
[T1 T2] Í;1Í1šl_HT[T1T2l=U[o1 0] (225) 
1 2 
que, na base original, corresponde a equação de Sylvester (2.10). Além disso, como T2 
é ínversível, tem-se: 
posto( 
T = T1 T2 {AÍ[íl)=n<:=>Ke1°(T)ñKer(C')={O}. 
U 
C 1 M2 C O 
As equações (2.10) e (2.23) estão relacionadas a construção de observadores de 
ordem mínima [Che96] [APE-)6]. .
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Pode-se, em particular, associar os autovalores de HT aos autovalores de (A22 + 
LQA12) onde L2 E §R"`P×P é tal que 
T2L2 = T1 (2.26) 
Assim, substituindo-se (226) em (2.23) tem-se 
T2(Á22 'l' L2Â12) = HTT2 
ou seja ` 
0`(HT) = 0'(.Â22 + L2Á12) É C 
É importante observar que a decomposição M usada não é única. Em particular, ela 
pode ser obtida computacionalmente através de transformações ortogonais, A7] = M' 
[AP96] [CHLO0]. 
O Lema 2.3.1 pode, em particular, ser utilizado para realizar o passo 1 do algoritmo 
de Syrmos e Lewis, apresentado na seção anterior. Nesta seção, ele será utilizado 
para enunciar o Teorema 2.2.1 numa forma alternativa apresentada originalmente por 
Alexandridis e Paraskevopoulos em [AP96]. 
Teorema 2.3.1 Dado o sistema 1), considere uma decomposição na forma 
(220). Seja K a matriz de realtmentação de saídas expressa por K = W(CV)“1. 
Então a matriz K vertfica o(A + BKC) = o(HV) U o(HT), se e somente se _ - 
[T1 V = 0 (228) 
onde as matrizes (VV E §Rm×P,V E §R"×P) e (T1 E §R“"”<P,Tz 6 §R”""×"'P) sattsƒazem 
as equações de Sylvester 9) e respectivamente, com det (CV) çé 0. 
A partir da formulação apresentada no Teorema 2.3.1 acima, o procedimento se- 
guinte é sugerido em [AP96] para obter posicionamento de pólos quando mp 2 n. 
Procedimento para a determinação da matriz realimentação de saídas 
Considerando-se que H V e HT sejam matrizes na forma diagonal de Jordan, a partir 
de (2.9) pode-se escrever W e V na forma 
Vl/=lw1, wz, ..., wpl ; V=lX1w1, Xzwz, ..., Xpwpl (2-29)
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onde 
Xi = (À,-I - A)`1B, para i = 1,... ,p (2.30) 
Da mesma forma, a partir de (2.23) as matrizes T1 e T2 têm a forma 
¢§z+1 1/f§›+1 
T1: ¢;r+2 6 T2 : ¢i›+2 
¢n/ 
onde ip, , Vj = p + 1,... ,n, pode ser obtido de: 
: (ÉI./l12(/\J'I _ /l22)_1' 
A partir da notação acima, a equação de acoplamento (228) pode ser escrita na forma 
de um sistema bilinear de equações algébricas. Assim, substituindo (2.30) e (231) em 
(228), tem-se: 
, 
Il/Í' 
Z. . 
Qsj 
Í 
Ip _ A22l_1 
J 
} 
X 'l,U.¿ I O
2 
para i=l,,...,p e j=p+1,...,n 
Resolvendo a equação (2.32), determinam-se os parâmetros para w,~ e dg. Então, as 
matrizes W e V são definidas a partir da equação (2.29) e a matriz K de realimentação 
de saídas é diretamente calculada de (2.l4). 
A partir desta formulação, a justificativa a seguir é dada em [AP96] para a obtenção 
da condição menos restritiva mp 2 ri para posicionamento arbitrário de pólos por 
realimentação de saídas: ”A equação (2.29) providencia p(m - 1) parâmetros livres (a 
partir dos elementos arbitrãrios de w1,w2, . _ . ,w,,). Adicionalmente a equação (2.31) 
providencia (p - 1)(n ~ p) parâmetros livres (a partir dos elementos arbitrários de 
çb¡,+1, q5p+-2, . . . , çzön). Por outro lado a equação (232) resulta em um sistema de p(ri -p) 
equações independentes. Assim para a existência de solução, o número de equações 
deve ser igual ou menor que a soma dos parâmetros livres. Depois de manipulações 
algébricas obtém-se a condição mp 2 ri”. 
Exemplo 2.2 : A seguir, aplica-se 0 procedimento de /llexandridis e Paraskevopoulos 
para obter o posicionamento de pólos para o sistema definido por A e B, utilizado no
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exemplo anterior. Considera-se neste caso que apenas 2 estados sejam mensuráveis ou 
0 0 1 0 C = 
0 0 0 1 
O sistema correspondente é controlável e observável sendo mp = 4 = n, com p = 2 e 
seja: 
m = 2. Os autovalores a posicionar são Av = {~1, -2} e AT = {-3, -4}. . 
A/I 
©I-'CC 
›-*©®© 
©©©+-* 
©O›-*C 
Em primeiro lugar encontra-se uma decomposição 
utilizando tal que: 
_ 1 0 0 0 e[M1M.]z{@.@]z{0 
1 O 01 
e calcula-se 
..A12 .z .Mí AM2z _ 
A22 
I-ií“'í___1 
OO»-IO 
Cr-'OO 
l_...______í_í.J 
Para À1 = -1,À2 = -2, fixamos os 2 parâmetros livres em Íwl wz] = 
1.0 1.0 
, para obter wlz = -2.2 e wzz = 2.8. Por outro lado para À3 = 
21112 'U122 
' 1.0000 -3, À4 = -4, fixamos os 2 parâmetros livres em 
Í 
ía' 
} 
= 
I` 
0532 
J 
, 
para obter
4 
' 1.0000 ç154z 
(1532 = -1.6364 e d›42 = -1.8824. Desta forma determinam-se as matrizes (W, V) e 
(T1,Tz,T) que satisfazem as equações de Sylvester (29), e respectiva- 
mente com det(CV) 75 0: 
os os
V 
V: -1.6 0.6 
; 
W: 1.0 1.0 
1.6 -1.2 -2.2 2.8 
0.6 -0.4
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T_ 1.0000 -1.0304 i T _ -0.5455 0.1s1s 1 
1.0000 -1.ss24 ' 2 -0.4706 0.1176 
" 
M; -0.5455 0.1818 1.0000 -1.6364 T = 
[ 
T1 T2 
l 
_ : 
M5 -0.4706 0.1170 1.0000 -1.8824 
O sistema (A, B, T) tem como zeros mvaríantes os autovalores estáveis: {-1, -2}. A 
matriz de realímentação de saídas Correspondente K é determinada por K CV = I/V: 
K: -12.5 35.0 
-10.0 23.0 
A matriz em malha fechada AK = A + BK C' correspondente, cujo os autovalores 
sao os desejados, é: 
0.0 1.0 -12.5 35.0 
0.0 0.0 1.0 0.0 
0.0 0.0 -10.0 24.0
' 
-1.0 0.0 0.0 0.0 
AK:
A 
zw 
2.4 
_ 
Conclusão
_ 
Foram apresentados neste capítulo alguns resultados de base que fundamentam 
os resultados teóricos e algoritmos a serem apresentados nos próximos capítulos. 
Apresentou-se o conceito de subespaços O.S. (C, A, B)-ínvariantes e sua relação com a 
solução do problema de estabilização usando realimentação de saidas, via duas equações 
acopladas de Sylvester. 
Dois algoritmos de posicionamento de pólos via solução das equações acopladas de 
Sylvester foram apresentados. Destaca-se o fato de o algoritmo de Syrmos e Lewis 
permitir a solução do problema em 2 passos subsequentes, para sistemas que verificam 
a condição de Kimura (m + p > O segundo algoritmo, baseia-se na solução de um 
sistema de equações bilineares para a obtenção de posicionamento de pólos, podendo 
ser aplicado a sistemas que verificam a condição menos restritiva mp 2 n. 
O carater de solução em dois passos do primeiro algoritmo sera ainda explorado no 
corpo da tese. É importante salientar que este procedimento também pode resolver 
o problema de estabilização em sistemas que não verificam a condição de Kimura,
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utilizando-se compensadores dinâmicos de ordem 1/ > n - (m + p).
Capítulo 3 
Auf Realimentaçao de saídas Via 
equações acopladas de Lyapunov 
3.1 Introdução
4 
Este capítulo demonstra que a abordagem geométrica baseada na solução das 
equações acopladas de Sylvester, pode ser também descrita num ”framework” que uti- 
liza equações de tipo Lyapunov. Assim, equações acopladas de Lyapunov podem ser 
usadas para a construção de um subespaço 0.5. (C, A, B)-invariante como um meca- 
nismo intermediário no processo de síntese de uma realimentação de saídas. Log o, 
através do uso de equações acopladas de Lyapunov [CHLOO], o problema de cont-role 
usando realimentação de saídas também pode ser decomposto em duas etapas: 
- determinação de um subespaço (C, A)-externamente detectável; 
- estabilização interna deste subespaço. 
Demonstra-se que as soluções para a primeira etapa podem ser obtidas como soluções 
de uma equação de Lyapunov de ordem reduzida. 
Além disso, esta caracterização quadratica de ambas as etapas por equações de Lya- 
punov fornece uma estrutura conveniente para a solução numérica do problema através 
de Programação convexa e para a integração de requisitos adicionais de desempenho, 
como posicionamento regional de pólos por exemplo. Díscutem-se e apresentam-se pro- 
cedimentos para a solução destas equações acopladas de Lyapunov na busca de soluções 
dos problemas de estabilização e do posicionamento regional de pólos [CHLOO]. 
Os resultados a serem apresentados neste capítulo contêm vários conceitos básicos _ 
Seu conteudo é fortemente baseado no conteúdo de artigos apresentados em congressos. 
Na seção 3.2, apresenta-se uma formulação genérica do problema de estabilização na
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forma de equações acopladas de Lyapunov, ilustrada através de exemplo numérico. Os 
algoritmos (primal e dual), ilustrados com exemplos numéricos, são também propostos 
na seção 3.2. Na seção 3.3, esta teoria e os algoritmos propostos são adaptados para 
o problema de posicionamento regional de pólos (D-estabilização), onde são conside- 
rados regiões do tipo LM I s [CG96]. Alguns comentarios conclusivo s são finalmente 
apresentados. 
3.2 Estabilização via equações acopladas de Lyapu- 
IIOV - 
Considere um sistema linear contínuo no tempo descrito por 
/5/3 
v4-¢§~ 
\/\/ 
Í> 
<`6~=`+~ 
L) f'\ 
= A:r( )+ Bu(t) (3.l) 
y = Cx 3.2) 
onde: :E E X ~ ÊR" ,u E Z/I ~ Êlšm , y E J? ~ W”. Assume-se que B é de posto 
completo por colunas, e que C' é de posto completo por linhas e que o sistema (C, A, B) é 
estabilizável e detectavel. Deseja-se encontrar uma lei de controle do tipo realimentação 
estática de saidas 
u(t) = Ky(t) com K E §Rm×p . (3.3) 
tal que, o sistema em malha fechada 
á:(t) = (A + BKC)a:(t) (3.4) 
seja assintoticamente estável,_z'.e. a(A + BKC) E C". 
Mostrou-se no capítulo anterior que a solução deste problema de estabilização está 
associada à existência de um subespaço V = Ker (T) 0.5. (C, A, B)-invariante e, em 
conseqüência a possibilidade d e solução das equações acopladas de Sylvester, reescritas 
a seguir: 
A1/+i/HV = -BW com <z(Hv)ec" (35) 
T./l+HTT = -UC' com o'(Hq¬)€C" (3-Õ) 
Tv = 0 (37)
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Esta seção tem como principal objetivo, mostrar que Equações acopladas de Lyapunov 
também podem ser usadas para descrever as propriedades geométricas requeridas para 
a solução do problema de estabilização e técnicas de programação convexas, também 
podem ser usadas para a construção de subespaços O.S. (C, A, B)-invar iantes como 
mecanismo intermediário para o calculo da lei de controle. Os resultados desta seção 
são fortemente baseados na referência [CHLOO]. 
3.2.1 Resultado principal 
Uma caracterização quadrática dos subespaços O.S. (C, A, B)-invariantes pode ser 
obtida a partir da definição 2.2.2 ao substituirem~se as condições de estabilizabilidade 
expressa nas equações de Sylvester (3.5) e (3.7), o(HV) G C* e o(HT) G C", pelas duas 
condições de estabilidade de Lyapunov a seguir [Che96] : 
va(HV) 6 C* <=-:> El H = H' > O tal que IIH{, + HVH = -Q\/,VQV = QQ, > O 
(ss) 
o(HT) É C" <=> 5 F = F' > O tal que H}l¬+Í`HT = -QT,`v' Qq¬= Q§¬ > O 
(39) 
Teorema 3.2.1 : Existe uma matriz de realimeritação de saídas K : 12 _› M tal que 
o(A+BKC) E C", se e somente se as condições seguintes são uerificadas para algum 
escalar O < u gn, e para algum par de matrizes V G _§R"×” e T €_§R"“”×", ambas de 
posto completo e tais que TV = O .- 
(i) V QV = QQ, > 0, QV E ÊRW”, existem matrizes P = P' 2 O, P G šR"×" e Y G §R'”×" 
tais que: 
AP-FPA/+BY'+Y/B/= -VQVVI (310) 
l/'PV > O ; TFT/ = O (311) 
Y = WHV' para algum WH G Êfšmxv (3-12) 
(ii) V QT = Q§¬ > O, QT G 3“t""”×""”, existem matrizes S = S' 2 0, S' E ÊRM" 6 
Z G ÊRW” tais que: 
AIS + SÁ + CIZ' + ZC' = -T'Qf¡¬T (313) 
TST' > O 
; 
l/'SV = 0 (3.l4) 
Z = T'U¡¬ para algum Up E 9t""”×” (315)
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(z'z'z°) 
Ker CP Ç Ke'/“Y (316) 
Ker B'S Ç Ker Z' (3.l7) 
Necessidade: Considera-se a existência de uma matriz de realimentaçäo de saídas, 
K E Êfšmx”, que estabiliza o sistema em malha fechada e, portanto, que as equações de 
Sylvester (3.5) , (3.6) e (3.7) são verificadas, para algum escalar positivo U 5 n e para 
um par de matrizes T e V que verificam a condição TV = 0. 
Em primeiro lugar demonstra-se a necessidade da parte Para todo QV = QQ, > 
0, a condição de estabilidade quadratica expressa em (3.8) é verdadeira. Então: 
V (nH{, + Hvn) V' = VHHW' + 1/Hvm/'z -VQVV' 5 0 . (ais) 
De (3.5) obtém-se AV + BW = VHV, que pode ser usada em (3.l8) para obter: 
VHÍ/'A' + VIU/I/'B' + AVHV' + BWHV' = -VQVV' (3.19) 
Assim, definindo-se as matrizes P = P' = l/HV' e Y = WHV' e, considerando-se 
l/'VIU/'V O que posto(V) = U e H > O ==> > , (3.l9) pode ser equivalentemente V'T'HTV = O 
substituída por (3.10), (3.11) e (3.12). 
Usando argumentos similares, demonstra-se a necessidade da parte Assim, a 
partir das equações (3.6) e (3.9), para todo QT = Q'T > 0, obtém-se: 
T'(H}l¬ + I`HT)T = A'T'l¬T + C"U'l¬T + TTTA + TTUC = -T'QTT (3.20) 
Para as matrizes S = TTT e Z = T'1¬U, (3.20) pode ser substituída por (3.13) e (3.l5). 
_ , , TT 'FTT' > O Além disso, desde que posto (T) = n-U e P > O, obtem~se tambem - l/'TTT V == O 
As condições (3.16) e (3.l7) da parte (iii), são decorrentes das condições (2.12) e 
( 2.13) do Teorema 2.2.1, respectivamente, levando em conta as definições acima de P, 
Y,SeZ. 
.5'uficz`êncz'a: Considerar que as partes e são verificadas. Por definição, V 
e T, são matrizes com postos completos. Assim, de (3.11) e (3.14), obtém-se: 
\/'PV z 15 z P' > 0 => P zz v(v'V)*1P(v'V)-lv' (321)
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TST' = É = Ê' > 0 => 5 z T'(TT')-1š(TT')-1T (322) 
Agora, demonstra-se que a verificação da parte implica que V = Im (V) é um 
subespaço invariante (A, B)-internamente estabilizável; argumentos similares podem 
ser usados para demonstrar que V = Ker (T), o qual está implícito pela condição de 
acoplamento, é também um subespaço (C, A)-externamente detectável. 
De (3.21) e (322) tem-se: - 
11 0 V' _ Pzlv T'l 
O ol T 
zopara H=n'=(v'V)"1P(V'V)~1>o (323) 
De (316), existe uma matriz K tal que 
K CP = Y (324) 
Assim, pela substitução de (324) em (3.10), tem-se: 
P(A + BKC)' + (A + BKO)P = -VQVV' (325) 
Agora, levando em consideração (323), a equação de similaridade 
A A (A+BKc) V T' = V T' -“ _” (326) 
Â21 A222 
e 0 fato de que 
VQVX/'zlv T'l [CÊV 
gl 
go (327) 
obtém-se a partir de (325) : 
Í 
V T, 
J 
l'IA'11 l`IÃ'21 
q + flllfl O 
V' : _ 
Í 
V T, 
1 
QV O V' Z O 
0 Ú Ázlll O T Ô O T 
(azs) 
Portanto, de (328) pode-se concluir que: 
o V = Im (V) é (A + BKC)-invariante, já que Ãzlll = O se e somente se Ã21 = O;
e 
o V é internamente-estabilizável, já que l`lÃ'n + Ãull = -QV < 0, implicando na
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estabilidade de (A + BKC')|l/. 
CI 
É importante relembrar que a verificação das condições e do Teorema 3.2.1 é 
equivalente ã verificação das equações acopladas de Sylvester e, que portanto, tais con- 
dições se cons tituem numa caracterização quadratica para subespaços O.S. (C, A, B)- 
invariantes. 
Da demonstração dada acima, pode-se resgatar a condição de acoplamento entre as 
partes e do Teorema 3.2.1 na forma seguinte: 
Corolário 3.2.1 : Se V C X é um subespaço O.S. (C,/1, B)-inuariante, então to- 
do par de matrizes (P,S) solução para as partes e do Teorema 3.2.1 uerifica 
Ker (S) =Im()/) = Im (P), ou e quiualentemente: 
SP = O (329) 
Os resultados teóricos prévios permitem também associar uma função de Lyapunov 
quadrãtica ao sistema em malha fechada. 
Proposiçao 3.2.1 : Considere que as matrizes P, S, V e T tenham sido encontradas 
tais que as condições no Teorema 3.2.1 sejam uerificadas e seja K a matriz de reali- 
mentação de saídas correspondente. Definem-se as matrizes T E §RP×" e V G §R"×("`P) 
como : V 
T = (V'V)"1V' + D¿T = Vl + D¿T ; V = T'(TT')"1 - VD; = Tl - VD; (3.30) 
onde D1 é tal que : 
D,HT _ HVD, = v*(A + BKo)r* (351) 
Entao, 
u(x) = :t'S2:, onde 
_ I`['1 T - I5"10 V' sz irrf) 
O T zwvi O Ê) V, <:>›.2›2> 
é estritamente decrescente ao longo das trajetórias do sistema em malha fechada 
= (A + BKC)a:(t), ou seja 
i1(ac) = :r'((A+BKC)'‹5`+$(A+BKC))a: < 0 V as #0.
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Demonstração : Pela definição das matrizes T e V, pode-se verificar que: 
T [ 1 O In-
_ 
T V V zw” 0) (333) 
Da equivalência entre os Teoremas 3.2.1 e 2.2.1, a seguinte equaçao é verificada (ver 
[SL94]) : 
š (A+BKC)[v Vlzrg” (334) 
onde, a partir de (3.30), H12 = VT(A + BKC')TT = O. Utilizando o produto de 
Kronecker [HJ91l, a equação (3.31) pode ser reescrita na forma: 
Aa = Ú (335) 
onde A = 
Í 
(I®H§~) + (-HV®I) 
1 
E §Tš(""p)¡°×(""P)P, [3 = vec(H12) G §R(""P)P e 
oz = vec(D¿) E §Rp(”"p). Por construção, a matriz A é de posto completo. Portanto, 
a equação a equação (3.31) sempre tem solução e a decomposição (334) pode ser 
obtida. Isto «demonstra que V e T definidas por (3.30) verificam (3.33) e implicam na 
decomposição (334), a qual pode ser escrita como: 
T _ H 0 T v (A+ BKC) = V (ass) T 0 HT T 
De (33) e (3.9), obtém-se também : 
1 -1 -1 __ _ HV 
ol 
H 0 + n 0 HV 0 : QV 0 (337) 
O HT O F O l` O HT O -QT 
onde : Qç, = QQ, = H'1Qvl'l`1 > O. 
Assim, levando em conta (336) e multiplicando (337) ã esquerda e a direita, res- 
.. 
_ 
-, , T , _ _ pectivamente, poi T T e T ,obtem se. 
,,_,,n-*of -,,n-101* (A+B1\c)[T TM O F) T +[:/¬ TM O F) T (A+B1‹c)<o
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Portanto , = :z:'((A + BKC)'S + S(A + BKC'))x < 0 V as aê 0. Além disso, S 
pode ser escrito como : 
2 vw 0101 V' :Wi-f] 519] Y 
O F T O S V 
E . 
O exemplo a seguir tem por objetivo verificar o cumprimento das condições do 
Teorema 3.2.1, a partir de uma matriz K obtida pela técnica de posicionamento de 
auto-estrutura. A utilização do Teorema 3.2.1 para a síntese de realimentação de 
saídas será considerada na próxima Subseção. 
Exemplo 3.1 : (continuação do exemplo 2.1) Por construção, o subespaço V = 
Im(V) é O.S. (C',A,B)-inuariante em relação ao sistema utilizado no Exemplo 2.1. 
Lembre-se 
0.0727 0.0564 0.0594 
V: -0.2182 -0.2315 _0.00ô1 
š 
W: {0.s000 0.6504 -0.5041} 
0.0242 -0.0008 0.02893 0.5252 0.4797 -0.0502 
_0.1751 ~0.1325 ~0.1074
` 
-3 0 0 6 0 0 
Por construção, ,HV = 0 -2 2 e, para QV il 0 4 0 
V 
obtém-se H = I3 
0 -2 -2 0 0 4 
como solução de A partir das matrizes V e W correspondentes, obtêm-se 
0.0120 -0.0293 0.0034 ~0.0266 
-0.0293 0.1012 -0.0053 0.0695 * 
0.0034 -0.0053 0.0014 '-0.0073 l 
-0.0266 0.0695 -0.0073 0.0597 
P=V'V= 
00549 03220 00043 01721 00138 010128 00040 Yzwvfz ' " ' "' ;PzVPV'= 0.0128 0.0119 0.0037 , l0.0ô22 -0.2253 0.0109 -0.1501 
l0'O04O 00037 Qooml 
que verificam a parte do Teorema 3.2.1, 
Da mesma forma : HT = ~4 e para QT = 8 obtém-se l` = 1. A partir das matrizes 
T e U = = 
[ 
0.9556 0.9622 0.9701 
l 
correspondentes, obtém-se
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0.0991 -0.0193 0.07572 0.0703 
~0.0193 0.004 ~ . _ . SZTTT: 0 00151 00153
, 0.0757 -0.0151 0.0579 0.0533 
0.0703 -0.0153 0.0533 0.0533 
~0.3003 -0.3029 -0.3054 
0.0002 0.0000 0.0011 _ zzT'U= ~ 
, 
s=TsT'=0.0433 
-0.2299 -0.2315 -0.2334 . 
-0.2318 -0.2334 -0.2353 
que verificam a parte do Teorema 3.2.1. 
Utilizando os dados do Exemplo, determinam-se as matrizes V, T e Dz : 
03.5304 
1075.0307 
254 1456 
D, z 93.4707 . ; V = T'(TT')-1 _ 1/Dl = 1 ' 
15.3341 -311959506
. -168.3096 
296.9963 -74.2491 318.1863 254.2592 
T = (V'V)`1V' + D1T = 67.6143 -4.1815 -33.1349 28.7112 . 
V 
_ 
. -74.2416 27.5349 -100.8326 -79.1194 
Portanto 
3958.4478 ~253.9027 -5165.6041 -92.6085 
_ 
-5165.6041 -881.2126 7301.8276 -769.9300 
-92.6085 2091.7306 -7699300 1460.3183 
_ P-1 0 V' -253.902 22. 72 -331.212 2091.7300 8=[1/V] 
O 5» V/ 
Í 
73009 0 >0 
é tal que: 
V
_ 
44462.0390 -2303781700 62988.6800 -1446738900 
-2303781700 5945.5888 -391065850 -1225474100 < O 
62988.6800 ~39106.5850 20311.2400 14374.7530 
-1446738900 1225474100 14374.7530 -1639805600 
(A+BKC)'S+S(A+BKC) =
A 
Para finalizar esta Subseção, considere as seguintes equações acopladas de Lyapu- 
nov que também podem ser usadas para 0 estudo do problema de estabilização por
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realimentação de saídas [CHLO0] [?]: 
A'/> + 12.4' + BW + WB' < 0 , 1» > o (ass) 
SA + Afs + yo + dy' < 0 , s > o (ass) 
s1> = 1,. (340) 
Estas equações são obtidas a partir da condição de estabilidade quadrática do sistema 
em malha fechada 
S(A+BKC')+(A+BKC')'S < O 
, 
S>O 
_ 
(341) 
que, para 'P = S *I pode ser reescrita na forma 
(A+BKC)79+79(A+BKC')' < O , 73>O (3.42) 
A condição de acoplamento (3.29) é a diferença central entre as condições de es- 
tabilização quadrática obtidas no Teorema 3.2.1 e as condições expressas acima. As 
condições de estabilização propostas no presente trabalho estão diretamente relaciona- 
das ãs propriedades geométricas K er (S) = Im (V) = -Im (P), enquanto as condições 
acopladas (338), (339) e (340) estão fundamentalmente relacionadas a invariãncia e à 
contractibilidade do conjunto elipsoidal deñnido a partir de uma função de Lyapunov 
na forma v(:1:) = :r'Sa;. . _ . 
Assim, entendemos que o Teorema 3.2.1 constitui-se, juntamente com o Corolãrio 
3.2.1 e a Proposição 3.2.1, numa ponte entre a abordagem geométrica e as abordagens 
de estabilização quadráticas até então usadas para tratar o problema de estabilização 
via realimentação estática de saída. Isto é particularmente evidenciado nos algoritmos 
da próxim a seção. 
3.2.2 Algoritmos 
O Teorema 3.2.1 fornece uma condição necessária e suficiente para a existência de 
uma realimentação de saídas que estabiliza o sistema em malha fechada. Entretan- 
to; estes resultados envolvem equações não-lineares particularmente nas variaveis de 
decisão T, V, P e S. Mas a caracterização quadratica do Teorema 3.2.1 pode ser usa- 
da adequadamente para construir subespaços O.S. (C,/1, B)-invariantes, que levam ao 
cálculo da matriz de realimentação de saídas K. Inspirado no algoritmo de Syrmos 
e Lewis, apresentado no capítulo 2 isto pode ser realizado, por exemplo, levando em
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conta o requisito de acoplamento e resolvendo subsequentemente as partes e do 
Teorema 3.2.1. 
Antes de apresentar um procedimento de síntese baseado neste último comentário, 
formula~se um resultado que permite usar uma equação de Lyapunov de ordem re- 
duzida para resolver a parte e considerar a condição (3.16). A demonstração do 
próximo Lema é baseada na utilização da decomposição usada no capítulo 2 e coloca 
em evidência algumas ligações entre as abordagens via equações de Lyapunov e equaçõ 
es de Sylvester. 
Lema 3.2.1 : Sob a hipótese de que o par (C,/1) é detectáuel, sempre existem matrizes 
S = S' 2 O e Z uerificarido (313), (314) e (315) para alguma matriz T E 3“š”_P×", 
com posto (T) = ri - p, tal que Ker (T) = V é (C,A)-externamente detectável e 
Ker (T) O Ker (C) = 
Dernonstraçao : Considerar a mudança de base seguinte: 
x 
77. TL 71"* ]lfiÍ1€§R×p, MQÊÊFÊX p
2 
onde [M1 M2] é uma matriz não singular tal que 1 
Cl A/[1 M2 l = Í C1 O l , com C1 G ÊRPXI' e p0st0(C1) = p (344) 
_ M' _ _ A inversa da matriz JV! é denotada por : M = 
Í 
Mi 
l 
com MÍ1 6 flfšnxp, M2 G §R"×"“P.
2 
Nesta base, o sistema em malha aberta toma a forma 
›-= 
/\/\ 
Päfih \/\_/ 
L___.íJ 
/-\ 
<`b-P+~ \_/\_/ 
/-\/-\ 
|&¬l~P4- 
\/ 
Ê z AU A” xl ) + B1 uu) (345) 
I2 1421 Â22 552 B2 
ÂF1 
ya) = [ ol ollm (3.4õ) 
onde as matrizes envolvidas têm as dimensoes apropriadas. 
Corno demonstrado em [Che96], a detectabilidade do par (C',A) é equivalente à 
detectabilidade do par (A12, /122). Assim, considere uma matriz QT = QÇF > O e sejam 
as matrizes S22 E ÊR"`P×'““P, com S22 = S52 > O, e S21 G §R""P×p soluções da equação 
de Lyapunov de ordem reduzida seguinte: 
1422522 + 522-422 + A/12SÉ1 + 5211412 = -QT (3.-47)
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Seja L2 G §R"'P“' tal que 
S22L2 = S21 (348) 
Considere também a decomposição de Choleski de S22 = S§2 > O dado por: 
S22 = T§T2 (349) 
Assim, de (347) , (348) e (349), obtém-se 
TéT2 (A22 'l' Lg./412) + 'l' = -QT 
onde, por construção, a(/122 + L2A12) E C' _ 
Já que T2 é, por construção, näo~singular, pode-se definir a matriz HT E §R"`p×""1” 
a partir da relaçao de similaridade 
T2 (A22 + L2A12) = HTT2 (3.50) 
com a(HT) = 0 (A22 + L2/112) E CT 
Definindo T1 = T2L2 e já que C1 é inversível, a matriz U G §FÊ”“p×P pode sempre ser 
calculada de : 
UC1 = _(T2L2Â11+ T21421 '~ HTT1) (3-51) 
Então (350) e (3.51) podem ser substituídas por 
pf, ai É Í:l_HT{z¬, T,i.¬zU[õ, 0] (352) 
M/ 
Portanto, T = 
[ 
T1 T2 
l 
l 
MÍ 
l 
é tal que
2 
o Ker (T) é (C, A)-externamente detectável, já que HT = (Á + LC')|X/V é €StáV@1 
com a(HT) E C" para L = T'(TT')'1U; 
0 Ker (T) O Ker(C') = já que a inversibílidade de T2 implica em 
T Mí posto = _ = n. 
C' C1 Má 
Além disso, seja F = F' > O a solução única de 
â 
os 
/-^¬ © Pv-J 
HÊF+1¬HT = -QT (3-53)
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Para T definido acima, as matrizes Z e S = S' 2 0 seguintes verificam (3.13) , (3.14) 
e (315): 
› T' S S' M' z=[M1 M2] f U1¬@s=[M1 Mzl “ 21 _§ Ur, T2 S21 S22 M2 
com _ 
S S' M' 11 21 : _1 1¬[T1T2}_ 
S21 S22 ÍVÍÉ 
[1 . 
H iv 
Da demonstração dada acima, pode-se verificar que V = [M1 .M2 J V1
2 
com Im (V) = Ker (T) pode ser obtido como uma base do espaço nulo de T = 
[S21 Sz21íAi[í}: 
A/I; 
TV = O (354) 
Baseado nos resultados acima e também inspirado pelo algoritmo de Syrmos e 
Lewis [SL93a], apresentado no capítulo 2, propõe-se o seguinte procedimento básico 
para calcular a matriz de realimentação de saídas que estabiliza o sistema em malha 
fechada quando m + p > n 1: 
Algoritmo Primal: 
Passo 1: ` 1 
' ' 
1.1) Encontrar uma decomposição C' 
[ 
M1 M2 
l 
= 
Í 
Ô1 O 
1 
e calcular as matrizes 
Â12›Â22I 
M' M' 12 = _§ AM2 Onde [M1 M2] -Í = rn; 
-22 M2 ]\/[2 
1.2) Resolver a equação de Lyapunov de ordem reduzida para encontrar S21 e S22: 
AÉQS22 + 5221422 + A/12S§1 + 5211412 = “QT < 0 (3-55) 
M ' . . 
1_3) Ca1<;u1a1- T = S21 S22 
l 
[ 
NIÍ 
1 
. Se (A, B,T) tem zeros invariantes infinitos ou
2 
instáveis então repetir o passo 1 para uma nova decomposição de C; caso contrário ir 
ao passo 2. 
1Se m + p = 17 5 n, um compensador dinâmico de ordem 1/ > n - 17 pode ser considerado para 
reencontrar a condição de Kimura
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Passo 2 : 
2.1) Calcular V como uma base ortogonal de Ker (T) i.e, l/'V = Ip: 
TV = 0 (356) 
2.2) Resolver as equações (3.10), (3.11) e (3.l2) para encontrar P, Y e WH; 
Passo 3: Calcular a matriz de realímentaçäo de saídas que estabiliza o sistema em 
malha fechada, como a única solução de 
KCP z Y ¢zz> Koi/í> z WH, jà que i/'V = 1,, 
o “ 
Os comentários que seguem visam justificar os passos adotados no algoritmo: 
Comentário 3.2.1 A decomposição usada no passo 1 não é única. Em particular, 
ela pode ser obtida computacionalmente através de transformações ortogonais [CHL00] 
[CHL02/. O conjunto de todas as decomposições (344) podem ser descrito a partir de 
uma matriz A4/ ortogonal inicialmente escolhida como 
oMD=c[M1 Mzllâll 32 = [ol 0] (asi)
\ 
onde as matrizes D1 E §Rp×p_ e D2 E §R"'p×"“p são não~singulares _. Por exemplo 
nos casos pouco frequentes onde o passo 2 falha, uma nova base (não necesariamente 
ortogonal) pode ser construida com o M " = Il/I D, onde o novo par detectável (AY2, A§*2) 
satisfaz: 
Agg 
Í 
Dgl 0 Am D D1A21D2 I _ 2 Z __ 
A32 L-D21 1951 A22 D;1A22D2_D21A21D2 
com Ê21 = D2`1D21D1`1. Desta forma outras soluções para o passo 1 podem ser encon- 
tradas. 
Comentário 3.2.2 O passo 2 e' usado para resolver o conjunto de condições (310), 
(311) e para Im (V) = Ker importante lembrar que essas condições são 
_ A - ÀI B ” T 0 
de dimensão (2n - p) × (n + m) tem posto linha completo para quase todos os triplos 
(A, B,T), quando m +p > n. O teste de factibilidade foi colocado no final do passo 1 
geralmente solucionáveis no sentido de que o sistema matricial P(À)
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para que os cálculos envolvidos no passo 2 sejam efetuados somente quando uma solução 
estável é factível. Experimentos numéricos, relatados na próxima seção demonstram a 
eficiência da abordagem proposta. 
Comentário 3.2.3 Técnicas padrões de programação convexa podem ser usadas para 
encontrar soluções para as equações de Lyapunov envolvidas [BGFB94/. No presen- 
te estudo, a estabilidade assintótica é 0 único requisito em malha fechada. Existem 
graus de liberdade na abordagem quadrática dada aqui que podem ser exploradas para 
conseguir outros requisitos como, por exemplo, posicionamento regional de pólos a ser 
estudado na seçao seguinte deste capitulo. ' ' 
Comentário 3.2.4 O procedimento algoritmico dado não está diretamente adaptado 
para casos menos restritivos onde m + p 5 n, embora uma busca tipo ”tentativa e erro” 
poderia ser efetuado para encontrar um ”bom”T usando, por exemplo, a definição da 
decomposição ./lí. No caso m-l-p = n, P(À) de dimensão (2n~p) × (2n-p) e' uma matriz 
quadrada e quase todos os triplos (A, B,T) têm zeros invariantes finitos [SL93b]. Neste 
caso, o procedimento básico pode produzir soluções estáveis, unicamente se a matriz T 
encontrada no passo 1 gera p zeros invariantes estáveis, que devem ser usadas para 
resolver (218) [CH93]. Para casos onde m +p í n, o procedimento pode ser usado 
sistematicamente para calcular um compensador dinâmico de ordem 1/, para recuperar 
a condição de Kimura, com U > n - (m +p) . 
Finalmente é importante lembrar que soluções podem ser também calculadas a 
partir do sistema dual (A', C”, B'). - 
Algoritmo Dual 
Passo 1 : _ 
. ~ B1 . 
1.1) Encontrar uma decomposiçao B = 
[ 
M1 ll/I2 
l O 
com as matrizes A21,.Azz 
tais que 
l 
A21 A22 
l 
= NIÉ/ll ]\/[1 M2 
l 
onde A21 E 3fš”`m×m , A22 G §R”“'"×”"'” e 
M/ 
[M1 M2 ll _§ zfn. 
L M2 
1.2) Resolver a equação de Lyapunov de ordem reduzida para encontrar P12 E §Rm×""" 
G P22 = Pš2 > O, P22 É §Rn_m×n_mI 
PQQÁÉ2 + Azzpzz + P{2Ag1 + A12P12 = “QV < O
P 
1.3) Encontrar V E §R"×"`m tal que V = 
l 
M1 M2 
l 
P12 Se (A, V, C) tem zeros
22
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invaríantes infinitos ou instáveis entao repetir o passo 1 para uma nova decomposição 
de B; caso contrário ir ao passo 2. 
Passo 2: 
2.1) Calcular T E §Rm×" como uma base ortogonal do espaço nulo a esquerda de V,: 
TV = O TT' = Im. (3.59) 
2.2) Resolver as equações_(3.13), (314) e (3.l5) para encontrar S, Z e Up; 
Passo 3: Calcular a matriz de realimentação de saídas que estabiliza o sistema em 
malha fechada, como a única solução de 
SBK = Z => ÊTBK = Up, já que TT' = Im.
O 
Comentário 3.2.5 A decomposição usada no passo 1 não é única. O conjunto de 
todas as decomposições podem ser descrito a partir de uma matriz M ortogonal inici- 
almente escolhida como 
D1 D12 B1 B: M M 3.60 [1 21 O D2] O < > 
onde as matrizes D1 6 §Rm_×m e D2 E §R'_"”"m×""m são não-singulares . Por exemplo 
nos casos pouco frequentes onde o passo 2 falha, uma nova base (não necesariamente 
ortogonal) pode ser construida com o ll/I" = MD, onde o novo par detectável (A§*1,A§2) 
satisfaz: 
l 
Agi AÊ2 l : Dil l A12 Â22 l 
Í 
gl 
1322 
l 
= 
l 
DzÍ1Â21D1 DÍ1A21D2 'l' D§1A22D
l 
com Ê12 = D1`1D12D§1. Desta forma outras soluções para o passo 1 podem ser encon- 
tradas.
' 
Comentário 3.2.6 O passo 2 é usado para resolver o conjunto de condições (313), 
(314) e (315) tal que TV = O. importante lembrar que essas condições são ge- 
A - ÀI V 
ralmente solucionáveis no sentido que o sistema matricial P(À) = O O 
dimensão (n + p) × (2n - m) tem posto coluna completo para quase todos os triplos 
(A,V,C'), quando m +p > n. O teste de factibilidade foi colocado no final do passo
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1 para que os cálculos envolvidos no passo 2 sejam efetuados somente quando uma 
solução estável e' factível. 
3.2.3 Exemplos 
Os exemplos relatados nesta seção foram resolvidos usando-se o pacote Scilab (de- 
senvolvido no IN RIA, França). Em todos os testes, a matriz de decomposição no passo 
1 foi obtida primeiramente da decomposição QR da matriz C. Técnicas padrões de 
programação convexa foram aplicadas para encontrar soluções factíveis para as con- 
diçoes quadraticas acopladas sem requisitos adicionais. 
A- Exemplos gerados randornicamente: Primeiramente, 20 000 sistemas rando- 
micos representados por (A, B, C) foram gerados, verificando a condição de Kimura 
m + p > n, com n = 5, m = p = 3. Usando o algoritmo primal com o procedimento 
básico, calculam-se soluções estáveis em 996% de casos, sem necessidade de iterações 
sobre o passo 1. . 
Nos exemplos não solucionados pelo algoritmo basico, somente uma iteração foi ne- 
cessaria para obter uma solução estável; esta iteração foi efetuada usando o comentário 
I 0 
3.2.1, com D = 
Í 
DP I 
} 
, 
para uma matriz randômica D21 estabelecida. Assim sa- 
21 n-p 
tisfeita a condição de Kimura, o algoritmo proposto apresenta desempenho comparável 
com o algoritmo proposto em [GOA97] (” The cone complementarity algorithm”). 
. No quadro 3.1 a seguir mostra-seum resumo dos cálculos computacionais que fo- 
ram feitos para os exemplos randômicos. Em particular, demonstra-se a eficiência do 
algoritmo primal proposto para calcular soluções estáveis q uando a condição de Ki- 
mura é recuperada através dos compensadores dinâmicos. Além disso, na última linha 
do quadro demonstra-se que a abordagem poderia também ser usada para busca de 
soluções estáveis quando a condição de Kimura não é verificada. 
B Exemplo não-randômico: Considera-se os dados já utilizados nos exemplos 2.1 
e 3.1 anteriores [FKKN85] ; 
0100 00 
A: 1100 ;B:10 -1000 00 0000 .01 
Duas matrizes de saídas diferentes são consideradas. Em ambos o casos, os triplos 
(C, A, B) correspondentes são controláveis e observaveis, e m + p = 5 > n. Também,
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Ord. do sistema Ord. do compensador Nro de exemplos Sucesso 
Proc. básico 1 iter. 2 íteraçäo 
” : 5 
zz = 0 20000 19920 so - m == p = 3
ç 
io 
`C3<;›1 m _" 
= 
_ 3 U z 1 1000 984 16 -
w 
`$o¬ m_"=_ _2 0:2 1000 991 9 - 
›I>~ z/=0 100 27 21 16 m=p=2 1 
1 Ú : 1 1 1 1 1 
Tabela 3.1: Resumo dos exemplos gerados randomicamente 
para obter autovalores em malha fechada com parte reais menores que -oz = -2, 
os cálculos säo realizados usando (A + al) em lugar de A. Técnicas padrões de 
programação convexa são aplicadas para encontrar soluções factíveis para as equações 
de Lyapunov, sem requisitos adicionais que poderiam melhorar a solução numéric a ou 
0 desempenho em malha fechada. 
1°.- Caso : Consídera~se primeiro a seguinte matriz de saída : 
1001 C'=0010. 
0001 
-0.7071 0.0000 0.7071 0.0000 
1 A matriz ortogonal M = 0.0000 00000 00000 10000 é encontrada no 
0.0000 -1.0000 0.0000 0.0000 
-0.7071 0.0000 -0.7071 0.0000 
-0.7071 
- A2-2 0.7071 
1.0000 
l 
S21 S22 
l 
= 
l 
0.0006 0.0000 -4.9492 1.0000 
l , 
que resulta no passo 1.3: 
. A 0.0000 2 , passo 1.1 que leva a calcular 12 
l 
= 
Í 
. Uma soluçao para a passo 1.2 ez 
T = 
1 
521 S22 
l 
l 
= 
1 
-3.5001 1.0000 0.0000 3.49921
3. Realimentação de saídas via equações acopiadas de Lyapunov 40 
O sistema (A, B, T) não tem zeros invariantes. Isto implica no passo 2.1: 
0.6930 0.0000 0.1980 
-0.'0s110.0000 0.9766 
0.0000 1.0000 0.0000
` 
0.7163 0.0000 ~0.0811 
V: 
Uma solução factível para o passo 2.2 é entao encontrada: 
2418.6331 ~5970.9960 778.5635 4125.5761 
-5970.9960 28'/53.8330 -1211.2143 -14189.5870 
778.5635 -1211.2143 355.9045 1124.8840 , 
4125.5761 -141895870 1124.8840 8181.6056 
P: 
._ 
-4409.4721 46819.9550 -850.7372 -17790.5780 3 
21868.5220 -8297399 -862008810 
Y_{ 1916.6900 _65976.6s90 -6297399 2265302201 
-19595.3v40 -8507372 463041950 W.. 
z
1 
A matriz de realímentação de saídas correspondente 
K_ -79.0365 63.4020 112.9424 
24.8017 -18.1188 #369913 
fornece: 
a(A + BKC) = { ~2.5001 ; -2.0906 ; -3.2994 :|: 4.4091j} 
onde o autovalor -2.5001 corresponde ao passo 1, através de (348) . 
2°.- Caso: Considera-se agora a matriz de saídas usada em [FKKN85]: 
1 0 0 0 C'=0010 
0001 
©CDC>›-1 
C>›-*OO ›-^©C>© 
OO›-*O A matriz ortogonal M = é encontrada passo (1.1) e ca1cu1a-se
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O
_ 
[ 
S21 S22 
] 
= 
[ 
1.0000 0.0000 0.2857 0.2857 
] 
, que z~es›.z1àa no passo 1.3z 
-1 
as matrizes /-112 = 
Í 
0 
} 
e A22 =. 1 . Uma solução para a passo 1.2 é: 
M/ T= 
[ 
S21 Szzl Lá l = [ -1.0000 0.2857 0.0000 -0.2857]2
O sistema (A, B, T) não tem zeros invariantes. Isto implica no passo 2.1: 
-0.2649 0.0000 0.2649
' 
V : 0.0364 0.0000 0.9636 
0.0000 1.0000 0.0000 
0.9636 0.0000 0.0364 
Uma solução factível para o passo 2.2 é então encontrada: 
VW _ -134022110 ~4s5.ss37 -216745640 H 
~44139.3730 100.29'/s -398222320 ' 
Y = ' . -2175.4676 -213758320 -4858837 -137612500 
1143.8916 -399794670 100.2978 -43982.1340 , 
523.5706 -1118.3001 167.3698 -2950.7590 
P _ -1118.3001 6994.3428 -167.5217 10908.2050 
1673698 -167.5217 76.3854 -7533084 
› -2950.7590 10908.2050 -7533084 21235.5400 
A matriz de realímentação de saídas correspondente, 
K_ -s3.0701s5.255õ -9.1006 7
-90.8184 85.2530 ~11.ôôõ4 
conduz a: a(A+BKC') = { ~2.5001 ; -2.3467; -2.9098i5.2786j }, onde o autovalor 
-2.5001 corresponde ao passo 1 através de (348).
A 
Algoritmo Dual: ~ 
Exemplo 3.2 : Considerando os dados do exemplo anterior.
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OO 
1-*O 
C>›-I OC) 
1-*O CDO OO 
O1-1 
aim! A matriz ortogonal M = 
{ 
W 
é encontrada no passo (1.1) que leva 
0 -1 
a calcular calcular calcula-se as matrizes /121 == 
{ 
1 É l 
e A22 = 
{ Ê O l 
. Uma 
solução para a passo 1.2 é: 
l 
-0.0475 1.0000 
P12 0.0638 0.0638 
' 
, 
que resulta no passo 1.3: 
P22 0.0475 0.1091 
0.1091 0.4841 
0.1091 0.4841 
P 0.0475 -1.0000 V = 
[ 
M1 M2 
1 
12 
}
= 
P22 0.0475 0.1091 
-0.0638 -0.0638 
O sistema (A, V, C) não tem zeros invariantes. Isto implica no passo 2.1: 
T_ 0.4190 0.1546 0.0789 0.8912 
_ 
-0.3314 ~0.0ô34 0.9376 0.0838 ” , 
' Uma soluçao factível para o passo 2.2 é entao encontrada : -' 
U _ 56285.700 -64114027 ~124677.070 F 
135731.850 -280669.200 -350030290 
0 , 
-21399.1590 66152.1480 63763.5450 
Z _ 93.2309 7889.3942 2925.1376 _ 
131705.9600 -268219.5200 338032.5800
7 
61537.1600 -806582320 -140446.4400 
2280.2536 -161.0725 -16602.0100 -8582.4272 
-161.0725 45.8538 1758.4415 1068.1988 
-166020100 1758.4415 130826.0600 70334.8120 
-8582.4272 1068.1988 70334.8120 38492.4340
S:
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A matriz de realimentação de saidas correspondente, 
K_ -99.5959 6241714 42o.ss3õ _
4.3626 -19.4334 -15.3286 
conduz a : o(A + BKC) = { -2.3780 Í 2.50533' ; -2.6050 :l: 6.64333' }, onde os 
autoualores { -2.3780 dz 2.5053j} corresponde ao passo 1 através de (348).
A 
3.3 Posicionamento regional de pólos 
Nesta seção a técnica de estabilização formulada nas seções anteriores é adaptada 
para tratar o problema de posicionamento regional de pólos em regiões do tipo LMI 
[CG96]. . 
Seja D Ç C ` uma região qualquer do plano complexo. O problema a ser estudado 
é encontrar uma realirnentação de saídas u = Ky tal que o(A + BKC) G D, ou 
equivalentemente, o sistema em malha fechad a é D-estauél. 
Um par (A, B) é D-estabilizável se e somente se 
posto<[ÀI-A BD = n , \/À¢D (3.6l) 
e um par (C, A) é D-detectável se e somente se 
posto<{ÀIgA 
) 
= n 
, 
VÀ QÊD (3.62) 
3.3.1 Regiões Ll\/II a- 
As regiões LM I descrevem regiões convexas no plano complexo que são simétricas 
com respeito ao eixo real. 
Definiçao 3.3.1 Um subconjunto D 
D = {À G C : fD(À) < O} (3.63) 
do plano complexo é denominado uma região do tipo LMI se existe uma matriz 
simétrica A = (Õ)k¿ G §R"×” e uma matriz 9 = (9)k¿ E §R"×" tais que 
f~,,(À) = A + Àe + Âe' (354)
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com À, z\ E C, onde C denota 0 semtplano complexo 2. 
A função característica fD(À) toma valores no espaço de matrizes Hermitianas de di- 
mensões n × n. Desigualdades matriciais lineares, (LM Is), podem ser deñnídas a partir 
de ƒp(À) para caracterizar as propriedades de que os autovalores de uma matriz real 
pertencem a D [CG96]. 
Exemplos de interesse de regiões do tipo LM I com suas funções características são 
apresentadas a seguir [CG96].: 
0 Um disco centrado em (-q, O) com raio r, cuja função característicaé: ' 
fD(À)z (É _í)+(Êg)À+(ÍÊ),Ã (ass) 
0 Um setor cônico centrado na origem com ângulo interno 0, cuja função carac- 
terística é: 
'
1 
V _ sen(0/2) cos(9/2) sen(9/2) cos(0/2) _ f”('\) `
_¢0s(â/2) Sema/2) >À+< -‹z0$(e/2) Sema/2) 5 À (356) 
V0 Uma faixa vertical definida por hl < Re(À) < hz. A função característica da 
faixa é
I 
"'fzD(À) = (2h¿ _2hÊ)+("ë`Ê)À+<_ê _Í) Â (:-5.67) 
Considere o sistema linear representado por 
à(t) = Hz(t), com H G §R"×" (3.6§š) 
O sistema (3.68) é D-estável, onde D é uma região do tipo LMI, se e somente se 
existem matrizes A e 9 G §R"×" . 
fD(®) = A + ®®H + ®'®H' < 0 (3.69) 
onde ® representa o produto de Kronecker [HJ91]. 
É interessante observar que: 
2(Õ)k¿ ((‹9)k¿) 'representam os elementos da matriz A (9) V 1 É k,l É n
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ø a equação (369) pode ser reescrita na forma 
fv(9l = (Õ)1zz + (9)1‹zH + (9)l1zH/› V 1 É k›l É T* (3-70) 
0 para duas regiões 'D1 e 'D2 do tipo LM I , e cujas funções características associadas 
são fp, e fpg, respectivamente, a interseção D = D1 (W 'D-2 é uma região do tipo 
LM I com a função característica ƒplnp, = Dz'ag(ƒp,, f»D2). 
3.3.2 D-Estabilização por realimentação de saídas 
Lembre-se inicialmente que a existência de uma matriz de realimentação de saídas 
que estabiliza o sistema em malha fechada, pode ser associada ã solução das equações 
acopladas de Sylvester (3.5) , (`??) e (37). Pelo Teorema 2.2.1 do Capítulo 2, estas 
equações podem ser interpretadas em termos de propriedades geométricas do subespaço 
V = K er Uma vez encontrada a matriz de realimentação de saídas que estabiliza 
o sistema, o espectro da malha fechada é dado por : 
zz(A + BKC) = O-(HV) u a(HT) (avi) 
Assim, na seqüência considera-se que o posicionamento regional de pólos desejados é 
definido a partir de regiões do tipo LM I s associadas as matrizes H V e HT, como segue: 
H 6 D' °( V) V => :D = DV U DT (312) 
0' É DT 
Então, assumindo-se que HV E ÊRWP e HT E 3fš""P×““P, as condições de D- 
estabilizabilidade em regiões do tipo LM I s são equivalentemente substituídas pelas 
duas condições a seg uir: 
O-(HV) em <=>3n=n'>oza1que AV®n+e;,®(nH;,)+eV®(Hvn)= -QV <o 
(313) 
onde H E ÊRWP 
a(H;¡¬)€'DT<=->EIl¬=Í">Otalque AT®l`+9'T®(H§¬l¬)+€)T®(1¬Hq¬)=-QT<0 (3-74) 
onde F E §R""¡”×"”P. 
O resultado seguinte pode ser obtido de uma forma similar ao resultado da seção
/ 
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anterior, considerando-se como ponto de partida as equações acopladas de Sylvester 
sob o posicionamento regional de pólos restrito no espectro das matrize s HV e HT 
respectivamente. Para fins algorítmicos considera-se que u = p. 
Teorema 3.3.1 Existe uma matriz de realtmentação de saídas K : J/ -› M tal que 
a(A+ BKC) = {À1,À2,...,Àn} E D, para D = DV LJ'DT, onde {À1,...,Àn_,,} G 'DT 
e Àn_¡,,+1,...,Àn} G DV, se e somente se existem matrizes (P = P' 2 0, P 6 §R”×”, 
Y E §R"“<", S = S' 2 0, S E §R”×" e Z E §R"×P) tais que as seguintes condições são 
uertficadas para algum par de matrizes V E §R"×P e T G íR""P×” uertficando TV = O:
U 
Av®P + GV ® (AP + BY) + GQ, ® (PA' + Y'B') = -(V®I,,)QV1(V ® I,,)' para Qvi > 0 
(3.75) 
1/'PV z P > 0 
; 
TPT' = 0 (avô) 
Y = WHV' para algum WH E Éltmxp (3.77) 
zé) 
AT®S + 97' ® (SA + ZC) + 9% ® (A'S + C"Z') = -(T'®In_¡,)QT1(In_p ® T) para QT1 > O 
(zm) 
TST' = S > 0; 1/'sv z 0 (319) 
Z = T'Up para algum Up E šltmxp _ -(3.80) 
zu) 
KerCP Q KerY (3.81) 
KerB'S Ç KerZ' (3.82) 
Demonstraçao: 
Necessidade: Considere que as equações acopladas de Sylvester (3.5),(3.6) e (3.7) 
são verificadas junto com as condições (2.12) e (2.l3). Primeiramente demonstra-se a 
necessidade da parte Desde que a condição quadratica dada por (373) deve ser 
verdadeira, e utílizando~se da definição do produto de Kronecker 3 : 
(ÕV)kz(l/HV/) + (ÕV)zk(VUH<¡V/) + (0V)kz(VHvHV,) = -V(QV)kzV, V 1 É l€,l É 77. (383) 
OI1d€Z (QV)k¿ = (Q\/Md É Êllpxp. 
3Note-se que (3.73) pode ser equivalentemente substituída por: (õv)k¡l'I + (l9v)¿k(1`lH{,) + 
(9v)/zz(HvU) = -(Qv):z1V 1 S l€,l É TL
3. Realimentação de saídas vía equações acopladas de Lyapunov 47 
De (3.5), obtém-se também que AV + BW = VHV, que pode ser usada em (3.83) 
para obter 
(ÕV)k¿(VHVI) + (ÚV)¿k(VnV/Á/ + VHW/B/) + (ÔV)¡¢¿(ÁVHV, + BW/'HV/) = -V(QV)k¿V, (384) 
Assim, colocando-se as matrizes P = P' = VHV' e Y = WHV', e considerando- 
T'VHV'T = O l 
equivalentemente substituída por (375), (3.76) e (3.77). 
Usando argumentos similares, demonstra-se a necessidade da parte Assim, de 
(3.6) e (3.74), obtém-se: 
A V
, 
V'VHl/'V 
se que o posto (V) = p e que H > O =:> 
{ 
> O 
então (3.84) pode ser 
(ÕT)k¿(T'I¬T) -l- (9T)¿¡Ç(T'H§¬I¬T) + (0q¬)¡c¿(T'I¬Hq¬T) = -T'(QT)k¿T V 1 É k:,l É n (3.85) 
onde: (QT)k¿ = (Q;r)§,¿ E §R”`P×"“P. 
Para as matrizes S = TTT e Z = TTU, (3.85) pode ser substituída por (3.78) 
e (3.80). Além disso, desde que posto (T) = q - p e I` > 0, obtém-se também 
TT 'FTT' > O 
{ v'T'1¬TV = o
' 
A necessidade da parte (3.81) e (382), segue-se das condições Ker CV Q 
K er W e Ke1^B'T' Ç K er U' respectivamente, levando em conta as definições acima 
de P, Y, S' and Z. 
Suficiência: Considera-se que as partes e são verificadas. Por definição, 
V e T, são matrizes com postos coluna e linha completos, respectivamente. Assim, de 
(3.76) e (3.79), obtém-se: 
l/'PV = 15 = 15' > 0 =-> P = V(V'V)`1I5(V'V)`1V' (386) 
TST' z š = 5" > 0 => S = T'(TT')r1š(TT')¬1T (asv) 
Agora demonstra-se que a verificação da parte implica que o subespaço V = K er (T) 
é (A + BK C)~invariante e que o mapeamento que representa (A + BK C)|V é tal que 
seu espectro pertence à DV. 
De (386) e (3.87) obtém-se: 
n 0 V' _ , _ Pz V T' zopara r1=n'=(v'v)-1P(1/V) 1 >o (ass) 
0 o T
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De (381), pode-se afirmar que existe uma matriz K tal que 
_ 
KCP = Y (389) 
Assim, pela substituição de (3.89) em (375), obtém-se 
(ÕV)k¡P + (0V)zkP(Á + BKCY + (ÔV)k¿(Á + = -V(QV)k¿Vl V 1 É Í<I,l É TL 
Agora, levando em conta (388), a equação de similaridade 
(A+BKc)[v Tflzlv T']a iii (391) 
e o fato que 
[V T'] [(Qš)'“ M T 50 (392) 
De (3.90), obtém-se V 1 í k,l Ê n : ` 
n 0 V' HÁ/ HÃÁ V' (6V)“iV T/l 0 o T +(0V)”“[V T/li 011 0~1iiT + 
<@v›k,[v Té] z-[(v Tz](<Qš›kz A T 
H 0 HÃQ1 nÃ¿,1 Ãnn o V' _ il/ T'l<(ÕV)1zz 0 O +(9V)zk O O +(9V)¡zz ÃQIH O T '" 
, (Q l 0 V' «wi zzil 
[ 
V T, 
} 
(Õv)1‹zÍÍ+(9v)z1znÃ'11 +(9v)1zzÂ111Í (9v)z1zHÃ§1 V' : 
(9v)1zzÂ21ÍÍ 0 T 
_( V T, 
1 
| 
(Q\(;)¡‹z 
É } 
Í; (393) 
Considerando que por construção H > O e que (€v)k¿ aê O, tem-se de (3.93) que: 
0 V = Ker (T) é um subespaço (A + BKC)-invariante, já que (9v)k¿Ã21H = O se e 
somente se Ã21 = 0; e
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O V = KGT É 'D-€Sl]ãLblllZáV€l, (1116 (ÕV)k¿n + (61/)¿kl_.lÃ/11 + (9V)k¿Ã11H < 
O, V 1 5 k,l S n implica a 13-estabilidade de (A + BKC')ll/. V
Ú 
Note-se que, também neste caso, se as matrizes P, S, V e T tenham sido encontradas 
de modo que o Teorema 3.3.1 é verificado, com a matriz K de realimentação de saídas 
correspondente, então a condição de acoplamento entre as partes e pode ser 
descrita por SP = O [CHLOO]. 
Comentário 3.3.1 A aplicação do resultado acima para uma região circular de raio 
unitário, denotada por CS = {×\ 6 C; |À| < l}, corresponde a estabilidade no caso de 
sistemas discretos no tempo [CHL02/' 
Existe uma matriz de realimentação de saidas K : 3/ _› U tal que o(A + BKC) G 
Cs, se e somente se existem matrizes (P = P' 2 O, P G §R"×”, Y G Êlšmx", S = S' 2 0, 
S E §R”×" e Z G ššnxp) tais que as seguintes condições são verificadas para algum par 
de matrizes V E ãftnxp e T E §R"`P×" uerificando TV = O: 
zw QV = Qi > 0, QV e s2"×2“ 
-P PA' + Y'B' V 0 V' 0 = 3.94 AP+BY -P 0 V QV 0 V' ( ) 
(3.11) 6 (312) 
.z~z)vQT=Qgf>o,QTéâre2fl×2i
A 
-S SA + ZC T O T O 
/ / / 
: 
/ QT A S + C' Z ~S O T O T 
› (314) 6 (sis) 
za)
A 
(aiô) se (zm) 
3.3.3 Aspectos algorítmicos 
Algoritmo Primal 
Baseado no algoritmo primal proposto na seção anterior, o procedimento básico seguinte 
pode ser usado para calcular a matriz de realimentaçäo de saídas que D-estabiliza o 
sistema em malha fechada quando a condição m + p > n é verificada: 
Passo 1:
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1.1) Encontrar uma decomposição 
G[M1 M2]=[C1 0] (396) 
onde: C1 E ãfšpxp, posto(C1) = p. Calcular as matrizes A12,A22: 
A 1171' ]\7I' 21 = _§ AM2 om-1e[ M1 M2 
] 
-Ê = 1,. “ (397) 
1.2) Resolver a .Ll\/[I para encontrar S21 e S22 = S52 > 0: 
u u 
AT ® (S22) + GT ® (S22A22 + Sz1A12) + 9; ® (./152822 + Ag1S§1) < 0. (3.98) 
AÍI' 
1.3) Calcular T = 
[ 
S21 S22 
l N; Se (A,B,T) não tem zeros invariantes, ir ao2 
Passo 2; caso contrario, repetir o Passo 1 usando uma nova decomposição para C. 
Passo 2: Í 
2.1) Calcular V como uma base ortogonal de K er (T): ~ 
TV = O com l/'V = Ip (3.99) 
2.2) Resolver a equação seguinte, sob as restrições (3.76) e (3.77),~para encontrar P e 
Y: , 
A1/®P + ®v®(AP + BY) + 9§,®(PA' + Y'B') = -(V®I,,)Qv1(V ® I,,)' 5 O (3.100) 
Passo 3: A matriz de realimentação de saídas que D-estabiliza o sistema em malha 
fechada correspondente verifica 
KC'P=Y <=:> KCl/I5=l/V1-1, jaque V'V=Ip. 
. /
›
O 
Comentário 3.3.2 Na primeira parte do Passo 1, um par de matrizes auxiliares 
(A22 G §lt("`p)×(”`l°), A12 6 §RP×"'P) e' calculado a partir da decomposição (396). 
Assume-se que 0 sistema em malha aberta é D-estabilizável, então o par (A12,A22) 
é D-detectáuel. Portanto existem (S22,S'21), soluções para (398), tais que: of(/122 + 
(S2z)"1Sz1A12) = o(HT).€ DT (para detalhes, ver /CHL00]). Note-se também que a
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z 
equação 98) e' uma LMI nas variáveis S21 e S22. Então, técnicas de programação 
convezra podem ser usadas para encontrar soluções factiveis [BGFB94]. Como teste de 
factibilidade para o passo 2, deve-se 'uerificar se o sistema (A, B,T) não tem zeros in- 
variantes que pertençam a DV então ir ao próximo passo. As condições são geralmente 
_ . . A - ÀI B 2 solucionáueis no sentido que o sistema matricial P,\ = 
Í; O 
de dimensao 
(n + m) × (2n - p) deve ter posto linha completo VÀ. Assim o Passo 2 somente e 
efetuado com soluções estáveis factíveis [CHL00]. 
Algoritmo Dual Passo 1: 
1.1) Encontrar uma decomposiçao 
nf 3 B _1 B z 1 (3101) M; 0 
onde: B1 G §Rm×m, posto(B1) = m, 
l 
M1 M2 
l 
E §R"×". Calcular as matrizes A21, 
A222 
_ _ M' 
[Am A22 1 z M;A[ M1 M2] ‹:›nâe[ M1 M2 ] [Mil 
l 
=In (3102) 
_ 2 
1.2) Resolver a LM I para encontrar P12 e P22 = P§2 > O: 
Av ® (P22) + ev ® (A22Pz2 + A21P1z) + 99 ® (P22Ag2 + P{2Ag1) < 0. (3103) 
P12 ~ . . 
1.3) Calcular V = 
l 
M1 M2 
l P . Se (A,V,C) nao tem zeros invariantes no 22 
exterior da região DT, ir ao Passo 2; caso contrário, repetir o Passo 1 usando uma 
nova decomposição para B. 
Passo 2: 
2.1) Calcular T tal que 
TV = O com TT' = Im (Z-3.104) 
2.2) Resolver a equação seguinte, sob as restrições (3.79) e (3.80), para encontrar S e 
Z: 
mas + eT‹3›(sA + za) + e'T®(A's + o'z') = -(T'®1m)QT1(Im o T) 5 0 (3105) 
Passo 3: A matriz de realimentaçäo de saídas que 'D-estabiliza o sistema em malha
/
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fechada correspondente verifica a equação 
SBK = Z <=> ÊTBK = Ug, jà que TT' = fm. 
O
_ 
3.3.4 Exemplos 
Considerar o sistema (A, B, C) dos já utilizado nos exemplos anteriores [F KKN85] ; 
ll +1 1
~ 
O»-~›-IO 
H 
OO»-Io-I 
C>C>©O 
rm 
oo,__. 
COCO 
(DOO 
©O›-*O 
›-JOGO
0 
O sistema (C, A, B) correspondente é controlavel e observavel, e m + p = 5 > n. Os 
pólos de malha aberta são: 0.0000, 0.0000 , 1.6180 , -0.6180. 
A) Algoritmo Primal: 
A região D¡r__ do tipo LM I é uma faixa vertical definida por: 'DT = {a3 + jy G 
C 
; 
-5 < x < -1}. A região DV do tipo LMI é definida a partir da interseção 
dos setores cônicos e um disco definido por: {a: + jy E C ; :E < -5, |:v + jy| < 
10 e tan 45%: < Assim, técnicas de programação convexa são aplicadas para 
encontrar soluções factíveis para as equações de posicionamento regional de pólos sem 
requisitos adicionais. 
-0.7071 0.0000 0.7071 0.0000 
A matriz 
{ 
M1 M2 
} 
: I 0.0000 0.0000 0.0000 1.0000 encontrada no 
0.0000 -1.0000 0.0000 0.0000 
-0.7071 0.0000 -0.7071 0.0000 
~0.7071 
passo 1.1 leva az A22 = 1.0000 A12 = 
I 
0.0000 
}
. 
0.7071 
Uma solução para o passo 1.2 é: 
S22 = 3333318, S21 = 
i 
0.0000 0.0000 -2080.8778
]
,
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que resulta no passo 1.3: 
T= 
[ 
-1471.4023 3333313 0.0000 1471.4023l . 
Esta soluçao nao tem zeros invariantes e implica, no passo 2.1: 
0.6982 0.0000 0.1582 
V_ -0.0660 0.0000 0.9353 
. 0.0000 1.0000 0.0000
' 
0.7129 0.0000 -0.0650
' 
Uma solução para o passo 2.2 é então encontrada: 
Y_ 10887.2550 150744.2000 304.1292 45036.8680 _
-4945.7042 52669.6190 -3369173 -16877.4870 
W _ 49513.0880 304.1292 -149730.1600 n_ 
-18910.8790 -3369173 52208.9740 
585.8797 -3033.8726 88.1286 1273.1736 
-3033.8726 230557690 -3207086 -8256.9297 
88.1286 -320.7086 16.9370 160.7819
' 
1273.1736 -3256.9297 1607319' 3143.6997
7 
P: 
A matriz de realimentação de saídas correspondente que estabiliza o sistema em 
malha fechada é: 
K _ 
Í 
-2136662 3430591 3037491 '
52.1244 -73.3494 -16.4133 
que resulta : a(A + BKC) = {-3.4142, -5.7409, -6.2669 :E 4.6210j} C DV. Onde 
o autovalor -3.4142 C DT corresponde ao passo 1. 
B) Algoritmo dual: 
A região DV do tipo L./\/[I é definida a partir da interseção dos setores cônicos e um 
disco definido por: {x -i-jy E C ; 0: < ~6, |:c -1-jyl < 16 e tan45°r1: < 
A região D1 do tipo LM I é definida a partir da interseção dos setores cônicos e um 
disco definido por: {x +jy E C; ar < -2, lx +jy| < 3.5 e tan45°:r < 
Assim, técnicas de programação convexa são aplicadas para encontrar soluções 
factíveis para as equações de posicionamento regional de pólos sem requisitos adici-
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onais. 
Usando a matriz 
l 
M1 M2 
l 
= _ ~\ ©®I-*Ê 
vexa não produzem uma solução factível no passo 2, devido ao fato de que a matriz 
7.5928 
~15.6857 
1.7120 
1.7120
V 
0.7449 
0.7449 
0.0000 
V selecionada no passo 1 V = 
instável: 5.7561. 
©© 
P-^©© _0 
-10 
0.0000 
©©›-^ 
, 
técnicas de programação con-
0 
, é tal que (A V C) tem um zero 
Entretanto, existem soluçoes que estabilizam o sistema em malha fechada (ver 
[CHL00]). Assim define-se uma nova decomposiçao no passo 1 a partir de 
1 
1.0000 
D1 D12 _ 0.0000 
l 0 D2 l 
7
0.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.0000 
0.1035 
0.4280 
1.0000 
0.0000 
0.7861 
0.0568 
0.0000 
1.0000 
` 0.0000 - .0000 
Calcula-se A21 = O O , A22 = 1 . -1 0 
V 
-0.1035 -0.7861 
Uma solução para o passo 1.2 é: 
-2.1677 9.5400 0.7449 1.7120 
P12 = 1 P22 = 
0.0000 0.0000 1.7120 7.5928 
que resulta no passo 1.3: 
1.7120 
0.7449 
0.7449 
~1.7856 
7.5928 
-15.6857 
1.7120
` 
-7.2383 
Esta solução não tem zeros invariantes e implica, no passo 2.1: 
T_ 0.6891 0.0160 0.1150 0.7153 `
-0.2695 0.0761 0.9539 0.1078
`
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Uma solução para 0 passo 2.2 é então encontrada: 
UF : 
Í 
225135.7200 1093080.3000 486238.9400 
}
, -299223.1800 235312.9700 146795.0100 
23576793100 689781.4200 2954872700 
263709230 -400.5034 -3382.7842 
259523.7300 350276.0300 195993.6100 
128787.0300 807282.4600 363647.3700 
Z: 
-39751.453 995.0800 -340925110 -51918.4220 
S _ 995.0800 -136.9332 2456.1519 1921.4859 
-340925110 2456.1519 -52169.4840 -53424.0430
l 
-519184220 1921.4859 -53424.0430 -71261.1720 
A matriz de realímentaçäo de saídas correspondente que estabiliza o sistema em malha 
fechada é: 
7 
~11.2ô07 -18.0969 -7.1375 ” 
K_[-3505961 -2510160 -võzrõiõl 
que resulta : a(A + BKC) = {-2.3780 i 2.50532' , -6.3211 i 14.8048z'} C DT. Onde 
os autovalores {-2.3780 :l: 2.5053z'} C 'DV corresponde ao passo 1.
A
~ 3.4 Conclusao 
Este capítulo focalizou aspectos teóricos e algorítmicos; acentuando-se alguns 
vínculos corn abordagens das equações acopladas de Sylvester. O presente capítulo 
tem duas partes importantes: Na primeira parte foi apresentada uma abordagem qua- 
dratica para a construção dos subespaços O.S'. (C, A, B )-invariantes que leva ao cálculo 
da matriz de realimentação de saídas. Em particular, uma condição nece ssária e sufici- 
ente para existência de uma realimentação de saídas que estabiliza o sistema em malha 
fechada foi obtida em termos das equações acopladas de Lyapunov. Assim mostrou- 
se que as Equações acopladas de Lyapunov também podem ser usadas para descrever 
as propriedades geométricas requeridas para a solução do problema de estabilização. 
Também foram propostos dois algoritmos (prirnal e dual), que solucionam as equações 
acopladas de Lyapunov em dois passos e é diretamente aplicada a sistemas que verificam 
a co ndição m + p > n (condição de Kimura).
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Na segunda parte, para resolver 0 problema de posicionamento regional de pólos, a 
teoria e os algoritmos propostos forom adaptados para tratar o problema considerado. 
O caracter de soluçao em dois passos dos algoritmos sera ainda explorado no capítulo 
seguinte. É importante salientar que os algoritmos podem resolver o problema de 
estabilização e o posicionamento regional de pólos em sistemas que não verificam a 
condição de Kimura, utilizando-se compensadores dinâmicos de ordem 1/ > n- (m + p).
Capítulo 4 
Realimentação de saídas para uma 
classe de sistemas descritores 
4.1 Introdução 
Os sistemas descritores originam-se naturalmente do modelamento de muitos siste- 
mas tais como redes de circuitos elétricos, sistemas de potências, processos químicos 
e outros sistemas interconectados [Dai89] [VLK81]. Embora uma representação pura- 
mente diferencial para estes sistemas possa usualmente ser obtida, existem vantagens 
na manutenção do modelo original na forma de sistema descritor. No caso de sistemas 
de potência, sua modelagemicomo sistema descritor aparece naturalmente e, também, 
a redução a uma forma puramente diferencial pode apresentar restrições computacio- 
nais devido às grandes dimensões que os sistemas de potência podem apresentar. Em 
particular a alta esparsidade encontrada nas matrizes do sistema é perdida quando da 
redução a um sistema puramente diferencial. Técnicas de análise têm sido desenvolvi- 
das para tratar de modelos de sistemas de potência na forma de sistemas descritores, 
preservando esparsidade. Por outro lado, poucas técnicas de projeto de controladores 
que usam a formulação de sistema descritor podem ser encontradas [FSoC95] [F SoC'97]. 
Este capítulo trata 0 problema de estabilização usando realimentação de saídas de 
um modelo descritor algébrico-diferencial particular. Este modelo apresenta como ca- 
racterísticas: regularidade, ausência de comportamento impulsivo e ação não-direta de 
entradas de controle nas variaveis algébricas. Embora estas hipóteses possam parecer 
restritivas, alguns modelos físicos, como modelos de sistemas de potência, concordam 
com elas. Neste capítulo mostra-se inicialmente que a estabilização usando realimen- 
tação de saídas do sistema descritor considerado pode ser vista como um problema
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clássico de estabilização usando realimentação de saídas de um sistema normal de or- 
dem reduzída, para o qual muitas técnicas de estabilização usando realimentação de 
saídas podem ser aplicadas [SADG97]. Além disso, é mostrado como estas técnicas 
podem ser diretamente aplicadas ao modelo na forma de sistema descritor de ordem 
completa. Para ilustrar este ponto, utiliza-se a abordagem do capítulo 3 baseada na 
solução de duas equações acopladas de Lyapunov. Considera-se então o problema de 
posicionamento regional de pólos, ou de 'D-estabilização, via realimentação de saídas 
para o modelo descritor algébrico-diferencial [CSLTO2]. 
O presente capítulo é organizado como segue. A seção 4.2 apresenta o problema de 
estabilização a ser tratado e alguns resultados preliminares. Na seção 4.3, ahabordagem 
via equações acopladas de Lyapunov é apresentada e adaptada para o sistema descritor 
considerado. Na seção 4.4, uma abordagem para D-estabilização usando as equações de 
Lyapunov é apresentada. Alguns comentarios conclusivos são finalmente apresentados. 
Conceitos basicos da teoria de sistemas descritores, necessarios para o entendimento 
do presente capítulo, sao apresentados no apêndice. 
4.2 Apresentação do problema e resultados preli- 
minares 4 
Estuda-se neste capítulo a classe de sistemas descritores descritos por um conjunto 
de equações algébricas-diferenciais na forma: 
_ 
-
' 
Iq 0 _ J1 J2 B1 U 
[0 oHzà2(1:)l ll, J.,Hzzz2(ú)i+ o (É) (41) 
yu) = lan cz] Lml (42) 
/-\ 
fibõt- 
g/ 
onde: 1:1 E §Rq, 2:2 E §R"“q, u E W” e y 6 ÊRP; IQ é a matriz identidade de dimensão 
q e J4 E 3“Ê”"q×"`q é não-singular. As outras matrizes envolvidas são de dimensões 
apropriadas e também assume-se que posto(B1) = m. 
Modelos de sistemas dinâmicos como sistemas descritores na forma algébrica- 
diferencial originam-se naturalmente quando estes sistemas são formados de subsiste~ 
mas interconectados. Os sistemas descritores na forma algébrico-diferencial podem ser 
usados, em particular, para aproximar o comportamento dinâmico de sistemas elétricos 
de potência e outros sistemas perturbados singularmente [VLK81]. As particularidades 
estruturais do sistema (4.l) , (4.2) são as seguintes:
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ø a matriz J4 é inversível, o que implica na ausência de comportamento impulsivo 
na resposta dinamica do sistema e também na sua regularidade [BL97] ; 
0 ausência de ação direta da entrada de controle nas variáveis algébricas, enfatizada 
pela estrutura da matriz de entrada 
O problema básico a ser resolvido é encontrar uma lei de controle de realimentação 
estática de saídas para o sistema descritor (4.1) , (42) da forma 
ue) z Ky(ú)zK[o1 call” (43) 
/1 
@§~Pl- 
g/ 
/-\/\ 
t`§~¢§~ \_/\_/ l_____.._J 
f\/-\ 
O§~(`|- 
\/\_/ 
lí! 
onde K E Êlimxp é tal que o sistema malha fechada expressado na forma 
Iq O ÍI1 _ J1+B1KC1 J2+B1KC2 ZIÍ1 
O O J3 J4 .T2
' 
é assintoticamente estável. 
As proposições seguintes dizem respeito à estabilizabilidade e à detectabilidade 
de sistemas descritores considerados, propriedades estas necessarias para solução do 
problema de estabilização. 
Proposiçao 4.2.1 : O sistema (41), é estabílízáoelv se e somente se 
ÀI - - B _ 
posto q JI J2 1 = n ,V À finíto E C* (4.5) -J3 -J4 O 
Proposição 4.2.2 : O sistema (41), é detectável se e somente se 
/\Iq-J1 -Jz 
posto -J3 -J4 = n ,VÀ fimto €Õ+ (4.6) 
C1 C2
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4.2.1 Estabilização usando o sistema normal de ordem redu- 
zida 
A estrutura particular do sistema descritor (4.1) , (4.2) conduz a alguns resultados 
de interesse para 0 desenvolvimento e uso de técnicas de estabilização usando realimen- 
tação de saídas. 
l\/lostraremos inicialmente que, sob as hipóteses de estabilizabilidade e detectabi- 
lidade do sistema (4.1), (42) o problema de estabilização usando realimentação de 
saídas pode ser visto como um problema classico de estabilização usando realimen- 
tação de saídas de um sistema normal de ordem reduzida. Para isto, serão consideradas 
I O 
as matrizes Q = In e P = fl e, a mudança de coordenadas cc = Pz: "J4 J3 In.-q 
ÍIÍ1 : Iq O Z1 
ZII2( ) -‹]4_1J3 In_q Z2 
Assim, o sistema (4.1) , (4.2) é equivalente a 
Íq Ô É1() _ J1-J2J4_1‹] J2 Z1() 
I 
B1 ,U 
i >i'i O <> + 0 W (48) 
/\ 
@)~L`i~ 
\./ 
/X/-\ 
@t~@f~ 
\_/\_/ 
lí! 
/É 
@.~ÕÔ~ 
fihfih 
O. O Zz Zz 
ii-OF 
g/ 
V. yit) = i C1-C'2J4_1‹Í3 C2] {Z1( › (4-9) Z2( 
Portanto, aplicando u(t) = K y(t) para (4.8) , (4.9), obtém-se a representação equi- 
valente do sistema em malha fechada nas novas coordenadas definidas na (4.7): 
L, o .à1( Z J1(K) J2(K) z1( (4 10) 
O O O J4 Z2()
_ 
J1( = (J1 - J2J;1J3) + B1K(C1 - C2J;1J3) 
‹]2( : J2 + B1KC2 
Pi-@|~ 
\/ 
FLV* 
\_/ 
onde : 
55
i 
A partir da estrutura das matrizes envolvidas na representação (4.10) (ver relação 
(A.5)) , os pólos finitos em malha fechada correspondem ao conjunto de autovalores da 
matriz J1(K) e são dados pelas raízes da equação característica (z\Iq - J1(K)) = O. 
Do desenvolvimento acima, conclui-se que a matriz K deve ser tal que o espectro de 
J1(K), 0 qual fornece os pólos finitos da malha fechada, seja estável. Então, o problema
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a ser resolvido neste passo pode ser visto como o de estabilização usando realimentaçao 
de saídas, considerando u(t) = K v(t), do sistema normal de ordem reduzida: 
@|- ¿1( ) = (J1 _ J2J;1.J3)ç1(z:) + Blaa) (411) 
() = (C1 _ C2JzÍ1‹Í3)C1(f) (4-12)É <¬~ 
Sejam A = J1 - J2J4"1J3, B = B1 e C' = C1 - C'2J4"1J¿›,. Então as condições 
necessarias para estabilizar o sistema normal de ordem reduzida (A, B, C) usando rea- 
limentaçäo de saídas são conhecidas e relativas a estabilizabilídade ea detectabilidade 
dos pares (A, B) e (C, A) (ver por exemplo, [SADG97]). 
Lema 4.2.1 : O sistema de ordem reduzido (411), (412) é estabtlizável e detectável 
se e somente se o sistema descritor (41), é estabtltzável e detectdvel. 
Dernonstraçao: 
i) O sistema descritor (4.1) , (4.2) é estabilizável se e somente se 
_ _ -1 _ ,\I B 
posto J1 
/Vq J2 B1 :posto IQ JZU4) J1 q J2 1 = (413) 
0 IM, J3 J4 0 
_ _ -1 __ 
posto J1 
/uq J2(J4) J3 O B1 = n V À finito E5 C+ (4.14) 
J3 J4 O 
o que é equivalente a ' 
posto A - Àlq B =.q. (4.l5)
A 
ii) O sistema descritor (4.l) , (4.2) é detectável se e somente se 
J1 - z\Iq J2 I _J°(J4)_1 J1 
- z\Iq Jg 
Iq O 
posto J3 J4 = posto 5 } J3 J4 _(J )_1J I
= 
C1 C2 
n-q 
C1 C2 4 3 n.-q 
(416) 
J1 - /\I,¡ - J2(J4)~1.]3 Ú 
posto O J4 = n V À finito G CU' (4-17) 
C1 ~ C2(J4)_1=Í3 G2 
to 
A - Àlq 
os = . P C, Q 
o que é equivalente a
,
CI
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4.2.2 Discussao 
Os desenvolvimentos anteriores podem ser resumidos pela seguinte metodologia 
para estabilização usando realimentação de saídas de sistemas descritores (4.1) , (4.2) 
via sistema de ordem reduzida. Assume-se que o sistema a ser controlado é estabilizavel 
e detectável.
_ 
o Passo 1 : Calcular X E §R("`q)×q tal que J4X = J3 e fazer : 
A : J1 _ JQX 
B = B1 
C = C1-CZX 
0 Passo 2: Calcular K E §R'”×P tal que o(A + BKC) E C". 
O passo 1 do algoritmo se resume basicamente a solução de um conjunto de sistemas 
de q sisteinas de equações lineares, que podem ser resolvidos, por exemplo, a partir 
da decomposição LU da matriz J4 [Men98]. Dependendo da estrutura, dimensão e 
esparsidade das matrizes envolvidas, técnicas de cálculo particulares podem também 
ser utilizadas para solução eñciente e nurnericamente robusta deste passo [Bar99]. 
» Comenta-se agora o passo 2 do algoritmo. J a que o sistema descritor é estabilizavel 
e detectavel, os pares (A, B) e (C,A) envolvidos no passo 2 são estabilizáveis e de- 
tectáveis. Assim,-› as condições necessárias para resolver 0 problema de estabilização 
usando realimentação de saídas no passo 2 são cumpridas. Além disso, não existe uma 
solução fechada para 0 problema de estabilização de sistemas lineares normais usando 
realimentação de saídas, mas diferentes técnicas propostas na literatura para tratar 
este problema podem ser candidatas a serem usadas no passo 2. A escolha de uma 
técnica apropriada depende, em muitos casos, da estrutura das matrizes envolvidas e 
do conhecimento e experiência do projetista [SADG97]. 
A metodologia descrita acima faz uso do sistema de ordem reduzida, correspon- 
dente a utilização de técnicas de eliminação de variaveis. Entretanto, como já citado, 
o uso do modelo de ordem completa pode ser atrativo do ponto de vista numérico e 
computacional, principalmente para sistemas de dimensão alta onde as matrizes en- 
volvidas têm alguma estrutura (esparsa) que é perdida no sistema de ordem reduzida 
(A, B, C) [FSOCQ5] [FSoC97]. Neste sentido, embora diferentes técnicas para a estabi- 
lização usando realimentação podem ser consideradas para serem aplicadas ao sistema 
de ordem reduzida, agora demonstra-se que a técnica escolhida pode ser diretamente 
aplicada ao sistemas descritores de ordem completa (4.l) , (42). Isto será mostrado
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considerando a técnica particular apresentada no capítulo 3, que traz junto elementos 
das abordagens geométrica e quadrática para estabilização via realimentação de saídas. 
4.3 Uma abordagem para estabilização 
Primeiramente apresenta-se uma condição necessária e suficiente para a estabili- 
zação do sistema de ordem reduzida (4.ll) , (4.12). O resultado a seguir é uma aplicação 
direta do Teorema 3.2.1 ao sistema de ordem reduzida. 
Corolário 4.3.1 [LCS00] : Existe uma matriz de realimentação de saídas K E §R"'×” 
tal que 0 sistema em malha fechada de ordem reduzida 
ça) z (A+BKo)<(z:) (ziis) 
é assintoticamente estável se me somente se existem matrizes P1 = Pf 2 O, P1 E §Rq×q, 
Y G §R'"×'1, S1 = Sí 2 0, S1 G ãítqxq e Z E ÊRW” tais que as seguintes condições são 
verdadeiras para algum par de matrizes V1 E ÊRWW e T1 G §Rq"”×q verificando Tll/1 = O: 
V QV = Q(, > 0, QV E ÊRW” tem-se: 
AP1 + P1A'+ BY + É/'B' = -V1Q\/V1' (4.l9) 
V1/P1V1 = P1 > 0 ã T1P1Ti = O (4-20) 
Ya: WHV1' para algum WH ' E §Rm×” ' (4.21) 
V QT = Q'T > O, QT E §Rq"”×`q'” tem-se: 
A'S1 + S1/i + C'Z' + ZC' = -T{QTT1 (4.22) 
T1s1T{ = S1 > 0 ; WSV1 = 0 (423) 
Z = T(U1¬ para algum Up E ÊRq`”×” (4.24) 
(az) 
Ker CP1 C; KerY (425) 
Ker B'S1 Ç Ker Z' (426)
E 
Para efeitos algorítmicos, assumiremos neste capítulo v = q - m, o que permitirá. 
utilizar a relação (426) (em lugar de (425), como no capítulo 3) para o cálculo da
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matriz de realimentação de saídas K. 
Também observa-se que se matrizes P1, S1, V1 e T1 forem encontradas tais que o 
Corolário 4.3.1 é verdadeiro e K é a realimentaçäo de saídas correspondente, então: 
0 a condição de acoplamento entre as partes e pode ser descrita por : 
0 a função de Lyapunov : u1(Ç1) = Ç§S1Ç1, com 
s1=[V1 V1] 
pg 
(-3 
T1 = (Í/Vlll/1)_1l/1,+ DLT1 = VT 'l' DzT1 V1 : _ V1Dz '-1 Tl _ l/1Dl, 
é estritamente decrescente ao longo das trajetórias do sistema de ordem reduzida 
em malha fechada (4.18) . 
Lembrando que A z J1 _ J2J4'1J3 B z B1 6 C' = C1 - C2.]4"1J3, pode- 
se reformular a condição necessária e suficiente fornecida no Corolário 4.3.1 diretamente 
em termos do modelo descritor (4.1) , (4.2). 
Proposição 4.3.1 /LC'S00]: Existe uma matriz de realimentação de saídas K G Élšmxp 
tal que 0 sistema em malha fechada (44) e' assintoticamente estável se e somente se 
existem matrizes (P1 = Pl 2 O, P2, e S1 = Sá 2 O, S2 e Z) tais que as seguintes 
condições são verdadeiras para algum par de matrizes V1 e T1 verificando T1V1 = O 
V QV = Q§, > O, QV G ÉRW” tem-se: 
‹Í1P1+‹Í2P2+PiJÍ+P§zÍ§+BY+Y'B' = _V1Q\/Vi (4-28) 
Japi + J4P2 = 0 (4-29) 
(420) 6 (421) 
V QT -= Q'T > 0, QT G §Êq"”×q"” tem-se: 
S'1J1 + S2J3 + J{S1+ J§S§ + ZC1 + CÂZ' = -T{QTT1 (430)
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5'i‹/'2 + 5214 + ZC2 = 0 (431) 
(423) e (424) 
mz) 
Ker CP Ç KerY (4.32) 
Ke1°B'S' C; Ker Z' (4.33) 
Demonstração : Desde que J4 é inversível, as equações (4.29) e (4.31) fornecem, 
respectivamente: 
P2 = -*'J4_1z]3P1 
S2 = -(S1Jz+Z02).L;1 (435) 
Assim substituindo (434) e (435) em (428) e (430), respectivamente, obtêm-se as 
equações (4.19) e (422) do Corolário 4.3.1; o inverso também é verdadeiro. CJ 
4.3.1 Aspectos algorítmicos 
O Corolárío 4.3.1 e a Proposição 4.3.1 fornecem condições necessárias e suficientes 
equivalentes para a existência da matriz de realimentação de saídas K que estabiliza o 
sistema em malha fechada. Como no capítulo anterior, a caracterização quadrática do 
Corolário 4.3.1 e do Teorema 4.3.1 pode ser usada para calcular matrizes de realimen- 
tação de saídas K que estabilizam o sistema em malha fechada. Isto pode ser realizado 
levando em conta o requisito de acoplamento e resolvendo subsequentemente a parte 
(z`) e a parte de tal modo a obter via (4.33) a matriz de realimentação de saídas 
que estabiliza o sistema em malha fechada. 
A escolha do algoritmo dual é devido basicamente a que a transformação de co- 
ordenadas que leva ao sistema de ordem reduzida não interfere na matriz B = B1. 
Baseado nos resultados prévios e no algoritmo dual proposto no capítulo 3, 0 seguinte 
procedimento básico é proposto para calcular uma matriz de realimentação de saídas 
que estabiliza o sistema em malha fechada quando m + p > q 1: 
Passo 1 : 
1.1) Encontrar uma decomposição : 
1Se m + p = 17 3 q, um compensador dinâmico de ordem 1/ > q - D pode ser considerado para 
reencontrar esta condição
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M' B M' 
-Í B1 = 1 , onde B1 E §Rm×m , post0(B1) = m e _í 6 ãèqxq M¿ 0 .% 
ínversível. _ M/ 
Seja M1 M2 G íFÊq×q onde M1 M2 -l = In. Calcular a matriz Mé 
[ 
M3 M4 
1 
como a solução única de 
nU@Anl=-@[m,%]. Mw) 
Calcular 
(1421 A22l=MÉlJ1 J2l 
1.2) Resolver a seguinte equação de Lyapunov generalizada de ordem reduzida para 
encontrar P12 e Pzz = P§2 > O: 
P22/lg2 + Azzpgg + P{2Áê1 + A21P12 = _'QV <
P 
1.3) Calcular V1 = 
( 
.M1 JVI2 
l 
P12 
( 
e sejam as matrizes 
22 
~J -J o A=¿,B=p¿myc=,.3 es: 4 .swAaa@n@mm 
C1 C2 O 
zeros invariantes, entao ir ao Passo 2; caso contrario, repetir Passo 1 usando uma nova 
decomposição para B1. 
Passo 2: 
2.1) Calcular T1 como uma base ortogonal do espaço nulo a esquerda de V1 , isto é : 
T1V1 = 0 com T1T{ = Im. 
2.2) Resolver as equações (430) ,(431) ,(423) e (4.24) para encontrar S, Z e Up. 
Passo 3: Calcular a matriz de realimentaçäo de saídas que estabilíza o sistema em 
malha fechada, como solução única de 
S1B1K = Z ‹=> ÊT1B1K = U1¬, já que T1T{ = Im.
o
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Comentário 4.3.1 Na primeira parte do Passo 1, as matrizes auxiliares A2; E 
§R(q"”l×(q"m) e Azl E 3“Ê(q`m)×m são calculadas sem a necessidade do cálculo da matriz 
A = (J1 - J2J4“1J3) do sistema de ordem reduzida. Como as matrizes A22, A21 devem 
satisfazer 
l 
A21 A22 
l 
= M;A[ M1 M2 ] (438) 
Pode-se definir 
[ 
M3 M4 
i 
= -J4`1J3 
i 
M1 M2 Portanto 
[ M3 M4 ] pode ser 
obtida pela solução da equação linear (436) e 0 par (A21,A22) pode ser calculado por 
(438). Desde que o sistema em malha aberta é por hipótese estabilizável, segue-se que 
0 par (A22,A21) é estabilizãvel. Assim as soluções (Pzz, P12) para (437) existem e são 
tais que: o(Az-z + A-z1P12(P22)"1) = o(HV) (para detalhes, ver [CHLOO] e capitulo 3). 
Note-se também que a equação (437) é uma L]\/[I nas variáveis P12 e P22. Então, as 
técnicas de programação conveaca podem ser usadas para encontrar soluçoes factíveis 
para esta desigualdade matricial [BGFB94/. 
Comentário 4.3.2 Da teoria apresentada na seçao 3.3 do capitulo 3 pode-se demons- 
trar que os zeros invariantes do sistema de ordem reduzida corresponde aos zeros in- 
variantes de (A,B,C,¿`). Assim, se (A, B,C,E) nao tem zeros invariantes, o sistema 
J1 - Àlq Jz V1
_ 
matricial P,\ = J3 J4 0 tem posto coluna completo, igual a n + q - m. 
._C1 C2 () . A 
A seguinte equivalencia de matrizes pode ser utilizada para a demonstração: 
1,, -12.151 0 1,, o 0 
1 
J1 - JQJ4-113 _ AL, 0 «V1 
0 I,,_,, 0 PA -J4-11,, I,L_,, 0 = 0 J4 0 
o -02.51 1,, o o I,,_m 01 - 0215113 o 0 
Portanto, fazendo uso do sistema normal de ordem reduzida, tem-se 
(439) 
í il í í 
posto JI C Jgjâ j_3_`_1J/uq 3/l > 
= 2q - m <=> posto(P,\) = n - q + m (440) 
1 '1 2 4 3 
Logo, 0 Passo 2 somente é efetuado com soluções estáveis factiveis. Em geral, a 
existência de zeros invariantes infinitos ou instáveis não permite resolver 0 Passo 2. 
Além disso, em casos não frequentes onde zeros invariantes poderiam aparecer, outras 
soluções para 0 Passo 1 poderiam ser geradas de uma nova decomposição expressa por: 
D ' D MD = M1 M2 1 12 onde D1 e D2 são matrizes não-singulares. 
O D2
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Assim determina-se os novos valores de M3 e ll/[4 que satisfazem: 
_J3[M1 M2] lã; gil 
= J.,[M3 M4] 
4.4 D-Estabilização por realimentação de saídas 
Nesta seçao apresenta-se a formulaçao do problema de estabilizaçao via posicio- 
namento regional de pólos para a classe de sistemas descritores considerada. Neste 
contexto são usados alguns conceitos e o algoritmo dual para D-estabilização já estu- 
dados no capítulo 3, assim como alguns conceitos referenciados no apêndice. 
As condições seguintes dizem respeito à D-estabilizabilidade e a 'D-detectabilidade 
de sistemas descritores (4.1) , (42): 
O sistema (4.1) , (4.2) é D-estabilizável se e somente se 
ÀI - -J B 
postošl 
qjjl 
J2 O1 
5 
= n ,VÀ finito E1) (4.41) * 3 _ 4 
O sistema (4.l) , (4.2) é 'D-detectável se e somente se 
z\Iq - J1 -Jz 
posto -J3 -J4 = n ,VÀ finito ED (4.42) 
Lembrando que A = J1 - JzJ;1J3 e §R‹1×<1 B z B1 e âR<1×m e C = 01 ~ 0214-113 e 
Êlšpxq, 0 Teorema 3.3.1, toma a forma seguinte: 
Corolário 4.4.1 [CSLT02] Existe uma matriz de realimentação de saídas K G §Rm×P 
tal que o(A+BKC) = {À1,×\2, . . . ,Àq} É D, para 'D = D1/UDT onde {À1,. . . ,À,¡_,,} 6 
DT e {Àq_¡,+1, . . . z\q} E 'DV se e somente se existem matrizes (P1 = Pí 2 O, P1 G Êitqxq, 
Y E Éíšmxq, S1 = Sí 2 O, S1 G íltqxq e Z G ÊRQXP) tais que as seguintes condições são 
uerificadas para algumas matrizes V1 E §Rq×p e T1 E ÉRq`p×q uerificando T1V1 = O: 
(U 
Av®P1 + 9v ® (ÁP1 + BY) + GQ/ ® (P1A/ + Y'B/) = *(V1 ® I1›)(Qv1)(V1 ®Iz›), (4-43) 
V1/Pll/1 = P1 > 0; T1P1T{ : O 
Y = VV1-¡V1' para algum Wn E ÊRm×p (4-45)
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(ii) 
AT®S1 + GT ® (S1A + + ® (Á/S1 + C/Zl) = -(Tí ® Iq__¡,)(QT1)(Iq_¡, ® T1) (446) 
T1S1T{ = S1 > 0; I/'SV = 0 (447) 
Z = T{U¡¬ para algum Up G §Rm×p (4.-48) 
Ker CP1 Q KerY (449) 
KerB'S1 ~ Q Ke1'Z' (4.50) 
Cl 
Da mesma forma que na seção anterior, as condições do Corolário anterior podem 
ser reescritasutilizando-se diretamente as matrizes do modelo descritor. Em particular 
a equação (446), pode ser equivalentemente substituída porƒ 
AT®s1 + eT®(s1J1 + 52.13 + zc1)+ e'T®(Jgs1 + Jgsg + cgzf) = -(Tí ® Iq_,,)(QT1)(¡,,_,, ® T1) 
(451) 
5112 + 5214 + 202 = 0 (452) 
Assim, o procedimento basico seguinte pode ser usado para calcular a matriz reali- 
mentação de saídas que posiciona os pólos numa região D = DV U DT do tipo LMI 
quando a condição m + p > q é verificada: 
Passo 1: 
l.1) Encontrar uma decomposição: 
M' É J B1 z 1 (453) 
M; 0 
_ _ M' 
onde: B1 E §R"”“'”, p0sto(B1) = m, 
Í 
Mi 
l 
E §R'1×q inversível. Seja 
l 
M1 M2 
l 
E Êlšqxq
2 
J\7I' _ 
onde M1 ]\/I-2 -I = I . Calcular a matriz M3 J\/[4 como solução única de M; 'Y 
Jzil ÍVÍ3 M4l : "J3[M1 Mízl (4-54) 
Calcular 
[Aa Azz]=MálJ1 Jz HM1 M2] (4-55)
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1.2) Resolver a LM I para encontrar as matrizes P1; e P22 = Pág > 0: 
Av ® (P22) + GV ® (Â22P22 + Â21P12) + @'v ® (P2214/22 + P1'zÁ§1)= -QV > O 
(456) 
~ P 
1.3) Calcular V1 = 
[ 
M1 .M2 
) 
P12 
il 
e sejam as matrizes A = J1, B = [-.]z - V1], 
22 
~J- -J O C = 3 e 8 = 4 . Se (A, B, C, 5) não tem zeros invariantes no exterior 
~C1. t -C2 O 
de QT, entao ir ao Passo 2; caso contrário, repetir Passo 1 usando uma nova decom- 
posição para B1. 
Passo 2: 
2.1) Calcular T1 tal que 
Tll/1 = O com T1T{ = Im (457) 
2.2) Resolver as duas equações seguintes, sob as restrições es (4/17) e (448), para 
encontrar S e Z: 
AT®S1 + 9T®(S1J1 + 5213 + ZC1) + ®i_r®(J{s1 + Jgsg + Cízf) z -(Tí ® Im)(Q¿,¬1)(Im -girl) 
(4.õs) 
S1‹]2 + SQJ4 + ZC2 = O . 
A matriz de realimentaçäo de saídas Zlestabílizante correspondente verifica 
S1BK = Z <=> ÊT1B1K = Up, já que T1T{ = Im.
O 
Comentário 4.4.1 Desde que o sistema de ordem reduzida em malha aberta é por 
hipóte-se Ê-estabilizdvel, segue-se que 0 par (A22/X21) É P-estabilizável. Assim a so- 
lução (P22,P12) para (¿.56) existe e é tal que: a(A22 + Az1P12(P22)'1) = o(Hv) G DV 
(para detalhes, ver /C'HL00/ e capitulo 3). Note-se também que a equação (456) 
e' uma LIMÍI nas variáveis P12 e P22. Então, as técnicas de programação convexa 
podem ser usadas para encontrar soluções factiveis para esta desigualdade matricial 
[BGFB94]. Note-se também que a desigualdade (468) e' obtida de (446), definindo 
S2 = -(S1J2 + ZCz)J[1, que é equivalente a (459). 
É possivel mostrar que os zeros invariantes do sistema de ordem reduzida (A, V, C) 
corresponde aos zeros invariantes de (A, B,C, 8). Assim, se (A, B,C,8) não tem zeros
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J1 -z\Iq J2 -V ‹ 
invariantes na região DT, o sistema matricial P,\ = J3 J4 0 tem posto 
C1 C2 O
D 
coluna completo, igual a n + q - m, Vz\ G DT. Assim, 0 Passo 2 somente e' efetuado 
com soluções DT~estáveis factiveis. Em geral, a existência de zeros invariantes DT- 
instáveis não permite resolver o Passo 2. Além disso, em casos não frequentes onde 
zeros invariantes poderiam aparecer, outras soluções para o Passo 1 poderiam ser gera- 
das de uma nova decomposição (453), não necessariamente ortogonal, expressa como 
D D MD z IVIT JW2 
l 
l 
ol D12 
l 
onde D1 e D2 são matrizes não-singulares. Assim
2 
determina-se os novos valores de M3 e M4, que devem satisfazer: 
J4[M3 M4] = -..J3[M1 M2 l il? iii 
4.5 Exemplo 
Considere os dados correspondente a [Dua99] : 
1-1 A: 
; 
B: 
O 1 
E: ;C:1oo1 o1o~1 
O sistema correspondente (C, A, E, B) é fortemente controlável e observável e m +10 = 
ÉÊCP-' 
G5!-'C 
ÕÊP-“Ê 
Ô!-*QC 
Ê)-^©© 
COCO 
P-*©©*-* 
›-*1-\©© 
lííiíi 
I'_`_*_i__"'_'í1 
Ç 
r--\ 
É
É 
I_í.____._.___íI 
4 > q. Os pólos de malha aberta são 
s(E, A) = { 0.755 ; -os?? + 0.7451 _ os?? + 0.r4õj} 
A) Algoritmo dual: 
Para obter os pólos de malha fechada com partes reais menores que -cr = -1, os 
cálculos usando (A+ozI) em substituição a A. Assim, técnicas de programação convexa 
padrão são aplicadas para encontrar soluções factíveis para as equações quadráticas
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acopladas, sem requisitos adicionais que melhoram a solução numérica ou o desempenho 
em malha fechada. 
A matriz 
-0.7071 0.4082 -0.5774
8 
[M1 M2l=_ ~0.7071 -0.4082 0.5774 
0.0000 0.8165 0.5774 
encontrada no passo 1.1 leva a calcular M3 e M4 como a solução única de: 
J4[M3 M4]=-J3[M1 M2]; 
[M3 M4l=[0.0000 -0.8165 -0.5774] 
Calcula-se 
A22 = -0.6670» A21 = 
[ 
-1.1790 -0.4080 
J 
. Uma solução para o passo 1.2 é: P-22 = 
1
. 
1, P1; = 
O l 
que resulta no passo 1.3 : “ 
-0.4080 0.7070 ~0.5770 1 -0.9860 
V1= -0.8160 0.0000 0.5770 0 = -0.2390 . 
0.4082 0.7071 0.5770 1 1 
u 
0.9860 
Esta soluçao não tem zeros invariantes. Isto implica no passo 2.1: 
T_ 0.097 0.069 0.714 1-
-0.169 0.983 0.069 
Uma solução factível para o passo 2.2 é então encontrada: 
0.0478 0.1518 0.0847 -0.1414 
S1 = 0.1518 0.4959 0.2722 , S2 = -0.4215 
0.0847 0.2722 0.1507 -0.2437 
V 
-0.2030 -0.2597 
Zz _0.ô401 -0.7894 , Ufzl 
-0.3583 -0.4512 
-0.4416 -0.5579 
-0.6198 -0.7635 
A matriz de realimentação de saídas correspondente que estabiliza o sistema em malha
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fechada é: 
K_ Í-2.0919 -4.4084 
-3.1958 -9.2350
l 
que resulta: 
a(E, A + BKC) = { -1.845 ;V_1.2297 + 0.57233' _ 1.2297 _ 0.5723j} 
~ onde 0 autovalor -1.845 corresponde ao passo 1. 
B) Algoritmo dual na região 'D do tipo LMI: z 
A região DV do tipo LMI é uma faixa vertical definida por: DV = {a: + jy G 
C ; -3.5 < ac < -2.5}. A região DT do tipo LMI é definida a partir da interseção 
dos setores cõnicos e um disco, definido por: {ac + jy G C ; cz: < -2.5, lx + jy| < 
5 e tan 4500: < Assim, técnicas de programação convexa são aplicadas para en- 
contrar soluções factíveis para as equações de posicionamento regional de pólos sem 
requisitos adicionais. 
-0.7071 0.4082 -0.5774 
_ M1 M2 
l 
-0.7071 ~0.40s2 0.5774 A matriz = encontrada no passo 1.1 
.M3 M4 0.0000 0.8165 0.5774 ~ 
l 0.0000 -0.8165 -0.5774 
ievâ. a caicuiarz A22 z -0.6607 Am zz 
[ 
-0.8165 -0.9428 
]
. 
Uma solução para o passo 1.2 é: 
` 2.6616 ' ` 
Pgz = 1 , P12 = . , que resulta no passo 1.3: 1...»
l 
-0.9860 
V1= ~0.2390 . 
0.9860 
Esta solução não tem zeros invariantes e implica, no passo 2.1: 
T_ 0.2034 0.0501 0.9778 1"
-0.4590 0.8870 0.0501 
Uma solução para o passo 2.2 é então encontrada: i
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546.5093 26024.2050 -54223.77 0 -2388 . Z- -250803000 15611326001 ~ U - 
[ 
3 õolgoül _
1 
1¬ _ - -252148 -1 2 . ` -542833750 -2416883500 - 880 16 519 0800 
` 1092.1903 -4276.1339 -5006.9700 304846650
V 
[ 
S1 S2 
l 
= -4276.1339 330000840 56298632 -1873315300 . 
5006.9700 56298.6320 105776.5400 ~293181.5100 
' A matriz de realirnentação de saídas correspondente que D-estabiliza o sistema em 
malha fechada é: 
K_ 0.1052 -9.2545 _
-1.2062 4.7089 ' 
que resulta: a(A + BKC) = {-2.8409, -«3.0511 :tz 1.5106j} C DT. Onde o autovalor 
-2.8409 C DV corresponde ao passo 1.
A 
4.6 Conclusão . 
Neste capítulo foram estudados o problema de estabilização e posicionamento regio- 
nal de pólos para uma classe de sistemas descritores. A estrutura particular do modelo 
foi explorado parapropor uma abordagembaseada na solução do conjunto de equações 
acopladas de Lyapunov. 
A principal contribuição foi apresentar uma adaptação da caracterização quadrática 
das equações de Lyapunov para resolver o problema de estabilização e posicionamento 
regional de pólos para uma classe de sistemas descritores. Na primeira seção foi usado 
o algoritmo dual para tratar o problema de estabilização via solução das equações 
acopladas de Lyapunov. Na segunda seção se fez a adaptação desta abordagem para 
tratar o problema de posicionamento regional de pólos. 
Sistemas descritores cuja a matriz C' de saída apresenta a estrutura na forma C = 
[ 
C1 0 
l 
podem ser tratados de forma similar a partir do algoritmo primal.
Capítulo 5 
Air Caracterizaçao e uso de subespaços 
invariantes em sistemas descritores 
5.1 Introdução 
Estuda-se nesta capítulo o problema de estabilização usando realimentaçäo estática 
de saídas para o sistema descritor linear. Lembre-se que um sistema descritor consiste 
basicamente de uma mistura de q equações diferenciais e n - q equações algébricas 
[VLK81] [LeW86] [Dai89]. Devido a esta característica, a estabilização de sistemas des- 
critores requer, além da garantia da estabilidade assintótica em malha fechada, outras 
duas propriedades importantes: regularidade e ausência de impulsões. O problema de 
calcular uma realimentação de saídas apropriada para o qual estas propriedades em 
malha fechada são verificadas, é denominado de estabilização forte ou, simplesmente, 
S-estabilização 1. Diferentemente do capítulo anterior, o sistema descritor em malha 
aberta não possui nenhuma estrutura ou propriedade particular. Requer-se apenas 
que 0 sistema seja fortemente estabilizável e fortemente detectável, propriedades estas 
necessárias para existência de solução (veja apêndice A). 
As três propriedades desejadas podem ser descritas em termos da autoestrutura do 
sistema em malha fechada: a estabilidade assintótica é equivalente a que todos os 
pólos finitos estejam no semiplano esquerdo; (ii) a ausência dos modos impulsivos é 
equivalente a ter q pólos finítos em malha fechada; e (iii) a regularidade é garantida se 
o sistema é livre de impulsões. 
Da interpretação dada acima, condições necessarias e suficientes para a existência 
de uma realimentaçäo de saídas S-estabilizável podem ser encontradas como um con- 
1Do inglês Strong Stabilization
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junto de Equações acopladas de Sylvester generalizadas [Dua99], [Fle88]. Como no 
caso do sistema normal, estas equações de Sylvester podem ser interpretadas em ter- 
mos geométricos e também serem usadas para resolver o problema considerado. Em 
particular, introduz-se a noção de subespaços fortemente O.S. (C, A, E, B)-invariantes 
e mostra-se como este conceito pode ser usado como mecanismo intermediário para a 
construção da realimentação de saídas. 
Como consequência mostra-se que equações acopladas de Lyapunov generalizadas 
podem também ser usadas para obter um conjunto de condições necessárias e suficien- 
tes para a existência de uma realimentação de saídas que S-estabilíza o sistema. Faz-se 
então uma extensão para o caso de sistemas descritores dos procedimentos algorítmicos 
dos capítulo 2 e 3 utilizando equações de Lyapunov generalizadas. Como ficará eviden- 
ciado neste capítulo, é notável o fato que mesmo no caso geral considerado, a solução 
do problema ainda pode ser associada a um sistema normal de ordem reduzida q, o 
qual pode ser obtido a partir de uma transformação especial de coordenadas. 
Na seção 5.2, introduz-se a noção de subespaço fortemente O.S. (C',A,E, B)- 
invariante e a equivalência básica entre a existência deste tipo de subespaço fortemente 
e as equações acopladas de Sylvester generalizadas associadas a existência de uma reali- 
mentação estática de saídas para o sistema. Na terceira seção apresenta-se as condições 
de existência de solução do problema de S-estabilização através das equações acopla- 
das de Sylvester e de Lyapunov generalizadas. Baseado nos algoritmos apresentados 
nos capítulos anteriores, propõe-se na seção 5.4 um algoritmo para resolver o proble- 
ma de S-estabilização; um exemplo numérico ilustra a aplicação do algoritmo. Alguns 
comentários conclusivos são finalmente apresentados. 
5.2 Preliminares 
Seja o sistema descritor inva.riante no tempo descrito por: 
(É 
@q.O|~ 
\_/ 
Í_\ 
= Ax()+Bu(t) (5~1) 
fé/(É) = C1? 5-2) 
onde: :r€X~§R",uGZz{~ÊRm,y€)¡~§R”eE€§R"x",posto(E)=q<n;as 
demais matrizes têm dimensões adequadas com posto (B) = m e p0st0(C') = p. 
O problema a ser estudado é encontrar uma lei de controle do tipo realimentação
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de saídas u(t) = K y(t) tal que o sistema em malha fechada 
E:z`c(t) = (A + BKC')x(t) (5.3) 
é S-estável: regular, assintoticamente estável e livre de impulsões. 
Apresentam-se a seguir, os conceitos e definições básicos da teoria de controle ge- 
ométrico para sistemas descritores, necessários para a extensao dos resultados anteri- 
ores [LeW86], [OL89], [OL90]. Um subespaço V C X é (A,E,'B)-invariante se existe 
F : X -› QV tal que (A + BF)V C EV, ou equivalentemente , AV C EV + _Im 
Dualmente, um subespaço T C X é (C, A, E)~invariante se existe L : )/ --› X tal que 
(A + LC)T C ET, ou equivalentemente, ET D A(T O Ker 
Definição 5.2.1 /CLT01] Um subespaço V C X, de dimensão-v , e' (C,/1, E, B)- 
mvariante se V é (A, E, B)-mvariante e (C,/1, E)-mvariante. 
Baseado no capítulo 2, as propriedades de estabilizabilidade e detectabilidade, 
podem ser consideradas através das duas definições a seguir: 
(2) um subespaço (A, E, B)-invariante V é (A, E, B)-internamente estabilizável se 
existe F tal que (E, A + BF)|V é (assintoticamente) estável; e 
(ii) um subespaço (C, A, E)-invariante V é (C, A, E)-externamente detectável se existe 
L tal que (E, A + LC)|X/V é (assintoticamente) estável. 
A partir das definições e obtém-se a seguinte deñnição : 
Definição 5.2.2 [CLT01/ Um subespaço V, de dimensão-v, é O.S. (C,A,E,B)- 
invaríante, se V é (A,E,B)-internamente estabílízável e (C',A,E)-externamente de- 
tectável. 
Observe, entretanto, que um subespaço V pode ser O.S. (C',A, E,B)-invariante mas 
o sistema em malha fechada associado ser não regular ou possuir modos impulsivos. 
Uma definição mais forte que a definição 5.2.2 e que permite considerar, em particular, 
a propriedade de regularizabilidade [OL90], segue: 
Definição 5.2.3 [C'LT01/ Um subespaço V C X, de dimensão-U, éfortemente O.S. 
(C, A, E, B)-mvaríante se ele é O.S. (C, A,E, B)-invaríante e KerE F1 V = 
Seja V G §R"×” tal que Im(V) = V. Então a condição Ke'/“E F1 V = {O} pode ser 
equivalentemente substituída por [OL90]: 
posto(EV) = U (5/1)
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Assumindo que (5.4) é verificado, a matriz T G ÊR<q“”)×" é um anulador a esquerda 
de EV, se TEV = O e Ker (T) O Im = 
Assim, um subespaço V = Im(V) é fortemente O.S. (C,A,E,B)-invaríante se e 
somente se existem matrizes (HV G íFt”×”, W E §Rm×”) e (HT E §lt(q`”)×(q"”), U E 
§R(q`”)×”) soluções para as seguintes Equações acopladas de Sylvester generalizadas : 
Av-Ei/HV = -BW, 0(HV)ec- 
TA-HTTE = -UC, zz(HT)éc" 
TEV = 0 
As definições apresentadas neste capítulo e as equações (5.5) , (5.6) e (5.7), são uma 
extensão para sistemas descritores, das definições e das equações (2.9) , (2.10) e (2.l1) 
apresentadas no capítulo 2. 
OA ~ 5.3 (C,/l,E,B)-invariancia e realimentaçao de 
saídas 
O Teorema 5.3.1 a seguir relaciona o conceito de subespaços fortemente O.S. 
(C, A, E, B)-invariantes à existência de uma lei de controle de realimentaçäo de saídas 
u(t) = K y(t) que S-estabiliza o sistema em malha fechada. Este resultado extende pa- 
rao caso de sistemas descritores o resultado formulado pelo Teorema 2.2.1' apresentado 
no capítulo 2. 
Teorema 5.3.1 [CLT01] Existe uma matriz de realimentação de saídas K : J/ -› Zz! 
tal que o(E,A + BKC) G C" e o sistema em malha fechada e' 'regular e livre de 
impulsões se e somente se as seguintes condições são verificadas para algumas matrizes 
(V G 3“š"×”,HV G 3t'”<”,W E §Rm×”), (T E 3“šq“”×",HT E §Rq`”×q`”,U E §R"`”×""”) e 
para algum escalar positivo U í n: 
Av _ Ei/HV = -BW, zz(HV) e C- 
TA _ HTTE z -UC, õ(HT) e C' 
TEV = O 
Ker (CV) Ç Ker ) 
Ker (B'T') C_I Kei' ) 
/\/\ ÉÊ 
f\/\/\/\/\ 
Ê'".U'Ê”Ê¡l.Ul 
€QO0\'|Ó`)U`\ 
\/\/\/\/\/ 
onde: posto (EV) = posto (TE) = q.
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Demonstração : A demonstração, mostrada no apêndice B, utiliza argumentos de 
posicionamento de autoestrutura. Ela leva em consideração apenas a estrutura finita 
do sistema descritor em malha fechada, que define o subespaço invariante associado 
aos pólos finitos, dados por: o(E, A + BKC) = o(Hv) Uo(H¿,¬) E3 
Como no capítulo 2, uma caracterizaçao quadratica dos subespaços fortemente O.S. 
(C, A, E, B)-invaríantes pode ser obtida a partir da definição 5.2.1 através das condições 
o(Hv) E C" e o(HT) E C”, ao substítuirem-se as condições de estabilizabilidade ex- 
pressa nas equações de Sylvester (5.5), (5.6) pelas duas condições de estabilidade de 
Lyapunov [Cl1e96] : ' 
Õ(HV) É C- <'í> El H = H, > O Í§ELl`qL1€ + HVH = -Qt/,`V/QV = > O 
(sm) 
a(HT) GC" <==> E1l¬=1¬'>Ota1 que H}1¬+1¬HT= -QT,VQT=Q'T > O 
(511) 
Teorema 5.3.2 [CLT01] : Existe uma matriz de realimentação de saídas K : )/ --› Zz! 
tal que o(E, A+BKC) E C, se e somente se as condições seguintes são uerificadas para 
algum escalar positivo u í n e para algum par de matrizes V 6 §R"×” e T E §Rq`”×" 
tais que TEV-= O, onde posto (EV) = posto (TE) = q: - V 
V QV = QQ, > 0, QV E §R”×“, existem matrizes P = P' 2 O, P E §R"×" e Y E ¶€m×" 
tais que 
APE/ + EPA' + BYE' + El/'B' = -El/Qvl/'E' (5.l2) 
VIPV > O 
; 
TEPEITI = Ú (5.l3) 
Y = WHV/ para algum WH G Êfšmx” (514) 
V QT = QQ > O, QT G ÊR“1"”×q'”, existem matrizes S = S' 2 O, S' E §R"X” e 
Z E ÊRW” tais que 
A'S'E + EISÁ + C"Z'E + E'ZC' = -EITIQTTE (5.l5) 
TST' > O ; l/'E/SEV = 0 (516) 
Z = T'U¡¬ para algum Up G §Rq`”×” (5.l7)
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(az) 
Ker CP Ç KerY (518) 
Ker B'S" Ç Ker Z' (519) 
Demonstração : A demonstração, apresentada no apêndice B, é tecnicamente 
similar à demonstração do Teorema 3.2.1. El 
Como no capítulo 3, podeàse resgatar acondição de acoplamento entre as partes 
e do Teorema 5.3.2 na forma seguinte: 
Corolário 5.3.1 Se V C X é um subespaço O.S. (C',A, E, B)~z'rwartante, então para 
todo par de matrizes (P, S), solução para as partes e do Teorema 5. 3.2 , vertfica- 
se Í.
_ 
SEP = 0 (5.20) 
com: posto (SE) = posto(EP) = q. 
5.4 Aspectos algorítmicos 
As caracterizações algébricas dos Teorernas 5.3.1 e 5.3.2 podem ser ,usadas para 
construir subespaços fortemente O.S. (C, A, E, B )-invariantes que levam ao cálculo da 
matriz de realimentaçäo de saídas K. Como no caso de sistemas normais (capítulo 3 
[CHLOO], [SL93a]), isto pode ser realizado, por exemplo, levando em conta o requisito 
de acoplamento e resolvendo subsequentemente as equações acopladas de Sylvester ou 
de Lyapunov generalizadas. 
5.4.1 Extensão do algoritmo de Syrmos-Lewis 
Baseado no algoritmo apresentado no capítulo 2, propõe-se 0 seguinte procedimen- 
to básico para calcular a realimentação de saídas que estabiliza o sistema em ma- 
lha fechada, quando m + p > q. Os autovalores de malha fechada são posicionados 
arbitrariamente próximos ao conjunto A = AT U Av, onde AT = {z\1, . . .,Àq_,,} e 
Av = {z\q_¡,+1,. . . ,z\q} são conjuntos simétricos de autovalores pré-especificados. O 
sistema (E , A, B, C) é considerado fortemente controlável e fortemente detectável (ver 
apêndice A).
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Passo 1: Escolhe-se uma matriz HT E §l“2q'P×q'P tal que o(HT) z AT G C" e resolve-se 
a equação de Sylvester (5.6) para encontrar uma matriz T G §Rq'P×" tal que 
TE 
posto< C )==q (5.21) 
Passo 2: Resolve-se a equação de Sylvester (5.5), para alguma matriz HV 6 ÊRPW” 
tal que o(Hv) = Av E C" levando em consideração que a matriz V deve verifi- 
car a condição de acoplamento (5.7) e-tomando em conta que posto (EV) = U (ou 
Ker (TE) = Ker G5 Im (V), onde G9 representa a soma direta) 2. 
Passo 3: Por construção, a matriz V deve verificar que posto (CV) = p e a matriz K 
pode ser calculada por: ` 
K z mov)-1 ~ (522)
O 
Comentário 5.4.1 Os passos 1 e 2 podem ser resolvidos utilizando-se técnicas padrões 
para posicionamento de auto-estrutura. Considerando-se as matrizes HT 6 §iÊq“P×q_P e 
HV É ÊRIJXPI 
Passo 1: Encontrar tj E C” e uj E Cp, tais que .- 
, 
A - À¡E , ' 
lt; C =0 V]=l,...,q-p (523) 
As linhas da matriz T E §R(q"P)×", denotadas por Tí, são formadas a partir dos vetores 
tj, como segue: 
0 se Àj E ÊR, então = tâ; 
T- = R t'~ 
o se ×\¿ E C, considera-se ÀJ-+1 = À; e J el J) I _ Tj+1 = Ímaél (tj) 
Passo 2: Determinar vi G C" e wi E C" tais que: 
A-À~E B zz- * * za V '= - +1,..., 5.24 TE O w 2 q p q ( ) 
ÊA condição (5.2l) garante, em particular, que posto (TE) = q
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De forma similar ao caso anterior, as matrizes V e W utilizadas para 0 cálculo de 
K podem ser construídas somente com elementos reais. Em particular: se z\,~ E C, 
VII : R i › : I 'i considera-se z\¿+1 = À: e 6 (W) +1 mag (U ) , onde Vi e Wi denotam Wi = R6 (UJz')› Vl/z'+1 = Ímag 
as colunas das matrizes V e W, respectivamente. 
No passo 1, sob a condição de que o sistema seja fortemente observável (detectavel) é 
sempre possível construir uma matriz T que verifica a condição (5.21). Como sera visto 
posteriormente, graus de liberdade existentes na escolha de V que satisfaça a condição 
de acoplamento TEV = O, também podem ser usados para garantir a obtenção de K 
tal que KCV = W. 
Para garantir que os autovalores Ài do passo 2 sejam livremente alocaveis, o sistema 
A ~ z\E B 
matricial P(À) = TE O de dimensão (n + q 
- p) × (n + m), deve ter posto 
completo por linhas VÀ e deve-se garantir a possibilidade de encontrar os vetores fu,-, a 
partir de (524), que não pertençam a Ker 
Se o par (E, A) é não regular então o posto (ÀE - A) < n \/À finito ou, equivalen- 
temente, dim (S = Ker fiKer = d 2 1. Assim, para todo vetor s E S , s 76 O, 
tem-se: 
-Air: B S zo VÁ,-ec (525) 
Supondo que 0 vetor s seja utilizado para compor a matriz V isto implicaria em 
(A + BKC')s = Es = O (5.26) 
ou seja, o sistema em malha fechada correspondente seria não regular. Deste modo, 
quando 0 sistema em malha aberta for não regular (porém fortemente controlavel e 
observavel) o procedimento via posicionamento de autoestrutura acima, e em particular 
a utilização da equação de zeros na forma (524) pode ser realizado somente se m+ p > 
q + d. No caso (E, A) regular, d = O e reencontra-se a condição m + p > q. 
Exemplo 5.1 :
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Considere os dados correspondente a /CCH99]: 
0.00 
0.00 
0.00 
1.72 
0.00 
E:
B 
O sistema descritor correspondente é não regular (d = 1) e seus pólos finitos são dados 
por: o(E,A) = {0.0, 0.0, -1.5}. O sistema (C,E,A,B) é fortemente controlável e 
0.00 
0.00 
0.00 
0.00 
0.00 
-0.82 
0.00 
0.00 
0.00 
0.00 
0.41 
0.00 
0.00
A 
1.72 
7.00 
0.00 
0.00 
0.00 
0.00 
0.0.0 
0.00 0.00 
0.00 0.00 
0.00 1.10 
0.00 ; A = 0.00 
1.00 0.00 
-6.64 -2.34 
0.00 0.45 
0.00 
~1 
0.00 ; Czl 0 
-15.48 0.00. 
0.00 -1.00 
fortemente detectáuel e, m +p = 5 > q + d. 
A ) Algoritmo por posicionamento de autoestrutura: 
Os autovalores aposicionar são dados por : AT = {-1} LJ Av = {-2-1-23', -2~2y 
Passo 1 : Para /\1 = -1, determina-se T que uerifica e tal que (521) e' também 
uerificada e (A, B,T, E) nao tem zeros invariantes: 
Passo 2: Para À2 = -2 + 2j e À3 = -2 - 23', determinam-se V e W utilizando-se 
(524) .-
V
T :Í-0.4731 0.2819 0.0000 0.0980 -0.47861 
~0.2051 -0.0523 
0.0678 0.2729 0.2220 0.1088 
= -0.0401 -0.4973 ' = -0.0377 -0.0176 
0.3262 0.0381 0.5014 0.1279 
-0.1048 -0.4216 
Passo 3: Determina-se K tal que KCV = W: 
K: 
-2.5232 -0.3776 
0.4237 0.0616 ; 
-5.0962 -0.5232 
0.00 
0.00 
1.56 
0.00 
0.00 
00 
00 
1.23 
0.00 
0.00 
1.98 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
-10 
11
1 
0.00 
0.00 
1.01 
0.00 
0.00
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-8.0773 0.0000' 1.2300 -7.4167 0.6606 
3.3933 0.000 0.0000 2.0578 ~0.'2354
9 
A + BKC' = 0.0000 1.5600 0.0000 0.0000 1.0100 . 
10.8984 0.0000 1.9800 9.2957 -1.6027 
12.5665 0.0000 0.0000 10.4468 -2.1198 
O sistema em malha fechada (E, A + BK C) correspondente tem os autoualores gene- 
ralizados desejados. 
Exemplo' 5.2 : Considere o resultado obtido no exemplo' anterior. Por construção o 
subespaço V = Im V éfortemente 0.5”. (C,/1, E,B)-invariante em relação ao sistema 
(5.1), utilizado no ea:emplo 5.1. 
2 2 
Neste caso HV = 
[ 
2 2 i, 
e pode-se utilizar H = I2, o que implica em QV = 
4 0 
Í O 4 i 
. A partir das matrizes V e W correspondentes, obtém-se: 
0.0448 -0.0282 0.0342 -0.0689 0.0435 
' -0.0282 0.0791 -0.1385 0.0325 ~0.1222 
P = VV' = 0.0342 -0.1385 0.2489 -0.0320 0.2139 , 
-0.0689 0.0325 -0.0320 0.1079 -0.0502 
0.0435 ~0.1222 0.2139 -0.0502 0.1887 
-0.0512 0.0447 -0.0630 0.0765 -0.0691 
Y = W'V' = 0.0086 -0.0074 0.0102 -0.0130 0.0114 
-0.1095 0.0689 -0.0837 0.1684 -0.1065 
que verificam a parte do Teorema 5.3.2. Neste caso HT = -1, podendo-se uti- 
lizar 1¬ = I1, o que implica em QT = 2. A partir das matrizes T e U = = 
i 
0.4786 0.4786 
1 
correspondentes, obtém-se: 
0.2238 -0.1334 0.0000 -0.0463 0.2264 
-0.1334 0.0795 0.0000 0.0276 -0.1349 
S = T'T = 0.0000 0.0000 0.0000 0.0000 0.0000 › 
-0.0463 0.0276 0.0000 0.0096 -0.0469 
0.2264 -0.1349 0.0000 -0.0469 0.2290
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-0.2264 -0.2264 
0.1349 0.1349 
Z = T'U = 0.0000 0.0000 ; 
0.0469 0.0469 
-0.2290 -0.2290 
que oerificam a parte do Teorema 5.3.2.
A 
Exemplo 5.3 : O exemplo numérico nesta parte, mostra como a caracterização qua- 
dratica pode ser usada para encontrar um controlador fortemente estabilizáuel. 
Considere os dados do exemplo anterior e considera-se a matriz B formada pela 
primeira e terceira entradas de controle a seguir: 
0.41 -2.34 
0.00 0.45 
B = 0.00 0.00 
1.72 0.00 
7.00 -1.00 
O sistema descritor correspondente é não regular e seus pólos finitos são dados por: 
o(E, A) = {0.0, 0.0, -1.5}. O sistema (C,E,A,B) éfortemente controlável e forte- 
mente detectáuel e, m +p = 4 = q + d. ' ' V' ' 
No primeiro passo, resolve-se a equação de Sylvester ( 5. 6 ) para encontrar uma ma- 
triz T para À = -1 e tal que (521) é também uerificado. 
T=i-0.3142 -0.3547 -0.7228 0.0368 0.0000i 
Note-se também que, de HT = -1, QT = 2 e T = 1, a parte do Teorema 5.3.2 é 
verificada para 
0.0987 0.1115 0.2271 -0.0112 0.0000 
0.1115 0.1258 0.2564 -0.0131 0.0000 
S = TTT = 0.2271 0.2564 ' 0.5224 -0.0266 0.0000 ; Ê = TST' = 0.5600 
-0.0112 -0.0131 -0.0266 0.0014 0.0000 
0.0000 0.0000 0.0000 0.0000 0.0000
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-0.1115 -0.1115 
-0.1258 -0.1258 
Z = T'U1¬ = -0.2564 -0.2564 ; Ur = 
l 
0.3547 0.3547
1 
0.0131 0.0131 
0.0000 0.0000 
Da matrzz T acima defintda, coloca-se V como uma matrtz ortogonal tal que T EV = 
0 e Ker (TE) = Ker 69 Im(V) : 
-0.2517 0.8765 
V = 0.4871 -0.2517 
0.0000 0.0000 
~0.8363 -0.4104 ' 
0.0000 0.0000 
No segundo passo, técnicas de programação conuexa são apltcadas para encontrar uma 
solução factível para as equações da parte do Teorema 5.3.2: 
388.0134 -327.6484 -7.8867 231.0341 -22.8114 
-327.6484 2821.1594 -1242.2123 -1989.2791 ~304.7180 
P = -7.8867 -1242.2123 613.1257 875.9189 159.4782 
231.0341 -1989.2791 875.9189 19286.532 299.0262 
-22.8114 ' -3047180 ' 159.4782 2990262 12950.852 ' 
- .349 -9672713 -3915339 -1 2.0117 P:V,PV: 7637 
, 
WH: 39 
~9õ7.2713 3053.5637 -0009536 -1036.4153 
Y_ 903.8387 -1119.9507 1567155 0.0000 0.0000 _*
948.4773 800.9183 -19.2785 0.0000 0.0000 
A matrtz de realtmentação de saídas correspondente que estabíltza fortemente 0 sistema 
em malha fechada uerzficando K C1/15 = WH e': 
K_ 2.2110 -0.1402 _
2.4444 0.0000
` 
Os pólos fimtos do sistema em malha fechada correspondente são: o(E,A + BKC) = 
{ ~1.8462 :tz 2.18653' ,-1.0000 } onde 0 autoualor -1 corresponde ao passo 1.
A
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5.4.2 Subespaços (C',A,E)-externamente detectáveis 
Os resultados a seguir permitem a construção de uma matriz T com propriedades 
adequadas para a obtenção da realimentaçäo de saídas desejadas. Sem perda de gene- 
ralidade, assume-se na seqüência que as matrizes que descrevem o sistema descritor em 
malha aberta têm a forma ( ver apêndice A Forma algébrica diferencial): 
E : IQ O E §Rn›<'n.74/4 : ‹]1 ‹]2 É §Rn×neC : 
[ 
C1 C2 
} 
E ÉRPXTL, 
0 O ` J3 J4 ` 
com posto (C) = p Ê q. › 
Lema 5.4.1 Seja (C,A,E) fortemente detectável. Considere qualquer matriz tn- 
_ R _ _ 
versível R = R1 , onde R1 E §R(""1)×(”¬1+P) e R2 6 §Rp×("`q+P) são tais que
2 
ÍÊ1 J4 z '14 (527) 
R2 C2 0 
com Í4 G ÊR"`q×"“q mversível. Defina: 
{3 = Ê* J3 . (528) 
C1 R2 C1 
_ _ _ _ I O _ J J 
Então, o sistema representado por (C,/l, E), onde E = q , A = _1 _2 e 
O O J3 J4 
Õ = 
[ 
Ô1 C2 1, éfortemente detectável. 
Demonstraçao: 
Por hipótese, (C, A, E) é fortemente detectável o que é equivalente a 
posto ÀECÍ A = rt, V À finito E Õ* (529)
e
E 
posto LOOA = rt , (5.30)
C 
onde Loo G §R”`q×" é tal que LQOE = O posto Leo = rt - q.
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J _ De (530) tem-se que posto C4 = n - q e uma matriz inversível R 6
2 4 
§R”`q+P×""q+p existe tal que a decomposição (527) é verificada. 
Assim, de (5.29), obtém-se .
' 
J1 ~ z\Iq Jg Iq O J1 - z\Iq Jg
_ 
posto .Í3 Í4 = posto O Ê1 J3 J4 = n V À finito G C+(5.31) 
Ô1 O O É2 C1 C2 - 
Por outro lado, 
Ê Iq O 
posto ÃOOÃ = posto Í3 Í4 = n (532) 
Ô1 Ô1 O 
o que completa a demonstraçao. 
El 
É interessante salientar que a matriz É utilizada acima não caracteriza exatamente 
uma transformação de coordenadas, como definida no apêndice A . Entretanto esta 
transformação permite definir o sistema descritor auxiliar (Ô, Ã, Ê), onde a estrutura 
particular das matrizes Ã e Ô permitem utilizar técnicas similares as do capítulo an- 
terior para a definição dos algoritmos. Note, em particular, que a partir do sistema 
(C, A, E) é possível determinar um sistema ”auxiliar”de ordem reduzida q, representa- 
do pelo par (Ô, Â), onde 
À = J1 - J2(J4)-RE, e §R'1×'1 Ô = C1 e §RP×<1 (553) 
É interessante verificar que o par (Ô, Â) é detectavel: 
À-À1 _ 
postošl Ô qi) 
= q, Vz\€C+ (534) 
Comentário 5.4.2 : Por construção 
_ _1 _ _ 
Ja R1 Ja J4 
t = t _ _ < ~ + 5.35 posošícl poso( R2 (C1 O})__n q p ( )
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Desde que J4 é inversiuel, segue-se que posto(C'1) = p se e somente se 
posto J3 
J4 = n - q + p (536) 
C1 C2 
Assim, para simplificar a apresentaçao, assume-se na seqüência que a condiçao (536) 
é uerificada. 
Proposição 5.4.1 Se (C, A, E) é fortemente detectáoel, então existe uma matriz T = 
[ 
T1 T2 
j 
G §Rq`p×", composto (TE = 
i 
T1 O = q-p tal que, paral/ = Vl E
2 
ÊR"×P 'uerificando TEV = T1V1 = O e posto(EV = V1) = p, o subespaço V = Im(V), é 
^ TE T1 O 
(C, A, E)-externamente detectável e posto LOOA = J3 J4 = n. 
C C1 C2 
Demonstraçao: 
A demonstração é construtiva e faz uso de mudanças de coordenadas que permitem 
colocar em evidência as propriedades desejadas. 
Considere o sistema auxiliar (Ô, Â, Ê) fortemente detectavel obtido do Lema 5.4.1. 
Seja M = 
i 
M1 M2 
j 
E ÊRQW uma matriz não singular tal que 
.o1[M1 M2]_1[o1 0] _ (537) 
com Ô1 E ÊWXP, posto(Ô1) = p. Considere a matriz 
i 
JVI3 A/[4 
1 
E §R""q×q que verifica: 
.L 
[ 
M3 M4 
j 
= -Í3 
[ 
M1 M2 
j 
(5.3s) 
- Mí _ _ 
V 
Mí Seja M = ~ E §R"`q×""q a matriz inversa de M, onde 
j 
JVI1 M2 
J 
~ = Iq. 
Má Má 
Então, define-se as matrizes nao-singulares 
M/ 
tz al O tzzzjifwlfifzi 0] 
O IM [M3 M,j I,,_,,
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para obter o sistema (E, A, C) - Q(E, A, C)P, onde: 
1,, 0 0 
E=QÉP = 0 L,_,, 0 (539) 
0 0 0 
Ju J12 J13 
A = QAP: J21 J22 J23 › J33=‹Í4 (5-40) 
O O J33 
õzâzfi ;[õ1‹› oi (541) 
O sistema representado por (E, A, C) é fortemente detectável. Isto particularmente 
implica que ' 
A - z\E _ 
posto 
( Õ ) 
= n 
, 
V z\ finito E C+ (5.42) 
Portanto, da estrutura das matrizes envolvidas, tem-se 
' 
J -ÀI_ _ poâúoq 22 J “l)=q-p,vÀfinââ0 êc+ (543) 12 
0 que é equivalente a que o par (Í12 E §RP×(q`p), Ízz E §Rq"P×q”P) é detectável. Então, é 
possível encontrar matrizes Í 11 E §Rq"p×P e T1; E §R“1`P×'1'P não-singular, tais que 
Tlgjgz _ HTT12 = -T11zÍ12 HT É ÊRq_p×q_p, 0'(HT) = AT É C-
e 
T11 T12 
t ~ =. 5.45 W( C1 Oi) Q < > 
Além disso, a inversíbílídade das matrices Õ1 e Í33 permite calcular Ú e Í; tais que 
ÚÔ1 = ~(í¬nJ11+T12Íz1) (546)
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T2j33 = _(Í¬11‹Í11+T12‹Í21) (547) 
Colocando T = 
[ 
T 11 T12 T2 
) 
e escrevendo conjuntamente com as equaçoes (5.44), 
(546) e (547), tem-se 
:í¬Ã~HTí¬Ê z ÚÕ (548) 
Nas coordenadas do sistema auxiliar (Ê, Ã, Ô), a equação (548) toma a forma 
TÁ-HTTÊ z UÓ (549) 
______~~ jo __~__~ . M/ Onde:/¬~[T1 T2]-[Tu Tm T2) iM2i ,<z0mT2_T2eU_U. 
0 Ig 
Segue-se de (549) que: 
J1 J2 1,, 0 0 
[T1 T2 U] J3 J4 Hz¬[T1 T2 U] 0 0 0 0 (550) 
Ô1 0 0 0 0 
J J
5 
A partir da definiçäo da matriz 
í 
O3 
b Â 
} 
no Lema 5.4.1 e usando o particiona- 
l
. 
mento seguinte para a matriz R 
ÍÊ1 = Ê” Ê” (551) 
R2 R21 R22 . 
com Ê11 E §R"`q×""q e Ê22 E ÊRPW, a equação de Sylvester associada ao sistema original 
(C, A, E) é dada por 
mzzriiji §Í(_HT(z¬1Tz1({;f§)z-Uiõl 021) <õ.õz› 
onde: 
T = 
[ 
T1 T2) COTTL T1: T1, T2 = T2R11+ ÚR21, U = (T2Ê12 + ÚR22).
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V 
Assim, para toda matriz V = V1 , onde V1 E §Rq×P verifica Tll/1 = O, com
2 
posto(l/1) = p, segue de (5.52) que V = Im (V) é (C, A, E)-externamente detectável. 
_ _ _ M' _ 
Por outro lado considerando (545), com T1 = iT11 T1; l 
¶ 
e C1 =
2 
_ M' _ 
[ 
C1 0 
1 
~1 
, 
e J4 inversível, tem-se: Má 
'T1 O 
_ 
Iq_,, O 
_ p 
T1 0 
posto .T3 Í4 = posto O Ê1 J3 J4 = n (5.53) 
Õ1 O O É2 C1 C2 
TE T1 O 
posto LOOA =posto J3 J4 =n (5.54) 
Portanto, 
C C1 C2 
que implica em: 
TE T1 0 
ú = = 5.55 pos 0 
( C Cl C2 
q ( ) 
E 
_ _ 
_ 
_ _ _ 
Do ponto de vista algorítmico é necessário apenas calcular as matrizes T11 , Tlz 
resolvendo a equaçao (544), pois 
TEz[T1 TAH? gl=[T1 0] 
e ~ 
T1=T1=iT11
2 
Obtenção via Equações de Lyapunov 
A matriz T G §Rq`P×" também pode ser obtida baseando-se na solução da equação de 
Lyapunov associada ao sistema de ordem reduzida, pois a detectabilidade de (Ô, Ã, Ê) 
é equivalente a detectabílidade do par (.]12,J22). Assim, sejam as matrizes S21 G 
ÉRq“P×P,Sz2 G §Rq'”×q`P, com S22 = SQ2 > 0, soluções da equação de Lyapunov de
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ordem reduzida 
j22S22 + S22‹Í22 + ‹ÍÍ2S21 + 521‹Í12 < O (5.56) 
Seja L2 E §Rq"P×P tal que 
S22L2 = S21 (5-57) 
Considerefse também a decomposição de Choleski de S22 = S§2 > O dado por: 
S22 = íz`¬{,:/12 (558) 
Assim, de (5.56), (5.57) e (5.58), obtém*-se 
T{2T12(z]22 + L2‹]12) + + Jí2Lš)T{2T12 < O 
onde, por construção, a(.Í22 + L2.Í12) 6 C* . 
Ja que T12 é, por construçao, não-singular, pode-se definir a matriz HT E ÊRq`1”×'1`P 
a partir da relaçäo de similaridade 
T12 (jzz + Lzjlz) = HTT12 
com a(HT) = U (J22 + L2J1«2) G C . A matriz T11 correspondente, que satisfaz (544) 
verifica 
T11 _ T12L2 (550) 
Comentário 5.4.3 A partir de (5.57) (558) e (560), tem-se 
fí¬{2T11 = T{z:f1zLz = SzzLz = Szl (5-61) 
s s M' ~ 
Então como T1 = T T ~1 e T' e' mversível, tem~se: 11 12 M, 12
2 
Ke1°(T1) = Ke'r(T{2T1) = Ker S21 S22 
1 
(5.62)
2
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A relação (562) pode ser utilizada para o cálculo de V tal que.-. 
TEV = Tll/1 = O (5.63) 
5.4.3 Algoritmo utilizando as equações de Lyapunov 
Baseado nos algoritmos propostos em [SL93a] [CHLOO] e no capítulo 4, o procedi- 
mento básico seguinte pode ser usado para calcular a matriz de realimentação de saídas 
que estabiliza o sistema quando a condição m + p > q é satisfeita: 
Passo 1: 
A 2 u 
1.1) Expressar o sistema (E , A, B, C' ) na forma algébrica diferencial: 
E‹_QER= IQ O ,A‹-QARz J1 J2
, 
o 0 J3 J.. 
B‹-QB 6 c‹_cR=[c1 c2], 
onde Q e R são matrizes não singulares. 
1.2) Determina-seamatriz 11.21 tal que: JÊI J3 J4 = {3 J4 . 
R2 R2 C1. C2 C1 O 
Passo 2: 
2.1) Encontrar uma decomposição: 
Õ1[M1 M2]=[Õ1 0] (5.õ4) 
onde: Õ1 E ÊRWP, p0sto(Õ'1) == p, l M1 M2 l G ãltqxq. 
Calcular a matriz 
[ 
M3 M4 
l 
que verifica: 
J4[M3 M4] = -J3[M1 M2) (õ.ôõ) 
M/ 
Seja 
l 
M1 M2 
l 
E Êlftqxq, onde 
l 
M1 .M2 
l 
Í 
M) 
1 
= Iq, calcular:
2 
“Í” z Ill) 
[ 
J. JQ 
l 
M2 
(5.ôô) 
J22 M2 M4 
2.2) Resolver a L]\/I I de ordem reduzida para encontrar S11, S12 = Sb > 0: 
‹Íá2S22 + Sgzzj-22 -l" + Sgljlz < 0
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2.3) Calcular M T = s s -1 . 1 
i 11 12] [Agi 
Sejam as matrizes 
-J -J 0 A=J1.,B=[-J-2 0],C= 3 e5= 4 . Se (A,B,C,‹€`) nãotemzeros -T1 0 0 
invariantes, então ir ao Passo 3; caso contrario, repetir o Passo 2 usando uma nova 
decomposição para C1. . 
Passo 3: . ' . _ _ .
V 
3.1) Calcular V = V1 que verifique TEV == T1V1 = 0 e posto(CV) = p.
2 
3.2) Resolver equação (5.12), sob as restrições (5.13) e (5.14), para encontrar as matrizes 
P, Y e Wnz 1 
Passo 4 A matriz de realimentação de saídas que estabiliza o sistema em malha fechada 
correspondente verifica - 
KCP = Y ‹-› KCVI5 = WH, se V'V = Ip 
. V1 No passo 2, deseja-se calcular V = V tal que: TEV = T1V1 = 0 e tal que2
V 
posto(C'V) = posto Cl C2 
l 
V1 
5 
= p.) Como lá E §R""q×P é livre:
2 
0 se posto(C1V1) = p, entao considera-se lá = 0; 
¢ se posto(C1V1) < p, então V2 não nula ( V2 aê 0) para garantir que o posto(C'V) 
seja completo. 
Exemplo 5.4 Considera-se os dados do exemplo anterior. 
No Passo 1 determina-se as matrizes não singulares Q e R a seguir: 
0.0000 
0.0000 
1.2195 
0.0000 
0.0000 
Q: 
0.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
1.0000 
0.5814 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
1.0000 
0.0000 
0.0000 
0.0000
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-1.0000 
0.0000 
0.0000 
0.0000 
0.0000 
Rz 
[3 0 
t 
` E‹_ ER: azs que Q ío 0} 
A =‹_ QAR= 
-1.0000 
7.0000 
B ‹- QB = 0.5000 
. 0.0000 
0.0000 
1.2) Éetermina-se Iii =
Í 
R2 
rando É = E e 
Íz Í4 
Õ1 O 
A matriz 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 1.0000 0.0000 
0.0000 -1.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 1.0000 
1.0000 0.0000 0.0000 0.0000 
0.00' 
0.00 
0.00 
-1.10 
0.0000 
_ 0.7071 
-0.2778 
1.2778 
0.00 
0.0000 
1.0000 
2.8537 
0.4500 
0.0000 
0.0000 
0.0000 
0.7071 
-0.4857 -0.8741 0.0000 
[M1 M2]= 0.8741 -0.4857 0.0000 
0.0000 0.0000 1.0000 
0.00 
0.00 
0.00 
0.00 
-1.l0 
' 
1.15 
0.00 
-1.50 
0.00 
0.00 - 
,C'‹_CR={
0 
0.00 
0.00 
0.00 
0.00 
1.56
1 
0.00 
0.00 
0.00 
0.00 
0.00 
00 
10 
1.0000 0.0000 0.0000 
1.0000 0.7071 
' -0.7071 
0.0000 0.5000 0.5000 
0.7071 0.0000 0.5000 0.5000
7 
0-1 01' 
Assim conside- 
-1.1000 0.0000 -1.5600 0.0000 
-0.7071 0.0000 0.0000 -1.4142 
0.5000 0.0000 0.0000 0.0000 
0.5000 0.0000 0.0000 0.0000
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encontrada no passo 2.1 leva a calcular M3 e M4 como a solução única de: 
J4[M3 M4] = -.Í3[M1 M2] V 
[M M ]_ -0.6164 0.3425 0.0000 3 4 -0.6799 -0.1942 0.0000 
Í -0.5586 
Calcula-se .12 = -1.0052 . 
` 
J2-2 
~1.5000 
Uma solução para o passo 2.2 é: 
[S21 S22]=[0.õ213 0.3455 0.23941 
quelresulta no passo 2.3 : 
T1 = [S21 S22 1 
l 
= 
[ 
-0.6033 0.3753 0.2394] 
2
. 
TE z 
[ 
T1 0 
] 
= 
[ 
-0.6033 0.3753 0.2394 0.0000 0.0000
] 
Esta solução não tem zeros lnvarlantes. Isto implica no passo 3.1: 
' " ' 
0.3770 
' 
0.4339 
-0.1032 0.3002 
vz 0.9204 ~0.1032 . 
0.0000 0.0000 
0.0000 0.0000 
Uma solução factível para o passo 3.2 é então encontrada: 
1906.2914 3549.0662 -625.2525 -2502.5467 0.0000 
3549.0662 11431039 -7419.5297 -8060.3483 0.0000 
P = -625.2525 -7419.5297 8317.5769 5231.7197 0.0000 
-2502.5467 -8060.3483 5231.7197 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 0.0000
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P : 1/,PV : 8529.3783 -7086.2327 
-7086.2327 13516.325 
Y_ 1449.0571 606.61385 2236.7134 0.0000 0.0000 ' _
4659.8234 8675.4952 -1528.395 0.0000 0.0000 , 
“_ 
-5450746 9950.7314 
2542.4949 1003.1718 
A matriz de realtmentação de saídas correspondente que estabiltza fortemente 0 sistema 
em malha fechada ver2ficando.KCl/Í5 = WH é: 
K_ 1.5673 -0.4335 `
2.4444 0.0000
` 
Os pólos finttos do sistema em malha fechada correspondente são: o(E,A + BKC) = 
{ -1.1013 i 2.2982j ,-3.8994 } onde o autovalor -3.8994 corresponde ao passo 2.
A
~ 5.5 Conclusao 
Considerou-se o problema da existência e cálculo da matriz de realimentação de 
saídas que estabiliza fortemente um sistema descritor. 
Introduziu-se o conceito de (C, A, E ,-B )-invariãncia a caracterização algébrica de um 
subespaço fortemente O.S. (C, A, E, B)-invariante, foi obtida sob a forma de equações 
acopladas de Sylvester e equações acopladas de Lyapunov. Mostrou-se que o conceito 
de subespaços fortemente (C, A, E, B)-ínvariantes tem um papel fundamental na esta- 
bilização usando realimentação de saídas em sistemas descritores e foram apresentados 
algoritmos para o cálculo da matriz de realimentação de saídas, baseados em posicio- 
namento de autoestrutura ou programação convexa. Foram apresentadas somente as 
versões primais destes algoritmos. importante salientar que o algoritmo de estabili- 
zação baseado na solução de Equações de Lyapunov também pode ser adaptado para 
obter-se posicionamento regional de pólos , como nos capítulos anteriores. 
Pontos importantes que podem também ser salientados são: 
a A transformação especial que permite obter um sistema auxiliar descritor 
(Ô, Ã, Ê), regular e com estrutura particular da matriz Ô, 
0 o fato que a partir de (Ô, Ã, Ê) o problema pode também ser visto como o de
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estabilização de um sistema normal de ordem reduzida q.
Capítulo 6 
Conclusão Geral 
Neste trabalho apresentou-se técnicas para a solução dos problemas de estabilização 
por realimentação estática de saídas para os casos de sistemas normais e de sistemas 
descritores. A partir do conceito de subespaços (C, B, A)-invariantes, que podem ser 
expressos través de um par de equações acopladas de Sylvester, a solução do problema 
de estabilização de sistemas normais pode ser obtida, para sistemas que verificam a 
condição de Kimura m+ p > n, utilizando-se 0 algoritmo de Syrmos e Lewis que resolve 
o problema em duas etapas. Um segundo procedimento, que baseia-se na solução de 
um sistema de equações bilineares para a obtenção de posicionamento de pólos, em 
sistemas que verificam a condição mp 2 n, também foi apresentado. 
A seguir, fazendo uso de equações acopladas de Lyapunov, foi desenvolvido um pro- 
cedimento para a solução dos problemas de estabilização e do problema posicionamen- 
to regional de pólos usando realimentação de saídas, via construção de um subespaço 
(C, A, B)-invariante estabilizavel pela saída. Baseado nestes resultados, apresentou-se 
os algoritmos para calcular uma matriz de realimentação de saídas. Os algoritmos apre- 
sentados resolvem o problema em duas etapas. Uma técnica de decomposição ortogonal 
foi inicialmente usada para a elaboração do algoritmo. 
Uma adaptação foi realizada, para resolver o problema de posicionamento regional 
de pólos para uma classe particular de sistemas descritores (regular, sem comporta- 
mento impulsivo e sem ação direta de controle nas variáveis algébricas). Resolveu-se 
o problema via as equações acopladas de Lyapunov. Uma técnica de decomposição 
ortogonal foi apresentada. 
Para os sistemas descritores em sua forma geral, introduziu-se o conceito de subes- 
paços (C,A, E, B)-invariantes para tratar o problema de estabilização por realimen- 
tação estatica de saídas destes sistemas. Mostrou-se que o conceito de subespaços 
fortemente (C, A, E, B)-invariantes admitem uma caracterização algébrica de equações
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acopladas de Sylvester e de Lyapunov. Baseada nestas equações acopladas foi en- 
contrada uma condição necessária e suficiente para a existência de uma matriz de 
realimentação estática de saídas estabilizador para sistemas que verificam a condição 
m + p > q. Foram apresentados algoritmos para o cáculo da realimentação de saídas. 
Os algoritmos de estabilização baseado nas equações de Lyapunov podem ser adaptados 
para obter-se posicionamento regional de pólos para os sistemas descritores. 
Como sugestões de futuros trabalhos que podem ser desenvolvidos a partir do ma- 
terial desta tese, destacamos:
_ 
0 o tratamento de casos menos restritívosz' m+ p > n, no caso de sistemas normais, 
e m + p > q, no caso de sistemas descritores; 
0 adaptação da teoria e dos algoritmos para a consideração de outros critérios de 
desempenho ( Hz e Hoo , por exemplo) ou de robustez; 
0 estudo e solução do problema de controle descentralização, 
0 consideração de restrições sobre variáveis de controle.
Apêndice A 
Breve revisão da teoria de sistemas 
descritores 
Considere o sistema descritor linear : 
Ezt = Aa:( )+ Bu(t) (A.1) 
y = Cx A.2) /'\ 
/\ 
rh 
fi§~ 
\/ 
\/ 
f\
_ 
PL 
fil- 
\_/ 
/1 
onde : x 6 §R", u E W", y G ÊRP e E E §R"×" verifica posto(E) = q < n; as dema.is 
matrizes tem dimensões adequadas com p0sto(B) = m e post0(C') á p. O objetivo deste 
apêndice é revisar alguns resultados de interesse na resolução do seguinte problema de 
estabilização usando realimentação de saídas:
V 
Dado o sistema descritor (A.1), (A2), deseja-se encontrar uma lei de controle usando 
realimentaçäo estática de saídas. 
u(t) = Ky(t) = KCx(t) (A.3) 
onde K E Êlšmxp, tal que o sistema em malha fechada dado por 
E;i:(t) = (A + BKC')a:(t) (A4) 
é regular, livre de ímpulsões e assintotícamente estável.
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A.1 Conceitos de base 
A fim de entender melhor e resolver o problema de estabilização usando realimen- 
tação de saidas, primeiro apresenta-se alguns conceitos da teoria de sistemas descritores 
[VLK8l] [YS8l] [Cob4a] [LeW86] [Dai89]. 
O sistema descritor (A.1), (A.2) é denominado regular se det(ÀE - A) -çš 0. Se 
assume-se que ele é regular, o conjunto de pólos deste sistema (finito e infinito) repre- 
senta o conjunto de autovalores generalizados do par (E , A). Os pólos finitos de (E, A) 
sao as raizes da equaçao característica
_ 
_ 
A(E, A) = det (ÀE - A) = O (A.5) 
Se o número de pólos é menor que posto(E) == q, então o sistema descritor têm 
modos impulsivos. O sistema é livre de impulsos se ele tem exatamente q pólos finitos. 
Se diz que o sistema é assintoticamente estável se todos os seus pólos estão em C", o 
semiplano complexo aberto. Quanto as propriedades estruturais das triplas (E, A, B) 
e (C, A, E) que serão usadas na seqüência, se diz que o sistema descritor (A.1) , (A.2) 
é estabilizável se e somente se 
p0Sz:0([ÀE-A Bl) = n , vfinirm ec'+ (As) 
e é detectduel se e somente se 
ÀE - A - 
posto O = in , V finitoz\ G 
CJ" (A.7) 
onde Õ+ representa o semiplano complexo direito fechado. As duas seguintes propo- 
sições abaixo introduzem um conceito de estabilizabilidade e detectabilidade mais fortes 
adaptado as caracteristicas dos sistemas descritores. 
Proposiçao A.1.1 O sistema (A.1), éfortemente estabilizáuel se e somente se 
as duas seguintes condições são verificadas. 
posto([ÀE-A Bl) = n,\/À finito ×\€C+ (AB) 
p0sto([E, A500, B]) = n, (A.9) 
onde as colunas de S00 geram 0 espaço nulo de E.
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Proposição A.1.2 O sistema (AJ), éfortemente detectáuel se e somente se as 
duas seguintes condições são conferidas. 
z\E-A 
posto([ C ) = n,VÀ finito GC* (A.10)
E 
posto( LOOA ) = n, ' (A.1l)
C 
onde as colunas de Leo geram 0 espaço nulo de E”. 
Considera-se também a lei de controle de realímentação de saídas (A3) e assume-se 
que (A.6) não é verificado para algum finito ×\ E Õ+. Isto é equivalente a existência 
de um vetor não nulo q E ífi” tal que qT (ÀE - A) = O e qTB = 0. Assim pré- 
multiplicando-se a matriz de saídas da malha fechada (A + BK C) por qT, consegue-se 
qT(A + BKC) = qTA = qTÀE 
que significa que z\ é necessariamente um pólo finito da malha fechada. Portanto, a con- 
trolabilidade dos pólos finitos instáveis da malha aberta é uma condição necessaria para 
a estabilização de sistemas descritores usando realímentação de saídas. Pela dualidade, 
a observabilidade dos pólos finitos instáveis da malha aberta é uma condição necessaria 
para a estabilização de sistemas descritores usando realimentação de saídas. Os siste- 
mas regulares que satisfazem as equações (A.8) , (A.9) são usualmente chamados de 
sistemas controláveis no infinito. Dualmente, os sistemas regulares que satisfazem as 
equações (A.10) , (A.ll) são usualmente chamados de sistemas observáveis no infinito 
[VLK8l]. Pode-se também mostrar que (A.9) e (A.1l) são condições necessarias para 
a obtenção de um sistema em malha fechada , livre de impulsões e, consequentemente 
regular [Dai89]. 
A. 1.1 Equivalência 
Sejam Q E §R"×" e 15 E §R"×" duas matrizes não singulares e considere o mudança 
de coordenadas sz: = I5:'ã. Então, o seguinte sistema é uma representação equivalente do 
sistema (A.l), (A.2) : 
Ê.‹2() = Ãâz()+Éu(z:) (A.12) 
y = ás A.13) /\ 
@§~P§~ 
g/ 
/\ 
øgñh 
\_/ /\
‹
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onde : E _ QEP, A _ QAP, B _ QB e C' _ CP. Além disso já que matrizes Q e P 
são não singulares pode ser demonstrado que as seguintes propriedades são preservadas 
sob mudança de coordenadas [BGMN92] : 
1. A(Ê,Ã) = QA(E,A)]5, que implica que os pólos finitos de (Ê,Ã) e (E, A) são 
OS IIIGSIÍIOS. 
2. (E,A,B) é controlavel (estabilizável) se e somente se (E,/1, B) é controlável 
(estabilizavel). 
3. (C',A,E) é observável (detectavel) se e somente se (C,/1, E) é observavel (de- 
tectável). 
As duas formas equivalentes, a seguir são de interesse particular para apresentação 
e desenvolvimento de alguns conceitos e resultados [Dai89]. 
A.1.2 Primeira forma equivalente , 
A primeira forma equivalente, chamada Decomposição Padrão, baseia-se no Lema 
seguinte [Dai89]: 
Lema A.1.1 : (E, A) é regular se, somente se, existem duas matrizes não singulares, 
L E ÊRW" e S E §R"×", tais que:
1 LES: 1 O 
; 
LAS: A1 O (A.14) 
o N o J, 
onde l+ s = n e N E ÊRSXS é uma matriz nilpotente talque N” = O, sendo h seu índice 
de nilpotência. 
Âlflt 
(É) 
tal que o sistema A.1 A.2 é equivalente ao sistema 
532 
Desta forma, se (E,A) é regular existe uma transformação de coordenadas :r(t) = 
( ) 5 
› ( )› ( ) 
Il O ašl A1 O B1 = u t 
O N ašz /§/_\ v‹)~@4~ LL/ Im] © U')`4 l__í_I 
Í_í_\I'í"'¬ 
8 
2% 
Ê~? 
›-1 
:Qi-= 
/'\/\/\ 
P* 
<¬~H~ 
\/\/§/ 
I__í___| 
lx? 
/°¶ \_/ 
zm = la cz] <A.1õ>H IQ /'\ @§- g/
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L 
onde S = 
[ 
S1 S2 
l 
e L = 
Í 
LI são matrizes que satisfazem as condições do lema
2 
A.1.l, com S1 E §R"×l e S2 G §R”×$ e L1€ ÊRl×", Lz E ÊRSX". Então, 
:r(t)=[S1 Szlíxlwi e B(t) (A.16) 
IF2 
/\ 
<`|-@f- 
\_/ 
/\/'\ <`b~<¬l- 
\/ 
Esta decomposição não é única. As matrizes S e L podem ser obtidas por exemplo a 
partir da autoestrutura do par (E , A) [LeW86]. Na forma padrão a resposta do sistema 
é dada por: a estrutura finita e a estrutura no infinito do sistema. ` 
A.1.3 Segunda forma equivalente: Forma algébrica-diferencial 
Seja q = post0(E). Sabemos que existem matrizes não singulares Q e R, de di- 
mensão n, tais que QER = dz'ag(Iq, O). Portanto, utilizando a transformação de coor- 
denadas 
3Ú(t) = 
i 
R1 R2 
i 
{ } 
O sistema (A.1), (A.2) é equivalente a:
l 
ílq ol Flwl z A” ,A21.lz(ú)+ É zm) (Am /X @§~P6~ \/ 0 0 izà2 A21 Azz, 
yu) : i C1 C2 1 
} 
(A-18) 
onde 
Qi B Q R=[1-21 R2] , Q={Q2) 6 B; zh); B (A.19) 
com R1 E §R"×q, R2 E §R"×"'q, Q1 E Êíšqx" e Q; E §R"'q×". 
A equação (A.17), (A.18) representa a segunda forma equivalente para o sistema 
(A.1), (A.2), e pode ser obtida a partir de Decomposição em Valores Singulares ou da 
Decomposição ”QR” da matriz E [Str88] [Str93]. Assim, as matrizes Q e R não são 
únicas. Pode-se também observar que para a obtenção destas matrizes não é necessário 
supor a regularidade do sistema original, sendo assim de interese para o desenvolvi- 
mento de resultados práticos. -
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Sob esta decomposição, o sistema é representado por equações algébricas e equações 
diferenciais dando origem a uma Forma algébrica-diferencial. A parte diferencial re- 
presenta um subsistema dinâmico e a parte algébrica representa a conexão entre os 
subsistemas. Assim, observamos que os sistemas descritores podem ser vistos como um 
sistema composto formado por alguns sistemas interconectados. 
Por outro' lado o sistema (A1), (A2) dado pode ser expresado na forma A.17, 
A.18 dada anteriormente, e as propriedades fundamentais podem ser expresadas como 
[BL97]: se A521 existe, então, o sistema de malha fechada é livre de impulsos regular e 
os autovalores a(~A22 + B2KC2) pertencem a uma região estável do plano complexo e 
as trajetorias convergem ao origem. 
A.1.4 Estrutura de um sistema descritor 
0 Autovalores finitos(infinitos)/Autovetores finitos (infinitos) [LeW86]. 
Usaremos o(E, A) = {À/z\ E C, À finito, ¶ÀE - A] = O} para determinar o 
conjunto de autovalores finitos do sistema. 
.0 Para os autovalores distintos, os autovetores correspondentes são representados 
por u e definidos por: 
(ÀE~A)u = o (A.2o) 
0 Para os autovalores finitos iguais, de multiplicidade ls > 1, os autovetores corres- 
pondentes são representados por uk e definidos por: 
(AE - A)uk+1 : Euk ,lc > 1 (A.21) 
0 A estrutura de autovalores infinitos é determinada pelos zeros de (ÀE - A) no 
infinito, o que corresponde a (§E - A) para ×\ = 0. 
, 
0 Os autovalores infinitos de grau 1, os autovetores correspondentes representados 
por uffio e definidos por: 
Eaíjl z 0 (A.22) 
0 Para os autovalores infinitos de multiplicidade ls, os autovetores correspondentes
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representados por ufío e definidos por : 
Eufijl = Eufío ,k> 1. (A_23) 
Forma compacta finita: 
Para um sistema em malha fechada com q pólos finitos ( portanto regular e livre de 
impulsoes) : 
Av = EVH - (A.24) 
TA = HTE (A.25) 
TEV z iq (A.2ô) 
onde T G §Rq×", V G §R"×q, H E §Rq×q, posto(V) = q, e posto(EV) = posto (TE) = q, 
o(H) E C`. Os autovalores finitos do sistema estäo diretamente ligados a estabilidade 
da resposta do sistema. 
Forma compacta infinita : 
áfã 
EVOO = O, p0sto( )=n-q (A.27) 
TOOE = O, posto =rL-q ' ` (A.28)
T ondeposto([V Vo°l)=n,ep0sto( T )=n. 
Os autovalores infinitos do sistema estao diretamente ligados a presença de modos 
impulsivos na resposta transitória do sistema, como sera visto a seguir. 
A.1.5 Resposta temporal 
Estando o sistema escrito na forma padrão (A.15), e considerando o fato de que 
' N h = O (A.29) 
pela definição de matriz nilpotente, o sistema pode ser dividido em dois subsistemas e 
a solução destes podem ser representadas como segue: 
0 o subsistema lento, corresponde a um sistema normal de ordem q associado aos
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autovalores finitos do par (E, A) , cujas trajetórias são descritas unicamente por:
ú 
z1(t) = eA1tz1(O) +A eA1(t`T)B1u(T)dT (A.30) 
o o subsistema rápido, associado aos autovalores infinitos do par (E, A), cuja so- 
lução única é dada por : 
D' ›-1 
zz(ú) = 2 õ<f*1>(ú)Niz2(o) - hzl NÍBZW (A.31) 
â=1_ 
A 
z'=o 
sendo ui a i-ésima derivada de u(t€ e Õ(t) a função impulso unitário. 
O subsistema lento corresponde a uma equação diferencial ordinária, a qual possui 
uma única solução para uma condição inicial z1(O) e para qualquer função parcialmente 
contínua u(t) [Dai89l. Os termos impulsivos na resposta dependem da multiplicidade 
dos autovalores no infinito. Assim se tivermos h > 1 na relação (A.29), tal que os 
autovalores infinitos possuam multiplicidade lc > 1, existirão valores de z2(0) tal que 
a resposta possua termos impulsivos em z2(t). Por outro lado, se tivermos N = O, 
o que corresponde a h = 1, a resposta do sistema não possui termos impulsivos e o 
sistema é livre de impulsões. Logo podemos constatar que os autovalores infinitos e 
consequentemente os termos impulsivos, estão diretamente relacionados ao subsistema 
rápido [Lewsô] [D.zús9] [M@n9s]. V 
A.1.6 Condição inicial consistente 
Nos concentraremos no caso onde o sistema não possua impulsões, ou seja, N = O. 
No instante inicial, a resposta do sistema é dada por: 
3' ›-= 
z1(t) = eA1tz1(0) 22 = 2 Õ(í`1)(t)Nizz(O) (A.32) 
'i=1 
COII1 
__ Z1(0 ) z(0-) ~
[ Z2(O_) i 
_ (A.33)
A. Breve revisão da teoria de sistemas descritores 110 
Para t > O, z2(t) = 0. Logo, 
lÍ77Z¿__,0+Z1 Z1 
O = = A.34 Z( +) 
I: 
lÍ'I7'L¿_,0_¡_Z2 O ( ) 
/¶f\ 
@|~@f- \/\./ 
Lili! 
IPI lim! 
Assim, se z2(O~) çé 0, podemos observar que z(O+) 7É z(O-), o que implica na incon- 
sistência da condição inicial, e o sistema possui descontinuidades no instante inicial. A 
referência [LYT95], pode se consultada para uma melhor compreensão de como estes 
saltos são influenciados pela lei de controle e como tais influências podem ser exploradas 
para reduzí-los através de uma realimentação apropriada. 
A. 1.7 Estabilidade . 
Por simplicidade, consideraremos apenas a estabilidade assintótica do sistema des- 
critor autônomo: 
= A:r(t) , com x(O) = xo. (A.35) 
Aplicando a transformação de coordenadas sz: = Rz, o sistema (A.35) é equivalente 
ao sistema autônomo na forma padrão: 
0 N a 0 n a( ` 
ä z “°. (AW) 
22 ) 220 
Para t > O, o sistema (A.36) tem como soluçao: 
/\/S 
/\/¬ 
‹¬~¢+~ 
:Í 
\/\/ 
§} 
L...___í_J 
/É 
(`1~@F 
\_/\_/ 
L.._.i_í_| 
onde 
a zemaw (Am) 
QQ zo (Am) 
/'\ 
S-vb 
\_/ 
Como, para t > O apenas o subestado zl determina a dinâmica do sistema, teremos a 
condição 
|V@h<HmBW€mW@W2zm5>0
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verdadeira se, e somente se, z1(t) satisfaz 
HZ1(f)|I2 < ||R||š101@`m||Z(0)¡|2 , t> 0, 
o que é equivalente a o(A1) = o(E, A) E C' A[Dai89]. 
Pode-se escrever o seguinte teorema, que define a estabilidade do sistema (A.l), 
(A2) [Dzús9].
A 
Teorema A.1.1 O sistema (/1.1), é assintoticamente estável se todos os auto- 
valopes finitos definidos pelo conjunto o(E, A) = {z\/z\ E C, À finito, |ÀE - AI = O}, 
estão no semiplano esquerdo do plano complexo C" para sistemas contínuos.
Apêndice B 
Demonstrações 
Demonstração do Teorema 5.3.1: 
Assume~se que as Equações de Sylvester generalizadas (5.5) , (5.6) e (5.7) são veriñcadas 
com posto(EV) = v e p0sto(TE) = q - v. Então as Equações (5.8) e (5.9) podem ser 
equivalentemente substituídas pela existência de um K 2 J/ -› Zz! tal que: 
Kcv = W (B1) 
TBK = U (B2) 
Necessidade: Assumindo-se o sistema em malha fechada é regular, livre de impulsões 
e assintoticamente estável, as seguintes equações são verificadas para algum escalar 
v 2 O (ver [Dua99]): 
(A+BKO)lv Vl = E[v Vllfšv Ill (B3) 
T (A+BKO) = HV O T E (B4) T 0 HT T 
íE[v 17] = Ill (B5) 
onde: HV E ÊRUX” e HT E §R(q"”)×(q"”) são tais que a(E, A+-BKC) = a(Hv) Ua(HT) E 
- T C", e 
[ 
V V 
1 
E §R"×q e T E 
ãlftqx" são duas matrizes posto completas.
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As equações (B.3), (B.4) e (B.5) são relativas a autoestrutura finita da malha 
fechada [F1e88]. Da regularidade da malha fechada segue-se que posto(EV) = U. 
Assim, colocando KCV = W em (B.3) e TBK == U em (B/1), pode-se deduzir que o 
subespaço V = I mV de dimensão-U é fortemente O.S.(C', A, E, B)-invariante. 
Suficiëncia: Substituindo as Equações (B.1) e (B.2), respectivamente nas 
Equações (5.5) , (5.6) obtêm-se: 
(A + BKc)V = Ei/HV ` (Br-s) 
T(A + BKC) = HTTE (B1) 
Já que post0(EV) = U e posto(TE) =~q - 'U definem-se duas matrizes Í E ÊRUX" e 
V E §R"×q"” a seguir:
l 
T = (V'E'Ev)*1i/'E' 
; 
V = E'T'(TEE'T')-1 (Bs) 
Pela definiçao das matrizes T e V, pode-se verificar que: 
V 
Eli/ V] = Ill (B9)
G 
posto( É E) 
= p0st0(E[V V])=q (B.lO) 
Das equaçoes (B.6) , (B.7), pode-se expressar o seguinte 1 
_ _ HV HV; A -I~ BKC' V V = E V V B.11 < › i 1 i i 
[ O HW l ‹ › 
T H o T (A+B1‹c) z T1 E (512) T HT3 HT T 
T _ 
Pré-multiplicando (B.1l) por T e pré-multiplicando (B.12) por [ V V l observe-
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se que 1 
H H H O v v2 : T1 (Big) 
Ú Hva HT3 HT 
Isto implica que : 
_ _ HV O A+BKC V V = E V V B.l4 < >[ ] [ l 
l O HJ < > 
Utilizando argumentos de análise modal para sistemas descritores conclue-se que o 
sistema em malha fechada é regular, livre de impulsões e assintoticamente estável já 
que, por construção, (E, A + BK C ) tem «q autovalores finitos assintoticamente estáveis 
tais que : 
U(E, A + BKC) = a(HV)' U a(HT) (B.15) 
El 
Demonstração do Teorema 5.3.2: 
Necessidade: Considera-se que K E §R'”×” é uma matriz de realimentaçao de saídas 
que estabiliza o sistema em malha fechada e, portanto, que as equações de Sylvester 
(5.5), (5.6) e (5.7) são verificadas. ' - 
Em primeiro lugar demonstra-se a necessidade da parte Para algum QV = QQ, > 
O, a condição de estabilidade quadratica expressa em (5.lO) é verdadeira, e usando a 
equação (5.5) onde AV + BW = EVHV, obtém-se entao : 
EV (HH{,- + HVII) Í/'E' = EVHH{,V'E' + EVHVHV'E' = -EVQVV'E' í O 
(Bis) 
De (5.5) obtém-se que AV + BW = EVHV, que pode ser usada em (B.16) para 
obter 
EVHV'A' + EV1`[W'B' + AVHV'E' + Bl/VHV'E' = ~EVQvV'E' (B.17) 
Assim, deñnindo-se as matrizes P = P' = VHV' e Y = WHV' e, e considerando que 
V'VHV'V 
post0(EV) = v e que H > O =:> > O 
, (B.l7) pode ser equivalente- V'E'T'HTEV = O
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mente substituída por (5.12), (5.l3) e (5.14). 
Usando argumentos similares , demonstra-se a necessidade da parte 
As necessidades da parte (5.l8) e (5.19), segue-se das condiçções Ker CV C 
K er W e K er B' T' C K er U ' respectivamente, levando em conta as definições acima 
das matrizes P, Y, S e Z. 
Suficiência 
Considerar que as partes e são verificadas. Por definição, EV e TE, são matrizes 
com postos completos. Assim, de (5.l4) e (517), -obtêm-se: 
1/'PV = P = P' > 0 =,z P = V(V'V)-115(V'V)-lv' (Bis) 
TST' z É = š' > 0 => s = T'(TT')~1š(TT')"1T (1319) 
Agora demonstra-se que a verificação da parte implica que V = Im V é um su- 
bespaço fortemente invariante (A, E, B)-internamente estabilizável. Assim, argumen- 
tos similares podem ser utilizados para demonstrar que V, é também um subespaço 
(C, E, A)-externamente detectável. 
De (B.l8) e (B.l9) obtém-se: 
H V' _ P z 
[ 
V T' 
] 
O 
T z opafa H z ri' = (V'v)-1P(v'v)-1 > o (B.2o) 
De (5.18) pode-se afirmar que existe uma matriz K tal que 
K CP = Y (B.2l) 
Assim, pela substitução de (B.2l) em (5.l2), obtém-se 
EP(A + BKC)' + (A + BKC)PE' = ~E\/Qvi/'E' (B.22) 
Agora, levando em conta (B.20), a equação de similaridade ” generalizada” : 
Ã11 Ã 2 (A+BKG) 
l 
V T' 
l 
:Ei V Tfl 
Ã21 ÃL2) 
(B23) 
e o fato de que 
QV O V' EV V'E' : E V T' E' > O B.24 QV 
i ] 
l 
O O T _ ‹ ›
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obtém-se a partir de (B.22): 
Eiv Td HÁ/11 HÂ51 + 'ÊUH O V/ E'z o o Azln o T 
_E[v T'MQO" Efizo (1325) 
Portanto, de (B.25) pode-se concluir que: 
0 V = Im V é (E, A+ BKC)-invariante, já. que Ãzlfl = O se e somente se Â21 = O; 
'e 
0 V é internamente-estabílizável, já. que HÃQ1 + ÃHH = -QV < O implicando na 
estabilidade de (E, A + BKC')|V. ~
EI
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