In this short note we provide an unbiased multilevel Monte Carlo estimator of the log marginal likelihood and discuss its application to variational Bayes.
For some dataset X with N i.i.d. samples generated from a conditional distribution p θ (x|z) with some random variable z ∼ p θ (z), the log marginal likelihood of X is given by
where, for some importance distribution q φ (z|x) and any positive integer N 0 , the law of large numbers leads to
In what follows, we write f θ,φ (x, z) := p θ (x|z)p θ (z)/q φ (z|x). Let us introduce a sequence of random variables indexed by ℓ ∈ Z ≥0 : 
for ℓ > 0 and let Z θ,φ,0 (x) ≡ P θ,φ,0 (x). Following the idea from multilevel Monte Carlo methods [3, 4, 9] , we represent the log marginal likelihood for each data x ∈ X by a telescoping sum
for any ω = (ω 0 , ω 1 , . . .) such that ω ℓ > 0 for all ℓ and ω 1 = 1, resulting in
This representation of the log marginal likelihood naturally leads to an unbiased Monte Carlo estimator 
where we note that the antithetic property (f θ,φ
θ,φ,ℓ−1 (x)) whose variance is as large as O(2 −ℓ ). Moreover, since it is obvious that the cost of computing Z θ,φ,ℓ , denoted by C ℓ , is of O(2 ℓ ), it suffices to choose ω ℓ ∝ 2 −3ℓ/2 in order for both the variance ∞ ℓ=0 V ℓ /ω ℓ and the expected cost Let us move on to application of our Monte Carlo estimator to variational Bayes [1] . Instead of maximizing the evidence lower bound
with respect to both θ and φ as in [7] , our proposal here is to maximize the log marginal likelihood (with respect to θ, of course), and at the same time, to maximize the evidence lower bound (or equivalently, to minimize the Kullback-Leibler divergence) with respect to φ. Although related works such as [2, 8] have used intermediate quantities between the evidence lower bound and the log marginal likelihood, as far as the authors know, none of them have succeeded in directly looking at the log marginal likelihood when it cannot be evaluated analytically. Using the telescoping sum representation in (1), the gradient of the log marginal likelihood with respect to θ for fixed φ is given by
