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Abstract
Take G a locally compact second-countable group, and H a subgroup of
G. Choose µ a probability measure on G, such that the group spanned by its
support is dense in G, and consider the Markov chain on the homogeneous
space X = G/H with transition probability Px = µ ∗ δx for x ∈ X. Under
some conditions on G, H, µ, we know that this Markov chain is either
everywhere recurrent or everywhere transient. A natural question is whether
such a dichotomy is universally true. The goal of this paper is to show it
is not, even when G is finitely generated, through the explicit construction
of a counter example. The methods used include the study of stable laws,
Gnedenko-Kolmogorov’s local limit theorem for stable laws, and the study
of the time of first return to equilibrium.
Re´sume´
Soit G un groupe localement compact a` base de´nombrable, H un sous-
groupe de G. Soit µ une mesure de probabilite´ sur G, de support engendrant
un sous-groupe dense dansG, et conside´rons la chaˆıne de Markov sur l’espace
homoge`ne X = G/H de probabilite´ de transition Px = µ ∗ δx pour x ∈ X.
Sous certaines conditions sur G, H, µ, on sait que cette chaˆıne de Markov
est soit transiente en tout point, soit re´currente en tout point. Une question
naturelle est celle de savoir si une telle dichotomie est vraie universellement.
Le but de ce texte est de prouver que ce n’est pas le cas, meˆme quand G
est de type fini, a` travers la construction explicite d’un contre-exemple. On
utilisera l’e´tude du temps de premier retour a` l’e´quilibre, l’e´tude de lois
stables, et le the´ore`me local-limite de Gnedenko-Kolmogorov pour les lois
stables.
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1 Introduction
Conside´rons G un groupe topologique localement compact a` base de´nombrable, H
un sous-groupe ferme´ de G, et X = G/H le quotient de G par H . Soit µ une mesure
de probabilite´ sur G. La marche ale´atoire sur X associe´e a` G et µ est la chaˆıne de
Markov sur l’espace X de probabilite´ de transition Px = µ ∗ δx pour x ∈ X . Cette
chaˆıne de Markov conside´re´e est transitive si le support de µ engendre G comme
semi-groupe, c’est a` dire que pour tous points x, y ∈ X , la probabilite´ d’arriver
en y en temps fini en partant de x est non-nulle). On dit que µ est adapte´e si
son support Suppµ engendre un sous-groupe dense dans G. Notons B = GN∗, et
β = µN∗ la mesure de probabilite´ produit sur B.
De´finition 1.1. On dit que la marche ale´atoire sur X est re´currente en un point
x ∈X s’il existe un compact C de X tel que
β({b ∈ B ∣ ∀n0 ∈ N,∃n ≥ n0 ∶ bn⋯b1x ∈ C}) = 1.
Elle est transiente en un point x ∈X si pour tout compact C de X , on a
β({b ∈ B ∣ ∃n0 ∈ N,∀n ≥ n0 ∶ bn⋯b1x ∉ C}) = 1.
Elle est re´currente (respectivement transiente) sur toutX si elle l’est en tout point.
On appelle the´ore`me de dichotomie une condition sur G, H , µ pour que la
marche ale´atoire sur X associe´e a` G et µ associe´e soit ou re´currente sur tout X ,
ou transiente sur tout X . Dans certains cas, ces the´ore`mes sont bien connus. Si X
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est de´nombrable, et que la marche ale´atoire sur X associe´e a` G et µ est transitive,
alors elle est soit re´currente sur tout X , soit transiente sur tout X (voir le lemme
2.1). Dans le cas ou` X = G, la dichotomie est toujours vraie (voir par exemple [3]).
Dans le cas ou` H est un sous-groupe alge´brique d’un groupe de Lie semi-simple,
et µ est adapte´e, on a e´galement un the´ore`me de dichotomie, et une condition
ne´cessaire et suffisante de re´currence (voir [2]). Le the´ore`me de Hennion-Roynette
(voir [4]) donne un the´ore`me de dichotomie quand la mesure µ est adapte´e et e´tale´e
(par exemple si elle est absolument continue par rapport a` la mesure de Haar),
et qu’il existe une mesure µ-invariante sur X . Il est naturel de se demander si
une telle dichotomie existe en ge´ne´ral, pour µ adapte´e, sur les espaces homoge`nes
de groupes localement compacts, a` base de´nombrable. Ce n’est pas le cas, meˆme
quand G est de type fini.
The´ore´me 1.2. Il existe un groupe G de type fini, muni d’un sous-groupe H,
et de µ une mesure de probabilite´ sur G adapte´e tel que la marche ale´atoire sur
X associe´e a` G et µ, en notant X = G/H, ne soit ni transiente sur tout X, ni
re´currente sur tout X.
Le but de ce texte est de prouver ce the´ore`me, en construisant un exemple ex-
plicite : cette construction explicite fait l’objet de la partie 6. Nous commencerons
par rappeler quelques proprie´te´s des chaˆınes de Markov sur les espaces de´nom-
brables, et des re´sultats sur les lois stables. Nous e´tudierons ensuite des proprie´te´s
de la loi du premier temps de retour a` l’equilibre. Le lemme 4.2, qui caracte´rise
la loi limite de la position au premier temps de retour, sera fondamental. Dans la
partie 5, nous e´tudierons l’exemple classique de la marche simple sur Z2 a` l’aide
de ces re´sultats sur les temps de retour. Cette partie, qui n’est pas essentielle pour
la suite du texte, ne consiste qu’en une exposition dans un cadre plus simple des
me´thodes qui seront utilise´es pour construire, dans la partie 6, un contre-exemple
a` la dichotomie transience/re´currence.
2 Une caracte´risation de la re´currence
Soit Z un espace de´nombrable discret. Soit P un ope´rateur de Markov sur Z ; il
induit une chaˆıne de Markov sur Z, dont l’espace des trajectoires est ZN. Pour
z ∈ Z, notons Pz la mesure de probabilite´ sur l’ensemble des trajectoires issues de
z induite par P . Notons (Xn)n≥1 la suite des e´tats de la chaˆıne de Markov induite
par P . Pour un point z ∈ Z, pour n ∈ N, notons Rnz le temps de n-me retour en z
de la chaˆıne de Markov :
R1z = inf{k > 0 ∣Xk = z} ; R
n
z = inf{k > R
n−1
z ∣Xk = z},
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et Gz le nombre de retour en z :
Gz =
∞
∑
n=0
1{Xn=z}.
Rappelons les re´sultats suivants.
Lemme 2.1. Soit z ∈ Z. Les assertions suivantes sont alors e´quivalentes :
1. Le point z est re´current ;
2. Il existe y ∈ Z tel que ∀n ∈ N, Pz(Rny < ∞) = 1 ;
3. Il existe y ∈ Z tel que Py(R1y < ∞) = 1 et Pz(R1y < ∞) = 1 ;
4. Il existe y ∈ Z tel que Gy = ∞ Pz-presque suˆrement ;
5. Il existe y ∈ Z tel que Ez(Gy) = ∑∞n=0 Pz(Xn = y) = ∞ et Pz(R1y < ∞) = 1.
Preuve Par de´finition de l’espace Z, les compacts sont les ensembles finis de
points. l’assertion 2 est donc e´quivalent a` la 1 par de´finition de la re´currence. Soit
y ∈ Z. En appliquant la proprie´te´ de Markov, on obtient, pour tout n ≥ 1, :
Pz(Rny < ∞) = Pz(R
1
y < ∞) × Py(R
n−1
y < ∞)
= Pz(R1y < ∞) × Py(R
1
y < ∞)
n−1.
Ainsi, l’assertion 3 est e´quivalente a` la 2. De la meˆme manie`re, la proprie´te´ de
Markov permet d’e´crire, pour y ∈ Z et k ≥ 1 :
Pz(Gy ≥ k + 1) = Pz(R1y < ∞) × Py(Gy ≥ k)
= Pz(R1y < ∞) × Py(R
1
y < ∞) × Py(Gy ≥ k − 1)
= Pz(R1y < ∞) × Py(R
1
y < ∞)
k.
Ainsi, si l’assertion 3 est vraie, on a, pour tout k ∈ N ,
Pz(Gy ≥ k + 1) = 1,
et ainsi
Pz(Gy = ∞) = 1,
et l’assertion 4 est donc ve´rifie´e. L’assertion 5 est une conse´quence imme´diate de la
4. Supposons a` pre´sent vraie l’assertion 5. On a, d’apre`s ce qui pre´ce`de, l’expression
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suivante de Ez[Gy] :
Ez[Gy] =
∞
∑
k=1
kPz(Gy = k)
=
∞
∑
k=1
Pz(Gy ≥ k)
= Pz(R1y < ∞) ×
∞
∑
k=1
Py(R1y < ∞)k−1.
La quantite´ Ez[Gy] est donc infinie si et seulement si la probabilite´ Py(R1y < ∞)
est e´gale a` 1, et l’assertion 3 est donc ve´rifie´e.
Proposition 2.2. Soit z ∈ Z ve´rifiant
Ez[Gz] = ∞.
Le point z est re´current.
Preuve En utilisant les meˆmes arguments que dans la de´monstration du lemme
2.1, on obtient
Ez[Gz] =
∞
∑
k=1
Pz(R1z < ∞)k,
et donc
Pz(R1z < ∞) = 1.
Par le lemme 2.1, z est re´current.
3 Lois stables
Rappelons quelques faits sur les lois stables. Soit m une mesure de probabilite´ sur
R, et F la fonction de distribution de m : pour x ∈ R, on pose F (x) =m(]−∞, x]).
De´finition 3.1. La loi m est stable si pour tous a1, a2 > 0, pour tous b1, b2 ∈ R, il
existe a > 0 et b ∈ R tels qu’on ait l’e´galite´, pour tout x ∈ R :
F1 ∗F2 = F ′,
ou` F1(x) = F (a1x+b1), F2(x) = F (a2x+b2), F ′(x) = F (ax+b). En d’autre termes,
pour toutes variables ale´atoires X1, X2 inde´pendantes de loi µ, toutes constantes
a1, a2 > 0, b1 ∈ R, il existe a > 0, b ∈ R telles que a1X1 + a2X2 + b1 et aX1 + b soient
de meˆme loi.
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Le the´ore`me suivant montre tout l’inte´reˆt de la notion de loi stable. Il est
de´montre´ dans [8],[1], [5].
The´ore´me 3.2. La loi m est stable si et seulement s’il existe une suite (Xk)k∈N∗
de variables ale´atoires a` valeur re´elles, inde´pendantes, identiquement distribue´es,
et des suites (Bn)n∈N∗ et (An)n∈N∗ de re´els respectivement strictement positifs et
quelconques telles que la suite
(X1 +⋯+Xn
Bn
−An)n∈N∗
converge en loi vers m.
La proposition suivante donne a` la fois la de´finition de l’exposant d’une loi
stable, et une condition de convergence vers une loi stable d’exposant de´termine´.
Proposition 3.3. Soient µ une mesure de probabilite´ non-de´ge´ne´re´e de fonction
de distribution F , et (Xk)k∈N∗ une suite de variables ale´atoires a` valeur re´elles,
inde´pendantes, de loi µ. Alors il existe des suites (Bn)n∈N∗ et (An)n∈N∗ de re´els
respectivement strictement positifs et quelconques telles que la suite
(X1 +⋯+Xn
Bn
−An)n∈N∗
converge vers une loi stable si et seulement s’il existe deux constantes c+, c− ≥ 0,
non toutes deux nulles, et une constante α, 0 < α ≤ 2, telles que les proprie´te´s
suivantes sont ve´rifie´es :
1.
lim
x→+∞
F (−x)
1 −F (x) =
c−
c+
;
2. si c+ > 0, alors pour tout a > 0, on a
lim
x→+∞
1 −F (ax)
1 − F (x) =
1
aα
;
3. si c− > 0, alors pour tout a > 0, on a
lim
x→+∞
F (−ax)
F (−x) =
1
aα
.
On dit alors que µ est dans le domaine d’attraction d’une loi stable d’exposant α.
La loi stable m vers laquelle converge, en loi, la suite ci-dessus, est dite d’exposant
α.
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Il est e´galement inte´ressant d’avoir des informations sur la forme des coefficients
Bn et An : c’est l’objet de la proposition 3.4.
Proposition 3.4. Conservons les notations et hypothe`ses de la proposition 3.3.
Si F est de la forme
F (x) =
⎧⎪⎪⎨⎪⎪⎩
c1+h1(x)
xα
si x < 0
1 − c2+h2(x)
xα
si x > 0
,
avec c1, c2 ∈ R, 0 < α < 2, et h1, h2 de limites nulles en ∞, µ est dans le domaine
d’attraction d’une loi stable d’exposant α, et les re´els Bn sont de la forme cn1/α,
pour un c ∈ R. Si la loi µ est syme´trique, alors on peut choisir An = 0 pour n ∈ N∗.
Pour les preuves des propositions 3.3 et 3.4, on pourra voir [1, Thm 9.34], [5,
Thm 2.6.7], ou [8, §25, §35].
Remarque Les lois stables d’exposant 2 sont les lois normales.
Le the´ore`me local-limite pour les lois stables est duˆ a` Gnedenko et Kolmogorov
(voir par exemple [8]) ; l’e´nonce´ qui suit est le the´ore`me [5, Thm. 4.2.1].
The´ore´me 3.5. (The´ore`me local-limite de Gnedenko-Kolmogorov) Soient µ une
mesure de probabilite´ de fonction de distribution F , et (Xk)k∈N∗ une suite de va-
riables ale´atoires a` valeur entie`res, inde´pendantes, de loi µ. On suppose µ porte´e
par un re´seau {a + kh ∣k ∈ Z}, avec a ∈ Z, et h ∈ N maximal. On conside`re la suite
des variables
Zn =X1 +⋯+Xn.
Supposons que µ est dans le domaine d’attraction d’une loi stable d’exposant 0 < α ≤
2. Choisissons des suites (Bn)n∈N∗ et (An)n∈N∗ de re´els respectivement strictement
positifs et quelconques telles que la suite de variables ale´atoires Zn
Bn
−An converge
en loi vers une loi stable d’exposant α, de densite´ note´e g. Alors on a
lim
n→∞
sup
k∈Z
∣Bn
h
P(Zn = an + kh) − g(an + kh
Bn
−An)∣ = 0.
Ce the´ore`me fournira un point cle´ de l’e´tude de nos deux exemples.
4 Temps de retour a` l’e´quilibre
4.1 Lois des temps de retour a` l’e´quilibre de la marche
simple
Dans ce texte, on utilisera la proposition 2.2 pour montrer la re´currence d’un point.
L’e´tude des temps de retour sera fondamentale pour e´tudier l’espe´rance du noyau
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de Green correspondant. Conside´rons la chaˆıne de Markov induite par l’action
de Z sur lui-meˆme, via une mesure de probabilite´ µ sur Z syme´trique a` support
compact. Notons Rn le temps de n-me retour en 0 d’une trajectoire partant de 0.
Lemme 4.1. Il existe une constante τµ > 0 telle que l’on dispose de l’e´quivalent
suivant pour la loi de R1 :
P(R1 = n) ∼∞
npair
τµ
n3/2
.
Si n est impair, on a bien suˆr
P(R1 = n) = 0.
Preuve Ce re´sultat est un cas particulier du the´ore`me 8 de [6].
4.2 Position au temps de retour en dimension 2
Conside´rons l’action de Z2 sur lui-meˆme et la mesure de probabilite´ µ = 1
4
(δ1,1 +
δ1,−1 + δ−1,1 + δ−1,−1) sur Z2. On conside`re l’ope´rateur de moyenne sur Z2 associe´
Pµ. Cet ope´rateur induit une chaˆıne de Markov sur Z2 ; on notera Sk, Tk les va-
riables ale´atoires repre´sentant les coordonne´es d’une trajectoire au temps k, et P
la mesure de probabilite´ induite par Pµ sur l’espace des trajectoires partant de
O = (0, 0). Notons Rn le temps de n-me retour en 0 de la suite (Tk)k. Remar-
quons que la variable Rn est inde´pendante des variables (Sk)k. Notons Un = SRn ,
et Zn = SRn − SRn−1 , pour n ∈ N∗, avec Z = Z1 = SR1 . Les variables ale´atoires Zn
sont inde´pendantes, identiquement distribue´es, de loi qu’on notera ν. Notons F la
fonction de distribution de ν : F ∶m ↦ P(Z ≤m), et F˜ ∶m↦ P(Z ≥m). Montrons
que ν est dans le domaine d’attraction d’une loi stable d’exposant 1.
Lemme 4.2. La loi ν de la variable ale´atoire Z = SR1 est dans le domaine d’at-
traction d’une loi stable d’exposant 1. Plus pre´cise´ment, Un
n
converge en loi vers
une loi stable d’exposant 1, de densite´ g.
Preuve D’apre`s la proposition 3.4, ν e´tant syme´trique, il suffit de montrer qu’on
a l’e´galite´, pour une constante σ > 0,
lim
+∞
m(F˜ (m)) = σ > 0.
E´crivons explicitement F˜(m) pour m ∈ N∗ :
F˜ (m) =
∞
∑
k=m
k pair
P(Sk ≥m)P(R1 = k) =
∞
∑
k=m
k pair
k
∑
l=m
l pair
P(Sk = l)P(R1 = k).
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Le lemme 4.1 donne un e´quivalent de P(R1 = k), pour k pair :
P(R1 = k) ∼∞
k pair
τµ
k3/2
.
Le the´ore`me local-limite 3.5 donne un e´quivalent de P(Sk = l), puisque µ est dans le
domaine d’attraction d’une loi stable d’exposant 2 par le the´ore`me central-limite :
lim
k→∞
sup
l∈Z
l=kmod2
∣
√
kP(Sk = l) − dµe−l2/2k∣ = 0,
pour une certaine constante dµ > 0. Conside´rons la somme
Dm =m
∞
∑
k=m
k pair
k
∑
l=m
l=kmod2
τµ
k3/2
dµ√
k
e−l
2/2k = τµdµ
∞
∑
l=m
lpair
∞
∑
k=l
k pair
m
k2
e−l
2/2k.
Fixons m ≥ 4, et fixons l ≥m pair. On peut alors e´crire
∞
∑
k=l
k pair
m
k2
e−l
2/2k =
∞
∑
p= l
2
m
4p2
e−l
2/4p,
puis obtenir, par une comparaison se´rie-inte´grale :
m
l2
(1 − e−l/2) ≤
∞
∑
p= l
2
m
4p2
e−l
2/4p ≤
m
l2
(1 − e−l2/(2l−4))
On en de´duit les ine´galite´s, pour m ≥ 2 fixe´ :
m(1 − e−m/2)
∞
∑
l=m
1
l2
≤
∞
∑
l=m
lpair
∞
∑
k=l
k pair
m
k2
e−l
2/2k ≤m
∞
∑
l=m
1
l2
1 − e−m/2 ≤
∞
∑
l=m
lpair
∞
∑
k=l
k pair
m
k2
e−l
2/2k ≤
m
m − 1
τµdµ(1 − e−m/2) ≤Dm ≤ τµdµ m
m − 1
.
On obtient
lim
m→∞
Dm = τµdµ > 0.
Conside´rons a` pre´sent la diffe´rence
∆m = ∣mF˜ (m) −Dm∣.
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On a
∆m ≤m
∞
∑
l=m
lpair
∞
∑
k=l
k pair
∣P(Sk = l)(P(R1 = k) − τµ
k3/2
) + τµ
k3/2
(P(Sk = l) − dµ√
k
e−l
2/2k)∣.
Soit ǫ > 0. Il existe m0 ∈ N tel que pour tout m ≥ m0, pour tous k, l ≥ m pairs, on
ait
∣P(R1 = k) − τµ
k3/2
∣ < ǫ
k3/2
;
∣P(Sk = l) − dµ√
k
e−l
2/2k∣ < ǫe
−l2/2k
√
k
;
P(Sk = l) ≤ 2dµe
−l2/2k
√
k
.
On en de´duit, pour m ≥m0, une majoration de ∆m :
∆m ≤m
∞
∑
l=m
lpair
∞
∑
k=l
k pair
2dµe−l
2/2k
√
k
ǫ
k3/2
+
τµ
k3/2
ǫe−l
2/2k
√
k
≤ cµmǫ
∞
∑
l=m
lpair
∞
∑
k=l
k pair
e−l
2/2k
k2
≤ cµmǫ
∞
∑
l=m
1
l2
≤ 4cµǫ
pour une certaine constante cµ > 0. On obtient donc
lim
+∞
m(F˜ (m)) = τµdµ > 0,
le re´sultat recherche´.
Remarque 1 La loi stable limite est une loi de Cauchy (c’est a` dire qu’elle
est d’exposant 1 et syme´trique par rapport a` un re´el x0) dont on peut calculer
la densite´ g : g(s) = 1
pi(s2+1) (cf. [1, Thm 9.27] par exemple pour une expression
explicite de la forme des lois stables).
Remarque 2 La loi ν ci-dessus a e´te´ e´tudie´e dans des cadres plus ge´ne´raux :
dans le cas ou` µ a des moments d’ordre 2 + δ, le the´oreme 1.1 de [10] en donne
un e´quivalent asymptotique pre´cis, par exemple, qu’on aurait pu utiliser dans la
de´monstration du lemme 4.2. Signalons que la loi de la position au premier temps
de retour dans un ensemble est e´tudie´e dans [9] et [7] par exemple.
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5 Exemple : re´currence de la marche simple sur
Z2
Les re´sultats de cette partie ne sont pas ne´cessaires pour la suite du texte ; le but
est uniquement d’exposer les me´thodes qui seront utilise´es plus loin sur un exemple
bien connu. Conside´rons l’action de Z2 sur lui-meˆme et la mesure de probabilite´ µ
sur Z2 :
µ =
1
4
(δ1,1 + δ1,−1 + δ−1,1 + δ−1,−1),
On conside`re l’ope´rateur de moyenne sur Z2 associe´ Pµ. Cet ope´rateur induit une
chaˆıne de Markov sur Z2 ; on notera Sk, Tk les variables ale´atoires repre´sentant les
coordonne´es d’une trajectoire au temps k, et P la mesure de probabilite´ induite
par Pµ sur l’espace des trajectoires partant de O = (0, 0). Le re´sultat suivant est
bien connu :
Proposition 5.1. Le point O est re´current.
Notons Rn le temps de n-me retour en 0 de la suite (Tk)k. Remarquons que
la variable Rn est inde´pendante des variables (Sk)k. D’apre`s la proposition 2.2, il
suffit de prouver que l’espe´rance
E(G) =
∞
∑
n=0
P(SRn = 0)
de la fonction
G =
∞
∑
n=0
1{SRn=0}
est infinie. La proposition 5.1 se de´duit imme´diatement du lemme suivant.
Lemme 5.2. Il existe a > 0, n0 ∈ N, tels que pour tout n ≥ n0, on a
P(SRn = 0) ≥
a
n
.
Preuve D’apre`s le lemme 4.2, la loi de SRn est dans le domaine d’attraction
d’une loi stable d’exposant 1. En appliquant le the´ore`me local-limite 3.5 a` cette
loi, on obtient le lemme 5.2.
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6 Un espace homoge`ne ni transient ni re´current
On va construire un espace homoge`ne et un ope´rateur de Markov tels que la marche
ale´atoire associe´e n’est ni transiente, ni re´currente, prouvant ainsi le the´ore`me
1.2. Conside´rons le groupe libre a` trois ge´ne´rateurs G = F3 ; notons a, b, c ces
ge´ne´rateurs. Conside´rons l’espace homoge`ne Z dessine´ en figure 1. L’espace Z est
un graphe comprenant trois parties :
• une partie T qui est une suite de points indexe´e par Z,
• une partie I qui est une suite de points indexe´e par −N,
• une partie R qui est un re´seau indexe´ par {(i, j) ∈ Z2 ∣ i + j pair}.
On note O1 un point de T , O2 l’extre´mite´ de I , et π un point de R. L’action de
G est la suivante :
• les e´le´ments b et c agissent par identite´ sur T ∖ {O1} et sur I ∖ {O2} ;
• les e´le´ments b et c e´changent O1 et O2 ;
• l’e´le´ment a agit par translation sur T et I ;
• l’e´le´ment a envoie O2 sur π ;
• en notant ∆ le demi-axe horizontal de R, d’extre´mite´ π, l’e´le´ment a agit par
identite´ sur les e´le´ments de R ∖∆;
• sur ∆, l’e´le´ment a agit par translation ;
• l’e´le´ment b agit par translation sur R le long de la premie`re diagonale ;
• l’e´le´ment c agit par translation sur R le long de la deuxie`me diagonale.
Le groupe G agit transitivement sur Z ; c’en est donc un espace homoge`ne.
Conside´rons a` pre´sent la mesure de probabilite´ µ′ a` support compact suivante :
µ′ =
1
5
(δa + δb + δb−1 + δc + δc−1),
et la chaˆıne de Markov induite sur Z par l’ope´rateur de moyenne Pµ′ . Etudions
les trajectoires de cette chaˆıne de Markov. Remarquons que l’action de a est ir-
re´versible : graphiquement, quand on a parcouru un chemin de´note´ a, on a une
probabilite´ nulle de revenir en arrie`re. Ainsi, toutes les trajectoires issues du point
R (indique´ sur la figure 1) quittent tout compact avec probabilite´ 1, par construc-
tion. Conside´rons a` pre´sent les trajectoires issues du point π. Nous allons montrer
qu’elles reviennent en π avec probabilite´ 1, et donc, d’apre`s le lemme 2.1, que le
point π est re´current.
Proposition 6.1. Le point π est re´current.
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Figure 1 – L’espace homoge`ne Z du groupe libre F3
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Preuve Notons P′ la mesure de probabilite´ induite par Pµ′ sur l’ensemble des
trajectoires issues de π. Munissons R d’un syste`me de coordonne´es (X, Y ), re-
pre´sente´ en figure 2. Les points de R ont des coordonne´es de la forme (2k, 2l) ou
(2k+1, 2l+1), avec k, l ∈ Z, et π est de la forme (0, 0). Soit (i, j) ∈R. Les actions
de a, b, c s’e´crivent alors :
• b ⋅ (i, j) = (i + 1, j + 1) ;
• c ⋅ (i, j) = (i + 1, j − 1) ;
• a ⋅ (0, j) = (0, j + 2) lorsque j ≥ 0 ;
• a ⋅ (i, j) = (i, j) si i ≠ 0 ou j < 0.
Notons S′k, T
′
k les variables ale´atoires repre´sentant la position, respectivement ho-
rizontale et verticale, au temps k d’une trajectoire issue de π, et R′n le temps de
n-me retour en 0 de T ′k. D’apre`s le lemme 2.1, pour montrer que presque toutes les
trajectoires issues de π sont re´currentes, il suffit d’e´tudier la fonction G′,
G′ =
∞
∑
n=0
1{S′
R′n
=0}. (1)
Remarquons que l’action du sous-groupe engendre´ par b, c sur R est la meˆme
que celle de´crite en partie 5. Nous allons en fait e´tudier cette chaˆıne de Markov
comme un de´calage horizontal de la marche simple. Conside´rons l’action sur R du
sous-groupe engendre´ par b, c, muni de la mesure de probabilite´ µ e´quidistribue´e :
µ =
1
4
(δb + δb−1 + δc + δc−1),
et la chaˆıne de Markov induite sur R par l’ope´rateur de moyenne Pµ. Notons P la
mesure de probabilite´ induite par Pµ sur l’ensemble des trajectoires issues de π, et
Sk, Tk les variables ale´atoires repre´sentant la position, respectivement horizontale
et verticale, au temps k d’une trajectoire issue de π. Notons enfin Rn le temps de
n-me retour en 0 de Tk.
Construisons a` pre´sent le de´calage horizontal. Conside´rons la variable ale´a-
toire η de loi suivante : η = 2m avec probabilite´ 4
5m+1
, pour tout m ∈ N. Notons
Hn = ∑nk=0 ηk la somme de n + 1 variables ale´atoires inde´pendantes, identiquement
distribue´es, inde´pendantes des variables Sk et Tk, et de meˆme loi que η. Remar-
quons que la loi de η est a` moments exponentiels.
D’apre`s la proposition 2.2, pour montrer que π est re´current, il suffit de mon-
trer que l’espe´rance par rapport a` P′ de G′ = ∑∞n=0 1{S′
R′n
=0} est infinie. Or, par
construction, on a pour n ∈ N :
P
′(S′R′n = 0) = P(SRn = −Hn)
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Figure 2 – Un syste`me de coordonne´es sur la partie R
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On se rame`ne donc a` e´tudier l’espe´rance par rapport a` P de la fonction G suivante :
G =
∞
∑
n=0
1{SRn=−Hn}
.
On a :
E(G) =
∞
∑
n=0
P(SRn = −Hn).
La proposition 6.1 se de´duit alors imme´diatement du lemme 6.2, via la proposition
2.2.
Lemme 6.2. On a l’e´galite´
E(G) =∞.
Preuve D’apre`s le lemme 4.2, la loi de la variable SR1 est dans le domaine
d’attraction d’une loi stable d’exposant 1, de densite´ g, vers laquelle la suite
SRn
n
converge en loi. Appliquons le the´ore`me local-limite 3.5 :
lim
n→∞
sup
k∈Z
k pair
∣n
2
P(SRn = k) − g(
k
n
)∣ = 0.
En notant a = supt∈[−1,1] g(t) > 0, il existe donc un n0 ∈ N∗ tel que pour tout n ≥ n0,
on ait
∀k ∈ J−n, nK, k pair, P(SRn = k) ≥
a
n
.
La variable ale´atoire η e´tant a` moments exponentiels, de moyenne 1
2
, on peut ap-
pliquer un principe des grandes de´viations a` Hn = ∑
n
k=1 ηk pour obtenir l’existence
c > 0, n1 ≥ n0 tels que pour tout n ≥ n1, on ait
P(Hn > n) ≤ e−cn.
Revenons au calcul de E(G). Les variables Hn et SRn e´tant inde´pendantes, on peut
e´crire
E(G) ≥
∞
∑
n=n1
n
∑
k=0
P(SRn = −k)P(Hn = k)
≥
∞
∑
n=n1
n
∑
k=0
a
n
P(Hn = k)
≥
∞
∑
n=n1
a
n
(1 − e−cn)
=∞.
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6.1 Conclusion
Ainsi, on a dans l’espace Z :
• des points re´currents (par exemple le point π ; c’est en fait le cas de tous les
points de R),
• des points transients (par exemple le point R indique´ sur la figure 1),
• des points ni re´currents, ni transients (par exemple les points P , Q, O1, O2
indique´s sur la figure 1, ou tout point de I).
L’espace Z, muni de l’action de F3 et de la mesure de probabilite´ µ′, n’est ni
transient en tout point, ni re´current en tout point : le the´ore`me 1.2 est donc ve´rifie´.
On n’a donc pas, en ge´ne´ral, une dichotomie entre transience et re´currence sur les
espaces homoge`nes.
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