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Abstract
In geophysics, the shallow water model is a good approximation of the incompressible Navier-Stokes
system with free surface and it is widely used for its mathematical structure and its computational ef-
ficiency. However, applications of this model are restricted by two approximations under which it was
derived, namely the hydrostatic pressure and the vertical averaging. Each approximation has been ad-
dressed separately in the literature: the first one was overcome by taking into account the hydrodynamic
pressure (e.g. the non-hydrostatic or the Green-Naghdi models); the second one by proposing a multilayer
version of the shallow water model.
In the present paper, a hierarchy of new models is derived with a layerwise approach incorporating
non-hydrostatic effects to approximate the Euler equations. To assess these models, we use a rigorous
derivation process based on a Galerkin-type approximation along the vertical axis of the velocity field and
the pressure, it is also proven that all of them satisfy an energy equality. In addition, we analyse the linear
dispersion relation of these models and prove that the latter relations converge to the dispersion relation
for the Euler equations when the number of layers goes to infinity.
1 Introduction
Water is present all around the world and as such it is of major interest for societies whether it be in the
purpose of producing energy (tides, swell, currents, . . . ) or in order to protect people from hazardous flows.
That is why the management of water resources is extensively investigated in the literature. To predict
the evolution of lakes, rivers or oceans, scientists derive simplified models with a balance between physical
relevance (matching with experimental or actual results) and computational efficiency (running costs).
Despite the outstanding enhancement of computer performance, it is still a great issue to simulate the com-
plete set of equations governing fluid flows like the free-surface compressible Navier-Stokes equations. Both
theoretical and numerical issues related to the modelling of free-surface flows by means of these equations
may be prohibitive (in particular because the surface is an unknown itself) so that models of reduced com-
plexity were derived relying on simplifying assumptions (incompressible, inviscid, irrotational, shallow, . . . ).
Such simplifications – which allowed to neglect some terms in the equations – may arise at the expense of
physics since some phenomena are not taken into account anymore. However, the influence of the simplifying
process is sometimes hard to determine if no exact solution is available. In the sequel, we shall focus on
incompressible inviscid free-surface flows governed by the Euler equations.
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Among the simplifying assumptions justifying the approximation of the Euler system by the Shallow Water
equations [22, 27], two of them seem restrictive in several situations, typically the propagation of waves
in coastal areas. The first one consists in focusing on the so-called hydrostatic pressure which implies to
neglect the vertical acceleration of the fluid and hence some of the dispersive effects. The second one is
the vertical averaging which amounts to only considering the main current, i.e. the vertical average of the
current. Several works are aimed at circumventing one or the other of these hypotheses (a brief state of
art is proposed in § 2.2 but to our knowledge, there is no derivation of reduced complexity models in the
literature that gets rid of both of them at the same time. This is the main objective of this work.
The shape of water waves results from the competition between nonlinear effects (that make waves steepen)
and dispersion effects (that tend to stabilise). The perfect balance between the two corresponds to solitary
waves. Waves thus evolve in a given regime corresponding to different orders of magnitude for parameters µ
and ε that respectively characterise (frequency) dispersion and amplitude dispersion (nonlinearity). These
regimes depend mainly on spatial scales: the shallowness parameter µ describes the ratio of the water depth
to the wavelength while ε is the ratio of the wave amplitude to the water depth. Hence, there seems to
have no ultimate model capable of modelling flows from deep water to nearshore areas and at the same time
amenable from the computational point of view. Models are thus simplified to match specific spatial scales.
The range of regimes then induced in the literature a hierarchy of models derived by means of asymptotic
expansions with respect to µ and ε. We mention a few examples below but readers may refer e.g. to [35,36]
for a more exhaustive review of nonlinear/dispersive models for water flows.
In order to model stratified flows i.e. flows where the horizontal velocity significantly differs from its vertical
mean and can be hardly approximated by the latter quantity, two approaches can be considered. In the
shear model [47,48], a new variable is introduced and may be interpreted as the vertical vorticity. A version
with dispersive effects can also be obtained [16]. In the other strategy, the vertical averaging is performed
over the whole water column but between intermediate interfaces. This approach is generally referred to as
multilayer models. Several versions were introduced depending on the definition of the interfaces. The main
advantage of this strategy is to allow any shape of vertical profile of the horizontal velocity over the water
column. In the current paper, we proceed similarly to [5] where a multilayer model with mass exchange
was derived. This seems to be a robust method. From now on, we refer to the multilayer model with mass
exchange as the layerwise dicretisation in order to differ from other multilayer models.
The main objective of this work is to properly derive a reduced complexity model for free surface flows which
circumvents the main assumptions usually imposed in geophysics modelling. Different approximations for
the hydrodynamic1 pressure can be contemplated which leads to a hierarchy of models obtained by means of
a layerwise discretisation (LDNH in the sequel). More precisely, three models are introduced corresponding
to different degrees of Galerkin approximation. The LDNH0 model is characterised by a layerwise affine
approximation for the hydrodynamic pressure and the kinetic energy while the LDNH2 is based on layerwise
quadratic approximations for the latter variables. The LDNH1 model is an intermediate system mixing both
approaches and taking advantage of homogeneous vertical grids.
The optimal choice between complexity and accuracy is not clear at this stage. Deeper analyses together with
numerical experiments are required to confront them but it will be the aim of further works. Nevertheless, it
is proven that each model derived in this paper satisfies an exact energy balance. An explicit linear dispersion
relation is also provided for each one no matter what the number of layers. In addition we prove that for
the three proposed models, the corresponding celerity converges to the exact one for the Euler equations in
Airy’s theory when the number of layers tends to infinity.
The models derived in this work have the form of a system of conservation laws with source terms coupled
with divergence free constraints. Compared to the Euler system, the proposed models allow the easy handling
of the free surface since it does not require moving meshes. Moreover, the structure of the models allows
to take advantage of robust and accurate numerical techniques developed extensively in the literature for
conservation laws. Even if this aspect is not addressed in this paper, the proposed models are well suited
for numerical treatments.
1In the sequel, the non-hydrostatic component of the pressure will be referred to as the hydrodynamic pressure.
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The paper is organised as follows: in § 2 we recall the parent model we aim at approximating, namely the
free-surface Euler equations. In particular, we describe the state of art of reduced complexity models. Then
the models are formulated in § 3. The main advantage of this hierarchy of models lies into the degrees of
freedom per layer. A preliminary analysis, including properties such as energy estimates, hydrodynamic
balances and linear dispersion relations, is carried out in § 4. We finally specify in § 5 the link between all
models to legitimate the notion of hierarchy.
2 State of art for incompressible free surface flows
2.1 Euler model
To model a free surface flow with constant density, we consider the 2D (x, z) Euler system which reads
∂xu+ ∂zw = 0,
∂tu+ ∂x(u2 + p) + ∂z(uw) = 0,
∂tw + ∂x(uw) + ∂z(w2 + p) = −g.
(2.1)
The equations are set in a moving domain2
Ω(t) =
{
(x, z) ∈ R2
∣∣∣ zb(t, x) ≤ z ≤ η(t, x)}
where g > 0 is the gravity acceleration and η is the unknown water elevation. zb is the topography whose
evolution is prescribed by data or another model (erosion, . . . ). The simplest case corresponds to a topogra-
phy which does not depend on time but for the sake of generality, we keep both dependencies in the sequel.
H = η − zb is then the water height. In the sequel, underlined variables refer to the solutions to the Euler
system while bare variables denote numerical solutions. In System (2.1), the unknowns are the velocity field
u = (u,w) and the pressure p in addition to the water elevation η.
The model is supplemented with boundary conditions at the free surface z = η(t, x)
∂tη(t, x) + u
(









t, x, η(t, x)
)
= patm(t, x), (2.2b)
for a given atmospheric pressure patm. The kinematic condition (2.2a) expresses the fact that no fluid particle
crosses the free surface. At the bottom of the domain we impose the no-penetration boundary condition
∂tzb(t, x) + u
(




t, x, zb(t, x)
)
= 0. (2.2c)
We consider well-prepared initial conditions insofar as the steady equation in (2.1) must hold initially:{
u(t = 0, ·) = u0, with ∂xu0 + ∂zw0 = 0,
p(t = 0, ·) = p0.
(2.3)
As we focus on the influence of the non-hydrostatic component of the pressure field, we introduce the
hydrodynamic pressure q as in [17] defined by




+ q(t, x, z), (2.4)
so that System (2.1) also reads
∂xu+ ∂zw = 0, (2.5a)
∂tu+ ∂x(u2 + q) + ∂z(uw) = −∂x(gη + patm), (2.5b)
∂tw + ∂x(uw) + ∂z(w2 + q) = 0. (2.5c)
2It can also be set in a fixed domain R2× [0, Lz] with 0 < zb ≤ η < Lz introducing a color function φ such that φ(t, x, z) = 1
if z ∈ [zb(t, x), η(t, x)] and φ(t, x, z) = 0 otherwise. This function is transported by the flow.
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Given this focus, other phenomena such as erosion, surface tension or wind effects are not taken into account.
We underline that even if all the statements are given for the 2D Euler equations (which results in a 1D
averaged model), they extend directly to the 3D Euler equations.
2.2 Reduced complexity models in the literature
We recall that µ and ε are respectively the dispersion and nonlinearity parameters.
2.2.1 Dispersive models
The first element of the hierarchy is the nonlinear shallow water equations (NLSW) which correspond to
the asymptotics µ → 0 without regard to ε. This non-dispersive model (like weakly dispersive others)
benefits from the reduction of space dimension: the low µ-regime – which transcribes the fact that the water
depth is negligible compared to horizontal characteristic lengths – comes down to considering a homogeneous
horizontal velocity along the vertical axis so that vertical unknowns are left apart. Under this assumption,
3D problems (resp. 2D) are then approximated by 2D models (resp. 1D) which has a strong impact upon
the computational time: this legitimates the major interest of the hydrodynamics community for this model.
The NLSW equations were introduced for one space dimension by Saint-Venant [22] and derived more
recently in [27] including viscous effects. Two dimensional extensions of NLSW equations with viscosity
terms were proposed by Ferrari and Saleri [26] and Marche [41]. Bouchut and Westdickenberg [11] proposed
a NLSW-type model valid for an arbitrary topography. Although extensively studied from the numerical
point of view (see for instance [4, 30, 45, 52] and references therein) and implemented in industrial codes
(HEC-RAS [34], MIKE [21], Telemac [32], Iber [20], . . . ), the NLSW equations turn out to be irrelevant
for some real applications in particular for an arbitrary topography (especially with large variations), when
considering stratified flows or when wave breaking is about to occur. These restrictions are mainly due to
the fact that µ = 0 means the system is non-dispersive or equivalently the pressure field is hydrostatic.
To account for those dispersive effects, a common strategy consists in performing an asymptotic expansion
with respect to µ and/or to ε into the nondimensionalised version of the Euler equations. Resulting models
can somehow be considered perturbations of the NLSW equations. When smallness assumptions upon µ are
imposed, such weakly dispersive models are generally called Boussinesq-type models (BTM) after Boussinesq
pioneering works [13]. It comprises weakly nonlinear models like [44] when ε is also assumed to be small
(together with ε = O(µ2)) and fully nonlinear models when the expansion is carried out without regard to ε
(see [50] in dimension 1 and [29] in dimension 2 with topography). More recently, a large amount of papers
were dedicated to the derivation of dispersive models with different orders of accuracy (e.g. [8,9,35,37,53,54])
but mainly under the irrotational hypothesis (potential flows). Compared to the NLSW equations, BTM
models involve higher order derivatives which complicates numerical treatments [10,19].
To assess these models, one usually relies on the linear wave theory. Indeed, the weakly dispersive assumption
is related to the shallow water property and it is crucial to determine the range of applications of models at
stake. The associated dispersion relation is derived and compared to the Airy theory (or 1st-order Stokes
theory) which enables to determine bounds of validity in terms of parameter kH0 (where k is the wavenumber
and H0 the constant water height in which the wave propagates) so that some models are relevant rather
in shallow water conditions or up to intermediate water. Comparisons helped modify the original system to
improve the match with the Airy’s formula; see [39, 40, 43] for such procedures. While Peregrine [44] used
the vertical average of the horizontal velocity, Nwogu [43] based his work on a horizontal velocity at an
arbitrary altitude which is left as a degree of freedom in the optimisation process of the dispersion relation.
However we must underline three facts to bear in mind: first, models are usually used beyond their domain of
validity [38]; second, the “exact formula” used as a reference (Airy) has its own limitations; third, numerical
schemes dedicated to dispersive models must be used with mesh sizes which are small enough to correctly
catch dispersive effects [33].
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There exists another procedure to derive models for fluid flows. Based on the same procedure as the NLSW
equations, non-hydrostatic models (NH) were introduced [15, 17, 18, 51, 55] by means of averaging processes
over the water depth. Unlike BTM models where high order derivatives are involved, NH systems have
additional unknowns and equations with 1st order derivatives, namely the non-hydrostatic pressure (also
called hydrodynamic pressure [17]) and the evolution equation for the vertical velocity. In addition to the
reduction of differential orders, boundary conditions may be simpler to deal with. Such systems were for
instance applied to the modelling of the swash zone [56]. The numerical algorithm is split into two steps: on
the one hand, a standard resolution of the hydrostatic (hyperbolic) part and on the other hand, a projection
method to solve the elliptic equation for the dispersive part.
2.2.2 Multilayer models
Several models attempt to better reproduce the vertical profile of the horizontal velocity. This approach
is based on a splitting of the water column into an arbitrary number of layers which can be interpreted as
a semi-discretisation along the vertical axis. In addition, this allows to deal with stratified fluids. Several
definitions of the layers can be considered.
First attempts [17,42] relied on (horizontal) layers of fixed thicknesses. In these cases, the free surface motion
implied that the fluid domain does not coincide with the grid: some control volumes are then partially filled by
the fluid. A similar problem occurs for control volumes crossing the bathymetry and which are also partially
filled. Alternatively the bathymetry can be approximated by the lowest layer of the volume. To circumvent
this issue, another possibility consists in considering the well-known σ-coordinates [46]. Nevertheless, σ-
coordinates present some drawbacks mainly in areas with high gradients of the bathymetry and in wet/dry
fronts. Let us remark that an interpretation of σ-coordinates as an ALE formulation has been proposed
in [23], where authors also introduced an improvement of the σ-coordinates transformation.
Another technique was introduced in [3] under the assumption of hydrostatic pressures. The author intro-
duced a piecewise vertical integration of Euler equations by assuming a specific vertical profile of the velocity
field inside each layer (a constant profile for the horizontal velocity and a linear profile of the vertical com-
ponent). The thickness of the layers is proportional to the total height of the fluid, which is equivalent to
considering a moving grid varying in space and time. The multilayer method has been improved in [5] with
the incorporation of mass transfer terms between layers. Our approach is a improvement of this work to take
into account the dispersive effect. The overall technique can be interpreted as a splitting technique where
the vertical discretisation is performed by means of a discontinuous approach. From this point of view, the
transfer terms are related to the jump conditions across interfaces that defined the “vertical” boundaries of
layers [24].
This vertical discretisation was also considered in several papers in the literature [6, 38, 49] for the case of
hydrodynamic pressure. In [49] the author adapted the technique proposed in [5] to the non-hydrostatic
case. The corresponding derivation amounts to supposing within each layer a constant vertical profile of
both horizontal and vertical components of the velocity fields, a parabolic profile for the pressure and a
linear vertical velocity for the integration of the incompressibility condition. In [6] the authors proposed a
vertical integration that corresponds to a constant profile of the horizontal velocity, a linear profile of the
vertical velocity and a linear profile of the pressure. The common hypothesis in these references is thus that
the horizontal velocity has a constant vertical profile in each layer and is discontinuous at the interfaces. A
different assumption holds in [38] where, under the irrotational hypothesis, a multilayer model is derived by
using a global continuous profile of the horizontal velocity which is quadratic within each layer. Nevertheless
to our knowledge, aforementioned models do not satisfy an exact energy balance which is an important
feature in addition to linear wave properties.
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z = zb(t, x) = z1/2(t, x)
z = η(t, x) = zL+1/2(t, x)
z = zα−1/2(t, x)
z = zα+1/2(t, x)
H(t, x) hα(t, x)
x
z
Figure 1: Interpretation of the layerwise discretisation in the vertical plan.
3 Description of the hierarchy of models
Before giving the formulation of the three models comprising the hierarchy, we first introduce the multilayer
framework as well as the approximation procedure we shall consider in the derivation.
3.1 Setting of the multilayer framework and notations
Given a positive water height H(t, x), a number of layers L ≥ 1 and a convex combination (`α)1≤α≤L such
that
`α ∈ (0, 1],
L∑
α=1
`α = 1, (3.1)
we set




As depicted on Figure 1, the flow is split along the vertical axis into L ≥ 1 layers denoted by
Lα(t, x) =
[
zα−1/2(t, x), zα+1/2(t, x)
]




So that zb = z1/2 < z3/2 < . . . < zL+1/2 = η = zb +H, and hα(t, x) = zα+1/2(t, x)− zα−1/2(t, x).
Layers are not physically based except when focusing on immiscible layers. For the sake of clarity, middle










f(t, x, z) dz.
As we describe bellow the unknowns of the multilayer approach may be discontinuous across layer interfaces.
Then, for a general function f , we introduce the classical notations
f+α+1/2(t, x) = limz→zα+1/2(t,x)
z>zα+1/2(t,x)
f|Lα+1(t,x)(t, x, z), f
−
α+1/2(t, x) = limz→zα+1/2(t,x)
z<zα+1/2(t,x)
f|Lα(t,x)(t, x, z).
As a consequence, jumps across z = zα+1/2 correspond to











As in [24], we assume that both the normal velocity and the pressure effects are continuous across the layer
interfaces, i.e.
[[u]]α+1/2 · nα+1/2 = 0, that is [[w]]α+1/2 = [[u]]α+1/2∂xzα+1/2, (3.2a)
[[q]]α+1/2 = 0. (3.2b)
Hypothesis (3.2a) implies that layers remain adjoining and no void appears within the flow. Let us remark
that both are somehow related to the divergence free constraint (2.5a). In fact, the continuity of the
normal component of the velocity field naturally arises from the jump condition associated to an isolated
discontinuity (see [24]). On the other hand in the incompressible framework, the pressure field may be
identified as the Lagrange multiplier associated to (2.5a).
We also denote by
f̃α+1/2 = (1− γα+1/2)f+α+1/2 + γα+1/2f
−
α+1/2, γα+1/2 ∈ [0, 1], (3.3)
any convex combination providing a mean value at the interface. The convex coefficient might be different
from one unknown to another but we decide to take the same throughout the article. When f is continuous
across the interface i.e. [[f ]]α+1/2 = 0, (3.3) reduces to f̃α+1/2 = fα+1/2.
The main assumption in the multilayer approach consists in considering that u is approximated with respect
to the vertical variable z by a layerwise constant function:
u(t, x, z) =
L∑
α=1
uα(t, x)1{Lα(t,x)}(z) + EL, (3.4)
where uα is an approximation of 〈u〉α and EL is the truncation error assumed to be at least of order L−1.
The classical Saint-Venant model [22] corresponds to L = 1 which is a coarse mesh with a single vertical
cell. Any L > 1 is thus expected to provide more accurate results.




It is the case in particular for homogeneous grids when L = ε−1. The asymptotics L→ +∞ enables to study
the consistency between semi-discrete models LDNHν and the Euler system (2.5).
If we assume that
u(t, x, z) = 〈u〉α(t, x) + εu′α(t, x, z), z ∈ Lα(t, x), (3.5)
with 〈u′α〉α = 0 and u′α = Oε(1), then the integration of Eq. (2.5a) over [zα−1/2, z] yields











α(t, x, ζ) dζ.











′(·, ·, z) dz.
Hence the combination of the two last equalities yields
w|Lα(t,x)(t, x, z) = 〈w〉α(t, x)−
(




Consequently, the vertical component w of the velocity field may be approximated by a layerwise affine
discontinuous function, i.e.











which allows for discontinuities across layer interfaces z = zα+1/2(t, x). This is incorporated in LDNH2
(§ 3.2) and LDNH1 (§ 3.3). But an alternative to (3.7) consists in approximating w by a layerwise constant
function, namely
w(t, x, z) =
L∑
α=1
wα(t, x)1{Lα(t,x)}(z) +O(ε). (3.8)
This choice leads to Model LDNH0 (§ 3.4).
For the hydrodynamic counterpart pressure field q, we choose a continuous approximation (see equation
(3.2b)). The degree of the approximation polynomial is then prescribed by Eq. (2.5c): q|Lα(t,x) ∈ P2 if
w|Lα(t,x) ∈ P1 and q|Lα(t,x) ∈ P1 if w|Lα(t,x) ∈ P0.
As it will be shown in the sequel, the discretisation procedure carried out in this paper leads to a hierarchy of
models (LDNHν)ν∈{0,1,2} corresponding to different orders of approximation for each unknown. We present
in the following subsection the most complete model LDNH2 and then lower-order counterparts LDNH1
and LDNH0. The derivations of these models are detailed respectively in Section 4.1 (LDNH2), Appendices B
(LDNH1) and C (LDNH0). The main differences between models will be investigated in Section 5.
3.2 Model LDNH2
The main dispersive multilayer model (3.9)-(3.10) is named LDNH2. This model relies on a multilayer
approach based on a discontinuous P0-approximation for u, discontinous P1 for w and continuous piecewise
P2 for q. It reads











+ ũα+1/2Γα+1/2 − ∂xzα+1/2qα+1/2
− ũα−1/2Γα−1/2 + ∂xzα−1/2qα−1/2 = −hα∂x(gη + patm), (3.9b)
∂t(hαwα) + ∂x (hαuαwα) + w̃α+1/2Γα+1/2 + qα+1/2 − w̃α−1/2Γα−1/2 − qα−1/2 = 0, (3.9c)



























w+α+1/2 − ∂tzb − uα+1∂xzα+1/2 +
α∑
β=1








It is supplemented with discrete jump conditions (3.2a) which become, for α ∈ {1, . . . , L− 1},
w+α+1/2 − w
−
α+1/2 = ∂xzα+1/2(uα+1 − uα), (3.10a)
and boundary conditions
qL+1/2 = 0, (3.10b)
w−L+1/2 = ∂tη + uL∂xη. (3.10c)
We mention that initial conditions that must supplement (3.9-3.10) are expected to satisfy diagnostic equa-
tions (3.9e-3.9g).




∂x (hβ (uβ − u)) . (3.11)
The derivation of Equations (3.9-3.10) is described in Section 4.1.












that is consistent with equation (3.9g) verified by σα. Moreover we obtain
w−α+1/2 = 〈w〉α +
√
3σα +O(ε) and w+α−1/2 = 〈w〉α −
√
3σα +O(ε). (3.12)










+ ũα+1/2Γα+1/2 − ∂xzα+1/2qα+1/2








+ ũα+1/2Γα+1/2 − ∂xzα+1/2pα+1/2 − ũα−1/2Γα−1/2 + ∂xzα−1/2pα−1/2 = 0
where pα and pα±1/2 are inferred from (2.4). Hence dispersive terms are not only related to spatial derivatives
but also to coupling terms between layers. If we impose the hydrostatic assumption by setting qα = 0 and
qα+1/2 = 0, we recover the multilayer model from [5] made only of (3.9a-3.9b) as fewer unknowns are
involved.4
3In some works (see for instance [3, 12]), transfer terms are set to 0 in particular when layers correspond to non-miscible
fluids. In many articles [5,24], the mass flux is denoted by Gα+1/2 and is such that Gα+1/2 = −Γα+1/2. In [57], the mass transfer
term Γα+1/2 is denoted by ωα+1/2 and in [6] by ∆wα+1/2.
4The vertical component of the velocity field is computed a posteriori using (3.9f).
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Multilayer Serre–Green-Naghdi model. We can see LDNH2 model as a generalisation of the Serre-
Green-Naghdi model. Firstly, because when a single layer is considered (L = 1), the LDNH2 model reduces to
the so-called Serre–Green-Naghdi model [29,37,50] (also referred to as nonlinear Boussinesq equations [53]).
The proof consists of simple calculations: for the sake of simplicity, let us consider that patm = 0 and
∂tzb = 0. Indices b and s refer to bottom and surface data. For L = 1, due to Γb = Γs = 0, Eqs. (3.9)-(3.10)
read 
∂tH + ∂x(Hu) = 0, (3.13a)
H(∂tu+ u∂xu) + ∂x(Hq) = −qb∂xzb − gH∂xη, (3.13b)
qb = H(∂tw + u∂xw), (3.13c)
q = qb2 −
H
12[∂t(H∂xu) + u∂x(H∂xu)], (3.13d)
w = ws +
H
2 ∂xu, (3.13e)
ws = u∂xzb −H∂xu. (3.13f)
Straightforward calculations show that this system is equivalent to
∂tη + ∂x(Hu) = 0,




















Q = ∂xzb (∂tu+ u∂xu) + u2∂2xxzb.
We recover the Serre–Green-Naghdi model under the form of [19].
More generally, this dispersive model with arbitrary number of layers can be expressed as a Boussinesq type
model with high order derivatives. For instance, the standard deviation σ characterised by (3.9g) – used
like in mixed formulations for finite-element methods – could have been incorporated in (3.9d) which would
have resulted in second order derivatives for u. Similarly, the formulation (3.9)-(3.10) can be expressed with
a lower number of unknowns by inserting (3.9e-3.9g) into (3.9b-3.9d). Then qα can be extracted from (3.9d)
and inserted into (3.9b).
Third of all, it is well known that if we assume that uα = u for all α ∈ {1, . . . , L} in the inviscid multilayer
shallow water model presented in [5], we recover the classical shallow water model. In what follows we prove
that under this assumption LDNH2 models recover the Serre–Green-Naghdi model.
If we assume that uα = u for all α ∈ {1, . . . , L} by (3.11), we directly obtain Γα+1/2 = 0. Then sum-





+ qb∂xzb = −H∂x(gη + patm),
∂t(Hw) + ∂x(Hu w)− qb = 0,
Then (3.13b) and (3.13c) are recovered. Due to uα+1 = uα, (3.10a) yields w̃α+1/2 = w±α+1/2 = ∂tzb +
u∂xzα+1/2 −
∑
1≤β≤α `β∂x(Hu). We deduce that w̃α+1/2 = w̃α−1/2 − `αH∂xu which, together with (3.9e),
shows that all points (zα+1/2, wα+1/2) belong to the same straight line. Therefore the linear function




∂xu(t, x) satisfies ŵ|zα+1/2 = wα+1/2. Moreover 〈ŵ〉α = wα. Hence (3.13e)
and (3.13f) also hold. We deduce that (3.9c) reads








with Λα = `α2 −
∑α
β=1 `β. Let us introduce the polynomial q̂

















k1(t, x) = ∂t(u∂xzb) + u∂x(u∂xzb)− 2H(t, x)k2(t, x).
We verify that q̂(t, x, zα+1/2(t, x)) = qα+1/2(t, x). In particular q̂(t, x, zb(x)) = qb(t, x).





q̂(t, x, z) dz − q̂(t, x, b) + q̂(t, x, a)2 = −k2(t, x)
(b− a)2
6 .
Using (3.9d), the latter equality leads to 〈q̂〉α = qα and finally to (3.13d).
3.3 Model LDNH1
This case is restricted to homogeneous tessellations of intervals [zb(t, x), H(t, x)], i.e.




Truncating quadratic terms in the approximation process leads to an intermediate model, named LDNH1,
and consists of
• The mass conservation law (3.9a);
• The momentum conservation equations (3.9b-3.9c);


















where mean values (̃∂xu)α±1/2 are computed by means of (3.3);
• Divergence constraints (3.9e-3.9f-3.9g);
• Jump conditions (3.10a) and boundary conditions (3.10b-3.10c)
Main unknowns of the resulting system are (H,uα, wα, qα+1/2) as other unknowns are directly computed
from algebraic relations (3.9e), (3.9f), (3.9g) and (3.14). This corresponds to a staggered grid where velocity
and pressure fields are located at different places in the same spirit as in the Mac method [31].
The derivation of this model is detailed in Section B.
Link with single-layer models. Similarly to the LDNH2 model, the LDNH1 system is related to another
one studied in the literature as stated in the following remark. When a single layer is considered (L = 1),
the LDNH1 model reduces to the dispersive depth-averaged model studied in [1, 2, 15]. See also [55] for a
similar model.
To prove it, we keep notations from the previous section. For L = 1, the LDNH1 model reads
∂tH + ∂x(Hu) = 0,
∂t(Hu) + ∂x(Hu2 +Hq) = −qb∂xzb − gH∂xη,
∂t(Hw) + ∂x(Huw) = qb,
q = qb2 ,
w = ws + H2 ∂xu,
ws = u∂xzb −H∂xu.
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We then recover the aforementioned model
∂tη + ∂x(Hu) = 0,
∂t(Hu) + ∂x
(
Hu2 + gH22 +Hq
)
= −(gH + 2q)∂xzb,
∂t(Hw) + ∂x(Hu w) = 2q,
∂x(Hu)− u∂x(H + 2zb) + 2w = 0.
3.4 Model LDNH0
The simplest model named LDNH0 corresponds to a P0-approximation for u and w and P1 for q.
The model consists of
• The mass conservation law (3.9a);
• The momentum conservation equations (3.9b-3.9c) but we underline that the mean value w̃α+1/2 used
in (3.9c) reduces to
w̃α+1/2 = γα+1/2wα + (1− γα+1/2)wα+1
as w is layerwise constant in LDNH0;
• Divergence constraints (3.9f) and (3.9d) are substituted by









• Boundary condition (3.10b).
The derivation of the LDNH0 model is given in Section C.
Link with single-layer models. When a single layer is considered (L = 1), the LDNH0 model coincides
with the LDNH1 model and thus also reduces to the dispersive depth-averaged model studied in [1, 2, 15].
4 Analysis of the LDNH2-model
The models stated in Section 3 are analysed in the sequel. We focus on the LDNH2-model and transfer the
analysis of other models in the appendix. However we specify when results hold for the three of them and
refer to specific appendices when it is not the case. In particular, we prove that LDNH2 satisfies an energy
inequality. We also provide an explicit linear dispersion relation no matter what the number of layers L
which turns out to converge towards Airy’s formula when L→ +∞.
4.1 Derivation
4.1.1 Layer averaging
Let us propose a general way to discretise in a single direction conservative equations with source terms.
The toy model is
∂tR + ∂x(uR + P) + ∂z(wR + Q) = S, (4.1)
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where R, P, Q and S take values in Rp. If Xα denotes an approximation of 〈X〉α, an integration in the
z-direction leads to the semi-discrete formulation
∂t(hαRα) + ∂x(hα[uRα + Pα]) + F Rα+1/2 −F Rα−1/2 = hαSα, (4.2a)
where
F Rα+1/2 = Γα+1/2R̃α+1/2 − P̃α+1/2∂xzα+1/2 + Q̃α+1/2. (4.2b)
The average R̃α+1/2 is defined by the definition (3.3) and Γα+1/2 by (3.11).
Proof : The jump condition associated to Equation (4.1) across a potential isolated discontinuity located at z = Z(t, x)
reads
∂tZ[[R]]z=Z + ∂xZ[[uR + P]]z=Z − [[wR + Q]]z=Z = 0
or equivalently
Γ[[R]]− ∂xZ[[P]] + [[Q]] = 0 (4.3)















































Upper and lower limits between brackets can be replaced by mean values using (4.3). This leads to (4.2).
4.1.2 Application to the Euler equations
To derive Eqs. (3.9a), (3.9b) and (3.9c) we rewrite the Euler equations (2.5) under the system of conservation




 , P =
0q
0
 , Q =
00
q
 and S =
 0−∂x(gη + patm)
0
 . (4.4)
Given the P0-approximation (3.4) for u, the second and third equations of the numerical scheme (4.2a)
applied to (4.4) yield directly Eqs. (3.9b) and (3.9c). As for the first equation of (4.2a), it reads in the
present case
∂thα + ∂x(hαuα) = Γα−1/2 − Γα+1/2. (4.5)
This equation models the evolution of the mass of fluid within layer Lα: on the one hand, the fluid is
transported at velocity uα; on the other hand, mass is gained/lost through interfaces, i.e. from layers Lα−1
and Lα+1. Let us recall that Γα+1/2 is a transfer term, that describes the amount of fluid that moves from
Lα to Lα+1. At the continuous level, the mass flux is defined by
Γα+1/2 = ũα+1/2 · nα+1/2 − ∂tzα+1/2 = w̃α+1/2 − (∂tzα+1/2 + ũα+1/2∂xzα+1/2). (4.6)
Jump condition (3.2a) enables to rewrite equally (4.6) as5




α+1/2 − (∂tzα+1/2 + u
+
α+1/2∂xzα+1/2). (4.7)
5If coefficients specific to each unknown were used in (3.3), then (4.7) would hold provided γuα+1/2 = γwα+1/2.
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Boundary conditions (2.2a) and (2.2c) imply respectively
Γ1/2 = 0 and ΓL+1/2 = 0. (4.8)
Then, the summation of (4.5) for α from 1 to L leads to Eq. (3.9a). A summation for β from 1 to α or from




[∂thβ + ∂x(hβuβ)] = −
α∑
β=1
[∂thβ + ∂x(hβuβ)] . (4.9)
This derivation only uses the P0 approximation (3.4) for u.
In the approximation framework (3.7), w is a 1st-order polynomial with respect to z within each layer. Let
us focus on interface values for w. (3.9e) is the discrete counterpart to the left hand side of (3.12). As for
the right hand side, it is deduced from
w−α+1/2 − w
+
α−1/2 = ∂tzα+1/2 + uα∂xzα+1/2 + Γα+1/2 − ∂tzα−1/2 − uα∂xzα−1/2 − Γα−1/2
(4.9)= ∂thα + uα∂xhα − [∂thα + ∂x(hαuα)] = −hα∂xuα.
We come to the conclusion combining this result with (3.9e). We thus have




α−1/2 = wα +
hα∂xuα
2 . (4.10)
To fully determine this velocity component, an additional equation is required, for instance by projecting
the momentum equation (2.5c) onto the basis (1, z). More precisely, multiplying (2.5c) by z, we obtain




= w2 + q. (4.11)
We then apply the semi-discrete approximation (4.2). Lower and upper limits w−α+1/2 and w
+
α−1/2 are
prescribed by (4.10). As w is layerwise affine, the averaging process requires to compute mean values of
quadratic polynomials, namely zw and w2. In view of (3.5), we have
〈zw〉α = zαwα −
h2α∂xuα
12 +O(ε),
(̃zw)α+1/2 = zα+1/2w̃α+1/2 +O(ε),〈
w2
〉




Using the definition (3.9g) for σα, the application of (4.2a) to (4.11) combined with (4.12) reads














+ zα+1/2(w̃α+1/2Γα+1/2 + qα+1/2)− zα−1/2(w̃α−1/2Γα−1/2 + qα−1/2) = hα
(
w2α + σ2α + qα
)
. (4.13)
According to (4.7) and (4.10), we notice that
∂tzα + uα∂xzα = wα −
Γα+1/2 + Γα−1/2
2 .
Hence, thanks to (4.5) and (3.9c), we conclude that smooth solutions to Eq. (4.13) also satisfy Eq. (3.9d).
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4.2 Energy
Let us show that the dispersive models presented in Section 3.2 satisfy an energy estimate. We first recall



















u(K + q + gη + patm) dz
)
= H∂tpatm + (gH + q|z=zb)∂tzb. (4.14)
Let us now turn to the semi-discrete level and set
Kα =
u2α + w2α + σ2α
2 . (4.15)
Proposition 1





Γα+1/2 ≥ 0. (4.16)















Kα + qα + gη + patm
))
≤ H∂tpatm + (gH + q1/2)∂tzb. (4.17)
Moreover, if we take γα+1/2 = 12 , then (4.17) is an equality.


















we notice that (4.17) is the exact discrete counterpart of the continuous estimate (4.14) in the case γα+1/2 =
1
2 . Otherwise, the system turns out to dissipate energy.





1 + Υ sign(Γα+1/2)
)
(4.19)














We recover the standard Rusanov flux type for finite volume schemes. (4.16) is satisfied in particular for
γα+1/2 = 12 (Υ = 0 in (4.19)) [24,25] and for γα+1/2 = 1{Γα+1/2≥0} (Υ = 1 in (4.19)) [5].
6The function sign is such that x sign(x) = |x|.
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Remark 4 The statement of Prop. 1 stands for the LDNH2-model. Energy inequalities for Models LDNH1




due to the approximation made in the latter models.




































































































Kα + qα + gη + patm
])
= (gη + patm)∂x(hαuα)
+ qα+1/2
(









































On the one hand, we focus on pressure terms. We notice that
uα∂xzα+1/2 − wα −
√
3σα
(3.9e)= uα∂xzα+1/2 − w−α+1/2 = −Γα+1/2 − ∂tzα+1/2.















































Kα + qα + gη + patm
))

































On the one hand, we notice that



























































































Kα + qα + gη + patm
))












where we used jump conditions (3.10a). Then (4.23) implies Estimate (4.17) provided that (4.16) holds which ensures
the negativity of the sum in the right hand side. In the particular case where γα+1/2 = 12 , this sum vanishes and (4.17)
holds as an equality.
4.3 Hydrodynamic balances
Classically, the integration over the whole domain Ω(t) of the three Euler equations (2.1) ensures the following
equalities, provided solutions are smooth and integrable:





















H(t, x)∂xpatm(t, x) +
(
gH(t, x) + q
(




















t, x, zb(t, x)
)
dx. (4.24c)
At the discrete level, smooth solutions to the LDNH2 model satisfy similar balance equations.
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Proposition 2
Let (H,uα, wα, qα) be smooth solutions to (3.9) and (3.10). Then the following equalities hold:

















H(t, x)∂xpatm(t, x) +
(















q1/2(t, x) dx. (4.25c)
Proof : The conservation law (4.25a) results from the direct integration of Eq. (3.9a). We also notice that according













































































and (4.25c) is proven.
The same balances – which are the discrete counterparts of (4.24) – hold for Models LDNH1 and LDNH0.
4.4 Dispersion relations
We first mention that the so-called lake-at-rest state is a steady solution for all the models described in the
present paper.
Remark 5 For a given constant φ such that φ ≥ gzb + patm, then(
H0 = −zb +
φ− patm
g
, uα = 0, wα = 0, qα = 0
)
is a steady state for Models LDNH2, LDNH1 and LDNH0.
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4.4.1 Main statement
For the sake of simplicity, this section is restricted to the case where zb and patm are constant in time and
space.
Let us linearise the LDNH2 model around the steady state described in Lemma 5 (H0, u0 = 0, w0 = 0, q0 = 0)
for any H0 > 0. It comes down to considering asymptotic expansions
? = ?(0) + ε ?(1) +O(ε2), for ε 1 and ?(0) = ?0,







α = 0, (4.26a)
∂tu
(1)















q(1)α − q(1)α+1/2 + q(1)α−1/22











Such a procedure can apply similarly to Models LDNH1 and LDNH0. The dispersion relations associated to
those linearised systems are given in the following statement.
Lemma 1
There exists a plane wave solution
(
Ĥ, ûα, ŵα, q̂α
)
ei(kx−ωt) to the linearised version of (LDNHν)ν∈{0,1,2}








gH0, ` = (`1, . . . , `L) ∈ RL, e = (1, . . . , 1) ∈ RL and









with λ = 2 + bν2c =
{
3, if ν = 2,
2, if ν ∈ {0, 1}.
The proof is detailed in Appendix A.1.
Remark 6 For characteristic numbers kH0 small enough, matrix AkH0 is invertible as a perturbation of
the identity matrix. In fact for any x, detAx 6= 0 which can be deduced from the same procedure as in the
proof given in Appendix A.2.
Relation (4.27) is implicit and it is not of particular interest as such. When all layers have the same thickness
(the choice of (`α) is left to the scientist), this can be improved by means of an explicit formula.
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Theorem 1
For a given number of layers L ≥ 4, the dispersion relation (4.27) can be made explicit in the homogeneous
















































































































Moreover, when the number L of layers increases, the celerity cL converges to the celerity associated to





The proof is given in Appendix A.2.
Remark 7 As ξk = − (k+3)(k+2)2 +O(x2), we check that PL and QL are actually polynomials (w.r.t. x2) of
the form 1 +O(x2).
For L ≤ 3, dispersion relations are also expressed by (4.29) with:
L PL QL
1 1 1 + x23














(a) LDNH2 (λ = 3)
L PL QL
1 1 1 + x24














(b) LDNH1,0 (λ = 2)
Table 1: Dispersion relations for small numbers of layers
For L = 1 in Table 1(a), we recover the classical dispersion relation for Green-Nagdhi [29] and Peregrine [44]
models. We mention that data in Table 1(b) were given in [6, 7].
Remark 8 To our knowledge, there is no such explicit formula as (4.29) in the literature. In [7], a qualitative
result is given with determinants of extracted matrices and an asymptotic behaviour for deep water flows. In
the present case, not only does the formula enable to compute an explicit quantity but it also provides a hint



































Figure 2: Dispersion relations for Euler (red thick solid line), Shallow Water (gray thin solid line), LDNH2
model (green dashed line) and LDNH0/LDNH1 models (blue dotted line)
Remark 9 Ratios (4.29) can be interpreted as Padé’s approximants for the exact celerity (4.30). Previous
works ( e.g. [6, 39]) are based on such approximants that guided the procedure to incorporate new terms into
the model in order to improve the accuracy of the approximation.
4.4.2 Comparison of dispersion relations
We observe on Figure 2 the celerity associated to the Euler equations, the shallow water equations as well as
LDNH2 and LDNH0 models for L layers (L ∈ {1, 3, 10, 30}). In accordance with the literature, the shallow
water equations are more legitimate for large wavelengths (small wave numbers k).
As expected, the larger L, the more accurate the multilayer models. Multiplying the number of layers by 3
induces a gain of one order of magnitude of the error. For a given magnitude of error, we can thus choose a
relevant number of layers depending on the range of wave numbers for the associated physical phenomenon.
It is difficult to discriminate the LDNH2 and the LDNH0 models since they have distinct monotonicities.
For small wave numbers, the LDNH2 model looks more accurate while for large wave numbers the LDNH0
model seems to provide better results. Anyway, as stated in Theorem 1, dispersion relations converge to the
one of the Euler equations.
Linear dispersion relations are usually exhibited in the literature to assess dispersive models [28,39,43,44]. In
the latter references, linear relations for (monolayer) Boussinesq type models are provided with parameters
tuned to fit Airy’s formula for kH0 as large as possible. Those are recalled and pictured for instance
in [35, Fig. 1] and [6, Fig. 3]. As for the present models, all are accurate for shallow water flows but became
irrelevant for deep waters.
This raises the following modelling issue: either taking into account higher order derivatives like in BTM
models or increasing the number of layers as in the LDNH framework. We chose here to focus on non-
hydrostatic models where low order derivatives are involved and satisfying energy estimates. Figure 2 shows
that accuracy is strongly improved with an increasing number of layers but this will have to be analysed in
future works with regard to the computational cost to find some adequate balance.
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5 Design of the hierarchy
We shall specify in this last section the link between the three models (LDNHν)ν∈{0,1,2} derived in this paper.
More precisely we shall underline how they are related to each other within the same hierarchy and how
they can be distinguished.
First of all, let us mention that the three of them have a common core made of conservation laws for
water volume (3.9a) and momentum (3.9b-3.9c). Discrepancies arise for other equations especially those
characterising the hydrodynamic component of the pressure field. Indeed, interfacial and mean values of the


























Its counterpart in LDNH1 – namely (3.14) – comprises fewer differential terms accounting for the lower order
of approximation. Finally in LDNH0, it reduces to the simple average (3.15b).
To go further, let us focus on the very difference between LDNH2 and LDNH0 by considering the approxi-
mation of each unknown. The LDNH2-model corresponds to a (P0,P1,P2)-discretisation for (u,w, q) while
it is (P0,P0,P1) for the LDNH0-model. This implies more degrees of freedom in the LDNH2-model and
explains why the kinetic energy is expressed differently – compare (4.15) and (4.20). Despite these different
expressions, both systems satisfy an energy inequality (Prop. 1) which transcribes the fact that models are
dissipative. Likewise, both systems have different linear dispersion relations (Th. 1) which make them more
accurate (in accordance with Airy’s formula) in different ranges of wave numbers.
Model LDNH1 is an intermediate system between LDNH2 and LDNH0 insofar as it shares properties with
both of them. First of all, primary variables (u,w, q) are discretised the same way as for LDNH2, namely in
a (P0,P1,P2) approximation but the truncation made in LDNH1 amounts to assuming the energy variable
in P0 rather than in P2. That is why we consider the same kinetic energy Kα as in LDNH0 rather than Kα
as in LDNH2. The choice for γα+1/2 induces an exact energy equality (Prop. 3). Second of all, the linear
dispersion relation satisfied by LDNH1 is the same as LDNH0 as mass transfer terms (which are the very
difference between LDNH1 and LDNH0) vanish in the linearisation procedure.
6 Conclusion
A hierarchy of layerwise discretisation models with hydrodynamic pressure has been proposed in this paper.
They can be seen as a splitting method which improves the vertical accuracy of NLSW equations. The
number of layers defines the vertical partition of the moving domain, whose bottom and free surface can vary
in time and to include wet/dry fronts. When the number of layers is set to 1, the proposed models LDNH0
and LDNH1 coincide with the model proposed in [2] (which can also seen as a generalisation of the model
proposed in [55]) while model LDNH2 with a single layer coincides with the Serre–Green-Naghdi model [29,
37,50,53].
The hierarchy of models corresponds to the level of vertical accuracy that is considered during the derivation.
In all cases the only requirement that we considered is to obtain a model with a hydrodynamic pressure
and verifying an exact energy balance. In particular, the horizontal velocity has a constant vertical profile
within each layer and a linear vertical profile of the vertical velocity is considered in the discretisation of the
incompressibility condition equation. The differences between the three models appear in the hypotheses
upon the vertical velocity in the discretisation of the vertical momentum equation and upon the pressure
profile.
In addition to energy estimates, the main result of the paper is an explicit formula for the dispersion relation
for an arbitrary number of layers no matter what the models in the hierarchy. As a consequence, we notice
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that when the number of layers increases, the celerity converges to the celerity associated to the Euler
equations.
In a forthcoming paper the authors will address the numerical approximation of the three proposed models,
including comparisons with experimental data and comparisons of each model with each other from an
efficiency point of view. Moreover, only the Euler equations were considered in the present paper. Another
field of investigation consists in extending this approach to the approximation of the Navier-Stokes equations
by taking into account viscous terms as it was studied in the hydrostatic case in [14].
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A Dispersion relation
A.1 Proof of Lemma 1





ωûα = kq̂α + kgĤ, (A.1b)
−iω`αH0ŵα + q̂α+1/2 − q̂α−1/2 = 0, (A.1c)
ωk`2αH
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The L equations for û = (ûα)1≤α≤L form a homogeneous linear system Ãû = 0 where Ã(ω, k) = ω2AkH0 −
k2gH0e⊗ ` and A defined by (4.28).
The existence of a non-trivial solution to Ãû = 0 requires that det Ã(ω, k) = 0 which provides the dispersion
relation. It can also be recovered by noticing that Ãû = 0 is equivalent to ω2AkH0û = k2gH0〈û, `〉e.
Provided that AkH0 is invertible, then necessarily 〈û, `〉 6= 0 and we recover (4.27) for λ = 3.
LDNH1,0 case. Insofar as terms involving Γα+1/2 disappear in the linearising process, Models LDNH1 and






ωûα = kq̂α + kgĤ, (A.2b)




















































The existence of a non-trivial solution to this homogeneous linear system leads to the dispersion rela-
tion (4.27) for λ = 2.
A.2 Proof of Theorem 1
We focus on the homogeneous case. Let us introduce the symmetric matrix











2 + L−max{α, β}
)
.
B̃ is then such that
1
ω2







Figure 3: Profile of Matrix D
The existence of a non-trivial vector û 6= 0 such that Ãû = 0 is equivalent to showing that det B̃(x, y) = 0.
Let us also set
χ = 1− x
2
2λL2 , ψ = −2
(









1: for i = 2 to L− 1 do
2: Ri ← Ri −R1
3: for j = 1 to L− 2 do
4: Cj ← Cj − 2Cj+1 + Cj+2
5: CL−1 ← CL−1 − κCL for a suitable κ such that the first coefficient vanishes
lead to det B̃ = detD, where D = T + τE1L (see the profile on Fig. 3 and (A.3) for notations) and
• τ = x22L2 −
y2
L
• T is a sparse lower triangular matrix whose non-zero coefficients are:
? Ti,i = χ for i ∈ {1, . . . , L− 1} and TL,L = −ψ2 −
y2
L ;
? T2,1 = ζ, Ti,i−1 = ψ for i ∈ {3, . . . , L− 1},
TL,L−1 = −
(













? T3,1 = 0, Ti,i−2 = χ for i ∈ {4, . . . , L};
? Ti,1 = −χ for i ∈ {4, . . . , L− 1}, TL,1 = 0.




Ti,i + (−1)L+1τ detJ
where J is the sub-matrix extracted from T (rows 2 to L and columns 1 to L − 1). Its determinant is
computed by means of a descent algorithm to keep a single non-zero coefficient in the first column.
1: for k = 1 to L− 2 do































7Ri and Cj denote respectively the ith row and the jth column of the matrix.
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Finally, vector f (L−2) is proportional to eL−1 and can be computed explicitly. Indeed, introducing sequences
(ak = f (k)k+1) and (bk = f
(k)











← k + 1
← k + 2
,
where ? are original coefficients of j1, then we have
¬ a0 = ζ and ∀ k ∈ {1, . . . , L− 3}, ak = bk−1 + 2γak−1 with γ = −ψ2χ ;
­ aL−2 = bL−3 − TL,L−1χ aL−3
® b0 = 0 and ∀ k ∈ {1, . . . , L− 4}, bk = −χ− ak−1;
¯ bL−3 = −aL−4.
¬ corresponds to the (k+ 1)th row of Step k ∈ {1, . . . , L− 3} in the algorithm above, ­ for k = L− 2, ® to
the (k + 2)th row for Step k ∈ {1, . . . , L− 4} and ¯ for k = L− 3.
Hence, for all k ∈ {0, . . . , L− 5}, the sequence satisfies the second-order linear induction relation
ak+2 − 2γak+1 + ak = −χ. (A.4)
Let us set ãk = ak + χ2(1−γ) such that (ãk) is the solution of the homogeneous counterpart of (A.4). We also
introduce
η = 1 + λ− 12λ
x2
L2








, r± = η ±
√
δ and θ = ã0r− − ã1χ
r− − r+
. (A.5)
Then the solution to (A.4) satisfies




By means of a cofactor expansion (with respect to the first column whose coefficients are 0 except the last



























We mention that ak is independent from y for k ∈ {0, . . . , L − 3} but aL−2 = −aL−4 − TL,L−1χ aL−3 does as



























Expressions χkak between braces are computed thanks to (A.6).
We can infer the limit of y2 as L→ +∞. Indeed, Taylor expansions with respect to L−1 read
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• r±
(A.5)= 1± xL +O(L−2) =⇒ rL± = exp(±x) +O(L−1);
























=⇒ ã1χ = −L
2
x2 +O(1);
• r− − r+ = −2xL +O(L−3) =⇒ θ
(A.5)= − L22x2 +O(L).
We deduce that the numerator in (A.7) verifies
χL−1 + χ2
(
























































Likewise, the denominator in (A.7) satisfies
χL−1
(






























































































L4 , we obtain
(4.29).
B Some properties of the LDNH1 model
B.1 Derivation of LDNH1
This paragraph is restricted to the case of homogeneous layers: hα = HL , α ∈ {1, . . . , L}. As explained
in § 4.1.2, we have to deal with integrals of quadratic polynomials and we used in the LDNH2 case exact
quadrature formulae. If we rather use a 1st-order Hermitte interpolation polynomial, i.e.




α − 2(z − zα)wα∂xuα,
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the application of (4.2a) to (4.11) yields


















We then verify similarly to the LDNH2 case that smooth solutions to (B.1) are also solutions to (3.14).
Notice that the Hermitte interpolation process makes sense for z in the vicinity of zα, which holds when
L 1.
B.2 Energy
In accordance with the approximation made above, the kinetic energy for the LDNH1-model reduces to (4.20)
replacing the corresponding kinetic energy (4.15) for the LDNH2-model. The result reads:
Proposition 3















Kα + qα + gη + patm
))
= H∂tpatm + (gH + q1/2)∂tzb. (B.2)





Kα + qα + gη + patm
])
= (gη + patm)∂x(hαuα)




































































(∂xuα+1 − ∂xuα)2 . (B.3a)













As previously, the constraint (4.16) upon γα+1/2 is necessary to ensure that (B.3b) is actually negative. Consequently,
(B.3a) is positive. In order to prevent the energy from increasing, we take γα+1/2 = 12 so that both terms vanish and
(B.2) holds.
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C Some properties of the LDNH0 model
C.1 Derivation of LDNH0
Under (3.4)-(3.8), there is no need for an additional equation like (4.11) as w is layerwise constant. The
conservative equations with source terms (3.9a-3.9c) are derived similarly to § 4.1.2.
As for the dynamic pressure q, Equation (3.15b) expresses the hypothesis of continuity for a P1 function and
looks like a simplification of (3.14).
We mention that Equation (3.15a) which is the counterpart of (3.9f) in the P0 framework also holds in the
hydrostatic context [14].
C.2 Energy
If we replace Kα by Kα as for the LDNH1 model – see (4.20), the statement of Prop. 1 stands for the LDNH0





Kα + qα + gη + patm
])















uαũα−1/2 + wαw̃α−1/2 −Kα
)
. (C.1)





















Kα + qα + gη + patm
))

































We conclude as previously by showing that the last terms are negative under (4.16).
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