This paper deals with a new Bayesian approach to the two-sample problem. More specifically, let x = (x1, . . . , xn 1 ) and y = (y1, . . . , yn 2 ) be two independent samples coming from unknown distributions F and G, 
Introduction
For two independent samples, the two-sample problem is concerned to determine whether the two samples are generated from the same population. Although it is considered an old problem in statistics, it always attracts the attention of researchers due to it applications in different fields. For instance, in medical studies, one may want to asses the efficiency of a new drug to two groups of patients.
The two-sample problem can be stated formally as follows. Given two independent samples x = (x 1 , . . . , x n1 )
∼ F and y = (y 1 , . . . , y n2 )
∼ G, with F and G being unknown continuous cumulative distribution functions (cdf's), the aim is to test the null hypothesis H 0 : F = G against all other alternatives.
The methodology developed in this paper is Bayesian and it is inspired from the recent work of Al-Labadi and Evans (2018) for model checking. At first, two Dirichlet processes DP (a 1 , H 1 ) and DP (a 2 , H 2 ) are considered as priors for F and G, respectively. Then the concentration of the posterior distribution of the distance between the two processes is compared to the concentration of the prior distribution of the distance between the two processes. If the posterior is more concentrated about the model than the prior, then this is evidence in favor of H 0 and if the posterior is less concentrated, then this is evidence against H 0 . This comparison is made through a particular measure of evidence known as the relative belief ratio, which will indicate whether there is evidence for or against H 0 . Moreover, a calibration of this evidence is provided concerning whether there is strong or weak evidence for or against the hypothesis. The proposed methodology is simple, general and does not require obtaining a closed form of the relative belief ratio. More details about relative belief ratio are highlighted in Section 2 of this paper.
Developing procedures for hypothesis testing has recently given a consider- Some exceptions include the remarkable work of Holmes, Caron, Griffin, and
Stephens (2015) who developed a way to compute the Bayes factor for testing the null hypothesis through the marginal likelihood of the data with Pólya tree priors centered either subjectively or using an empirical procedure. Under the null hypothesis, they modeled the two samples to come from a single random measure distributed as a Pólya tree, whereas under the alternative hypothesis the two samples come from two separate Pólya tree random measures. Ma and Wong (2011) allowed the two distributions to be generated jointly through optional coupling of a Pólya tree prior. Borgwardt and Ghahramani (2009) discussed two-sample tests based on Dirichlet process mixture models and derived a formula to compute the Bayes factor in this case. An extension of the Bayes factor approach based on Pólya tree priors to cover censored and multivariate data was proposed by Chen and Hanson (2014) . Huang and Ghosh (2014) considered the two-sample hypothesis testing problems under Pólya tree priors and Lehmann alternatives. Shang and Reilly (2017) introduced a class of tests, which use the connection between the Dirichlet process prior and the Wilcoxon rank sum test. They also extend their idea using the Dirichlet process mixture prior and developed a Bayesian counterpart to the Wilcoxon rank sum statistic and the weighted log rank statistic for right and interval censored data.
In a recent work, Al-Labadi and Zarepour (2017) proposed a method based on the Kolmogorov distance and samples from the Dirichlet process to assess the equality of two unknown distributions, where the distance between two posterior Dirichlet processes is compared with a reference distance. The parameters of the two Dirichlet processes are chosen so that any discrepancy between the posterior distance and the reference distance is only attributed to the difference between the two samples.
In Section 3, the Dirichlet process prior DP (a, H) is briefly reviewed. In Section 4, the Cramér-von Mises distance between two Dirichlet processes is considered and several of its theoretical properties are developed. Section 5 addresses setting parameters of the two Dirichlet processes. In Section 6, a computational algorithm of the approach is developed. Section 7 presents several examples where the behaviour of the approach is inspected. Finally, some concluding remarks are made in Section 8. The proofs are placed in the Appendix.
In this section, for the reader's convenience, some background of relative belief ratios is provided. For more details about this topic consult, for example, . Let {f θ : θ ∈ Θ} be a collection of densities on a sample space X and π be a prior on Θ. The posterior distribution of θ given that data x
For an arbitrary parameter of interest ψ = Ψ(θ), the prior and posterior densities of ψ are denoted by π Ψ and π Ψ (· | x), respectively. The relative belief ratio for a value ψ is then defined by
, where N δ (ψ ) is a sequence of neighbourhoods of ψ converging nicely (see, for example, Rudin (1974) ) to ψ as
the ratio of the posterior density to the prior density at ψ. That is,
is measuring how beliefs have changed that ψ is the true value from a priori to a posteriori. Note that, a relative belief ratio is similar to a Bayes factor, as both are measures of evidence, but the latter measures this via the change in an odds ratio. A discussion about the relationship between relative belief ratios and Bayes factors is detailed in (Baskurt and Evans, 2013) . In particular, when a Bayes factor is defined via a limit in the continuous case, the limiting value is the corresponding relative belief ratio.
By a basic principle of evidence, RB Ψ (ψ | x) > 1 means that the data led to an increase in the probability that ψ is correct, and so there is evidence in favour of ψ, while RB Ψ (ψ | x) < 1 means that the data led to a decrease in the probability that ψ is correct, and so there is evidence against ψ,. Clearly, when Thus, the value RB Ψ (ψ 0 | x) measures the evidence for the hypothesis H 0 = {θ : Ψ(θ) = ψ 0 }. It is also important to calibrate whether this is strong or weak evidence for or against H 0 . As suggested in Evans (2015), a useful calibration of RB Ψ (ψ 0 | x) is obtained by computing the tail probability
One way to view (2) is as the posterior probability that the true value of ψ has a relative belief ratio no greater than that of the hypothesized value ψ 0 . When
there is evidence against ψ 0 , then a small value for (2) indicates a large posterior probability that the true value has a relative belief ratio greater than RB Ψ (ψ 0 | x) and so there is strong evidence against ψ 0 . When
there is evidence in favour of ψ 0 , then a large value for (2) indicates a small posterior probability that the true value has a relative belief ratio greater than RB Ψ (ψ 0 | x)) and so there is strong evidence in favour of ψ 0 , while a small value of (2) only indicates weak evidence in favour of ψ 0 .
The Dirichlet Process
In this section, a concise summary of the Dirichlet process is given. Because of its attractive features, the Dirichlet process, formally introduced in Ferguson (1973) , is considered the most well-known and widely used prior in Bayesian nonparametric inference. Consider a space X with a σ−algebra A of subsets of X. Let H be a fixed probability measure on (X, A), called the base measure, and a be a positive number, called the concentration parameter. Following Ferguson (1973), a random probability measure P = {P (A)} A∈A is called a Dirichlet process on (X, A) with parameters a and H, denoted by DP (a, H), if for any
0 with a probability one. Note that, for any A ∈ A, P (A) ∼ Beta(aH(A), (1 − H(A)) and so E(P (A)) = H(A) and V ar(P (A)) = H(A)(1 − H(A))/(1 + a).
Thus, G can be viewed as the center of the process. On the other hand, a controls concentration, as the larger value of a, the more likely that P will be close to G. We refer the reader to Al-Labadi and Abdelrazeq (2017) for additional interesting asymptotic properties of the Dirichlet process and other nonparametric priors.
A distinctive feature of the Dirichlet process, among many other nonparametric priors, is its conjugacy property. Specifically, if
where
with F n = n −1 n i=1 δ xi and δ xi is the Dirac measure at x i . Notice that, H x is a convex combination of the prior base distribution and the empirical distribution.
Following Ferguson (1973) , P ∼ DP (a, H) has the following series represen-
It follows clearly from (4) that a realization of the Dirichlet process is a discrete probability measure. This is true even when the base measure is absolutely continuous. One could resemble the discreteness of P with the discreteness of F n . Note that, since data is always measured to finite accuracy, the true distribution being sampled from is discrete. This makes the discreteness property of P with no practical significant limitation.
Indeed, by imposing the weak topology, the support for the Dirichlet process is quite large. Specifically, the support for the Dirichlet process is the set of all probability measures whose support is contained in the support of the base measure. This means if the support of the base measure is X, then the space of all probability measures is the support of the Dirichlet process. In particular, if we have a normal base measure, then the Dirichlet process can choose any probability measure.
Zarepour and Al-Labadi (2012) derived the following series approximation with monotonically decreasing weights for the Dirichlet process
where Y i and Γ i are as defined in (4), G a/N be the co-cdf of the gamma(a/N, 1) distribution and
. They proved that, as N → ∞, P N converges almost surely to (4) . Note that G (1) and put Throughout the paper, the notation P could refer to either a probability measure or its corresponding cdf where the context determines the appropriate interpretation. That is, P ((−∞, t]) = P (t) for all t ∈ R.
For
i = 1, . . . , N , generate Y i i.i.d. ∼ H. 3. Independent of (Y i ) 1≤i≤N , for i = 1, . . . , N +1, generate E i i.i.d. ∼ exponentialΓ i = E 1 + · · · + E i . 4. For i = 1, . . . , N , compute G −1 a/N (Γ i /Γ N +1 ) .
Cramér-von Mises Distance
A well-known and widely used distance between two distributions is the Cramér-von Mises Distance. For cdf's F and G this is defined as
The next lemma demonstrates that, as sample sizes get large, the Cramér- ∼ G, with F and G being continuous cdf 's. Let P ∼ DP (a 1 , H 1 ),
The next corollary shows that the posterior distribution of d CvM (P x , Q y ) becomes concentrated around 0 as sample sizes increase if and only if H 0 holds.
The proof follows straightforwardly from Lemma 1.
∼ G, with F and G being continuous cdf 's. Let P ∼ DP (a 1 , H 1 ) and Q ∼ DP (a 2 , H 2 ). As
The following result allows the use of the approximation (5) when considering the prior and posterior distributions of the Cramér-von Mises distance.
Lemma 3 Let P ∼ DP (a 1 , H 1 ) and Q ∼ DP (a 2 , H 2 ). Let P N1 and Q N2
be two approximations of P and Q, respectively, as defined in (5). Then, as
The next lemma demonstrates that the distribution of the distance between two Dirichlet processes is independent from the base measures. This result will play a key role in the proposed approach. 
The Approach
∼ G be independent samples with F and G being unknown continuous cdf's. The goal to test the null hypothesis H 0 : F = G. To this end, we use the priors P ∼ DP (a 1 , H 1 ) and Q ∼ DP (a 2 , H 2 ) so, by (3), P |x ∼ DP (a 1 + n 1 , H x ) and Q|y ∼ DP (a 1 +
. Thus, it looks clear that if H 0 is true, then the posterior distribution of the distance between P and Q should be more concentrated about 0 than the prior distribution of the distance between P and Q. For example, in The success of the approach depends significantly on a suitable selection of the parameters of DP (a 1 , H 1 ) and DP (a 2 , H 2 ). As illustrated below, inappropriate values of the parameters can lead to a failure in computing d CvM .
We discuss first setting values of H 1 and H 2 . By Lemma 4, the distribution of
is independent from the choice of the base measures when
where both need to be continuous. Thus, we suggest to set Prior-data conflict means that there is a tiny overlap between the effective support regions of DP (a 1 , H 1 ) and DP (a 2 , H 2 ). In this context, the existence of prior-data conflict can yield to a failure in computing the distribution of d CvM (P, Q) about 0. To avoid prior-data conflict, it is necessary that H 1 and H 2 share the same effective support (note that, P and Q have the same support as H 1 and H 2 , respectively), which can certainly be secured by setting
The effect of prior-data conflict is demonstrated in Section 7, Table 2 .
The selection of a 1 and a 2 is also important. It is possible to consider several values of a 1 and a 2 . In general, the values of a 1 and a 2 depends in n 1 and n 2 , Algorithm B is further explored in Table 1 and a Q from DP (a 2 = 1, N (0, 1)).
Compute d CvM (P, Q).
3. Repeat steps (1)- (2) to obtain a sample of r 1 values from the prior of D.
4. Use Algorithm A to (approximately) generate a P x from DP (1 + n 1 , H x ) and Q x from DP (1 + n 2 , H y ).
Compute
6. Repeat steps (4)- (5) 
the ratio of the estimates of the posterior and prior contents of
It follows that, we estimate 
Estimate the strength DP
For fixed M, as r 1 → ∞, r 2 → ∞, thend i/M converges almost surely to d i/M and (6) and (7) converge almost surely to
9. As detailed in Algorithm B, repeat steps (1)- (8) for larger values of a 1 and
The following proposition establishes the consistency of the approach to the two-sample problem as sample size increases. So the procedure performs correctly as sample size increases when H 0 is true. The proof follows immediately from Evans (2015), Section 4.7.1.
a.s.
→ 1,
→ 0.
Examples
In this section, the approach is illustrated through three examples. In Examples 1 and 2, the methodology is assessed using simulated samples from a variety of distributions and in Example 3 an application to a real data set is presented.
The following notation is used for the distributions in the tables, namely, Since the obtained results are similar in these tests, we reported only the results of the new approach.
Example 1. Consider samples generated from the distributions in Table 1 We point out that the standard Cramér-von Mises test failed to recognize the difference in Case 6 (i.e., x ∼ N (0, 1) and y ∼ t 0.5 ). Notice that, in all cases, the appropriate conclusion is attained with a 1 = a 2 = 1. The other values of a 1 and a 2 considered in Table 1 support the reached conclusions. Figure 1 provides plots of the density of the prior distance and the posterior distance for some cases in Example 1. It follows, for instance, from Figure 1 that the posterior density of the distance is more concentrated about 0 than the prior density of the distance when the two distributions are equal but not to the same degree otherwise.
It is also interesting to consider the effect of prior-data conflict on the methodology. As discussed in Section 5, prior-data conflict will occur whenever there is only a tiny overlap between H 1 and H 2 . Table 2 gives the outcomes Figure 1 : Plots of prior density versus posterior density of distance for some cases in Table 1 .
priors DP (a 1 , H 1 ) and DP (a 1 , H 1 ). Table 2 . It follows that the correct conclusion is only obtained when
Example 2. In this example, we explore the performance of the proposed test as sample sizes increase. We consider samples from the distributions x ∼ N (0, 1), y ∼ N (0, 1) (Case 1) and x ∼ N (0, 1), y ∼ N (1, 1) (Case 2). The results are summarized in Table 3 . It follows that the null hypothesis is not rejected in Table 2 are considered.
growth rate of chickens. The first hypotheses of interest is to test whether the distributions of weight of chicks fed by soybean and linseed supplements differ.
In the second hypothesis, we examine whether the distributions of weight of chick for sunflower and linseed groups differ. The values recorded in Table 4 do not support the evidence that the distributions of the weight of chicks fed by soybean and linseed supplements differ.
On the other hand, they underline that the sunflower and linseed groups differ. Table 4 : Relative belief ratios and strengths for testing equality of the distributions of chick weights for the soybean and linseed groups and the sunflower and linseed groups of the chickwts data using various choices of a 1 and a 2 in Example 3.
Concluding Remarks
A Bayesian approach for the two-sample problem based on the use of the Dirichlet process and relative belief has been developed. Implementing the approach is fairly simple and does not require obtaining a closed form of the relative belief ratio. Through several examples, it has been shown that the approach performs extremely well. While Cramér-von Mises distance has been used in this paper, other distance measures such as Anderson-Darling distance and the KullbackLeibler distance are possible. It is also possible to extend the approach to cover the case of censored data.
