In the last few years, Software Defined Networks (SDN) and Network Functions Virtualization (NFV) have been introduced in the telecommunications networks as a new way to design, deploy and manage networking services. Working together, they are able to consolidate and deliver the networking components using standard IT virtualization technologies making, in such a way, Telco infrastructures more flexible and adaptive with respect to the needs of both end users and service providers.
INTRODUCTION
The innovative paradigms of Software Defined Networks (SDN) [1] [2] and Network Functions Virtualization (NFV) [3] [4] [5] have recently redefined the vision of the communications networking, providing network managers with a complete and programmatic
In this context, authors proposed the NetFATE (Network Function At the Edge) architecture [25] , whose elements are characterized by fast and simplified deployment with the aim of reducing management costs. Starting from the idea of a fully configurable network, from both the networking and the services points of view, the target of this paper is to propose the idea of a cloud architecture for live streaming broadcasting services with the aim of enabling small/medium and unusual content providers to share events with a restricted number of interested users without the need of adopting a dedicated and expensive data delivery infrastructure and/or subscribing expensive contracts with carriers.
The main goal of this paper is to illustrate a preliminary prototype and the related testbed of the proposed architecture; the whole platform has been realized by using free and open source software and C and Java routines made by ourselves.
More in detail, Section 2 will give a brief description of the proposed architecture; in Section 3 we describe the prototype and how CDN elements have been realized; Section 4 presents the prototype testbed; finally, in Section 5 conclusions and future works will be illustrated.
REFERENCE ARCHITECTURE
The proposed SDN/NFV live streaming platform is characterized by six kinds of elements: 1) Client: it is the end-user of the system. He connects to the TLC network and requires the service to access multimedia content made available by providers exploiting the platform; client will be able to perform some actions such as select provider, select content, play or record live contents and view recorded content. The Telco operator provides them a client software (i.e. Mobile APP, Web Portal and similar) thanks to which it is possible to perform the abovementioned actions. Based on the number of users connected and requiring content, the Telco operator, by using a softwarized approach, can set up and manage the number of nodes and resources involved in the service, in order to drastically reduce the costs of service, making it available to a great number of end-users and small content providers.
2) Content Provider: in such a category we do not include great providers, but small/medium or unusual ones such as universities, conference and workshop organizing committee, small municipalities, sports club, training institutions and so on willing to share events with a restricted number of interested users and, for this reason, not having the economic and/or technical capability to adopt a dedicated data delivery infrastructure.
3) Orchestrator: it runs on a dedicated server and communicates with all the platform nodes through the Telco operator IP network. Its goal is to allocate, migrate and terminate VMs that execute network/application services, and controlling the traffic paths according to the run-time evolution of the network. More specifically, it is in charge of managing and orchestrating the whole platform, the service chains and the traffic paths according to the amount of traffic crossing the network, the requirements of the Telco operator and the Service Level Agreement (SLA) with the customers. It mainly provides three functionalities: a. Software Defined Network Controller: it is the core application of a softwarized network, acting as a sort of operating system for the network that sends rules to the nodes about port forwarding, and chooses optimal paths for application data delivery; consumption, end-to-end delay between source and destination of a data flow, number of hops of the path, overall number of virtual machines active at the same time, quality of service, customers service level agreement, etc. 4) Content Delivery Tree: it is the structure, made up of the network nodes, the physical and virtual devices, which is responsible of receiving media streams from content providers and routing them in the best way to end users of the service; with the statement 'in the best way' we mean according to a decisional scheme, implemented by the network orchestrator, that could be identified with different criteria: a. Consolidation, i.e. the minimization of the number of nodes and resources involved in the forwarding procedure of the media streams from the source to the destination; b. QoS, i.e. the end-to-end performance perceived by the end-users willing to enjoy the required content, and strictly depending on the number of intermediate nodes, the number of virtual functions each node must process at the same time, etc.
5) TELCO Provider Edge (PE) Node:
it is the edge node of the carrier, and is equipped with two or more network interfaces in order to guarantee Internet connectivity and provide connection to the client devices. In the proposed architecture, the PE nodes are equipped with virtualization functionalities, in order to create, destroy and migrate virtual machines implementing a set of available network/application functions, and OpenFlow capabilities to provide a switching stack for the hardware virtualization environment.
6) Storage Sub-System (SS):
it is the framework component involved in the storage of multimedia content; in this paper we consider the case in which users require the recording of an event, in such a way the SS will be only involved when there is at least a recording request by one of the platform users.
DESCRIPTION OF THE PROTOTYPE
In this section we present a free and open source prototype of a simplified version of the proposed platform, describing hardware and software elements employed to realize our testbed. Although in an embryonic stage, it can be considered as the foundations of a more complex middleware.
In the following, we will introduce each element of the prototype.
Orchestration Node
This component is the core element of the entire platform. It is logically constituted by the following elements: Front-end and Back-end.
The Front-end element is an http server written in Java, aiming at handling the RESTful requests from clients. Application data are stored in a relational database containing the following information:
• Users and, for each user, the set of recorded contents, and the list of future streaming events to be played out or recorded; • Content Providers;
• Video Content and their scheduling.
Once a client wants to enjoy the service, by means of the developed user app he establishes a connection to the server. As a first action, the Front-end verifies the user identity. The user will be so advised about the various content providers, and the related contents broadcasted by them. The user could furthermore choose to access his own contents previously registered. In this case the Front-end will access the Table of Recordings database, in order to retrieve the requested content and forward it to the most suitable Edge Streamer.
The Front-end also interacts with the Back-end server that manages the transmission tree.
The Back-end Server has the following three main functions:
1. It is responsible for the communication between the Frontend Server and the Content Delivery tree and for the configuration of this latter; so it is called every time the Front-end:
• receives a connection request from a client or a content provider; • a client requires a new live content and a path between source and destination has to be created; • a content provider begins the transmission of a new live event. 2. It checks the state of the network, the usage of a link between two nodes, the RAM/CPU usage of computation nodes and/or virtual machines running network or application functionalities, with the scope of choosing the physical and virtual resource that will serve a specific request or selecting the most efficient end-to-end path between source and destination. 3. It communicates with the virtualization manager in order to create/destroy/migrate and configure virtual machines running networking and application services. In our prototype, the Back-end server is realized in C language, runs inside a server or a virtual machine, and is connected to all nodes of the content delivery.
Content Delivery Tree
The delivery tree is composed by three elements: 1) Acquirer: it is the access node of the platform for the Content Providers and it represents the root of the content delivery tree; its main tasks are: recognizing the media streams; notifying the Back-end about the upcoming transmissions; receiving transmission instructions (in the form of a list of IP addresses where the media stream have to be forwarded). This node is dynamically instantiated by the Back-end in the Telco Provider Edge node, in order to be as much close as possible to the Content Provider;
2) Forwarders/Core Network Nodes: they are the network nodes between the acquirer and the edge streamers, i.e. the TELCO network nodes serving end users. Analogously to the Acquirer, they receive information from the Back-end about next hops (where the media stream has to be forwarded).
3) Edge Streamers: they are the edge nodes of the network, and serve the end users of the platform. Like the other deliverytree elements, they receive instructions from the Back-end. Edge Streamers may expose additional functionalities to the end users, such as transcoding of high quality video to a lower quality video format to fit both end users and networks requirements.
TELCO Provider Edge Node
PE nodes have been realized through general-purpose computers, equipped with two network interfaces, one providing connectivity to client devices belonging to the local area network, the other connected to the TELCO IP core network. The PE architecture is shown in Figure 2 .
The host OS is CentOS release 6.4, directly installed on the bare metal, whereas we have chosen Xen Hypervisor as virtual machines hypervisor, that is the middleware software enabling both virtual system management and hardware resource sharing with the aim of executing multiple computer operating systems on the same hardware concurrently. Xen Hypervisor is a free and open-source software, developed by the University of Cambridge Computer Laboratory, available for x86-64, IA-32 and ARM architectures, supporting a form of virtualization known as paravirtualization. Thanks to the para-virtualization paradigm, it is possible to obtain a faster execution of the VMs as compared with the traditional approaches. More in detail, Xen Hypervisor permits the virtual machines to share directly the x86-64 hardware without the need to preventively specify the resources to be allocated for the virtualized hardware. Under this perspective, the host OS only acts as a console to operate with the virtualization manager, enabling commands as create, destroy and migrate.
Finally, OpenvSwitch has been installed on the host OS in order to create and configure SDN-compliant virtual switches. Once created, it is possible to connect both real and virtual network interfaces to the virtual switches, and enable the remote control of them by setting up a software-defined controller.
Clients
Despite the platform is able to provide its functionalities to different kinds of clients, such as web based or mobile clients, in our testbed we developed a mobile Android client app (refer to Figure 3 ) with the purpose of testing the platform functionalities.
The mobile app has been developed ensuring frontward compatibility with Android 4.4. It allows users to play live video contents transmitted by content providers, where video transmission is based on RTP protocol.
Figure 2 -Architecture of a Provider Edge Node
Users could access to the contents scheduling of each content provider, so that they could choose to enjoy the streaming of an event. If an event is not still started, the user can subscribe the intent to watch it. The app will send a notification to the user a few minutes before the content streaming event starting time as a reminder. Furthermore, users are able to record a live event even if it is already started.
This feature enables new scenarios if these actions are collected. In fact it is possible to define a set of metrics and, according with these, the orchestrator can plan the allocation of the relative resources.
The app is composed by three sections:
• Discover, showing the contents providers list and, for each one, the scheduled events.
• MyShare, which shows contents previously recorded, giving the possibility to access and play out them on demand.
• Calendar, a calendar section containing events watched in the past. In addition, it allows the reservation and the notification service related to future scheduled events. 
Content Providers
In order to allow Content Providers to expose their own contents, a web application has been released. The main functionalities of this application are:
• Provide a schedule for the future events to be broadcasted with a relative description; • Streaming a content (either live or registered) to a destination Acquirer node, according to the rules set by the back end process, towards the couple IP addressport number advertised by the front-end process and dedicated to each streaming flow). When the Content Provider accesses the service through his dedicated web app, the Front-end has to access his database, in particular the table regarding the Content Provider and Scheduled contents, in order to synchronize the information among all the database.
TESTBED DESCRIPTION AND CASE STUDY
In this section we describe a testbed to evaluate the effectiveness of the proposed architecture. We considered a simple proof-of-concept (PoC) representing a subset of the network topology presented in Figure 4 composed by:
• two smartphones with Android OS 4.4, where the client application has been installed; • one x86 PC, equipped with a webcam and the CP web application, acting as content provider; • two provider edge nodes, realized by using x86 generalpurpose hardware, equipped with two network interfaces: the first acting as network access point to provide connectivity to the smartphones; the second one employed to connect the provider edge node to the TELCO core network; PE nodes run Xen Hypervisor as virtualization environment for the virtual machines implementing Acquirer and Edge Streamer functionalities, and OpenvSwitch coupled with POX SDN controller to provide virtual network functions; • one remote server acting as application server, i.e. the above mentioned front-end server; • one remote server running the back end server, the NFV manager (a C client-server application communicating with Xen Hypervisor) and the POX controller to configure the OpenvSwitch of the PE nodes; • one workstation virtualizing the other network nodes.
The network topology employed during our testbed consists of five PE nodes, providing network access and connectivity to the client devices, both content providers and end-user devices, and two core nodes acting as routers.
Two content providers have been connected to the platform in order to test the live streaming functionalities.
When a client accesses the network by means of the User App his data traffic is re-routed towards the Front-end server in order to perform the authentication and authorization procedure; once the procedure terminates, end user is able to view the list of content providers and the related schedule in order to select the required content and the action to perform (refer to Figure 5 ). Let us suppose he chooses the live view option. If this is the case, the Front-end server communicates the user's selection to the Backend server that executes the procedure, as shown in Figure 6 to establish the connection between the content acquirer node and the edge streamer node. More in detail, the Back-end server receives from the Application Server the client ID, the required content, in the following referred to as content X, and the PE ID, that is the identification code of the PE access node where the client is connected to the network. According to the above information, the Back-end server checks if a streamer is running on the PE access node and, if any, two cases may occur:
• if the Edge Streamer VM is already processing the content X, then the Back-end process assigns the Edge Streamer to the client and communicates its IP address to the Front-end server; • if the running Edge Streamer VM is not processing the content X but it has enough computational and bandwidth resources, the Back-end server assigns the data flow to it and configures the connection between Acquirer and Edge Streamer; then as well as the above mentioned case the Edge Streamer IP address is communicated to the Front end server. Otherwise, if no Edge Streamer is instantiated on the access PE, the Back-end process checks if a suitable ES is running on a neighbor PE node.
Finally, if it is not possible to assign an existing Edge Streamer, then the Back-end process communicates to the Hypervisor in 
CONCLUSION AND FUTURE WORKS
This paper presents the architecture and a first prototype of a Softwarized Live Streaming platform. The software defined networking section has been entirely implemented by using C routines and the multicat [26] tool to forward and duplicate incoming multimedia data streams across the nodes of the core network. The network function virtualization has been realized by using Xen Hypervisor and a proprietary C-based client/server application to create, destroy and manage the virtual machines running the Acquirer and the Edge Streamer functionalities at the edge nodes of the TELCO network.
As a future work we will introduce the storage of on demand contents by using FEC and UnFEC techniques, to enhance the contents retrieval performance perceived by the users, and we will migrate this architecture toward a full SDN network with the goal of substituting the C routines with an OpenFlow-compliant language and a framework such as OpenDaylight [27] or OpenContrail [28] .
