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I I  s'agit ici de la méthode de Fourier qui permet, dans certains 
cas, de résoudre des systémes d'équations linéaires å une infmité 
d'inconnues. 
Voici l'idée essentielle de cette méthode: 
Soit donné un systeme d'équations linéaires å une infinité d'incon­
nues Xfr. 
oo 
(1) C i =  Z  < * i h x h  (« = 1, 2, 3, . . .)• 
h=l 
Pour trouver une solution du systeme (l), on calcule la solution 
(2) x{ n\ x£n\  . . . . . . a/n) 
du systeme réduit correspondant 
n 
(3) ^ ^ ih^h 3, . . . n), V h= 1 
on passe å la limite pour n '^oo et l'on prend pour les valeurs des 
inconnues xh du systéme (1) les limites ah des x^: 
(4) xh  = ah  = lim xyh  .  
П-+00 
On peut se demander quelles sont les conditions d'apres les-
quelles ce procédé nous conduira au but en fournissant une solution 
du systeme (1). 
1. — Pour préciser la question posée, convenons d'entendre sous 
une solution du systeme (1) tout ensemble des valeurs des inconnues 
qui satisfont å ce systeme en rendant absolument convergentes toutes 
les séries qui у figureront. 
Supposons: 
(a) que le systeme réduit (3) ait une solution bien déterminée (2); 
(b) que, pour n-+ oo, les x^ tendent vers des limites finies et bien 
déterminées ah (4); 
3 
(с) et que les a h  substitués dans les séries du systeme (1) rendent 
absolument convergentes toutes ces séries. 
Cela étant, démontrons la proposition suivante: La condition 
n é c e s s a i r e  e t  s ü f f i s a n t e  p o u r  q u e  l e s  a h  c o n s t i t u e n t  
u n e  s o l u t i o n  d u  s y s t e m e  ( 1 )  c o n s i s t e  e n  c e  q u e  s o i t  
(A) 2 «Л .00 h О pour m^>M(i) et n>N(i, m), h = m-1-1 
£  é t a n t  u n e  q u a n t i t é  p o s i t i v e  c h o i s i e  a r b i t r a i r e m e n t  å  
l 'avance, i  un entier positif quelconque, M(i) et N(i, m) 
d e s  e n t i e r s  p o s i t i f s  a s s e z  g r a n d s .  
En effet, désignons 
m 
= У 
(5) 
h = 1 ^ ih 
ah> 
S n)__ 
= £aih 
(n) 
La série 
(6) 
h = 1 
2,' h= 1 ih h 
étant absolument convergente aura une somme bien déterminée S: 
lim sm S 2 tifa cLfa. 
m -¥ со h= 1 
Pour que cette somme soit с
г
-: 
S Cj, 
il faut et il suffit évidemment que Г on ait 
lim lim o l < n )  = е.-
m-+ со n-+co 
OU 
(7) lim 
m-+co n 
étant la limite de о 
(S) 
О) 
ос 
pour ft-*OO 
= lim o^ n\ 
lim (с — a(n)) = 0, 4 1 m '  '  
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Done, d'apres (7) et (8) 
et 
lim (Cl  — sm) = 0, 
m-+oc 
d'ou l'on tirera immédiatement que 
( " • — s m )  <4" pour n > N(i, m) 
et 
I c i  — s m I < у Pour m > М(г), 
£ étant un nombre positif quelconque, N(i, m) et M(i) des nombres 
entiers positifs assez grands, dont le premier N(i, m) dépendra en 
général de m. 
En se servant de 1'inégalité 
-
(K) 
- • < (^-<1-k-««)|<l Ci  Ш° 1 » m d — S» 
on obtiendra done 
Ci — о («) < Ci — s» + T <e-
Or, d'apres (2), (3) et (5) 
et, par suite, 
(я) (У ' = с
г  
п 
1 
(п)_ (и) (»)_ у. («) 
, — о — о — ö = > а.}, X-, , 
т п 
 CLih -, 
т 
ш  
и 
= 1 
Done la condition nécessaire et süffisante (7; s'exprimera bien sous 
la forme suivante: 
!L (и) 
^ «jäxh pour m>• i¥(i) et и >• Л т(г, m). 
h = m -f-1 
On obtiendra évidemment une condition süffisante en exigeant de 
plus que l'on ait 
n j 
2! aih x^ l )! < £ pour m > M{i) et n > N(i), 
h — m-\- 1 I 
N(i)  étant supposé indépendant de т. 
E n  a j  o u t a n t  l a  c o n d i t i o n  ( A )  a u x  c o n d i t i o n s  (a), (b), 
( c ) ,  o n  o b t i e n d r a  d o n e  u n  s y s t e m e  d e  c o n d i t i o n s  n é c e s -
s  a i r e s  e t  s ü f f i s a n t e s ,  p o u r  q u e  l a  m é t h o d e  d e  F o u r i e r  
f o u r n i s s e  u n e  s o l u t i o n  d u  s y s t e m e  ( 1 ) ,  c e t t e  s o l u t i o n  
s a t i s f a i s a n t  å  l a  c o n v e n t i o n  f a i t e  c i  -  d e s  s u s .  
2. — Etant donné un systeme (1) dont on se propose de calculer 
une solution par la méthode de Fourier, on aura done å étudier non 
seulement si les trois conditions (a,) (&,) (c) sont remplies, mais en 
outre si la condition (A) le sera elle aussi. 
„ Or, la condition (A) est d'une nature tout å fait analogue å la 
condition générale de convergence des séries due ä Cauchy. Par suite, 
pour reconnattre si la condition (A) est remplie, on n'aura qu a procé-
der d'une mani ere tout analogue comme dans le cas ou il s'agit de 
la convergence d'une série donnée, en appliquant le plus souvent des 
criteres divers moins généraux, mais plus commodes dans la pratique. 
Tous ces criteres spéciaux auront au fond pour base commune la 
proposition évidente suivante: 
(B) Si les modules des termes de la somme 
П Z X (w) ,. 
2* aili xh ( г  — 2, 3, . . .) h = 1 
restent ,pour inférieurs aux modules des termes correspon-
dants d'une série absolument convergente 
CO 
h = 1 
(n)  
aihxh < vih pour h > H(i), n > Л 7(г),| 
la condition (A) sera remplie, H(i) et N(i) étant des entiers positifs 
quelconques. 
Il en résulte, en particulier, que la condition (A) sera remplie, si 
les séries 
oo 
(C) 2.aihah (« = i> 2, з, . . .) 
h= 1 
sont absolument convergentes et si les modules des tendent vers 
I a h  I en croissant. 
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3. — Dans certains eas, il est commode de se servir du critere 
suivant: 
L a  c o n d i t i o n  ( A )  s e r a  r e m p l i e ,  s i  l ' o n  p e u t  f a i r e  c o r -
r e s p o n d r e  å u n e  q u a n t i t é  p o s i t i v e  p { i )  <  1  d e s  n o m b r e s  
e n t i e r s  p o s i t i f s  H { i )  e t  N ( i )  t  e l s  q u e  
(D) 
ou 
t*h + i 
Vh < p(«) < 1 pour h > R(i) et n > N(i) 
( t —  1 ,  2 ,  3 ,  .  .  . ) ,  
(«) f^h aih • 
En effet, d'apres (D) on aura pour h 0^>H(i) et n>>N(i): 
|^0 + i |<POO I Мл 01, 
|^ 0+2 I <Ai) I Vh Q  I > 
f^h 0-]-1c (О I <% I ' 
e'est-a-dire les modules des termes de la somme 
n , , 
^ , oü A = К + ь, 
h = 1 
resteront pour h 0>>H(i) et n>N(i) inférieurs aux termes correspon-
dants de la série géométrique convergente 
oo J. 2, v (01 f- lii01. fc=l 
Done, la condition (B) et, par suite, la condition (A) elle aussi 
seront bien remplies. 
4. — En particulier, le critere précédent (D) permet de vérifier 
aisément que la condition (A) sera remplie pour tous les systemes 
réduits généralisés auxquels nous avons appliqué la méthode de Fourier 
dans notre travail*) „Sur certains types de systemes d'équations liné­
aires". . . , en ne tenant compte que des conditions (a), (b) et (с). 
Nous у avons montré que, pour ces systemes, les trois conditions 
(a), (b) et (с) sont remplies; done, si de plus on s'assure de ce que la 
*) Acta et Commentationes Universitatis Dorpatensis A. VIII 1, i1925. 
condition (A) le sera elle aussi, on en conclura immédiatement qu'il 
a été, en ef fet, légitime d'y appliquer la méthode de Fourier. 
Nous allons le vérifier maintenant en examinant, de pres les trois 
types dans lesquels rentrent 110s systemes réduits généralisés. 
5. — Les systemes réduits généralisés que l'on trouve dans le 
Chapitre I („Sur certains types . . .") rentrent dans le type suivant: 
ОС 
,г (9) 0=2 \x h  (i = 0, 1, 2, . . .), 
h — l 
Oil pour iy£j et 
(10) h+i > p > 1 pour h^> N, 
N étant un entier positif quelconque. 
Prenons le systeme réduit correspondant sous la forme suivante: 
; n~t l  i  ,х
кХ
(п) (« = 0, 
Par un calcul simple on obtiendra („Sur certains . . p. 16) 
(«) , . h—1 1 — -i и+1 1 
xh\ / i \ l  1 ^-2^3 • • * *h—1 rj WT кк 
^ ;  2 i l Г • 11 Yy W å}i k=2 k=h+l l_J? 
h h 
Done, en désignant 
* i  ixh \  ^  -1  /жл+1\(и) 
=  Ah J e t  Wi + 1 = 4+1 J ' 
on aura 
Ar 
t*h+l I V* * 1 T J 
Vw) ' " 1-A, 
fc-1 1 — — n+l 1 — — 
n K 
л
й+1 
Désignons enfin 
л
к  jv—11 — _ 
 )=п —4-
Al 
*=1 1 
'М-1 
et remarquons que lim P(A) = 1. 
/#-* ос 
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Il est aisé de voir que pour et n>/t — 1 
^4-1 
t*h < U  i p w  
00 1 +Пк 
П —t-
fc=i 1 — -Г 
et que 
lim 
/»-•oo 
= 0 
par suite, étant donné une quantité positive p(i) < 1, on peut assigner 
évidemment un entier positif H(i)^N tel que 
t*h+1 
<_р(г')< 1 
pour quelle que soit la valeur entiere et positive de 
n^>h— 1 eš H(i) .  
Done, d'apres le critere (D), la condition (A) est bien rem­
p l i e  p o u r  t o u s  l e s  s y s t e m e s  ( 9 )  s o u s  l ' h y p o t h e s e  ( 1 0 ) .  
6. — Les systemes réduits généralisés du Chapitre II („Sur cer­
tains types . ..") sont du type suivant: 
(И) 
on 
(12) 
00 
ci Xfo {% О, 1, 2, . . .), 
h = 1  
1° Ci = 0 pour i^lc, c k7^o, Jc étant un entier positif quelcon-
que ou zéro, 
2° 
ч+i >p^4 (Ä = l, 2, 3, ...) 
(voir „Sur certains stype..n° 37). 
Le systeme réduit correspondant s'écrit 
n 
i i  Jn) (i — 
,'= 1 (» = 0, 1, -2, 
h = 1 
П— 1) 
et l'on aura 
» X h 
h+k—l 
(— !) ek 
(« —1) , 
у — 
i+i 
П (i-r) 
т = И  ™  ' т=Л+И 
(n° 30, p. 55), 
ou l'on entend par 
(n -1 )  
у 
Л9 Яо .. . Я k i -i (А
л
, Я£) * *+1 
la fonction symétrique, entiere et homogene, d'ordre 1 des n — 1 quan-
tités: 
1 1  1 1  1  
— ,  — ,  . . .  ,  - — »  • •  •  —  
Z1 z2 z/i—1 zÄ-j-l zti 
et du premier degré par rapport å chacune d'elles, tous les termes de 
ce polynõme ayant le meme coefficient numérique -f- 1-
Done, 
(n—i) l 
h-1  1 -  — 
\ ^ г jj 
f*h ~ U, l + 1J * 1 1  4  аж  x x  А л + 1  (n-l) 
x  
—— ]| I /УИ — l) I • O 1 Як ' •*-
W 1 — 
Г  
n 3 х^2Л3--->-к+1 
m *• 
• —— ш=А-|-2 ——r 
i ^h+i z« 
OU 
h~h 
Il est aisé de voir que 
^h = ^ \x\y (Л—1, 2, 3, . . . n). 
(ЯнДО Å2Å3-"Xfc+1 
ou 
(n — 1) 
2 
(Afc,At) 
2" 
^2^3 • • • Am 
(n—1) j 
< 21 
(А
Й
, A t) A 2  A 3  • • . Am 
< 2 A2 A3 ... Am 
:i 
A2A3 • • . Am 
lim 2 
( n — i )  J  
(А;
г
, A x) 1  • n~+co (Ah,Aj) 
D'apres cela on aura 
a2A3 • • • Am (n
os 33,35). 
(n-l) j 
A0A4... / <
14\A'\1 
ou 
A'  =  
Al A2 . . . А;,_! A;,_(_ 1  ... A„ (pour Ä<m), 
Х,Ъ — . (pour h>m) (n- 35); 
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et, par conséquent, 
I l 4 ' ! <  
Done, 
(«—i) 1 
(å,) 
< ^ |  А '  I  ( n °  3 6 ,  p .  6 9 ) .  
f*h+i 
fh 
/ 1 Vi—i <15 Ы 
1 
cx. 1 + ^ 5 
П V-
»= 1 1- . 
pour li >» к -j- 1 
et 
lim 
II-*-oo 
Pk+1 
f*h 1=0. 
On en conclut immédiatement qu'étant donnée une quantité posi­
tive p(i)<C 1, on peut assigner un nombre [entier positif H(i) tel que 
Vh+l 
Vh <Cp(i) <C 1 pour h >> H(i), 
quelle que soit la valeur entiere et positive de n^>h^>H{i). 
D'apres le critere (D), la condition (A) sera done bien 
remplie pour tous les systemes (11) sous l'hypothese (12). 
7. — Les systemes réduits généralisés du Chapitre IV („Sur cer­
tains types . . .") sont du type suivant: 
(13) 
ou 
(14) 
У i X K'1 yh (« = 1,2,3,...), 
h = i 
I 1° y {= 0 pour i  ^  Jc, 
1 oo > P > 4  (h = 1, 2, 3, . . .) (n° 60). 
La valeur de l'inconnue y[^ du systeme réduit correspondant, ne 
contenant que n équations et autant d'inconnues (n > &), s'exprime par 
(n)  yh  
h+k (и — 1) i 
( ^ ' 7 к * 2 j ).. . ~'?. h 
(h>h) 2 
1 c  1  I  "  К  t l  У  i  
/ / ( £ - .  / / ' - й  
»1=1 * ' т=к-\-1 
(П° 65, р. 115). 
И 
D'apres cela, en désignant ц, = Я' 1  у"\ 
on aura 
Hh+i 
fh 
(n-1) ! 
V 
/J i  ^ A 2^3-- •**+!  
( / t ,  Åi) 
1 («—1) j 
2' 
(А*Л) Я 2Яз ... 
<15  Ä-)-l 
et, par suite, 
lim' 
h-+ со 
i U f e + 1  
— Q fh 
d'ou l'on déduira, tout comme ci-dessus (nos 5 et 6), que la condi­
t i o n  ( A )  s e r a  b i e n  r e m p l i e  p o u r  t o u s  l e s  s y s t e m e s  ( 1 3 )  
s o u s  l ' h y p o  t h e s e  ( 1 4 ) .  
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О ПРИМЕНИМОСТИ МЕТОДА ФУРЬЕ. 
С в о д к а .  
В некоторых случаях решения систем линейных уравнений с 
бесконечным множеством неизвестных получаются при помощи 
известного метода Фурье. 
Этот метод состоит в том. что в соответствии с данной беско­
нечной системой 
оо 
(1) Ci = JT a i hx h  (г = 1, 2, 3, . . .) 
/i=l 
составляется конечная редуцированная система 
п 
(2) с {  = JT a i hx h  (г = 1, 2, . . . п), 
h = 1 
исчисляется решение системы (2): 
Л
п )  Л п )  Л п )  
определяются пределы 
ah = lim ж(?1п), 
м-*-oo \ 
и эти последние принимаются за значения неизвестных в данной 
системе (1): 
xh = ah (*= 1, 2, 3, . . .). 
Спрашивается, при каких условиях метод Фурье действительно 
даёт решения для данной бесконечной системы (1)? 
Для уточнения вопроса условимся понимать под решением 
системы (1) такую совокупность значений неизвестных при кото­
рой все ряды 
со 
2  aih xh ( » = 1 , 2 , 3 , . . . )  
h= 1 
окажутся абсолютно сходящимися. 
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Имея это в виду и предполагая: 
(a) существование решения редуцированной системы (2), 
(b) существование a h  и| 
(c) абсолютную сходимость рядов: 
со 
X Яih а/г 
h= 1 
(г = 1, 2, 3, . . .), 
можно доказать следующее предложение: 
Н е о б х о д и м о е  и  д о с т а т о ч н о е  у с л о в и е ,  ч т о б ы  a h  
с о с т а в л я л и  р е ш е н и е  д а н н о й  б е с к о н е ч н о й  с и с т е м ы  ( 1 ) ,  
с о с т о и т  в  т о м ,  ч т о б ы  б ы л о  
(А) 
У ftj/j X 
h=m-\-1 
(n) 
<1 6 при т >>M(i) и n^>N(i,m), 
г д е  е  о з н а ч а е т  п р о и з в о л ь н о  в ы б р а н н о е  п о л о ж и т е л ь ­
н о е  ч и с л о ,  г  —  л ю б о е  ц е л о е  п о л о ж и т е л ь н о е  ч и с л о ,  а  
M ( i )  и  N ( i ,  т )  —  д о с т а т о ч н о  б о л ь ш и е  ц е л ы е  п о л о ж и т е л ь ­
н ы е  ч и с л а .  
В частных случаях, для удобства практического применения, 
этот общий критерий (А) может быть заменён различными специаль­
ными критериями. 
Так, например, в некоторых случаях можно пользоваться спе­
циальным критерием: 
У с л о в и е  ( А )  в ы п о л н е н о ,  е с л и  д л я  п о л о ж и т е л ь н о й  
в е л и ч и н ы  p { i )  < 1 1  м о ж н о  у к а з а т ь  т а к и е  с о о т в е т с т в у ю ­
щ и е  ц е л  н е п о л о ж и т е л ь н ы е  ч и с л а  Н ( г )  и  N ( i ) ,  ч т о б ы  б ы л о  
t*h+1 
ни 
< P(i) < 1 при h > Щ) и п > N{i) (i = 1, 2, 3, . . .), 
где 
(и) 
aih xh • 
При помощи этого специального критерия проверяется, что 
условие (А) в частности выполнено для всех тех обобщённых реду­
цированных систем, к которым автор применял метод Фурье в своей 
работе: „Sur certains types de systemes d'équations linéaires å une 
infinité d'inconnues. Sur l'interpolation" (Acta et Comment. Universi-
tatis Dorpatensis A Villi, 1925), и этим подтверждается правиль­
ность полученных там результатов. 
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