We estimate the truncated double trigonometric series N n=0 M m=0 a mn e 2πı(mx+ny) , a mn ∈ C, in Lebesgue spaces with mixed norms in terms of the p th − q th power finite double sums of its coefficients. We obtain these estimates for all possible values of the exponents involved then we provide examples of matrices in C M ×N that maximize some of them up to a constant independent of M and N.
The problem
The function S M,N is smooth and 1-periodic in each variable. If the complex entries a mn in (1) T M,N l p,q →L r,s = sup
respectively. We are interested in estimating S M,N in the mixed L r,s norm in terms of the l p,q norm of its coefficients matrix A. That is, we would like to prove estimates of the form
Since the linear space l p,q is finite dimensional then we guarantee not only the boundedness of T M,N but also the existence of a maximizing matrix A p,q,r,s ∈ C M ×N for which
Foschi [3] studied this kind of boundedness for the one dimensional trigonometric sum N −1 n=0 a n e ınx . In [8] , Vukolova and Dyachenko considered the sums of double trigonometric series in sines and cosines with multiply monotonous coefficients (see [9] by the same authors) and proved some estimates of these sums in L p spaces with a mixed norm.
If we take absolute values of both sides of (1) then apply the triangle inequality we easily get the estimate
The
Hence we have
To this end we can obtain the estimates (2) on Q without further looking at the properties of the operator T M,N . First observe that, by Hölder's inequality, we have
for any function f ∈ L r,s . It also follows from Hölder's inequality that
for any A ∈ C M ×N . Using (5) we deduce from the estimate (3) that S M,N L r,s ≤ A l 1,1 , 1 ≤ r, s ≤ ∞, which tells us that all L r,s norms of S M,N are controlled by the sum N n=1 M m=1 |a mn |. Of course we could furthermore apply (6) to the latter estimate and get that
But we will momentarily find stronger estimates everywhere in Q − {(1, 1, 0, 0)}. For instance, if we apply (5) to the equality (4) we obtain the estimate
and since, by (6) 
for all points (
) on the line segment joining the two points (
and (1, 1, 0, 0) in Q given by 1 2
Applying (5) to the estimate (9) we get
Moreover, using the first part of (6), it follows from (10) that
While applying the second part of (6) to (10) we obtain
Observe here that (8) follows either from (11) with q = 2 after reapplying (6) to the norm A l p,2 or from (12) with p = 2 after reapplying (6) to the norm A l 2,q .
Interestingly, if we reverse the order in which we apply the consequences of Hölder's inequality, (5) and (6), to the estimate (9) we recover the estimate (2) for another range of the exponents p, q, r, s. Indeed, applying (6) first to the estimate (9) yields
Moreover, if we carefully use the inequalities (5) in (13) we are led to the estimates
Again, using (5), the estimate (8) results from (14) with r = 2 and from (15) with s = 2. The estimate (14) coincides with (11) only in the region 1/q + 1/r = 1 and coincides with (12) only in the region 1/p + 1/r = 1. Similarly, the estimate (15) coincides with (11) and (12) exclusively in the regions 1/q + 1/s = 1 and 1/p + 1/s = 1, respectively.
The relation between the exponents p, q, r, s for which the estimates (11), (12), (14) and (15) hold can be demonstrated by the following respective four sets of figures.
One way to summarize the estimates obtained above is the following theorem.
, 1] be the continuous surjection defined by
Next, we try to find maximizers A p,q,r,s ∈ C M ×N for the estimate (16).
Search for the maximizers
We begin with discussing a potential maximizer for the estimate (8). We anticipate, for this purpose, the estimate (19) in Lemma 4 which is an implication of Lemma 2 below when g is a constant function. Lemma 2 is due to Van der Corput. It provides an approximation for exponential sums with certain phases by oscillatory integrals.
Lemma 2. ( [7], Lemma 4.10). Let f be a smooth function such that
be a real positive function with a continuous derivative and |g 
Exploiting the assertion of Corollary 3 we get to prove the following lemma.
Lemma 4. Let M >> 1 and let x ∈ [η, 1 − η] for some fixed 0 < η < 1. Then
so that Following the steps (i) -(iv) we see that
(20)
Now, we have
Similarly, one can verify that for η ≤ x ≤ 1 − η,
The identity (20) together with the estimates (21) -(23) yield (18).
For (x, y) ∈ [η, 1 − η] 2 , we can use (19) to estimate the exponential sums in (24) and obtain |T M,N B (x, y)| M
Estimate (25) stands behind our intuition that the matrix B is a candidate maximizer for (8) . Let C ∈ C M ×N be a column matrix of ones so that c jk = 1 for some fixed 1 ≤ k ≤ N, c jk = 0,k = k. Then
Since sin (1)
Applying this inequality to (26), taking into account that e πı ((M −1) x+2(k−1) y) is a unit vector in C, we get
Turning to the L r,s norm, the latter estimate implies
We deduce from (27) that, up to the constant sin (1)/π 1 r , the vector C maximizes both estimates (11) and (14) in their region of coincidence 1/q + 1/r = 1. Analogously, if R ∈ C M ×N is a row matrix of ones then R l p,q = N 1 q and we have
From (28) we see that, up to the constant sin (1)/π 1 s , the row matrix R maximizes both estimates (12) and (15) in the region 1/p + 1/s = 1. Furthermore, if D ∈ C M ×N is a matrix of ones then it is easy to verify in the same spirit that
The inequality (29) shows that the matrix D maximizes the estimate (13) up to the constant sin
s . Notice that we can achieve (27) applying the same argument if the nonzero entries, the ones, in C are replaced by an arbitrary complex constant. The same claim holds for the matrices R and D. Finally, let E ∈ C M ×N be such that e mn = 1 for some 1 ≤ m ≤ M, 1 ≤ n ≤ N and e jk = 0 for j = m, k = n. Obviously E l p,q = 1 and since |T M,N E (x, y)| = 1 then we have T M,N E L r,s = 1 as well for all values of Lebesgue exponents p, q, r, s. So
Observe here that not only does the nonzero entry e mn enjoy an arbitrary position but it can also be taken to be an arbitrary complex constant. We would always have the equality (30). From (30) we realize that the estimate (10) is sharp and that the matrix E is a maximizer for it.
Asymptotic behaviour of
On one hand the inequalities (8), (11), (12), (14) and (15) 
By the localisation principle for oscillatory integrals [5] we have χ(x) e ı νx dx 1 1 + ν 2 , ν ∈ R.
Using this in (31) we get
