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SUMMARY
Ionic liquids (ILs) possess a unique physicochemical 
profile providing a wide range of applications. Their 
almost limitless structural possibilities allow the de-
sign of task-specific ILs. However, their “greenness,” 
specifically their claimed relative nontoxicity has been 
frequently questioned, hindering their REACH regis-
tration processes and, so, their final application. Since 
the most of ionic liquids has yet to be synthesized, 
the development of chemoinformatic tools allowing 
the efficient profiling of the hazardous potential of 
these compounds becomes critical. In this sense, the 
combined use of multiple base classifiers (ensembles 
or multiclassifiers) have proved to overcome the clas-
sification performance limitations associated to the 
use of single classifiers. In the present work we report 
two ensembles models with good predictive capabili-
ties in a validation set of ionic liquids never used in 
the learning process. These models were obtained as 
part of Quantitative Structure Activity Relationship s´ 
studies (QSAR) applied to the characterization of 
neurotoxic profile of ionic liquids based on its inhibi-
tion of the Acetyl cholinesterase enzyme (AChE) as 
neurotoxicity indicator. The results obtained show 
that one can expect that at least 96% of a set of news 
ionic liquids can be correctly classified using theses 
ensembles models. Consequently, these chemoin-
formatics models provides efficient decision making 
tools in the design and development of new “green” 
ionic liquids. 
Key words: Acetylcholinesterase; ionic liquids; 
QSAR; multiclassifiers; diversity measures; Ada-
boostM.1; stacking.
RESUMEN
Los líquidos iónicos poseen un perfil fisicoquímico 
único, el cual los provee de un amplio rango de apli-
caciones. Su variabilidad estructural casi ilimitada 
permite su diseño para tareas específicas. Sin embar-
go, su sustentabilidad, específicamente su seguridad 
desde el punto de vista toxicológico, ha sido frecuen-
temente cuestionada. Este último aspecto limita sig-
nificativamente el cumplimiento de las regulaciones 
establecidas por la Unión Europea para el registro, 
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evaluación, autorización y restricción de compuestos 
químicos (REACH), así como su aplicación final. De-
bido a que la mayoría de los líquidos iónicos no han 
sido sintetizados, se hace evidente la importancia del 
desarrollo de herramientas quimioinformáticas que, 
de forma eficiente, permitan evaluar el potencial toxi-
cológico de estos compuestos. En este sentido, el uso 
combinado de múltiples clasificadores ha demostrado 
superar las limitaciones de desempeño asociadas al 
uso de clasificadores individuales. En el presente tra-
bajo fueron evaluadas varias estrategias alternativas 
de multiclasificadores basados en técnicas de apren-
dizaje automático supervisado, como herramientas 
para la evaluación del perfil neurotóxico de líquidos 
iónicos basado en la inhibición de la enzima acetil-
colinesterasa, como indicador de neurotoxicidad. Se 
obtuvieron dos multiclasificadores con una alta ca-
pacidad predictiva sobre un conjunto de validación 
externa (no utilizado en el proceso de aprendizaje de 
los modelos). De acuerdo a los resultados obtenidos 
el 96% de un conjunto de nuevos líquidos iónicos po-
drá ser correctamente clasificado con la utilización 
de estos multiclasificadores, los cuales constituyen 
herramientas de toma de decisión útiles en el cam-
po del diseño y desarrollo de nuevos líquidos iónicos 
sustentables.
Palabras clave: Acetilcolinesterasa; líquidos ióni-
cos; QSAR; multiclasificadores; medidas de diversi-
dad; AdaboostM.1; Stacking.
RESUM
Els líquids iònics posseeixen un perfil fisicoquímic 
únic, el qual els proveeix d’un ampli rang d’aplicaci-
ons. La seva variabilitat estructural quasi il·limitada 
permet el seu disseny per a tasques específiques. No 
obstant, la seva sostenibilitat, específicament la seva 
seguretat des del punt de vista toxicològic, ha estat fre-
qüentment qüestionat. Aquest darrer limita significa-
tivament el compliment de les regulacions establertes 
per la Unió Europea pel registre, avaluació, autoritza-
ció i restricció de compostos químics (REACH), així 
com la seva aplicació final. Degut a que la majoria dels 
líquids iònics no han estat sintetitzats, es fa evident la 
importància del desenvolupament d’eines  quimioin-
formàtiques que, de manera eficient, permeten avalu-
ar el potencial toxicològica d’aquests compostos. En 
aquest sentit, l’ús combinat de múltiples classificadors 
ha demostrat superar les limitacions d’acompliment 
associades l’ús de classificadors individuals. En el 
present treball van ser avaluades diverses estratègies 
alternatives de multiclassificadors basats en tècniques 
d’aprenentatge automàtic supervisat, com a eines per 
a l’avaluació del perfil neurotòxic de líquids iònics ba-
sat en la inhibició de l’enzim acetilcolinesterasa, com 
a indicador de neurotoxicitat. Es van obtenir 2 multi-
classificadors amb una alta capacitat predictiva sobre 
un conjunt de validació externa (no utilitzat en el pro-
cés d’aprenentatge dels models). D’acord als resultats 
obtinguts el 96% d’un conjunt de nous líquids iònics 
podrà ser correctament classificat amb la utilització 
d’aquests multiclassificadors, els quals constitueixen 
eines de presa de decisió útils en el camp del disseny 
i desenvolupament de nous líquids iònics sostenibles.
Paraules clau: Acetilcolinesterasa; líquids iònics; 
QSAR; multiclassificadors; mesures de diversitat; 
AdaboostM.1; Stacking.
INTRODUCCIÓN
Los líquidos iónicos (LI) constituyen un área de las 
ciencias químicas que actualmente atrae la atención 
entre la comunidad científica. Las investigaciones en 
torno a ese campo están motivadas por las caracterís-
ticas físico-químicas únicas de estos compuestos que 
proveen un amplio rango de aplicaciones1. El núme-
ro de posibles combinaciones de aniones y cationes 
que pudieran componer un LI está por el orden de los 
1018 2. Los LI son denominados “verdes” o sustenta-
bles y la razón por la que son llamados de esta forma 
consiste generalmente en tres argumentos: i) poseen 
una presión de vapor muy baja que proporciona una 
reducción de la exposición por inhalación en el perso-
nal que trabaja con él en comparación con solventes 
moleculares convencionales; ii) baja inflamabilidad, 
que reduce significativamente el riesgo de oxidacio-
nes exotérmicas rápidas y iii) son relativamente no 
tóxicos3-5.
Existen investigadores que están de acuerdo con las 
primeras características pero otros expresan su des-
acuerdo con la última característica y la justificación 
de su discrepancia se encuentra plasmada en varios 
artículos6. Un creciente número de estudios, que ana-
lizan el riesgo de diferentes LI, han sido realizados y 
determinados en diferentes sistemas de pruebas bio-
lógicas7-9.
A partir de estas investigaciones se pudo demos-
trar que los LI son potencialmente peligrosos tanto 
para el hombre como para el medioambiente. Como 
resultado fueron identificados LI con niveles que van 
desde bajo peligro potencial hasta aquellos que son 
potencialmente muy tóxicos. Dentro del sistema de 
ensayos utilizadas en estas investigaciones se en-
cuentra la evaluación de la inhibición de la enzima 
Acetilcolinesterasa (AChE)” realizado a partir de la 
enzima purificada proveniente de la manta eléctri-
ca ”Electrophorus electricus”, apoyados en estudios 
QSAR. Dicha enzima es parte esencial del sistema 
nervioso central de los organismos complejos y por 
tanto puede ser usada como un indicador del poten-
cial neurotóxico de aquellas sustancias capaces de 
inhibirla (10). Los resultados de este estudio permitie-
ron determinar que los LI pueden inhibir la enzima y 
por consecuencia provocar efectos no deseados en los 
organismos afectados. Los resultados de los ensayos 
“in vivo” son un indicador de que la AChE de otros or-
ganismos también puede ser inhibida10. Como resul-
tado de las investigaciones sobre el efecto inhibitorio 
de los LI sobre la AChE ha sido generado un volumen 
de registros donde se describen las características 
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estructurales de los LI ya sintetizados y su actividad 
sobre la AChE. A partir de que la gran mayoría de LI 
aún no han sido sintetizados es necesario desarrollar 
métodos capaces de predecir el peligro potencial de 
LI desconocidos con el objetivo de facilitar el diseño 
de nuevos materiales seguros y reducir la necesidad 
de realizar la síntesis de LI basados en el método de 
prueba y error, lo que permite disminuir los costos y 
el tiempo de su producción.
El uso de herramientas computacionales ha demos-
trado ser un factor fundamental en investigaciones 
realizadas en múltiples especialidades debido a que 
ha sido utilizada como herramienta para realizar si-
mulaciones matemáticas y de otras índoles con el ob-
jetivo de realizar experimentos más certeros y cerca-
nos a la realidad. La computación, como herramienta, 
complementa la realización de estudios que utilizan 
simulaciones o procesamiento de grandes volúmenes 
de datos que de forma manual sería inviable realizar. 
El aprendizaje automático es un área de la inteligencia 
artificial que ha demostrado ser de gran utilidad para 
el procesamiento de grandes volúmenes de informa-
ción en las ciencias biológicas y químicas. En este sen-
tido, se han reportado varios artículos relacionados 
con de herramientas computacionales para la predic-
ción de la toxicidad de los LI11-22. Específicamente, la 
predicción del potencial inhibitorio de los LI sobre la 
enzima AChE, como un problema de clasificación ha 
sido poco explorada. En este sentido los resultados re-
portados se limitan a la utilización de técnicas de cla-
sificación o regresión, con un escaso reporte del uso 
de multiclasificadores. Basados en lo anteriormente 
expuesto proponemos en este trabajo la identificación 
de varios modelos basados en multiclasificadores que 
permitan predecir eficientemente la capacidad inhi-
bitoria de LI sobre la enzima AChE y de esta forma 
poder estimar su potencial neurotóxico.
MATERIALES Y MÉTODOS
Para el desarrollo del trabajo se aplicó un enfoque 
de minería de datos. Se aplicaron las etapas del pro-
ceso de extracción del conocimiento en base de datos, 
con el objetivo de encontrar modelos que permitan la 
identificación de patrones a partir de la información 
actual y con su utilización poder predecir el peligro 
potencial de LI desconocidos.
Recolección y estandarización de los datos
Los datos utilizados fueron obtenidos de la Base de 
datos de efectos biológicos de LI pertenecientes a la 
UFT/Merck10,11,23. Tropsha y colaboradores24 proponen 
una metodología para preprocesar la información rela-
cionada con la estructura de moléculas químicas que 
serán objeto de la realización de estudios QSAR. Esta 
metodología propone eliminar todas aquellas molécu-
las que poseen elementos metálicos u organometálicos, 
de manera que sean descartadas aquellas moléculas 
que contienen elementos que no son manejados por las 
herramientas para el cálculo de descriptores molecu-
lares, así como elementos poco representados que pu-
dieran constituir ruidos en la fase de aprendizaje. Los 
elementos poco representados son determinados con la 
utilización del software JChem for Excel25.
La estructura química de cada molécula, que se en-
cuentra codificada mediante el correspondiente códi-
go SMILES (Simplified Molecular Input Line Entry 
Specification), debe ser estandarizada debido a que, 
en ocasiones, un mismo grupo funcional puede ser 
representado por diferentes patrones estructurales en 
un conjunto de datos dado. Para los estudios QSAR 
esta situación conduce a serios problemas debido a 
que los descriptores moleculares calculados a partir 
de estas representaciones diferentes del mismo grupo 
funcional pueden ser significativamente distintos24.
Para la estandarización estructural de las moléculas 
se utilizó la herramienta ChemAxon´ s Standarizer26. 
Seguidamente se procedió a identificar duplicados 
de una molécula con el objetivo de removerlas. Los 
duplicados pueden afectar la frecuencia observada 
de una molécula y la distribución de los compuestos 
acorde a su similitud estructural. Como consecuencia 
los duplicados deben ser eliminados antes de realizar 
cualquier estudio de modelación. Para la elimina-
ción de duplicados se utilizó el software EdiSDF27. A 
continuación se procedió a realizar el cálculo de los 
descriptores moleculares mediante la utilización de la 
herramienta ISIDA27,28, lo que permitió la obtención 
de un vector numérico que representa la ocurrencia 
de fragmentos presentes en la molécula tal y como 
se describe en29. Finalmente se evaluaron varios cla-
sificadores y multiclasificadores implementados en la 
herramienta de minería de datos Weka30.
Diseño del experimento
El conjunto de datos resultante recoge la informa-
ción de 261 moléculas, donde cada molécula está 
representada por 693 descriptores moleculares. Las 
moléculas se clasifican en dos grupos: 226 LI con una 
capacidad inhibitoria sobre la enzima AChE de me-
diana a muy alta y clasificados como potencialmente 
neurotóxicos y 35 LI con una baja capacidad inhibito-
ria sobre la enzima AChE y clasificados como poten-
cialmente no neurotóxicos o seguros. Para el diseño 
del experimento de clasificación mediante la aplica-
ción de la metodología QSAR, se seleccionó el 75% de 
las instancias de cada clase para ser utilizada como 
conjunto de entrenamiento y se reservó el 25% res-
tante de cada clase para evaluar la capacidad de gene-
ralización de los modelos obtenidos (conjunto de eva-
luación externa). Consecuentemente, el conjunto de 
entrenamiento inicial queda conformado por 169 LI 
clasificados como potencialmente neurotóxicos y 25 
LI clasificados como potencialmente no neurotóxicos 
o seguros. Por su parte el conjunto de evaluación ex-
terna queda conformado por 57 LI clasificados como 
potencialmente neurotóxicos y 10 LI clasificados 
como potencialmente no neurotóxicos o seguros. En 
este caso se empleó la opción Create Subset / Random 
Sampling implementada en el software STATISTICA 
8.031 para realizar un muestreo aleatorio y de esta for-
ma conformar el conjunto de datos de entrenamiento 
y el conjunto de datos de prueba.
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El conjunto de datos a utilizar para el entrenamiento 
posee dos características que hacen necesario un pre-
procesamiento adicional. El conjunto de datos poseen 
una alta dimensionalidad con respecto a la cantidad 
de instancias que posee, lo que propicia problemas de 
sobreajuste en la clasificación y además presenta un 
desbalance entre la cantidad de instancias que confor-
man las clases en las que se clasifican estos compues-
tos, presentado un índice de desbalance (IR) = 6.45, el 
cual puede ser determinado mediante la razón entre 
la ocurrencia de las instancias pertenecientes a la cla-
se mayoritaria (226) y la ocurrencia de las instancias 
pertenecientes a la clase minoritaria35. La realización 
de un entrenamiento con tal conjunto de datos provo-
ca que el criterio de los clasificadores sea parcializado 
a favor de las instancias más representadas32.
Selección de atributos, balance de clases y 
modelación
Los softwares para el cálculo de descriptores mole-
culares generan de cientos a miles de estos descrip-
tores. En muchas ocasiones una gran parte de estos 
descriptores es información redundante y poco útil 
en el proceso de extracción del conocimiento. Por tal 
razón se hace necesario seleccionar aquellos atributos 
que son relevantes para el problema en cuestión y de 
esta forma se evita el riesgo de que los clasificadores 
se vean afectados por el sobreajuste. La selección de 
atributos relevantes, en la actualidad, se realiza me-
diante 3 enfoques: i) algoritmos filtros, ii) algoritmos 
envolventes, iii) algoritmos híbridos. En33 se explican 
las características de los algoritmos que pertenecen a 
estas tres categorías.
Para la selección de aquellos rasgos relevantes para 
la clase se utilizó el software mRMR34, el cual imple-
menta una selección de atributos basada en el criterio 
de máxima dependencia estadística basado en infor-
mación mutua. El software es capaz de encontrar un 
subconjunto de atributos que poseen máxima rele-
vancia con respecto al atributo dependiente (clase) y a 
la vez mínima redundancia entre ellos.
La configuración de los parámetros para alcanzar 
estos resultados se logró especificando el tamaño del 
subconjunto a obtener, el criterio de selección, el va-
lor de corte de discretización (0.0, 0.5, 1.0) y el mé-
todo de selección para la combinación de relevancia 
y redundancia. Los parámetros específicos fueron: 
50 atributos como tamaño del subconjunto, mRMR 
como criterio de selección, 0.0 como valor de corte de 
discretización (sin discretización) y MIQ como méto-
do de combinación de relevancia y redundancia.
Una vez realizada la selección de los atributos rele-
vantes se procede a realizar el balance de las clases 
con el objetivo de modificar la distribución de estas 
y garantizar que los resultados de los clasificadores 
no sean influenciados por el desbalance35. Como re-
sultado, estos problemas han sido identificados como 
desafíos actuales de la minería de datos. Los algorit-
mos de clasificación con frecuencia muestran un alto 
desempeño de clasificación respecto a la clase mayo-
ritaria mientras lo opuesto ocurre en la clase menos 
representada.
Figura 1. Proceso de generación de instancias sintéticas.
En conjuntos de entrenamientos desbalanceados la 
información de interés se encuentra en la clase mi-
noritaria, muchos clasificadores consideran los datos 
poco representados como ruido o rarezas35. En este 
trabajo se utilizó una técnica bien conocida y am-
pliamente usada para balancear las clases llamada 
Synthetic Minority Oversampling Technique (SMO-
TE)36. SMOTE utiliza cada instancia de la clase mino-
ritaria e introduce instancias sintéticas en el segmen-
to que une a una/todas las k instancias más cercanas 
pertenecientes a la clase minoritaria. En la Figura 1, 
Xi representan la instancia seleccionada, Xi1,…,Xi4 son 
los vecinos más cercanos seleccionados y r1,…, r4 las 
instancias sintéticas creadas por una interpolación 
aleatoria. En dependencia de la cantidad de nuevas 
instancias requeridas, los vecinos utilizados que per-
tenecen a los k vecinos más cercanos son selecciona-
dos aleatoriamente. Para la aplicación de este algorit-
mo se utilizó la implementación que está presente en 
la herramienta Weka37. Una vez obtenido el conjunto 
de datos de entrenamiento definitivo se procede a ob-
tener modelos basados en multiclasificadores. Para la 
obtención de los modelos, en una primera etapa, se 
emplearon ocho clasificadores, los cuales se describen 
en la Tabla 1. 
Tabla 1. Clasificadores evaluados en la primera etapa.
Grupo Clasificador ID
Árboles de decisión ExtraTree ET
Red bayesiana NaiveBayes NB
Basado en instancias KStar K
Reglas Jrip J
Análisis discriminante FDLA AD
Regresión logística Logistic L
Red neuronal Multilayer Percep-tron MLP
Máquina de soporte vectorial SMO SMO
A continuación se determinó el clasificador indivi-
dual que mejor desempeño presentó para ser utiliza-
do como mecanismo de comparación en la evaluación 
de los multiclasificadores a utilizar en la experimen-
tación.  Este será utilizado para descartar aquellos 
modelos multiclasificadores que presenten un desem-
peño igual o inferior. En una segunda etapa se hace 
necesario obtener modelos multiclasificadores con 
la utilización de varos esquemas de agregación (Bag-
ging, Boosting, Stacking y Vote), todos inplementados 
en la herramienta Weka. 
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Bagging38 y Boosting39 son algoritmos que garanti-
zan diversidad en su aprendizaje debido a la estrate-
gia utilizada para realizar el entrenamiento. Bagging 
divide el conjunto de entrenamiento en varios sub-
conjuntos, donde la selección de las instancias que 
conforman cada subconjunto de casos se realiza de 
forma aleatoria con reemplazo, de forma tal que una 
instancia puede formar parte en más de un subcon-
junto de entrenamiento. Este método utiliza un cla-
sificador base para entrenarlo con cada subconjunto 
de datos generados y el método de combinación de las 
salidas emitidas es mediante el voto mayoritario. Por 
su parte, Boosting utiliza el mismo principio de crea-
ción de subconjuntos de entrenamiento que Bagging 
y la utilización de un solo clasificador, pero la diferen-
cia radica en que a medida que se realiza el entrena-
miento se garantiza que las instancias mal clasificadas 
en un subconjunto pertenezcan al próximo conjunto 
de entrenamiento a utilizar, de forma que permite al 
clasificador concentrarse en las instancias que son 
difíciles de clasificar. El método de combinación de 
las salidas generadas es mediante el voto mayoritario. 
En este trabajo se utilizó el algoritmo AdaboostM.1 
como multiclasificador Boosting. Stacking40 y Vote41. 
A diferencia de los algoritmos mencionados con ante-
rioridad, este no garantiza la diversidad en su apren-
dizaje, por lo que es responsabilidad del investigador 
garantizarla apoyándose en los criterios reportados en 
la literatura dedicada al tema.
Estos algoritmos, para la emisión de un criterio sobre 
la clase de una instancia, se basan en las salidas emi-
tidas por los clasificadores utilizados en la construc-
ción del modelo. En42 se especifican los mecanismos 
para garantizar ”diversidad” en la combinación de 
clasificadores a utilizar en la construcción de un mul-
ticlasificador, denominados ”medidas de diversidad”. 
En la realización de este trabajo se utilizaron cinco 
medidas de diversidad: i) coeficiente de correlación 
(p), ii) estadístico Q, iii) medida de diferencia (D), iiii) 
medida de doble fallo (DF) y iiiii) razón entre D y DF 
denominado como (R) las cuales son descritas en42,43. 
Para la determinación de estas medidas de diversidad 
en42 se explica el procedimiento a realizar para cal-
cularlas. Primeramente se determinaron las posibles 
combinaciones de clasificadores a utilizar, mediante 
la  aplicación de la combinatoria mostrada en (2). La 
determinación de las combinaciones de clasificadores 
más “diversos” se realizó mediante el cálculo de las 
medidas de diversidad sobre las 248 posibles combi-
naciones de clasificadores a utilizar.
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Esta operación permitió determinar que un total de 32 combinaciones mostraban 
mayor diversidad ante las restantes 216 combinaciones. Las combinaciones diversas se 
organizaron de forma tal que permitiera realizar una experimentación con aquellas 
combinaciones diversas en las cinco medidas calculadas y otra experimentación con aquellas 
combinaciones diversas solo en cuatro de las cinco medidas utilizadas.
Una vez en este punto se procede a continuar la experimentación. El algoritmo 
Stacking utiliza como método de combinación de las salidas de los clasificadores un 
clasificador, llamado “metaclasificador”, que se entrena con un conjunto de instancias que el 
algoritmo genera, donde los componentes de cada instancia es la salida que emite cada 
clasificador individual utilizado en la construcción del modelo y donde el atributo 
dependiente continua siendo la clase original. En este caso se utilizó como metaclasificador el 
clasificador individual que mejor desempeño presentó en la evaluación individual realizada. 
El algoritmo Vote propone cinco métodos de combinación de las salidas de los clasificadores 
individuales, tales como: i) voto mayoritario, ii) promedio de probabilidades, iii) máximo de 
probabilidades, iiii) mínimo de probabilidades y iiiii) mediana de probabilidades. En este 
caso se utilizaron los métodos: voto mayoritario y promedio de probabilidades, métodos 
utilizados en la solución de un trabajo similar43. La experimentación fue realizada sobre cada 
    (Eq.1)
Esta operación permitió determinar que un total de 
32 combinaciones mostraban mayor diversidad ante 
las restantes 216 combinaciones. Las combinaciones 
diversas se organizaron de forma tal que permitiera 
realizar un  experiment ción con aquellas combina-
ciones diversas en las cinco medidas calculadas y otra 
experimentación con aquellas combinaciones diver-
sas solo en cuatro de las cinco medidas utilizadas.
Una vez en este punto se procede a continuar la ex-
perimentación. El algoritmo Stacking utiliza como 
método de combinación de las salidas de los clasifica-
dores un clasificador, llamado “metaclasificador”, que 
se entrena con un conjunto de instancias que el algo-
ritmo genera, donde los componentes de cada instan-
cia es la salida que emite cada clasificador individual 
utilizado en la construcción del modelo y donde el 
atributo dependiente continua siendo la clase original. 
En este caso se utilizó como metaclasificador el clasi-
ficador individual que mejor desempeño presentó en 
la evaluación individual realizada. El algoritmo Vote 
propone cinco métodos de combinación de las salidas 
de los clasificadores individuales, tales como: i) voto 
mayoritario, ii) promedio de probabilidades, iii) máxi-
mo de probabilidades, iiii) mínimo de probabilidades 
y iiiii) mediana de probabilidades. En este caso se uti-
lizaron los métodos: voto mayoritario y promedio de 
probabilidades, métodos utilizados en la solución de 
un trabajo similar43. La experimentación fue realizada 
sobre cada uno de los dos grupos de combinaciones 
de clasificadores determinados anteriormente  como 
diversos. Finalmente fueron evaluados los modelos 
obtenidos e identificados aquellos modelos que supe-
raron el desempeño del mejor clasificador individual. 
Esto demuestra que se obtuvo una mejora en el des-
empeño respecto a los desempeños obtenidos con los 
clasificadores individuales evaluados. Para la evalua-
ción del desempeño de un clasificador se deben tener 
en cuenta la existencia de métricas que permiten eva-
luar cuan bien se comporta un modelo frente a una 
situación desconocida, es decir, permite evaluar la 
capacidad de generalización de esos modelos. Existen 
diversas métricas tales como la exactitud o Accura-
cy (ACC), el estadístico Kappa (KAPPA), la razón de 
verdaderos positivos (TPrate), la razón de verdaderos 
negativos (TNrate), la precisión o Precision, la recupe-
ración o Recall, F y el área bajo la curva (AUC)32, 35, 
44-47. En este trabajo se emplearon métricas que miden 
el desempaño global de los clasificadores tales como 
ACC, AUC y KAPPA.
RESULTADOS Y DISCUSIÓN
Luego de aplicar las indicaciones propuestas por 
Tropsha y colaboradores24 fueron identificadas las 
moléculas que poseían los siguientes elementos poco 
representados en el conjunto de entrenamiento: Sodio 
(Na), Litio (Li), Potasio (K), Hierro (Fe) y Antimonio 
(Sb). Las moléculas que presentaron estos compues-
tos fueron eliminadas del conjunto de datos de forma 
manual, eliminándose así 28 compuestos que podrían 
introducir ruido a la hora del entrenamiento de los 
modelos. A continuación fue utilizado el módulo 
Standarizer del software ChemAxon para realizar la 
estandarización de las moléculas. Mediante el empleo 
del programa EdiSDF se pudo comprobar que no exis-
ten moléculas duplicadas en el conjunto de datos. A 
continuación se utilizó el software ISIDA como he-
rramienta para el cálculo de los descriptores molecu-
lares a partir de los cuales se procedió a realizar la 
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experimentación. Como resultado se obtuvieron un 
total de 693 descriptores moleculares por cada instan-
cia del conjunto de datos. 
Selección de atributos, balance de datos y 
modelación
Dado que el conjunto de datos obtenido para realizar 
el entrenamiento posee 693 atributos y solo 195 ins-
tancias existe la posibilidad de que los clasificadores 
sufran de sobreajuste. Como consecuencia el clasifi-
cador será tan específico que en lugar de “aprender” 
de los casos “memorizará” los mismos y por tanto no 
será capaz de generalizar el patrón identificado para 
nuevos casos. Para llevar a cabo la selección de atri-
butos se utilizó el software mRMR, que permitió la 
obtención de un subconjunto de atributos que son los 
más relevantes respecto al atributo dependiente y que 
poseen la menor redundancia posible entre ellos.
Luego de aplicada la configuración especificada y 
de ejecutado el algoritmo de selección de atributos se 
identificaron 50 atributos que permitieron maximizar 
la diferencia entre la relevancia de los atributos y la 
redundancia entre ellos. 
A continuación se procedió a realizar el balance en-
tre las clases. Para esto se utilizó el algoritmo SMO-
TE, incluido en la herramienta Weka, el cual permitió 
la generación de 143 instancias artificiales pertene-
cientes a la clase minoritaria del conjunto de datos 
de entrenamiento. Consecuentemente, el conjunto 
de entrenamiento final queda conformado por 169 LI 
clasificados como potencialmente neurotóxicos y 168 
LI clasificados como potencialmente no neurotóxicos 
o seguros (25 LI potencialmente neurotóxicos + 143 
instancias artificiales generadas con SMOTE).
Una vez que se logra balancear los datos en el con-
junto de entrenamiento se está en condiciones de 
proceder con la obtención de los modelos de clasifica-
ción. Como se explicó con anterioridad se realizó una 
evaluación con ocho clasificadores individuales (Ver 
Tabla 1). En la Tabla 2 se muestra el desempeño alcan-
zado por cada clasificador individual en los conjuntos 
de entrenamiento y de evaluación externa. Como se 
puede apreciar el clasificador ExtraTree (ET) fue el de 
mejor desempeño y por lo tanto será utilizado para la 
evaluación de los modelos multiclasificadores deter-
minados en el proceso que sigue a continuación.
Tabla 2. Desempeño de los clasificadores individuales.
Clasificador ACC AUC KappaEntren. Eval. Entren. Eval. Entren. Eval.
ET 0.98 0.95 0.99 0.92 0.97 0.77
NB 0.83 0.92 0.93 0.92 0.66 0.71
K 0.98 0.95 0.99 0.91 0.97 0.79
J 0.97 0.93 0.98 0.82 0.95 0.71
AD 0.94 0.92 0.97 0.93 0.88 0.71
L 0.96 0.90 0.99 0.92 0.92 0.64
MLP 0.96 0.93 0.98 0.95 0.92 0.76
SMO 0.94 0.92 0.94 0.90 0.89 0.71
Se prosiguió con la evaluación de los multiclasifica-
dores Bagging y Boosting cuyos resultados pueden ser 
consultados en las Tablas 3 y 4. Luego de un análisis 
realizado se determinó un modelo Boosting basado 
en la red neuronal MultiLayerPerceptron (MLP) que 
supera al mejor clasificador individual evaluado y por 
lo tanto útil para la solución requerida. Seguidamen-
te los multiclasificadores Stacking y Vote fueron eva-
luados, tal como se especificó con anterioridad. Estos 
multiclasificadores a diferencia de los anteriores no 
garantizan la diversidad en su aprendizaje por lo que 
es necesario que se garantice la diversidad en la com-
binación de clasificadores base que son utilizados en 
la obtención de los modelos multiclasificadores.
Tabla 3. Desempeño de los modelos Bagging.
Clasificador
ACC AUC Kappa
Entren. Eval. Entren. Eval. Entren. Eval.
ET 0.98 0.95 0.99 0.91 0.97 0.94
NB 0.85 0.92 0.96 0.96 0.71 0.95
K 0.97 0.95 0.99 0.96 0.95 0.96
J 0.97 0.92 0.99 0.97 0.95 0.96
AD 0.94 0.92 0.97 0.94 0.88 0.94
L 0.95 0.89 0.99 0.93 0.91 0.93
MLP 0.96 0.93 0.99 0.98 0.93 0.98
SMO 0.95 0.92 0.97 0.95 0.91 0.94
Tabla 4. Desempeño de los modelos Boosting.
Clasificador ACC AUC KappaEntren. Eval. Entren. Eval. Entren. Eval.
ET 0.98 0.95 0.99 0.97 0.97 0.98
NB 0.89 0.95 0.97 0.98 0.79 0.98
K 0.98 0.95 0.99 0.97 0.97 0.97
J 0.98 0.95 0.99 0.98 0.97 0.98
AD 0.95 0.90 0.99 0.95 0.90 0.96
L 0.97 0.90 0.99 0.95 0.94 0.96
MLP 0.98 0.96 0.99 0.99 0.97 0.98
SMO 0.96 0.90 0.99 0.96 0.92 0.96
Se procedió  a determinar las combinaciones posi-
bles a obtener con los ocho clasificadores lo cual arro-
jó 248 combinaciones posibles a evaluar. Las medidas 
de diversidad fueron calculadas y con esta informa-
ción pudo ser determinado que 31 combinaciones 
de clasificadores eran las más diversas y por tanto 
las indicadas para realizar la experimentación. Estas 
combinaciones de clasificadores se agruparon en dos 
grupos, i) 20 combinaciones de clasificadores diver-
sas en todas las medidas de diversidad calculadas y 
ii) 11  combinaciones diversas en cuatro de las cinco 
medidas de diversidad utilizadas. Información sobre 
los grupos conformados de combinaciones diversas 
a utilizar en la evaluación de los multiclasificadores 
puede ser consultada en las Tablas 5 y 6. 
Tabla 5. Combinaciones más diversas en las cinco  
medidas de diversidad.
R p D Q DF Subconjunto de Clasificadores
2.00 0.47 0.06 0.94 0.03 J-MLP
2.00 0.49 0.06 0.95 0.03 ET-SMO
2.00 0.49 0.06 0.95 0.03 AD-K
2.00 0.49 0.06 0.95 0.03 ET-AD
2.00 0.49 0.06 0.95 0.03 ET-NB
2.50 0.41 0.07 0.91 0.03 J-SMO
2.50 0.41 0.07 0.91 0.03 AD-J
2.50 0.41 0.07 0.91 0.03 J-NB
2.00 0.49 0.06 0.95 0.03 K-NB
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2.00 0.49 0.06 0.95 0.03 K-SMO
1.61 0.59 0.05 0.95 0.03 ET-J-SMO
1.61 0.59 0.05 0.95 0.03 ET-J-NB
1.61 0.59 0.05 0.95 0.03 ET-AD-J
1.61 0.59 0.05 0.95 0.03 AD-J-K
1.61 0.59 0.05 0.95 0.03 J-K-SMO
1.61 0.59 0.05 0.95 0.03 J-K-NB
1.64 0.57 0.05 0.95 0.04 ET-AD-J-NB
1.64 0.57 0.05 0.95 0.04 AD-J-K-NB
1.64 0.57 0.05 0.95 0.04 ET-J-NB-SMO
1.64 0.57 0.05 0.95 0.04 J-K-NB-SMO
Tabla 6. Combinaciones más diversas en cuatro de las 
cinco medidas de diversidad.
R p D Q DF Subconjunto de Cla-sificadores
1.83 0.53 0.06 0.94 0.04 J-NB-SMO
1.83 0.53 0.06 0.94 0.04 AD-J-NB
1.53 0.57 0.06 0.95 0.04 J-L-NB
1.58 0.59 0.05 0.95 0.04 AD-J-MLP
1.67 0.61 0.05 0.94 0.04 AD-J-SMO
1.58 0.59 0.05 0.95 0.04 J-MLP-SMO
1.58 0.59 0.05 0.95 0.04 J-MLP-NB
1.56 0.61 0.05 0.95 0.04 ET-AD-J-SMO
1.56 0.61 0.05 0.95 0.04 AD-J-K-SMO
1.48 0.61 0.05 0.96 0.04 AD-J-K-NB-SMO
1.48 0.61 0.05 0.96 0.04 ET-AD-J-NB-SMO
Una vez determinada las combinaciones de clasifica-
dores diversas se aplicó el algoritmo Stacking con los 
dos grupos de combinaciones de clasificadores. Los 
resultados obtenidos se muestran en las Tablas 7 y 8.
Tabla 7. Resultados del desempeño de los modelos 
obtenidos con el multiclasificador Stacking sobre las 
combinaciones de clasificadores diversas en las cinco 




Entren. Eval. Entren. Eval. Entren. Eval.
J-MLP 0.93 0.92 0.93 0.90 0.87 0.71
ET-SMO 0.97 0.92 0.98 0.87 0.94 0.71
AD-K 0.97 0.90 0.97 0.85 0.95 0.64
ET-AD 0.96 0.93 0.96 0.91 0.92 0.76
ET-NB 0.97 0.95 0.97 0.88 0.95 0.79
J-SMO 0.97 0.92 0.96 0.80 0.95 0.69
AD-J 0.86 0.90 0.86 0.85 0.72 0.64
J-NB 0.97 0.92 0.97 0.90 0.94 0.71
K-NB 0.97 0.90 0.97 0.85 0.94 0.64
K-SMO 0.98 0.93 0.98 0.87 0.96 0.74
ET-J-SMO 0.93 0.90 0.95 0.85 0.86 0.61
ET-J-NB 0.98 0.89 0.98 0.84 0.97 0.60
ET-AD-J 0.97 0.92 0.97 0.86 0.95 0.69
AD--J-K 0.97 0.95 0.97 0.88 0.95 0.79
J-K-SMO 0.96 0.92 0.97 0.90 0.93 0.71
J--K-NB 0.98 0.92 0.98 0.86 0.96 0.69
ET-AD-J-NB 0.97 0.90 0.97 0.85 0.95 0.64
AD-J-K-NB 0.97 0.93 0.97 0.87 0.94 0.74
ET-J-NB-SMO 0.91 0.87 0.91 0.88 0.82 0.59
J-K-NB-SMO 0.97 0.95 0.97 0.92 0.95 0.81
Como se puede apreciar en la Tabla 7 ninguna de las 
combinaciones garantiza alcanzar un desempeño su-
perior al alcanzado por mejor clasificador individual 
determinado con anterioridad, por tal razón no serán 
tenidas en cuenta para la selección del mejor modelo 
multiclasificador ya que en este caso el mejor resultado 
iguala al desempeño del mejor clasificador individual. 
Al realizar un análisis sobre los resultados registra-
dos en la Tabla 8 se determinó una combinación que 
superó en desempeño al mejor clasificador individual, 
por lo que estamos en presencia del segundo modelo a 
utilizar como solución al problema. Esta combinación 
está formada por los algoritmos FDLA (AD), Jrip (J), 
KStar (K), NaiveBayes (NB) y SMO (SMO).
Se procedió a realizar la experimentación ahora con 
el algoritmo Vote con la utilización de los dos méto-
dos de combinación de las salidas de los clasificadores 
individuales previamente especificados.
A continuación se muestran los resultados de la ex-
perimentación realizada con el multiclasificador Vote 
para ambos grupos de combinaciones de clasificado-
res diversos registrados en las Tablas 9-12.
Tabla 8. Resultados del desempeño de los modelos 
obtenidos con el multiclasificador Stacking sobre las 
combinaciones de clasificadores diversas en cuatro de las 




Entren. Eval. Entren. Eval. Entren. Eval.
J-NB-SMO 0.92 0.86 0.92 0.92 0.84 0.91
AD-J-NB 0.91 0.90 0.91 0.90 0.83 0.91
J-L-NB 0.97 0.86 0.97 0.87 0.94 0.89
AD-J-MLP 0.95 0.89 0.95 0.84 0.91 0.88
AD-J-SMO 0.96 0.90 0.96 0.85 0.92 0.89
J-MLP-SMO 0.97 0.90 0.97 0.85 0.95 0.89
J-MLP-NB 0.94 0.90 0.94 0.85 0.88 0.89
ET-AD-J-SMO 0.94 0.89 0.94 0.84 0.89 0.89
AD-J-K-SMO 0.97 0.92 0.97 0.90 0.94 0.92
AD-J-K-NB-SMO 0.98 0.96 0.98 0.93 0.97 0.95
ET-AD-J-NB-SMO 0.90 0.86 0.90 0.87 0.80 0.89
Tabla 9. Resultados del desempeño de los modelos 
obtenidos con el multiclasificador Vote  sobre de las 
combinaciones de clasificadores diversas en las cinco 
medidas de diversidad calculadas utilizando el promedio 
de probabilidades como método de combinación.




Entren. Eval. Entren. Eval. Entren. Eval.
J-MLP 0.97 0.92 0.99 0.97 0.95 0.76
ET-SMO 0.96 0.93 0.99 0.98 0.92 0.74
AD-K 0.97 0.92 0.99 0.96 0.95 0.69
ET-AD 0.98 0.95 0.99 0.96 0.97 0.79
ET-NB 0.94 0.95 0.99 0.98 0.88 0.79
J-SMO 0.94 0.92 0.99 0.92 0.89 0.71
AD-J 0.97 0.93 0.99 0.96 0.95 0.71
J-NB 0.91 0.92 0.97 0.92 0.83 0.71
K-NB 0.83 0.92 0.98 0.97 0.66 0.71
K-SMO 0.94 0.92 0.99 0.97 0.89 0.71
ET-J-SMO 0.98 0.95 0.99 0.97 0.97 0.79
ET-J-NB 0.98 0.95 0.99 0.97 0.97 0.79
ET-AD-J 0.98 0.95 0.99 0.96 0.97 0.79
AD-J-K 0.98 0.93 0.99 0.96 0.97 0.71
J-K-SMO 0.97 0.92 0.99 0.97 0.95 0.69
J-K-NB 0.97 0.92 0.99 0.97 0.95 0.69
ET-AD-J-NB 0.98 0.95 0.99 0.97 0.97 0.79
AD-J-K-NB 0.97 0.92 0.99 0.97 0.95 0.69
ET-J-NB-SMO 0.95 0.93 0.99 0.97 0.91 0.76
J-K-NB-SMO 0.95 0.93 0.99 0.97 0.91 0.76
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Tabla 10. Resultados del desempeño de los modelos 
obtenidos con el multiclasificador Vote sobre las combina-
ciones de clasificadores diversas en las cinco medidas de 
diversidad calculadas utilizando el voto mayoritario 
como método de combinación.




Entren. Eval. Entren. Eval. Entren. Eval.
J-MLP 0.97 0.92 0.97 0.81 0.94 0.66
ET-SMO 0.96 0.92 0.96 0.86 0.93 0.69
AD-K 0.96 0.92 0.96 0.86 0.93 0.69
ET-AD 0.96 0.92 0.96 0.86 0.93 0.69
ET-NB 0.92 0.92 0.92 0.98 0.84 0.79
J-SMO 0.96 0.90 0.96 0.80 0.92 0.61
AD-J 0.96 0.90 0.96 0.80 0.92 0.61
J-NB 0.91 0.90 0.91 0.80 0.83 0.61
K-NB 0.92 0.92 0.92 0.86 0.84 0.69
K-SMO 0.96 0.92 0.96 0.86 0.93 0.69
ET-J-SMO 0.99 0.95 0.99 0.88 0.98 0.79
ET-J-NB 0.99 0.95 0.99 0.88 0.98 0.79
ET-AD-J 0.99 0.95 0.99 0.88 0.98 0.79
AD-J-K 0.98 0.95 0.98 0.88 0.97 0.79
J-K-SMO 0.98 0.95 0.98 0.88 0.97 0.79
J-K-NB 0.98 0.95 0.98 0.88 0.97 0.79
ET-AD-J-NB 0.97 0.93 0.97 0.87 0.94 0.74
AD-J-K-NB 0.97 0.93 0.97 0.87 0.94 0.74
ET-J-NB-SMO 0.97 0.93 0.97 0.87 0.94 0.74
J-K-NB-SMO 0.97 0.93 0.97 0.87 0.94 0.74
Tabla 11. Resultados del desempeño de los modelos 
obtenidos con el multiclasificador Vote sobre las combina-
ciones de clasificadores diversas en cuatro de las cinco 
medidas de diversidad calculadas utilizando el promedio 
de probabilidades como método de combinación.




Entren. Eval. Entren. Eval. Entren. Eval.
J-NB-SMO 0.95 0.93 0.98 0.92 0.91 0.76
AD-J-NB 0.94 0.93 0.98 0.97 0.89 0.76
J-L-NB 0.96 0.92 0.99 0.97 0.92 0.69
AD-J-MLP 0.97 0.93 0.99 0.97 0.95 0.76
AD-J-SMO 0.94 0.92 0.99 0.96 0.89 0.71
J-MLP-SMO 0.96 0.93 0.99 0.97 0.92 0.76
J-MLP-NB 0.96 0.93 0.99 0.97 0.93 0.76
ET-AD-J-SMO 0.98 0.95 0.99 0.97 0.97 0.98
AD-J-K-SMO 0.97 0.92 0.99 0.97 0.95 0.69
AD-J-K-NB-SMO 0.95 0.93 0.99 0.97 0.91 0.76
ET-AD-J-NB-SMO 0.95 0.93 0.99 0.97 0.91 0.76
Tabla 12. Resultados del desempeño de los modelos 
obtenidos con el multiclasificador Vote sobre las combina-
ciones de clasificadores diversas en cuatro de las cinco 
medidas de diversidad calculadas utilizando el voto 
mayoritario como método de combinación.




Entren. Eval. Entren. Eval. Entren. Eval.
J-NB-SMO 0.95 0.93 0.95 0.91 0.91 0.76
AD-J-NB 0.95 0.93 0.95 0.91 0.91 0.76
J-L-NB 0.96 0.92 0.96 0.96 0.92 0.69
AD-J-MLP 0.96 0.93 0.96 0.91 0.92 0.76
AD-J-SMO 0.94 0.92 0.94 0.90 0.89 0.71
J-MLP-SMO 0.96 0.93 0.96 0.91 0.92 0.76
J-MLP-NB 0.96 0.93 0.96 0.91 0.93 0.76
ET-AD-J-SMO 0.96 0.92 0.96 0.86 0.93 0.69
AD-J-K-SMO 0.96 0.93 0.96 0.86 0.93 0.69
AD-J-K-NB-SMO 0.95 0.93 0.95 0.91 0.91 0.76
ET-AD-J-NB-SMO 0.95 0.93 0.95 0.76 0.91 0.91
Como resultado del análisis de la información regis-
trada en las Tablas 9-12 no se identificó ninguna com-
binación que superara al desempeño del mejor clasifi-
cador individual, por tal razón no son soluciones que 
serán tenidas en cuenta para la solución del problema.
Selección de los modelos aptos para la solu-
ción del problema
Al realizar un análisis de los resultados obtenidos a 
partir de los multiclasificadores se identificaron dos 
modelos multiclasificadores que mostraron un des-
empeño en el conjunto de evaluación externa supe-
rior al desempeño logrado por el algoritmo ExtraTree 
(ver Tabla 13). A partir del análisis realizado con los 
multiclasificadores de mejor desempeño se pudo de-
terminar que, los modelos no presentan diferencias 
significativas en su desempeño, ya que poseen el mis-
mo valor de la exactitud (ACC) y una diferencia no 
significativa en los parámetros referentes al área bajo 
la curva ROC y el estadístico Kappa.
En la modelación clásica estadística donde normal-
mente se emplean modelos lineales, la capacidad genea-
lizadora de estos es seriamente afectada por la relación 
entre instancias y variables descriptivas. Sin embargo, 
el empleo de algoritmos de aprendizaje automático tie-
ne la ventaja, además de explorar relaciones no lineales, 
de ser mucho menos sensible a esta relación. El hecho 
de que todos los modelos base y multiclasificadores 
generados muestren un desempeño muy similar en 
ambos conjuntos (entrenamiento y evaluación exter-
na) demuestra que efectivamente, el empleo de estos 
algoritmos permite generar modelos sin sobreajuste, 
independientemente de la relación entre casos y varia-
bles descriptivas (ver Tablas 2 – 4 y 7 -13).
Así mismo, si consideramos los requerimientos se-
gún la Organización para la Cooperación Económica 
y el Desarrollo (OECD) para el uso de modelos QSAR 
como herramientas alternativas para la evaluación del 
peligro potencial de substancias y compuestos quími-
co48,49, podemos afirmar que los modelos generados 
cumplen con la mayoría de estos requerimientos. La 
obtención de los modelos propuestos (Tabla 13) está 
descrita detalladamente por lo que cumple con el 
criterio de ser un algoritmo no ambiguo. Así mismo 
están destinados a una aplicación bien específica: la 
evaluación del potencial neurotóxico de LI a través de 
la estimación de su capacidad inhibitoria sobre la en-
zima AChE. Por tanto, cumple con los requerimientos 
de tener un objetivo bien definido y un dominio de 
aplicación establecido. Aunque este último no es de-
terminado explícitamente, la aplicación de cortes de 
similitud arbitrarios usando como espacio de referen-
cia el vector reducido de 50 fragmentos generados con 
ISIDA, puede ayudar a decidir que nuevos LI están o 
no dentro del dominio de aplicación de los modelos 
propuestos.
En las Tablas 2 – 4 y 7 -13 es claro que los mode-
los descritos en cada una de las tablas muestran ex-
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celentes valores de exactitud y predictividad, por lo 
que cumple con uno de los principales requerimientos 
encaminados a asegurar la capacidad generalizadora 
de los modelos QSAR. Finalmente, nuestros modelos 
(sobre todo los multiclasificadores) al ser “cajas ne-
gras” carecen que la interpretación mecanística requ-
rida en el quinto principio de la OECD. No obstante, 
este principio no es de obligatorio cumplimiento, de 
acuerdo con la OECD.    
Todo lo anterior sugiere que ambos modelos son 
idóneos en la solución del problema, por lo que cons-
tituyen las propuestas a utilizar para la evaluación del 
perfil neurotóxico de los LI (seguros o tóxicos) basado 
en inhibición de la enzima AChE.
Tabla 13. Resultados de los mejores multiclasificadores y 
el mejor clasificador individual.
ACC AUC Kappa
Entren. Eval. Entren. Eval. Entren. Eval.
Mejor clasificador 
individual (ET)
0.98 0.95 0.99 0.92 0.97 0.77
Multiclasificador 
AdaBoostM1
0.98 0.96 0.99 0.99 0.97 0.98
Multiclasificador 
Stacking
0.98 0.96 0.98 0.93 0.97 0.95
CONCLUSIONES
En el trabajo fueron obtenidos dos modelos, basados 
en multiclasificadores, que permitieron predecir el po-
tencial neurotóxico de nuevas moléculas de líquidos 
iónicos basado en el grado de inhibición de la enzi-
ma Acetilcolinesterasa. Para la obtención del primer 
modelo se empleó el algoritmo AdaBoostM.1 usando 
como clasificador base una red neuronal Multilayer-
Perceptron. Para el segundo modelo se empleó el algo-
ritmo Stacking y la combinación de cinco clasificadores 
base (FDLA, Jrip, Kstar, NaiveBayes y SMO). Esta com-
binación de clasificadores fue seleccionada mediante la 
aplicación del cálculo de medidas de diversidad.
Del análisis del desempeño de los modelos obtenidos 
es posible esperar que al menos el 96% de las instan-
cias que conforman un nuevo conjunto de líquidos 
iónicos será clasificado correctamente. Dichos mode-
los constituyen herramientas útiles para la predicción 
temprana del perfil neurotóxico de nuevos líquidos 
iónicos.
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