Transformations and confluence for rewrite systems  by Verma, Rakesh M.
Theoretical 
Computer Science 
Theoretical Computer Science 152 (1995) 269-283 
Transformations and confluence for rewrite systems* 
Rakesh M. Verma* 
Department of Computer Science, University of Houston, Houston, TX 77204, USA 
Received March 1994; revised September 1994 
Communicated by M. Nivat 
Abstract 
Many important applications of rewrite systems, e.g., automated reasoning, algebraic speci- 
fications of abstract data types, and functional/equational programming, rely either wholly or 
in part on rewrite systems that are constructor-based. In this paper, we study general trans- 
formations of rewrite systems that preserve confluence and normal forms. In 1985, Thatte 
showed that an orthogonal system can be transformed into an orthogonal constructor- 
based system that preserves normal forms up to a certain simple homomorphism. In 1988, 
Thatte claimed that this transformation works for all semiregular (confluent + nonoverlapping) 
systems. 
We show that Thatte’s transformation fails to preserve confluence and normal forms for 
semiregular systems. We then introduce the concept of weak persistence and show that Thatte’s 
transformation is correct for all weakly persistent confluent systems. We also give some general 
conditions that imply weak persistence and show that this class includes as subclasses the 
following: left-linear, nonoverlapping systems with confluent root overlaps (generalization of 
orthogonal systems), nonoverlapping noetherian systems with confluent root overlaps, and the 
nonlinear systems with no overlaps proved confluent by Klop. We show that our transforma- 
tion scheme for convergent systems can also be applied to systems in which the innermost 
rewriting relation is confluent. Our results indicate that persistence plays a role in arbitrary 
confluent systems that in analogous to the role of the no-overlap restriction in left-linear 
systems; and similarly weak persistence plays a role that is analogous to that of the nonoverlap- 
ping restriction for left-linear systems. 
1. Introduction 
Many important applications of rewrite systems, e.g. automated reasoning 
[l, 5,10, 13,16,17], algebraic specifications of abstract data types [6,7], and func- 
tional/equational programming [8,9,15], rely either wholly or in part on rewrite 
systems that are constructor-based. Reasoning about a variety of topics related to 
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programming languages also involves constructor-based rewrite systems. Therefore, 
an important and useful question is when and how can a rewrite system be trans- 
formed into a rewrite system that is constructor-based. Of course, the transformation 
should preserve the properties relevant to the application of.interest.-Two important 
properties which arise in most of the applications of rewriting are confluence (OF the 
Church-Rosser property) and the relationship of terms to their normal forms. 
In this paper, we study general transformations of rewrite systems that preserve 
confluence and normal forms. Transformations of rewrite systems have been con- 
sidered by many researchers (see, for example, [12,16-19,211). However, the trans- 
formations studied in [12,16,17] have more specific applications and consider other 
properties such as strong sequentiality. Of particular interest is the transformation 
introduced by Thatte in [ 181. In 1985, Thatte [ 183 showed that an orthogonal system 
(left-linear system with no overlaps) can be transformed into an orthogonal con- 
structor-based system that preserves normal forms up to a certain simple homomor- 
phism. In 1988, Thatte [19] claimed the interesting general result, viz., that this 
transformation works for all semiregular (semiregular = confluent + monoverlap- 
ping’) systems. 
In earlier work [21], we introduced a novel and simpler transformation scheme for 
convergent (confluent + noetherian) systems that results in an effectively nonover- 
lapping convergent system with priorities on the rules. In this paper we study the 
applicability and power of Thatte’s transformation and the transformation introduced 
by us. The following is a summary of our results. 
1 .I. Overview of our approach and results 
We show that Thatte’s transformation [18,19] fails to preserve confluence and 
normal forms for semiregular systems (Section 3). It is easy to show (we omit the 
counterexamples here) that the transformation scheme of [21] cannot be applied to 
orthogonal systems and the nonlinear (short for non-left-linear) systems proved 
confluent in [l 11. In [l l] Klop proved the confluence of: (a) certain kinds of systems 
(more specifically in which the nonlinear steps can be postponed) with no overlaps in 
which no function symbol appearing in the left-hand side (Ihs) of a nonlinear rule 
appears in the right-hand side (rhs) of any rule, and (b) combinations of an orthogonal 
combinatory reduction system (generalization of rewrite systems) with specific non- 
linear rules. 
We then introduce the concept of weak persistence (Section 4) and show that 
Thatte’s transformation is correct2 for all weakly persistent confluent systems (Section 
4.2). We also give some general conditions that imply weak persistence and show that 
this class includes as subclasses the following: left-linear nonoverlapping systems with 
1 The definition of nonoverlapping allows root overlaps. 
‘Confluent for all reachable terms and preserves their normal forms; by our definition, reachable terms are 
the only terms of interest. 
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confluent root overlaps (a generalization of orthogonal systems), nonoverlapping 
noetherian systems with confluent root overlaps; and the nonlinear rewrite systems 
with no overlaps proved confluent in [11] (Section 4.1). In the process, we substan- 
tially generalize the result of [18], which establishes the confluence of the transforma- 
tion for left-linear, nonoverlapping, and consistent systems. The applicability of the 
transformation to weakly persistent systems is interesting from another viewpoint 
also. A slightly stronger concept, which we call persistence, plays an important role in 
our generalization and proof of wide applicability [2&22] of the congruence closure 
algorithm of Chew [2]. 
We show that the transformation scheme of [21] can be applied to systems in which 
the innermost rewriting relation is confluent (Section 5) yielding effectively nonover- 
lapping, constructor-based, confluent rewrite systems with priorities. This is interest- 
ing because our translation scheme at most doubles the size (number of rules) of the 
original system in the worst case whereas Thatte’s translation [19] leads to a quad- 
ratic increase in the size in the worst case. 
Our results in this paper and elsewhere [20-223 indicate that persistence plays 
a role in arbitrary confluent systems that in analogous to the role of the no-overlap 
restriction in left-linear systems; and similarly weak persistence plays a role that is 
analogous to that of the nonoverlapping restriction for left-linear systems. In this 
context it is interesting to observe that the strongly nonoverlapping systems of [3] are 
also weakly persistent; strong nonoverlap is a syntactic condition proposed in [3], 
where it was shown to imply unique normal forms. An interesting topic for future 
investigations is to investigate the strength of these relationships. 
We begin with the basic concepts and results needed in this paper. Details can be 
found in the survey of [4]. 
2. Preliminaries 
elements called variables and be a set of 
symbols with n V = Q. F is the set of all terms of a first-order language 
constructed from V and C. It is convenient o think of terms as ordered rooted trees. 
We use Y(S) to indicate that the terms are constructed from function symbols in S. 
The subset of Y consisting exactly of terms without variables (ground terms) is 
denoted Y (similarly, Y(S) denotes ground terms constructed from function symbols in 
S). A term is linear if it contains at most one occurrence of any variable in V. The 
notion of a path (or occurrence) isused to refer to subterms in a term as follows. A path 
is either the empty string I that reaches the root or o.i (o is a path and i a positive 
integer) which reaches the ith argument of the root of the subterm reached by o. t/o 
refers to the subterm of t reached by o and t [o c s] denotes the term obtained by 
replacing the subterm t/o by s. o G 4 whenever 3p o.p = q; if p # A also, then o < q. 
For any term t its set of occurrences is denoted as O(t). Every occurrence o E O(t) such 
that 1< o is called an inner occurrence of t. 
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A substitution maps variables to terms. An instance o(s) of a term s is obtained by 
substituting a(x) for every variable x in s. A rule is a pair of terms I+ I, such that 14 V 
and every variable occurring in Y also appears in 1. A rewrite system (or system for 
short) R is a finite set of rules. A system is left-linear if the lhs of every rule is linear and 
nonlinear otherwise. By substituting different terms in Y for the variables, we can 
produce many different rule instances from the same rule. We say that a rule A + B is 
a rule instance of the rule 1 + r if we can substitute terms in $9 for the variables in I+ I 
to get A + B. As the variables of each rule are universally quantified we shall assume 
hereafter that any two distinct rules do not share any variable. Terms s and t are 
unijiable iff there exists a ground term C which is an instance of both s and t. We say 
s overlaps t iff a nonvariable proper subterm u of one of the two terms unifies with the 
other term. (When checking for overlaps it is best to relabel the variables in s and t so 
that they do not share any variables.) A set S E Y is nonoverlapping iff for all s, t E S 
not(s overlaps t). (Since s and t could be equal, the definition of nonoverlapping does 
not allow self-overlapping rules like associativity.) A system R is nonoverlapping iff the 
set of lhs’s is nonoverlapping. We say that s and t root overlap if and only if they can be 
instantiated to the same term. A system R is root overlapping iff there are at least two 
distinct rules in the systems whose lhs’s root overlap. Notice that our definition of 
nonoverlapping permits root overlaps of lhs’s. Therefore, we use the phrase no 
overlaps to forbid both root and nonroot overlaps. 
Definition 1 (Rewrite relation). s +R t (read s reduces to t) iff there is a rule l+ r, 
a subterm u = s/o, and a substitution (r such that o(l) = u and t = s[o + a(r)]. 
Notations. All uppercase terms A, B, C, etc., are ground, all lowercase terms s, t, etc., 
are arbitrary, a, b, c, etc., denote constants, u, x, y, z, etc., denote variables, and f; g, h, 
etc., denote function symbols of nonzero arity. If R is a rewrite system we write s <‘R t 
to indicate the rewrite system and r signifies root reduction. Similarly s $:R t signifies 
nonroot reduction. When it is clear from the context we drop these annotations from 
+ . We use f to denote a sequence of zero or more reductions, f denotes 
a sequence of one or more (for example, 2 represents zero or more nonroot 
reductions). For every natural number n, [n] denotes { 1,2, . . . , n}, [0] = 8. 
Lemma 2 (Newman [14]). A noetherian relation is locally conjluent ifSit is confluent. 
(We say that --) is locally confluent ifs VA, B, C A + B and A + C implies 30 such that 
B 3 D and C 3 D. We say that + is confluent zfl VA, B, C A 3 B and A 3 C implies 
30 such that B 5 D and C % D.) 
Note that some authors refer to these concepts as ground local conjluence and 
ground conjluence, respectively, because we have defined them for ground terms. 
Confluence and local confluence for all terms are defined similarly. We will have more 
to say about this later (Remark 4, Section 4.2). 
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3. Transforming rewrite systems 
We need some terminology to describe the transformation in [19]. In relation to 
a given rewriting system R, one partitions Z into the two sets C and F of constructors 
and definedfunctions, respectively, where F contains all those symbols which occur at 
the head of some lhs 1 of a rule in R, and C contains the rest. Note that C is not 
restricted to only the function symbols appearing in R, but is the signature for all the 
terms of interest. For every defined function symbolfE F we introduce a new symbol 
cs that mirrors the defined symbol in its constructor-like role. We let 
Z’ = C u {cf 1 fc F}. Without loss of generality, assume that Z does not contain 
a function symbol of the form cI. Let t’ denote the term t with every inner occurrence 
offs F replaced by cs, and t’ the term with all occurrences o replaced. Finally, let 
H be the homomorphism from Y(Z’) to Y(C) that replaces each c/ byf(and leaves 
other symbols unchanged). 
Definition 3 (Thatte [19]). The translation R’ of R is the smallest system satisfying: 
(1) If 1+ reR then I’+ reR’. 
(2) Whenever a proper subterm u of an lhs in R has a symbol from F at its head, 
then u’ + u” E R’ (instead of u + u” E R’, a typographical error in [19]). 
Thatte [19] partitions R’ into R; and R;, where the former contains rules man- 
dated by condition (1) and the latter those by (2). Note that R; is a confluent and 
noetherian system. Thatte claims that the above transformation works for all 
semiregular systems, where semiregular means nonoverlapping confluent systems. Let 
t’c F(Z’) be called reachable (via R’) iff there exists try such that t 3 t’ in R’. 
Specifically, Thatte [19] claims that: 
Claim 1 (Thatte [19]). The relation + R, is conjuent for reachable terms. 
We now show that this claim is false for the transformation given by Thatte 
D91. 
Theorem 4. Claim 1 given above is false for the translation (given by De3nition 3) of 
semiregular systems. 
Proof (by counterexample). Let R = {h( f (x, x)) + h(a), f (x, g(x)) --t a, c--t g(c)}. 
Clearly R has no overlaps, and +R is confluent. Now by the translation given in [19] 
we have R’ = R; u R;, where R; = {h(cf(x, x)) -, h(a), f(x, g(x)) -, a, c -, g(c)}, 
R; = {f (x, x) + c/(x, x)}. Let A = f (c, c), obviously a reachable term. Now 
A ‘R’ C,(C, C) and alSO A ‘R’f (c, g(C)) +R’ a. The term a is irreducible in R’ but since 
there is no sequence of reductions that reduces c~(c, c) to a, the claim of confluence of 
-‘R’ in [I93 is false for semiregular systems. 17 
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In the next section we introduce weak persistence and show that Thatte’s trans- 
formation works for the general class of weakly persistent systems. We also prove 
some sufficient conditions that imply weak persistence of a rewrite system. As 
corollaries of these results we show that the transformation works for three kinds of 
systems: (a) nonoverlapping, noetherian systems with confluent root overlaps, (b) 
nonlinear rewrite systems proved confluent in [ll], and (c) left-linear nonoverlapping 
systems with confluent root overlaps. We begin with two simulation lemmas that are 
needed in our proofs of confluence and preservation of normal forms. 
Lemma 5 (Zhtte [19]). Given s and t in Y(C’), s--r t in R’ only if H(s)% H(t) 
in R. 
Proof. Assume s ‘R’ t for s, t E S(Y). Therefore, either s + t via a rule from R;, or 
s + t via a rule 1’ + r from R; at occurrence o (say). In the first case H(s) = H(t). In the 
second case H(s) +R H(t) at occurrence o via the rule I + r in R. 0 
Lemma 6 (Thatte [19]). Given s and t in F(C’) (note: C’ and not just C), s + t in R only 
if ss t in R’. 
Proof. Suppose s + t in R via the rule I + r applied at occurrence o E O(s). Then s $ t 
in R’ by first applying rules from R;, as necessary, to convert s/o into a redex of I’, 
where l’+ r is the rule in R; corresponding to the rule 1+ r in R. 0 
These lemmas state that there exists a reduction sequence in R’ that simulates 
a reduction in R and vice versa. The two lemmas together are still not enough to imply 
confluence of R’ and preservation of normal forms because some rewrites in R’ are 
invisible in R when seen through the homomorphism H (Lemma 5). Also, note that 
these lemmas hold for the counterexample given above. 
For noetherian systems in which root overlaps are also consistent (i.e. if two lhs’s 
unify then the corresponding instances of their rhs’s are also identical) it is easy to 
establish the confluence and preservation of normal forms for R’ by showing local 
confluence (by Newman’s lemma, Lemma 2). The reason is that R’ is also noetherian, 
if R is noetherian. However, we want to establish a more general result, for the case 
when root overlaps are confluent but not necessarily consistent. Our first result is the 
following. 
Theorem 7. R’ is conjluent for reachable terms and preserves the normal forms of 
reachable terms (up to homomorphism H) when R is a noetherian, nonoverlapping and 
consistent system. 
Proof. Local confluence of R’ is easily established and confluence follows by New- 
man’s lemma. Preservation of normal forms for reachable terms follows from the 
simulation lemmas given above. q 
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4. Weakly persistent systems 
We now introduce the class of weakly persistent systems. The following definition of 
weakly persistent systems allows general root overlaps and is a weaker version of 
persistent systems [21]. 
Definition 8. (1) We say that A is a pseudo-redex of R if A is an instance of 
a nonvariable proper subterm s of the lhs 1 of a rule in R. For specificity, we also say 
that A is an s pseudo-redex of 1. 
(2) We say that R (or +R) is weakly persistent iff for every s pseudo-redex A of 1 such 
that (i) A SW* bx B, and (ii) B +R C via II + rl E R applied at o E O(B), there is a u E O(s), 
u < o, and s/u is a variable. 
Remark 1. Note that some redexes may also be pseudo-redexes if an lhs overlaps with 
a proper subterm of itself or another lhs. 
Remark 2. We call the nonvariable part of a term its template. Intuitively, the 
definition of weak persistence requires that any proper subtemplate of the lhs of any 
rule in the system is untouched by root or nonroot reductions. 
We now give some general conditions that imply weak persistence. 
4.1. Sujicient conditions for weak persistence 
The sufficient conditions for weak persistence are weaker versions of conditions 
developed for persistence. Because of this reason and because it relies on extra 
information available in the definition of persistence, our earlier proof in [21] cannot 
be directly used here. 
Let g = {fife Z}. Recall that C is the underlying set of all function symbols. We 
assume that-no function symbol of the form f appears in Z so that z n Z = 8. 
Moreover the arity offeZ and FIZZ are the same. In the following we let Z be the 
union over all systems of the set of function symbols for each system. Let & be the set 
of rules obtained from R by replacing each function symbol f by its corresponding 
element fez. Similarly, define +R from + R. A rewrite relation is uniquely normalizing 
iff normal forms of all terms, whenever they exist, are unique. The following theorem 
states that any class of nonoverlapping rewrite systems with uniquely normalizing 
relation, which is closed under certain operations, contains only weakly persistent 
systems. 
Theorem 9. Let C be any class of nonoverlapping (i.e. no nonroot overlaps) systems with 
a uniquely normalizing rewrite relation such that R E C implies (a) RE C, and (b) 
R v {I+ a> E C, where 1 is non-self-overlapping, 1 does not unify with any subterm (not 
necessarily proper) of any lhs of R, a is a new constant not in the signature of R, and ty 
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C contains only left-linear systems then 1 is also left-linear. Then REC implies ‘R is 
weakly persistent. 
We need the following lemma to prove Theorem 9. 
Lemma 10 (Overlap lemma). Let s and t be terms constructed over function symbols 
Z and variables V. Suppose that some function symbols in s and t are replaced by their 
underlined versions from g to get s’ and t’. If s’ overlaps (root or nonroot) t’ then 
s overlaps (root or nonroot) t. 
Proof. Let h : F = F(C u &) + F(C) be the homomorphism which strips off the - 
underbar from the function symbols. It is easy to show that for any Q: V+ T and 
term s in z, h(o(s)) = h 0 cr(h(s)). The claim now follows from the definition of 
overlaps. Observe that h 0 Q is a substitution from V to r. 
Proof of Theorem 9. The proof is by contradiction. We assume that R E C, with set of 
function symbols Z;, but +R is not weakly persistent. Then, there exists a pseudo- 
redex A, which is an instance of the proper subterm s of some lhs 1, and a term B such 
that AZ B, and there is an occurrence o E O(B) which violates the conditions of 
weak persistence, but II + rI can be applied to B at o. We can choose B and 
~=A~,...,A,+~(A~=A,A,+~=BandA,2:A,+,fori~[n])suchthatpisamin- 
imal sequence of nonroot reductions for which the assumption about B is true. We 
only need to consider the case where the number of reductions in the sequence 1p 1 2 1 
(since B = A and root reduction implies nonroot overlap in R, and B = A and 
nonroot reduction at an occurrence within the template of s again implies R has 
a nonroot overlap). By the minimality of p we must have: 
Fact 1. For i E [n] let ui E O(Ai) be the occurrence at which the reduction Ai % Ai+ 1 is 
carried out. Then for each ui there is a u~O(s) such that u < ui and S~UE V. 
Fact 2. o < ui for iE [n], o~O(s), and there is at least one u~O(s) such that o < u 
(IPJ 2 1). 
The idea is to construct a system r and show that r E C but r normal forms are not 
unique, which is a contradiction. 
Construction of system r: Let r = &u {q(s’) + d, 1; + e}. Here q, d and e are new 
function symbols not in the signature of R, and s’ is obtained from s as follows. For 
every occurrence u E O(s) such that o < u, if there is a function symbol say f at u then 
replace f by J Term I; is obtained from II by replacing each function symbol f in II by 
Iexcept for the root label. Observe that both b and 1; differ at the root and 1 and q(s’) 
also differ on at least one occurrence. 
Claim. r E C. 
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Proof of Claim. It suffices to show that the overlaps of r are exactly those of E. 
Clearly, q(s’) is not self-overlapping since q does not occur in s’ and because of the 
same reason q(s’) and 1; do not root overlap. (Note that we cannot replace the rule 
q(Y) + d with s’ + d since s is a proper subterm of I and may be self-overlapping and 
this can in turn lead to a self-overlapping s’.) Also, 1; cannot overlap with itself, since it 
is derived from an lhs I1 and R has no nonroot overlaps. Further, by our assumption 
that R has no nonroot overlaps I1 does not unify with any (nonvariable) subterm of 
s and hence by the overlap lemma we have that I; does not unify with any (nonvari- 
able) subterm of s’. By the construction of q(s’) and I;, q(s’) does not unify with any 
proper (nonvariable) subterm of 1; also. Thus, we conclude that q(s’) and 1; have no 
overlaps (root or nonroot). Also both q(s’) and 1; have a function symbol from .Z u {q} 
at the root and therefore they differ from all subterms of the lhs’s in &. Therefore, 
r has no new root overlaps and no nonroot overlap caused by the new lhs’s unifying 
with a proper (nonvariable) subterm of the lhs of a rule from &. Since R is nonoverlap- 
ping, we can conclude by the overlap lemma (Lemma 10) that no lhs from E unifies 
with a proper (nonvariable) subterm of q(s’) or 1;. Therefore, we conclude that r has 
no nonroot overlaps also. Finally, observe that 11~ C. The new rules added to & do 
not cause any new (root or nonroot) overlaps and C is closed under such ad- 
ditions. 0 
Hence, r normal forms are unique. Therefore, let 0 be such that A = e(s) (recall that 
A is an s pseudo-redex of 1). Let B1 = qk(s’)). By our choice of Br and construction of 
r there is a term B2 corresponding to B such that B1~,q(Bz) and BJo is an 
instance of 1;. Now B1 I-, d via q(s’) + d and q(Bz)lli, q(D), where D = B2 [o c e], via 
1; -+ e. We claim that if q(0) f, E then E must contain e as a subterm. The reason is 
that to erase subterm e of q(0) some rule must be applied to q(0) at an occurrence 
which is a proper prefix of 1.0 (recall that o is defined with respect o &), but the only 
rule that could possibly be applied to q(0) at an occurrence o’ < 1.0 is 1; + e. Rules 
from & cannot apply because q(0) has only symbols from C u {q} at every proper 
prefix of 1.0. Also q(s’) has a function symbol at 1.0 different from e. Note further that 
the only rules that can possibly be applied to q(0) are the two rules not in & and these 
rules cannot be applied infinitely often. This means that B1 has two distinct normal 
forms, d, and a term containing e, which is a contradiction, since r normal forms are 
unique. Observe that both L+ 1: and b + 3 are in r but this causes no problems as (i) 
B, is not an instance of 1 and (ii) by Fact 1, all the reductions in the sequence p were 
carried out at occurrences covered by variables in the template of s and hence by our 
choice of B1 they can still be applied to get B2. 0 
Corollary 11. The following classes of systems are weakly persistent: (i) left-linear 
nonoverlapping systems with confluent root overlaps, (ii) nonoverlapping noetherian 
systems with conjuent root overlaps, (iii) rewrite systems with no overlaps shown 
confluent by Klop [ll] (mentioned earlier). 
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Remark 3. Note that uniquely normalizing and weak persistence (even uniquely 
normalizing plus persistence, see [21] for a definition of persistence) do not imply 
confluence. To see this, consider the system R = { f(x, x) + b, g(y) +f( y, g(y)), 
a + g(a)} [ll], R has no overlaps. To see that R is weakly persistent, observe that 
every proper subterm (if it exists) of every left-hand side is a variable. R is not 
confluent, since g(u) +f(a, g(u)) -f( g(u), g(u)) -+ b and g(u) 2; g(b) but g(b) does not 
reduce to b (b is a normal form). It is a result of Chew [3] that this system has unique 
normal forms. Note that the unique normal form property is stronger than the 
uniquely normalizing property. 
4.2. Su#iciency of the weak persistence condition 
Now we are ready to prove the main theorem of this section, viz., the transforma- 
tion R’ of a rewrite system R is confluent and preserves normal forms of reachable 
terms, if R is a confluent weakly persistent rewrite system. In the rest of this section 
assume that R is a confluent weakly persistent system and R’ is its translation. 
Lemma 12. Zf A is reachable, and H(A) + B in R, then 3C such that A f C in R’ and 
H(C) = B. 
Proof. Suppose H(A)/0 is the redex used in H(A) + B. We show that the root symbol 
of A/o cannot be of the form cf. For, suppose that the root symbol of A/o is of the form 
cf. Since A is reachable there is a D E T(z) such that D $ A in R’. Since symbols of the 
cf form can only be introduced by rules from R; (rules from R; can either erase them 
or replicate them, once they have been introduced) and D does not contain any such 
symbols, there must be terms E and F on the reduction sequence from D to A such 
that F contains A/o as a subterm and E + F via a rule in R; that converts a subterm, 
say G, of E into the subterm A/o of F. By the construction of R’, H(G) is a pseudo- 
redex of R and so is H(A/o). Since R is weakly persistent, no pseudo-redex is also 
a redex, but this contradicts the assumption that H(A)/0 is the redex used in H(A) + B 
(H(A)/0 = H(A/o)). Therefore, the root symbol of A/o cannot be of the c/ form. Now 
apply the argument in Lemma 6. 0 
Lemma 13. Zf A, D are reachable and B = H(A) = H(D), then there is a term C such 
thutA%CundD%CinR’. 
Proof. First observe that for any reachable A, H(A) 5 A in R;. Therefore, B 5 A and 
B 3 D in Ri. Since the system R; is terminating and confluent, C is the normal form of 
B in R;. 0 
Theorem 14. The transformation R’ is conjluent for reachable terms and preserves 
normal forms up to the homomorphism H for reachable terms if R is a weakly persistent 
confluent rewrite system. 
R.M. Verma/ Theoretical Computer Science 152 (1995) 269-283 219 
Proof. Let A be reachable, and A 5 B and A ir, C in R’. By Lemma 5, we have 
H(A) f H(B) and H(A) % H(C) in R. Since R is confluent, there is a DE B(C) such that 
H(B) f D and H(C) % D in R. By Lemma 12 (and a simple induction), there are E and 
F such that B 5 E and C $ F in R’, and D = H(E) = H(F). By Lemma 13, there is 
aGsuchthatEfGandF%GinR’. 0 
In the process, we have also proved the following result. 
Theorem 15. If B is the R’ normalform of a reachable term AEY(C’), then H(B) is the 
R normal form of H(A). 
Remark 4. Note that we have shown that if R is a ground confluent weakly persistent 
system, then its translation is confluent and preserves normal forms of reachable 
ground terms. But, the same proof generalizes to confluent systems also. Weak 
persistence, confluence, uniquely normalizing, etc., are defined for terms containing 
variables in this case. 
5. Systems with confluent innermost rewriting 
We now consider the translation of systems that are not necessarily confluent with 
the usual rewriting relation. A useful application of the translation given in [21] 
occurs when the original system uses a call-by-value or innermost-redex-first rategy. 
Another motivation for considering innermost rewriting is that it is extremely efficient 
to implement, especially for constructor-based systems, one of the reasons being that 
finding minimal (innermost) redexes of constructor-based rules has a simple and very 
efficient solution. 
Our objective is to show that a rewriting system with confluent innermost rewriting 
can be transformed, using our simpler translation scheme (first presented for conver- 
gent systems in [21]), into an effectively nonoverlapping priority rewrite system with 
confluent innermost rewriting. However, the proofs of [21] cannot be used here since 
they use termination, which we do not assume. 
Note: In this section, whenever we say confluence (or preservation of normal forms) 
we mean confluence (preservation of normal forms) for terms that may contain 
variables. 
Let q denote innermost reduction in R and -w, denote ordered innermost 
reduction in R’ (defined below). The definition of reachability is now based on -+. 
Definition 16. The translation R’ of R is the smallest system satisfying two require- 
ments: 
(1) If I+ rER then I’+ rER’. 
(2) For every function symbol f of arity n such that f is the outermost symbol of some 
lhs in R, there is a rule of the form f (x1,. . . ,x,) + c&q,. . . ,x,) in R’, q’s are variables. 
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Remark 5. We can cut down on some of the “extraneous” rules introduced by 
condition (2) if we replace it by the following condition. If a proper subterm u of an lhs 
in R has a symbol f~ F of arity n at its head, then there is one rule of the form 
f(x 1, . . ..xn)+ C/(X1,..., x,) E R’. This also gives a translation scheme with the desired 
properties, but the former scheme is easier to prove correct and still only doubles the 
size in the worst case. Observe that the translation of [19] leads to a quadratic 
increase in the size (worst-case), whereas our translation at most doubles the size. As 
before, R’ is partitioned into R; (rules mandated by condition (1)) and R; (mandated 
by (2)). Note that again R; is a confluent and noetherian system. We now define the 
-+ relation on terms. It is more convenient o define it in terms of the usual rewrite 
relation rather than the innermost rewriting relation. 
Definition 17. t -+ t [P+ w] in R’ iff one of the following two conditions hold: 
(1) t/P does not properly contain a redex in R’, t + t [P c w] in R; . 
(2) t/P is not a redex in R; , t/P does not properly contain a redex in R’, and 
t-+t[P+w] in R;. 
Next we prove the confluence and preservation of normal forms for reachable 
terms. The proof outline is similar to that of [19]; however, the details are different 
because the two transformations are different. 
Lemma 18. Given t and u in Y(C ‘), t VI, u in R’ only ifH(t)G H(u) in R. 
Proof. Similar to the proof of Lemma 5. 0 
Lemma 19. Given t and u in Y(C), t- u in R only if t&u in R’. 
Proof. Simulating an innermost reduction is easy since an innermost redex in R can- 
not properly contain any R redexes. 0 
We need the following proposition in the rest of our proofs. 
Proposition 20. Let t be any reachable term and let o E O(t) be such that the subterm t/o 
has a (new) constructor cf, for some _f~ F, as its root label. Then for every occurrence 
o’ E O(t) such that o c o’ ifthe subterm t/o’ has a function symbol as its root label, then it 
is a constructor. 
Proof. Since t is a reachable term, there is a term u E Y(C) such that u % t. The proof 
is by induction on the length n of the reduction sequence from u to t. 
Basis. n = 0. Then u = t and since u E Y(C), there is nothing to be done. 
Induction hypothesis: Assume the proposition holds for all terms reachable from 
u through a reduction sequence of length n d m, for some m > 0. 
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Induction step: n = m + 1. Then u 3 v -+ t. There are two cases. Suppose v -uv) t by 
a rule in R;. Since the right-hand sides of rules in R; cannot introduce any new 
constructor symbols (of the form c,) that are not present already in the term being 
reduced, viz., v, the proposition holds for t from the induction hypothesis on v. 
Otherwise, let v-w, t by a rule from R;. By the definition of -+ we must have an o E O(v) 
such that (i) v/o is not a redex of a rule from R; , and (ii) u/o is a minimal redex of a rule 
in R;. Now by the induction hypothesis on v and minimality of the redex v/o, the 
proposition holds for t and we are done. 0 
Lemma 21. If t is reachable, and H(t) = u~t v in R, then 3w such that t% w in R’ and 
H(w) = v. 
Proof. Suppoe H(t)/o is the redex used to derive u~t v. The symbol at the head of t/o 
cannot be of the form c, by Proposition 20 using the assumptions of reachability and 
definition of -+. Now apply the argument in Lemma 6. q 
Lemma 22. If t, w are reachable and u = H(t) = H(w), then there is a term v such that 
t&v and w&v in R’. 
Proof. By induction on the number of occurrences n at which t and w have different 
function symbols (one has f and the other c/). 
Basis: n = 0. This means t = w, so let v = t = w. 
Induction step: n = 1 + 1, 13 0. If t # w but H(t) = H(w), then without loss of 
generality let t have a function symbol of the form f at an occurrence o and w have the 
function symbol c/ at occurrence o. Let o be a maximal such occurrence, then t/o is 
a redex of a rule from R;. Now by Proposition 20 w contains only constructors at 
(nonvariable) occurrences o’ such that o d 0’. By maximality of o, t also contains only 
constructors at (nonvariable) occurrences o’ such that o c 0’. Therefore, t/o does not 
properly contain a redex of R’. By the definition of -+, we have t ^ N, x via a rule that 
changes fat occurrence o to cf. Now the number of occurrences at which x and 
w differ is 1. Therefore, by the induction hypothesis there is a v such that x5 v and 
w 5 v. But, then we are done since t-+x 2% v and w?+ v. 0 
Theorem 23. The relation ^-5, for reachable terms in .F(Z’) is confluent. 
Proof. Let t be reachable, and t +% u and t-f% v in R’. By Lemma 18, we have 
H(t)& H(u) and H(t)& H(v) in R. Since R is confluent, there is a w such that 
H(u)& w and H(v)4 w in R. By Lemma 21, there are x and y such that u%x and 
o&y in R’, and w = H(x) = H(y). By Lemma 22, there is a z such that x%z and 
y%zin R’. 0 
Theorem 24. If u is the R’ normal form of a reachable term t E F(Z’), then H(u) is the 
R normal form of H(t). 
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We give an example to show that -+ is not necessarily confluent for unreachable 
terms. 
Example. Let R = U-(x, 9(Y)) + WY, 4f(gW, Y) + WY, 4,.0x, Y) --f NY, a), 
g(x) + x}. Clearly, R is a confluent and noetherian system. Now 
f(c&), c,(b))-+ M, 4 and f(c&), c,(b))--+ h(c,@), a). Clearly, f@,(a), c,(b)) is not 
a reachable term. 
6. Concluding remarks 
In this paper we have studied the power and applicability of two important 
transformation methods of general significance. We have introduced the notion of 
weak persistence and proved a general result, viz., that Thatte’s transformation is 
correct for the class of all confluent weakly persistent systems. This is a substantial 
generalization of the result in [18], since the class of weakly persistent systems 
includes the following important classes of systems: nonoverlapping left-linear sys- 
tems with confluent root overlaps, nonoverlapping noetherian systems with confluent 
root overlaps, and the nonlinear systems proved confluent in [l 11. We also showed 
that our transformation, presented in [21], is correct for systems in which the 
innermost rewriting relation is confluent. Our work here and in [21] is strong 
evidence indicating that (in the presence of confluence) persistence is the appropriate 
analogue to nonlinear systems of no overlaps in left-linear systems; and weak persist- 
ence is the appropriate analogue to nonlinear systems of the nonoverlapping condi- 
tion for left-linear systems. An interesting topic for future investigations is to investi- 
gate the strength of these relationships. 
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