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Book review
Review of “Probabilistic graphical models” by Koller and Friedman.
This book is a landmark in terms of both its breadth and depth. At close to 1200 pages, it covers almost every aspect
of the ﬁeld, including some very recent developments. However, it is not for the faint of heart: it contains a large number
of deﬁnitions, theorems and proofs, and descriptions of some rather complex algorithms. The reader most likely to beneﬁt
from the book would be a PhD student in computer science or statistics, or a researcher who is working in this ﬁeld. The
authors have obviously tried to make the book accessible to a more general audience, by including “skill boxes”, “case study
boxes”, and “concept boxes”. While helpful, this seems somewhat like “sugar coating” a pill.
In terms of organization, the book is divided into ﬁve main sections: introduction, representation, inference, learning,
and actions/decision making. The introduction gives an overview and a brief tutorial on some relevant topics in probability
and graph theory. The section on representation covers the semantics of both directed graphical models (also known as
Bayes nets) and undirected graphical models (also known as Markov Random Fields, or MRFs). It also discusses “ﬁrst order”
representations such as object-oriented Bayes nets and relational Markov nets. The latter topic only receives 40 pages,
despite the fact that both authors have made seminal contributions to this area. This reﬂects a general feature of the book,
which is that it gives a “fair and balanced” treatment of many different methods.
The section on inference discusses many algorithms for exact and approximate inference and state estimation in different
kinds of graphical models. In terms of exact inference, it has one chapter on variable elimination and one on the junction
tree algorithm. In terms of approximate inference, it discusses Monte Carlo and variational methods, the latter being par-
ticularly up-to-date in its coverage. There is also a whole chapter on approximate state estimation (i.e., ways to compute
the most probable or MAP state assignment), covering classical techniques based on dynamic programming and search, as
well as more recent techniques such as linear programming relaxations and graphcuts. Overall, this coverage of advanced
inference techniques is the main novelty of the book. While easier to read than other treatments of this topic, such as the
mini-book by Wainwright and Jordan [7], it is still heavy going.
The section on learning covers both parameter and structure learning. While learning of directed models is well covered
in other books, such as [5], this book also covers learning of undirected models, which in some ways is harder. In particular,
the presence of a global normalization constant often makes maximum likelihood estimation of MRFs computationally in-
tractable. The book discusses some alternative techniques, such as pseudo likelihood, and the recently proposed “contrastive
divergence”. In terms of learning undirected structure, the book brieﬂy discusses techniques based on 1 regularization. In
this case I think the book’s coverage was a little parochial: the discussion mostly focusses on a particular technique pro-
posed by Koller and students, and unlike the new edition of the Hastie et al. book [3], it does not discuss the important
special case of using 1 methods to learn sparse Gaussian MRFs.
The ﬁnal section discusses decision theory. This includes an excellent chapter on causality, which summarizes many of
the key points from Pearl’s eponymous book [6], as well as discussion of (single agent) inﬂuence diagrams.
This particular ordering of the material is fairly standard, but is not necessarily ideal from a pedagogical point of view:
the reader has to plow through almost 260 pages before they ﬁrst see how to use a graphical model to answer a simple
inference query. In addition, the authors have a tendency to discuss topics in the most general way possible, which is often
very abstract. A preferable approach, in my opinion, would have been if the authors followed what Edward Tufte calls the
“particular, general, particular” principle: this means starting with a special case, such as the forwards–backwards algorithm
for HMMs, then discussing the general case, such as junction tree, and then explaining how the speciﬁc example is an
instance of the general framework.
Another drawback to the book is the tendency of the authors to use very “heavy” notation. For example, when deﬁning
the MLE for the parameters in a tabular conditional probability distribution, they write θˆx|u = M[u,x]M[u] , where M( ) counts the
number of instances. Compare this to the much easier to read θˆi jk = NijkNij which is used in other books, such as [5].
There are several other books currently available on graphical models, but none with the same scope as the Koller
and Friedman book. The recently published book by Adnan Darwiche [2] is half the length but much narrower in scope:
it focusses on inference techniques for directed models, many of which were developed by Darwiche himself. Roughly
speaking, Darwiche’s book is likely to appeal to readers with an AI background, whereas Koller and Friedman’s book isdoi:10.1016/j.artint.2009.11.005
146 Book reviewtargeted at readers who are more interested in machine learning. The DeGroot prize-winning book by Cowell et al. [1] is
shorter than Koller and Friedman, but covers much less material; in particular, it only discusses exact inference methods
based on the junction tree algorithm. The book by Jensen and Nielsen [4] is in some ways an easy to read version of [1],
with more emphasis on modeling; it is arguably the most suitable book for undergraduates.
In summary, the Koller and Friedman book is a tour de force, and a timely addition to the literature of this fast-moving
ﬁeld.
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