We examine model checking of finite control π-calculus processes against specifications in epistemic predicate CTL * . In contrast to branching time settings such as CTL or the modal µ-calculus, the general problem, even for LTL, is undecidable, essentially because a process can use the environment as unbounded storage. To circumvent this problem attention is restricted to closed processes for which internal communication along a given set of known channels is observable. This allows to model processes operating in a suitably memory-bounded environment. We propose an epistemic predicate full CTL * with perfect recall which is interpreted on the computation trees defined by such finite control π-calculus processes. We demonstrate the decidability of model-checking by a reduction to the decidability of validity in quantified full propositional CTL * .
Introduction
The π-calculus [MPW92, SW01] has attracted a lot of interest as a computational model for distributed systems. Along with most other process algebras the calculus is Turing-complete in general. Therefore most interesting decision problems about the π-calculus are undecidable. Algorithmic support mainly
Background on π-Calculus
Finite control π-terms syntax can be given by the BNF P ::= 0 | α.P | (νy)P | P + P | if x = y then P else P | p(y, . . . , y) Q ::= 0 | P | Q|Q | (νx)Q Here P, Q are process terms that use (channel) names x, y for communication.
A communication action α is either the input of a name y along a channel named x, written as x(y), or the output of y along x, written xy, or the neutral, unobservable action τ . Names can be locally scoped by the operator (νy) which prevents communication along y (but allows y to be passed as a parameter, resulting in so-called scope extrusion of y, as detailed below). Other operators are action prefixing, choice (+), conditionals, and parallel composition. A process is a term of the form Q together with a finite set of definitions of the form p(x 1 , . . . , x n ) = P , for the recursive invocations in Q and in the definitions' own righthand sides. Below we elide the distinction between single process terms P and parallel compositions Q, and use P to range over both. The set of all names in a π-term P is denoted by n(P ). The sets of free and bound names are written f n(P ) and bn(P ), respectively, the binders being (νx) and the input prefix x(y), which binds x, resp. y. Binders induce a relation of structural congruence ≡ on terms, including α-conversion, briefly detailed below.
We consider only executions
which consist entirely of silent steps, in order to prevent environment interactions, as explained in the introduction. Transitions are annotated by the sets C k of internal communication acts which are possibly observed by knowers. Each P k has the form (νx 1 ) . . . (νx m )P
where P has no occurrences of ν. This form can be achieved using structural congruence. Annotations C k consist of communication acts written in the form c(x). Annotated transitions are derived by the following axioms and rules, a variant of the so-called early semantics of the π-calculus, cf. [Par01] :
−→ ∅ [z/y]P xy.P xy −→ ∅ P P α −→ C P y ∈ n(α) y ∈ n(C)
Symmetric rules for + and parallel composition | are derivable using structural congruence. Annotations can be either ∅, or singletons. Together with the identities A|(νx)B ≡ (νx)(A|B), x ∈ fv (A), and p(x 1 , . . . , x n ) ≡ P , given p(x 1 , . . . , x n ) = P , the congruence rule allows to avoid the use of bound output action x(y), and a dedicated rule about recursive invocations. It is possible to show that P τ −→ {x(y)} Q according to the above semantics iff P τ −→ (νx)(νy)Q according to the early semantics of [Par01] , where one or both of (νx) or (νy) may be absent.
Epistemic Predicate Full CTL * on Finite Control π-Processes
Using α-conversion it is easy to write executions such as (1) in such a manner that names are never reused in the following sense.
is either ∅, or a finite or infinite interval.
A model for EPCTL
* is the Kripke frame T (P 0 ) whose paths correspond to the standard executions starting from some given π-term P 0 . Fix a countably infinite set D including all names in T (P 0 ).
Definition 2.2 T (P 0 ) = W, R where W consists of all the pairs of the form P, C where P is a process term of the form (2) that occurs in some execution starting from P 0 , and C ∈ {∅}∪{c(c ) : c, c ∈ D}. P , C R P , C iff either P τ −→ C P , or P = P , C = ∅ and P is either deadlocked or terminated.
The condition P, C R P, ∅ for terminated and deadlocked P rules out finite maximal paths in T .
Given P 0 , there exists a finite set P of ν-free process terms such that the following condition holds: Let {y 1 , . . . , y N } = P ∈P n(P ) and let A be the set {∅} ∪ {{y i (y j )} : i, j = 1, . . . , N } of annotations written using y 1 , . . . , y N . Then all the annotated silent transitions P k τ −→ C k+1 P k+1 in executions (1) starting with P 0 can be written in the form
where
is the substitution of y 1 , . . . , y N , by the pairwise distinct names n 1 , . . . , n N , and σB def = {n j 1 (n j 2 ) : y j 1 (y j 2 ) ∈ B, j 1 , j 2 = 1, . . . , N }. We write σ using [[.]] and not [.] to indicate that it affects the bound occurrences of y 1 , . . . , y N too. Since n 1 , . . . , n N are required to be distinct, our use of [[.] ] is semantically correct. In particular, (3) is a derivable transition iff
We use P as a vocabulary of predicate symbols for T = T (P 0 ). Each P ∈ P is used as a |fn(P )|-ary predicate symbol. (Note that here P ranges over the ν-free parts of terms in the form (2). The only bound names of P can be the ys in the scope of an x(y).) Given {z 1 , . . . , z |fn(P )| } def = fn(P ) ⊆ {y 1 , . . . , y N }, we fix the ordering z 1 , . . . , z |fn(P )| , and, for any n 1 , . . . , n |fn(P )| ∈ D, we define
Similarly, we introduce a binary predicate symbol C for latest communication act, and a temporal proposition T for silent transitions.
This vocabulary may be inconvenient for immediate use, but with existential quantification and disjunction one can easily define predicates like, e.g., Z(n 1 , n 2 ) for there exist a name y such that the current process term is of the form . . . | n 1 (x).p(n 2 , x, y) | . . ..
For an annotated execution E written as (1), the set C E (a, k) of the channels that are tapped by knower a at step k is defined as follows. C E (a, 0) is presumed to be predefined and the same for all E. Given C E (a, k), we put
In words, once a observes the communication of channel name c , communication over c becomes observable to a too. Given C E (a, k), k < ω, and two more executions
In words, F 1 ∼ a,k,E F 2 iff F 1 and F 2 have the same communication over channels that are observed by a in E at all steps j ≤ k. Since
are equivalent, and ∼ a,k def = λF 1 F 2 .F 1 ∼ a,k,F 1 F 2 is an equivalence relation. F 1 and F 2 are indiscernible to a until step k iff F 1 ∼ a,k F 2 . We define our epistemic modality by means of ∼ a,k .
The syntax of EPCTL * is
where the occurrences of x represent individual variables. The counterparts of standard executions in T are standard R-paths.
Definition 2.3 An infinite sequence
is a standard R-path if P 0 is the process term used to define T = T (P 0 ),
k+1 for all k < ω and the corresponding execution (1) is standard. Given R-paths ρ 1 and ρ 2 and channels c 1 , . . . , c m ∈ D, we write ρ 1 ∼ c 1 ,...,cm,k ρ 2 if E 1 ∼ a,k E 2 for the corresponding executions E 1 and E 2 , and a such that
Definition 2.4 Given a standard R-path (5), a valuation v of the individual variables into D, k < ω and a formula ϕ, T , v, ρ, k |= ϕ is defined by the clauses
Here ρ[0.
.k] stands for the finite prefix of ρ of length k + 1. As expected,
We use , ¬, ∧, ∨ and ⇔ as abbreviations in the usual way; I, 3 − ϕ, ϕ, 3ϕ, 2ϕ, (ϕWψ) and (ϕVψ) abbreviate the formulas ¬ , ( Sϕ), ¬3 − ¬ϕ, ( Uϕ), ¬3¬ϕ, (ϕUψ) ∨ 2ϕ and (ϕSψ) ∨ ϕ, respectively.
Example 2.5 Let P 0 = p(c)|q(c) where
A knower who can initially tap c is in a position to detect the termination of the right operand of | in the process as soon as a tapped channel's name becomes transmitted along that same channel:
where the atomic formula p(z)|0 is underlined for better readability. To achieve this, the knower must follow the communication along the new channels y introduced at each step. (Each of these channels is used once to announce the name of its successor, and then "forgotten" by the process.)
3 From EPCTL * on finite control π-processes to QCTL *
on trees
Consider standard annotated executions (1) with process terms of the form (2) and the representation (3) of transitions in such executions again. The representation (3) applies if we allow some of n 1 , . . . , n N to be the auxiliary symbol * ∈ D too, provided that n j = * only if y j ∈ n(Q ) ∪ n(Q ). To facilitate the presentation, in the sequel we use (3) with n 1 , . . . , n N ranging over D ∪ { * } and put σ = [. . . , * /y j , . . .] instead of y j ∈ domσ. We fix P 0 , P, D, {y 1 , . . . , y N } = Q∈P n(Q) and A for the rest of the section.
Given these, an annotated execution E of the form (1) can be written as
where Q k ∈ P, B k+1 ∈ A and σ k are substitutions as above which satisfy σ k+1 Q k = σ k Q k , and the additional condition ranσ
, that is, a name n should occupy the same slot y throughout its lifetime in E.
Up to a permutation of D, (6) is determined by the sequences Q k , k < ω, and B k , 1 ≤ k < ω, and, for each j = 1, . . . , N , the steps k at which
To realise that, observe that in standard executions (7) is equivalent to k = min L E (σ k (y j )) and to k − 1 = max L E (σ k−1 (y j )), provided that σ k (y j ) = * and σ k−1 (y j ) = * , respectively. Consequently, up to permutations of names, the standard executions starting from a given P 0 can be described by means of the finite Kripke frame F = W, R, w 0 with state space W def = P × A × P({y 1 , . . . , y N }), initial state w 0 def = P 0 , ∅, n(P 0 ) and transition relation R such that P , B , Y R P , B , Y iff Y = (n(P ) ∪ n(B )) (n(P ) ∪ n(B )) and either P τ −→ B P is a derivable transition, or P = P , B = ∅ and P is either deadlocked or terminated. Here n(∅) def = ∅, n({y j 1 (y j 2 )}) We use F to model-check the tree of all standard executions starting from P 0 for EPCTL * properties. Instead of immediately interpreting EPCTL * formulas on F , we use a propositional LTL formula E which describes the set of paths of F . To this end introduce a finite vocabulary L = {q 1 , . . . , q K } and a valuation V : W → P(L). No connection between the values of the variables from L and the structure of the states of F is assumed. We only require V to satisfy V (w ) = V (w ) whenever w = w , which can be achieved iff K ≥ log 2 |W |. Given a state w ∈ W , let w
Now the validity of an arbitrary QCTL * formula ϕ in M is equivalent to |= QCTL * ∀E ⇒ ϕ. By ch j , busy j , comm j,k , j, k = 1, . . . , N , and tau, we denote boolean combinations of q 1 , . . . , q K which, up to equivalence, are determined by the following conditions, where M = W, R, w 0 , V and w = Q, B, Y :
The intended meaning of ch j is to indicate that the occupation of y j was changed upon the incoming transition, i.e., either k = 0, or σ k−1 (y j ) = σ k (y j ) in the representation (6) of executions; busy j means that y j currently holds a name and not * ; tau means that the incoming transition was τ , and comm j 1 ,j 2 means that the incoming transition was σ k (y j 1 )(σ k (y j 2 )). Given P ∈ P and a sequence of indices j 1 , . . . , j |fn(P )| ∈ {1, . . . , N }, P j 1 ,...,j |fn(P )| denotes some boolean combination of q 1 , . . . , q K such that M, Q, B, Y |= P j 1 ,...,j |fn(P )| iff Q is [y j 1 /z 1 , . . . , y j |fn(P )| /z |fn(P )| ]P where z 1 , . . . , z |fn(P )| is the fixed ordering of fn(P ) previously associated with P .
Next we describe a translation t(.) of EPCTL * into QCTL * on tree Kripke models. Tree models allow the values of bound propositional variables to vary unrestrictedly along paths, whereas repeated occurrences of states along paths in non-tree models constrain the values of quantified variables at the respective positions to be the same too. By abuse of notation, we write M = W, R, w 0 , V for the result of the unravelling of the finite Kripke model M described above into a tree one too. QCTL * extends propositional CTL * by formulas of the form ∃qϕ. M, ρ, k |= ∃qϕ holds iff there exists a V : W → P(L) such that V (p) = V (p) for p = q and W, R, w 0 , V , ρ, k |= ϕ.
The QCTL * translation t(ϕ) of an EPCTL * sentence ϕ satisfies |= QCTL * ∀E ⇒ t(ϕ) where E is as in (8) iff ϕ is true about all the executions starting with a fixed P 0 . As mentioned above, E allows the appearance of names in E to be determined up to a permutation on D. Since we assume ϕ to be a sentence, this is sufficient.
To handle quantification over names in EPCTL * we augment the description of the possible executions E which can be derived from E with a description of the identities between the names which appear in E and the values of the (bound) variables of ϕ. Without loss of generality we assume that no individual variable in ϕ is bound by more than one occurrence of ∃. Let x 1 , . . . , x M be all the individual variables of ϕ. To describe the occurrences of v(x l ) in an execution E for the relevant v, we take the form (6) of E and introduce the propositional variables p j,l , j = 1, . . . , N . The intended meaning of p j,l at step k is v(x l ) = σ k (y j ). As it becomes clear below, this enables translating P (x l 1 , . . . , x lm ) into j 1 ,...,jm
The translation of a formula of the form ∃x l ψ includes a formula of the form ∃p 1,l . . . ∃p N,l (V l ∧ t(ψ)), in which V l constrains p j,l to mark some possible extent L E (v(x l )) = L E (σ k (y j )) of v(x l ) in the executions E which correspond to the paths in T and in the corresponding QCTL * model M . The case of p j,l being satisfied nowhere along the given path corresponds to the name v(x l ) appearing nowhere in E. Let
F j,l means that x l evaluates to σ k (y j ) at time k, and j is the only one with this property, and no other individual variable evaluates to σ k (y j ) at time k. The latter condition is included to simplify the handling of atomic formulas built using =. To express that x l evaluates to none of the names σ k (y j ), we use the formula G l N j=1 ¬p j,l . Using F j,l and G l , we write
The satisfaction of H j,l at step 0 means that either L E (v(x l )) = ∅, or there exists a k such that σ k (y j ) = * for some k and v(
H j,l ). The clauses for the translation, except that for epistemic formulas, are as follows:
To facilitate translating formulas of the form x l 1 = x l 2 , the clause for t(∃x l ϕ) provides that the values of the free variables of ∃x l ϕ are excluded from the range of x l by treating the cases of v(x l ) being one of these values separately. The translation of formulas of the form K x 1 ,...,xm ϕ requires us to write a description of C E (a, k), k < ω, for an arbitrary execution E and a knower a such that C E (a, 0) = {v(x 1 ), . . . , v(x m )} in our propositional temporal language. We do this by introducing the propositional variables o j , j = 1, . . . , N . Just like the variables p j,l , o j have only bound occurrences in the translations of EPCTL * sentences. Assuming that the considered execution E is written in the form (6), the intended meaning of o j in the translation of K a . . . at step k is σ k (y j ) ∈ C E (a, k). Next we construct an LTL formula to express that o j , j = 1, . . . , N , behave according to the defining properties of C E (a, k), k < ω, with respect to the adopted way of propositional description of executions E.
Consider an individual variable x l such that v(x l ) ∈ C E (a, 0) and let k < ω. Then the satisfaction of
We put
The satisfaction of I L at step 0 means that a taps communication over the channels denoted by x l , l ∈ L, throughout their extents. To express the definition (4) of C E (a, k + 1) in terms of C E (a, k), we use the formula
The satisfaction of C at step 0, means that communicating a channel name σ k (y h ) over an observed channel σ k (y j ) at an arbitrary step k makes communication over σ k (y h ) observable from step k + 1 on and for the rest of the extent of σ k (y h ), that is, until eventually a step k > k is reached such that
Expressing K x 1 ,...,xm furthermore requires reference to executions E which exhibit the same sequence of observable actions as the actual execution E. To this end we introduce an extra copy L = {q 1 , . . . , q K } of the vocabulary L of our Kripke model M , whose paths we described using the formula E. We write x for the boolean combination [q i /q i : i = 1, . . . , K]x, x = tau, busy j , comm j 1 ,j 2 , ch j . Similarly we assume additional sets p j,l , o j , j = 1, . . . , N , l = 1, . . . , M , of the variables p j,l and o j , to describe the extents of the values of individual variables and channel observability in E , and write I L , C , etc. for the variants of I L , C, etc., written in the primed vocabulary.
Let the substitutions involved in writing E in the form (6) be σ k , k < ω. According to our encoding, observing the same actions in E and E means that if o j and comm j,h , hold at some step k, then o j and comm j ,h hold for some j , h such that σ k (y j ) = σ k (y j ) and σ k (y h ) = σ k (y h ). To express the latter identities, we introduce the atomic propositions e j,j , j, j = 1, . . . , N . The intended meaning of e j,j at step k is that
The valuation of e j,j , j, j = 1, . . . , N , along a path describes correctly a possible overlap of the extents L E (n) and L E (n) of some name n in a pair of executions E and E , iff it has the properties which are expressed by the following LTL formulas
At step k, the first formula states that σ k (y j ) = σ k (y j ) = * can hold for at most one pair j, j . The second and the third formulas state that
Let N j,j be the conjunction of these formulas. We denote the formula 3 − (I ∧ ∀2
Using the variables e j,j we can express that E and E have the same observable communication by the formulas
The formulas (10) state that C E (a, k) = C E (a, k) for the reference step k. The formula (11) states that the account of the valuation of individual variables given by p j,l and p j ,l is consistent with the identities between in E and E as described using e j,j . The formulas (12) and (13) state that the actions on observable channels in the two executions are identical. We denote the conjunction of (10)-(13) by S j,j ,h,h . We denote j,j ,h,h S j,j ,h,h by S. The satisfaction of S at step k means that E ∼ a,k E holds, provided that executions E and E correspond to the satisfying path, that is, provided that busy j , ch j , tau, comm j 1 ,j 2 , busy j , ch j , tau and comm j 1 ,j 2 correctly describe E and E , respectively, p j,l , p j ,l and e j,j correctly describe the identities between the names involved in E and E , and the values of the individual variables x l , and, finally, o j and o j , correctly describe the observability of channels. This condition is expressed by the conjunction
The subscripts written with i and j, and also l as the main symbol above range over {1, . . . , N } and {1, . . . , M }, respectively. Now we are ready to write a translation clause for K x 1 ,...,xm ϕ. (The initially observable channels are chosen to be values of the first m individual variables x 1 , . . . , x m for the sake of simplicity.) K x 1 ,...,xm ϕ translates into
The quantifier prefix of t(K x 1 ,...,xm ϕ) provides fresh sets of variables q 1 , . . . , q K to enable the description of E , p j ,l to describe the identities between the values of the individual variables and the names involved in E , o j and o j to mark the observability of channels in E and E , respectively, and a set of variables e j,j to express whatever identities hold between the names occurring in E and E during their various extents. The conditions on these variables which actually force their truth values to give a consistent account of E , the way individual variables refer to names in E , the observability of channels in both executions, the identities between names occurring in E and E , and the fact that E ∼ a E for a knower a who can initially observe the channels v(x 1 ), . . . , v(x m ) are expressed in the conjunction on the left of ⇒ in the matrix of the formula by E ,
..,m} , N , and S, respectively.
On the whole, the translation states that if a cannot tell apart some E from the actual execution E, then the encoding of E satisfies t(ϕ) as well, which is the defining condition for the satisfaction of K x 1 ,...,xm ϕ. The free propositional variables of t(K x 1 ,...,xm ϕ) are q 1 , . . . , q K , and p j,l , j = 1, . . . , N , x l ∈ F V (ϕ), which describe the actual execution E and the identities between the names occurring in E and the values of the (free) variables of ϕ, provided that their truth values satisfy E and the relevant V l , respectively.
The correctness of our translation can be formuated as follows:
Theorem 3.1 Given a π-process P 0 and an EPCTL * sentence ϕ in the respective predicate vocabulary,
The same plan can be used to show that the problem of model-checking finite-control processes which communicate with a finite memory environment for predicate LTL properties, that is, the problem of whether there exists a finite-control E such that the runs of P | E for a given P have a given property written in the LTL subset of our EPCTL * , is recursively enumerable but still undecidable, as long as E is unrestricted. This can be realised by choosing P to range over the processes P M which simulate Turing machines M as above, and the property in question to be M terminates and E behaves as storage in the above way until M terminates. By restricting M to be deterministic, P M |E can be chosen to have just one run. For terminating M , the unique run of P M | E will satisfy the above property for any E which is big enough to serve as storage throughout the terminating run of the simulated M .
Concluding remarks
We have examined model checking of finite control π-calculus processes against formulas in an epistemic extension of predicate CTL * with perfect recall. Since model checking is undecidable for open π-calculus processes even for LTL, we instead address closed process terms and tapping internal communication across a distinguished set of channels. This constrains the storage capacity of processes sufficiently to render model checking decidable.
Model checking the π-calculus has been considered by several authors, but so far only in branching time settings. Dam [Dam96] obtained a first decidability result for a predicate extension of modal µ-calculus. This result has been improved upon in [Fra96, YRS04] . The latter work has been adapted to the stochastic π-calculus [NPPW07] . Recent applications of π-calculus and its dialects to security protocol verification mostly appeal to Dolev-Yao type knowledge extraction. An exception is [CDK09] , where the use of epistemic reasoning in the context of π-calculus is suggested. An epistemically flavoured extension of modal logic applied to CCS, a precursor of the π-calculus, is proposed in [Mar07] .
We leave three main questions open for future investigation. First, we have not explored the practical implications of the closed system modelling approach suggested in this paper, and whether it can offer new approaches to specification and verification, for instance along the lines suggested by [CDK09] . Second, the model checking algorithm presented here is nonelementary and needs to be improved in order to become practically useful. It remains to be seen if existing approaches to model checking of epistemic logics [GvdM04, RL07] can be extended. Third, it is of interest to extend the results presented here to capture also strategic ability, for instance along the lines of ATL [AHK02] .
