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Este proyecto abarca todo el proceso de configuración de un robot comercial (Neato XV-Essential)
para poder controlarlo de forma remota mediante conexión inalámbrica, la implementación de diversos
entornos de control para su uso en docencia (Matlab y Simulink), y la implementación de otro entorno
específico en web (HTML y Javascript), para desarrollar una funcionalidad sencilla como es la extrac-
ción de puntos de interés del entorno (’Landmarks’). Este proceso de extracción de puntos de interés es
fundamental a la hora de implementar un sistema de localización autómatico, ya que es el paso previo
a la corrección de la localización.
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El proyecto surge de una propuesta personal al Profesor Antonio Martínez, la cual se convierte,
gracias a su visión, en un proyecto aplicable a la docencia.
La idea de realizar un proyecto sobre robótica, y en este caso, de robótica móvil proviene del inte-
rés personal en este campo. Siempre me ha interesado dentro del mundo de la informática, la rama
dedicada al control. Aquella que une la parte intangible de la informática, cómo el código, con el mundo
real mediante hardware, sensores y actuadores.
La motivación también proviene del auge en los últimos años de la investigación en el campo de
la robótica, con el fin de incorporarla paulatinamente en el día al día de la sociedad. Se habla en un
futuro próximo de vehículos autónomos y de robots humanoides de asistencia a las personas, tanto en
el ámbito clínico como en el hogar.




El principal objetivo de este proyecto es la obtención de una plataforma robótica con la que poder
realizar prácticas de laboratorio para las asignaturas de Robótica en los estudios de Grado y de Máster,
y también proyectos finales de estudiantes.
Esta plataforma tiene que poder ser contralada de forma remota mediante conexión inalámbrica apro-
vechando la gran expansión de éstas. Siendo capaces de enviar comandos de movimiento y obtención
de datos del robot cómo del entorno, para proyectos de localización y obtención del mapa, mediante
un software que realiza una conexión por socket con el robot implementado en cualquier lenguaje de
programación.
Una vez conseguidas estas funcionalidades, también se quiere demostrar la gran versatilidad del proyec-
to, implementando una interfaz web con la que controlar el robot desarrollando alguna funcionalidad




Los robots móviles, tienen la capacidad de desplazarse alrededor de un determinado entorno y no
están fijos en una posición determinada. En contraposición, otros robots, como los industriales, gene-
ralmente consisten en un brazo articulado y una herramienta que está anclada a una superficie fija.
Los robots móviles son foco de investigación actual, y casi todas las grandes universidades tienen
un laboratorio dedicado al desarrollo de aplicaciones en robótica móvil. Los robots móviles también
pueden ser encontrados en la industria y en entornos militares y de seguridad.
También posible encontrarlos en entornos domésticos, tanto como juguetes o realizando tareas do-
mésticas sencillas.
Para que los robots móviles puedan cumplir su cometido, deben conocer dónde se encuentran, a dónde
ir y que acciones realizar para llegar a su objetivo. Para ello, se deben cumplir cuatro requisitos:
Control: La capacidad de accionar los actuadores del robot para llevar a cabo los movimientos
deseados.
Percepción: La obtención de datos, tanto del propio robot como del entorno. Estos pueden provenir
de todo tipo de sensores, como encoders, LIDARs o cámaras.
Localización: La capacidad de situar al robot en su entorno, estimando su posición y orientación
3
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(pose) en cada momento.
Planificación: Tarea de decisión sobre qué acciones debe realizar el robot para llevar a cabo sus
objetivos.
En este proyecto, se aplican tanto el control, cómo la percepción y la localización. El control se lleva
a cabo mediante el envío de comandos a través de la solución que se ha implementado. La percepción
y la localización se detallan a continuación, ya que requieren más explicación.
2.2. Percepción
La capacidad de percepción vendrá definida por el tipo de sensores que incorpore el robot móvil
y que le permitirá obtener información del entorno en que se encuentra. Se detallan los sensores más
comunes:
2.2.1. Encoders
Estos sensores cuentan tics de rueda (fracciones de vuelta). Sabiendo el número de tics transcurridos
en una fracción de tiempo y el radio de la rueda, se puede calcular la velocidad angular de giro. Existen
diferentes tipos de encoders según la tecnología de contabilización de tics, los más comunes son ópticos
o magnéticos.
Es el sensor más común para estimar la posición mediante la odometría.
Figura 2.1: Detalle de funcionamiento de encoders magnéticos y ópticos.
2.2.2. Visión
Una cosa que falta a todos los sensores de detección de distancias es la habilidad de extraer pro-
piedades de las superficies observadas e identificar objetos. Las imágenes a color (o escala de grises)
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nos permiten utilizar un amplio repertorio de información para identificar y localizar componentes del
entorno.
Las principales ventajas de los sensores de visión son:
- Gran cantidad de información.
- Capacidad de extraer información en tres dimensiones del entorno.
- Las cámaras son sensores pasivos, que no necesitan emitir sonido o luz cómo los sonar y los
escáneres laser.
2.2.3. Láser
El escáner láser es el sensor que está en continua expansión en mundo de la robótica. Las técnicas
dominantes para la obtención de medidas de distancia basadas en laser son las denominadas técnicas
de tiempo de vuelo (TOF, por sus siglas en inglés) y las técnicas de cambio de fase.
Un sistema TOF lanza un pulso laser de corta duración y se mide el tiempo que tarda este en volver.
La distancia se calcula entonces como un medio de la velocidad de la luz por el tiempo que ha tardado
el láser en realizar un viaje de ida y vuelta.
En sistemas de cambio de fase, se transmite una ola continua de luz. La idea es comparar la fase
la señal retornada con una señal de referencia generada por la misma fuente.
Un escáner laser presenta multitud de ventajas:
- Es rápido. El tiempo de medida puede considerarse instantáneo.
- La precisión es bastante elevada. Las nuevas generaciones de lasers tienen una precisión con
un margen de error inferior a 10 milímetros.
- La resolución angular de 0.5o o de 0.25o dependiendo del fabricante, es superior a la ofrecida
por un sónar.
- Los datos obtenidos de un escáner láser pueden ser interpretados directamente como la
distancia hasta un obstáculo en una posición determinada.
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El escáner láser es el mejor sensor para extraer propiedades de superficies planas, como las paredes,
gracias a la densidad de la información de distancias que ofrece.
Figura 2.2: Sensor laser de 360o de rotación RPLidar.
2.2.4. Sonar
Este tipo de sensores funcionan tanto como emisores como receptores de ultrasonidos, de forma
análoga a los sensores laser. Igual que estos, utiliza técnicas TOF para detectar distancias.
El éxito obtenido al aplicar este tipo de tecnologías en robots móviles depende en gran medida del
acercamiento utilizado en la clasificación de los datos obtenidos.
Figura 2.3: Sensor de distancias por sonar.
2.3. Localización
2.3.1. Odometría
El concepto de odometría se define como el estudio de la estimación de la posición de vehículos
con ruedas durante su navegación. En robots móviles se utiliza para estimar su posición relativa a su
localización inicial. Es bien sabido que dada una buena aproximación respecto a su localización inicial,
la odometría proporciona una buena precisión a corto plazo, no obstante, la odometría es la integración
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de información incremental del movimiento a lo largo del tiempo, lo cual conlleva inevitablemente a la
acumulación de errores.
La odometría se basa en ecuaciones sencillas de implementar, las cuales hacen uso del valor de los
encoders de las ruedas del robot para traducir las revoluciones de las ruedas a un desplazamiento lineal
relativo al suelo. Este concepto básico puede llevar a imperfecciones y a cálculos erróneos si por ejem-
plo las ruedas patinan, o se produce una sobre-aceleración (errores no sistemáticos), también depende
directamente de la exactitud de la localización y orientación inicial del robot.
Situar un robot a mano, en una posición determinada con una precisión de milímetros, puede no
resultar excesivamente complicado, pero cuando se trabaja con varios robots los cuales deben compar-
tir las coordenadas absolutas de un escenario, puede resultar realmente complejo e imperfecto. Además,
el correcto funcionamiento de la odometría depende también de errores sistemáticos como a medición
de los diámetros de las ruedas, su alineamiento, la resolución discreta del encoder o la distancia de
separación entre las ruedas.
A pesar de sus limitaciones, el uso de la odometría en investigación es uno de los pilares más im-
portantes del sistema de navegación de un robot.
Figura 2.4: Comparación entre la posición real (azul) y la estimada por odometría (rojo).
2.3.2. Extracción de puntos de interés (Landmarks)
Una opción para solucionar el problema de la odometría es utilizar un mapa y características del
entorno para corregir la estimación. Por ejemplo, esto es lo que llevan haciendo los barcos durante
siglos gracias a los faros. Conociendo su localización en un mapa y mediante observaciones se puede ir
corrigiendo la estimación hecha hasta entonces.
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Hoy en día tenemos métodos más sofisticados como el GPS, capaz de darnos una precisión de metros
siempre que tengamos cobertura. Sin embargo, este sistema no funciona si necesitamos más precisión
o si nos encontramos en interiores, dónde las señales del GPS no están disponibles.
No siempre es posible recurrir a marcas conocidas para usar como referencia. En ese caso, deberá
ser el observador el que decida qué elementos del entorno deberán usarse como referencias. Esta es
una elección muy importante, ya que de ello dependerá el éxito de la localización. Las estrellas o acci-
dentes geográficos son ejemplos de características naturales que se llevan utilizando desde la prehistoria.
Confundir una característica por otra puede resultar desastroso. Supondrá corregir la posición en
base a información errónea, es decir, empeorarla.
En el caso de un robot, esas características deberán de ser extraída de los datos proporcionados por
los sensores. Dicho proceso de extracción se conoce por su nombre en inglés feature extraction, es decir,
extracción de características.
El tipo de sensores utilizados limitará el tipo de características que se pueden extraer. Por ejemplo, si
se utiliza una cámara, el tipo de información que se podrá extraer será muy alto, aunque también su
coste computacional. Si se utilizara un simple sensor de distancia, la información será muy limitada.




Se trata de un robot comercial de limpieza de la marca Neato. Adquirimos el modelo XV-Essential
ya que incorporaba todos los sensores y actuadores necesarios a un precio asequible.
Lo que diferencia a este robot de otras marcas es su sensor laser de 360o de rotación, el cual es muy
interesante para proyectos de localización y obtención del mapa.
Figura 3.1: Neato XV-Essential
A continuación se detallan las características más importantes:
- Sensor de paredes en el lateral frontal derecho
- 4 bumpers, dos en el frontal y uno en cada lateral
- 2 sensores de caída en el frontal
- Laser rotatorio de 360o
- Encoders con 1mm. de resolución
9
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- Acelerómetro
- Puerto USB de comunicación
Figura 3.2: Detalle de los sensores y actuadores
Figura 3.3: Detalle de las medidas
3.1.1. Puerto serie
El puerto USB que incorpora el robot Neato implementa un puerto de comunicación serie genérico.
Éste acepta diferentes tipos de comandos tanto de control como de obtención de datos. Los comandos
que acepta el robot se encuentran en el anexoA.
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3.2. Raspberry Pi 2 Model B
Es un ordenador de placa reducida o placa única (Single Board Computer) de bajo coste desarrollado
en el Reino Unido por la Fundación Raspberry Pi, con el objetivo de estimular la enseñanza de ciencias
de la computación en las escuelas.
Este modelo es la segunda generación, reemplaza el original Raspberry Pi 1 Model B+. Sus principales
características son:
- Procesador de 4 núcleos ARM Cortex-A7 a 900 Mhz
- 1Gb de RAM
- 4 puertos USB
- 40 puertos GPIO
- Puerto full HDMI
- Puerto ethernet
- Puerto combinado de jack de audio y video compuesto
- Interfaz de cámara (CSI)
- Interfaz de display (DSI)
- Slot de tarjeta SD
- Núcleo de video VideoCore IV 3D
Figura 3.4: Raspberry Pi 2 Model B
Para la realización de este proyecto se le ha añadido una llave USB Wifi para poder disponer de
conexión inalámbrica. El modelo es un TP-Link Nano USB Adapter TL-WN725N.
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3.3. Matlab
El entorno escogido para desarrollar las interfaces de usuario para finalidad docente ha sido Matlab.
Es un entorno muy amigable a la hora de trabajar con modelos ya que simplifica mucho la manipula-
ción y visualización de datos.
Está enfocado en el manejo de matrices y vectores (de ahí su nombre MATtrix LABoratory), siendo
muy eficiente a la hora de realizar cálculos con ellos.
Está disponible para los principales sistemas operativos: Windows, GNU/Linux y MacOS. Cada año
se lanzan dos versiones, identificadas por el año y la letra ‘a’ o ‘b’ según sea la primera o segunda del
año.
La versión utilizada ha sido la R2014a.
Figura 3.5: Interfaz Matlab
3.3.1. Lenguaje de programación M
Matlab dispone de su propio lenguaje de programación llamado M. Se trata de un lenguaje inter-
pretado y de tipo dinámico.
Originalmente estaba limitado al uso de scripts y funciones, pero actualmente dispone de programación
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orientada a objetos. Permite también la creación de interfaces de usuario sencillas, funcionalidad que
se ha usado para crear la interfaz del proyecto para fines docentes.
Un inconveniente de este lenguaje es que no permite ejecutar más de un hilo de ejecución de for-
ma explícita.
3.3.2. Simulink
Es un entorno de programación visual que funciona sobre el entorno de programación Matlab, di-
señado específicamente para la creación de modelos, simulaciones y sistemas dinámicos. Permite la
realización de modelos tratando datos tanto discretos como continuos.
Su interfaz principal es una herramienta gráfica de creación de diagramas de bloques. Ofrece inte-
gración con el resto del entorno Matlab y puede manejar su entorno o ejecutar scripts procedentes del
mismo. Es bastamente usado en control automático y en proceso de señales digitales en simulaciones
y diseño basado en modelos.
Se ha usado para crear un modelo básico de control para el robot, de forma que se tiene un ob-
jeto que representa al robot, mediante el cual, indicándole una entrada para realizar su control, se
obtiene una salida con los datos del mismo. De esta forma se dispone de otro entorno, en este caso, en
forma de modelo, para poder realizar el control del robot y cuyas implementaciones son muy amplias.
3.3.3. C++ y Java
Matlab permite ejecutar código C/C++ mediante lo que se conoce como funciones MEX. Se ha
usado código C++ para diseñar la funcionalidad de una de las cajas principales del modelo del robot
para Simulink. Y se ha usado Java, que se puede usar directamente sobre código M, para implementar
la comunicación por socket con el robot en código M.
3.4. Código Python
Es un lenguaje de programación interpretado de tipado dinámico y multiplataforma, cuya filosofía
hace hincapié en una sintaxis que favorezca un código legible. Es multiparadigma ya que soporta orien-
tación a objetos, programación imperativa y, en menor medida, programación funcional.
3.5. Codigo HTML y Javascript 14
Es administrador por la “Python Software Foundation”. Posee licencia de código abierto, denomi-
nada “Python Software Foundation License” que es compatible con la Licencia pública general de GNU
a partir de la versión 2.1.1.
Se ha usado para programar la interfaz de comunicación entre el robot y el puerto socket.
3.5. Codigo HTML y Javascript
HTML, del inglés “HyperText Markup Language”, hace referencia al lenguaje de marcado para la
elaboración de páginas web. Es un estándar que sirve de referencia para la elaboración de paginas web
en sus diferentes versiones, define una estructura básica y un código para la definición de contenido de
una página web, como texto, imágaenes o videos, entre otros.
Es un estándar a cargo de la W3C “Wolrd Wide Web Consortium” organización dedicada a la es-
tandarización de casi todas las tecnologías ligadas a la web.
Javascript, abreviado comúnmente “JS”, es un lenguaje de programación interpretado, dialecto del
estándar ECMAScript. Se define como orientado a objectos, basado en prototipos, imperativo, débil-
mente tipado y dinámico.
Se utiliza principalmente en su forma del lado cliente, implementado como parte de un navegador
web, permitiendo mejoras en la interfaz de usuario y páginas web dinámicas.
Todos los navegadores actuales interpretan el código Javascript integrado en las páginas web. Para
interactuar con una página web, se provee al lenguaje Javascript de una implementación del "Docu-
ment Object Model"(DOM).
Se han usado para desarrollar la interfaz de usuario específica para demostrar funcionalidades sen-
cillas del robot. También se ha usado JQuery, que es una libreria de Javascript, que permite simplificar




Cómo último punto del entorno de trabajo, mostramos un diagrama de la arquitectura física imple-
mentada.
Figura 3.6: Esquema hardware
Capítulo 4
Cinemática del robot: Ecuaciones de
movimiento
El robot Neato XV-Essential corresponde perfectamente a una modelización clásica de robot dife-
rencial que explicaremos a continuación.
4.1. Robot diferencial
Existen varios modelos para representar a robots móviles según las características de éstos (número
de ruedas, geometría...). El modelo del robot diferencial es el que mejor se ajusta a este robot. Como
se puede apreciar en la figura, éste consiste en dos ruedas de radio r situadas en paralelo en el mismo
eje una distancia S. Estas dos ruedas corresponden a las dos ruedas motrices del robot. El resto de
elementos que entran en contacto con el suelo son rodamientos de contacto que no afectan al modelo,
por lo que se obvian en la representación.
Figura 4.1: Modelo del robot diferencial
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El eje de coordenadas local del robot, denotado {R}, está situado en el centro del eje motriz de las
ruedas. El eje Xr apunta hacia la parte delantera del robot, y el eje Yr hacia su lado izquierdo, siendo
paralelo al eje que une las ruedas. El eje Zr apunta hacia la perpendicular al plano que forman los ejes
Xr y Yr y en dirección contraria al suelo, aunque como vamos a trabajar en 2D, esta dimensión no se
va a usar.
El estado o pose del robot se representa respecto a un sistema de coordenadas global, denotado {W },
como X = (x, y, θ).
Figura 4.2: Sistema de coordenadas global W y sistema de coordenadas local R
Cada una de las ruedas gira de forma independiente respecto al eje Yr al tiempo que está fijada respecto
al eje Zr. La velocidad de cada rueda se define cómo:
vl = ωlr
vr = ωrr
dónde ωlr y ωrr son las velocidades angulares izquierda y derecha respectivamente, expresada en
radianes por segundo, r es el radio de las ruedas, expresado en metros, y vl y vr son las velocidades
lineales, expresadas en metros por segundo.
4.1. Robot diferencial 18
Figura 4.3: Rueda girando sobre el eje Y del robot
Cómo se puede apreciar, las velocidades de las ruedas siempre son paralelas al eje Xr. Mediante estas
velocidades se puede definir la velocidad lineal v del robot, así cómo su velocidad angular ω.
v = vr+ vl2
ω = vr− vlS
Analizando las ecuaciones se pueden extraer los tres tipos de movimientos que puede realizar el robot:
avanzar, girar y rotar. En la figura 4.4 se pueden ver los tres casos en detalle. Existen otros tres casos
totalmente simétricos permitiendo retroceder y girar o rotar hacia la izquierda.
Figura 4.4: Movimientos posibles de un robot diferencial en función de las velocidades de sus ruedas.
A partir de la velocidad lineal y angular del robot, se puede calcular la odometría δ = (δd, δθ) para un
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intervalo k. Para que la odometría sea fiable, el intervalo de tiempo empleado debe ser lo más pequeño
posible.
v = vr + vl2
ω = vr + vlS
4.2. Cinemática directa
La cinemática directa consiste en determinar cuál es la posición y orientación del robot respecto a
un sistema de coordenadas que se toma como referencia.
En el modelo del robot diferencial, la cinemática directa se puede extraer a partir del radio y la sepa-











Para conocer la trayectoria sólo hay que calcular integrar la sucesión de posiciones que se van pro-



















En este capítulo se va a documentar todo el proceso seguido para conseguir que el robot pueda
ser controlado de forma remota. Desde la adecuación del robot, hasta el desarrollo del código que
implementa la interfaz de comunicación.
5.1. Preparación del Neato XV-Essential
Como el uso que se le va a dar al robot va a ser diferente del cual para el que fue desarrollado
originalmente, se le han extraído tanto el motor de succión, como el rodillo frontal de recogida de
suciedad. De esta forma, obtenemos más espacio en el interior que se usará para emplazar elementos
necesarios en su adecuación.
También se le han realizado dos pequeños orificios por los que poder pasar dos cables. Por un la-
do, el cable USB que conecta con la Raspberry, que se conecta en la parte posterior y accede, gracias al
orificio, directamente al interior del robot sin interferir en el haz laser. Y otro cable que se ha soldado
directamente sobre los bornes que reciben la corriente de las baterías, al cual se le ha añadido un
circuito regulador de tensión para poder alimentar la Raspberry directamente de las baterías a una
tensión de 5V.
5.1.1. Circuito regulador de tensión
Surge la necesidad de alimentar la Raspberry ya que es el elemento que actúa cómo interfaz hardwa-
re de comunicación. En el inicio se usó una batería externa para móviles para mantener la Raspberry
20
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encendida, pero no era una solución cómoda ya que se debía controlar la carga, tanto de las baterías
del robot Neato, como de la batería de móvil que alimentaba la Raspberry para que funcionara correc-
tamente todo el entorno.
Así que se decidió incorporar un circuito regulador de tensión a 5V para poder alimentar la Rasp-
berry directamente de las baterías del Neato, y de esta forma, tener que controlar únicamente el estado
de las baterías del Neato. Para ello se montó un circuito regulador de tensión usando un regulador de
tensión a 5V. Específicamente se ha usado un regulador STMicroelectronics L7805CV. El circuito se
soldó siguiendo los esquemas del fabricante para un uso estándar.
Figura 5.1: Esquema regulador de tensión según STMicroelectronics.
Al cabo de unos días de usar ésta configuración del circuito rectificador, nos dimos cuenta que llegaba
un momento en que se perdía la alimentación de la Raspberry. Después de investigar un poco, nos
dimos cuenta que el circuito rectificador alcanzaba temperaturas muy elevadas debido a la disipación
de potencia provocada por la rectificación del voltaje de las baterías de 14V a la salida de 5V. Por lo
que el propio circuito se desconectaba para protegerse del aumento de temperatura.
Por suerte, el propio fabricante, propone en la documentación del circuito un esquema de rectificación
con disipación previa de potencia para evitarle tanta carga al componente (5.2). Ésta es la solución
que se ha acabado implementando y que funciona correctamente.
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Figura 5.2: Esquema regulador de tensión con filtrado de potencia de entrada según STMicroelectronics.
La resistencia usada en esta nueva configuración, es una resistencia de 12 Ω capaz de disipar 2 Vatios
de potencia.
Figura 5.3: Cicuito impreso conteniendo el circuito rectificador de tensión.
5.2. Raspberry Pi 2 Model B
En esta sección se van a detallar todas las configuraciones que se han realizado sobre la Raspberry
para poder usarla cómo interfaz de comunicación. Hay que recordar que se le ha añadido una interfaz de
comunicación inalámbrica (TP-Link Nano USB Adapter, TL-WN725N), la cual es necesaria configurar,
ya que el sistema operativo no la detecta automáticamente. Se explican todas las configuraciones a
continuación.
5.2.1. Configuración básica
Para poder usar la Raspberry se ha instalado una distribución estándar de Raspbian y también una
versión estándar de Python. No hay problema en usar versiones superiores a las que se indican más
adelante, incluso es posible que en versiones superiores de Raspbian no sea necesaria la instalación
manual de los drives del adaptador inalámbrico. Las versiones usadas son:
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- Raspbian 3.18.7-v7+ #755
- Python 2.7.3
5.2.2. Instalación y configuración de la red inalámbrica
El primer paso para disponer de red inalámbrica es instalar los drivers del adaptador de red. Es
necesario conocer qué versión de sistema operativo hay instalado exactamente debido a que los drivers
se obtienen de una página web dónde se encuentran todos los de este modelo, pero van empaquetados
según la versión del sistema operativo.
Por tanto, el primer paso es averiguar la versión exacta de sistema operativo:
uname -a
Seguidamente hay que acceder a la página web siguiente y buscar los drivers correspondientes a la
versión de sistema operativo:
http ://www.raspberrypi.org/forums/viewtopic.php?f=28&t=62371
Una vez descargada la versión correcta, hay que proceder a su instalación siguiendo los pasos siguientes:
1 tar -zxvf 8188eu -20141107. tar.gz #Descomprimir el archivo descargado
2 install -p -m 644 8188eu.ko /lib/modules/$(uname -r)/kernel/drivers/net/
wireless
3 sudo insmod /lib/modules/$(uname -r)/kernel/drivers/net/wireless /8188 eu.ko
4 sudo depmod -a
En el comando 1, se descomprime el archivo descargado. En el 2, se instalan los archivos que corres-
ponden a los drivers en su ubicación natural. En el 3 y 4, se registran los módulos instalados para que
sean usados por el sistema operativo.
Siguiendo los pasos anteriores, los drivers del adaptador inalámbrico ya estarán instalados y será
necesario, a continuación, configurar los parámetros de red para que la Raspberry se conecte a las
redes inalámbricas que nos interese al arrancarla. Para ello hay que seguir los pasos siguientes:
Modificar el archivo \etc\network\interfaces para que tenga este aspecto:
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1 auto lo
2 iface lo inet loopback
3 iface eth0 inet dhcp
4
5 allow -hotplug wlan0
6 iface wlan0 inet manual
7 wpa -roam /etc/wpa_supplicant/wpa_supplicant.conf
8
9 iface onoes inet dhcp
En este archivo de configuración de red, se están definiendo los siguientes comportamientos:
Líneas 1-3, se define la interfaz de loopback “lo”, y se activa el DHCP en la interfaz Ethernet “eth0”.
En la línea 5, Se configura la conexión y desconexión “en caliente” (sin apagar la máquina) de la interfaz
de red inalámbrica “wlan0”.
En la línea 6, se define la configuración de red en la interfaz inalámbrica “wlan0” en manual.
En la línea 7, se define el archivo que contendrá las configuraciones de las redes inalámbricas a las que
se podrá conectar la Raspberry automáticamente.
En la línea 9, se activa el DHCP para la red “onoes”. Ésta red se encuentra definida en el archivo de
configuraciones indicado en la línea 7.
Realizadas estas modificaciones, es necesario definir las redes a las que la Raspberry se va a po-
der conectar automáticamente, para ello, modificamos el archivo definido en el punto 7 anterior
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En este archivo de configuración, se están definiendo los siguientes comportamientos:
En las líneas 1-2, se indica que el contenido de éste archivo puede ser modificado dinámicamente por
un servicio externo. Cosa que no afecta a nuestra configuración.
Lo importante son las siguientes líneas. Cada configuración de red inalámbrica debe ir dentro de un
grupo “network”, con los parámetros: “ssid” que indica el nombre de la red inalámbrica a la que quere-
mos conectar, “psk” que indica el password de la red y “id_str” que es el nombre con el que podemos
configurar el comportamiento de la red en el archivo de configuración \etc\network\interfaces.
Una vez realizadas estas configuraciones, la Raspberry conectará a la red o redes que se le hayan
configurado una vez se haya inicializado, obteniendo una IP por DHCP o en su defecto, manteniendo
una IP estática definida en su configuración.
5.2.3. Código Python (versión Socket)
Este código es la base de la comunicación con el robot. Por un lado actúa como servidor socket para
que se puedan conectar las aplicaciones cliente y controlar el robot, por el otro, establece una conexión
serie con el robot a través del cable USB, para pasarle los comandos y obtener la información.
Figura 5.4: Esquema de comunicación Neato - Aplicación.
Debido a que el control se realiza en tiempo real, es muy importante que la comunicación se realice
en tiempo real. Por ello, se ha diseñado el código aprovechando los 4 núcleos del procesador de la
Raspberry 2 usando técnicas de threading. De esta forma la comunicación es fluida y no se generan
cuellos de botella ni esperas en la transmisión de comandos.
El código parte de un hilo de ejecución principal, el cual crea otros 3 hilos de ejecución paralela.
Realmente no son threads, sino que son procesos separados, ya que un thread se ejecutaría en el mismo
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procesador del hilo que lo crea.
La comunicación entre threads se realiza mediante estructuras de Python “Queue”, son unas colas
FIFO (First Input First Output) especialmente diseñadas para la comunicación entre threads.
A continuación se detallan los 4 hilos de ejecución que se han implementado:
main_thread: Es el código principal, se encarga de iniciar las estructuras de datos y de
crear y destruir el resto de threads cuando es necesario.
serial_thread: Se encarga de la comunicación serie abierta con el robot. Envía los coman-
dos y recibe la respuesta. Le llegan los comandos mediante Queue del slisten_thread. También
implementa los modos de funcionamiento explicados más adelante.
slisten_thread: Se encarga de escuchar los comandos enviados por la aplicación cliente
mediante el socket y reenviarlos al serial_thread.
swrite_thread: Se encarga de enviar las respuestas a la aplicación cliente mediante el
socket.
Figura 5.5: Estructura de threads y comunicación.
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5.2.4. Código Python (versión WebSocket)
Es idéntico a la versión Socket, pero implementando el protocolo WebSocket según la normalización
RFC 6455. Esta implementación establece un canal de comunicación bidireccional y full-duplex sobre
un único socket TCP, está diseñada para ser implementada en navegadores y servidores web.
Para establecer una conexión WebSocket, el cliente manda una petición de negociación WebSocket,
y el servidor manda una respuesta de negociación WebSocket, como se puede ver en el siguiente ejemplo:
Petición del navegador al servidor:
GET /demo HTTP /1.1
Host: example.com
Connection: Upgrade
Sec -WebSocket -Key2: 12998 5 Y3 1 .P00
Sec -WebSocket -Protocol: sample
Upgrade: WebSocket
Sec -WebSocket -Key1: 4 @1 46546xW %0l 1 5
Origin: http :// example.com
^n:ds[4U
Respuesta del servidor:
HTTP /1.1 101 WebSocket Protocol Handshake
Upgrade: WebSocket
Connection: Upgrade
Sec -WebSocket -Origin: http :// example.com
Sec -WebSocket -Location: ws:// example.com/demo
Sec -WebSocket -Protocol: sample
8jKS ’y:G*Co,Wxa -
Los 8 bytes con valores numéricos que acompañan a los campos Sec-WebSocket-Key1 y Sec-WebSocket-
Key2 son tokens aleatorios que el servidor utilizará para construir un token de 16 bytes al final de la
negociación para confirmar que ha leído correctamente la petición de negociación del cliente.
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La negociación o handshake se construye concatenando los números que acompañan al primer campo,
y dividiéndolo por el número de espacios en blanco en el propio campo. Esto mismo se repite para el
segundo campo. Los dos números resultantes se concatenan entre sí y con los 8 bytes que van después
de los campos. El resultado final es una suma MD5 de la cadena concatenada.
Esta negociación puede parecerse a la negociación HTTP, pero no es así. Permite al servidor in-
terpretar parte de la petición de negociación como HTTP y entonces cambiar a WebSocket.
Una vez establecida, las tramas WebSocket de datos pueden empezar a enviarse en ambos sentidos
entre el cliente y el servidor en modo full-duplex. Las tramas de texto pueden ser enviadas en modo
full-duplex también, en ambas direcciones al mismo tiempo. La información se segmenta en tramas de
únicamente 2 bytes. Cada trama empieza con un byte 0x00, termina con un byte 0xFF, y contiene
datos UTF-8 entre ellos. Las tramas WebSocket de texto utilizan un terminador, mientras que las
tramas binarias utilizan un prefijo de longitud.
5.2.5. Modos de funcionamiento
Una vez establecida la conexión con el socket, se debe definir el modo de funcionamiento mediante
la instrucción DataMode [listener, constant, moody]. Estos modos de funcionamiento definen el
modo en el que interactúan el robot y la aplicación. Se detallan a continuación:
Listener: Modo normal de operación, el robot sólo responde a los comandos enviados desde
la aplicación cliente.
Constant: En este modo se envía información de forma continuada sobre todos los sensores
del robot sin que tengan que ser solicitados por el cliente. El cliente a su vez puede enviar
comandos de control en cualquier momento.
Moody: Es igual que el constant, con la diferencia que se envía un paquete con toda la
información y otros dos con sólo la información de las ruedas de forma contínua. La razón de
ser de este modo, es la rapidez en obtener los datos. Es mucho más rápido obtener sólo la
información de las ruedas que toda la información, por lo que para proyectos dónde la odometría
sea fundamental, interesará disponer de más lecturas de ruedas por segundo.
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5.2.6. Ejecución en el arranque del código Python
Para no tener que interactuar con la Raspberry, es importante que el servicio de comunicación esté
activo una vez se arranca. Por lo que se ha creado una directiva para arrancar el código Python una
vez se ha inicializado la Raspberry. Se detalla a continuación el procedimiento para el código Python
versión Socket, pero es idéntico para la versión WebSocket.
El primer paso es añadir una línea que invocará la ejecución del código en el inicio, para ello mo-
dificamos la configuración del cron mediante el archivo Crontab en modo superusuario:
su crontab -e
Dentro de este archivo hay que añadir la siguiente línea:
@reboot sh /home/neatoWSRV/nlauncher.sh > /home/neatoWSRV/log.txt
Esta línea está indicando lo siguiente: En el arranque, se va a ejecutar el archivo de código sh
nlauncher.sh y se va a generar un archivo de log log.txt en el mismo directorio, conteniendo toda
la salida de este archivo sh.




4 sudo python neatoSRV.py
En este archivo, la primera línea indica que el contenido se ejecutará mediante código shell sh. La línea
3, realiza un cambio de directorio dónde se encuentra el código Python a ejecutar, y la línea 4, ejecuta
en modo superusuario el código Python correspondiente a la interfaz de comunicación.
Con esta serie de configuraciones nos aseguramos de que el servicio de comunicación implementado en
el código Python está disponible desde el arranque de la Raspberry.
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5.3. Aplicación cliente Matlab
La aplicación Matlab tiene como objetivo servir como herramienta docente en la asignatura de Ro-
bótica, tanto en los estudios de Grado como de Master.
Esta herramienta permite controlar el robot en modo joystick y realizar la adquisición de datos. Pos-
teriormente, permite trabajar con los datos ya adquiridos. A continuación se describe el diseño de la
interfaz y la interacción con la misma.
Figura 5.6: Detalle de la interfaz implementada.
En la interfaz se pueden apreciar 2 gráficas principales. La de la izquierda muestra las lecturas del láser
respecto el centro del láser, y la de la derecha muestra el entorno en coordenadas mundo. Ésta última,
muestra tanto la posición del robot, como la trayectoria y los puntos detectados por el láser. Hay
también una barra de desplazamiento lateral en la parte inferior que sirve para avanzar o retroceder
sobre las lecturas en modo de visualización.
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Figura 5.7: Detalle de la interfaz con datos reales.
A continuación se detallan las diferentes funciones que ofrece la interfaz:
5.3.1. Adquisición de datos (Modo joystick)
El proceso de adquisición de datos es muy sencillo, el primer paso es conectar con el robot indicando
la IP y el puerto en el que se está publicando el socket de conexión.
Una vez conectado, el láser empezará a girar, se mostrarán los datos en las gráficas de la interfaz
y el robot se podrá comandar mediante las teclas de dirección. Las teclas de arriba/abajo, aumentan
o disminuyen la velocidad (es posible ir marcha atrás), y las teclas derecha/izquierda, aumentan el
ángulo de giro del robot hacia el lado apretado.
Con ello, se puede mover el robot alrededor de un entorno mientras se obtienen los datos de las
ruedas y del entorno mediante el láser. Una vez finalizada la adquisición de datos, se debe apretar el
botón “Stop”. Todos los datos estarán disponibles en el “workspace” de Matlab, y en unos archivos de
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log generados con nombre la fecha actual, que podrá ser usado mediante la interfaz para visualizar la
información en momentos posteriores.
Figura 5.8: Detalle de los archivos generados en la captura de datos.
5.3.2. Visualización y trabajo con los datos
Para poder visualizar y trabajar con datos ya obtenidos, simplemente hay que clicar el botón “Open”
de la interfaz, e indicar la carpeta contenedora de los logs con los que se quiera trabajar.
Una vez abierto, los datos estarán disponibles en el “workspace” de Matlab, se podrán visualizar en las
gráficas y usar la barra de desplazamiento para navegar por ellos y reproducir el proceso de captura
de datos.
5.4. Aplicación cliente Simulink
El objetivo de la aplicación Simulink es disponer de un entorno para crear modelos de control sobre
el robot Neato.
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Se ha creado una “caja” de Simulink con la que poder controlar el robot. Se ha realizado siguiendo
como ejemplo un modelo ya creado existente en la “Robotics Toolbox” de Peter Corke para Simulink.
Nos hemos basado en el modelo existente llamado “sl_drivepoint” que utiliza una modelización de una
bicicleta para realizar el control sobre ésta.
Figura 5.9: Caja de simulink que modeliza el robot e implementa la comunicación.
Esta caja recibe los inputs de velocidad y giro, y retorna los outputs de posición y orientación instantá-
neas (X, Y y Theta respectivamente). Estos datos serán computados a cada iteración de la simulación
que se implemente.
El modelado del robot parte de un código C++ que levanta la conexión socket al inicio de la si-
mulación y que se usará para enviar y recibir datos al robot. A parte de levantar el socket el código
C++ (anexo E) realiza las siguientes acciones, y por este orden, en cada iteración:
- Genera la instrucción de movimiento a partir de los parámetros de velocidad y giro de la
entrada y la envía al robot.
- Se realiza una lectura del láser y se parsean los datos recibidos.
- Se leen los datos de las ruedas para obtener el desplazamiento y se parsean los datos.
Se realizan estos pasos en este orden, debido a que tiene que pasar un tiempo, desde que se le envía el
comando de movimiento, hasta que se lee el estado de las ruedas para que exista un desplazamiento y
hayan datos suficientes para poder calcular la nueva posición.
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Figura 5.10: Detalle del interior de la caja modelada.
En la imagen anterior se aprecia la implementación de la caja principal. La caja llamada “nea-
to_interface” ejecuta el código C++ comentado anteriormente. Su salida son las lecturas del laser,
tanto distancias cómo calidades, y las lecturas de las ruedas. Estos datos se usan en la siguiente ca-
ja para calcular la posición del robot. Se muestra la implementación de la caja “Data a Parsing” a
continuación.
Figura 5.11: Detalle del interior de la caja "Data Parsing".
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En la imagen anterior se aprecia cómo los datos de las ruedas van a parar a una caja llamada “Process
position & theta”. Esta caja está implementada en código M. Y se encarga de mantener la posición y
orientación del robot actualizadas en cada momento, a partir de los datos de las ruedas obtenidos. Su
salida es la que indica al modelo, la posición y orientación actual del robot.
5.5. Aplicación cliente web
La aplicación cliente web, tiene cómo objetivo ofrecer un entorno de control y de visualizado de
datos independientemente de cualquier plataforma de desarrollo.
Las funcionalidades implementadas son las mismas que la interfaz en Matlab, control, obtención de
datos y visualización. También se ha implementado un código que realiza la detección de Landmarks
en tiempo real.
Figura 5.12: Interfaz web.
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5.5.1. Web Workers
Se ha usado también una nueva opción de los navegadores, los Web Workers, para que la funciona-
lidad de joystick sea realmente funcional.
Los Web Workers, es una solución para ejecutar código fuera del hilo principal de ejecución del nave-
gador. Una clase sencilla de threading.
Debido a la naturaleza de las instrucciones de movimiento que acepta el robot, indicando distan-
cia por rueda y velocidad, éste al realizar el movimiento y alcanzar la distancia indicada, se detiene.
Por tanto, para la funcionalidad de joystick no es muy útil, ya que interesaría que mantuviera el mo-
vimiento hasta nueva orden.
Se han usado los Web Workers para que ese movimiento no se detenga. El Web Worker calcula un 85%
del tiempo que tardará el robot en realizar el último movimiento, y en ese instante, vuelve a enviar el
comando para simular un movimiento continuo. En el caso de que se envíe un comando diferente, este
reemplaza al anterior en el Web Worker, y vuelve a calcular el tiempo.




En este capítulo se detalla la planificación y una estimación del coste económico del proyecto.
6.1. Planificación
La siguiente tabla muestra la distribución de las tareas realizadas y el tiempo empleado para llevarlas
a cabo.
Tarea Tiempo [h]
Definición del proyecto 10
Estudio e investigación 65
Estudio del robot Neato 20
Estudio del robot diferencial 20
Estudio de técnica de threading 25
Análisis y diseño 130
Definir la interacción con el robot 30
Diseñar el algoritmo de comunicación 50
Diseñar las interficies 50
Implementación 325
Modificación del robot 35
Implementar código Python 110
Implementar interfaz Matlab 60
Implementar interfaz Simulink 80
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6.2. Coste económico
En este apartado se realiza un estudio del coste económico de la realización del proyecto como si se
hubiera realizado en una empresa. Para realizar este estudio, se va a tener en cuenta el hardware y el
software usados y las horas humanas dedicadas según el perfil que debería desempeñar cada tarea.
6.2.1. Hardware
Los costes generados por el hardware, en principio, son fácilmente estimables. Simplemente hay que
tener en cuenta el coste de cada elemento físico que se ha usado para realizar el proyecto, y en la
mayoría de casos, existe la factura o se puede averiguar su valor.
Componente Cantidad Coste
Portátil 1 1.000,00 e
Neato XV Essential 4 1.260,00 e
Raspberry Pi 2 4 160,00 e
Material diverso 1 150,00 e
Coste Total 2.570,00 e
Cuadro 6.2: Coste hardware
6.2.2. Software
El precio de las licencias de software son las que se contabilizan en esta sección. El precio de la
licencia de Windows va incluido en el precio del portátil. La licencia de Matlab ha sido una versión de
estudiante, que cuesta unos 69 e. Sin embargo, si el proyecto se hubiera implementado en una empresa
se tendría que contabilizar el coste de una licencia estándar.
Componente Cantidad Coste
Licencia Matlab 1 2.000,00 e
Coste Total 2.000,00 e
Cuadro 6.3: Coste software
6.2.3. Recursos Humanos
En el proyecto han intervenido principalmente el tutor del proyecto y el alumno. El rol del tutor
correspondería al de director de proyecto, mientras que el del alumno correspondería al resto de roles
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existentes en un proyecto real: analista, programador y tester.
Para realizar el estudio del coste en recursos humanos, se asignan las horas según su tipo a un rol
determinado. Las horas de definición del proyecto se han asignado al rol de director; las de estudio e
investigación, y análisis y diseño se han asignado al rol de analista; las horas de implementación al
rol de programador y las pruebas, al rol de tester. Las horas dedicadas a la documentación se han
repartido entre todos los roles, ya que cada uno debe documentar parte de su trabajo.
Rol Horas Precio/Hora Coste
Director 20 70,00 e/hora 1.400,00 e
Analista 215 50,00 e/hora 10.750,00 e
Programador 330 30,00 e/hora 9.900,00 e
Tester 175 20,00 e/hora 3.500,00 e
Coste Total 25.550,00 e
Cuadro 6.4: Coste recursos humanos
6.2.4. Coste total
Para conocer el coste total del proyecto debemos agrupar todos los costes anteriores, obteniendo un
coste total de: 30.120,00 e.
Tipo de coste Coste
Hardware 2.570,00 e
Software 2.000,00 e
Recursos humanos 25.550,00 e
Coste Total 30.120,00 e
Cuadro 6.5: Coste total
Capítulo 7
Conclusiones
En este capítulo se detallan los objetivos cumplidos y posibles trabajos futuros o mejoras.
7.1. Objetivos alcanzados
Se detallan a continuación los objetivos que han sido resueltos con éxito durante la elaboración de
este proyecto.
7.1.1. Preparación del robot
Las modificaciones realizadas sobre el robot, la incorporación de la Raspberry Pi 2 y el código de
comunicación Python, han funcionado correctamente convirtiendo un robot de limpieza comercial en
una plataforma de desarrollo para proyectos de robótica móvil o para su uso en docencia.
7.1.2. Implementación de la interfaz Matlab
La interfaz Matlab permite el control del robot obteniendo datos del entorno y del movimiento del
robot, también el uso posterior de los datos para su visualización y tratamiento, convirtiéndola en una
herramienta muy útil para la docencia en robótica.
7.1.3. Implementación del entorno Simulink
El modelo del robot Neato implementado para Simulink permite integrar el robot como si fuera un
elemento propio de este entorno, de forma que se pueden crear una infinita variedad de modelos de
control exportables a otras plataformas.
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7.1.4. Implementación de la interfaz web
La interfaz web implementa la conexión WebSocket, permitiendo controlar el robot y visualizar la
información desde un navegador web. De esta forma se obtiene una interfaz de trabajo que no requiere
de un entorno software como Matlab.
7.2. Trabajos fututos
En este apartado hay que diferenciar entre el robot, las interfaces con finalidad docente, la interfaz
web y Simulink. Sobre el robot, se le podría añadir algún otro tipo de sensor o usar algunos sensores
que no se han usado en este proyecto, como son el acelerómetro, los sensores anti-caída y los bumpers.
Sobre las aplicaciones con finalidad docente, se pueden implementar más funcionalidades, cómo un
simulador del robot para poder explorar diferentes entornos sin disponer del robot físico. U otro simu-
lador que responda a una aplicación de control externa, es decir, que en lugar de conectarse al robot,
se conectara al simulador del robot para ver cómo actuaría.
Sobre simulink, las posibilidades son infinitas. Per se es un entorno de creación de modelos de control,
así que se pueden desarrollar multitud de proyectos de control con este entorno.
Sobre la interfaz web, sería interesante implementar también un simulador del robot, al igual que
una plataforma de programación del robot, para disponer de un entorno de entrenamiento o testeo de
programación de inteligencia artificial sobre robots móviles.
Anexo A




































































































































Ejemplo sencillo cliente Python
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