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Abstract
Nonlinearity and noise play a signiﬁcant role in an enormous range of subjects across the entire spectrum of science and engi-
neering. This paper integrates the ideas from random dynamical systems, homogenization methods and Monte Carlo methods to
develop a general collection of new mathematical techniques that describe the behavior of the complex dynamical systems.
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1. Introduction
Mathematical models are valuable tools for understanding complex systems. However, these models are considerably
uncertain. The uncertainty can be traced back to: the inability of models to capture important physical processes;
inadequate use of observations to constrain and initialize the models; and uncertainties in forcing. Random dynamical
systems are dynamical systems “corrupted” by random perturbations and are tailor-made to cover a vast number of
engineered and natural systems, in particular those modeled as random and stochastic differential equations. RDS
consist of two “ingredients”: i) a model of the noise; and ii) a model of the system that is perturbed by noise. A real
noise here means any stationary stochastic process (ξt)t∈R with an appropriate state space. This paper examines a
random dynamical system deﬁned by
X˙t = f (Xt ;α)+g(Xt ;α)ξt , X0
def
= x ∈ Rd , (1)
where ξt = ξ (ω, t) represents stationary stochastic processes. In the case of additive noise, g(x;α) is a constant.
The stability and nonlinear response of such stochastic systems have become research problems of increasing inter-
est. Novel results [1,2,4,8], contributions and their signiﬁcance in two important areas of research within RDS are
presented below.
Let x¯ def= x˜(t,ω;α) be a stationary solution of Eq. (1). We have shown explicit dependence of ω since the solution
is a random process. Then, one asks the following questions: • How do we ﬁnd x˜(t,ω;α)? • Is x˜(t,ω;α) stable in
some sense? Both almost-sure stability and pth moment stability have been widely used in the study of stability of
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solutions of random dynamical systems. If a stationary solution x˜(t,ω;α), or simply a ﬁxed point x¯ of dynamical
system (1) is stable either almost-surely or in the pth moment, it is stable in distribution and in probability, as well.
The challenge was to extend the stochastic techniques for the analysis of noisy nonlinear systems described in (1) in
order to answer these questions. It is this need and challenge that was addressed by several researches over the past
four decades.
The multiplicative ergodic theorem of Oseledec [13], which established the existence of ﬁnitely many determin-
istic exponential growth rates called Lyapunov exponents, has had a powerful inﬂuence upon the study of stochastic
stability. The almost-sure stability is determined by the sign of the maximal Lyapunov exponent. For a linearized
system perturbed by noise,
X˙t = A(ξ (t))Xt , X0
def
= x ∈ Rd and dξ = χ0(ξ )+
r
∑
i=1
χi(ξ )◦dWi, ξ ∈M (2)
the Lyapunov exponent of the solution Xt
def
= Xt(x,ω) of (2) is
λ (x,ω) def= lim
t→∞
1
t
log ||Xt(x,ω)||.
Thus according to the above deﬁnition, for each x we obtain a growth rate which depends on chance through ω . For
ergodic systems the Lyapunov exponent λ (x) takes on one of r ﬁxed or non-random values λ1 < · · · < λp, p ≤ d.
Which λi is realized depends on the initial condition x. The maximum of the growth rate deﬁned above is the maximal
Lyapunov exponent λ of the solution of Eqs. (2) with initial condition x (x  0) and the sign of this exponent describes
the almost-sure stability (λ < 0) or instability (λ > 0) of the linear system. Sample or almost-sure stability guarantees
all samples, except for a set of measure zero, tend to the stationary solution as time goes to inﬁnity.
The results on stochastic stability of higher dimensional problems with one critical mode, broke new ground by
providing a possible mechanism for stabilization by noise [11]. Naturally, problems of this type frequently appear in
many multi-degree-of-freedom systems exhibiting Hopf bifurcation and have received considerable attention. These
results on stabilization by noise showed how to model and design engineering systems that take advantage of unavoid-
able turbulence or noise. These results were then used to explain on a rigorous theoretical basis the stabilization by
grid generated turbulence of a smooth circular cylinder reported in Popp and Romberg [15] by modeling the immersed
cylinder as a two-degree of freedom oscillator and the turbulence as a stochastic process. The stochastic stability of
delay systems was studied in [12].
2. Dimensional Reduction and Stochastic Bifurcation
Stochastic bifurcations are those where small changes in noisy parameters play an important role, and they re-
sult in large uncertainty about the system’s dynamical behavior. Stochastic bifurcation theory studies the qualitative
changes in parameterized families of random dynamical systems, e.g. those generated by a family of stochastic differ-
ential equations. The unique features of this problem are the interactions between resonances, dissipation and random
perturbations. These interactions result in non-smooth nonlinear effects, which have been a roadblock for the develop-
ment of accurate analytical techniques. These new techniques captured the essence of the stochastic Hopf bifurcation
phenomenon that contains several novel features, including phenomenological and dynamical stochastic bifurcation
scenarios. These theoretical results were applied to several practical engineering systems, including the dynamics of
a ﬂat panel in a supersonic ﬂow with boundary-layer turbulence, vibro-impact systems, and noisy auto-parametric
systems. It is convenient to transfer these problems into a ﬁrst order vector form:
dZt
dt
= A(μ)Zt +F(Zt ;μ)+νG(μ)Ztξt , Z0 = z ∈ Rn, μ ∈ R, (3)
where A and G are n×n matrices depending on a system parameter μ , ν represents the intensity of the noise ξt , which
we shall assume to be white, and F satisﬁes: F(0;μ)≡ DzF(0;μ)≡ 0. Equation (3) can be written as the following
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Itoˆ equation:
dZt =
[
A(μ)Zt +F(Zt ,μ)+
ν2
2
G2(μ)Zt
]
dt+νG(μ)Zt dWt . (4)
We assume that at the critical system parameter μ = μc, the matrix A has the following block diagonal form:
A(μc) =
[
B 0
0 C
]
, where B=
[
0 −ω0
ω0 0
]
, ω0 ∈ R+
and C is an (n− 2)× (n− 2) matrix whose eigenvalues, λi, i = 1,2, . . . ,n− 2, have negative real parts. Due to the
block diagonal form of A(μc), it is convenient to write the matrices A′(μc) and G(μc) as
A′(μc) =
[
D E
H J
]
, G(μc) =
[
K M
N L
]
,
with B,D,K being 2×2 matrices; E,M being 2× (n−2) matrices; H,N being (n−2)×2 matrices and C,J,L being
(n− 2)× (n− 2) matrices. Putting Zt = (Xt ,Yt), z = (x,y) ∈ R2 ×Rn−2, and F(z) = ( f (x,y),g(x,y)) ∈ R2 ×Rn−2,
where f (3) and g(3) are homogeneous polynomials of degree 3, results for more general homogeneous polynomials of
degree j, are given in [10].
The essential dynamic behavior of the multi-dimensional system (3) is determined by the evolution of the “critical”
modes. When the rest of the modes are “heavily damped”, trajectories are rapidly attracted to some low-dimensional
invariant manifold, which may be parameterized by the amplitudes of the critical modes. Efﬁcient utilization of the
low-dimensional models is a necessary component of simulations in large-scale settings. The goal of stochastic di-
mensional (or model) reduction is to extract the essential dynamics of large, complex, and noisy systems as accurately
as possible; this is done by reducing the number of state variables under consideration. The random perturbations are
small, but over a long time their effect can be signiﬁcant. In order to understand their effects, one should look for a
reduced model which encodes the structure of the unperturbed dynamical system but which allows one to look at the
quantities of interest on an appropriate time scale. Homogenization yields a lower-dimensional model by averaging
out the fast stochastic dynamics. The lower-dimensional model is strictly valid only in the limit of inﬁnitesimally
small noise. Nonetheless, the stochastically averaged models provide qualitatively useful results and are helpful in
developing inexpensive lower-dimensional computational models as shown in [14].
Hence deﬁning the amplitude and phase of the critical mode as
r =R(z) def= ‖x‖
R2 , θ =Θ(z)
def
= arctan
(
x2
x1
)
, (5)
the goal is to study the behavior of R(Zε) in the small vicinity of μc and for small values of noise. It was shown
in [10], that in the small vicinity of μc for small values of noise, the law of {R(Zεt ); t ≥ 0} converges to the law of
{rˇt ; t ≥ 0}, where rˇ is the solution of the SDE
drˇt = bR(rˇt)dt + σR(rˇt)dWt , with rˇ0 =R(z). (6)
As shown in [10], a straightforward evaluation of terms in (6) reveals that the averaged diffusion is given by
σ2R(r) =
ν2
8
[
2 (K11+K22)
2+(K11−K22)2+(K12+K21)2
]
r2, (7)
which contains only the stochastic effects from the “critical” modes. The averaged drift coefﬁcient in (6) is given by
bR(r) =
ν2
8
{
(K11+K22)
2+
3
2
[
(K11−K22)2+(K12+K21)2
]}
r+
ν2
4
[MIJNJI ] r
+
α
2
(D11+D22)r+
3
8
{
f̂ (3)1111+ f̂
(3)
1122+ f̂
(3)
2112+ f̂
(3)
2222
}
r3, α def= μ −μc.
(8)
862   Nishanth Lingala et al. /  Procedia Engineering  144 ( 2016 )  859 – 866 
The averaged drift coefﬁcient contains two distinct components: 1) terms of the type, Mi jNji, which represent the
contribution from the stochastic components in the stable “heavily damped” modes to that of the “critical” modes, as
well as 2) the nonlinear terms. In [10], the difﬁcult task of including the quadratic nonlinearities as well as the stochas-
tic parametric terms was rigorously implemented in the stochastic averaging context - derived using the martingale
approach in a consistent formulation that proves limit theorems for stochastic averaging for systems with rapidly os-
cillating and decaying components. Now that we have identiﬁed the appropriate asymptotic law of R(Zt) (see for
example [16] for the real noise case), we can use this information to study its qualitative properties for computing
standard statistical measures of stability, exit time laws, and stationary solutions. Circumventing the cumbersome
algebra, [9] presented the results for one speciﬁc second order equation (known as the noisy Dufﬁng-van der Pol
oscillator), which were generalized in [16].
2.1. Dimensional Reduction – Real Noise Case
In large complex systems, non-linearities of the governing physical processes allow energy transfer between differ-
ent scales, and many aspects of this complex behavior can be represented by stochastic models. The idea of simpliﬁed
stochastic modeling for unresolved space-time scales can be represented by real noise models is more than 40 years
old. The study described in [16,17] considers the application of stochastic dimensional reduction (low-dimensional
approximation of stochastic dynamical systems) to a 12-dimensional nonlinear aeroelastic problem exhibiting a Hopf
bifurcation, with one critical mode and several stable modes. The analysis is performed close to the critical value
of the bifurcation parameter (the mean wind velocity) that induces ﬂutter in a 2-D airfoil. The system is excited by
multiplicative and additive real noise whose power spectral densities are given by the Dryden wind turbulence model.
Hence we consider a nonlinear R2-valued critical process Xε , an R6-valued stable process Y ε , an S-valued θε pro-
cess, and an R4-valued noise process ξ ε def= (uT ,c,wT ) ∈R3 (simpliﬁed stochastic model for unresolved aerodynamic
“modes”). In view of the previous arguments and a time change τ → εt, a system with rapidly oscillating and decaying
components excited by real noise takes a generic form:
dXετ =
1
ε
a0(Xετ ,Y
ε
τ ,θ
ε
τ ,Z
ε
τ )dτ + a
1(Xετ ,Y
ε
τ ,θ
ε
τ )dτ, X
ε
0 = x ∈ R2 (critical),
dY ετ =
1
ε2
b0(Y ετ )dτ +
1
ε
b1(Xετ ,Y
ε
τ ,θ
ε
τ ,Z
ε
τ )dτ +b
2(Xετ ,Y
ε
τ ,θ
ε
τ )dτ, Y
ε
0 = y ∈ R6 (stable),
dθετ =
1
ε2
ω0dτ, θε0 = θ ∈ S, dZετ =
1
ε2
c0(Zετ )dτ +
1
ε
g0(Zετ )dWτ , Z
ε
0 = z ∈ R3 (real noise).
(9)
Let G denote the generator of Zε . The generator of the 12-dimensional process (9) is given by
L ε
def
=
1
ε2
L
(y,θ ,z)
F +
1
ε
L
(x,y)
I +L
(x,y)
S , (10)
where the fast, intermediate and slow generators are deﬁned as
L
(y,θ ,z)
F
def
= b0(y)
∂
∂y
+ω0
∂
∂θ
+G , L
(x,y)
I
def
= a0(x,y,θ ,z)
∂
∂x
+b1(x,y,θ ,z)
∂
∂y
,
L
(x,y)
S
def
= a1(x,y,θ)
∂
∂x
+b2(x,y,θ)
∂
∂y
.
For every ﬁxed ε > 0, the processes ζ ε def= (Xε ,Y ε ,θε ,Zε) together form a Markov process that is characterized by the
inﬁnitesimal generator L ε acting on smooth functions. The main objective of the homogenization theory is to show
that the slow process Xε itself is a Markov process in its own right as ε → 0, and identify its generator L †.
In these problems, extracting coarse-grained dynamics is at heart a problem of weak convergence of stochastic
processes, or more exactly weak convergence of the laws of Markov processes. One of the preeminent modern frame-
works for considering convergence of the laws of Markov processes is that of the martingale problem [3,18], which
was used in [7,8] to develop the reduced models. The homogenization procedure yields a two dimensional Markov
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process characterized by its generator. Further simpliﬁcation yields a one dimensional stochastic differential equation
that characterizes the critical modes of the original system (i.e., this stochastic differential equation physically captures
the essential stochastic dynamics close to ﬂutter instability). This simpliﬁed low-dimensional coarse-grained model
is used to efﬁciently simulate the long-term statistics of the slow variables. The explicit forms of the homogenized
drift and diffusion coefﬁcients of the reduced stochastic differential equation are determined. The explicit formulas
contain both the stochastic perturbations in the unstable and stable modes as well as the action of the nonlinear terms.
The accuracy of the reduced order (coarse-grained) model was veriﬁed by numerical solution of the original system
(Figure 1). Additionally, the top Lyapunov exponent found analytically compares well with the exponent obtained by
numerical experiments using the original system (Figure 2). This analysis provides a transparent medium for applying
the homogenization procedure and may be of particular interest to aircraft designers.
Fig. 1: Cummulative distribution functions of the critical modes of the original system (solid) and the reduced system (dashed)
(a) full system (b) reduced system
Fig. 2: Lyapunov exponent via analytical solution (dashed) and numerical simulations (solid); inset: log of critical modes norm versus time –
Lyapunov exponent given by the slope
2.2. Dimensional Reduction in Delay Differential Equations (DDE)
In this section we illustrate how the averaging method simpliﬁes the analysis of DDEs at the verge of a bifurcation.
These results are found in [6].
DDE arise when the evolution of a variable at time t depends on the history of the variable. Let {x(t)}t≥0 be
a Rn-valued process governed by a DDE with maximum delay r. The evolution of x at each time t requires the
history of the process in the time interval [t − r, t]. So, the state space can be taken as C := C([−r,0];Rn), the
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space of continuous functions on [−r,0]. At each time t, denote the [t− r, t] segment of x as Πt x, i.e. Πt x ∈ C and
Πt x(θ) = x(t+θ), for θ ∈ [−r,0]. Now, a linear DDE can be represented in the following form
x˙(t) = L0(Πt x), t ≥ 0; Π0x= ϕ ∈ C , (11)
where L0 : C → Rn is a continuous linear mapping on C and ϕ is the initial history required.
We assume there exists a bounded matrix-valued function μ : [−r,0]→ Rn×n, continuous from the left on (−r,0)
and normalized with μ(0) = 0n×n, such that L0η =
∫
[−r,0] dμ(θ)η(θ), ∀η ∈ C . This is not a big restriction—any
bounded linear L0 can be represented in this form.
Deﬁne Δ(λ ) = λ In×n−L0(eλ ·). To reﬂect the bifurcation scenario we assume that the operator L0 is such that (11)
is on the verge of instability, i.e. we assume that the characteristic equation det(Δ(λ )) = 0, λ ∈ C has a pair of
purely imaginary solutions ±iωc and all other solutions1 have negative real parts.
[6] studies perturbations of linear DDE, i.e. equations of the form
dx(t) = L0(Πt x)dt+ εGq(Πt x)dt+ ε2G(Πt x)dt+ εF(Πt x)dWt , t ≥ 0; Π0x= ϕ ∈ C , (12)
where F,Gq,G : C → Rn are possibly nonlinear, W a Wiener process and ε  1 is a small number signifying pertur-
bation. The following equations are also considered in [6]:
dx(t) = L0(Πt x)dt+ ε2Gq(Πt x)dt+ ε2G(Πt x)dt+ εσ(ξ (t))F(Πt x)dt, t ≥ 0; Π0x= ϕ ∈ C , (13)
where F,Gq,G : C → Rn are possibly nonlinear, ξ is a noise process (satisfying some assumptions) and σ is a mean-
zero function of the noise ξ . For example, one can have ξ as a ﬁnite-state markov chain. Several physical problems
can be put in the above form. Equations (12) and (13) can be studied as perturbations of the unperturbed system (11),
so we describe a few relevant results of the unperturbed system (11) which can be found in [5].
The space C can be split as C = P⊕Q where P is the eigenspace of the critical eigenvalues ±iω . Any η ∈ C can
be written as η = πη +(I−π)η where πη ∈ P and (I−π)η ∈ Q and π : C → P is the projection operator onto P
along Q. A basis Φ for P can be chosen as
Φ= [Φ1, Φ2], Φ1(•) = deiω•, Φ2(•) = d¯e−iω•
where d ∈ Cn is chosen such that Δ(iω)d = 0n×1. Deﬁne the bilinear form 〈·, ·〉 :C([0,r];Cn∗)×C([−r,0],Cn)→ C,
given by
〈ψ,η〉 := ψ(0)η(0)−
∫ 0
−r
∫ θ
0
ψ(s−θ)dμ(θ)η(s)ds. (14)
Let
Ψ=
[
Ψ1
Ψ2
]
, Ψ1(•) = cd2e−iω•, Ψ2(•) = c¯ d¯2eiω•,
where d2 ∈ Rn∗ is chosen such that d2Δ(iω) = 01×n and the constant c is chosen such that 〈Ψi,Φ j〉 = δi j. Writing
〈Ψ,η〉=
[ 〈Ψ1,η〉
〈Ψ2,η〉
]
we obtain for the projection π : C → P,
π(η) =Φ〈Ψ,η〉=Φ1〈Ψ1,η〉+Φ2〈Ψ2,η〉. (15)
Let Πt x be the solution of (11) and let z1(t),z2(t) be the coordinates of πΠt x w.r.t the basis Φ, i.e. πΠt x =
Φz(t). Essentially, zi(t) = 〈Ψi,Πt x〉. Then z1 = z¯2 and it can be shown that zi oscillate harmonically. Deﬁne h(η) =
2〈Ψ1,η〉〈Ψ2,η〉. It can be shown that H (t) := h(Πt x) = 2z1(t)z2(t) is a constant. The Q component, (1−π)Πt x
decays exponentially fast because the dynamics on Q is governed by eigenvalues with negative real part.
1Typically there are countably inﬁnite other roots.
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However, for (12) (and (13)), H is not a constant. It evolves slowly compared to x and signiﬁcant changes in H
occurs on times of order ε−2. Evolution equation for H of (12) can be written using Ito formula:
dH (t) = ε2b(Πt x)dt+ εσ(Πt x)dW (16)
where (assuming Gq = 0)
b(η) = 2(〈Ψ1,η〉Ψ˜2+ 〈Ψ2,η〉Ψ˜1)G(η)+ 124(Ψ˜1F(η))(Ψ˜2F(η)), (17)
σ(η) = 2(〈Ψ1,η〉Ψ˜2+ 〈Ψ2,η〉Ψ˜1)F(η), with Ψ˜=Ψ(0). (18)
Because zi oscillate fast compared to H , the above coefﬁcient can be averaged. Using averaging techniques, it can be
shown that (under some conditions on the coefﬁcients F and G) the probability law of H ε(t) :=H (t/ε2) converges
to the probability law of a R-valued diffusion process without delay, whose drift and diffusion coefﬁcients are b and
σ appropriately averaged. Further, it can be shown that the Q part of the solution, i.e. (1−π)Πt x is small. Hence, for
small ε , the dynamics of (12) and (13) can be studied using the R-valued diffusion process (without delay) obtained
using averaging. These results are useful because, equations without delay are easier to simulate, and the averaged
equation needs to be simulated only for time T to gain information about (12) or (13) for time T/ε2. Further, since
the averaged equation is just one-dimensional, it is analytically tractable.
The contribution ofGq terms towardsH is not as straight-forward as that ofG. The effect ofGq and also averaging
of (13) are presented in [6]. We illustrate the usefulness of averaging method by means of an example taken from [6].
Consider the process x governed by dx(t) = −π2 x(t− 1)dt+ εσ(ξt)x(t− 1)dt, where ξ is a two-state symmetric
markov chain with switching rate g/2. Let σ(ξ = 1) =−σ(ξ = 2) = σ0. We consider two cases g= 2 or g= 6 with
σ0 = 1. The averaged equations are (for H ε )
g= 2 : dh¯ = 0.3734 h¯dt +
√
0.9873 h¯dW, g= 6 : dh¯ = 0.1715 h¯dt +
√
0.4245 h¯dW.
Draw a random sample of Nsamp particles with h¯ values {h¯0i }Nsampi=1 . Simulate them according to the averaged equations
for 0 ≤ t ≤ Tend . Fix ε . Simulate the x process for 0 ≤ t ≤ Tend/ε2 using initial history {
√
2h¯0i cos(ωc•)}Nsampi=1 . Let
τε be the ﬁrst time |x(t)| exceeds √2H∗ and τ h¯ be the ﬁrst time h¯(t) exceeds H∗, i.e.
τε := inf{t ≥ 0 : |x(t)| ≥
√
2H∗}, τ h¯ := inf{t ≥ 0 : h¯(t)≥ H∗}.
We can check whether the following pairs are close.
1. the distribution of H (Tend/ε2) of x process and the distribution of h¯(Tend) from the averaged equations,
2. the distribution of ε2τε and the distribution of τ h¯.
The ﬁgures shown are for Tend = 1, H∗ = 1, ε = 0.025, Nsamp = 4000 and
√
2{h¯0i }Nsampi=1 = 1. In ﬁgure 4, the cdf
value at ε2τε = 1 indicates the fraction of particles whose modulus exceeded
√
2H∗ before the time 1/ε2.
Because the averaged h¯ process does not involve any delay, it is easier to simulate. Further it needs to be simulated
only until Tend to gain information about x until Tend/ε2.
3. Conclusions
It was shown that stochastic homogenization of the nonlinear systems yielded a set of equations which, together
with their variational equations, were explicitly solved and hence their bifurcation behavior completely analyzed [2,7,
16]. Secondly, it was shown that, when a DDE equation on the verge of instability, is perturbed by small noise, under
an appropriate change of time scale, the law of the amplitude of projection onto the critical eigenspace, is close to the
law of a certain one-dimensional stochastic differential equation. These reduced models can be used in place of the
original complex models, either for state estimation and prediction or real-time control as described below.
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