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The Neumann Problem for Hessian Equations
Xinan Ma ∗ Guohuan Qiu †
Abstract
In this paper, we prove the existence of a classical solution to a Neumann boundary
problem for Hessian equations in uniformly convex domain. The methods depend
upon the established of a priori derivative estimates up to second order. So we give a
affirmative answer to a conjecture of N. Trudinger in 1986.
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1 Introduction
In this paper, we study the existence of the classical solution for the following Neumann
problem: {
σk(D
2u) = f(x, u) in Ω,
uν = ϕ(x, u) on ∂Ω,
(1)
where σk(D
2u) is the k-th elementary symmetric function of eigenvalues of D2u, and
ν is outer unit normal vector of ∂Ω. When k = 1, this is well-known Laplace equation
with Neumann boundary condition, for priori estimates and the existence theorem
we refer to the book [12]. For k = n, the priori estimates and existence result were
obtained by Lions, Trudinger and Urbas [31]. But for 2 ≤ k ≤ n − 1, Trudinger [38]
established the existence theorem when the domain is a ball, and he conjectured (in
[38], page 305) that one can solve the problem in sufficiently smooth uniformly convex
domains. Now we give a positive answer to this problem.
Theorem 1.1. Let Ω be a C4 bounded uniformly convex domain in Rn. Where f ∈
C2(Ω) is positive function and ϕ ∈ C3(Ω). Then there exists a unique k admissible
solution u ∈ C3,α(Ω) of the boundary value problem,{
σk(D
2u) = f(x) in Ω,
uν = −u+ ϕ(x) on ∂Ω. (2)
Remark 1: For simplicity we only states this particular form of existence theorem,
due to the C0 estimate is easy to handle in this case while we do not want to emphasize
C0 estimate in this paper (see [31] for more general cases).
Hessian equation is an important nonlinear elliptic partial differential equation.
It appears naturally in classical geometry, conformal geometry and Ka¨hler geometry.
Now let us brief recall some history and development for this equation, for more detail
please see the paper by Wang [45].
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First for the Hessian equation on Rn, its Dirichlet boundary value problem{
σk(D
2u) = f(x) in Ω,
u = ϕ(x) on ∂Ω,
(3)
was studied by Caffrelli-Nirenberg-Spruck [2], Ivochkina [19] and Trudinger [39]. Chou-
Wang [7] got the Pogorelov type interior estimates and the existence of variational
solution. Trudinger-Wang [40] developed a Hessian measure theory for Hessian oper-
ator.
For the curvature equations in classical geometry, the existence of hypersurfaces
with prescribedWeingarten curvature was studied by Pogorelov [34], Caffarelli-Nirenberg-
Spruck [3, 4], Guan-Guan [14], Guan-Ma [15] and the later work by Sheng-Trudinger-
Wang [35]. The Hessian equation on Riemannian manifolds was also studied by
Y.Y.Li [22], Urbas [44] and Guan [13]. In recent years the Hessian type equation
also appears in conformal geometry, which started from Chang-Gursky-Yang [5] and
the related development by ([16], [23], [17], [36],[10]). In Ka¨hler geometry, the Hessian
equation was studied by Hou-Ma-Wu [18] and Dinew-Kolodziej [8].
The Yamabe problem on manifolds with boundary was first studied by Escobar [9],
he shows that (almost) every compact Riemannian manifold (M, g) is conformally
equivalent to one of constant scalar curvature, whose boundary is minimal. The
problem reduces to solving the semilinear elliptic critical Sobolev exponent equation
with the Neumann boundary condition. It is naturally, the Neumann boundary value
problem for Hessian type equations also appears in the fully nonlinear Yamabe problem
for manifolds with boundary, which is to find a conformal metric gˆ = exp(−2u)g such
that the k-th elementary symmetric function of eigenvalues of Schouten tensor is
constant and with the constant mean curvature on the boundary of manifold. See
for Jin-Li-Li [21], Chen [6] and Li-Luc [24, 25], but in all these papers they need to
impose the manifold are umbilic or total geodesic boundary for k ≥ 2, which are more
like the condition in Trudinger [38] that the domain is ball.
The Neumann or oblique derivative problem on linear and quasilinear elliptic equa-
tions was widely studied for a long time, one can see the recent book written by Lieber-
man [27]. Especially for the mean curvature equation with prescribed contact angle
boundary value problem, Ural’tseva [41], Simon-Spruck [37] and Gerhardt [11] got
the boundary gradient estimates and the corresponding existence theorem. Recently
in [33], Ma-Xu got the boundary gradient estimates and the corresponding existence
theorem for the Neumann boundary value problem on mean curvature equation. For
related results on the Neumann or oblique derivative problem for some class fully
nonlinear elliptic equations can be found in Urbas [42, 43].
We give a brief description of our procedures and ideas to this problem. By the
standard theory of Lieberman-Trudinger [28] (see also [30], [27]), it is well known
that the solvability of the Hessian equations with Neumann boundary value can be
reduced to the priori global second order derivative estimates. We have done C1 esti-
mate (jointed with J.J. Xu) in [32] a year ago, there we constructed a suitable auxiliary
function and use particular coordinate to let the estimate computable. For C2 esti-
mate, we first reduce the global estimate to the boundary double normal derivative,
this estimate also plays an important role in our boundary double normal estimate.
The main difficulty lies to construct the barrier functions of uν . The Neumann bound-
ary condition will bring us a trouble term as ”
∑
ijk
F ijuikDjν
k”. Motivated by Lions-
Trudinger-Urbas [31], Trudinger [38], Ivochkina- Trudinger-Wang [20] and Urbas [42],
we introduce a new barrier function, then we can extract a good term and control this
trouble term. For C0 estimate, we deal with a particular form of f and ϕ as in [38]
for simplicity.
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The rest of the paper is organized as follows. In section 2, we first give the defini-
tions and some notations. We get the C0 and C1, which was obtained by Trudinger [38]
and Ma-Qiu-Xu [32]. In section 4, we obtain the C2 estimates, which is the main es-
timates in this paper. In last section 5, we prove the main Theorem 1.1.
Acknowledgment: The both authors would like to thank the helpful discussion
and encouragement from Prof. X.-J. Wang. The first author would also thank Prof. P.
Guan, Prof. N. Trudinger and Prof. J. Urbas for their interesting and encouragement.
Research of the first author was supported by NSFC. The second author was supported
by the grant from USTC. Both authors was supported by Wu Wen-Tsun Key Lab.
2 Preliminaries
In this section, we introduce the admissible solution and some element properties for
k-th elementary symmetric function.
Definition For any k = 1, 2, · · · , n, and λ = (λ1, · · · , λn) ∈ Rn we set
σk(λ) =
∑
1≤i1<···<ik≤n
λi1λi2 · · ·λik . (4)
We denote by σk(λ|i) the symmetric function with λi = 0 and σk(λ|ij) the symmetric
function with λi = λj = 0. Let λ(D
2u) be the eigenvalue of D2u and σk(D
2u) =
σk(λ(D
2u)). And we let
Γk = {(λ1, · · · , λn) ∈ Rn| σj(λ) > 0 ∀ j = 1, · · · , k}. (5)
We say a function u is k admissible if λ(D2u) ∈ Γk.
Denote F ij := ∂σk(D
2u)
∂uij
, F := ∑
1≤i≤n
F ii. Sometimes we write the equation (1) in
the form
F˜ (D2u) := σ
1
k
k (D
2u) = f
1
k =: f˜ , (6)
and use the notation
F˜ ij :=
∂F˜
∂uij
, F˜ ij,pq :=
∂2F˜
∂uij∂upq
. (7)
σk operator has following simple properties.
Proposition 2.1.
σk(λ) = σk(λ|i) + λiσk−1(λ|i), ∀1 ≤ i ≤ n, (8)
F ijuij = kσk, (9)
and
F = (n− k + 1)σk−1. (10)
Proof. See [26].
Proposition 2.2. If λ ∈ Γk, then we have
σh(λ|i) > 0, ∀h < k and 1 ≤ i ≤ n, (11)
and σ
1
k
k is a concave function in Γk.
Proof. See [26].
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The following proposition is so called MacLaurin inequality.
Proposition 2.3. For λ ∈ Γk and k ≥ l ≥ 1, we have
[
σk(λ)
Ckn
]
1
k ≤ [σl(λ)
Cln
]
1
l . (12)
Moreover,
n∑
1
∂σ
1
k
k (λ)
∂λi
≥ [Ckn]
1
k . (13)
Proof. See [26].
Proposition 2.4. Let λ ∈ Γk. Suppose that
λ1 ≥ · · · ≥ λk ≥ · · · ≥ λn,
then we have
λ1σk−1(λ|1) ≥ k
n
σk(λ), (14)
for ∀i < k
σk−1(λ|i) ≥ σk−1(λ|k) ≥ c(n, k)σk−1(λ) > 0, (15)
and
λ1 ≥ λ2 ≥ · · · ≥ λk > 0. (16)
Proof. See [29] for these inequalities, one can also see [18] for the first inequality. The
third one can be induced by the first inequality and (11).
3 C0 and C1 estimates
In this section we get the a priori bounded estimates and gradient estimates for the
k- admissible solution of the equation (2). For the C0 estimates, which was gotten by
Trudinger [38].
Theorem 3.1. [38] Let Ω ⊂ Rn be a bounded C1 domain, and ν is the outer unit
normal vector of ∂Ω. Suppose u ∈ C2(Ω¯)⋂C3(Ω) is an k -admissible solution of the
following Neumann boundary problems of Hessian equation{
σk(D
2u) = f(x) in Ω,
uν = −u+ ϕ(x) on ∂Ω. (17)
Then
sup
Ω
|u| ≤M0, (18)
where M0 depends on k, n, diamΩ, ϕ, sup f .
Proof. Taking o ∈ Ω and let us consider u−A|x|2. Fixing A large depend on k, n and
sup f so that we have
F [D2u] = f ≤ F [D2(A|x|2)]. (19)
Comparison principle tells us u−A|x|2 attains its minimum point at x0 on the bound-
ary.
0 ≥ (u −A|x|2)ν(x0) = −u+ ϕ− 2Ax · ν. (20)
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Similarly we consider u which attains its maximum on the boundary. Then we get
inf
∂Ω
ϕ− 2AdiamΩ ≤ u ≤ sup
∂Ω
ϕ. (21)
The gradient estimate was done in [32], since that paper was written in Chinese,
for completeness we contain its proof in this section. We set
d(x) = dist(x, ∂Ω),
and
Ωµ :={x ∈ Ω : d(x) < µ}.
Then it is well known that there exists a positive constant 1 ≥ µ˜ > 0 such that
d(x) ∈ C4(Ωµ˜). As in Simon-Spruck [37] or Lieberman [27] (in page 331), we can
extend ν by ν = −Dd in Ωµ˜ and note that ν is a C2(Ωµ˜) vector field. As mentioned
in the book [27], we also have the following formulas
|Dν|+ |D2ν| ≤C0(n,Ω) in Ωµ˜,∑
1≤i≤n
νiDjν
i = 0,
∑
1≤i≤n
νiDiν
j =0, |ν| = 1 in Ωµ˜. (22)
As in [27], we define
cij =δij − νiνj in Ωµ˜, (23)
and for a vector ζ ∈ Rn, we write ζ′ for the vector with i-th component∑1≤j≤n cijζj .
Then we have
|D′u|2 =
∑
1≤i,j≤n
cijuiuj . (24)
We first state an useful lemma from [7].
Lemma 3.1. (Chou-Wang) [7] If u is k -admissible and u11 < −h
′|Du|2
128 , here h
′ is
any positive function. Then
1
n− k + 1F ≤ F
11, (25)
and
F ≥ Ck−1n−1[
h′
128Ckn−1
]k−1|Du|2k−2. (26)
To state the gradient estimate on Neumann problems, we need first recall an inte-
rior estimate in [7].
Lemma 3.2. (Chou-Wang) [7] Let Ω ⊂ Rn be a bounded domain. Suppose u ∈ C3(Ω)
is a k-admissible solution of Hessian equation
σk(D
2u) = f(x, u) in Ω (27)
satisfying |u| ≤M0. If f ∈ C2(Ω¯× [−M0,M0]) satisfies the conditions that there exist
positive constant L1 such that
f(x, z) ≥ 0 in Ω¯× [−M0,M0],
|f(x, z)|+ |fx(x, z)|+ |fz(x, z)| ≤ L1 in Ω¯× [−M0,M0]. (28)
5
Then for ∀ Ω′ ⊂⊂ Ω, it has
sup
Ω′
|Du| ≤ M˜1, (29)
where M˜1 is a positive constant which depends on n, k,M0, dist(Ω
′
, ∂Ω), L1.
Now we get the global gradient estimate which was done in [32].
Theorem 3.2. Let Ω ⊂ Rn be a bounded C3 domain, and ν is the outer unit normal
vector of ∂Ω. Suppose u ∈ C2(Ω¯)⋂C3(Ω) is an k-admissible solution of the following
Neumann boundary problems of Hessian equation{
σk(D
2u) = f(x, u) in Ω,
uν = ϕ(x, u) on ∂Ω,
(30)
satisfying |u| ≤M0, where f, ϕ are given functions defined on Ω¯× [−M0,M0]. If f, ϕ
satisfy the conditions: ∃ positive constants L1, L2 such that
f(x, z) > 0 in Ω¯× [−M0,M0],
|f(x, z)|+ |fx(x, z)|+ |fz(x, z)| ≤ L1 in Ω¯× [−M0,M0],
|ϕ(x, z)|C3(Ω¯×[−M0,M0]) ≤ L2.
(31)
Then there exists a small positive constant µ0 which depends only on n, k,Ω,
M0, L1, L2 such that
sup
Ω¯µ0
|Du| ≤ max{M˜1, M˜2}, (32)
where M˜1 is a positive constant depending only on n, k, µ0,M0, L1, which is from the
interior gradient estimates; M˜2 is a positive constant depending only on n, k,Ω, µ0,M0, L1, L2.
3.1 Proof of Theorem 3.2
Proof. We consider the auxiliary function
G(x) := log |Dw|2 + h(u) + g(d), (33)
where
w(x) := u(x) + ϕ(x, u)d(x); (34)
h(u) := − log(1 + 4M0 − u); (35)
and
g(d) := α0d, (36)
in which α0 large to be chosen later.
By (35) we have
−log(1 + 5M0) ≤ h ≤ −log(1 + 3M0), (37)
1
1 + 5M0
≤ h′ ≤ 1
1 + 3M0
, (38)
1
(1 + 5M0)2
≤ h′′ ≤ 1
(1 + 3M0)2
. (39)
By (34) we have
wi =ui + (ϕi + ϕzui)d+ ϕdi. (40)
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If we assume that |Du| > 8nL2 and µ0 ≤ 12L2 , it follows from (40) that
1
4
|Du| ≤ |Dw| ≤ 2|Du|. (41)
These inequalities will be used below.
We assume that G(x) attains its maximum at x0 ∈ Ωµ0 , where 0 < µ0 < µ˜ ≤ 1 is a
sufficiently small number which we shall decide it later.
Now we divide three cases to complete the proof of Theorem 3.2.
Case I: If G(x) attains its maximum at x0 ∈ ∂Ω, then we shall use the Hopf Lemma
to get the bound of G(x0).
Case II: If G(x) attains its maximum at x0 ∈ Ωµ0 , in this case for the sufficiently
small constant µ0 > 0, then we can use the maximum principle to get the bound of
G(x0).
Case III: If G(x) attains its maximum at x0 ∈ ∂Ωµ0
⋂
Ω, then we shall get the
estimates of |Du|(x0) via the standard interior gradient bound as in [7]. Which in
turn give the bound for G at point x0.
Since G(x) ≤ G(x0), we get the bound of G, which in turn give the bound of |∇u| in
Ω¯µ0 .
Now all computations work at the point x0. We use Einstein’s summation convention.
All repeated indices come from 1 to n.
3.2 Case I: boundary estimates
If maximum of G is attained on the boundary, at the maximum point we have
0 ≤ Gν =
|Dw|2pνp
|Dw|2 − g
′ + h′uν . (42)
We have decomposition |Dw|2 = |D′w|2 + w2ν . Becuse wν = uν +Dνϕd − ϕ = 0 on
the boundary, so we have
|Dw|2pνp =Cijp wiwjνp + 2Cijwipwjνp + 2wνDpwννp,
=Cijp wiwjν
p + 2Cij(uip +Dipϕd+Diϕdp +Dpϕdi
+ ϕdip)wjν
p,
=Cijp wiwjν
p + 2Cijuiνwj − 2CijDiϕwj + 2CijDpϕνpdiwj
+ 2Cijϕdipwjν
p. (43)
On the other hand, take tangential derivative to the Neumann boundary condition:
CpqDq(uiν
i) = CpqDqϕ,
then we have
Cpquqν + C
pquiDqν
i = CpqDqϕ. (44)
Then contracting (44) with wp, and inserting it into (43), we can cancel the term
with the second derivative of u,
|Dw|2pνp ≤C(n,Ω, L2)|Dw|2 + C(n,Ω, L2)|Dw|. (45)
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So we choose α0 = 2C +
L2
1+3M0
+ 1, such that
0 ≤ Gν ≤− α0 + C + C|Dw| + h
′|ϕ|C0
≤− C + C|Dw| . (46)
Thus we have estimate |Dw|(x0) ≤ 1, and G(x0) ≤ −log(1+ 3M0) + 2C + L21+3M0 +1.
3.3 Case II: Near boundary estimates
If G attains its maximum in Ωµ0 . We take the first derivatives and second derivatives
to the auxiliary function:
0 = Gi =
2
n∑
p=1
wpwpi
|Dw|2 + g
′Did+ h′ui, (47)
Gij =
n∑
p=1
2wpjwpi + 2wpwpji
|Dw|2 −
4
n∑
p,q=1
wpwpiwqwqj
|Dw|4
+ g′′DidDjd+ g′Dijd+ h′′uiuj + h′uij . (48)
Because F ij(D2u) > 0 if we assume u is k- admissible solution. At maximum point
of G, we get
0 ≥ F ijGij =
2
n∑
p=1
F ijwpiwpj
|Dw|2 +
2
n∑
p=1
F ijwpwpij
|Dw|2 −
4
n∑
p,q=1
F ijwpwpiwqwqj
|Dw|4
+ g′′F ijDidDjd+ g′F ijDijd
+ h′′F ijuiuj + h′F ijuij . (49)
Recalling w = u+ ϕd, its second derivatives is
wij =uij + (ϕij + ϕizuj + ϕzjui + ϕzzuiuj + ϕzuij)d
+ (ϕi + ϕzui)dj + ϕjdi + ϕzujdi + ϕdij . (50)
wij has relation with uij that
wij ≤ (1 + ϕzd)uij + C(L2, n)µ0|Du|2 + C(L2, n)|Du|+ C(L2, n), (51)
and
wij ≥ (1 + ϕzd)uij − C(L2, n)µ0|Du|2 − C(L2, n)|Du| − C(L2, n). (52)
Differential wij again,
wijp =uijp + (ϕijp + ϕijzup + ϕizpuj + ϕizzupuj + ϕizujp + ϕzjpui
+ ϕzzjupui + ϕzjuip + ϕzzpuiuj + ϕzzzupuiuj + ϕzzuipuj
+ ϕzzuiujp + ϕzpuij + ϕzzupuij + ϕzuijp)d
+ (ϕij + ϕizuj + ϕzjui + ϕzzuiuj + ϕzuij)dp
+ (ϕip + ϕizup + ϕzpui + ϕzzupui + ϕzuip)dj
+ (ϕi + ϕzui)djp + ϕjpdi + ϕjzupdi + ϕjdip
+ ϕzpujdi + ϕzzupujdi + ϕzujpdi
+ ϕzujdip + ϕpdij + ϕzupdij + ϕdijp.
(53)
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Now we choose coordinate at x0 such that |∇w| = w1 and (uij)2≤i,j≤n is diagonal.
So from (40) and (47), we have for i = 1,
u1 =
w1 − ϕ1d− ϕd1
1 + ϕzd
, (54)
w11 =− 1
2
(g′d1 + h′u1)w1, (55)
and for 2 ≤ i ≤ n,
ui =
−ϕid− ϕdi
1 + ϕzd
, (56)
w1i =− 1
2
(g′di + h′ui)w1, (57)
here we assume µ0 ≤ µ1 := 12L2 , such that 32 ≥ 1 + ϕzd ≥ 12 .
Suppose that |Du|(x0) > M1 := 64nL2, we have for i ≥ 2,
|ui| ≤ 1
16n
|Du|, (58)
and
u1 ≥ 1
2
|Du|. (59)
Moreover,
|Du|(x0) ≥M2 := 32n(1 + 5M0)α0 + 128C + (1 + 5M0) + 1 (60)
implies
|g′di| ≤ h
′u1
16n
. (61)
So from (50) and (55) we get the key fact that
u11 ≤ − 1
128
h′|Du|2 < 0, (62)
here we assume that µ0 ≤ µ2 := 164C(1+5M0) .
For i ≥ 2, we have
|w1i| ≤ h
′|Dw|2
32n
, (63)
and
|u1i| ≤ (Cµ0 + 1
1 + 3M0
)|Du|2 + 2C|Du|. (64)
Then we continue to compute F ijGij . By using (40), (50) and (53) it follows that
F ijGij ≥− C(n, k, L2,Ω)µ0F|Du|2 + 2F
ijuij1(1− ϕzd)
w1
− 4F
ij(ϕizuj1d+ ϕzzui1ujd+ ϕzui1dj)
w1
− 2F
ijuij [(ϕzp + ϕzzup)d+ ϕzdp]
w1
− 2F
ijw1iw1j
w21
− C(n, k, L2, α0,Ω)F|Du|+ h′′F 11u21 + h′F ijuij . (65)
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The equation (1) is k- homogenous, and differentiating it gives
F ijuij =kf, (66)
F ijuij1 =f1 + fuu1. (67)
We obtain from (63), (64), (66), and (67) that
F ijGij ≥− C(n, k, L2,M0,Ω)µ0F|Du|2 + h′′F 11u21 −
(h′)2F|Dw|2
32
− C(n, k, L2, L1,M0, α0,Ω)F|Du| − C(L1, n, L2). (68)
(25) tells us if µ0 ≤ µ3 := 132C(1+5M0)2(n−k+1) small, we get
h′′F 11u21
8
≥ Cµ0F|Du|2. (69)
By definition of h, we have h′′ = (h′)2. Thus from (25)
h′′F 11u21
8
≥ (h
′)2F|Du|2
32
. (70)
If we assume further |Du|2(x0) ≥M3 := 32(n− k + 1)(1 + 5M0)2C, we get
h′′F 11u21
8
≥ CF|Du|. (71)
From above estimates (25), (69), (70), and (71), we obtain
0 ≥ F ijGij ≥ h
′′F|Du|2
32(n− k + 1) − C. (72)
Finally, inequality (26) in the Lemma 3.1 implies that
0 ≥ h
′′F|Du|2
32(n− k + 1) − C > 0, (73)
provided that |Du|(x0) ≥M4 := 32(n−k+1)(1+5M0)
2C[(1+5M0)128C
k
n−1]
k−1
C
k−1
n−1
+ 1.
Inequality (73) is a contradiction.
We conclude that if µ0 = min{µ˜, µ1, µ2, µ3}, we have the estimate
|Du|(x0) ≤ max{M1,M2,M3,M4}. (74)
Thus we get the estimate of G(x0).
Because G attains its maximum at x0 and h, g is bounded from below, the gradient
estimate of u follows the above three cases.
4 C2 priori estimates
We come now to the a priori estimates of second derivative necessary for our existence
theorem. For these bounds we restrict attention to the following problem{
σk(D
2u) = f(x, u) in Ω ⊂ Rn,
uν = ϕ(x, u) on ∂Ω.
(75)
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Theorem 4.1. Let Ω be a bounded C4 uniformly convex domain in Rn, ν is the outer
unit normal vector of ∂Ω. If u ∈ C4(Ω)∩C3(Ω) a k- admissible solution of Neumann
problem (75). Where f ∈ C2(Ω×R) is positive and ϕ ∈ C3(Ω×R) is non-increasing
in z. Then we have
sup
Ω
|D2u| ≤ C, (76)
where C depends only on n, k, ||u||C1(Ω), ||f ||C2(Ω×[−M0,M0]), min f ,
||ϕ||C3(Ω×[−M0,M0]) and convexity of Ω, where M0 = sup
Ω
|u|.
It is well known that it is easy to get the estimates for second tangential-normal
derivative of the solution on the boundary. We here follow the same line as in Lions-
Trudinger-Urbas [31] with minor changes.
Lemma 4.1. Denoting the tangential direction τ at any point y ∈ ∂Ω, we have
|Dτνu(y)| ≤ C, (77)
where the constant C only depends on ||u||C1 , ||ϕ||C1 and ||∂Ω||C2 .
Proof. Taking tangential derivative to the boundary condition
uν = ϕ, (78)
as in (44) we have
Cijujν + C
ijulDjν
l = CijDjϕ. (79)
Take inner pruduct with τ i, it follows that
τ iuliν
l + ulDiν
lτ i = Diϕτ
i. (80)
So
|uτν| ≤ |Diϕτ i − ulDiνlτ i| ≤ C. (81)
Now we again use the technique of Lions-Trudinger-Urbas [31], we can reduce the
second derivative estimates of the solution to the boundary double normal derivative
bounds.
Lemma 4.2. Let M = sup
∂Ω
|uνν |. Then
sup
Ω,ξ∈Sn−1
uξξ ≤ C0(1 +M), (82)
where C0 depends only on ||u||C1 ,||ϕ||C3 , ||∂Ω||C4 ,||f ||C2 , min f , and convexity of ∂Ω.
Proof. We consider the function
v(x, ξ) := uξξ − v′(x, ξ) +K1|x|2 +K2|Du|2, (83)
where v′(x, ξ) := 2(ξ · ν)ξ′ · (Dϕ − ulDνl) = alul + b, ξ′ = ξ − (ξ · ν)ν, al = 2(ξ ·
ν)(ξ′lϕz − ξ′iDiνl), and b = 2(ξ · ν)ξ′lϕxl . We compute
vi = uξξi −Dialul − aluli −Dib+ 2K1xi + 2
∑
l
K2ululi, (84)
11
and
vij = uξξij −Dijalul −Dialulj −Djaluli − alulij −Dijb
+2K1δij + 2K2
∑
l
uliulj + 2K2
∑
l
ululij . (85)
Taking first derivative of equation (6), we have
F˜ ijuijl = f˜xl + f˜zul. (86)
And we have from the concavity of σ
1
k
k
F˜ ijuijξξ ≥ F˜ ijuijξξ + F˜ ij,pquijξupqξ = f˜xξxξ + 2f˜xξzuξ + f˜zuξξ. (87)
Then we contract (85) with the F˜ ij , using (87) and (86),
F˜ ijvij = F˜
ijuξξij − F˜ ijDijalul − 2F˜ ijuljDial − F˜ ijulijal
−F˜ ijDijb+ 2K1
∑
i
F˜ ii + 2K2
∑
l
F˜ ijuljuli + 2K2
∑
ijl
F˜ ijulijul
≥ −C1(||u||C1 , ||ϕ||C3 , ||∂Ω||C4 , ||f ||C2 ,min f,K2)(
∑
i
F˜ ii + 1)
+f˜zuξξ + 2K1
∑
i
F˜ ii + 2K2
∑
l
F˜ ijuliulj − 2F˜ ijuljDial. (88)
At interior maximum point, we assume (uij) is diagonal and u11 ≥ u22 ≥ · · · ≥ unn.
So we have by (14)
2K2
∑
i
F˜ iiu2ii ≥ 2K2σ
1
k
−1
k F
11u211
≥ 2K2σ
1
k
k
n
u11
≥ 2K2σ
1
k
k
n
uξξ. (89)
We can assume uξξ ≥ 0, otherwise we have the estimate (82). If we choose K2 ≥
n|f˜z |
2min f˜
+ 2, we continue
∑
ij
F˜ ijvij ≥ 2
∑
i
F˜ iiu2ii − 2C2(||u||C1 , ||ϕ||C3 , ||∂Ω||C3)
∑
i
F˜ ii|uii|
+2K1
∑
i
F˜ ii − C1(
∑
i
F˜ ii + 1)
≥ 2∑
i
F˜ ii(|uii| − C22 )2 + (2K1 −
C2
2
2 − C1)
∑
i
F˜ ii − C1. (90)
Now if we choose K1 large, such that K1 ≥ C
2
2
2 + C1 and K1(C
k
n)
1
k > C1, by (13) we
have ∑
ij
F˜ ijvij > 0. (91)
So v(x, ξ) attains its maximum on ∂Ω.
Case a: ξ is tangential.
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We shall take tangential derivative twice to the boundary condition, first we rewrite
(79) as following
uliν
l = CijDjϕ− CijulDjνl + νiνjνlulj . (92)
So let’s take tangential derivative (92) and we get
CpqDq(uliν
l) = CpqDq(C
ijDjϕ− CijulDjνl + νiνjνlulj), (93)
it follows that
ulipν
l = CpqDq(C
ijDjϕ− CijulDjνl + νiνjνlulj) + νpνqνluliq − CpquliDqνl,
and in above formula we take sum with ξiξp, then we obtain
uξξν = −2ξpξiuliDpνl − ulξpDipνlξi + uνν
∑
i
ξpDpν
iξi
−
∑
i
ξpξiνjDpν
iDjϕ+ ϕzuξξ + ξ
pξiϕip
+ϕzzu
2
ξ + 2uξξ
iϕzi. (94)
So we have
uξξν ≤ −2ξpξiuliDpνl + ϕzuξξ
+C(||u||C1 , ||∂Ω||C3 , ||ϕ||C2) + C(||∂Ω||C2)|uνν |
≤ −2ξpξiuliDpνl + C + C|uνν |. (95)
Here in the second inequality we assume that ϕ is non-increasing in z.
If we assume ξ = e1, it is easy to get the bound for u1i(x0) for i 6= 1 from the maximum
of v(x, ξ) in the ξ direction. In fact, we can assume ξ(t) = (1,t,0,··· ,0)√
1+t2
. Because v(x, ξ)
attains its maximum at ξ(0). Then we have
0 =
∂v(x0, ξ(t))
∂t
|t=0
= 2uij(x0)
dξi(t)
dt
|t=0ξj(0)− ∂v
′(x0, ξ(t))
∂t
|t=0
= 2u11
−t
(1 + t2)
3
2
|t=0 + 2u12( 1√
1 + t2
+
−t2
(1 + t2)
3
2
)|t=0 − ∂v
′
∂t
|t=0. (96)
So we have
|u12| ≤ C(||ϕ||C1 , ||u||C1 , ||∂Ω||C2). (97)
Similarly, we have for all i 6= 1,
|u1i| ≤ C(||ϕ||C1 , ||u||C1 , ||∂Ω||C2). (98)
Due to D1ν1 ≥ κ > 0, we have
uξξν ≤ −2κuξξ + C(1 + |uνν |). (99)
On the other hand, we have from the Hopf lemma, (77) and
∑
i
aiνi = 0,
0 ≤ vν
= uξξν −Dνalul − alulν − bν + 2K1(x · ν) + 2K2
∑
l
ululν
≤ uξξν + C(||u||C1 , ||∂Ω||C2 , ||ϕ||C2 ,K1,K2) + 2K2ϕuνν . (100)
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Combining (99) and (100), we therefore deduce
uξξ(x0) ≤ C(1 + |uνν |(x0)). (101)
Case b: ξ is non-tangential.
We write ξ = ατ +βν, where α = ξ ·τ , |τ | = 1, τ ·ν = 0, β = ξ ·ν 6= 0 and α2+β2 = 1.
uξξ = α
2uττ + β
2uνν + 2αβuτν
= α2uττ + β
2uνν + 2αβ(Diϕτ
i − ulDiνlτ i). (102)
By definition of v(x, ξ), we have
v(x0, ξ) = α
2v(x0, τ) + β
2v(x0, ν)
≤ α2v(x0, ξ) + β2v(x0, ν). (103)
Hence
v(x0, ξ) ≤ v(x0, ν). (104)
Then we get the estimate,
uξξ(x0) ≤ C0(||u||C1 , ||ϕ||C3 , ||∂Ω||C4 , ||f ||C2 ,min f, κ)(1 + |uνν(x0)|), (105)
so that this case is also reduced to the purely normal case.
4.1 Second Normal Derivative Bounds On The Boundary
In this section, we consider the double normal derivative estimate which is the most
difficulty part in the Neumann problem for Hessian equations. Note we do not know
boundary double tangential bound apriori, or it is hard to get this estimate due to
the Neumann boundary condition in general. Compare this with Dirichlet problem in
([1], [2], [39]).
We give some definitions first. Let
h(x) = −d(x) + d2(x). (106)
We know from the classic book [12] section 14.6 that h is C4 in Ωµ for some constant
µ ≤ µ˜ small depending on Ω. In terms of a principal coordinate system, see [12]
section 14.6, we have
[−D2d(x0)] = diag[ κ1(y0)
1− κ1(y0)d(x0) , · · · ,
κn−1(y0)
1− κn−1(y0)d(x0) , 0], (107)
and
−Dd(x0) = ν(y0). (108)
So h also satisfied the following properties in Ωµ:
− µ+ µ2 ≤ h ≤ 0, (109)
2 ≥ |Dh| ≥ 1
2
, (110)
1
3
k1δij ≥ D2h ≥ 2k0δij , (111)
F ijhij ≥ k0(F + 1), (112)
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provided µ ≤ µ˜ small depend on ||∂Ω||C2 . Here k1 and k0 are positive constants
depend on κ := (κ1, · · · , κn). It is easy to see
Dh
|Dh| = ν, (113)
for unit outer normal ν on the boundary.
In order to do this estimate we construct barrier functions of uν on the boundary.
Motivated by [31], [38], [20] and [42], we introduce the following functions. In Ωµ, we
denote
g(x) := 1− βh, (114)
G(x) := (A+ σM)h(x), (115)
ψ(x) := |Dh|(x)ϕ(x, u). (116)
where σ, β, µ, A are positive constants to be chosen later.
Now we consider the sub barrier function,
P (x) := g(x)(Du ·Dh(x)− ψ(x)) −G(x). (117)
And we want to prove the following lemma.
Lemma 4.3. Fix σ = 12 , for any x ∈ Ωµ , if chosen β large, µ small, A large in
proper sequence, we have
P (x) ≥ 0. (118)
Proof. We use maximum principle to prove this lemma. First we assume the function
attains its minimum point x0 in the interior of Ωµ. We derivative this function twice,
Pi = gi(
∑
l
ulhl − ψ) + g(
∑
l
ulihl +
∑
l
ulhli − ψi)−Gi, (119)
and
Pij = gij(
∑
l
ulhl − ψ) + gi(
∑
l
uljhl +
∑
l
ulhlj − ψj)
+gj(
∑
l
ulihl +
∑
l
ulhli − ψi)−Gij (120)
+g(
∑
l
ulijhl +
∑
l
ulihlj +
∑
l
uljhli +
∑
l
ulhlij − ψij).
At the minimum point x0, as before we can assume (uij(x0)) is diagonal. Contracting
(120) with F ij , we get
F ijPij = F
ijgij(
∑
l
ulhl − ψ) + 2giF ij(
∑
l
uljhl +
∑
l
ulhlj − ψj)
+gF ij(
∑
l
ulijhl + 2
∑
l
ulihlj +
∑
l
ulhlij − ψij)
−F ijGij
≤ βC3(||u||C1 , ||∂Ω||C3 , ||ϕ||C2 , ||f ||C1)(F + 1) (121)
−(A+ σM)k0(F + 1)− 2βF iiuiih2i + 2F iiuiihiig.
Where in the second inequality we use
|βh| ≤ βµ
2
≤ 1
2
, (122)
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which in turn implies that
1 ≤ g ≤ 3
2
. (123)
We choose µ ≤ 1
β
in (122).
Then we divided the index 1 ≤ i ≤ n into two categories.
(i) If
|βh2i | ≤
k0
2
, (124)
we say i ∈ B.
We choose β ≥ 2nk0, in order to let
|h2i | ≤
1
4n
. (125)
(ii) If
|βh2i | ≥
k0
2
, (126)
we denote i ∈ G.
For any i ∈ G, we use Pi(x0) = 0 to get
uii =
A+ σM
g
+
β(
∑
l
ulhl − ψ)
g
−
∑
l
ulhli
hi
+
ψi
hi
. (127)
Because |hi|2 > k02β and (123), we have that
|
β(
∑
l
ulhl − ψ)
g
−
∑
l
ulhli
hi
+
ψi
hi
|≤ βC4(k0, ||u||C1 , ||∂Ω||C2 , ||ϕ||C1). (128)
By chosen A large such that A3 ≥ βC4, we infer
4A
3
+ σM ≥ uii ≥ A
3
+
2σM
3
, for i ∈ G. (129)
Due to 2 ≥ |Dh| ≥ 12 and (125), there is a i0 ∈ G, say i0 = 1, such that
h21 ≥
1
4n
. (130)
Then we continue to compute the equation of P ,
F ijPij ≤ [βC3 − (A+ σM)k0](F + 1)
−2β
∑
i∈G
F iiuiih
2
i − 2β
∑
i∈B
F iiuiih
2
i
+k1
∑
uii≥0
F iiuii + 4k0
∑
uii<0
F iiuii. (131)
Since
− 2β
∑
i∈G
F iiuiih
2
i ≤ −2βF 11u11h21 ≤ −
β
2n
F 11u11, (132)
and
− 2β
∑
i∈B
F iiuiih
2
i ≤ −2β
∑
i∈B,uii<0
F iiuiih
2
i ≤ −k0
∑
uii<0
F iiuii, (133)
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it follows that
− 2β
∑
i∈G
F iiuiih
2
i − 2β
∑
i∈B
F iiuiih
2
i + 4k0
∑
uii<0
F iiuii ≤ − β
2n
F 11u11. (134)
From (131) and (134), we have
F ijPij ≤ [βC3 − (A+ σM)k0](F + 1)
− β
2n
F 11u11 + k1
∑
uii≥0
F iiuii. (135)
Now we analysis the above terms case by case. Without generality, we assume that
u22 ≥ · · · ≥ unn.
Case 1: uii ≥ 0, for all i.
This is the most easy case. Using equation, we get
kf =
∑
uii≥0
F iiuii. (136)
If we choose A > (C3β+k1kmax f)
k0
, then from (135) we have
F ijPij < 0. (137)
In the following cases we can assume unn < 0.
Case 2: k02k1 u11 ≥ |unn|.
Due to equation, we have
kf =
∑
uii≥0
F iiuii +
∑
uii<0
F iiuii. (138)
The terms in line (135) become
− β
2n
F 11u11 + k1
∑
uii≥0
F iiuii ≤ k1(kf −
∑
uii<0
F iiuii)
≤ k1kf − k1Funn
≤ k1kf + k0
2
Fu11
≤ k1kf + k0F(2A
3
+
σM
2
). (139)
Using (139), and choose A > 3(C3β+k1kmax f)
k0
in (135), then we obtain the result (137).
In the following cases we assume
unn < 0, |unn| ≥ k0
2k1
u11.
We denote λ := (u11, · · · , unn) and choose A ≥ 2σ.
Case 3: σk−1(λ|1) ≥ δ1(−unn)σk−2(λ|1n), for small positive constant δ1 chosen in
later case.
If u11 ≥ u22, we know from (14) that,
u11σk−2(λ|1n) ≥ k − 1
n− 1σk−1(λ|n). (140)
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Otherwise u11 ≤ u22, we have from (129), (82) and (14) that
u11σk−2(λ|1n) ≥ (A
3
+
2σM
3
)σk−2(λ|2n)
≥ 2σ
3C0
u22σk−2(λ|2n)
≥ k − 1
n− 1
2σ
3C0
σk−1(λ|n). (141)
We infer from the hypothesis
F 11 = σk−1(λ|1)
≥ δ1(−unn)σk−2(λ|1n)
≥ δ1 k0
2k1
u11σk−2(λ|1n). (142)
Note we only use hypothesis of Case 3 in the first inequality above.
Using (10), and assumption unn < 0, we have from (8) that
1
n− k + 1F ≤ F
nn. (143)
Assuming C0 ≥ 1 such that σ = 12 ≤ 3C02 , then we substitute (140) and (141) into
(142), and using (143),
F 11 ≥ δ1 k0
2k1
u11σk−2(λ|1n)
≥ δ1 k − 1
n− 1
k0
2k1
2σ
3C0
σk−1(λ|n)
≥ k − 1
(n− 1)(n− k + 1)
k0δ1σ
3k1C0
F . (144)
Using (82), and we choose β ≥ 9n(n−k+1)(n−1)k21C20(k−1)k0δ1σ2 , such that for the last two terms
in (135) we have
− β
2n
F 11u11 + k1
∑
uii≥0
F iiuii
≤ [− (k − 1)βk0δ1σ
6n(n− 1)(n− k + 1)k1C0 (
A
3
+
2σM
3
)
+k1C0(M + 1)]F
≤ [−( (k − 1)βk0δ1σ
2
9n(n− k + 1)(n− 1)k1C0 − k1C0)M
+(− Aβk0(k − 1)δ1σ
18n(n− k + 1)(n− 1)k1C0 + k1C0)]F
≤ 0. (145)
So choose A > (C3β+k1kmax f)
k0
+2σ in (135), and using (145), we obtain the inequality
(137).
Case 4: 0 ≤ σk−1(λ|1) ≤ δ1(−unn)σk−2(λ|1n).
By hypothesis and for i ≥ 2,
σk−1(λ|1)− uiiσk−2(λ|1i) = σk−1(λ|1i). (146)
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We compute as follows,
kσk(λ|1) =
n∑
i=2
uiiσk−1(λ|1i)
≤
∑
uii≥0,i6=1
uii[δ1(−unnσk−2(λ|1n))− uiiσk−2(λ|1i)]
+
∑
uii<0,i6=1
uii(−uiiσk−2(λ|1i))
≤ −unn
∑
uii≥0,i6=1
δ1uiiσk−2(λ|1n)− u2nnσk−2(λ|1n)
≤ −nδ1unnu22σk−2(λ|1n)− u2nnσk−2(λ|1n). (147)
Using (82) and (129), we continue
kσk(λ|1) ≤ −nδ1C0(M + 1)unnσk−2(λ|1n)− u2nnσk−2(λ|1n)
≤ −nδ1C0 3
2σ
u11unnσk−2(λ|1n)− u2nnσk−2(λ|1n)
≤ 3k1nδ1C0
k0σ
u2nnσk−2(λ|1n)− u2nnσk−2(λ|1n). (148)
Now we let δ1 =
k0σ
6k1nC0
. As in (142) and (144), we obtain
kσk(λ|1) ≤ −u
2
nn
2
σk−2(λ|1n)
≤ unn k − 1
(n− k + 1)(n− 1)
σk0
6k1C0
F
≤ − k − 1
(n− k + 1)(n− 1)
σk20
12k21C0
u11F . (149)
Inserting (129) into above inequality, we have
− β
2n
F 11u11 = − β
2n
(f − σk(λ|1)) (150)
≤ − β
2n
f − βσk
2
0
24kn(n− k + 1)k21C0
k − 1
n− 1(
A
3
+
2σM
3
)F .
If we choose β ≥ 36kn(n−k+1)(n−1)k31C20
(k−1)σ2k2
0
, such that for the last two terms in (135) we
get
− β
2n
F 11u11 + k1
∑
uii≥0
F iiuii ≤ − β
2n
f < 0. (151)
Finally, we choose A ≥ 3(C3β+k1kmax f)
k0
in (135), and using (151), we obtain the
inequality (137) which contradicts with 0 ≤ F ijPij at minimum point x0.
Then the function P attains its minimum on the boundary of Ωµ.
Now we treat the boundary value of P . On ∂Ω, it is easily to see
P = 0. (152)
On the ∂Ωµ/∂Ω, we have
P ≥ −C5(k,max f, ||u||C1 , ||ϕ||C0) + (A+ σM)
µ
2
≥ 0, (153)
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provided A ≥ 2C5
µ
.
We conclude that we first choose δ1 =
k0σ
6k1nC0
, then β =
36kn(n−k+1)(n−1)k3
1
C2
0
(k−1)σ2k2
0
+
9n(n−k+1)(n−1)k2
1
C2
0
(k−1)k0δ1σ2 + 2nk0 , then µ = min{µ0, 1β }, finally A =
3(C3β+k1kmax f)
k0
+
3βC4 + 2σ + 1 +
2C5
µ
. Using the maximal principle for the function P (x), we get
P (x) ≥ 0, in Ω.
Similarly, we can also find super barrier function of uν .
Lemma 4.4. Let P := g(x)(Du ·Dh(x) − ψ(x)) +G(x). Fix σ = 12 , for any x ∈ Ωµ
, if chosen β large, µ small, A large in proper sequence, we have
P (x) ≤ 0. (154)
Proof. We assume the function attains its maximum point x0 in the interior of Ωµ.
We derivative this function twice,
P i = gi(
∑
l
ulhl − ψ) + g(
∑
l
ulihl +
∑
l
ulhli − ψi) +Gi, (155)
and
P ij = gij(
∑
l
ulhl − ψ) + gi(
∑
l
uljhl +
∑
l
ulhlj − ψj)
+gj(
∑
l
ulihl +
∑
l
ulhli − ψi) +Gij
+g(
∑
l
ulijhl +
∑
l
ulihlj +
∑
l
uljhli +
∑
l
ulhlij − ψij). (156)
At the maximum point x0, as before we can assume (uij(x0)) is diagonal. Contracting
(156) with F ij , we get
F ijP ij = F
ijgij(
∑
l
ulhl − ψ) + 2giF ij(
∑
l
uljhl +
∑
l
ulhlj − ψj)
+gF ij(
∑
l
ulijhl + 2
∑
l
ulihlj +
∑
l
ulhlij − ψij) + F ijGij
≥ −βC6(||u||C1 , ||∂Ω||C3 , ||ϕ||C2 , ||f ||C1)(F + 1)
+(A+ σM)k0(F + 1)− 2βF iiuiih2i + 2F iiuiihiig. (157)
As before we divided the index 1 ≤ i ≤ n into two categories.
(i) If
|βh2i | ≤
k0
2
, (158)
we say i ∈ B.
We choose β ≥ 2nk0, in order to let
|h2i | ≤
1
4n
. (159)
(ii) If
|βh2i | ≥
k0
2
, (160)
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we denote i ∈ G.
For any i ∈ G, we use P i(x0) = 0 to get
uii = −A+ σM
g
+
β(
∑
l
ulhl − ψ)
g
−
∑
l
ulhli
hi
+
ψi
hi
. (161)
Because |hi|2 > k02β and (161), we have that
|
β(
∑
l
ulhl − ψ)
g
−
∑
l
ulhli
hi
+
ψi
hi
|≤ βC4(k0, ||u||C1 , ||∂Ω||C2 , ||ϕ||C1). (162)
By chosen A large such that A3 ≥ βC4, we infer
− 4A
3
− σM ≤ uii ≤ −A
3
− 2σM
3
, for i ∈ G. (163)
Due to 2 ≥ |Dh| ≥ 12 and (159), there is a i0 ∈ G, say i0 = 1, such that
h21 ≥
1
4n
. (164)
Then we continue to compute the equation of P ,
F ijP ij ≥ [−βC6 + (A+ σM)k0](F + 1)
−2β
∑
i∈G
F iiuiih
2
i − 2β
∑
i∈B
F iiuiih
2
i
+4k0
∑
uii≥0
F iiuii + k1
∑
uii<0
F iiuii. (165)
We treat some terms in last formula, first
− 2β
∑
i∈G
F iiuiih
2
i ≥ −2βF 11u11h21 ≥ −
β
2n
F 11u11, (166)
then
−2β
∑
i∈B
F iiuiih
2
i ≥ −2β
∑
i∈B,uii≥0
F iiuiih
2
i
≥ −k0
∑
i∈B,uii≥0
F iiuii = −k0
∑
uii≥0
F iiuii. (167)
It follows that
−2β
∑
i∈G
F iiuiih
2
i − 2β
∑
i∈B
F iiuiih
2
i
+4k0
∑
uii≥0
F iiuii + k1
∑
uii<0
F iiuii
≥ − β
2n
F 11u11 + k1
∑
uii<0
F iiuii. (168)
Then we have
F ijP ij ≥ [−βC6 + (A+ σM)k0](F + 1)
− β
2n
F 11u11 + k1
∑
uii<0
F iiuii. (169)
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This is easy when u11 < 0, because we have by (16) and (15)
F 11 ≥ c(k, n)F . (170)
From (82) and (163) we obtain
− β
2n
F 11u11 + k1
∑
uii<0
F iiuii ≥ βc
2n
F(A
3
+
2σM
3
)− k1FC0(1 +M). (171)
If we choose β ≥ 3nk1C0
cσ
and A ≥ 2σ + βC6
k0
, then by (169) and (171) we get
F ijP ij > 0. (172)
Then the function P attains its maximum on the boundary of Ωµ.
On ∂Ω, it is easily to see
P = 0.
On the ∂Ωµ/∂Ω, we have
P ≤ C7(k,max f, ||u||C1 , ||ϕ||C0)− (A+ σM)
µ
2
≤ 0, (173)
provided A ≥ 2C7
µ
.
We conclude that we first choose β ≥ 3nk1C0
cσ
, then µ = min{µ0, 1β }, finally A ≥
2σ + βC6
k0
+ 3βC4 + 1 +
2C7
µ
. Using the maximal principle for the function P (x), we
get
P (x) ≤ 0, in Ω.
Using the barrier functions, we have the main normal-normal second derivative
estimate in this section.
Theorem 4.2. Let Ω be a bounded C4 uniformly convex domain in Rn, ν is the outer
unit normal vector of ∂Ω. If u ∈ C4(Ω)∩C3(Ω) a k- admissible solution of Neumann
problem (75). Where f ∈ C2(Ω×R) is positive and ϕ ∈ C3(Ω×R) is non-increasing
in z. Then we have
sup
∂Ω
|uνν | ≤ C, (174)
where constant C depends on n, k, ||u||C1 , min f , ||ϕ||C3 , ||f ||C2 , convexity of ∂Ω and
||∂Ω||C4 .
Proof. Assume z0 is the maximum point of uνν , we have
0 ≥ Pν(z0) (175)
≥ g(
∑
l
ulνhl + ulhlν − ψν)− (A+ σM)hν (176)
≥ uνν − C(||u||C1 , ||∂Ω||C2 , ||ψ||C2)− (A+ σM) (177)
In the second inequality we assume uνν(z0) ≥ 0. Then we get
sup
∂Ω
uνν ≤ C + σM. (178)
Similarly, by 0 ≤ P ν(z0) here z0 is the minimum point of uνν , we get
inf
∂Ω
uνν ≥ −C − σM. (179)
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So chosen σ = 12 as in the previous lemmas, we get the estimate
sup
∂Ω
|uνν | ≤ C. (180)
Proof of The Theorem 4.1: Combining Lemma 4.1, Lemma 4.2 and the Theo-
rem 4.2, we complete the proof of the Theorem 4.1.
5 Existence of the boundary problem
In this section we complete the proof of the Theorem 1.1. As in [31], by combining
Theorems 3.1, 3.2 and 4.1 with the global second derivative Ho¨lder estimates (see [30]
or [28]), we get a global estimate
||u||C2,α(Ω) ≤ C (181)
for k- admissible solution, where C, α depending on k, n, Ω, ||Ω||C4 , ||f ||C2 , min f and
||ϕ||C3 . Applying the method of continuity (see [12], Theorem 17.28), we complete
the proof of Theorem 1.1.
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