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Amplitude equationAbstract In this paper we derive rigorously the amplitude equation, using the natural separation
of time-scales near a change of stability, for the stochastic generalized Swift–Hohenberg equation
with quadratic and cubic nonlinearity in this form
du ¼ ð1þ @2xÞ
2
uþ meuþ cu2  u3
h i
dtþ redW;
where WðtÞ is a Wiener process. For deterministic PDE it is known that the quadratic term
generates an additional cubic term, which is unstable. We consider two cases depending on
c2. If c2 < 27
38
, then we have amplitude equation with cubic nonlinearities. In the other case
c2 ¼ 27
38
the cubic term in the amplitude equation vanishes. Therefore we consider larger solu-
tions to obtain an amplitude equation with quintic nonlinearities.
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Swift–Hohenberg equation was ﬁrst used as a toy model for
the convective instability in the Rayleigh–Be´nard problem
(see [1] or [2]). Today it is one of the celebrated equations
for the examination of the dynamics of pattern formation.
Near the bifurcation the equation exhibits two widely sep-
arated characteristic time-scales and it is desirable to obtain
a simpliﬁed equation which governs the evolution of the dom-
inant modes. These equations are referred to as amplitude
equations. The approximation of SPDEs on bounded domains
via amplitude equations was ﬁrst rigorously veriﬁed in [3] for a
simple Swift–Hohenberg model, and later extended in [4–8]. In
all these publications the amplitude equation for the dominant
modes is given by an ODE or a SDE.
Mohammed et al. [9,10] studied the Equation
du ¼ ð1þ @2xÞ
2
uþ meuþ cu2  u3
h i
dtþ redW; ð1Þ
in case the noise-strength is re ¼ e, and the noise does not act
directly on the dominant modes. Here additional deterministic
terms appear, due to the presence of noise, that change the sta-
bility of the system. In this paper, we will study two cases
re ¼ e2 and re ¼ e3, and suppose that the noise acts directly
on the dominant modes.
The main result of this paper is to show that near a change
of stability on a time-scale of order en (n ¼ 2 or 4) the solution
of (1) with respect to Neumann boundary conditions on the
interval 0; p½  is of the type
uðt; xÞ ¼ ebðentÞ cosðxÞ þ error; ð2Þ
where b is the solution of the amplitude equation on the slow
time-scale T ¼ ent given by
@Tb ¼ mbþ GðbÞ þ a1@T ~b1; ð3Þ
where ~b1ðTÞ :¼ en2b1ðenTÞ is a rescaled version of the Brown-
ian motion, and GðbÞ is given by
GðbÞ :¼  3
4
1 38
27
c2
 
b3; ð4Þ
in the case of n ¼ 2; re ¼ e2 and c2 < 2738, while in the case of
n ¼ 4; re ¼ e3 and c2 ¼ 2738 ;GðbÞ is quintic and given by
GðbÞ :¼ C0b5; ð5Þ
with C0 ’ 1:8.
The remainder of this paper is organized as follows. In
the next section we formulate the assumptions that we
need in this paper. In Section 3 we derive the amplitude
equation with error term and state without proof the
approximation theorem. In Section 4 we give bounds for
high modes. Finally, we give the proof of the main
results.2. Preliminaries
We work in some Hilbert space H equipped with scalar prod-
uct ; h i and norm k k. We denote by ekf g1k¼1 and kkf g1k¼1 an
orthonormal basis of eigenfunctions and the corresponding
eigenvalues such that ð1þ @2xÞ
2
ek ¼ kkek, (cf. Courant and
Hilbert [11]). In our case
ekðxÞ ¼
1ﬃﬃ
p
p if k ¼ 0;ﬃﬃ
2
p
q
cosðkxÞ if k > 0;
8<
: and kk ¼ ð1 k2Þ2:
Suppose that N :¼ kerA¼ spanfcosg, where A¼ð1þ@2xÞ
2
.
Deﬁne by S¼N? the orthogonal complement of N in H
and by Pc the projection Pc :H!N . Deﬁne Ps :¼ I Pc,
where I is the identity operator on H. As the dimension of
N is ﬁnite, it is well known that both Pc and Ps are bounded
linear operators on H.
Let us deﬁne the space H1 by Fourier series:
H1¼
X1
k¼1
ckek :
X1
k¼1
k2c2k<1
( )
withnorm
X1
k¼1
ckek


H1
¼
X1
k¼1
k2c2k:
The operator A generates an analytic semigroup fetAgtP0
deﬁned by
eAt
X1
k¼1
ckek
 !
¼
X1
k¼1
ekktckek 8 tP 0:
Also, it has the following property that for all
t > 0;x ¼ k1 and all u 2 H1
etAPsu
 
H1 6 e
xt Psuk kH1 : ð6Þ
In an abstract setting we need the following assumption,
which is trivial to check in the concrete examples.
Assumption 1. Deﬁne the nonlinear term GðbÞ : R! R via
GðbÞ ¼ Cb2nþ1; for n ¼ 1; 2:
Assume there exists a constant d1 P 0 such that for u 2 R the
following inequality is satisﬁed
GðuÞ; uh i 6 d1 uj j2nþ2; for n ¼ 1; 2:
For the noise we suppose the following:
Assumption 2. Let W be a Wiener process on an abstract
probability space ðX; F;PÞ. For tP 0, we can write WðtÞ (cf.
Da Prato and Zabczyk [12]) as
WðtÞ ¼
X1
k¼0
akbkðtÞek;
484 W.W. Mohammedwhere ðbkÞk2N0 are independent, standard Brownian motions in
R and akð Þk2N0 are real numbers. We assumeX1
k–1
k2a2kk
2c1
k <1; for some c 2 0;
1
2
 
:
For our result we rely on a cutoff argument. We consider
only solutions that are not too large, as given by the next
deﬁnition.
Deﬁnition 3 (Stopping time). For the N  S -valued stochastic
process a;wð Þ deﬁned later in (10) we deﬁne, for some T0 > 0
and j 2 ð0; 13nþ11Þ for n ¼ 1 or 2, the stopping time s ass :¼ T0 ^ inf T > 0 : aðTÞk kH1 > ej or wðTÞk kH1 > e3j
 
:
ð7Þ
Deﬁnition 4. For a real-valued family of processes
XeðtÞf gtP0 we say Xe ¼ OðfeÞ, if for every pP 1 there exists
a constant Cp such that
E sup
t2½0;s
XeðtÞj jp 6 Cpfpe : ð8Þ
We use also the analogous notation for time-independent ran-
dom variables.3. Formal derivation and main result
In this section, we derive the amplitude equation with error
term and state without proof the approximation theorem.
For short, let A ¼ ð1þ @2xÞ
2
;BðuÞ ¼ Bðu; uÞ ¼ u2, and
FðuÞ ¼ Fðu; u; uÞ ¼ u3. So, we can rewrite the Eq. (1) as follows
du ¼ Auþ meuþ cBðuÞ  FðuÞ½ dtþ redW: ð9Þ
We are interested here in studying the behavior of solutions to
(9) on time-scales of order en, for n ¼ 2 or 4. So, we split the
solution u into
uðtÞ ¼ eaðentÞ þ e2wðentÞ; ð10Þ
where a 2 N and w 2 S. After rescaling to the slow time-scale
T ¼ ent, we obtain the following system of equations:
da¼ maþ2cenþ2Bcða;wÞþcenþ3Bcðw;wÞ enþ2F cðaþ ewÞ
 	
dTþd ~Wc;
ð11Þ
and
dw¼ enAswþ mwþ encBsðaþ ewÞ enþ1F sðaþ ewÞ
 	
dTþ e1d ~Ws;
ð12Þ
where ~WðTÞ :¼ en=2WðenTÞ is a rescaled version of the Wie-
ner process and re ¼ e2 if n ¼ 2 or re ¼ e3 if n ¼ 4. We denoted
the projections by indices. This means F c ¼ PcF or F s ¼ PsF .
We deﬁne Bc;Bs; ~Wc; ~Ws and As in a similar way.
Integrating Eq. (11) from 0 to T, we obtain
aðTÞ ¼ að0Þ þ
Z T
0
½maþ 2cenþ2Bcða;wÞ þ cenþ3Bcðw;wÞ
 enþ2F cðaþ ewÞdsþ ~WcðTÞ; ð13Þ
Applying Itoˆ’s formula to Bcða;A1s wÞ, yields2cenþ2
Z T
0
Bcða;wÞds¼4c2enþ4
Z T
0
BcðBcða;wÞ;A1s wÞds
þ2cenþ4
Z T
0
BcðF cðaÞ;A1s wÞds2c2enþ2

Z T
0
Bcða;A1s Bsða;aÞÞds4c2enþ3
Z T
0
Bcða;A1s Bsða;wÞÞds
2c2enþ4
Z T
0
Bcða;A1s BsðwÞÞdsþ6cenþ4

Z T
0
Bcða;A1s F sða;a;wÞÞdsþ2cenþ3
Z T
0
Bcða;A1s F sðaÞÞdsþR1;
ð14Þ
where R1 is given by
R1ðTÞ ¼ 2e2cBðaðTÞ;A1s wðTÞÞ  2e2cBðað0Þ;A1s wð0ÞÞ
 4cme2
Z T
0
Bða;A1s wÞds 2c2enþ5
Z T
0
BðBcðw;wÞ;
A1s wÞdsþ 6cenþ5
Z T
0
BcðF cða; a;wÞ;A1s wÞds
þ 6cenþ6
Z T
0
BcðF cða;w;wÞ;A1s wÞdsþ 2cenþ7

Z T
0
BcðF cðwÞ;A1s wÞds 2ce2
Z T
0
Bcðd ~Wc;A1s wÞ
þ 6cenþ5
Z T
0
Bcða;A1s F sða;w;wÞÞdsþ 2cenþ6

Z T
0
Bða;A1s F sðwÞÞds 2ce
Z T
0
Bcða;A1s d ~WsÞ:ð15Þ
By direct estimates we show that all terms in R1 are small.
Now, let us consider two cases depending on the value of n
and c2.
3.1. First Case: n ¼ 2 and c2 < 27
38
In this case, by substituting from (14) into (13) we obtain the
following amplitude equation with error term
aðTÞ ¼ að0Þ þ m
Z T
0
aðsÞdsþ
Z T
0
~GðaðsÞÞdsþ ~WcðTÞ þ ~R1ðTÞ;
ð16Þ
where the cubic term ~GðaÞ and the remainder ~R1 are given by
~GðaÞ¼2c2Bcða;A1s Bsða;aÞÞþF cðaÞ¼
3
4
138
27
c2
 
a;e1h i3e1;
ð17Þ
and
~R1ðTÞ ¼ R1ðTÞ  4c2e2
Z T
0
BcðBcða;wÞ;A1s wÞdsþ 2ce2

Z T
0
BcðF cðaÞ;A1s wÞds 4c2e
Z T
0
Bcða;A1s Bsða;wÞÞ
 ds 2c2e2
Z T
0
Bcða;A1s BsðwÞÞdsþ 2ce
Z T
0
Bcða;A1s
 F sðaÞÞdsþ ce
Z T
0
Bcðw;wÞds e3
Z T
0
F cðwÞds 3e

Z T
0
F cða; a;wÞds 3e2
Z T
0
F cða;w;wÞds; ð18Þ
with R1 deﬁned in (15).
We ﬁx me ¼ me2 and re ¼ e2. Then the main result in this case
is given in the following theorem:
Stochastic amplitude equation 485Theorem 5 (Approximation 1). Under Assumptions 1 and 2 let u
be a solution of (1) with the splitting introduced in (10) and initial
condition uð0Þ ¼ eað0Þ þ e2wð0Þ such that að0Þ 2 N and
wð0Þ 2 S where að0Þ andwð0Þ are of order one. Let b be a solution
of (3) with bð0Þ ¼ að0Þ; e1h i. Then for all p > 1 andT0 > 0 and all
j 2 ð0; 114Þ; e 2 ð0; 1Þ, there exists a constant C > 0 such that
P sup
t2 0;e2T0½ 
uðtÞ  ebðe2tÞ cos H1 > e228j
 !
6 Cep: ð19Þ3.2. Second case: n ¼ 4 and c2 ¼ 27
38
The second case is slightly more stable, as we loose the cubic in
the amplitude equation. Thus we need a different scaling. In this
case, we apply Itoˆ’s formula to Bcðwkek;w‘e‘Þ in order to obtain
c
e
Z T
0
Bcðw;wÞds ¼ 1e c
X
k;‘
Z T
0
Bcðwkek;w‘e‘Þds
¼ 1
e
X
k;‘
2c2
ðkk þ k‘Þ
Z T
0
BcðBkðaÞek;w‘e‘Þdsþ
X
k;‘
4c2
ðkk þ k‘Þ

Z T
0
BcðBkða;wÞek;w‘e‘Þds
X
k;‘
2c
ðkk þ k‘Þ

Z T
0
BcðF kðaÞek;w‘e‘Þdsþ R2; ð20Þ
where we used BkðwÞ ¼ BðwÞ; ekh i and F kðwÞ ¼ FðwÞ; ekh i for
shorthand notation. The error R2 in Eq. (20) is deﬁned by
R2ðTÞ¼
X
k;‘
e3c
ðkkþk‘Þ Bcðwkð0Þek;w‘ð0Þe‘ÞBcðwkðTÞek;w‘ðTÞe‘Þ½ 
þ2e3cm
X
k;‘
Z T
0
Bcðwkek;w‘e‘Þdsþ e
X
k;‘
2c2
ðkkþk‘Þ

Z T
0
BcðBkðwÞek;w‘e‘Þds e
X
k;‘
3c
ðkkþk‘Þ

Z T
0
BcðF kða;a;wÞek;w‘e‘Þds e2
X
k;‘
a‘c
ðkkþk‘Þ

Z T
0
2Bcðwkek;e‘Þ
c
2
e2
X
k;‘
a‘ak
ðkkþk‘ÞBcðek;e‘Þ
~dbk
" #
~db‘
 e2
X
k;‘
c
ðkkþk‘Þ
Z T
0
3BcðF kða;w;wÞek;w‘e‘Þþ eBcðF kðwÞek;w‘e‘Þ½ ds
ð21Þ
Again, we show later that all terms in R2 are of order e. By
substituting (14) and (20) into (13) we obtain
aðTÞ¼ að0Þþ m
Z T
0
ads4c2
Z T
0
BcðBcða;wÞ;A1s wÞdsþ2c

Z T
0
BcðF cðaÞ;A1s wÞds
4c2
e
Z T
0
Bcða;A1s Bsða;wÞÞds
2c2
Z T
0
Bcða;A1s BsðwÞÞdsþ
2c
e
Z T
0
Bcða;A1s F sðaÞÞds
þ6c
Z T
0
Bcða;A1s F sða;a;wÞÞdsþ
1
e
X
k;‘
2c2BkðaÞ
ðkkþk‘Þ

Z T
0
Bcðek;w‘e‘Þdsþ
X
k;‘
2c
ðkkþk‘Þ

Z T
0
2cBcðBkða;wÞek;w‘e‘ÞBcðF kðaÞek;w‘e‘½ ds
1
e
Z T
0
F cða;a;wÞds
Z T
0
F cða;w;wÞdsþ ~WcðTÞþR3;
ð22Þwhere we used
 1
e2
F cðaÞ  2c
2
e2
Bcða;A1s Bsða; aÞÞ ¼ 0;
when c2 ¼ 27
38
, and
R3 ¼ R1 þ R2  e
Z T
0
F cðwÞds; ð23Þ
where R1 and R2 are deﬁned in (15) and (21), respectively.
Now, we need to remove w from the right hand side of (22).
To do this, we explicitly average all terms by applying Itoˆ for-
mula to every term containing w on the right hand side. For
the ﬁrst term containing w in (22) we apply Itoˆ formula to
BcðBcða;wkekÞ;A1s w‘e‘Þ and obtain
 4c2
Z T
0
BcðBcða;wÞ;A1s wÞds ¼
X
k;‘
8c3BkðaÞ
k‘ðkk þ k‘Þ

Z T
0
BcðBcða; ekÞ;w‘e‘ÞdsþOðe115jÞ ¼
X
k;‘
8c4BkðaÞB‘ðaÞ
k2‘ðkk þ k‘Þ

Z T
0
BcðBcða; ekÞ; e‘ÞdsþOðe115jÞ: ð24Þ
For the second term containing w in (22) we consider
BcðF cðaÞ;A1s A1s wÞ to get
2c
Z T
0
BcðF cðaÞ;A1s wÞds¼2c2
Z T
0
BcðF cðaÞ;A1s A1s BsðaÞÞds
þOðe114jÞ: ð25Þ
For the third term containing w in (22) we apply Itoˆ formula to
Bcða;A1s Bsða;A1s wÞÞ. This yields
 4c
2
e
Z T
0
Bcða;A1s Bsða;wÞÞds ¼
4c3
e

Z T
0
Bcða;A1s Bsða;A1s BsðaÞÞÞdsþ 8c3

Z T
0
Bcða;A1s Bsða;A1s Bsða;wÞÞÞds 4c2

Z T
0
Bcða;A1s Bsða;A1s F sðaÞÞÞdsþOðe113jÞ ¼ 8c4

Z T
0
Bcða;A1s Bsða;A1s Bsða;A1s BsðaÞÞÞÞds 4c2

Z T
0
Bcða;A1s Bsða;A1s F sðaÞÞÞdsþOðe113jÞ: ð26Þ
For the fourth term containing w in (22) we work with
Bcða;A1s Bsðwkek;w‘e‘ÞÞ to obtain
2c2
Z T
0
Bcða;A1s BsðwÞÞds
¼
X
k;‘
4c3BkðaÞ
ðkkþk‘Þ
Z T
0
Bcða;A1s Bsðek;w‘e‘ÞÞdsþOðe115jÞ
¼
X
k;‘
4c4BkðaÞB‘ðaÞ
k‘ðkkþk‘Þ
Z T
0
Bcða;A1s Bsðek;e‘ÞÞdsþOðe115jÞ:
ð27Þ
For the ﬁfth term containing w in (22) we apply Itoˆ formula to
Bcða;A1s F sða; a;A1s wÞÞ in order to obtain
486 W.W. Mohammed6c
Z T
0
Bcða;A1s F sða; a;wÞÞds ¼ 6c2
Z T
0
Bcða;A1s F sða; a;A1s
 BsðaÞÞÞdsþOðe114jÞ: ð28Þ
For the sixth term containing w in (22) we consider
BcðBkðaÞek;w‘e‘Þ.
1
e
X
k;‘
2c2
ðkk þ k‘Þ
Z T
0
BcðBkðaÞek;w‘e‘Þds ¼
2
e
X
k;‘
c3BkðaÞB‘ðaÞ
k‘ðkk þ k‘Þ

Z T
0
Bcðek; e‘Þdsþ
X
k;‘
4c3BkðaÞ
k‘ðkk þ k‘Þ
Z T
0
Bcðek;B‘ða;wÞe‘Þds

X
k;‘
2c2BkðaÞ
k‘ðkk þ k‘Þ
Z T
0
Bcðek;F ‘ðaÞe‘ÞdsþOðe113jÞ
¼ 
X
k;‘
4c4BkðaÞ
k‘ðkk þ k‘Þ
Z T
0
Bcðek;B‘ða;A1s BsðaÞÞe‘Þds

X
k;‘
2c2BkðaÞ
k‘ðkk þ k‘Þ
Z T
0
Bcðek;F ‘ðaÞe‘ÞdsþOðe113jÞ: ð29Þ
For the seventh term containing w in (22) we work with
BcðBkða;wjejÞek;w‘e‘Þ to obtain
X
k;‘
4c2
ðkk þ k‘Þ
Z T
0
BcðBkða;wÞek;w‘e‘Þds ¼
X
k;‘;j
4c3B‘ðaÞ
ðkk þ k‘Þðkj þ k‘Þ

Z T
0
BcðBkða;wjejÞek; e‘Þdsþ
X
k;‘;j
4c3BjðaÞ
ðkk þ k‘Þðkj þ k‘Þ

Z T
0
BcðBkða; ejÞek;w‘e‘ÞdsþOðe115Þ
¼
X
k;‘;j
8c4BjðaÞB‘ðaÞ
k‘ðkk þ k‘Þðkj þ k‘Þ
Z T
0
BcðBkða; ejÞek; e‘ÞdsþOðe115jÞ:
ð30Þ
For the eighth term. we apply Itoˆ formula to BcðF kðaÞek;w‘e‘Þ.
X
k;‘
2c
ðkk þ k‘Þ
Z T
0
BcðF kðaÞek;w‘e‘Þds ¼
X
k;‘
2c2F kðaÞB‘ðaÞ
k‘ðkk þ k‘Þ

Z T
0
Bcðek; e‘ÞdsþOðe114jÞ: ð31Þ
For the ninth term containing w in (22) we apply Itoˆ formula
to F cða; a;A1s wÞ.
3
e
Z T
0
F cða; a;wÞds ¼ 3ce
Z T
0
F cða; a;A1s BsðaÞÞds 3

Z T
0
F cða; a;A1s F sðaÞÞdsþ 6c
Z T
0
F cða; a;A1s Bsða;wÞÞds
þOðe113jÞ ¼ 3
Z T
0
F cða; a;A1s F sðaÞÞds 6c2

Z T
0
F cða; a;A1s Bsða;A1s BsðaÞÞÞdsþOðe113jÞ; ð32Þ
where we used that F cða; a;A1s BsðaÞÞ ¼ 0. For the last term
containing w in (22). Consider F cða;wkek;w‘e‘Þ in order to
obtain 3
Z T
0
F cða;w;wÞds ¼
X
k;‘
6c
ðkk þ k‘Þ
Z T
0
F cða;BkðaÞek;w‘e‘Þds
þOðe115jÞ ¼ 
X
k;‘
6c2BkðaÞB‘ðaÞ
k‘ðkk þ k‘Þ
Z T
0
F cða; ek; e‘Þds
þOðe115jÞ: ð33Þ
By substituting from (24)–(33) into (22) we obtain the follow-
ing amplitude equation with error
aðTÞ ¼ að0Þ þ m
Z T
0
aðsÞdsþ
Z T
0
~GðaðsÞÞdsþ ~WcðTÞ þ ~R2ðTÞ;
ð34Þ
where the quintic term ~GðaÞ is given by
~GðaÞ ¼
X
k;‘
8c4BkðaÞB‘ðaÞ
k2‘ ðkk þ k‘Þ
BcðBcða; ekÞ; e‘Þ  2c2BcðF cðaÞ;A1s
A1s BsðaÞÞ  8c4Bcða;A1s Bsða;A1s Bsða;A1s BsðaÞÞÞÞ
 4c2Bcða;A1s Bsða;A1s F sðaÞÞÞ 
X
k;‘
4c4BkðaÞB‘ðaÞ
k‘ðkk þ k‘Þ
 Bcða;A1s Bsðek; e‘ÞÞ  6c2Bcða;A1s F sða; a;A1s BsðaÞÞÞ

X
k;‘
4c4BkðaÞ
k‘ðkk þ k‘ÞBcðek;B‘ða;A
1
s BsðaÞÞe‘Þ

X
k;‘
2c2F kðaÞB‘ðaÞ
kkk‘
Bcðek; e‘Þ þ
X
k;‘;j
8c4BjðaÞB‘ðaÞ
k‘ðkk þ k‘Þðkj þ k‘Þ
 BcðBkða; ejÞek; e‘Þ  3F cða; a;A1s F sðaÞÞ
 6c2F cða; a;A1s Bsða;A1s BsðaÞÞÞ 
X
k;‘
6c2BkðaÞB‘ðaÞ
k‘ðkk þ k‘Þ
 F cða; ek; e‘Þ ¼ C0 a; e1h i5e1;
with C0 ’ 1:8 and the error term ~R2ðTÞ is deﬁned by
~R2 ¼ R3 þOðe115kÞ; ð35Þ
where R3 was deﬁned in (23).
The main result in this case (with the scaling me ¼ me4 and
re ¼ e3) is given in the following:
Theorem 6 (Approximation 2). Under Assumptions 1 and 2 let
u be a solution of (1) deﬁned in (10) with initial condition
uð0Þ ¼ eað0Þ þ e2wð0Þ where að0Þ 2 N and wð0Þ 2 S such that
að0Þ and wð0Þ are of order one. Let b be a solution of (3) with
bð0Þ ¼ að0Þ; e1h i. Then for all p > 1; e 2 ð0; 1Þ, and T0 > 0 and
all j 2 ð0; 117Þ , there exists C > 0 such that
P sup
t2 0;e4T0½ 
uðtÞ  ebðe4tÞ cos H1 > e234j
 !
6 Cep: ð36Þ4. Bounds for the high modes
In the following lemma we show that in (10) the modes w 2 S
are essentially an OU-process plus a quadratic term in the
modes a 2 N .
Stochastic amplitude equation 487Lemma 7. Under Assumption 2 let ZðTÞ be the S-valued
process solving for n ¼ 2; 4 the SDE
dZ ¼ enAsZdTþ e1d ~Ws; Zð0Þ ¼ wð0Þ: ð37Þ
Then for e 2 0; 1ð Þ and 0 < T 6 s
wðTÞ  ZðTÞ  cen
Z T
0
ee
nAsðTsÞBsðaðsÞÞds


H1
6 Ce19j:
ð38Þ
Proof. The mild formulation of (12) is
wðTÞ ¼ ZðTÞ þ
Z T
0
ee
nAsðTsÞ
 mwþ encBsðaþ ewÞ  enþ1F sðaþ ewÞ
 	
ds: ð39Þ
Thus we obtain
wðTÞZðTÞ cen
Z T
0
ee
nAsðTsÞBsðaðsÞÞds


H1
6C
Z T
0
ee
nAsðTsÞwds


H1
þCenþ1
Z T
0
ee
nAsðTsÞBsðaðsÞ;wðsÞÞds


H1
þ enþ2C
Z T
0
ee
nAsðTsÞBsðwÞds


H1
þCenþ1
Z T
0
ee
4AsðTsÞF sðaþ ewÞds


H1
:¼ I1þ I2þ I3þ I4:
We now bound all four terms separately. For the ﬁrst term,
using (6), we obtain for all T 6 s
I1 6 C sup
s2½0;s
wðsÞk kH1
Z enxT
0
egdg 6 Cen3j;
where we used the deﬁnition of s. For the second term we
obtain
I2 6 Cenþ1
Z T
0
ee
nxðTsÞkBsðaðsÞ;wðsÞÞkH1ds
6 Ce sup
s2½0;s
fkaðsÞkH1kwðsÞkH1g 
Z enxT
0
egdg 6 Ce14j;
where we used again the deﬁnition of s. Analogously, we
derive for the third term
I3 6 Ce2 sup
s2½0;s
kwðsÞk2H1
Z enxT
0
egdg 6 Ce26j:
For the fourth term we obtain by using (6) and the deﬁnition
of s, that
I4 6 Cenþ1
Z T
0
ee
nxðTsÞ F sða sð Þ þ ew sð ÞÞk kH1ds
6 Ce sup
0;s½ 
ak k3H1 þ esup
0;s½ 
wk k3H1
 !Z enxT
0
egdg 6 Ce19j:
Combining all results, yields (38). The proof is complete. h
The next lemma provides bounds for the stochastic
convolution ZðTÞ deﬁned in (37).
Lemma 8. Under Assumption 2, for every j0 > 0 and pP 1,
there exists a constant C, depending on p; ak; kk, j0 and T0,
such thatE sup
T2 0;T0½ 
ZðTÞk kpH1 6 Cej0 :
Proof. See the proof of Lemma 20 in [7]. h
We now need the following simple estimate.
Lemma 9. Using s deﬁned in Deﬁnition 3, then for n ¼ 2; 4 we
obtain
E sup
T2½0;s
Z T
0
ee
nAsðTsÞBsða; aÞds


p
H1
 !
6 Cenp2pj; ð40Þ
for all e 2 0; 1ð Þ.
Proof. Using (6) we obtain, for T < s, that
Z T
0
ee
nAsðTsÞBsðaÞds


H1
6 Cen sup
s2½0;s
kaðsÞk2H1
Z e4xT
0
egdg
6 Cen2j: 
The following corollary states that wðTÞ is with high prob-
ability much smaller than ej as asserted by the Deﬁnition
3 for T 6 s. We will show later s P T0 with high probability
(cf. proof of Theorem 5).
Corollary 10. Under the assumptions of Lemmas 7 and 8, if
wð0Þ ¼ Oð1Þ, then for p > 0 and for all j0 > 0 there exists a
constant C > 0 such that
E sup
T2 0;s½ 
wðTÞk kpH1
 !
6 Ce2j: ð41Þ
Proof. From (39), by triangle inequality and Lemmas 8 and 9,
we obtain
E sup
T2 0;s½ 
wðTÞk kpH1
 !
6 Cþ Cej0 þ Ce2pj þ Cep9pj;
for j < 1
9
and j0 6 j. This yields (41). The proof is
complete. h
Now the next step is to bound the remainder ~R1 in the case
n ¼ 2 (or ~R2 for n ¼ 4). This was deﬁned in (18) (or (35)) we
use it in order to show the approximation result later.
Lemma 11. We assume that Assumption 2 holds. Then for all
p > 0, there exists a constant C > 0 such that
E sup
T2 0;s½ 
~RlðTÞ
 p
H1
 !
6 Ce1dlj; ð42Þ
where dl ¼ 3lþ 9 with l ¼ n2 for n ¼ 2; 4.
Proof. We use similar arguments as in the proof of Lemma
7 to obtain (42).5. Proof of the main result
In order to prove the approximation result, we ﬁrst need the
following a-priori estimate for solutions of the amplitude
equation.
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solution of (3). If the initial condition satisﬁes E bð0Þj jp 6 C for
some p > 1, then there exists another constant C such that
E sup
T2 0;s½ 
bðTÞj jp 6 C: ð43Þ
Proof. The existence and uniqueness of solutions for Eq. (3)
are standard. To verify the bound in (43), we deﬁne Y as
YðTÞ ¼ bðTÞ  a1 ~b1ðTÞ: ð44Þ
Substituting this into (3), we obtain
@TY ¼ mðYþ a1 ~b1Þ þ GðYþ a1 ~b1Þ: ð45Þ
Taking the scalar product h;YiR on both sides of (45), yields
1
2
@T Yj j2 ¼ hmðYþ a1 ~b1Þ;YiR þ hGðYþ a1 ~b1Þ;YiR:
Using Young and Cauchy-Schwarz inequalities and Assump-
tion 1, for n ¼ 2; 4, we obtain that
1
2
@T Yj j2 6 Cþ C ~b1


 

nþ2  d Yj jnþ2 6 Cþ C ~b1

 

nþ2
Taking p
2
-th power and expectation, we obtain, for l ¼ 1; 2
where l ¼ n
2
,
Esup
½0;T0 
Yj jp 6 CT12p0 þ CT
1
2
p
0 Esup
½0;T0 
~b1


 

pðlþ1Þ 6 C:
Together with (44), this implies
Esup
½0;T0 
bj jp 6 CEsup
½0;T0 
Yj jp þ CEsup
½0;T0 
~b1


 

p 6 C: 
Deﬁnition 13. Fix l ¼ n
2
and j 2 ð0; 1
3nþ11Þ for n ¼ 2 or 4 .
Deﬁne the set X  X such that the following three estimates
sup
½0;s
kwkH1 < Ce
5
2j; ð46Þ
sup
½0;s
k ~RlkH1 < Ce1dljj; ð47Þ
and
sup
½0;s
bj j < Ce jlþ1; ð48Þ
hold on X.
Proposition 14. The set X has approximately probability 1.
Proof.
PðXÞP 1 Pðsup
½0;s
kwkH1 P Ce
5
2jÞ
Pðsup
½0;s
k ~RlkH1 P Ce1dljjÞ  Pðsup
½0;s
bj jP Ce jlþ1Þ:
for l ¼ 1 (or l ¼ 2). Using Chebychev inequality, Corollary 10
and Lemmas 11, 12, we obtain for sufﬁciently large q > 0 that
PðXÞP 1 C½e12qj þ eqj þ e 1lþ1qjP 1 Ce 1lþ1qj P 1 Cep: 
ð49ÞIn the following we identify N with R and rewrite the
amplitude Eq. (16) (or (34)) as
a1ðTÞ¼a1ð0Þþm
Z T
0
a1ðsÞdsþ
Z T
0
Gða1ðsÞÞdsþa1 ~b1ðTÞþRlðTÞ;
ð50Þ
where a1 ¼ a; e1h i;Rl ¼ ~Rl; e1
 
and Gða1Þ ¼ Ca2lþ11 for
l ¼ 1 (or 2).
Theorem 15. Assume that Assumption 1 holds and suppose
a1ð0Þ ¼ Oð1Þ. Let bðtÞ be a solution of (3) and a1 is deﬁned as
in (50). If the initial condition satisﬁes a1ð0Þ ¼ bð0Þ, then for
j < 23nþ22 with n ¼ 2 (or n ¼ 4),we obtain
sup
T2 0;s½ 
a1ðTÞ  bðTÞj j 6 Ce2ð3nþ22Þj on X; ð51Þ
and
sup
T2 0;s½ 
a1ðTÞj j 6 Ce 2jnþ1 on X: ð52Þ
Proof. Deﬁne uðTÞ as
uðTÞ :¼ a1ðTÞ  RlðTÞ:
From (50) we obtain
uðTÞ¼ a1ð0Þþ m
Z T
0
ðuðsÞþRlðsÞÞdsþ
Z T
0
GðuðsÞþRlðsÞÞds:
ð53Þ
Deﬁne now hðTÞ by
hðTÞ :¼ uðTÞ  bðTÞ: ð54Þ
Subtracting (53) from (3), we obtain
hðTÞ¼ m
Z T
0
hðsÞdsþ m
Z T
0
RlðsÞdsþ
Z T
0
½GðhþbþRlÞGðbÞðsÞds:
Thus,
@Th ¼ mðhþRlÞ þ Gðhþ bþRlÞ  GðbÞ: ð55Þ
Taking the scalar product h; hiR on both sides of (55), yields
1
2
@T hj j2 ¼ h@Th; hiR
¼ mhh; hiR þ mhRl; hiR þ hGðbþ hþRlÞ  GðbÞ; hiR;
where GðbÞ ¼ Cb2lþ1 for l ¼ 1 (or l ¼ 2) where l ¼ n
2
. Using
Young and Cauchy-Schwarz inequalities and Assumption 1,
we obtain the following linear ordinary differential inequality
@T hj j2 6 C½ hj j2 þ hj j2lþ2 þ C Rl


 

2 1þ Rl

 

2lþ2 þ bj j2lþ2h i:
Using (47) and (48), we obtain, for l ¼ 1 (or l ¼ 2),
@T hj j2 6 C½ hj j2 þ hj j2lþ2 þ Ce22ð3lþ11Þj on X:
As long as hj j < 1, we obtain
@T hj j2 6 2C hj j2 þ Ce22ð3lþ11Þj on X:
Integrating from 0 to T and using Gronwall’s lemma, yields
hj j2 6 Ce22ð3lþ11Þj:
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sup
½0;s
hj j 6 Ce1ð3lþ11Þj on X: ð56Þ
We ﬁnish the ﬁrst part by using (54) and (56) and
sup
½0;s
a1  bj j ¼ sup
0;s½ 
hþRl


 

 6 sup
½0;s
hj j þ sup
½0;s
Rl


 

:
For the second part of the theorem we consider
sup
½0;s
a1j j 6 sup
½0;s
a1  bj j þ sup
½0;s
bj j:
Using the ﬁrst part and (48), we obtain the ﬁnal result (52). h
Now, we can use the previous results to prove the main
result of Theorem 5 in the case of n ¼ 2 (or Theorem 6 in
the case of n ¼ 4) for the approximation of the solution (2)
of the SPDE (1).
Proof of the Main Theorem. For the stopping time we note
that
X  fs ¼ T0g 	 sup
0;T0½ 
ak kH1 < ej; sup
0;T0½ 
wk kH1 < e3j
( )
 X:
Hence
Pfs < T0g 6 P sup
0;s½ 
ak kH1 > ej; sup
0;s½ 
wk kH1 > e3j
( )
6 Ceqj;
ð57Þ
where we used Chebychev’s inequality and (41). Now let us
turn to the approximation result. Using (10) and triangle
inequality, yields on X that
sup
T2 0;s½ 
uðenTÞ  ebðTÞe1k kH1 6 e sup
0;s½ 
a be1k kH1 þ e2sup
0;s½ 
wk kH1
6 e sup
½0;s
a1  bj j þ e2sup
0;s½ 
wk kH1 :
From (46) and (51) we obtain for n ¼ 2 (or n ¼ 4Þ
sup
t2 0;enT0½ 
uðtÞ ebðentÞe1k kH1 ¼ sup
t2 0;ens½ 
uðtÞ ebðentÞk kH1 6Ce2ð3nþ22Þj:
Thus
P sup
t2 0;enT0½ 
uðtÞ  ebðentÞk kH1 > e2ð3nþ22Þj
 !
6 1 PðXÞ:Using (49), yields (19) for n ¼ 2 (or (19) for n ¼ 4). The proof
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