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We reply to the Comment by T. Klein, P. Rodie`re and C. Marcenat [1], on our paper, “Precision
global measurements of London penetration depth in FeTe0.58Se0.42”, Phys. Rev. B 84, 174502
(2011). Our work was motivated by Klein et. al, “Thermodynamic phase diagram of Fe(Se0.5Te0.5)
single crystals in fields up to 28 Tesla”, Phys. Rev. B 82, 184506 (2010). In their paper, Klein
et al. have attributed a factor of five difference in the value of the London penetration depth
obtained from their tunnel diode resonator (TDR) measurements and calculated from the “field of
first penetration” to the surface roughness, although they have not verified it experimentally. In
our paper, we have studied the effects of deliberately introduced surface roughness and found that
its effects are minor and cannot be responsible for the difference of such magnitude. Instead, we
suggest that the value of the “field of first penetration” measured with Hall - arrays cannot be used
to extract a true lower critical field due to several reasons outlined in our Reply. We emphasize
that the accuracy of the calibration procedure of the TDR technique has been carefully verified
in several prior studies and our work on FeTe0.58Se0.42 further confirms it. We show that in their
Comment, Klein et. al use wrong arguments of the universal behavior of the superfluid density in
the gapless limit, because it is inapplicable for the multi - band superconductors. We also discuss
the applicability of the clean - limit γ− model and the influence of the disorder on the obtained
results.
In their paper on the properties of Fe(Te0.5,Se0.5) su-
perconductor [2], Klein et al. have estimated the “lower
critical field” from the measurements of the “field of first
penetration” measured by using miniature Hall - probe
array and they also measured a change in the London
penetration depth, ∆λ(T ), using tunnel diode resonator
(TDR) technique. The two measurements have produced
conflicting results, which Klein et al. have attributed to
a factor of five difference between TDR calibration and
the “real” ∆λ due to the surface roughness. However,
Klein et al. have newer verified their conjecture experi-
mentally.
The application of the tunnel - diode resonator (TDR)
technique to study superconductors has been in devel-
opment for the past 20 years (see e.g., Refs. [3, 4]) and
its calibration procedure has been firmly established and
verified on various systems starting from the original
works on Nb [5] and the cuprates [6]. More recently
we carried out a joint study by TDR, microwave cavity
perturbation technique and muon - spin rotation (µSR)
measurements obtaining close results on Ba(Fe,Co)2As2
(BaCo122) pnictide superconductor [7]. Finally, we re-
cently measured the same sample by using local scanning
SQUID and TDR and obtained excellent agreement be-
tween the two techniques [8]. We found that it was very
important to study the same physical samples to arrive
at this conclusion.
In their Comment, Klein et al. support their conjec-
ture of the influence of surface roughness by citing a study
of a nodal superconductor, KFe2As2, by Hashimoto et
al. [9] in which the Authors have found the difference in
the penetration depth only by a factor of two. We note,
however, that these were two physically different sam-
ples with different temperature - dependent ∆λ(T ). Yet,
even this difference has resulted only in a factor of two,
which is very far from a factor of five claimed by Klein
et al.). We also note the earlier study of the superfluid
density in (Ba1−xKx)Fe2As2 by the same Kyoto group,
in which the Authors explained the difference between
different samples to be due to different scattering rates
[10].
Puzzled by Klein et al. claim of such a profound effect
of the surface roughness, we studied its effect experimen-
tally. We used the same crystal to deliberately damage
and re-measure λ(T ) after each damage. The sample was
cut with a razor blade, - a technique commonly employed
in handling soft samples of Fe - based superconductors.
Starting with a clean cut, we then deliberately damaged
the edges (the sample has lost about 10 % of its volume
after this step) and, finally, removed the damage by a new
clean cut. London penetration depth was measured after
each step. It was found that the penetration depths mea-
sured before and after razor-blade damaging didn’t show
any significant change and we concluded that roughness
plays only a minor role, even for a very strong damage
[11] invalidating Klein et al. claim [1].
In their comment [1] Klein et al. state that “Cho et al.
completely ignored the large dispersion in the previously
published TDO data.”. This statement is incorrect and,
as we show below, different samples of Fe - based super-
conductors could well be in different scattering regimes.
Indeed, there can be quite significant difference in the
measured properties of nominally similar samples pro-
duced by different groups and at different times. Our
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2own measurements of BaCo122 material is a good evi-
dence of that, see Ref. 4 for details. Similarly, there is
a difference between previous studies of FeTe0.5Se0.5 su-
perconductor [2, 12, 13] and a more recent study [11]. As
shown in Ref. 11 it has nothing to do with the surface
roughness, but reflects a real compositional difference be-
tween studied samples.
In our opinion, the discrepancy found in Ref. [2] could
be attributed to a misinterpretation of what Klein et al.
call the “lower critical field”, Hc1. First, Klein et al. use
8 x 8 µm Hall probe arrays spaced at the same distance
of 8 µm. Detecting real Hc1 would require a spatial reso-
lution better than the London penetration depth (about
0.5 µm in Fe(Te,Se)[12]), which is clearly impossible with
their technique that at best resolves about 10 µm. Sec-
ond, they use analysis based on Brandt model developed
for pinning free superconductor where the field of the
first flux penetration is determined by the geometric bar-
rier without considering surface roughness (on the scale
of the coherence length!) and ignoring possible Bean -
Livingston barrier [14]. There is absolutely no evidence
for a geometric barrier - limited behavior in Fe(Te,Se)
crystals. To the contrary, there is a considerable vortex
pinning [15]. Ironically, at the same, time Klein et al.
use surface roughness argument to stretch the TDR data
to fit this ill defined “Hc1”.
The major part of Klein et al. comment [1] questions
our use of a clean - limit model for the description of
the superfluid density in FeTe0.58Se0.42. Indeed, as was
found already in the early studies, the low - tempera-
ture exponents of the order of two might be due to pair -
breaking scattering [10, 16, 17]. However, it does not im-
ply that the sample used in Ref. 11 is in the dirty limit.
At a moderate pair - breaking, the lower temperature
range is affected first (similar to d−wave cuprates where
T−linear behavior changes to T 2 at the low temperatures
first [19]). The main point of Klein et al. comment is
their Fig. 1, where they use “universal” behavior of the
superfluid density in the gapless limit, ρ(t) ∼ (1 − t2),
where t = T/Tc in the entire temperature interval ap-
parently following our earlier works (see, e.g., Eq. 45 in
4). Unfortunately for Klein et al., this universal behav-
ior only holds for a single - band superconductor, albeit
with arbitrary anisotropy of the Fermi surface and of the
superconducting gap, where one could use the conjecture
of the separation of temperature and angular dependence
of the order parameter (Ω2− approximation) with proper
normalization, see Eqs. (15,16) in Ref. 4. For the two -
band case, we had to turn to a full Eilenberger scheme
(the γ−model [22]), see Sec. 3.2 in Ref. 4, which no longer
uses Ω2− approximation and, instead, uses full interac-
tion matrix of three coupling constants. Similarly, we
could not use Ω2− approximation to analyze the Hc2
problem in a multi - band case [23]. Iron - based super-
conductors are multi - band, multi - gap materials and
universal ρ(t) ∼ (1−t2) behavior is not expected to work
in the full temperature range, so the apparent agreement
with this function with the data in Klein et al. Comment
is a mere coincidence.
To study the effect of pair - breaking scattering in a
multi - band scenario one has to solve a complete micro-
scopic problem with the interaction matrix and it does
not lead to a ρ(t) ∼ (1 − t2) behavior. There will be
six new scattering parameters (magnetic and non - mag-
netic for two intra - band and one inter - band channels),
which are unknown. In Fe - based superconductors pair
- breaking scattering rates can vary dramatically. For
example, the effect on BaCo122 system is discussed in
Ref. 4. Moreover, scattering rates may be anisotropic
[20] and temperature - dependent [21]. In fact, the lat-
ter work studied the same material, Fe(Te,Se), as the
subject of this Reply and Comment. The Authors used
microwave surface impedance measurements to conclude
that the temperature - dependence of the scattering rate
can be so significant that it may result in a crossover
from dirty to clean regimes within the superconducting
domain [21]. Indeed, no universality of ρ(t) is expected
in such case.
Finally, returning to the claim by Klein et al. that we
conduct our analysis “... completely ignoring the large
dispersion in the previously published TDO data.”. Our
answer is the following. We believe that the earlier data
on Fe(Te,Se) crystals (including those of Klein et al.)
[2, 12, 21] represent the dirtier cases, whereas the sam-
ple in our more recent study [11] is closer to the clean
behavior. Therefore, fitting the superfluid density with
a clean - limit self - consistent two - gap model in the
full temperature range is still justified at least in Ref. 11
and results in a meaningful estimate of the interaction
matrix and of the derived temperature - dependent su-
perconducting gaps. On the other hand, the five - fold
difference between “Hc1” estimated by Klein et al. and
their TDR data collected on the same crystal supports
our conclusion that the quantity they measure is not a
true Hc1.
We thank V. G. Kogan for discussions. The work at
Ames was supported by the U.S. Department of Energy,
Office of Basic Energy Sciences, Division of Materials
Sciences and Engineering under contract No. DE-AC02-
07CH11358.
∗ Corresponding author: prozorov@ameslab.gov
[1] T. Klein, P. Rodiere, and C. Marcenat, arXiv:1205.2566
(2012).
[2] T. Klein, D. Braithwaite, A. Demuer, W. Knafo,
G. Lapertot, C. Marcenat, P. Rodie`re, I. Sheikin, P. Stro-
bel, A. Sulpice, and P. Toulemonde, Phys. Rev. B 82,
184506 (2010).
[3] R. Prozorov and R. W. Giannetta, Superconductor Sci-
ence and Technology 19, R41 (2006).
3[4] R. Prozorov and V. G. Kogan, Reports on Progress in
Physics 74, 124505 (2011).
[5] R. Prozorov, R. W. Giannetta, A. Carrington, and F. M.
Araujo-Moreira, Phys. Rev. B 62, 115 (2000).
[6] R. Prozorov, R. W. Giannetta, A. Carrington,
P. Fournier, R. L. Greene, P. Guptasarma, D. G. Hinks,
and A. R. Banks, Appl. Phys. Lett. 77, 4202 (2000).
[7] O. Ofer, J. C. Baglo, M. D. Hossain, R. F. Kiefl, W. N.
Hardy, A. Thaler, H. Kim, M. A. Tanatar, P. C. Canfield,
R. Prozorov, G. M. Luke, E. Morenzoni, H. Saadaoui,
A. Suter, T. Prokscha, B. M. Wojek, and Z. Salman,
Phys. Rev. B 85, 060506 (2012).
[8] T. M. Lippman, B. Kalisky, H. Kim, M. A. Tanatar, S. L.
Bud’ko, P. C. Canfield, R. Prozorov, and K. A. Moler,
arXiv:1205.5822 (2012).
[9] K. Hashimoto, A. Serafin, S. Tonegawa, R. Katsumata,
R. Okazaki, T. Saito, H. Fukazawa, Y. Kohori, K. Ki-
hou, C. H. Lee, A. Iyo, H. Eisaki, H. Ikeda, Y. Mat-
suda, A. Carrington, and T. Shibauchi, Phys. Rev. B
82, 014526 (2010).
[10] K. Hashimoto, T. Shibauchi, S. Kasahara, K. Ikada,
S. Tonegawa, T. Kato, R. Okazaki, C. J. van der Beek,
M. Konczykowski, H. Takeya, K. Hirata, T. Terashima,
and Y. Matsuda, Phys. Rev. Lett. 102, 207001 (2009).
[11] K. Cho, H. Kim, M. A. Tanatar, J. Hu, B. Qian, Z. Q.
Mao, and R. Prozorov, Phys. Rev. B 84, 174502 (2011).
[12] H. Kim, C. Martin, R. T. Gordon, M. A. Tanatar, J. Hu,
B. Qian, Z. Q. Mao, R. Hu, C. Petrovic, N. Salovich,
R. Giannetta, and R. Prozorov, Phys. Rev. B 81, 180503
(2010).
[13] A. Serafin, A. I. Coldea, A. Y. Ganin, M. J. Rosseinsky,
K. Prassides, D. Vignolles, and A. Carrington, Phys.
Rev. B 82, 104514 (2010).
[14] E. H. Brandt, Phys. Rev. B 59, 3369 (1999).
[15] T. Taen, Y. Tsuchiya, Y. Nakajima, and T. Tamegai,
Phys. Rev. B 80, 092502 (2009).
[16] R. T. Gordon, N. Ni, C. Martin, M. A. Tanatar, M. D.
Vannette, H. Kim, G. D. Samolyuk, J. Schmalian,
S. Nandi, A. Kreyssig, A. I. Goldman, J. Q. Yan, S. L.
Bud’ko, P. C. Canfield, and R. Prozorov, Phys. Rev.
Lett. 102, 127004 (2009).
[17] R. T. Gordon, H. Kim, M. A. Tanatar, R. Prozorov, and
V. G. Kogan, Phys. Rev. B 81, 180501 (2010).
[18] V. G. Kogan, Phys. Rev. B 80, 214532 (2009).
[19] P. J. Hirschfeld and N. Goldenfeld, Phys. Rev. B 48, 4219
(1993).
[20] M. Abdel-Jawad, J. G. Analytis, L. Balicas, A. Carring-
ton, J. P. H. Charmant, M. M. J. French and N. E.
Hussey, Phys. Rev. Lett.99, 107002 (2007).
[21] H. Takahashi, Y. Imai, S. Komiya, I. Tsukada and A.
Maeda, Phys. Rev. B 84, 132503 (2011).
[22] V. G. Kogan, C. Martin, and R. Prozorov, Phys. Rev.
B 80, 014507 (2009).
[23] V. G. Kogan and R. Prozorov, arXiv:1112.0996 (2011),
