When data at hand are composed by a response variable Y and by a set of d covariates X, say (X, Y ), and when there is a latent source of heterogeneity (group variable), mixtures of regression models with fixed covariates (see, e.g., DeSarbo and Cron, 1988 and Frühwirth-Schnatter, 2006 ) constitute a reference framework of analysis. However, by assuming fixed covariates, modeling for X is not considered. This aspect, named assignment independence by Hennig (2000) , makes mixtures of regression models with fixed covariates inadequate for most of the applications because, from a clustering point of view, the assignment of the data points (x, y) to the clusters is independent of the covariates distribution. Mixtures of regression models with random covariates overcome this problem by assuming assignment dependence: the component (or local) distributions for X can also be distinct and they can affect the assignment of the data points to the clusters. Therefore, they are often to be preferred for real data analyses (Hennig, 2000) .
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An eminent member of the class of mixtures of regression models with random covariates is the cluster-weighted model (CWM; Gershenfeld, 1997) . The CWM factorizes the joint distribution p (x, y), in each mixture component, into the product between the conditional distribution of Y |X = x, and the marginal distribution of X, by assuming a (parametric) functional relation for the expectation of Y |x. Some recent developments in CWMs can be found in Ingrassia et al. (2012) , Subedi et al. (2013) , Punzo (2014) , Ingrassia et al. (2014), and Ingrassia et al. (2015) .
In this paper we present the R (R Core Team, 2013) package flexCWM, available from CRAN at http://cran.r-project.org/web/packages/flexCWM/index.html, which allows for the implementation of a flexible version of the CWM. Flexibility is achieved by modeling the distribution of Y |x as one of the distributions of the exponential family, or as the t distribution, and by allowing the covariates to be of mixed-type, for which multivariate Gaussian, multinomial, binomial, and Poisson distributions are supported. For the normal distributed covariates, in the fashion of Banfield and Raftery (1993) and Celeux and Govaert (1995) , parsimony is also allowed via eigen-decomposition of the component covariance matrices (see Punzo and Ingrassia, 2015) . The expectation-maximization (EM) algorithm is used to obtain maximum-likelihood estimates of the parameters and several likelihood-based information criteria are adopted to select the number of groups and/or the parsimonious model. For the local regression coefficients, standard errors and significance tests are also provided.
Several CRAN packages, supporting modeling by mixtures of regressions, are available. A list of them may be found in the task view "Cluster Analysis & Finite Mixture Models" of Leisch and Grün (2012) , in the section entitled "Cluster-wise Regression". flexmix is one of the most widely used packages for mixtures of regression models (Leisch, 2004) , and mixtures of regression models with concomitant variables (Grün and Leisch, 2008) ; it implements an userextensible framework for estimation, via the EM algorithm. The R environment also features other packages for mixtures of regression models, including: fpc for mixtures of linear regression models and fixed point clusters for linear regression (Hennig, 2013) , mixreg for mixtures of onevariable regression models (Turner, 2011) , and mixtools, which provides a set of functions for analyzing a variety of finite mixture models, including mixtures of regression models with fixed covariates (see Benaglia et al., 2009, Section 5) . Within this context, the flexCWM package aims at introducing support for cluster-weighted modeling, providing also an alternative for estimating other classical mixture models.
