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Abstract
In this article, we define a natural Banach ∗-algebra L1
Q
(G;A) for a C∗-dynamical system (A,G,α)
which is slightly bigger than L1(G;A) (they are the same if A is finite-dimensional). We will show that this
algebra is ∗-regular if G has polynomial growth. The main result in this article extends the two main results
in [C.W. Leung, C.K. Ng, Functional calculus and ∗-regularity of a class of Banach algebras, Proc. Amer.
Math. Soc., in press].
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction
The aim of this article is the continuation of our study in [4] of ∗-regularity of certain Banach
∗-algebras associated with C∗-dynamical systems. Suppose that (A,G,α) is a C∗-dynamical
system such that G has polynomial growth. In [4], we showed that if A is finite-dimensional,
then L1(G;A) is ∗-regular. Moreover, if G is discrete and (π,u) is a covariant representation of
(A,G,α), then we defined a ∗-regular Banach ∗-algebra l1π (G;A) (which equals l1(G;A) if A is
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growth.
In this article, we will define a more natural Banach ∗-algebra L1Q(G;A) which depends
only on (A,G,α) (instead of any covariant representation) and this algebra stands between the
projective tensor product and the injective tensor product of L1(G) and A. Moreover, L1Q(G;A)
equals L1(G;A) when A is finite-dimensional. We will show that L1Q(G;A) is ∗-regular when
G has polynomial growth.
We begin our discussion in Section 1 by giving another proof for the fact that if a Banach
∗-algebra has enough elements of slow growth, then it is ∗-regular. In doing so, we combine
some results in [1,2] which show that elements with slow growth has a nice smooth functional
calculus.
In the second section, we will define an algebra norm nQ,1 on K(G;A) (which depends on
the Haar measure on G and the quasi-state space of A) that stands between the injective tensor
norm and the projective tensor norm on the algebraic tensor product K(G)  A. We will show
that elements in K(G;A)sa have slow growth with respect to nQ,1. Thus, using the result in
Section 1, this norm induces a ∗-algebra norm that gives a ∗-regular Banach ∗-algebra L1Q(G;A).
This, together with a slightly different version of it, extends the two main results in [4].
1. Elements of slow growth
We first recall the notion of slow growth element from [1].
Definition 1.1. Let B be a Banach algebra. If B is unital, we set B˜ = B and if B is non-unital, we
let B˜ = B ⊕C · 1 together with the norm ‖b+ r1‖ = ‖b‖+ |r|. An element b ∈ B is said to have
slow growth if there exists n ∈ N such that ‖eitb‖ = O(|t |n) for any t ∈ R (note that eitb ∈ B˜).
Remark 1.2.
(a) As noted in [1, p. 489], if b ∈ B has slow growth, then σ(b) ⊆ R.
(b) Suppose that b ∈ B has slow growth and ϕ is a continuous homomorphism from B to any
Banach algebra B0. As ‖eitϕ(b)‖ = ‖ϕ(eitb)‖  ‖ϕ‖‖eitb‖, we see that ϕ(b) also has slow
growth. Thus, if B has a dense subset consisting of elements of slow growth, then so is B/I
for any closed ideal I of B .
(c) Let K ⊆ R be a compact set and
C∞(K) := {ψ |K : ψ ∈ C∞∞(R)}
(where C∞∞(R) is the set of all smooth functions on R with compact supports). If ϕ ∈ C∞(K)
is invertible in C(K), then (it is probably well known that) ϕ is invertible in C∞(K). In fact,
let ϕ˜ ∈ C∞∞(R) be an extension of ϕ. Since ϕ is invertible in C(K), r := inft∈K |ϕ˜(t)| > 0.
By the continuity of ϕ˜ and the compactness of K , there exists open sets U,V ⊆ R such that
U ⊇ V¯ ⊇ V ⊇ K and∣∣ϕ˜(t)∣∣ r/3 (t ∈ U) and ∣∣ϕ˜(t)∣∣ 2r/3 (t ∈ V ).
Note that U¯ is compact and there exists an open set W such that V¯ ⊆ W ⊆ W¯ ⊆ U . Now by
multiplying a local inverse of ϕ˜ in U with a smooth function that equals 1 on V¯ and vanishes
outside W , we see that ϕ is invertible in C∞(K).
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are more or less the same as that of [2, Lemme 7]. We repeat the argument here for completeness.
Note that the result in [1] does not require B to be semi-simple (in fact, B can be any Banach
algebra) but since we only concern with semi-simple Banach ∗-algebra, this theorem is enough
for our purpose.
Theorem 1.3 (Dixmier–Baillet). Suppose that B is a Banach ∗-algebra and b ∈ Bsa has slow
growth. Let B(b,1) be the Banach subalgebra of B˜ generated by 1 and b and let C∞∞(R) be
the set of smooth functions on R with compact supports. Let ϕ ∈ C∞∞(R) and ϕˆ be its Fourier
transform.
(a) The following Bochner integral exists in B(b,1):
ϕ{b} := 1
2π
+∞∫
−∞
eiλbϕˆ(λ) dλ. (1)
Moreover, if ϕ(0) = 0, then ϕ{b} ∈ B .
(b) For any nondegenerate ∗-representation (π,H) of B(b,1), we have π˜ (ϕ{b}) = ϕ(π(b)).
(c) σB(b,1)(ϕ{b}) = ϕ(σB(b,1)(b)).
(d) If B(b,1) is semi-simple, then the map Φb :C∞∞(R) → B(b,1) defined by Φb(ϕ) = ϕ{b}
is a ∗-homomorphism such that Φb(ψ) = 1 if ψ ≡ 1 on a neighborhood of σB(b,1)(b) and
Φb(ψ) = b if ψ ≡ ι on a neighborhood of σB(b,1)(b) (where ι(t) = t).
(e) If n ∈ N such that ‖eitb‖ = O(|t |n) (t ∈ R), then for any R > 0, there exists M > 0 such that
‖Φb(ϕ)‖M ·∑nk=1 ‖ϕ(k)‖∞ for any ϕ ∈ C∞∞(R) with supp(ϕ) ⊆ [−R,R] (where ϕ(k) is
the k-derivative of ϕ).
Proof. (a) As b has slow growth, there exists n ∈ N and C > 0 such that for any t ∈ R,∥∥eitb∥∥ C(1 + |t |)n.
Let suppϕ ⊆ [−R,R] (R ∈ R+). Then we have
(
1 + |t |)n+2∣∣ϕˆ(t)∣∣ 2R(n+ 2)! · n+2∑
k=0
∥∥ϕ(k)∥∥∞.
Therefore,
∥∥eitb∥∥ · ∣∣ϕˆ(t)∣∣ 2CR(n+ 2)! · n+2∑
k=0
∥∥ϕ(k)∥∥∞(1 + |t |)−2. (2)
This tells us that the integral (1) converges absolutely in B˜ and hence in B(b,1). If ϕ(0) = 0,
then
∫ +∞
−∞ ϕˆ(λ) dλ = 2πϕ(0) = 0 and so ϕ{b} = 12π
∫ +∞
−∞ u(λb)ϕˆ(λ) dλ ∈ B (where u(a) :=∑∞
k=1 (ia)k/k!).
(b) Since π is a contraction,
π
(
ϕ{b})= 1
2π
+∞∫
eiλπ(b)ϕˆ(λ) dλ.−∞
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both π(ϕ{b}) and ϕ(π(b)) belongs to A0. If χ is a character of A0, then by the continuity of χ ,
we see that χ(π(ϕ{b})) = ϕ(χ(π(b))) = χ(ϕ(π(b))).
(c) Suppose that Δ is the spectrum of B(b,1). Then by part (b),
σB(b,1)
(
ϕ{b})= {h(ϕ{b}): h ∈ Δ}= {ϕ(h(b)): h ∈ Δ}= ϕ(σB(b,1)(b)).
(d) Let (π,H) be a faithful nondegenerate ∗-representation of B(b,1). For any ϕ,ψ ∈
C∞∞(R), we have by part (b),
π
(
(ϕ ·ψ){b})= (ϕ ·ψ)(π(b))= ϕ(π(b))ψ(π(b))= π(ϕ{b})π(ψ{b})= π(ϕ{b}ψ{b})
and π(ϕ¯{b}) = ϕ¯(π(b)) = ϕ(π(b))∗ = π(ϕ{b}∗). Therefore, by the injectivity of π , we see that
Φb is a ∗-homomorphism. Moreover, suppose that ψ ≡ 1 on a neighborhood of σB(b,1)(b). Then
for any χ ∈ Δ, we have χ(ψ{b}) = ψ(χ(b)) = 1 by part (b). Therefore, the semi-simplicity of
B(b,1) implies that ψ{b} = 1. The same argument will give the last equality.
(e) This follows from inequality (2). 
Remark 1.4. Suppose that B is a unital Banach ∗-algebra and Ψ :C∞∞(R) → B is a ∗-homomor-
phism such that Ψ (χ0) = 1 for some χ0 ∈ C∞∞(R). Let K := suppχ0.
(a) If ψ1,ψ2 ∈ C∞∞(R) such that ψ1 ≡ ψ2 on K , then
Ψ (ψ1 −ψ2) = Ψ
(
(ψ1 −ψ2) · χ0
)= 0.
This tells us that Ψ induces a map Ψ0 :C∞(K) → B .
(b) We denote by b the elements Φ0(ιK) (where ιK(t) = t for t ∈ K). For any λ ∈ C \K , the
map (λ1− ιK)−1 ∈ C(K) is in C∞(K) because of Remark 1.2(c). As a consequence, σB(b) ⊆ K .
Lemma 1.5. Let B be a Banach ∗-algebra and b ∈ Bsa has slow growth. Suppose that π is
any nondegenerate ∗-representation of B on H such that π˜ |B(b,1) is injective. If Φb :C∞∞(R) →
B(b,1) is the ∗-homomorphism in Theorem 1.3(d) and a ∈ ImΦb , then σB(b,1)(a) = σB(a) =
σ(π˜(a)) (where σ is the spectrum in L(H)).
Proof. Clearly, σ(π˜(a)) ⊆ σB(a) = σB˜(a) ⊆ σB(b,1)(a). Conversely, let λ ∈ σB(b,1)(a). By re-
placing a with λ1 − a, it suffices to show that if π˜(a) is invertible, then a is invertible in B(b,1).
Theorem 1.3(b) shows that the following diagram commutes:
C∞∞(R)
q
Φb
B(b,1)
π˜
C
(
σ
(
π(b)
)) 
C∗
(
π(b),1
)
(where q is the restriction map). Let ϕ ∈ C∞∞(R) such that a = Φb(ϕ). Again, by Theorem 1.3(b),
ϕ
(
σ
(
π(b)
))= σ (ϕ(π(b)))= σ (π˜(Φb(ϕ)))= σ (π˜(a)).
Since π˜(a) is invertible, 0 /∈ σ(π˜(a)) and ϕ|σ(π(b)) is invertible in C(σ(π(b))). By Re-
mark 1.2(c), there exists ψ ∈ C∞∞(R) such that ψ · ϕ = 1 on σ(π(b)) and the injectivity of π˜
shows that Φb(ψ · ϕ) = 1 which means that a is invertible in B(b,1). 
The following is almost a direct consequence of the above. In fact, for any faithful nonde-
generate ∗-representation π of B0 = B/Rad(B) and any b ∈ (B0)sa with slow growth, ‖π(b)‖
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Consequently, Remark 1.2(b) and [5, 10.5.18] tell us that B is ∗-regular.
Proposition 1.6. Let B be a Banach ∗-algebra. If the set of slow growth elements in Bsa is dense
in Bsa , then B is ∗-regular.
2. The algebra L1Q(G;A) and its ∗-regularity
Suppose that (X,μ) is a measure space and A is a C∗-algebra. For a strongly measurable
function f : X → A and 1 p < ∞, we denote, as usual,
‖f ‖p :=
(∫
G
∥∥f (t)∥∥p dt)1/p
and
‖f ‖∞ := inf
{
sup
t∈E
∥∥f (t)∥∥: E is measurable; μ(X \E) = 0}.
In the following, we associate three new types of norm on the space of A-valued measurable
functions on X. The first one is the main concern of this article and the third one is an analogue
of [4, 3.2].
Definition 2.1. Let (X,μ) be a measure space and π be a nondegenerate ∗-representation of a
C∗-algebra A on a Hilbert space H . Let
UH :=
{
ξ ∈ H : ‖ξ‖ 1}, Q(A) = {ν ∈ A∗+: ‖ν‖ 1}
and P(A) be the pure state space of A. For any strongly measurable function f :X → A and any
1 p < ∞, we define
(i) nQ,p(f ) := sup
{(∫
X
ν
(
f (t)∗f (t)
)p/2
dμ(t)
)1/p
: ν ∈ Q(A)
}
;
(ii) n∂,p(f ) := sup
{(∫
X
ν
(
f (t)∗f (t)
)p/2
dμ(t)
)1/p
: ν ∈ P(A)
}
;
(iii) nπ,p(f ) := sup
{(∫
X
∥∥π(f (t))ξ∥∥p dμ(t))1/p: ξ ∈ UH
}
.
Suppose that X is a topological space and E is a normed space. We denote by K(X;E) the
set of all continuous maps from X to E with compact supports.
Remark 2.2. Suppose that X is a locally compact space, μ is a positive Borel measure on X and
A is a C∗-algebra.
(a) It is not hard to check that nπ,p is a semi-norm on K(X;A) and if π is faithful, then nπ,p is
a norm.
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X
∥∥π(f (t))ξ∥∥p dμ(t) = ∫
X
ν
(
f (t)∗f (t)
)p/2
dμ(t).
Therefore, nπ,p(f )  nQ,p(f ). Conversely, by considering the GNS representation of any
ν ∈ Q(A), we see that
nQ,p(f ) = sup
{
nπ,p(f ): π is a nondegenerate ∗-representation of A
}= nπu,1(f )
(where πu is the universal representation of A). Thus, nQ,p is a norm on K(X;A). Similarly,
n∂,p(f ) = sup
{(∫
X
∥∥π(f (t))ξ∥∥p dμ(t))1/p: (π,H) is an irreducible representation
of A; ξ ∈ H ; ‖ξ‖ = 1
}
defines a norm on K(X;A).
(c) It is clear that ∫
X
‖π(f (t))ξ‖p dμ(t)  ∫
X
‖f (t)‖p dμ(t) and so we have nπ,p(f ) 
nQ,p(f ) ‖f ‖p .
(d) If A = C0(Ω), then
n∂,p(f ) = sup
ω∈Ω
(∫
X
∣∣f (t)(ω)∣∣p dμ(t))1/p
which is another natural norm on K(X;A). Consequently, we have
n∂,1(f ) =
∥∥∥∥
∫
X
∣∣f (t)∣∣dμ(t)∥∥∥∥.
(e) Suppose that A is a C∗-subalgebra of a C∗-algebra B . Then any element in Q(A) ex-
tends to an element in Q(B). Therefore, the value of nQ,p(f ) is unchanged if we consider
K(X;A) ⊆ K(X;B).
Example 2.3. Let G be a discrete group with counting measure and {tk: k ∈ N} ⊆ G such that
tk = tl if k = l. For any k ∈ N, let ek ∈ c0(G) be defined by
ek(r) =
{
1 if r = tk,
0 if r = tk.
For any n ∈ N, consider fn ∈ K(G; c0(G))defined by
fn(r) =
{
ek if r ∈ {t1, . . . , tn},
0 otherwise.
Then clearly ‖fn‖1 = n and
nQ,1(fn) = sup
{
n∑
k=1
√∫
G
ek dμ: μ is a positive Borel measure on G such that μ(G) 1
}
= sup
{
n∑
k=1
√
μk: μk ∈ R+;
∑
k∈N
μk  1
}

√
n.
Therefore, nQ,1 is not equivalent to ‖ · ‖1.
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.Lemma 2.4. Suppose that X is a locally compact space and μ is a positive Borel measure on X
which is finite on compact sets. Let f ∈ K(X;A) and (π,H) be any faithful representation of A.
(a) nπ,1(f ) = sup{‖
∫
X
π(f (t))∗η(t) dμ(t)‖: η ∈ K(X;H); ‖η‖∞  1} (where
∫
X
π(f (t))∗ ×
η(t) dμ(t) is the Bochner integral).
(b) ‖ ∫
X
|f (t)|dμ(t)‖  nπ,1(f ) (where |a| =
√
a∗a ∈ A+ and
∫
X
|f (t)|dμ(t) is the Bochner
integral).
(c) ‖f ‖  nQ,1(f ) (where ‖ · ‖ is the norm on K(X;A) induced by the injective tensor norm
on L1(G)A).
(d) nπ,2 (and hence nQ,2) equals to the norm n2 on K(X;A) defined by the Hilbert A-module
L2(X,μ)⊗A.
Proof. (a) We first show that for any ζ ∈ K(X;H),∫
X
∥∥ζ(t)∥∥dμ(t) = sup{∣∣∣∣
∫
X
〈
ζ(t), η(t)
〉
dμ(t)
∣∣∣∣: η ∈ K(X;A); ‖η‖∞  1
}
.
If η, ζ ∈ K(X;A), then ∫
X
|〈ζ(t), η(t)〉|dμ(t) ∫
X
‖ζ(t)‖‖η(t)‖dμ(t) ‖η‖∞
∫
X
‖ζ(t)‖dμ(t)
Conversely, if S = supp(ζ ), for any  > 0, we can define η(t) = ζ(t)/(‖ζ(t)‖ + ). Then
‖η‖∞ < 1 and
0
∫
S
(∥∥ζ(t)∥∥− ‖ζ(t)‖2‖ζ(t)‖ + 
)
dμ(t) =
∫
S
‖ζ(t)‖
‖ζ(t)‖ +  dμ(t) μ(S).
Therefore,∣∣∣∣
∫
X
∥∥ζ(t)∥∥dμ(t)− ∫
X
∣∣〈ζ(t), η(t)〉∣∣dμ(t)∣∣∣∣
∫
X
∣∣∥∥ζ(t)∥∥− 〈ζ(t), η(t)〉∣∣dμ(t) < μ(S).
As for any ξ ∈ H , the map t → π(f (t))ξ is in K(X;H),
nπ,1(f ) = sup
{∣∣∣∣
∫
X
〈
π
(
f (t)
)
ξ, η(t)
〉
dμ(t)
∣∣∣∣: ξ ∈ UH ;η ∈ K(X;H); ‖η‖∞  1
}
= sup
{∣∣∣∣
〈
ξ,
∫
X
π
(
f (t)
)∗
η(t) dμ(t)
〉∣∣∣∣: ξ ∈ UH ;η ∈ K(X;H); ‖η‖∞  1
}
.
(b)∥∥∥∥
∫
X
∣∣f (t)∣∣dμ(t)∥∥∥∥= sup
{∥∥∥∥
∫
X
π
(∣∣f (t)∣∣)ξ dμ(t)∥∥∥∥: ξ ∈ UH
}
 sup
{∫
X
∥∥π(f (t))ξ∥∥dμ(t): ξ ∈ UH
}
.
(c) Recall that
‖f ‖ = sup
{∣∣∣∣
∫
ϕ(t)ω
(
f (t)
)
dμ(t)
∣∣∣∣: ϕ ∈ L∞(X);ω ∈ A∗; ‖ϕ‖,‖ω‖ 1
}X
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‖ϕ‖ 1 and ‖ω‖ 1. There exists ν ∈ Q(A) and a partial isometry u ∈ A∗∗ such that ω = u · ν
and u · ν · u∗ ∈ Q(A). Thus,∣∣∣∣
∫
X
ϕ(t)ω
(
f (t)
)
dμ(t)
∣∣∣∣
∫
X
∣∣ω(f (t))∣∣dμ(t) = ∫
X
∣∣ν(f (t)u)∣∣dμ(t)

∫
X
√
ν
(
u∗f (t)∗f (t)u
)
dμ(t) nQ,1(f ).
(d) Note that∫
X
∥∥π(f (t))ξ∥∥2 dμ(t) = 〈π(∫
X
f (t)∗f (t) dμ(t)
)
ξ, ξ
〉
for any f ∈ K(X;A) and ξ ∈ H . Thus, n2π,2(f ) = ‖
∫
X
f (t)∗f (t) dμ(t)‖. 
Remark 2.5. By Remark 2.2(c) and Lemma 2.4(c), the norm nQ,1(·) induces a reasonable cross-
norm on the algebraic tensor product K(X)A (in the sense that it stands between the injective
tensor norm and the projection tensor norm on L1(X)A).
Similar to [4, 3.3], we have the following result.
Proposition 2.6. If A is finite-dimensional, then n∂,1 (and hence nQ,1) is equivalent to ‖ · ‖1.
Proof. Suppose that A =⊕Nk=1 Mmk(C). For any a = ((a(1)ij ), . . . , (a(N)ij )) ∈ A, we define
‖a‖s =
N∑
k=1
mk∑
i,j=1
∣∣a(k)ij ∣∣.
Since ‖ ·‖s is equivalent to the C∗-norm ‖ ·‖A on A, there exists a κ > 0 such that ‖a‖A  κ‖a‖s
(a ∈ A). Therefore, if f (t) = ((f (t)(1)ij ), . . . , (f (t)(N)ij )) ∈ A, then∫
X
∥∥f (t)∥∥
A
dμ(t) κ
N∑
k=1
mk∑
i,j=1
∫
X
∣∣f (t)(k)ij ∣∣dμ(t).
Let π(k) be the canonical representation of A on L(Cmk ) (i.e. the projection of A onto Mmk(C))
and let e(k)i be the unit vector in Cmk such that its ith entry is 1 and all other entries are 0. Then,∫
X
∣∣f (t)(k)ij ∣∣dμ(t) =
∫
X
∣∣〈π(k)(f (t))e(k)j , e(k)i 〉∣∣dμ(t)

∫
X
∥∥π(k)(f (t))e(k)j ∥∥dμ(t) n∂,1(f )
because π(k) is irreducible. Consequently, ‖f ‖1  Cn∂,1(f ) (with C = κ∑Nk=1 m2k). This, to-
gether with Remark 2.2(c) and the fact that n∂,1(f ) nQ,1(f ), completes the proof. 
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Haar measure.
In the remainder of this paper, (A,G,α) is a C∗-dynamical system and all representations
are assumed to be nondegenerate ∗-representations.
For any f,g ∈ K(G;A), we define as in [3, 2.3],
(f  g)(s) :=
∫
G
αt
(
f (st)
)
g
(
t−1
)
dμ(t) and f #(t) := Δ(t)−1αt−1
(
f
(
t−1
)∗)
.
Note that any covariant representation (π,u) of (A,G,α) (i.e. π is a representation of A and
u is a unitary representation of G on the same Hilbert space such that π(αr(a)) = urπ(a)ur−1 )
induces a ∗-representation u  π of (K(G,A), , #) given by
u  π(f )ξ :=
∫
G
utπ
(
f (t)
)
ξ dμ(t).
Proposition 2.7. Let (A,G,α) be a C∗-dynamical system and f,g ∈ K(G;A).
(a) nQ,1(f  g) nQ,1(f )nQ,1(g).
(b) If (π,u,H) is a covariant representation of (A,G,α), then nπ,1(f  g) = nπ,1(f )nπ,1(g)
and ‖u  π(f )‖ nπ,1(f ).
(c) n∂,1(f  g)  nQ,1(f )n∂,1(g). If, in addition, A is commutative, then n∂,1(f  g) 
n∂,1(f )n∂,1(g).
Proof. (a) Let ν ∈ Q(A). Recall that ∫
G
√
ν(f (t)∗f (t)) dt = ∫
G
‖π(f (t))ξ‖dt where (π,H, ξ)
is the GNS representation associated with ν. Thus,∫
G
√
ν
(
(f  g)(t)∗(f  g)(t)
)
dt
=
∫
G
∥∥∥∥∥
∫
G
π
(
αs
(
f (ts)
)
g
(
s−1
))
ξ ds
∥∥∥∥∥dt 
∫
G
∫
G
∥∥π(αv−1(f (u))g(v))ξ∥∥dudv
=
∫
G
∫
G
√
Ad
(
g(v)
)
(ν) ◦ αv−1
(
f (u)∗f (u)
)
dudv

∫
G
√∥∥Ad(g(v))(ν) ◦ αv−1∥∥nQ,1(f ) dv = nQ,1(f )
∫
G
√
ν
(
g(v)∗g(v)
)
dv
 nQ,1(f )nQ,1(g).
(b) Again for any ξ ∈ UH ,∫
G
∥∥π(f  g(s))ξ∥∥ds  ∫
G
∫
G
∥∥π(αt−1(f (s)))π(g(t))ξ∥∥ds dt
=
∫
G
∫
G
∥∥π(f (s))ut(π(g(t))ξ)∥∥ds dt  nπ,1(f )
∫
G
∥∥π(g(t))ξ∥∥dt  nπ,1(f )nπ,1(g).
This gives the first inequality. The second one follows from the following computation:
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(∫
G
utπ
(
f (t)
)
dt
)
ξ
∥∥∥∥: ξ ∈ UH
}
 sup
{∫
G
∥∥utπ(f (t))ξ∥∥dt : ξ ∈ UH
}
= nπ,1(f ).
(c) Note that for any ω ∈ P(A) and v ∈ G, the functional Ad(g(v))(ν) ◦αv−1 is in A∗+. Hence
the first statement follows from a similar argument as that of part (a). To show the second state-
ment, we first suppose that A = C0(Ω). Note that α induces an action β on Ω ,∣∣∣∣
∫
G
f (t) dt
∣∣∣∣
∫
G
∣∣f (t)∣∣dt
and for any r ∈ G,∥∥∥∥
∫
G
∣∣αr(f (t))∣∣dt
∥∥∥∥= sup
ω∈Ω
∫
G
∣∣αr(f (t))(ω)∣∣dt = sup
ω∈Ω
∫
G
∣∣f (t)(βr−1(ω))∣∣dt
=
∥∥∥∥
∫
G
∣∣f (t)∣∣dt∥∥∥∥= n∂,1(f ).
Therefore,∫
G
∣∣f  g(s)∣∣ds  ∫
G
∫
G
∣∣αr(f (sr))g(r−1)∣∣ds dr =
∫
G
(∫
G
∣∣αv−1(f (u))∣∣du
)∣∣g(v)∣∣dv

∫
G
∥∥∥∥
∫
G
∣∣αv−1(f (u))∣∣du
∥∥∥∥∣∣g(v)∣∣dv = n∂,1(f )
∫
G
∣∣g(v)∣∣dv. 
Remark 2.8. A representation (π,H) of A is said to be strongly α-norm-invariant if for any
r ∈ G and ξ ∈ H , there exists ξ r ∈ H such that ‖π(αr(a))ξ‖ = ‖π(a)ξ r‖ for any a ∈ A.
(a) As A has an approximate unit, ‖ξ r‖ = ‖ξ‖.
(b) If α is trivial, then clearly any representation of A is strongly α-norm-invariant. On the
other hand, suppose that ϕ is a relatively α-invariant lower semi-continuous weight on
A as defined in [6, p. 144] (not necessarily regular; see [6, 1.12]) and (π,H,Λ) is the
GNS representation of ϕ. For any b ∈Nϕ , r ∈ G and a ∈ A, we have ‖π(αr(a))Λ(b)‖2 =
ϕ(b∗αr(a∗a)b) = θ(r)‖π(a)Λ(αr−1(b))‖2 and ‖Λ(θ(r)1/2αr−1(b))‖ = ‖Λ(b)‖. Therefore,
Λ(b) → Λ(θ(r)1/2αr−1(b)) extends to a unitary Vr on H . Now, we can take ξ r = Vr(ξ) and
conclude that π is strongly α-norm-invariant.
(c) Suppose that (π,u) is a covariant representation of (A,G,α). Then for any r ∈ G and ξ ∈ H ,
we can take ξ r = u∗r (ξ) and π is strongly α-norm-invariant.
(d) The argument for Proposition 2.7(b) shows that nπ,1 is an algebra norm if π is strongly
α-norm-invariant by replacing ut (π(g(t))ξ) with (π(g(t))ξ)t
−1
.
(e) Some results in the following remain true when covariant representations are replaced by
strongly α-norm-invariant representations.
Note that nQ,1(f #) = sup{
∫
G
ν(αt (f (t)f (t)
∗))1/2 dt : ν ∈ Q(A)} and is not the same as
nQ,1(f ) in general.
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(A,G,α). For any f ∈ K(G;A), we define
‖f ‖π,1 := max
{
nπ,1(f ), nπ,1
(
f #
)}
and ‖f ‖Q,1 := max
{
nQ,1(f ), nQ,1
(
f #
)}
.
We denote by L1Q(G;A) and L1π (G;A) the completions of K(G;A) and
Kπ(G;A) := K(G;A)/
{
g ∈ K(G;A): ‖g‖π,1 = 0
}
under the norms ‖ · ‖Q,1 and ‖ · ‖π,1, respectively.
(a) There exist contractive ∗-homomorphisms Q :L1(G;A) → L1Q(G;A) and π :L1Q(G;A) →
L1π (G;A) extending the identity map on K(G;A) and the canonical quotient map from
K(G;A) to Kπ(G;A), respectively.
(b) There exists a representation of μπ of L1π (G;A) on H such that u  π = μπ ◦ π ◦ Q.
(c) The C∗-envelope of L1Q(G;A) is again A×α G.
(d) If A is commutative, one can also define
‖f ‖∂,1 := max
{
n∂,1(f ), n∂,1
(
f #
)}
.
The completion L1∂ (G;A) of K(G;A) under ‖ · ‖∂,1 is a Banach ∗-algebra.
Proof. (a) This follows directly from Remark 2.2(c).
(b) This follows directly from Proposition 2.7(b).
(c) Since representations of L1(G;A) is equivalent to covariant representations of (A,G,α)
in the canonical way, Q induces an one to one correspondence between representations of
L1Q(G;A) and those of L1(G;A) (by parts (a) and (b)). Since Q is the identity map when
restricted to K(G;A), if ‖ · ‖0 is the universal C∗-norm of L1Q(G;A) and f ∈ K(G;A), then‖Q(f )‖0 = ‖f ‖A×αG.
(d) This follows from Proposition 2.7(c). 
Remark 2.10. If (π,u,H) is a covariant representation of (A,G,α), then by abuse of notation,
we set
u  π := μπ ◦ π :L1Q(G;A) → L(H).
Lemma 2.11. Suppose that G is unimodular. Let u be a complex function defined by u(z) =
eiz − 1. Then for any f ∈ K(G;A) with f # = f , we have n2(u(f )) n2(f ).
Proof. Since
∞∑
n=1
‖(if )n‖∞
n! 
∞∑
n=0
‖f ‖n1
(n+ 1)! ‖f ‖∞ < ∞,
we can regard g = u(f ) as an element in C0(G;A)∩L1(G;A). Suppose that μ is the canonical
∗-homomorphism from L1(G;A) to L(L2(G)⊗A). As μ(u(f )) = u(μ(f )), we have μ(g#  g)
 μ(f  f ) (by an analogue of [2, Lemme 4] for C∗-algebra) and so, 〈μ(g)ξ,μ(g)ξ 〉 
〈μ(f )ξ,μ(f )ξ 〉 for any ξ ∈ K(G;A). Consequently, by Lemma 2.4,
n2(g  ξ) n2(f  ξ). (3)
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‖g  ξi − g‖∞ = sup
t∈G
∥∥∥∥
∫
G
αr
(
g(tr)
)
ξi
(
r−1
)
dr − g(t)
∥∥∥∥
 ‖g‖∞
(
1 +
∫
G
∥∥ξi(s)∥∥ds
)
= 2‖g‖∞
(as G is unimodular). Therefore,
n2(g  ξi − g)2  ‖g  ξi − g‖22  2‖g‖∞‖g  ξi − g‖1
which goes to zero. Hence n2(g  ξi) will converges to n2(g). Since the same is true for f , we
see that n2(g) n2(f ) (because of inequality (3)). 
Proposition 2.12. Suppose that G is a polynomial growth group. For any f ∈ K(G;A) with
f = f #, there exists N ∈ N such that nQ,1(eirf ) = O(|r|N+1) for r ∈ R.
Proof. Suppose that (π,H) is a faithful representation of A. Let S = suppf and N ∈ N such
that |Sm| = O(mN) (m ∈ N). Fix m ∈ N and η ∈ H with ‖η‖  1. As in [2, Lemme 6], by
Lemma 2.11,∫
Sm
2−1
∥∥π(u(mf )(t))η∥∥dt  (∫
G
∥∥π(u(mf )(t))η∥∥2 dt)1/2∣∣Sm2−1∣∣1/2
 n2(f )C1m
(
m2 − 1)N/2 (4)
for some constant C1 which is independent of π , η and m. On the other hand, the same argument
as that for [2, Lemme 6] shows that∫
G\Sm2−1
∥∥π(u(mf )(t))η∥∥dt 
∥∥∥∥∥
∞∑
k=m2
(imf )k
k!
∥∥∥∥∥
1
 C2m−m
2−1em2+m
where the constant C2 is also independent of π , η and m. This, together with inequality (4) and
Remark 2.2(b), implies that
nQ,1(mf ) n2(f )(C1 +C2)mN+1
if m is large enough. Finally, let [r] be the integral part of the real number r . Then we have by
Proposition 2.7(a) and Remark 2.2(c),
nQ,1
(
eirf
)= nQ,1((u(i(r − [r])f )+ 1)(u(i[r]f )+ 1))

(∥∥u(i(r − [r])f )∥∥1 + 1)(nQ,1(u(i[r]f )+ 1))
 e‖f ‖1
(
1 + nQ,1
(
u
(
i[r]f )))= O(|r|N+1). 
By Proposition 2.12 and Theorem 1.3(a), (b), a smooth functional calculus can be defined for
any element in K(G;A)sa and this smooth functional calculus is compatible with any represen-
tation of L1Q(G;A). By Propositions 2.12 and 1.6, we see that L1Q(G;A) is ∗-regular. This gives
the first three parts of the following result. Moreover, parts (d) and (e) of this theorem follows
again from Remark 2.2 as well as Propositions 2.12 and 1.6.
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system. Let f ∈ K(G;A) with f = f # and ϕ be a smooth and integrable complex function on R.
(a) ϕQ(f ) = 12π
∫∞
−∞ ϕˆ(r)Q(e
irf ) dr exists in L1Q(G;A)˜ (where ϕˆ is the Fourier transform
of ϕ) and ϕQ(f ) ∈ L1Q(G;A) if ϕ(0) = 0.
(b) For any covariant representation (ν, v) of (A,G,α), we have that (v  ν)(ϕQ(f )) =
ϕ((v  ν)(f )).
(c) L1Q(G;A) is ∗-regular.
(d) If (π,u,H) is a covariant representation of (A,G,α), then L1π (G;A) is ∗-regular.
(e) If A is commutative, then L1∂ (G;A) is ∗-regular.
This, together with Proposition 2.6, gives the following corollary which is the main results
in [4].
Corollary 2.14. Let (A,G,α) be a C∗-dynamical system.
(a) [4, 2.4]. If A is finite-dimensional, then L1(G;A) is ∗-regular.
(b) [4, 3.8]. If G is discrete and (π,u) is a covariant representation of (A,G,α) such that u  π
is a faithful representation of A×α G, then l1π (G;A) is ∗-regular.
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