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Abstract In this study we present the results of the comparison of three different 
algorithms: the Genetic Algorithm coupled with Sequential Quadratic Programming 
(GA-SQP), the Pattern Search also coupled with SQP (PS-SQP) and the Shuffled 
Complex Evolution (SCE-UA). The analyses were conducted using a conceptual 
rainfall-runoff model applied both to a single basin and to a complex basin. For both 
types of basin, a theoretical case without model and data errors was considered, in 
which the true values of the parameters are known a priori, and several real-world 
cases where model and data errors exist. With reference to the single basin, the 
SCE-UA algorithm was the most reliable while the other two algorithms gave 
solutions equivalent to those of the SCE-UA in the theoretical case, but in the real-
world cases they showed an increasing tendency (particularly the PS-SQP) to be 
trapped in local minima. With reference to the complex basin, none of the three 
algorithms identified the exact solution in the theoretical case. However, the SCE-
UA was the one which systematically approximated it better than the others. In the 
real-world case its solutions were stable but characterized by many parameter values 
set at the boundary of their own range. The other two algorithms produced a very 
unstable set of parameters. 
Techniques d'optimisation globales pour le calage de modèles 
conceptuels pluie-débit 
Résumé Cette étude présente les résultats de la comparaison entre trois algorithmes 
différents: l'Algorithme Génétique couplé à la Programmation Quadratique 
Séquentientelle (GA-SQP), le "Pattern Search" lui-aussi couplé à la SQP (PS-SQP) 
et le "Shuffled Complex Evolution" (SCE-UA). Les analyses ont été effectuées à 
partir d'un modèle conceptuel pluie-débit appliqué d'une part à un bassin simple et 
d'autre part à un bassin complexe. Pour les deux bassins, nous avons considéré un 
cas théorique, sans erreurs ni de modèle ni de données, où les valeurs véritables des 
paramètres sont connues a priori et plusieurs cas réels où existent des erreurs de 
modèle et de données. Dans le cas du bassin simple, l'algorithme SCE-UA s'est 
révélé le plus fiable tandis que les deux autres algorithmes donnaient des solutions 
équivalentes à celles de SCE-UA dans le cas théorique; ils présentaient toutefois 
dans les cas réels une tendance croissante (notamment le PS-SQP) à se limiter à des 
minima locaux. Dans le cas du bassin complexe, aucun des trois algorithmes n'a 
identifié la solution exacte du cas théorique. Néanmoins, le SCE-UA s'est 
systématiquement mieux approché de la solution que les autres. Dans les cas réels 
ses solutions étaient stables mais caractérisées par la tendance de nombreux 
paramètres à se fixer à une limite de leur intervalle. Les deux autres algorithmes ont 
produit des ensembles de paramètres instables. 
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INTRODUCTION 
Conceptual rainfall-runoff models (CRRMs) generally have a large number of 
parameters and the accuracy of their calculations depends on how the relevant 
parameters are defined. However, because of their conceptual nature, these 
parameters cannot be measured directly and are therefore estimated on the basis of a 
calibration process, i.e. minimizing an objective function (OF). The search for the 
minimum of the OF in the case of CRRMs is, however, somewhat complex. 
Recently many researchers have turned their attention to the use of global 
optimization methods. Duan et al. (1992) presented a global optimization method 
called SCE-UA. Another possible technique is offered by the multi-step algorithms, 
i.e. those obtained by combining two or more optimization procedures in a given 
sequence. Wang (1991) and Franchini (1996) examined a multi-step algorithm 
composed of a genetic algorithm (GA) and a local-search optimization technique 
which performs the final "fine-tuning process". Within the framework of this latter 
approach, Franchini & Galeati (1997) examined several types of GA structure 
applied to the calibration of a CRRM called ADM (Franchini, 1996). In that study, 
they also considered the use of the pattern search (PS) method (Hooke & Jeeves, 
1961) substituting for a GA in a two-step calibration strategy. This last test was made 
on the basis of the results reported by Hendrickson et al. (1988), where it is shown 
that the PS method, even if of local search type, has some characteristics that make it 
less susceptible to the irregularity of the response surface, thus, less easily trapped 
on local minima, and, therefore, fairly efficient in the early stage of optimization. 
In this study the results of the comparison of three different algorithms are 
presented: the GA-SQP, i.e. a GA coupled with a local search algorithm called 
(Sequential Quadratic Programming (SQP); (Powell, 1983); the PS also coupled with 
SQP (PS-SQP); and the SCE-UA. The analyses were conducted using the ADM, i.e. 
the CRRM already used by Franchini (1996) and Franchini & Galeati (1997), whose 
structure is similar to many other well known CRRMs. These analyses were applied 
both to a single basin and to a complex basin composed of three sub-basins. For both 
types of basin, a theoretical case and several real-world cases were considered. 
THE ALGORITHMS 
The genetic algorithm (GA) 
Tl A GA is a search procedure which imitates the mechanisms of selection and 
genetics which underpin the natural evolution of a species (Holland, 1975), i.e. the 
"individuals" that "fit" their environment better have a greater chance of survival 
and of being the "parents" of new "individuals". As a consequence of this 
mechanism the best "offspring" have a higher and higher degree of "fitness". A 
G A can be split into several components (see first column of Table 1) and each of 
them can be formulated in different ways (e.g. Davis, 1991). However, Franchini 
& Galeati (1997) examined eleven GA schemes and concluded that the results are Global optimization techniques for the calibration of conceptual rainfall-runoff models  445 
Table 1 Structure of the genetic algorithm used in this study (see Franchini & 
Galeati, 1997). 
Module: 
Evaluation: 
Population: 
Representation 
Initialization 
Structure 
Deletion 
Regeneration 
Fitness 
Selection 
Parameterization 
Reproduction: 
Operators 
Selection 
Parameterization 
Scheme 6 (S6) 
OF = sum of squared errors 
Real numbers 
Uniformly random 
Single with m elements 
Deletes R worst elements 
i?-Order steady state 
1 = 0'- 1)-Ap 
i = 1, 2, 3, .,., m 
RW applied to the T% of the population with the best fitness, 
i.e. selection, with uniform probability, of the best elements 
defined on the basis of the T%. Selection with repetition. 
AP =
 APm,z
 +  (APfi„-Apiniz)  'ipop 
>P°Pn 
The ipop parameter increases by one every time the number 
of new elements, as they build up, exceeds the size m of the 
population. 
Six separate operators. They always generate one offspring. 
RW applied to the six operators. 
Pop = Pop.imz + (P„p,f,„ " PofMÙ-ipOpHpOp^ 
p0„: probability of the genetic operator; the three probabilities 
of the crossover operators add up to one. The same applies to 
the mutation operators. 
RW: Roulette wheel 
fairly insensitive to the different formulations in the calibration of a CRRM such as 
the ADM. For the present study "Scheme 6" (Table 1) was selected from the 
eleven G A schemes, parameterized as suggested by Franchini & Galeati (1997) 
since it performed slightly better than all the others. 
The pattern search (PS) algorithm 
The PS algorithm is a local direct search method (Hooke & Jeeves, 1961). It is 
characterized by two phases: the exploration phase and the extrapolation phase. In 
the exploration phase there is a survey of the behaviour of the OF around the 
current point P0 in order to identify the direction where there is an improvement. 
In the extrapolation phase, the search in the direction just found is forced by 
modifying the step size each time in order to speed up the achievement of the 
solution. The search stop is based on the following two criteria: the OF 
convergence and/or the step size value in the extrapolation phase. The PS works 
only with the values of the OF and not with its derivatives. This makes the PS 446  Marco Franchini et al. 
fairly insensitive to the irregularity of the OF (Hendrickson et al., 1988) and, thus, 
it can be used in the early stage of an optimization process. 
GA and PS combined with the SQP algorithm 
The method SQP allows Newton's method to be closely mimicked for constrained 
optimization as is done for unconstrained optimization. At each major iteration an 
approximation is made of the Hessian of the Langrangian function using a quasi 
Newton updating method. This is then used to generate a QP-subproblem (Quadratic 
Programming) whose solution is used to form a search direction for a line search 
procedure. An overview of SQP is found, for example, in Schittowski (1985). The 
method is extremely efficient and reaches the optimal solution very quickly if the 
starting position is well defined. Thus, the GA and PS methods may be used to 
identify the region encompassing the optimum solution, while SQP performs the final 
fine-tuning. The ordered sequences GA-SQP and PS-SQP represent the two-step 
procedures used in this study. 
The SCE-UA algorithm 
The SCE-UA method requires the initial selection of a "population" of points 
distributed randomly throughout the feasible parameter space. The population is then 
partitioned into several "complexes", each containing 2n + 1 points, where n is the 
number of parameters to calibrate. Each complex evolves independently according to 
a "reproduction" process that, in turn, uses the Simplex Method (SM) (Nelder & 
Mead, 1965). At periodic stages, the entire population is shuffled and points are 
reassigned to new complexes formed so that the information gained by the previous 
complexes is shared. The evolution and the shuffling steps continue until prescribed 
convergence criteria are reached. In the current study all the parameters and stop-
criteria controlling SCE-UA action are set at the suggested values indicated in 
Duan et al. (1994). Further detailed explanation of the method is given in Duan et al. 
(1992, 1993, 1994). 
NUMERICAL EXAMPLES 
The CRRM used in this study is the ADM model, whose description is provided in 
Franchini (1996). Figure 1 shows the link between its various components, while 
Table 2 sets out the parameters together with a brief description. With respect to the 
version described by Franchini (1996), a slight modification has now been 
introduced, i.e. the "lost water" from the reservoir representing the "Lower Zone" 
of the soil. Since the structure of the ADM model is similar to that of many others, it 
is reasonable to think that the results of this study will be fairly general and not 
strictly linked to the CRRM considered here. Global optimization techniques for the calibration of conceptual rainfall-runoff models 447 
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Table 2 ADM model parameters. 
Water balance component at soil level 
Surface runoff: 
B 
Drainage: 
A 
D2 
Percolation: 
Shape parameter of the probability function of the soil storage capacity (0) 
Storage capacity of the upper zone of the soil (mm) 
Maximum drainage value (mm h"
1) 
Shape parameter of the function representing drainage (0) 
Maximum percolation value (mm h"
1) 
Shape parameter of the function representing percolation (0) 
Basefiow: 
K  Depletion constant of the lower zone of the soil (h) 
Lost water rate (mm fr
1) 
Transfer component to the sub-basin outlet 
Q, F, Convection (m s
A) and diffusion (m
2 s"
1) coefficients of the parabolic unit 
hydrograph for transfer along the hillslopes towards the channel network 
Reference length of slopes (km) 
F2 Convection (m s"
1) and diffusion (m
2 s
4) coefficients of the parabolic unit 
hydrograph for transfer along the channel network towards the basin outlet 
Reference length of the main channel (km) 
Transfer component to the downstream section 
C3, F3 Convection (m s"
1) and diffusion (m
2 s"
1) coefficients of the parabolic unit 
hydrograph for transfer along the main channel of the downstream sub-basin 
L3 Reference length of main channel of the downstream sub-basin (km) 
The comparison of the three algorithms was conducted by considering the 
following two different situations: (a) a single basin with a gauging station at the 
outlet and (b) a complex basin composed of three sub-basins (Fig. 2) where the 
gauging station is at the outlet of the third sub-basin alone. For both types of basin, 
we considered a theoretical case, in which there are no model and data errors and in 448  Marco Franchini et al. 
Fig. 2 Structure of the complex basin. The gauging station is located at the outlet of 
the sub-basin 3. 
which the solution is known a priori, and several real-world cases in which both 
model and data errors are present. The complex basin represents a situation quite 
frequent when large basins are considered; in fact, they are usually divided into 
several sub-basins, according to the different management and planning needs. 
Finally, in all the following examples, the OF was expressed as the sum of the 
square errors between the observed and simulated discharges. 
Single basin: theoretical case 
The theoretical case considered in this study is exactly the same used in Franchini & 
Galeati (1997) where the performances of several GA schemes and the PS method 
(without the final fine-tuning of the SQP) were analysed. Thus, the following 
example can be considered as the completion of the previous analyses. Table 3 
contains (a) the "true" parameter values and their range within which to search for 
the solution; (b) the basin parameters not included in the calibration process (in 
particular, W0 and S0 that represent the initial water content in the upper and lower 
zone of the soil); and (c) the number of the hourly hydrological data used. 
For each algorithm ten independent runs were made in order to obtain a 
statistical description of their performances. As already stated, the parameterization 
of GA was set as in Franchini & Galeati (1997), while the parameter p in the SCE-
UA was set to 10, with the possibility of decreasing by one in each reshuffling up to 
a minimum value of 5. The stop criterion on the OF used both by the PS and the 
SCE-UA was set to 10
3. The results can be summarized in terms of OF and final 
parameter values. Figure 3 shows effectiveness (final OF value) vs efficiency Global optimization techniques for the calibration of conceptual rainfall-runoff models 449 
Table 3 Single basin—theoretical case: feasible space of the parameters optimized and values of those 
not optimized. Wg and S0 represent the initial water content of the upper and lower zone of the soil. 
Parameters 
optimized 
w„, 
B 
Dx 
D, 
A 
Pz 
K 
c, 
F, 
c, 
F2 
Unit 
mm 
-
mm h"
1 
-
mm h"
1 
-
h 
m sec"
1 
m
2 sec"
1 
m sec"
1 
m
2 sec"
1 
Lower 
bound 
50.0 
0.0 
0.1 
2.0 
0.0001 
2.0 
12.0 
0.5 
100.0 
1.0 
1000.0 
Upper 
bound 
300.0 
1.0 
6.0 
10.0 
0.5 
8.0 
144.0 
1.5 
1000.0 
3.0 
5000.0 
True 
value 
200.0 
0.2 
1.5 
5.0 
0.2 
5.0 
100.0 
0.75 
500.0 
2.0 
3000.0 
Parameters not 
optimized 
A 
wQ 
So 
h 
L2 
Unit 
km
2 
mm 
mm 
km 
km 
Parameter 
value 
500.0 
70.0 
60.0 
5.0 
60.0 
Data length (h) = 1488. 
1000 
100 
10 • 
1 -
0.1 
0.01 
0.001 
0.0001 -
0.00001 
^°|GA 
QDOZ-PP 
O ;• 
1$3A-SPQ  ; . J +^ 
.. ps-sptr + 
7 ..• - • *  e 
+ SCE-UA 
XGA 5KGA-SQP 
O PS • PS-SQP 
O 
•+l
Œ^
 + ' 
• 
0 2000 6000 10000 14000 18000 
number of objective function evaluations 
Fig. 3 Single basin—theoretical case: effectiveness (y-axis) vs efficiency (x-axis) of 
the different runs of each algorithm. The small dot linked to the origin of the axes 
(0, 0) by a dashed line represents the average behaviour of each algorithm. 
(number of OF evaluations) of the three algorithms for all the runs, together with 
their "centroid" (the small dot linked to the origin (0, 0) by a dashed line) that 
represents the overall average behaviour, while Fig. 4 shows the final optimum 
parameter values. Both figures also show the results obtained by using GA and PS 
alone. This highlights the role of the SQP and the different behaviour of GA and 
PS (in particular, note the slightly higher dispersion on the parameter values 
produced by the PS than that produced by the G A alone). However, the final 
values of the OF produced by the GA-SQP and PS-SQP are more variable but, in 
some cases, smaller even by two orders of magnitude than those of the SCE-UA. 
This can be explained by recalling the higher fine tuning capacity of the SQP than 450  Marco Franchini et al. 
Wm B Dl D2 PI P2 K CI Fl C2 F2 
model parameters 
Fig. 4 Single basin—theoretical case: the ten optimal parameter values and the true 
values (small dots linked to each other by a thick line), 
that of the SM used by the SCE-UA algorithm. However, these differences 
disappear when we consider the final value of the parameters which are almost 
indistinguishable from the true values (Fig. 4). 
To summarize, this example suggests that in this theoretical case the GA-SQP 
and the PS-SQP are (slightly) more efficient and effective than the SCE-UA. 
Incidentally, for the SCE-UA many other parameterizations were tested but the 
current results were confirmed. 
Single basin: real-world cases 
The two basins of the real world considered in the following example are: the Sieve 
basin, a tributary of the River Arno upstream of Florence (Italy), and the Redesdale 
basin, a tributary of the River Tyne (UK). The parameter values not included in the 
calibration process together with the number of the hourly hydrological data 
available for each basin, are presented in Table 4. The parameterization and the 
number of runs of the three algorithms were as in the previous theoretical case. 
The hydrological data of these two cases have different quality levels. Those of 
the Sieve basin are very good while the others show several errors and this, as is 
well known, increases the number of the local minima of the OF surface (Duan 
etal., 1992). While the model errors are linked to its structure and thus absolutely 
not excludable (or reducible) unless the model structure itself is changed, the use of 
data with a different level of error permits an analysis of the algorithm performances 
in the presence of an increasing number of the local minima in the OF surface and, 
thus, an evaluation of their reliability in the application to cases of the real world. Global optimization techniques for the calibration of conceptual rainfall-runoff models 451 
Table 4 Single basin—real-world cases: parameters not optimized for the Sieve and Redesdale basins 
and length of the hydrological data used. W0 and S0 represent the initial water content of the upper and 
lower zone of the soil. 
Parameters not 
optimized 
Unit  Sieve  Redesdale 
A 
w0 
S0 
L, 
U 
Data length 
km
2 
mm 
mm 
km 
km 
h 
822.0 
70.0 
60.0 
5.0 
60.0 
2928 
340.0 
20.0 
20.0 
30.0 
50.0 
4416 
Sieve basin  Redesdale basin 
1523500 
1507000 • 
<U 
(Tt 
^  ri 
0 
0 
a 
0J 
0 
ij 
0 
1490500 
1474000 
1457500 
1441000 
1424500 
1408000 
1391500 
X 
O X-
GAM 
+ SCE-UA 
X GA 
5K GA-SQP 
O PS 
• PS-SQP 
. .X 
' .
P
S È 
OA-SPO SCE-UA 
- î ' * 1 > 
102000 
101000 
100000 
99000 
98000 
97000 
96000 
95000 
94000 
o 
X 
XGA 
X 
.• PS 
-• PS-SPQ 
' GA-SPQ 
"m-UA^ 
2000 4000 6000 8000 10000 2000 4000 6000 8000 10000 12000 
number of objective function evaluations 
Fig. 5 Single basin—real-world cases: effectiveness (y-axis) vs efficiency (x-axis) of 
the ten runs of each algorithm. The small dot linked to the origin of the axes (0, 0) 
by a dashed line represents the average behaviour of each algorithm. 
Figures 5(a) and 5(b) show effectiveness vs efficiency of the three algorithms 
when applied to the calibration of the ADM on both the basins, while Figs 6(a) and 
6(b) show the final parameter values. With reference to the Sieve basin, the PS 
method is able to identify by itself the parameter sets which produce a low value of 
the OF in most of the runs, and in fact the subsequent application of the SQP gives 
only marginal improvements. However, the local search nature of the PS makes the 
parameters C,, Fx and C2 converge into different regions, according to the starting 
point, where there are local minima with almost the same value. A different 
behaviour is shown by the GA where the dispersion of the OF values is still high 
(Fig. 5(a)) as in the theoretical case, but relevant to sets of parameters located in a 
region encompassing the general minimum, and in fact the further fine tuning, 
performed by the SQP, systematically reaches it. The SCE-UA always reaches that 
minimum even if with a slightly less precision, due, as already observed, to the 
different level of precision associated with the SQP and SM. Marco Franchini et al. 
(a) Sieve basin (b) Redesdale basin 
Fig. 6 Single basin^real-world cases: the ten optimal parameter values. 
For the Redesdale basin, all the algorithms produce almost the same values of the 
OF. The improvement due to the application of the SQP is higher in the GA case 
than in that of the PS (note the position of the "centroids" in Fig. 5(b)). 
Furthermore, the final values of the OF have a smaller dispersion in the case of the 
GA-SQP than in the case of PS-SQP. However, the variability of the parameter sets 
indicate that both the algorithms are affected by the presence of local minima (the 
PS-SQP slightly more than the GA-SQP). On the contrary, the SCE-UA always 
identifies the parameter set which is characterized by the lowest OF value observed 
in this experiment. 
To summarize, in the case of a single basin, the calibration of the ADM 
performed by the PS-SQP is affected by the trapping effect. This problem remains 
with the GA-SQP although to a slightly lesser extent, while it is absent with the 
SCE-UA. 
Complex basin: theoretical case 
The structure of the basin considered in this example (Fig. 2) is derived from the 
real case described in the next section. Table 5 contains all the necessary data, 
i.e. the true parameter values and their feasible range, the parameter values not 
included in the calibration and the length of the hydrological hourly data set 
used. The parameter number relevant to each sub-basin is basically the same as 
the single basin except for the two upstream sub-basins for which a new couple Global optimization techniques for the calibration of conceptual rainfall-runoff models 453 
Table 5 Complex basin: theoretical case. Feasible space of the parameters optimized and values of those 
not optimized. WB and 50 represent the initial water content of the upper and lower zone of the soil. 
Parameters 
Optimized: 
W 
B 
Dl 
D2 
Pi 
Pi 
K 
c, 
Fi 
c2 
F-, 
c, 
F3 
Not optimized: 
A 
W0 
s0 
L, 
L, 
L3 
Data length (h) 
Unit 
mm 
-
mm h"
1 
-
mm h"' 
-
h 
m sec"
1 
m
2 sec"
1 
m sec"
1 
m
2 sec"
1 
m sec"
1 
m
2 sec"
1 
km
2 
mm 
mm 
km 
km 
km 
= 4416. 
Lower 
bound 
50.0 
0.0 
0.1 
2.0 
0.01 
2.0 
12.0 
0.5 
100.0 
1.0 
1000.0 
1.0 
1000.0 
Upper 
bound 
600.0 
1.0 
6.0 
10.0 
0.8 
10.0 
240.0 
1.5 
1 000.0 
4.0 
10 000.0 
4.0 
10 000.0 
True values: 
Sub-basin 1 
200.0 
0.5 
1.5 
5.0 
0.3 
5.0 
100.0 
0.85 
500.0 
2.0 
3 000.0 
2.0 
4 000.0 
500.0 
70.0 
50.0 
5.0 
50.0 
80.0 
Sub-basin 2 
250.0 
0.2 
1.0 
3.0 
0.1 
3.0 
50.0 
0.6 
300.0 
1.5 
1 500.0 
1.5 
1 500.0 
300.0 
50.0 
30.0 
3.0 
30.0 
30.0 
Sub-basin 3 
300.0 
0.8 
3.0 
8.0 
0.45 
7.0 
130.0 
1.2 
700.0 
2.5 
4 000.0 
-
-
800.0 
100.0 
80.0 
8.0 
80.0 
-
of parameters (C3, F3) was included to represent the transfer convolution through 
the downstream basin. The calibration difficulty is now greater than before due 
to (a) the increased number of parameters (37 vs 11), (b) increased interaction 
among them (particularly among those associated with the transfer component), 
(c) increased range of the feasible parameter space (compare Table 5 with 
Table 2), and (d) the fact that precipitation is either not zero on all the three sub-
basins (even if with different values on them) or zero on all. Indeed, this test is 
extremely severe, but it reflects the situation encountered in the real case 
described in the next section. 
For this complex case the CPU time of a single run was very high and so 
only five runs were performed for each of the three algorithms. In the SCE-UA, 
the number of complexes p was set to 35 with a minimum value of 20. 
Furthermore, a limitation of 250 000 OF calls was selected. In fact, the SCE-UA 
never terminated according to the other stopping criteria (OF convergence, 
parameter convergence, reduction of the space search (see Duan et al,, 1992). 
The limiting number of the OF calls selected is very high, but is a consequence 
of the complexity of the problem and was necessary to obtain fair results. The 
size of the population and the number of the OF calls for the GA was the same as 
the SCE-UA. On the contrary, the PS method always stopped according to the 454  Marco Franchini et al. 
Complex basin: theoretical case 
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Fig. 7 Complex basin—theoretical and real-world cases: effectiveness (y-axis) vs 
efficiency (x-axis) of the five runs of each algorithm. The small dot linked to the 
origin of the axes (0, 0) by a dashed line represents the average behaviour of each 
algorithm. 
criterion on the OF value (10
3). 
Figure 7(a) shows the results in terms of effectiveness vs efficiency, while 
Fig. 8(a) shows the parameter values together with the true ones (in this last 
figure the results of GA and PS are not shown for reasons of space). The number 
of OF calls of the PS-SQP is always smaller than for all the others (between 10
4 
and 10
5) but the SCE-UA is certainly the best in terms of effectiveness. 
Furthermore, the parameter values obtained by the SCE-UA are certainly the 
nearest to the true values even if, in comparison with the theoretical case for the 
single basin, the quality of the results is now poorer. The GA-SQP and the PS-
SQP produce worse results, especially in terms of the parameter values where 
there is a higher dispersion associated with a corresponding dispersion of the OF 
values (this particularly applies to the PS-SQP method). However, these results 
clearly indicate the most sensitive parameters in the model (Wm, B, D, and D2): in 
fact, they are well identified by all the algorithms even in this very severe test. 
On the contrary, the parameters P,, P2 and K and those of the transfer component 
within the first two basins have a larger "region of indifference" (Sorooshian & 
Arfi, 1982), while the parameters of the transfer component of the third basin are 
better identified. Evidently, the structure of the ADM, requiring three 
convolutions for the runoff of the first two sub-basins before reaching the outlet, 
makes the first two couples (C, F) highly correlated to each other. To 
summarize, if in the case of the theoretical single basin the three algorithms are 
basically equivalent, in this more complex basin, the SCE-UA is certainly the 
best even if it cannot find the exact solution. Global optimization techniques for the calibration of conceptual rainfall-runoff models 455 
(a) Complex basin: theoretical case  (b)  Complex basin: real case 
Wm  Dl D2 PI P2 K CI Fl C2 F2 C3 F3 Wm B Dl D2 PI P2 K CI Fl C2 F2 C3 F3 
model parameters 
Fig. 8 Complex basin—theoretical and real-world cases: the five optimal parameter 
values and the true values for the theoretical case (small dots linked to each other by 
a thick line). 
Complex basin: a real-world case 
The real case described here is relevant to the Topino basin, which is a tributary 
to the Tevere River and is composed of three sub-basins linked as indicated in 456  Marco Franchini et al. 
Table 6 Complex basin—real-world case: parameters not optimized and length of the hydrological 
data used. W0 and S0 represent the initial water content of the upper and lower zone of the soil. 
Parameters not Unit Values: 
optimized 
Timia at Cantalupo Topino at Bevagna Topino at Bettona 
_ __ __— 426.10 270.20 
WQ mm 100.00 100.00 100.00 
S0 mm 100.00 100.00 100.00 
L, km 50.00 42.00 20.00 
L2 km 25.00 10.00 10.00 
L3 km 14.00 18.00 8.00 
I\ mmlr' L93 L54 L77 
Warm-up period (h) = 2184; data length (h) = 9504. 
Fig. 2 where sub-basin 1 is now Timia-Cantalupo, sub-basin 2 is Topino-
Bevagna and sub-basin 3 is Topino-Bettona. Table 6 contains all the parameters 
not included in the calibration and the length of the hydrological data set used, 
while Table 5 still applies to the parameters subject to calibration. It is worth 
noting that these three sub-basins are rich in limestone formations so that the 
hydraulic behaviour with respect to the rainfall event is heavily attenuated. 
Furthermore, a fraction of rainfall that infiltrates into the soil is lost with respect 
to the final outlet of the Topino basin because it is involved in a general 
groundwater circulation which takes the water far from its input region. To 
represent this situation, the parameter F3 of the model (see Table 1) was set to a 
value different from zero, calculated on the basis of a long term balance and 
maintained constant throughout the whole calibration period. Finally, in this 
complex real case, the initial water content affected the calibration for a fairly 
long period, so a "warm-up" period of four months (Table 6) was imposed. 
Figure 7(b) shows the results in terms of effectiveness vs efficiency, while 
Fig. 8(b) shows the parameter values. As in the theoretical case, the final number 
of OF calls of the PS-SQP is smaller than all the others, but the SCE-UA remains 
certainly the best in terms of effectiveness. The parameter values obtained with 
the three algorithms are however often set on the boundary of their range 
(Fig. 8(b)) and this suggests the need to improve the selection of the extremes of 
the parameter range in order to avoid an undesired compensation effect among 
them. Nevertheless, the solutions produced by the SCE-UA are more stable than 
all the others, thus showing a higher capacity of this algorithm to identify the 
optimal solution. However, looking at its results, it is still possible to observe, as 
in the theoretical case, a lack of sensitivity of the parameter K and of those 
relevant to the transfer component of the upstream basins. This information 
might not be observed in the results of the other two algorithms where the 
dispersion of the solutions is a direct consequence of their own limits instead of 
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DISCUSSION AND CONCLUSIONS 
In this study three global optimization algorithms for the automatic calibration of the 
CRRMs were compared. The analysis was developed by using the ADM model 
whose structure is similar to many other CRRMs proposed in the literature in recent 
years and it is therefore reasonable to think that the results of this study will be fairly 
general. The OF selected was the sum of the squared errors between observed and 
simulated discharges, while the range of the feasible space was defined with 
subjective criteria. The analysis was applied both to a single basin and a complex 
basin composed of three sub-basins. For both types of basins we considered a 
theoretical case and several real-world cases. 
With reference to the single basin, the SCE-UA algorithm was the most reliable 
because (a) in the theoretical case it found the exact solution in 100% of the runs 
(this confirms the results of Duan et al. (1992, 1993, 1994), and (b) in the real world 
examples was the most consistent, i.e. the optimal parameter set was always the same 
independently of the initial population where the search began. The other two 
algorithms gave solutions equivalent to those of the SCE-UA in the theoretical case, 
but in real-world cases the parameter sets identified were less stable and this 
instability tended to increase as the number of data errors increased. In particular, 
the PS-SQP was the one which was more easily trapped in local minima, thus giving 
parameter sets that depended on the initial point to a more or less evident extent. 
With reference to the complex basin, none of the three algorithms identified the 
exact solution in the theoretical case. However, the SCE-UA was the one which 
systematically approximated it better than the others, but in real-world cases the 
solutions identified were characterized by many parameter values set at the boundary 
of their own range. The PS-SQP always stopped with the lowest number of OF calls 
but the parameter sets identified were highly variable in particular in real-world 
cases, where the large amount of data errors increased the number of local minima. 
The GA-SQP gave parameter sets which were less variable than PS-SQP but in 
general it was less efficient and effective. 
All the results shown so far lead us to the conclusion that the best of the three 
algorithms is the SCE-UA while the other two are more or less equivalent even if the 
PS-SQP is slightly more affected by the local minima. 
However, these results highlight that the selection of the optimization algorithm 
is only one of the factors which affect the (automatic) calibration of a CRRM. In 
fact, in addition to the characteristics of the optimization algorithm, the quality of the 
final model parameters depends on: (1) the conceptual base and structure of the 
model, (2) the quality and amount of information contained in the data used for 
calibration, (3) the selection of the objective function used in the optimization 
procedure, and (4) the definition of the feasible space of the parameters. All these 
aspects are not independent but highly interactive. For example, with reference to 
point (4) above, in the theoretical case of the complex basin none of the three 
algorithms was able to find the exact solution, but, once these intervals had been 
reduced slightly in a test not described in this paper, we observed that the SCE-UA 
performance improved greatly, moving much closer to the whole true parameter set 458  Marco Franchini et al. 
and a similar improvement was observed for the other two algorithms. The reduction 
of the feasible space should, however, be performed according to a an objective 
procedure whose definition requires further research. 
In conclusion, in order to reduce uncertainty in identifying the optimal parameter 
set, it seems necessary to establish a "calibration strategy" not limited to the 
optimization algorithm alone but involving all the factors previously mentioned. The 
authors are currently working on this topic and the results will be reported in due 
course. 
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