We introduce an indicator of the non-balancedness of functions defined over Abelian groups, and deduce a new indicator, denoted by NB, of the nonlinearity of such functions. We prove an inequality relating NB and the classical indicator NL, introduced by Nyberg and studied by Chabaud and Vaudenay, of the nonlinearity of S-boxes. This inequality results in an upper bound on NL which unifies Sidelnikov-Chabaud-Vaudenay's bound and the covering radius bound. We also deduce from bounds on linear codes three new bounds on NL that improve upon Sidelnikov-Chabaud-Vaudenay's bound and the covering radius bound in many cases.
Introduction
We focus in this paper on the mappings from an Abelian group (A, +) to an Abelian group (B, +). These mappings, called S-boxes when A and B are the additive groups of finite fields of characteristic 2, play a central role in cryptography, and are usually required to be balanced, that is, taking on every element in B the same number of times when the argument ranges over all elements in A. Such functions have important applications also in sequences and coding theory.
A fundamental principle introduced by Shannon [17] for the design of conventional cryptographic systems is confusion, which aims at concealing any algebraic structure. Concerning the S-boxes involved in the system, their adequacy with this principle is quantified by different nonlinearity criteria.
A nonlinearity indicator of a function F : F n 2 → F m 2 (also called an (n, m)-function or S-box) is denoted by NL(F ) and defined (see [13] ) by , where 0 = v ∈ F m 2 and all affine functions w·x + , where w ∈ F n 2 , ∈ F 2 . This indicator is closely related to the linear attack of block ciphers [10] , and is a generalization of the nonlinearity indicator for Boolean functions from F n 2 to F m 2 . The so-called covering radius bound is well known:
NL(F )
A function F achieving this bound is called bent and is such that x∈F n 2
(−1) v·F (x)+w·x
equals ±2 n/2 , for every v ∈ F m 2 * and w ∈ F n 2 . According to the well-known fact [16] that any Boolean function f is bent if and only if all of its derivatives D a f (x) = f (x + a) + f (x), a = 0, are balanced, a necessary and sufficient condition for the bentness of a function from F n 2 to F m 2 is that all of its derivatives D a F (x) = F (x + a) + F (x), a = 0, are balanced. When m = 1, the maximum possible nonlinearity NL of Boolean functions on F n 2 is unknown for odd n 9, but we know it lies between 2 n−1 − 2 n−1 2 and 2 n−1 − 2 n 2 −1 (the lower bound, which is the exact value for n = 3, 5, 7, can be slightly improved for n 15, cf. [15] ). For n even, 2 n−1 − 2 n 2 −1 is the exact value of this maximum. The bent functions from F n 2 to F m 2 are a generalization of bent Boolean functions (cf. [7, 16] ).
This criterion NL is specific to those functions defined over finite fields of characteristic 2. Another nonlinearity criterion, which is valid for functions defined over general Abelian groups, is the Hamming distance between the function and affine functions.
Let F be a function from an Abelian group (A, +) of order N to an Abelian group
where F is linear and b is a constant. The second nonlinearity indicator of F is then defined to be N F = min l∈L d (F, l) , where L denotes the set of all affine functions from (A, +) to (B, +). But, as pointed out in [3] , the nonlinearity indicator N F is not useful in some general cases. For instance, in the case |A| is odd and |B| is a power of 2, this measure makes little sense as there are no non-constant affine functions from (A, +) to (B, +).
A better suited measure of nonlinearity of F is defined by
where
P F is related to differential cryptanalysis [1] and was introduced in [12] for S-boxes and studied for general mappings over Abelian groups in [3] . It was shown in [3] [4] : perfect nonlinearity is a stronger condition than bentness). This tight relationship between the indicators NL and P is true for optimal functions only. No relationship is known between NL and P for general functions.
In this paper, we introduce an indicator of the non-balancedness of those functions defined over Abelian groups, and deduce a new indicator, denoted by NB, of the nonlinearity of such functions. We prove an inequality relating NB and the indicator NL. We develop an upper bound on NL which unifies Sidelnikov-Chabaud-Vaudenay's bound and the covering radius bound. We also deduce from bounds on linear codes three new bounds on NL that improve upon Sidelnikov-Chabaud-Vaudenay's bound and the covering radius bound in many cases.
An indicator of the non-balancedness of F and a deduced indicator of its nonlinearity
We first introduce a parameter evaluating the non-balancedness of vectorial functions and then deduce a nonlinearity indicator. it by M so that, in the case that M divides N (a necessary condition for the existence of balanced functions), the indicator is an integer:
Note that, according to the Cauchy-Schwartz inequality, we have
where |Im(F )| denotes the size of the image {F (a); a ∈ A} of A by F. Some simple facts about Nb F are summarized in the following proposition whose proof is omitted. Proposition 1.
Nb F 0, for every vectorial function F.

Nb F = 0 if and only if F is balanced.
If two functions F and G differ by a constant, then
The first equality of Relation (2) states that Nb F equals a sum of the form i∈I 2 i , where i∈I i = 0 and |I | = M. A lower bound on Nb F can be deduced from this fact: let i 0 be an element in I such that 2
Note that this inequality is an equality if and only if all the numbers F −1 (b) have the same value, except one for which
2 is maximum (indeed, we have
if and only if all the numbers i , i ∈ I \ {i 0 } are equal).
Let F be perfect nonlinear, or more generally be such that, for every nonzero a in A, the size of the set {x ∈ A | D a F (x) = 0} equals [3] . It gives a more precise indication on the well known fact that any perfect nonlinear function is unbalanced. Note also that, if F is perfect nonlinear, then we can apply this observation to F + L for any affine function L; denoting by L the set of affine functions from A to B, we have:
A deduced parameter for quantifying the nonlinearity of F
The number NB F = 0 =a∈A Nb D a F a nonlinearity indicator of F. We summarize some basic facts about NB F in the following proposition whose proof is straightforward.
Proposition 2.
1. NB F 0, for every function F.
NB F = 0 if and only if F is perfect nonlinear.
If two functions F and G differ by an affine function, then
NB F = NB G . 4. NB F (N − 1)(N 2 − N 2 M ), for every function F : A → B and NB F = (N − 1)(N 2 − N 2
M ) if and only if F is affine.
We also have the lower bound:
For all L ∈ L, we have:
It then follows from Cauchy-Schwartz' inequality that
according to item 5 of Proposition 1. The conclusion then follows. 
It is easily seen that, if the group A has characteristic 2:
since every derivative of F is even-to-one, and this implies:
Note that, for N 2M, this bound is achieved by the so-called almost perfect nonlinear (APN) functions (whose derivatives are two-to-one, in the sense that the pre-images by them of every element of B have sizes 0 or 2 (see [2] and [14] ).
The particular case of S-boxes
Let A = F n 2 and B = F m 2 , where n and m are two positive integers. The definitions and relations obtained above result in
2 − 2 2n−m and
The parameters Nb F and NB F can be expressed by means of the Walsh transform. We have
Hence:
Hence, F is APN if and only if
The known upper bounds on the indicator NL
The following two upper bounds on NL(F ) are known:
1. The covering radius bound:
, which was shown in [6] and is called Sidelnikov-Chabaud-Vaudenay's bound (since Chabaud and Vaudenay rediscovered a result by Sidelnikov [18] , obtained in the framework of sequences).
If 1 m n − 2, then the covering radius bound is better than Sidelnikov-ChabaudVaudenay's bound. If m = n − 1, the two bounds are the same. If m > n − 1, then Sidelnikov-Chabaud-Vaudenay's bound is better than the covering radius bound. But it can be achieved (by the so-called almost bent functions) only if m = n is odd, see [6] .
In the sequel we shall unify these two known bounds and derive new bounds on the indicator NL.
A new bound and an unification of the covering radius bound and Sidelnikov-Chabaud-Vaudenay's bound
In this section, we develop a bound that is more precise than the covering radius bound and Sidelnikov-Chabaud-Vaudenay's bound. As a byproduct, we present a bound that unifies the covering radius bound and Sidelnikov-Chabaud-Vaudenay's bound. The proof of this unified bound gives us more insight on the relation between the two indicators of nonlinearity of S-boxes.
Let us first recall some known facts. We have 
(−1) v·(F (x)+F (y)+F (z)+F (t))
Combining (1), (11) and (13) completes the proof of Sidelnikov-Chabaud-Vaudenay's bound. As already mentioned, for n = m, n odd, Sidelnikov-Chabaud-Vaudenay's bound NL(F ) 2 n−1 −2 (n−1)/2 is tight and the mappings F such that NL(F ) = 2 n−1 −2 (n−1)/2 are called almost bent (AB), cf. [6] .
A more precise bound than Sidelnikov-Chabaud-Vaudenay's bound
One of the main results of this paper is a more precise bound than SidelnikovChabaud-Vaudenay's bound described in for following proposition.
Proposition 4. For any function F from
Proof. We give a more precise evaluation of (12) . Writing z = x + a, we have that
Hence,
and, according to Relation (11):
The lower bound then follows from (1). 
√
2 n+1 + 12. We know that the exact value of NL(F ) equals 2 n−1 − 2 n/2 .
Remarks.
1. Relation (14) shows that 
, but this bound is worse than (14) . Also, we have checked that considering power sums with even exponents greater than 4 gives bounds worse that (14).
Unifying the covering radius bound and Sidelnikov-Chabaud-Vaudenay's bound
Proposition 5.
Proof. Combining (14), and (7) with N = 2 n and M = 2 m , yields
and combining (14) and (8) yields
Combining (19) and (9) proves the unified bound.
When 1 m n − 1, the bound of (17) becomes the covering radius bound. When m n, it becomes Sidelnikov-Chabaud-Vaudenay's bound. Thus the bound of (17) is an unification of the two bounds.
The advantage of the new bound (19) , and a fortiori of bounds (18) and (14) is that they may be better than the bound of (17) for certain functions F. But their disadvantage is that they depend on F, while the bound of (17) depends only on n and m.
Note. We know that, for n/2 < m < n, and for m n/2, n odd, we have NB F 2. Indeed, for such values of n and m, no perfect nonlinear function exists and NB F is even. We leave as an open problem the aim of obtaining a bound which would be significantly better, at least for some values of n and m. We would need to show that NB F > 4(2 n/2 + 1)2 n−m (2 m − 1) for being able to improve upon the bound NL(F ) 2 n−1 − 2 n/2−1 − 1 by using Relation (14) . For n even and m n/2, the only possible lower bound on NB is NB F 0 since perfect nonlinear functions exist then. Note that there is no hope of improving either upon the lower bound NB F (2 n − 1)(2 n+1 −2 2n−m ), given by Relation (10) for m n. Indeed, we know that APN functions from F n 2 to itself exist, and for every m n, completing the n coordinate functions of such APN function with (m − n) constant coordinate functions gives the same value for b∈B (D a F ) −1 (b) 2 and hence achieves NB F = (2 n − 1)(2 n+1 − 2 2n−m ).
Three new bounds on the indicator NL
In this section, we develop three new bounds on the nonlinearity indicator NL from coding theory, which form the third main contribution of this paper.
A link between NL and the minimum distance of linear codes
Before developing the new bounds, we need to describe a simple connection between NL(F ) and a binary linear code defined by the function F.
Given any function F : F n 2 → F m 2 , we define a class of Boolean functions We now define a binary code C F as
Wadayama et al. [19, Lemma 10] observed that C F is a [2 n , m + n + 1, d] binary linear code [9] with d NL(F ), provided that NL(F ) = 0. We present the following proposition that is a more precise version of their result. [9] with d = NL(F ).
Proposition 6. Let NL(F
Proof. Since all the 2 m+n+1 Boolean functions f v,w,r (x) are distinct, C F has 2 m+n+1 distinct codewords of length 2 n . Clearly, C F is linear. Hence C F is a [2 n , m + n + 1, d] binary linear code, where d denotes the minimum distance of C F . We know that NL(F ) equals the minimum weight of all functions f v,w,r such that v = 0 and that it is upper bounded by 2 n−1 − 2 n/2−1 , according to the covering radius bound. Since the weight of any nonzero function f 0,w,r is at least 2 n−1 , we have d = NL(F ).
Wadayama et al. [19, Theorem 2] employed the code C F and the fact that d NL(F ) to prove the nonexistence of certain functions from F n 2 to F m 2 . In the sequel, we make use of Proposition 6 to derive upper bounds on NL. We mention that Wadayama et al. [19, Theorem 1] also employed binary linear codes containing the first-order Reed-Muller code as a subcode and satisfying certain conditions to construct functions F from F n 2 to F m 2 with NL(F ) lower-bounded by the minimum distance.
New upper bounds on the indicator NL
We are now ready to derive the following new bound: (21) is the best among the three bounds, and Sidelnikov-Chabaud-Vaudenay's bound is better than the covering radius bound.
Clearly, for most of the values of m between 1 and 2 n − 3, our bound of (21) is the best among the three. However, such high values of m are rarely used in practice in cryptography. Nevertheless, recall that (4, 6)-S-boxes are used in the Data Encryption Standard. For (4, 7)-S-boxes, our bound of (21) is the best among the three bounds. Such S-boxes could be used in block ciphers.
By Proposition 6 and the Griesmer bound, we have
This bound could be better than that of (21), but it is of special form. We now derive another new bound on the nonlinearity indicator NL. It follows from the Singleton bound on linear codes [8, Chapter 5] and Proposition 6 that
This upper bound is better than the covering radius bound, Sidelnikov-ChabaudVaudenay's bound, and the bound of (21), when
It is worse than other bounds mentioned before when m is out of this range.
We now derive the last new bound on the nonlinearity indicator NL. It follows from the sphere packing bound on linear codes [8, Chapter 5] that
It is hard to compare the upper bound in (25) with the covering radius bound, Sidelnikov-Chabaud-Vaudenay's bound, the bound of (21), and the bound of (23) in general, because the upper bound in (25) is of special form. However, it should be better than all others mentioned before in certain cases, especially when m is large enough compared with n.
Note that the maximum possible value of NL(F ) satisfying (25) is even and satisfies
Consider, for example, the case m = n = 4. In this case, we have the following:
• The covering radius bound is 8 − 2 = 6.
• The Sidelnikov-Chabaud-Vaudenay bound is NL(F ) 8 − 2 √ 2, that is NL(F ) 5 since NL(F ) is an integer.
• The bound of (21) is NL(F ) 8 − 2 × • The bound of (23) is 8.
• The bound of (25) implies that NL(F ) 4.
Therefore, the bound of (25) is the best among the five upper bounds in the case that m = n = 4. We checked that this is still true for n = 4 and m = 5, 6, 7, 8 (and that the bound of (25) equals the Sidelnikov-Chabaud-Vaudenay bound for m = 3).
Then we consider the case m = 2n. In the case n = 5 and m = 10, we have the following:
• The covering radius bound is NL(F ) 16 − 2 √ 2, that is, NL(F ) 13.
• The Sidelnikov-Chabaud-Vaudenay bound is NL(F ) 11.178, that is NL(F ) 11.
• The bound of (21) is NL(F ) 16 − 5 × 16 15 , that is NL(F ) 13.
• The bound of (23) is 17.
• The bound of (25) implies that NL(F ) 10.
Therefore, the bound of (25) is the best (in a strict sense) among the five upper bounds in the case that n = 5 and m = 10. We checked that this is already true for n = 5 and m = 9. It is also true for n = 6 and m = 20.
We checked that the Welch bound [20] does not give better bounds on NL, while the Levenshtein bound is hard to use due to its complicated format.
Summary
The contributions of this paper include:
• The new nonlinearity measure NB on functions from F n 2 to F m 2 together with a lower and upper bound on this measure.
• The three upper bounds on the classical nonlinearity measure NL of (21), (23), and (25), which improve the covering radius bound and Sidelnikov-Chabaud-Vaudenay's bound in many cases.
• The new bound on NL in (14) which is more precise than the covering radius bound and Sidelnikov-Chabaud-Vaudenay's bound.
• The bound on NL in (17) which unifies the covering radius bound and SidelnikovChabaud-Vaudenay's bound.
