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Abstract
Recent work in astrophysics has show that most of the matter in the universe is non-
luminous. This work investigates two searches for non-luminous matter: hot dark
matter formed from cosmic relic neutrinos from the Big Bang, and directional detec-
tion of cold dark matter. The cosmic neutrino background is investigated through
the KATRIN experiment, using neutrino capture on tritium to search for a signal. A
sensitivity at KATRIN of about 10' events per year, or a local overdensity of relic
neutrinos of about 3 x 109 is found.
Directional detection of cold dark matter provides a unique way to distinguish a
dark matter signal from terrestrial backgrounds, using the expected direction of a dark
matter wind based on astrophysical parameters. This work presents a new technique
for directional dark matter detection--a drift chamber readout using a CCD camera.
The backgrounds of this detector are investigated and enumerated, and a dark matter
search sets a limit at mX =100 GeV of 3.7x 10?33 cm 2.
Thesis Supervisor: Peter Fisher
Title: Professor
Thesis Supervisor: Joseph Formaggio
Title: Associate Professor
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Chapter 1
Introduction
1.1 Composition of the Universe
One of the most important achievements of physics in the twentieth century has been
the development of theories of the structure and composition of the universe and
the collection of experimental evidence to inform and organize those theories. The
most precise information about the distribution of the energy budget of the universe
has come from the discovery of the cosmic microwave background (CMB) [20] and
analysis of its properties. [21] [22]
The CMB provides insight into the composition of the universe through analysis
of the multipoles of the acoustic peaks of the anisotropy of the photons. Fitting this
for the 'standard' six-parameter ACDM model, which posits a universe containing hot
'regular' matter, cold 'dark' matter, and dark energy. In 2011, the WMAP collabora-
tion released their seven-year dataset, which gives the most precise determination of
the content: the universe is comprised of 73.4±2.9% dark energy, 4.48+0113% baryonic
matter, and 22.0±1.1% cold dark matter. [23]
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1.2 Hot Dark Matter and the Cosmic Neutrino
Background
Though the cold dark matter and the dark energy that comprise over 95% of the uni-
verse's energy budget present significant mysteries to understanding the universe, even
the relatively well-understood baryonic matter holds mysteries of its own. Among
these is the cosmic neutrino background (CvB).
Neutrinos were not first proposed as an astrophysical particle, but rather as a solu-
tion to the continuous spectrum of electrons in beta-decaying nuclei. Since neutrinos
are electrically neutral and weakly interacting, the advent of experimental neutrino
physics was long delayed from the initial proposal of the neutrino. First detection of
the neutrino occurred in 1956 by Cowan and Reines at a nuclear reactor. [24] More
recently, experimental neutrino physics has focused on the fact that neutrinos are not
massless, as initially proposed, but instead, have very tiny masses relative to the other
fundamental particles and also have interesting mass-flavor mixing properties. [25]
With greater understanding of the basic properties of neutrinos-though, by no
means complete understanding-attention has also now expanded to the role of neu-
trinos in the cosmos, since, like all other particles, neutrinos were produced during
the Big Bang, and have played a role in the evolving universe ever since.
Following the discussions in [26] and [27], while the universe is hot, but after the
heavier bosons and fermions have frozen out-temperatures from about 20MeV down
to a few MeV-the final remaining species in equilibrium are
7y++ e+ + e- ++ v+ (1.1)
with x = e, y, T.
The point at which the neutrinos can no longer maintain their equilibrium can be
calculated from noting that freeze-out occurs when the interaction rate of the particles
drops below the expansion rate of the universe: Fe++e-<-+,x < H(t). At energies
small compared with the masses of the W and Z bosons, the neutrino cross section
22
goes as G-'E 2, with GF ~ 10, the Fermi coupling constant. The number density of
the neutrinos, which are still a relativistic gas, goes as E3 . Since the average energy
can also be described as the temperature of the particles, the interaction rate is thus:
ornv ~ G2 T 5  (1.2)
From the standard model of the expansion of the universe for relativistic particles,
the expansion rate is given as:
T 2
H(t) ~ 1.66g* (1.3)
Mplanck
where Mplanck is the Planck mass, 1.2 x 10'9 and g~ is the effective number of
statistical degrees of freedom equal to 2 + 2 - (7/4) + 6 (7/4) = 16 in this case, for
the photons, electron/positrons, and three species of neutrinos/antineutrinos, respec-
tively.
Putting this all together, neutrinos freeze out at approximately
/ 1
1.66 q2T < ~ 2MeV (1.4)
( planckGF)
However, the electrons and photons remain in thermal equilibrium until about
0.5-1 MeV, after which the electrons and positrons decouple and the photons are
'reheated' by the process e+ + e~ - + -y This information can predict the current
temperature of the CvB.
This is possible because the expansion of the universe is adiabatic, and by setting
the entropy before and after the reheating equal, the temperature of the photons
before and after can be calculated, and the neutrino temperature is that of the before
case. The result is that the neutrino temperature is T, = (=)(1 /3) T1 = 1.95K -
168peV. The neutrino density can likewise be calculated, and the number density
of CvB neutrinos is N, = (n) N_ = 113cm--3
Such low energy and density creates a significant problem for the detection of
these Big Bang remnant neutrinos (also called cosmic relic neutrinos), as most con-
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ventional methods of neutrino detection, such as water Cerenkov or liquid scintillator
detectors, have thresholds for detection of neutrino energies many orders of magni-
tude larger than the CvB energy. Therefore, any potential detection method must
be thresholdless. One potential method, first proposed by Weinberg in 1962 [28], is
to use neutrino capture on beta-decaying nuclei and the effect of the capture on the
beta-decay spectrum of that nuclei. This proposal is also advantageous because the
theoretical cross-sections for such captures are easily calculable from the beta-decay
rate, which is well-known for many nuclei.
The total CvB rate depends on the cross-section of v-capture on the nucleus and
the local CvB density.
NA Meff d3Pv (1.5)
A 1 273
where NA is Avogadro's number, A is the target atomic number, n, is the relic neu-
trino density, Meff is the effective target mass, o is the CvB cross-section, v,, and p,
are the neutrino velocity and momenta, respectively, and f(p,) is the momentum dis-
tribution of the relic neutrinos, which is treated as a simple Fermi-Dirac distribution
of characteristic temperature T, as calculated above. Table 1.1 shows the result of
this calculation for nuclei used in precision beta decay studies, as performed by [17].
Isotope Half-life (s) u(v,/c)(1O- 4 1cm 2 )
3 H 3.8878 x 108  7.84 x 10-4
187 Re 1.3727 x 1018 4.32 x 10-"
Table 1.1: Lifetimes and cross sections for neutrino capture on nuclei of interest in
beta decay experiments
The second factor in the total CvB rate is the local density. Since the neutrinos do
have mass, and do interact with matter, albeit rarely, there will be some clustering of
neutrinos in galaxies. Ringwald and Wong [29] calculated the predicted overdensity
for three neutrino masses and two potential clustering distributions: a Navarro-Frenk-
White distributions, which is characteristic of dark matter, and the mass distribution
of the Milky Way, which is characteristic of the visible matter in our galaxy. The Milky
Way distribution represents the most extreme clustering possible, as it is derived from
24
the matter that interacts at the greatest rate. The results of their calculation are
shown in Table 1.2, with the relevant parameter of overdensity ', the local density
of neutrinos, divided by the density for a Fermi-Dirac distribution.
Neutrino Overdensity n
Neutrino Mass (eV) Navarro-Frenk-White Milky Way
0.15 1.4 1.6
0.3 3.1 4.4
0.6 12 20
Table 1.2: Cosmic neutrino background overdensities in the region of earth for two
potential clustering distributions.
From these predicted CvB temperatures, densities, and interaction rates, the ex-
pected rates for terrestrial based experiments can be calculated, as will be done for
the KATRIN experiment in chapter 3.
1.3 Cold Dark Matter
Cold dark matter is so termed because it is dark matter whose constituent particles
have non-relativistic velocities at much earlier times in the development of the uni-
verse, unlike the CvB discussed above. This "cold" quality is critical for the formation
of large scale structure in the universe. Evidence from large scale structure indicates
that the clumpiness of matter in the universe is built up from smaller object to larger
objects [30], which requires the dominant component of dark matter to be cold, as
hot dark matter suppresses small scale structure-a fact which is actually used to
search for the neutrino mass [31]. The cold quality of this dark matter also affects
the acoustical peaks of the cosmic microwave background, which are informative as
to how much dark matter is in the universe. There is some recent evidence from the
velocities of satellite dwarf galaxies in the Milky Way [32] and the lack of a dark
matter 'cusp' at the center of dwarf galaxies [33] that is difficult to reconcile with
cold dark matter. Nevertheless, the cold dark matter model has had great success in
explaining disparate experimental data, while the nature of the dark matter remains
a mystery.
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1.3.1 Historical Context
Initial evidence for dark matter came from astronomy and the study of the rotation
curves of galaxy clusters and individual galaxies. The predicted velocity of matter in
rotating galaxies can be determined from the virial theorem, which for the gravita-
tional potential describes the relationship between kinetic energy (T) and potential
energy (U) as
1
< T > = < U > (1.6)2
-mv 2 (r) = GM(r)m (1.7)2 2 r
2 (r) GM (r)
v2 (r) GMr)(1.8)
r
where v(r) is the velocity of matter at a radius r and M(r) is the total mass inside
radius r. Since galaxies tend to have most of their mass concentrated in the center
of the galaxy, outside of this central region, the velocity of matter should fall off as
approximately r--.
Fritz Zwicky first studied this effect in 1937 [34], and found that the velocities
of the galaxies in the Coma cluster did not follow this distribution, but rather had
much higher than predicted velocities at large radii. As instrumentation progressed,
this relationship was studied in individual galaxies, notably by Vera Rubin, W. Kent
Ford, and their collaborators in the 1970s and 1980s. [35] [36] In these studies, the
measured velocity of matter does not decrease with increasing radius, but remains
almost constant out to the edge of the measurable region. This implies that M(r) oc r
for all radii with visible matter. Since the density of luminous matter-the stars and
interstellar gas-is obviously not proportional to r, this implies that there is some
non-luminous matter that extends beyond the visible matter, and is actually the vast
majority of the matter. A sample rotation curve from Reference [1] displaying this
effect is shown in Fig. 1-1.
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Figure 1-1: A sample rotation curve from the galaxy NGC 9138. [1] The square
points show the experimental data. The dashed line shows the velocity component
coming from the galactic disc. The dotted line shows the velocity component from
the interstellar gas. The dot-dashed line shows the velocity component from dark
matter. The solid line shows the sum of the three components.
1.3.2 Dark Matter in the Milky Way
The rotation curve of the Milky Way galaxy can be used in the same way to determine
the local dark matter density and the velocity of the sun within the dark matter halo.
However, this is significantly more difficult than for non-Milky Way galaxies, due to
the geometrical effects of making observations from inside the galaxy being observed.
Fig. 1-2 shows the measured rotation curve for the Milky Way, including the the
velocity contribution from different mass components of the galaxy.
For ease of calculation, most direct detection dark matter experiments assume
an isothermal halo with a Maxwell- Boltzmann distribution of dark matter particle
velocities. This halo assumes a density distribution of
p(r) = r2 (1-9)
with po and ro parameters describing the characteristic density and radius of the
halo. In this model, the value of the local density of dark matter is p = 0.3G2Vem-3
This number, however, has a significant error associated with it. As described in
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Figure 1-2: The Milky Way rotation curve as calculated in Reference [2]. The two
plots show the rotation curve fit for two different measured parameters of RO, the
distance to the galactic center and 8 0, the rotational velocity of the sun around the
galactic center. Dashed line shows dark matter contribution, dotted line shows stellar
bulge contribution, filled circles show stellar disc contribution, and crosses and open
circles show the gas components of HI and H2 respectively.
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References [37] and [2], flattening of the halo or alternative radial profiles have the
power to change the local density by a factor of 2. Furthermore, structure in the
halo, including rings [38] or disks of dark matter in the galactic plane [391, could also
change the local density by a factor of up to 4. Others [40, 41] have also suggested
that given new data and simulations and better fitting techniques, the central value
should be considered to be closer to 0.4 GeVem-3. This work will use the "standard"
value, of 0.3 GeVem-, for ease of comparison with other experiments, as the value
of p amounts to a final scaling factor for cross section determination.
The other quantity calculable from the production of the rotation curve is the
velocity of the sun with respect to the halo. A review of galactic constants [42] finds
this value for the sun to be vc = 220 i 20 km/s. In the assumed Maxwell-Boltzmann
distribution, that means that the velocity distribution is
1 2f(v) e 202 (1.10)(27ro.2)3/2
where o - -/2vc = 270 km/s. As with the uncertainty about the local density,
there is also uncertainty about the velocity distribution. The effect of this uncertainty
is more complicated than the simple scaling of the density uncertainty, but generally
has the effect of shifting the effective threshold for a given detector.
1.3.3 Dark Matter Candidates
All of the astrophysical information reviewed so far is informative as to where and
how the dark matter affects the structure of the universe, however, the nature of the
dark matter remains a mystery. While this works focuses on WIMPs as the dark
matter candidate, many dark matter candidate particles and mechanisms have been
proposed, as only a few requirements must be met: electrically neutral, weak in-
teractions, and compatible with the known relic abundance and structure formation
constraints. A thorough review of dark matter candidates can be found in Refer-
ence [43]. Most of these candidates do not have current searches focused on them;
in fact, there is only one candidate particle other than the WIMP that has an ongo-
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ing direct search-the axion. A brief review of the axion follows, and then a more
comprehensive review of the motivation and properties of the WIMP.
Axions
The axion is a theoretical pseudo-scalar neutral boson first proposed to solve the
mystery of the CP invariance of the strong force. [44] There is no evidence for CP
violation in strong interactions, despite no requirement for this from the standard
QCD theory. The axion has a linear relationship to its coupling with a real and
virtual photon (Primakoff coupling), ma cC gay. Bounds coming from cosmological,
supernovae, red giants, and accelerators have limited the mass (and thus coupling)
range of the axion to be dark matter to 0.5 peV < ma <10 meV. [43]
The ADMX experiment has conducted a search using a Sikivie radio frequency
cavity over the range 2.0 < ma < 3.4 peV, including some portions of that space with
very high resolution, and has seen no evidence for axion dark matter. [45, 46]
Weakly Interacting Massive Particles
The WIMP is the most studied and most favored dark matter particle candidate
at the moment. "Weakly Interacting" indicates that the candidate interacts only
through gravity and forces weaker than electromagnetism. "Massive" indicates that
the particle is massive enough to be non-relativistic at the right time to match struc-
ture formation studies in the universe. Usually for weak-scale cross sections, this
means that the particle has a mass of greater than 1 keV.
A natural candidate for the WIMP might be a heavy 'sterile' (i.e., does not have a
charged lepton partner) neutrino that mixes at some small fraction with the Standard
Model (SM) neutrinos. While this neutrino would not be stable, its level of mixing can
be small enough to make it stable enough over the lifetime of the universe. Constraints
on this scenario come primarily from looking for subdominant N -± vy decays in
X-ray spectra from astrophysical object, as well as the usual structure formation
constraints. A review of the current constraints can be found in Reference [47].
Notwithstanding, the most commonly used WIMP scenario is one in which the
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dark matter candidate is a supersymmetric (SUSY) particle. SUSY is a Standard
Model (SM) extension that posits a supersymmetric partner for each of the SM parti-
cle, where the supersymmetric particle has a spin of j- 1/21 from its SM partner-e.g.
the +2/3-charged, spin-1/2 quarks would have +2/3-charged, spin-0 squark super-
partners. SUSY is an attractive theory because it not only provides a natural candi-
date for dark matter, as will be explained, but also addresses several other Standard
Model gaps, including possible unification with gravity, the reason for the low mass
of the Higgs boson, and the mass scale of electroweak symmetry breaking.
SUSY has three potential dark matter candidates: the neutralino, the sneutrino,
and the gravitino. The last two have significant problems in agreement with collider
experiment and relic abundance. Thus, the primary SUSY candidate for dark matter
is the neutralino x0, which is a linear combination from the fields of the b, WO, and
Higgs doublets superpartners: the bino, wino, and neutral higgsinos, respectively.
Since the SM b, WO, and Higgs doublet all have spin 0 or 1, the neutralino super-
partner has spin 1/2. As for the stability of such a particle, it is assured through the
introduction of a discrete symmetry R-parity, which also has the benefit of prevent-
ing other unwanted features, such as proton decay in excess of current bounds. The
R-parity for a given particle is
R ( 1 )3B+L+2S
with the baryon number B, the lepton number L, and the spin S. Since superpart-
ners have the same baryon and lepton numbers as the SM particles they are based on,
but differ by a 1/2 unit of spin, it is clear that the SM particles have R = 1 and the
SUSY particles have R = -1. With conservation of R in interactions, it is necessary
that in any decay of a SUSY particle, there is a SUSY particle in the final state. This
means that the lightest SUSY particle (LSP) is stable. Since, if the LSP is charged, it
would bind to nuclei and be detected as anomalously heavy nuclei, and experimental
evidence excludes that to a level higher than the predicted abundance of the LSP [48],
if SUSY is valid, then the LSP must be neutral-the lightest neutralino-and a good
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dark matter candidate.
1.3.4 Interaction Rates and Models
Several authors [49, 50, 51] have produced a thorough and clear derivation of the
rates of interaction of non-relativistic particles. The method of Reference [51] is
particularly enlightening from the particle physics perspective, as it begins with the
recoil between the two particles.
Begin by considering a non-relativistic recoil between a WIMP of mass mX and
intial velocity v, and a target nucleus initially at rest of mass mN, final momentum
q. The WIMP recoils with angle 0' relative to its initial direction and the nucleus
recoils with angle 0 relative to the WIMP initial direction. Momentum and energy
conservation demand:
1 2 1 /2 q__2
mXv _mo' + (1.12)2 2 2mN
mXV' cos 0' = mXv - q cos 0 (1.13)
myv' sin 0' = q sin 0 (1.14)
Solving these equations for q results in
q 2p cos 0 (1.15)
with p the reduced mass
p = )mN (1.16)
mx + mN
If we assume that due to large mass and small velocity, the interaction between
a WIMP and a nucleus is elastic, the differential cross section for the WIMP-nucleus
interaction is
d = 0 S(q) (1.17)
dq2  qmax
32
where qnax = 4/22, ao is the total scattering cross section with a point-like
nucleus, and S(q) = |F(q) 2 is the nuclear form factor. The form factor and the
dependences of oo will be discussed later.
This cross section can be extended to be doubly differential in the angle of recoil
by noting that dQ = 2rd cos 0, since the scattering is azimuthally isotropic around
the initial direction of the WIMP. Since the relationship between q and cos 0 is exact
(Eq. 1.15), the condition can be imposed with a Dirac 6 function:
d___ d 1~ q_ oS~i)~ y _
d 2  6 vcos8 - q6 v cos - q (1.18)
dq2dQ dq 2 2, 2pv 8rp2v 2pv
The next task is to turn this individual event differential cross section into a dif-
ferential rate given in events per kg per second seen in a detector. To do this, the
differential must be transformed using dq 2 = 2mNdER, with ER the recoil energy of
the nucleus; multiplication by the number of nuclei N in the target; division by the
detector mass mNN; multiplication by the number of WIMPs in the local neighbor-
hood, assumed constant as P; and finally, integration over the velocity distribution
of the local WIMPS.
Therefore,
d2R _ 2mNN po d2 , v 3  P ro S(q) [fq
vf (v)d v = 6 ocos8 - f (v)d'vdEdQ mNN mX J dq 2dQ mX 47rp 2  2pv
(1.19)
This result for the rate is particularly nice, as it exhibits an interesting feature
of the recoil spectrum, namely that it is dependent on the Radon transform of the
velocity distribution, which is a well-studied transform in the context of differential
equations. This makes it easy to calculate the changes to the recoil spectrum by cal-
culating the Radon transform of a test velocity distribution, and potentially, if enough
recoilsprobably of order hundreds, depending on detector resolutioncan be gathered,
to use the inverse transform to determine the velocity distribution. An extensive
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description of the Radon transform and its uses in science, including algorithms for
the inverse transform, can be found in Reference [52].
For example, taking the isotropic distribution (Eq. 1.10) and putting it into
ERmN
Eq. 1.19 gives the result that the rate is proportional to e 2/,2-,
However, the Earth (and hence any laboratory experiment) is moving through
through the halo with some velocity VE. This means that from the point of view of
an observer at rest on Earth, the velocity distribution is actually
1 v+VEl2f (v) =2e 2, (1.20)(27ro) 3 /2
with the result that
)2d 2 R ooo~) 1vE - q +2 -P o oS(q) 1 exp - (- 2 (1.21)dEdQ - m 4rp2 (27U2) 1/ 2  2o2
where - can also be called vmm, the minimum velocity a particle must have to
produce a recoil of energy ER.
The velocity of the Earth has three components
VE = Vr + VO + VO (1.22)
where Vr = (0, 220, 0) km/s is the sun's rotational velocity in the galaxy given
in galactic coordinates, v0 = (9, 12, 7) is the sun's proper motion with respect to
the nearby stars, and vo is the orbital velocity of the earth around the sun. Since
the dominant component of the velocity is the second rotational component and the
Earth's orbital velocity is small compared to this, typically only the component of
the sun's motion parallel to this component is calculated.
vo = vo I cos ( cos 27t (1.23)
where |vol ~ 30 km/w, cos ~ 60' is the angle of inclination of the earth's orbit
with respect to the galactic plane, and t the time in years from June 2.
Both Eq. 1.21 and Eq. 1.23 produce interesting results that can be used to dis-
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tinguish dark matter signals in the lab. Eq. 1.23 means that the magnitude of the
Earth's velocity changes sinusoidally over the course of a year, and as a result, the
energy spectrum of recoils will change over the course of a year. This is shown in
Fig. 1-3. This effect is relatively small, of order 1-10%, depending on the energy
threshold and material of a detector.
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Figure 1-3: The difference in recoil energy spectra for the maximum (red dotted line)
and minimum (blue dashed line) earth velocity through the year. The example target
is a 19F nucleus and the WIMP is 100 GeV. Note that recoils get pushed to lower
energies when the relative earth velocity is at a miniumum.
Eq. 1.21 also has intriguing implications if the recoil direction of the target nucleus
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is measurable. In this case, there is a significant directional asymmetry observable
in the recoil direction. This is shown visually in Fig. 1-4, where cos 'y = E from
Eq. 1.21this shows that the recoiling nuclei are aligned with the incident dark matter
particles in a preferred and theoretically predicted direction. This asymmetry is large,
of order 1 and the experimental realization of this measurement will be the focus of
this work. Green and Morgan have done several theoretical studies [53, 54, 55, 56]
probing the magnitude and variations in this effect, and have shown that a positive
dark matter detection can be made with very few events, if the reconstruction of the
detector is sufficient. One of the interesting points to note is that this effect is only
weakly dependent on the velocity distribution f(v); they show the effect to be robust
across a few different velocity models.
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Figure 1-4: The WIMP interaction rate as a function of
between recoil and the direction of the motion of the Earth.
19 F nucleus and the WIMP is 100 GeV.
recoil energy and angle
The example target is a
Hitherto, nothing has been said about the connection between the SUSY model
of dark matter and the recoil rates. The following will deal with that connection,
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and the effect of the form factor on the interaction rates. In general, if the LSP is
a fermion, as in the case of the neutralino, the Lagrangian will contain the following
terms:
2 D oq(xts5x)(q Yq) + asVXqg + avxxqy q (1.24)
where o A,S,V are the quark-neutralino axial, scalar, and vector couplings, respec-
tively. The first contributes to the spin-dependent coupling and the latter two to the
spin-independent coupling. As a result, the factor uoS(q) can be decomposed as
aoS(q) u:'Ssl(q) + = S SDsSD(q) (1.25)
Spin-Independent Cross Sections and Form Factors
The scalar term of the Lagrangian contributes as
010 - (Zf + (A -
7r
(1.26)
with Z the atomic number of the target and A the atomic mass, and fP and fn
given by
fp as 2f P
q~ +dsMP qUdSmq 27
f q s 
q=u,d,s S n
2
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as
f G e
q-c,b,t m
as
f q E 
q-c,b,t Mq
and f are the contributions of the light quarks to the mass of the proton of
neutron and fj are the contributions of the gluons and other sea quarks to the
mass: fj'" - 1 - , q. The fTqs are experimentally determined and given in
Reference [57]. Since, however, fp f" and so
a -'2(AfP) 2
iF
(1.29)
This indicates that heavier elements are a better choice to probe this aspect of
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(1.27)
(1.28)
the cross section, as they are highly enhanced.
The vector term of the Lagrangian contributes only for Dirac fermions, and is
o-s~v _ ,u2 B2  (1.30)10  647
with B = a (A + Z) + av(2A - Z), as this term only depends on the valence
quarks. The neutralino, however, is typically considered to be a Majorana particle,
and this term is ignored.
The form factor in the spin independent case is usually parametrized as
S (q) = 1' e-4 Cq /S2 (1.31)
qR
where ji (x) = cos x is the first spherical Bessel function, and R is a parameter
characterizing the size of the nucleus, typically R ~_ 0.89A1/3 + 0.3 fm and s is a skin
depth parameter, taken s ~_ 1 fm.
Spin-Dependent Cross Sections and Form Factors
The spin dependent component of the cross section for a fermionic WIMP takes the
formi
SD 32pu2 (I a (S 2 ( (132
where
aAAP a AAn
~ 3 q q q (133ap = /; an =2 (1.33)
q=u,d,s q=u,d,s
and (S,,) is the expectation value of the spin component for the proton or neutron
group of the nucleus and the Apgns are related to the matrix elements of the axial-
vector current in the nucleon, and are calculable from nuclear models, and also given
in Reference [57].
'The usually referenced versions of equations 1.32 and 1.33 have a factor proportional to G2 in
uo and inverse factors of GF in ap and an. These cancel and so are omitted for clarity.
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The factor I (a, (S) + a. (S?)) -- A is termed the Lande factor, and a listing of
A2J(J + 1) of elements commonly used in dark matter experiments is in Table 1.3,
using the values from Reference [16], which are calculated using the odd-group model.
Unpaired Proton
Isotope J A2 J(J +1)
19F 1/2 0.647
2 3 Na 3/2 0.041
127I 5/2 0.023
Unpaired Proton
Isotope J A2 J(J + 1)2 9 si 1/2 0.063
7 3 Ge 9/2 0.065
1 2 9 Xe 1/2 0.124
1 3 1 Xe 3/2 0.055
Table 1.3: Spin-dependent cross section enhancement factors for some commonly used
dark matter search target elements. Data from Reference [16].
The form factor for the spin-dependent component is taken as
S(qrn) = j (qrn)
0.047
if qrn < 2.55 or qrn > 4.5.; (1.34)
if 2.55 < qra < 4.5.
with jo(X) = sf and r, ~ 1/3.
Alternatively,
S(q) = a Soo(q) + aoa1Soi(q) + a Su1 (q) (1.35)
where ao = a + a, and ai = a1  - an, but the parameters Sj must be determined
experimentally for any given element.
1.3.5 Current Results from Dark Matter Experiments
There is an extensive suite of direct dark matter experiments currently underway.
Experiments are using a variety of techniques and target elements in order to eliminate
backgrounds and cross-check systematics.
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Non-Modulation Experiments
The non-modulation experiments aim to build detectors with large mass, low energy
threshold, and low background in order to be as sensitive as possible. Typically, these
experiments are built with a way to separate electronic recoils (not dark matter) with
nuclear recoils (dark matter candidate), and placed deep underground in order to be
shielded from cosmogenic neutrons and other backgrounds.
One subclass of these experiments is the liquid noble element detectors, where a
liquid noble target region is read out with photomultiplier tubes. The addition of
a gas 'phase', also read out with PMTs can add electronic-nuclear separation. The
most popular noble for these experiments is xenon, as it is an element with both very
large atomic mass-important for spin-independent detection-and two spin-sensitive
isotopes (see Table 1.3). However, research is ongoing for also using liquid argon
and liquid neon targets, as they may present better electronic-nuclear separation.
The most advanced collaboration in this group of experiments is the XENON100
collaboration [3], whose limit is shown in Fig. 1-5.
Another subclass of experiments is the cryogenic bolometer detectors, where a heat
from a nuclear recoil deposited in a dielectric crystal is read out with thermistors. The
addition of an ionization collection method can provide electron-nuclear separation.
Germanium is the favored element for this kind of detector, for its large mass. The
most advanced collaboration in this group of experiments is CDMS [4], whose limit
is shown in Fig. 1-5.
A third subclass of experiments uses scintillator crystals read out with phototubes.
Sodium iodide crystals are the most commonly used crystals, though cesium iodide
has also been used. This technique is challenging on the experimental side due to the
difficulty of producing radiopure crystals. The most successful group to do this is the
DAMA/LIBRA experiement, which claims a positive detection of dark matter as will
be discussed below. The KIMS experiment [10], using CsI crystals, has set the best
spin-dependent limit at high dark matter masses, as shown in Fig. 1-6.
The last class of experiments in this group are the superheated liquid bubble
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chambers, where fluid is kept in a metastable superheated state and nuclear recoils
nucleate bubbles within the fluid. The bubbles are photographed. This technique
excludes electronic recoils as background by tuning the state of the fluid. The most
advanced collaboration using this technique is the COUPP experiment [9], using CF 31
as the detection medium, and whose spin-dependent limit is shown in Fig. 1-6.
DATA listed top to bottom on plot
90% C.L. boundaries of CoGENT-compatible WIMP model
-- CDMS II Low Threshold Ge, Spin-Independent
DAMA/LIBRA 2008 3sigma, with ion channeling
DAMA/LIBRA 2008 3sigma, no ion channeling
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Figure 1-5: Current WIMP spin independent cross section limits. Dotted black line
shows the XENON100 results [3]. Solid black line shows the CDMSII results [4]; solid
grey line shows the CDMSII low threshold analysis results. [5]. Dark red and light
red regions show the allowed regions for DAMA/LIBRA under the assumptions of
ion channeling and no ion channeling, respectively. [6]. Solid light blue area shows
the allowed region for the CoGeNT experiment. [7]. Plot made using DMTools. [8]
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DATA listed top to bottom on plot
DAMA/LIBRA 2008 3sigma SDp, no ion channeling
COUPP 2008 SD-proton
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Figure 1-6: Current WIMP spin dependent cross section limits, normalized to the pro-
ton. Dotted black line shows the COUPP limit. [9]. Solid black line shows the KIMS
limit. [10] Dark red and light red regions show the allowed regions for DAMA/LIBRA
under the assumptions of ion channeling and no ion channeling, respectively. [61. Plot
made using DMTools. [8]
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Annual Modulation Experiments
As discussed in section 1.3.4 and shown in Fig. 1-3, the rate of the dark matter
recoils varies over the year as the Earth orbits the Sun. Two experiments have
searched for dark matter using this annual modulation and have seen positive results.
The DAMA/LIBRA collaboration uses 250kg of NaI(Th) crystals and operates in
the Gran Sasso Laboratory in Italy. They have operated for over a decade, and have
seen a consistent oscillation of their recoil rates over that period, as shown in Fig. 1-7,
with the promising property that they achieve the correct phase for their modulation,
peaking in early June. [6] However, their results are in some tension with other results,
as shown in Figs. 1-5 and 1-6.
The other experiment to do this search is the CoGeNT experiment, which is a
Ge bolometer-type experiment running in the Soudan mine in Minnesota, USA that
focuses on pushing their energy threshold as low as possible. They report a modulated
signal over approximately one year of running [7], shown in Fig. 1-8(a). Their phase,
however, is approximately one month out of phase with the DAMA/LIBRA result,
and their allowed region of phase space is in tension with the DAMA/LIBRA allowed
region, as shown in 1-8(b).
Directional Experiments
Finally, in the past few years, a community of dark matter searches exploiting the
directionality of Eq. 1.21 has arisen. There are many proposals of how to search for
directional recoils, primarily using low pressure gas detectors. These gas detectors
have coalesced around CF 4 gas, for its high fluorine content, and thus sensitivity to
spin; and CS 2 because of experimental benefits of low diffusion and a medium-heavy
(32 amu) S atom. Xenon gas and 3He mixtures have also been proposed, for better
sensitivity for spin-independent and low dark matter mass interactions, respectively.
The DRIFT experiment [58] is a 1 m3 multi-wire proportional chamber with 2 mm
wire pitch using 40 torr CS 2 gas. Because in CS 2 the ion is drifted instead of the
electrons, the diffusion of the gas is quite low, and spatial resolution is approximately
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Figure 1-7: Residual rates from the yearly average for the DAMA/LIBRA experiment
in different energy bins. [6] The x-axis is time in days since the beginning of the
experiment. The solid line shows the predicted oscillation, with the amplitude fit in
each energy bin. Dashed and dotted lines show maxima and minima, respectively.
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Figure 1-8: Recent results from the CoGeNT experiment.
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2 mm. The detector has also been operated with a mix of 30 torr CS 2 and 10 torr
CF 4 to increase the spin-dependent sensitivity. With this gas mixture, the DRIFT
detector was operated for 47.4 live days underground in 2009 the Boulby mine in
England and reported their results in Reference [59].
The NEWAGE experiment [13] is a (0.3m) 3 CF 4-based experiment using p-PICs
for charge readout, which pixelate readout at a 400 pm, which in conjunction with
timing information, allows for three-dimensional reconstruction of a potential tracks.
This detector was operated underground at the Kamioka Observatory in Japan for
just under three months, and their limit is reported in the same reference.
The MIMAC experiment [60] has also built a prototype detector using micromegas
segmented into 300 pm pixels, which, like the NEWAGE p-PICs, allow for full 3D
reconstruction. They aim to use CF 4, 3He, CH 4 , or some combination thereof to
search for dark matter. The addition of the lighter gases allows for lower energy
thresholds, which is a benefit in dark matter searches. The collaboration is currently
preparing a larger prototype detector.
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Chapter 2
The KATRIN Experiment
The KArlsruhe TRItium Neutrino experiment is an experiment located at the Karl-
sruhe Institute of Technology in Karlsruhe, Germany, dedicated to studying the tri-
tium beta decay spectrum in order to study the mass properties of the neutrino.
Because the neutrinos resulting from the decay of the tritium are difficult to detect,
the experiment instead relies on studying the electrons resulting from the decay, which
give an indirect measure of the properties of the neutrino.
KATRIN is arranged in a linear fashion, as shown in Fig. 2-1, beginning with a
tritium source on one end and ending at an electron detector at the other end. The
following sections describe these and the other components of the experiment.
2.1 Tritium Source
KATRIN's tritium source is composed of T 2 gas, which is injected into the center a
10 m long, 90 mm diameter tube and pumped out at both ends of the tube. The gas
is cooled to 27 K to eliminate the contribution of kinetic energy of the gas molecules
to the decay system. The source additionally sits in a magnetic field that guides
decay electrons along the field lines towards the rest of the detector. The magnetic
field is 3.6 T over the source, increasing to 5.96 T after the end of the differential
pumping section. The relationship between these fields governs the maximum angle
of acceptance of decay electrons from the source: sin 2 (Oma) = Bsorce/Bmax - 3.,
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Figure 2-1: The KATRIN detector, showing the major components of the system:
rear system (yellow), source (blue), transport section (red), spectrometers (green)
and detector (grey).
with the result that 6mx - 510, where 0 is measure off of the field lines, which run
longitudinally down the apparatus.
One critical number for KATRIN is the amount of tritium instantaneously measur-
able by the detector. This can be calculated as follows. The number of T2 molecules
is
AQ
N-As - ET -2 -pd - Po (2.1)
where A, is the cross sectional area of the source, 56.52 cm 2 at KATRIN, ET 0.95
is the tritium purity, A is the solid angle acceptance of the source, with a value
of 1 - cos(51 ), pd = 5 x 1017 is the column density, and Po is the probability of
an electron making it through the source without scattering, which has the value
of 0.413 for the experimental column density and angular acceptance. This means
that the total number of instantaneously available tritium molecules is 4.1 x 1018, or
40.7 micrograms. For an explanation of the factors required in determining these
experimental parameters, see reference [61].
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2.2 Transport Section
After decay, the electrons from the tritium decay must be transported out of the
tritium source, maintaining their precise energy, while also preventing any tritium
from following, as downstream tritium decays adversely affect the experiment. This
separation between electrons and tritium is accomplished with two methods. The first
is a differential pumping station that draws most of the tritium out of the source,
as well as having sections that bend at 200, through which the charged electrons can
be guided, but the neutral tritium cannot. Downstream from this, there are two
cryogenic pumping stations where tritium is cryo-sorbed onto the cold surface of the
transport tube. Again the transport tube is directed so as to facilitate adsorption of
the tritium. These two methods combined should reduce the tritium flow into the
spectrometers to 10-" mbar l/s, which keeps the background rate at the detector
below 10 mHz.
2.3 Rear Section
On the opposite side of the tritium source from the transport section is the rear
section. This section has two purposes: removing tritium from the source in a way
to keep the longitudinal source profile symmetric around the insertion point and to
monitor and calibrate the tritium source. The section contains a differential pumping
station similar to the downstream station and an electron detector to monitor the
rate of electrons coming off the back of the tritium source. There is also a pulsed
electron source installed in this section that will allow monoenergetic electrons to
be shot down the entire apparatus for the purpose of calibration and mapping any
inhomogeneities.
2.4 Spectrometers
The spectrometers are the workhorse of the KATRIN experiment. They are the
component of the facility that allows for the precise, 1 eV energy resolution of the
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experiment. There are two spectrometers, the pre-spectrometer and the main spec-
trometer. The pre-spectrometer is designed as both an initial filter reducing the rate
of electrons entering the main spectrometer and also as a test facility for methods
and components for the entire experiment.
ft t t I
BsB, BA B- BO
12 source detector
p, (without E field)
Figure 2-2: Schematic of a MAC-E-Filter, showing the longitudinal locations of im-
portant fields. The arrows along the bottom show the change in transverse energy to
longitudinal energy in the filter.
The spectrometers are designed as MAC-E-Filters-Magnetic Adiabatic Collima-
tion with Electrostatic Filters. A diagram of this process is shown in Fig. 2-2. These
filters utilize a slow (adiabatic) change in magnetic field to convert transverse (per-
pendicular to the long axis of KATRIN) kinetic energy of electrons into longitudinal
(parallel to the long axis) kinetic energy. The magnetic moment P, is defined for
non-relativistic particles as
= B = constant (2.2)
So it is clear that if B, the magnetic field is decreased, the transverse kinetic energy
must also be reduced. If this happens in an environment where the particle's total
kinetic energy is unchanged, this excess transverse energy has nowhere to go but into
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longitudinal kinetic energy. If, then, a retarding electric potential is applied at the
point of minimum magnetic field, the particle will pass through this electrostatic filter
if the longitudinal energy of the particle is greater that qU, where U is the retarding
potential. This means that the energy resolution of this method is dependent only
on the ratio of the maximum and minimum magnetic fields:
AE Bmin (2.3)
E Bmax
However, if no flux of particles is to be lost, it also means that the total area that
the magnetic field lines pass through is inversely proportional to the magnetic field,
or:
Bmin Amax (2.4)
Bmax Amin
This means that to achieve the intended energy resolution of KATRIN, = 2000,1
the main spectrometer must be extremely large, 23.3 m long and 9.8 in in diameter.
This scale has presented many challenges for the experiment, including the vacuum
system and the electrostatic system design. Nevertheless, those challenges have been
met, and the main spectrometer will achieve 10-12 mbar vacuum,which is necessary to
maintain a background below 0.01 Hz, and electrostatic stability of sub-volt precision,
which is necessary to preserve the resolution guaranteed by the magnetic fields.
2.5 Detector
The final section of KATRIN is a detector to count the electrons that pass through
both spectrometers. This detector is a silicon semi-conductor detector with an energy
resolution of about 600 eV. This circular detector is segmented into 148 equal-area
pixels in order to study any the spatial inhomogeneities that may be present in the
system. There is also an electrode just before the detector, which accelerates the
electrons from their initial energy by about 30 keV. This allows discrimination from
backgrounds which may be present close to the detector, and also lowers the effec-
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tive threshold of the detector, which may assist in studying low-energy backgrounds
present in the source or spectrometer.
2.6 Uncertainties and Reach
Various aspects of the experimental design give rise to systematic uncertainties on the
measurement of the electron neutrino mass. This section will briefly describe those
uncertainties and give their predicted values, as well as an overall estimation of the
reach of the KATRIN experiment.
Most of the systematic uncertainties come from the tritium source. These can be
divided into two categories: physics uncertainties, which are comprised of uncertain-
ties coming from physics properties and interactions of particles and molecules; and
experimental uncertainties, which are comprised of uncertainties that are based in
the experimental set up and the ability of the experiment to track variations in the
source.
In the physics category, there are uncertainties that come from the description
of the rotational and vibrational final states of the T-He molecule, which imparts
some smearing the the decay spectrumthis has been calculated but not measured,
and since it directly impacts the energy of the decay electron, it has a relatively large
contribution to the error. Additional errors include the concentration of T- ions in
the gas, which, when they decay may contaminate the spectrum and elastic electron-
tritium scattering, which may non-uniformly change the direction of the electron.
In the experimental category, there are uncertainties that come from the mon-
itoring of the column density (that is, the number of tritium ions in the source),
which is based on the ability to monitor the source purity, temperature, pressure,
and knowledge of the decay rate; the monitoring of electric potential variations in the
source; and the monitoring of magnetic field variations in the source. Some of these
uncertainties have gotten better since the initial design report, particularly the reso-
lution on the high voltage stability [62], which affects the electric potential variation
error, and the ability to measure the temperature of the tritium [63], which affects
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the column density monitoring error. A final accounting of these errors, of course,
can only be made when the experiment is operational.
There are also uncertainties that come from the spectrometer and detector sec-
tions, which include the errors on the determination of the transmission function
through the spectrometer, which itself includes the uncertainty from inelastic ; the
slope of the background rate-whether it is constant over all potentials in the spec-
trometer; and variations in the electric potential in the spectrometer.
These uncertainties and an estimation of the statistical uncertainty are show in
Table 2.1.
Source of Error Contribution to o-(mr2) [10-3 V 2]
Final state description < 6
T- ion concentration in T 2  <0.1
Elastic e--T 2 scattering < 5
Column density monitoring < V-56.5 = 1.4510
Source electric potential variations < 0.2
Source magnetic field variations < 2
Transmission function determination <6
Background slope < 1.2
Spectrometer potential variations < 5
Total systematic uncertainty from these sources 11
Total systematic error with contingency 17
Total statistical error 18
Total error 25
Table 2.1: Summary of the source of uncertainties in the KATRIN experiment, show-
ing their relative contribution to the measurement of m!.
In predicting a final systematic uncertainty, KATRIN has allowed for sources of
systematic error equal to the known sources as a contingency for as-yet undiscovered
sources of error. This makes KATRIN an experiment nearly equivalent in systematic
and statistical error. Using these numbers, KATRIN has predicted its reach for a 3
year, 10 month run, as shown in Fig 2-3. KATRIN has 5-o- discovery potential at
0.35 eV and a 90% bound setting sensitivity at 0.2 eV.
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Figure 2-3: The sensitivity and discovery potential of the KATRIN experiment as a
function of neutrino mass, described in number of sigma away from zero. Horizontal
red line shows the 90% confidence limit bound. KATRIN thus has 5-o discovery
potential at 0.35 eV and a 90% bound setting sensitivity at 0.2 eV.
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Chapter 3
The Cosmic Neutrino Background
at KATRIN
The KATRIN experiment provides a laboratory for investigating the CvB on Earth.
Tritium appears as a very promising isotope for CvB detection, for many of the same
reasons that it is an ideal isotope for neutrino mass measurements: it has a low
endpoint energy, it has a moderate lifetime, and it has a simple nuclear structure.
Added to this, it has a relatively high cross-section among the isotopes in Table 1.1,
in combination with a lifetime long enough to ensure enough material to potentially
observe this low-density population.
3.1 Expected Event Rates and Spectra
Using the cross-section and neutrino clustering described in Section 1.2 and the in-
stantaneous amount of tritium (40.7 pg) in KATRIN's source, the Table 3.1 gives
the expected event rates in KATRIN for various mass and neutrino distributions. A
Fermi-Dirac distribution assumes no gravitational clustering-the relic neutrinos are
spread uniformly through the universe. THe Navarro, Frenk, & White distribution is
characteristic of the gravitational clustering of dark matter. The Milky Way density
profile is based on the mass profile of the baryonic matter of the Milky Way.
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Event Rates (events/yr)
m. Fermi-Dirac Navarro, Frenk, & White Milky Way
0.6 3 x 10-6 3.6 x 10- 5  6.1 x 10-5
0.3 3 x 10-6 9.4 x 10- 6  1.3 x 10-5
0.15 3 x 10-6 4.1 x 10-6 4.9 x 10-6
Table 3.1: The event rates at KATRIN for three different neutrino masses and three
different mass profiles for the CuB . Rates are calculated by scaling the results of
Ref [17] by the tritium mass of the KATRIN experiment. All rates are given in
events/yr.
3.2 Expected Sensitivty
It is clear from table 3.1 that KATRIN is unlikely to observe the CvB : it simply
has far too little tritium. Nevertheless, calculating the projected limit for KATRIN
provides a critical first step in understanding how to develop future CvB experiments.
The signal for electrons from this nuclear capture is distictive: a mono-energetic
peak of electrons at one m, above the m, = 0 beta-decay endpoint. This is a simple
consequence of conservation of energy in the neutrino capture interaction and the fact
that the neutrinos have a kinetic energy that is so far below any other characteristic
energy scale in the system that their energy can be considered zero.
Because the KATRIN experiment measures the integral beta decay spectrum
above some threshold qU set by the spectrometer, the electron spectrum is really
the convolution of the / and CvB electron spectrum, dN/dE, and the transmission
function of the detector, T(E, qU). KATRIN also expects a small but finite back-
ground rate, Nb, to contribute to the overall signal. Currently, this background rate
is expected to be of order 10 mHz in the signal region of interest, independent of
retarding voltage. These backgrounds come from tritium leaking into and decaying
in the spectrometers, cosmic muon-produced electrons in the apparatus, and intrinsic
background of the detector.
G(qU) dE T(E, qU)dE + Nb (3.1)
The tritium beta decay energy spectrum has an analytic form [64] given by Eq. 3.2
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d N
dE - fS (NT2F(Z,E)pe(E+me)(Eo - E) (Eo - E) 2 - m*J(Eo - E(fs) - n)
+NC (E - E(fs)+mv )2
+NCvBe 2a ) P(fs)
where F(Z, E) is the Fermi function for beta decay, E0 is the endpoint energy of the
3H2 - (3He 3 H)+ + e~ + Ve decay, E is the kinetic energy of the emitted electron,
and NT2 and NCvB are the rates of tritium beta decay and neutrino capture, respec-
tively. The gaussian term represents the capture signal from the CvB centered at
one neutrino mass above the endpoint, with a width o- which is smaller than any
characteristic cnergy of the system. When simulating this, the width is chosen to be
smaller than any characteristic resolution present in the experiment, but sufficiently
large to be reliably integrable by numerical methods. Since the target involves the
presence of molecular T 2 gas, one must include any corrections to the endpoint energy
due to the molecular daughter molecule following the tritium decay. An accounting
of these states is given in [65]. Of most relevance are the effects of the rotational-
vibrational contributions from decays to the ground state, which introduce a mean
excitation energy of 1.7 eV with an inherent broadening of 0.36 eV. In this analysis,
the final states are taken into account via a summation over the states fs of the He+T
molecule, each final state weighted by the probability P(fs) for that state occurring.
The transmission function, T(E, qU), depends on the value of the retarding poten-
tial, qU, as well as the intrinsic resolution of the main spectrometer. For an isotropic
source, T(E, qU) can be written analytically as:
0 if E-qU<0
1- -qU) ST(E, qU) EBA if 0 < E - qU < AE (3.2)
1zAEBS
EBrnax
1 if E -qU > AE.
where E is the electron energy, BS is the magnetic field at the source, BA is the
magnetic field at qU, Bma is the maximum (pinch) field, and AE - 2 at KATRIN.
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A sample decay spectrum, with and without neutrino capture, is shown in Figure 3-1.
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Figure 3-1: The anticipated beta decay spectrum as a function of retarding voltage
with (black) and without (red) neutrino capture events. Neutrino mass is assumed
to be 1 eV.
To calculate the sensitivity, many fake Monte Carlo data sets were created and fit
over six parameters: the neutrino mass (m,), the CvB rate (NcvB), the endpoint of
the beta decay spectrum (Eo), the beta decay rate (NT2), the width of the CvB peak
(a), and the background rate (Nb). We assume the same projected KATRIN run
measurement plan as reported in [61]. The results of the fit in the mass and capture
rate are plotted for 2000 simulated experiments to create the confidence regions shown
in Fig 3-2. The figure shows only statistical errors; the systematic errors are estimated
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for four of the major errors for KATRIN: high voltage precisions, magnetic field
precision, the effect of final states, and the error on the number of available tritium
atoms. The errors are estimated by shifting the Monte Carlo data sets by one standard
deviation on the error and fitting at the central value of that parameter. The relative
contributions to the errors for the mass and CvB rate are show in Table 3.2. The 90%
limit is shown for a variety of masses in Fig 3-3. Shown on the right hand side of the
plot is the limit on the local density of neutrinos at Earth. There is a slight decrease in
sensitivity near 2 eV due in part because the run plan for KATRIN is discretized and
optimized for a neutrino mass search. The discretization in the retarding potential
in 0.5 V steps in the region of interest means that the CuB search is restricted to a
few points which do not change significantly with increasing mass up to about 1eV.
However, above 1 eV, the finite endpoint of the default run plan means there are not
sufficient bins to firmly establish the background level. Widening the energy scan
from the original plan improves the limit significantly.
Contributor Error (events/year) I Percentage of Statistical
High Voltage i 5850 70.1%
Magnetic Field ± 2020 24.2%
Final States ± 1420 17.0%
Normalization i 2080 24.9%
Statistical + 8340
Total ± 10680 128%
Table 3.2: Error contributions to the CvB for four major KATRIN systematics at
ml/ = 0 eV. Errors are extended to other masses as a percentage of statistical errors.
Note that the error on the final states is limited by Monte Carlo statistics.
3.3 Implications
From a limit on the local density at earth, certain theoretical possibilities can be
investigated. It has been proposed that the knee of the cosmic ray spectrum could be
caused by a relic neutrino GZK effect [66], which requires a neutrino overdensity of
greater than 1013. Since the required overdensity to result in the limit KATRIN can
set is 2.0x109, then, assuming KATRIN sees no signal at the expected sensitivity,
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Figure 3-2: Confidence regions for cosmic neutrino captures in events per year versus
neutrino mass in eV for four example neutrino masses. Statistical errors only are
shown. Red ellipse shows 90% C.L in the CvB events per year and neutrino mass
parameter space.
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Figure 3-3: The 90% confidence level sensitivity limit for relic neutrino over-density
as a function of neutrino mass as expected from the 3 year data run at the KATRIN
neutrino mass experiment. Solid curves show expectation from cosmological predic-
tion assuming Fermi-Dirac (light blue), Navarro-Frenk-White (violet), and Milky Way
(yellow) mass distribution. Arrow shows neutrino mass limits already obtained from
cosmological observations(E m, < 1.2 eV) [11].
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KATRIN will exclude this model for neutrinos near earth. It has also been proposed
that neutrinos could couple to one another via a light scalar boson and form bound
clouds with significant effect on small scale structure formation in the universe [67].
While this work shows that KATRIN is able to set a better limit on overdensity than
the experiments considered therein by a factor of 106 (resulting in an improvement
on the limit on the fermi momentum by a factor of 100), the ultimate limit on the
coupling strength is also determined by the neutrino mass. In the range of masses
accessible at KATRIN, the limit on the coupling strength could either entirely rule out
this model or broaden the parameter space significantly. While no firm conclusions
can be drawn with this work, it is definitely a topic for future analysis.
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Chapter 4
The DMTPC Experiment
The DMTPC "1OL" detector is a first-generation prototype of the DMTPC experiment[68].
It is a dual-sided drift chamber with two forms of readout: charge-coupled device
(CCD) cameras and an electronic readout of the amplification region. The configu-
ration and calibration of this detector will be described in this chapter.
4.1 Detector Configuration
A schematic and photograph of the DMTPC lOL detector is shown in Fig. 4.1.
4.1.1 Outer Vessel and Gas System
The active volume of the detector is located inside a 16" outer diameter and 25"
tall cylindrical vacuum vessel with 0.188" thick walls. The vessel consists of a "well"
approximately one third the total height and a "bell" which sits on top of the well,
with an o-ring in between. There are six ports on the well for services to the inside.
There are three ports for the gas system: gas in, gas out, and a pressure monitor;
and three ports for electrical connections: two high voltage ports and one for charge
signal out. Both the well and the bell have a circular port on the ends of the cylinder
with a quartz window for CCD readout. All ports use ConFlat copper o-rings at
the nearest connection to the vessel, though many connections also have quick flange
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(a) Schematic showing the main components of the DMTPC 10L
detector. The diagram shows only one of the two drift chambers.
A WIMP (blue) is shown interacting with a F atom (red) resulting
in ionization (green) and scintillation (yellow).
(b) Photograph showing the drift cages, amplification region, and
bottom section of the DMPTC 10L detector. The detector is in its
underground laboratory at the WIPP facility near Carlsbad, NM.
Figure 4-1: A schematic and a photograph of the DMTPC 10L detector
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connections.
The gas system consists of a series of computer controlled valves connected to
the input gas bottle, which allow the detector to be filled to a given pressure of
gas, and a rough pump and a turbo pump for evacuating the vessel. The turbo
pump is not normally used during dark matter search running, but is used after the
interior of the detector has been exposed to ambient air. Using the turbo, the vessel
can be evacuated to 5 x 10-4 torr. The pressure is read out using an Inficon PCG400
pressure monitor, which provides gas-independent pressure monitoring over the range
of 5x10-4 mbar to 1.5 bar.
4.1.2 Field Cage
The main active volume of detection is contained within drift cages 19.7cm tall. The
drift cages are composed of 19 steel rings 27 cm in inner diameter and spaced 1 cm
apart. The rings are supported by six acrylic rods which run vertically through each
ring and also align the acrylic spacers which maintain the inter-ring spacing. Each
drift ring is connected by a 1 MQ resistor to its immediate neighbors. At a cathode
mesh stretched over the ring furthest from the amplification region, -5 kV is applied,
and the bottom ring is connected through an 2.2 MQ resistor to ground. This provides
a 25.4 kV/m electric field over the drift region with transverse field component of less
that 1%. Figs. 4-2 and 4-3 show a finite element method analysis of the electric fields
in the drift cage, showing its uniformity.
4.1.3 Amplification Region
The amplification region is comprised of a grounded stainless steel mesh, stretched
over a stainless steel ring of inner diameter 27 cm and circle of copper-the anode-
fixed on a layer of G1O. The two are separated by sections of plastic wire of diameter
0.53 mm, spaced approximately 2.5 cm apart. The mesh sits 1.7 cm from the bottom
ring of the drift cage. Since the detector contains two back-to-back active regions,
the 010 is shared between the two regions, with copper on both sides of the plane.
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Figure 4-2: A finite element method analysis of the electric potential contours of the
10L drift cage for 1000 V applied. Numbers are in units of volts. The horizontality
and uniform spacing of the contours indicates that the electric field points vertically
downwards and is uniform along the drift cage.
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Figure 4-3: A finite element method analysis of the transverse field in the 1OL drift
cage. The colors indicate the value of ET/E. The active area has no more than 1%
transverse field.
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At normal operating voltage of 700 V, the electric field in the amplification region
is 1.32x106 V/m. At 60 torr and 300 K, the first Townsend coefficient for CF 4
is 21630 m-1, so the amplification over the 0.53 mm of the amplification region is
approximately 106.
4.1.4 CCD Readout
The primary readout for the detector is through one CCD camera for each active
region. Each camera is an Apogee Alta U6. These cameras contain a Kodak1001E
chip with 1024x 1024 pixels, each of which is physically 24x 24 Pm. The cameras are
operated at -20' C and binned 4x4 on the chip to reduce readout noise. The light
from the amplification region is focused onto the cameras using a Nikon photography
lens with f/1.2 and a 55 mm focal length.
Because of slightly different distances from the amplification region, due to space
constraints, the cameras image different areas on the amplification plane. The proce-
dure for distance calibration will be described in section 4.3.3, but the result is that
the top camera images 14.0x 14.0 cm and the bottom camera images 17.2x 17.2 cm.
4.1.5 Charge Readout
Each amplification region has two charge readout channels. One is attached to the
copper anode and is readout through a Cremat 113 amplifier, with a slow (1 Ps) rise
time. The other is attached to the grounded mesh and is readout through a custom
fast amplifier with a fast rise time (40 ns). All four channels are read out through
and Alazar ATS 860 digitizer. The calibration and characterization of this system is
still ongoing, and so the data from this system are not used in the analysis in this
work.
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4.2 Gas Properties of CF 4
For spin-dependent dark matter searches, CF 4 is considered good option because it
has a high spin enhancement A2 J(J + 1), as described in section 1.3.4. Additionally,
because there are commercial uses for CF 4 , it is easily available at high purities, and
many of its gas properties are well-known [69]. Beyond its theoretical suitability,
however, there are a few practical measurements that must be made to determine its
suitablity for use in a drift chamber.
4.2.1 Drift Electron Diffusion and Attachment
The diffusion of drift electrons is of intense concern to an experiment such as DMTPC.
If the diffusion is too great, it will overwhelm the directionality of any signal. There-
fore, the diffusion in CF 4 was measured using the detector and reported by the collab-
oration in Reference [70]. This was done by placing alphas sources at varying heights
in the drift cage and measuring the width of the resulting tracks in the detector. The
pressure and drift voltage of the detector was varied in order to measure the diffu-
sion over a range of E/N, the field-to-density ratio. The results are parameterized
by the quantity D/p, where D is the diffusion constant and p is the mobility of the
electrons, an inherent property of the gas. The spread of a track varies linearly with
the distance z that the track drifts in an electric field E:
o2 or +2 (4.1)
The results are shown in Fig. 4-4. The errors are dominated by the uncertainty in
the collimation of the alpha sources used for the measurement and the uncertainties
in the relative gains at the locations of the different alphas. At normal operating con-
ditions of 60 torr and 300K, the reduced field is 13.1x 10-17 V-cm 2 , and the maximum
transverse diffusion over the maximum drift of 20 cm is about 1mm.
Additionally, if there is any attachment of electrons during drift, the signal could
be attenuated over the drift, resulting in a z-dependent energy calibration. However,
in this detector, no attachment was measured in the relevant parameter space.
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Figure 4-4: The transverse diffusion of CF 4 as a function of reduced field.
4.2.2 Scintillation Spectrum
The other requirement for an experiment with optical readout, such as DMTPC,
is that the wavelengths of the output scintillation of the gas must be well-matched
to the sensitive wavelengths of the detection device: the CCD camera. The output
of CF 4 scintillation in electron avalanches was measured using a Jobin-Yvon 1250M
spectrometer using an ultraviolet-sensitive Hamamatsu R928 multialkali PMT and a
proportional tube, as described in Reference [71]. The spectrum is shown in Fig. 4-5.
In this spectrum, 58±6% of the light is above 450nnm. This is well-matched to
the U6 cameras, whose quantum efficiency as a function of wavelength is shown in
Fig. 4-6. The peak of the efficiency is at about 620 nm, which is remarkably similar
to the peak in the CF 4 spectrum.
4.3 Calibration
Since the camera returns an image in spatial units of the pixels of the camera and
arbitrary digitized units (ADU), and the charge readout returns a trace in voltage
units, the camera and the charge readout must be calibrated to understand the output
of the detector in useful units of keV and mm. Additionally, the overall spatial gain
variation of amplification region of the two drift chambers must be understood. For
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Figure 4-5: The measured scintillation spectrum of CF 4 as a function of wavelength.
The integral of the spectrum is set to unity. Error bars are not shown for clarity.
58±6% of the spectrum lies between 450 and 800 nm.
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Figure 4-6: The wavelength-dependent quantum efficiency for the Kodak100lE chip
of the Apogee Alta U6 cameras. The peak of this spectrum is well-matched to the
630 nm peak in the scintillation spectrum of CF 4 .
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this purpose, a calibration regime was carried out periodically with the detector.
4.3.1 Energy Calibration
To calibrate the energy, an 4Am alpha source with an energy of 4.5 MeV' was placed
between the two rings closest to the amplification region on both sides of the detector.
This alpha source was placed parallel to the spacers, and between them, so as not to
lose any energy due to the spacers. Data were taken at the normal operating point
of the detector, using 1 s exposures.
The candidate alphas tracks are carefully selected so that they match with the
known location of the alpha source, are strictly straight, contain no kinks due to hard
scatters, and contain only one alpha. The last condition is necessary, because, as the
decay is a random process, there is non-zero probability that two decays will sit on
top of one another during the 1 s exposure. This is accomplished by examining the
distribution of energies in the track over the calibration period; discrete peaks occur
in this distribution, and only candidates consistent with the lowest peak are passed.
The alphas that meet these requirements are then projected onto an axis parallel
to their direction, and their gain map corrected energy (see section 4.3.3) is plotted as
a function of distance from the source. Using a theoretical d distribution for the gas
properties, as calculated with the SRIM program [72], and a Monte Carlo simulation
of the energy deposition from alphas, the actual alpha tracks are compared with
tracks of the known energy of the sources.
The results of this calibration are shown in Fig. 4-7. In the top drift chamber the
calibration is 18.6 keV/adu, and in the bottom chamber, 17.5 keV/adu.
4.3.2 Energy Stability
It is also important to know the stability of the energy calibration. The detector has
its gas refilled approximately once a day, and so the gain stability within a particular
fill and between fills must be determined. To study the intrafill variation, the energy
'Each alpha source was individually calibrated using a surface barrier detector to the 5% level
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Figure 4-7: The energy calibration for (a) the top chamber and (b) the bottom
chamber. Black points show data from alpha tracks in the chamber and red shows
Monte Carlo generated tracks using the calibration constants 18.6 keV/adu (top) and
17.5 keV/adu (bottom) which provide the best match to the data.
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calibration value is plotted per 1000 event run within the fill period. A plot of that
for 3 fills is shown in Fig. 4-8. Only the variation for the top chamber is shown, for
clarity, but the bottom calibration varies the same way. The typical variation is 3%
over the course of the fill. The interfill variation over 850 hours (about one month) is
shown in Fig. 4-9; this shows that the gain tends to decrease over time. This variation
is about 7%.
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Hours Since Fill
Figure 4-8: The variation of the energy calibration within a gas fill for three different
fills. The gain rises about 3% over the course of a fill, and the interfill variation is 7%
These two variations dominate the uncertainty in the energy calibration.
4.3.3 Relative Gain Calibration
The gain variations of the amplification region must also be measured to calibrate the
gain properly. The gain variations are measured by flooding the detector with gam-
mas, which produce electron cascades uniformly over the active region. By integrating
over many exposures, the gain variations become evident. These gain variations rep-
resent a convolution of many effects: the gain variation due to amplification region
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Figure 4-9: The variation of the energy calibration across many gas fills (one point
per fill) for 850 hours. There is a downward trend with a variation of about 7%.
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construction, radial loss of light due to the lens, and any camera positional effect.
The gammas are produced using two sources concurrently: a 1 37 Cs source, which
produces a gamma of 662 keV in its decay to 13 7mBa; and a 57Co source, which
produces 122 and 136 keV gammas in its decay to 57Fe [73]. The sources are placed
exterior to the detector in contact with the window of the opposite-side region-e.g.,
to calibrate the bottom drift chamber, the sources are placed on the window to the
top drift chamber. The detector is run at a higher pressure than normal operating
conditions, 75 torr, in order to increase the number of available targets. Additionally,
the cameras are exposed for 5 s, to decrease the relative noise. Each side of the
detector is exposed for approximately 60,000 s during a given calibration.
The frames are processed by creating a running sum over all of the images, exclud-
ing any images that show anode discharges ("sparks"), and within any image, any set
of pixels sufficiently high enough above background to be considered a particle track
in the reconstruction. Each pixel is then divided by the number times it has been
entered into the sum. The image is blurred using a gaussian kernel to further reduce
noise, and then normalized such that the average value of each pixel is 1.
The results of this process are shown in Fig. 4.3.3. Note that there are significant
non-uniformities. The top drift chamber has a region of low gain along the left side
of the image. The bottom drift chamber has a curious horseshoe shape in the middle
of the image, along with a region of very low gain in the upper left hand corner. As a
result, the relative gain varies by a factor of about 50% over the active areas, making
this calibration very important indeed.
An additional feature of this procedure is the ability to calibrate the spatial di-
mension of the detector. In each gain map, regions of low gain are visible in vertical
lines, corresponding to the locations of the spacers separating the sides of the amplifi-
cation region. Since the true separation of the spacers is known, the conversion factor
can be calculated. To do this, the image is divided into four horizontal slices. In each
slice, a fit is performed to find the position and width of each spacer in the image.
The four positions for each spacer are then fit with a line. This line represents the
spacer position, and is saved along with the gain map for future use. The distance
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Figure 4-10: Relative gain maps for the DMTPC 1OL detector, produced using a
Cs-137 and a Co-57 source. Spacers are marked with dotted lines. The maps are
normalized such that the average value of a pixel in the image is 1.
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between lines then allows for the calculation of the spatial calibration. In the top drift
chamber, the calibration factor is 0.137 mm/pixel, and in the bottom drift chamber,
0.168 mm/pixel.
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Chapter 5
Underground Operation of
DMTPC
In 2010, the DMTPC 10L detector was moved underground to the Waste Isolation
Pilot Plant (WIPP) near Carlsbad, NM, and in 2011, the detector was run in a
source-free mode for a dark matter search.
5.1 The WIPP Facility
The WIPP facility is a United States Department of Energy facility designed for
storage of defense nuclear waste. It is dug into the Permian salt bed, 2150 ft below
surface level. The rock surrounding the underground laboratory is primarily NaCl,
with small deposits of other salts and clays. The overburden is flat with an average
density of 2.3 g/cm 3 and is 1585 meters water equivalent. It has a underground
muon flux of 4.77x 10-7 cm- 1 s-1, and a total modeled muon induced neutron flux
of 3.41 x 10-8 cm- 2 S-1. [19] The radon background underground at WIPP has been
measured to be 0.2-0.3 pCi/L [74], which is about a factor of 3-4 lower than the 0.8
pCi/L measured in the surface lab. The detector is at a distance of approximately
1 km from the stored waste. A photograph of the lab is shown in Fig. 5-1 and the
installed detector in Fig. 5-2.
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Figure 5-1: A photograph of the lab where the DMTPC 10L is located in the WIPP
facility. The detector is in the far right corner of the lab as shown in this picture.
Figure 5-2: A photograph of the 1OL detector installed in DMTPC lab at the WIPP
facility.
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5.2 Data Taking
For the course of this run, the detector was operated at 60 torr of CF 4 , with an
amplification region voltage difference of 700 V, and a drift field voltage of -5 kV.
Data is taken 'observer' mode, where the camera are exposed for 1 second, read
out, and exposed again. This mode introduces 0.3 seconds of dead time per exposure,
for camera readout. The cameras are operated in 1000-exposure runs. Each run
contains a dark frame, taken from 100 exposures taken while the camera shutters are
closed. This is used to subtract the inherent variations in readout over the camera
chips.
Once every 24 hours, the detector gas is refilled, in order to maintain gain stability.
(See Section 4.3.2.) During this time, the voltage is off, and the cameras operate in
the same way as voltage-on data taking. This allows for separation of backgrounds
that come from camera effects, as will be discussed in section 5.4.
5.3 Data Processing
Data processing for CCD images involves several steps. First, the images must be
pedestal subtracted and cleaned of hot pixels. Then, tracks in the image can be
found, and their relevant parameters-e.g, energy, length, and position-calculated.
5.3.1 Image Cleaning
At the beginning of each run, a bias frame for each camera is saved. This frame is
comprised of the average of 100 images taken at the same exposure as the data, but
with the shutter closed. This allows intrinsic variations over the chip to be subtracted
off. For example, the Alta U6 cameras used on this detector typically have a higher
pedestal along the left side of the image, and a lower pedestal along the bottom of
the image. This bias frame is processed before using it to remove pixels which are 5
sigma outliers from the mean of the image.
After checking each image for sparks-see subsection 5.4.1-each data image also
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has hot pixels removed, though in this case, a test is made to see if nearby pixels are
also above average, as above average pixels in a track should not be removed. Then
the bias frame subtracted from the image. Finally, as the average value of the images
varies over the course of a run, a final correction is made to bring the mean of the
data image to zero. This is done by comparing the average pixel value of the overscan
part of the image with the average pixel value of the bias overscan image, and using
that difference to correct the main image.
5.3.2 Track Finding
After cleaning the image, interesting features of the image must be recognized and
cataloged. The first step is to create a blurred copy of the cleaned image, using a
gaussian blurring algorithm. This reduces the effect of pixel-to-pixel noise and makes
features more prominent. After the blurring, the bin with the maximum value in
the blurred image is found. If this bin is 5.2 sigma above the image mean, then a
track begins. Working out in rings from this pixel, pixels are added if they are above
threshold in both the blurred and unblurred images with a decreasing threshold for
each ring, until no more contiguous pixels are above threshold. If the total number
of pixels in the track is greater than 5, the track is kept. Then, if there are any pixels
not in the track that four or more of the track pixels touch, then it is added to the
cluster. This promotes a concave track shape. All pixels in the track are marked as
used and unavailable for any other tracks in the image. A 'reduced' cluster is also
formed requiring a higher threshold, and thus consisting of the brightest pixels in the
track.
This process repeats until there are no other features found. Then tracks must be
merged across the spacers. Two tracks are considered for merging if they are closer
than a certain distance or if both tracks have a close approach to the same spacer. If
there is a reason to consider a merge, a line is fit to both candidate tracks. If both
tracks have 'good' line fits (Irl > 0.65, where r is the linear fit correlation coefficient),
then the lines are checked to make sure that they have similar slopes and that each
line closely approaches the centroid of the other candidate track. If so, the tracks are
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merged. If one track has a good line fit and the other track does not, the line from
the track with a good fit is extended towards the other track. If the line is close to
the centroid of the other track, the tracks are merged. Finally, if both tracks lack
good line fits, a combined line fit is made with the two candidate tracks. If this fit is
good ((|rl > 0.8), the tracks are merged. This process is repeated until there are no
mergers in the image.
5.3.3 Parameter Calculation
After the clusters of the pixel are determined, the parameters of the track are deter-
mined by algorithms on the pixels of the cluster. Some of the parameters are 'physical'
parameters (e.g. energy or range) and some of them are 'selection' parameters that
assist in background removal (e.g. maximum pixel). A list of relevant parameters
calculated and the method used to calculate them is given below.
Energy The energy is calculated by dividing the number of ADU in each pixel by
the normalized gain map, in order to correct for the variations in gain. Then,
the total number of ADU in all the pixels of the track are summed. This,
multiplied by the gain constant for a given camera, is the visible energy.
Recoil Energy The recoil energy is found from the visible energy by using an
equation fit from the Monte Carlo, which calculates the visible energy using the
Hitachi model [75].
Range An initial estimate of the range is found by finding the two pixels in the
reduced cluster that are farthest apart and calculating the distance between
them. This estimate must be altered at low energy because of the finite size of
the pixels, which means that the relative placement of the track with respect
to the pixel strongly affects the range reconstruction. This typically gives rise
to overshoot for tracks under 8 pixel units in length. The correction is made by
fitting a function to Monte Carlo data, as described in section 5.3.4. Measured
range in all cases is the 2D range of the recoil projected onto the anode.
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Position The position of each track is calculated as the ADU-weighted position of
each pixel in the track.
Phi The angle of the track in the readout plane is calculated by finding the ADU-
weighted variance in both of the camera axes (axx and os,), and the covariance
between them (oxh). From these the eigenvectors of the matrix
( Y O Y ( 5 . 1 )
can be found, and two corresponding angles, representing the rotation of the
coordinate system to that eigenvector. The angle of the track is the one of those
two angles that maximizes axx cos2 # + oay sin 2 + oxy sin 2#. This procedure is
equivalent to finding the best fit ellipse that describes the track. The procedure
gives the 'axial' angle of the track; that is, an angle which is between -! and
22
i. To find the vector angle, the direction of the track must be determined. To
do this, the track is projected along the axis of the angle found in the previous
part. The midpoint of this projected track is found, and the amount of deposited
energy on either side of the midpoint is calculated. Since a particle deposits
more energy at the beginning of the track than the end of the track, the side
of the track with more deposited energy is determined to be the 'head' of the
track.
Longitudinal Moments The second, third, and fourth longitudinal moments are
calculated by projecting the track along the # direction of the track, and using
the ADU weighted bins along that axis to calculate the moments.
Transverse Moments The second, third, and fourth transverse moments are cal-
culated by projecting the track along the direction perpendicular to the # of
the track, and using the ADU-weighted bins along that axis to calculate the
moments.
Maximum Pixel The maximum pixel is simply the number of ADU in the pixel
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with the greatest number of ADU. This quantity is useful in removing background
very high values indicate non-nuclear recoil tracks. See section 5.4.3.
Cluster Mean and RMS The cluster mean and rms are the mean and rms of the
ADU levels of the pixels in the cluster.
Neighbors The number of neighbors above a threshold around the maximum pixel
of a track. This quantity is useful in removing background-few neighbors
indicate a non-nuclear recoil track. See section 5.4.3.
5.3.4 Monte Carlo Simulation and Parameter Reconstruc-
tion Quality
A simple Monte Carlo simulation is used to verify the track finding and reconstructed
parameters. This simulation uses a foundation of SRIM and GARFIELD to model
recoiling particles, a gaussian model of diffusion to model the track size, and blank
CCD images to model the camera noise. It incorporates the true gain maps of the
detector for spacer placement and gain variations across the field of view.
In order to evaluate the quality of the reconstruction parameters, a sample of
randomly directed neutrons with an energy spectrum of a 2 2Cf source is created in
the Monte Carlo. This sample is passed through the reconstruction in exactly the
same way as data.
Fig. 5-3 and Fig. 5-4 shown the energy and range resolutions for the two cameras
as a function of the energy of the recoiling nucleus. The resolutions are slightly
different between the two cameras due to different optical properties and due to
different length scales between the two cameras. The energy resolution is relatively
gaussian for energies above 50 keV, and decreases, as expected, with increasing recoil
energy. The range resolution, however, is highly skewed, even at higher energies, due
to the difficulty of reconstructing the range out of the diffuse track.
This reconstruction was verified with a brief (3000 s) run with a 2 52Cf source.
Candidate nuclear recoils from this run are shown in Figs. 5-5 and 5-6. Also shown in
these plots is the predicted range-energy function for the running parameters. This
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Figure 5-3: Energy and range reconstruction for top detector. Shown in (a) is the
energy resolution as a function of recoil energy, which is 14.6% at 100 keV. Shown in
(b) is the range reconstruction as a function of recoil energy. The colored histogram
shows the distribution of Monte Carlo events, and black points are a profile histogram
of the points, with the error bars representing the RMS of each energy bin.
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Figure 5-4: Energy and range reconstruction for bottom detector. Shown in (a) is the
energy resolution as a function of recoil energy, which is 17.0% at 100 keV. Shown in
(b) is the range reconstruction as a function of recoil energy. The colored histogram
shows the distribution of Monte Carlo events, and black points are a profile histogram
of the points, with the error bars representing the RMS of each energy bin.
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prediction is the 3D range of the particle which should be the maximum value of the
measured 2D range; that is, all the measured points, if they were measured perfectly,
should fall below this line. The candidate recoils largely do fall under this, but finite
measurement resolution causes some to fall above the line. The grey boxes in the plot
show where Monte Carlo generated recoils from a 2 2Cf source fall, and the data and
Monte Carlo are in agreement.
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Figure 5-5: Projected range (2D) as a function of recoil energy for a 252Cf run,
top camera. Black points show nuclear recoil candidates; grey shading shows Monte
Carlo generated nuclear recoil candidates; blue line shows predicted (3D) range-energy
function for the running conditions.
The # resolution can also be calculated from the Monte Carlo. Fig. 5-7 shows the
difference between the reconstructed # and the generated # as a function of nuclear
recoil energy. These plots show that there are two parameters that influence the
angular resolution: the width of the peak around zero (how well the axial angle can
be determined) and what percentage of the events are in the central peak as opposed
to the sideband peaks (how well the vector direction of the track can be determined.
Fig. 5-8 shows the axial angular resolution as a function of nuclear recoil energy
for both cameras; as expected the angular resolution gets better as a function of
increasing recoil energy. The top camera has an angular resolution of 430 at 100 keV
and the bottom camera has an angular resolution of 410 at 100 keV.
Fig. 5-9 shows the determination of vecto-also called the head-tail determination,
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Figure 5-6: Projected range (2D) as a function of recoil energy for a 2 5 2Cf run, bottom
camera. Black points show nuclear recoil candidates; grey shading shows Monte
Carlo generated nuclear recoil candidates; blue line shows predicted (3D) range-energy
function for the running conditions.
that is, which direction along a particular axis a recoil is traveling-as a function of
nuclear recoil energy. For both cameras, the determination is consistent with chance
at the lowest energies, and increases with energy, with a typical value of 55% in the
energies of interest.
5.4 Backgrounds
The backgrounds for a CCD-based experiment are different from typical backgrounds
for dark matter search experiments. Because of the long scattering length in gas,
electronic recoils such as those from gammas are not seen with the CCD. A test il-
lumination with an prototype chamber and a 660 keV 1 31Cs source made a statistics
limited measurement indicating that gamma recoils are excluded at the 106 level. Sim-
ilarly, throughgoing muons also produce no visible response in the detector-though
they do occasionally interact with the CCD itself. (See Section 5.4.3) The sections
below describe the backgrounds of this dark matter search and, where applicable,
methods for removing the background from the sample.
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Figure 5-7: Angular reconstruction (<p) for (a) top camera and (b) bottom camera.
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Figure 5-8: Axial angular reconstruction (q>) for (a) top camera and (b) bottom
camera. The colored histogram shows the distribution of Monte Carlo events, and
black points are a profile histogram of the points, with the error bars representing
the RMS of each energy bin.
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Figure 5-9: Correct percentage of vector direction determination for (a) top camera
and (b) bottom camera .
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5.4.1 Sparks
Sparks occur in the detector as a result of a breakdown in voltage between the anode
plate and the ground mesh. The anode voltage is set in order to have a spark in less
than 5% of images. However, sparks occur, and so must be removed from the data
sample. There are three methods used to do this: two complementary methods on
the whole image, and a separate method to deal with a class of events called partial
sparks.
The first whole image method is to compare the mean of the image (before bias
subtraction) to the mean of the previous non-spark image. The first image in a run
is compared to the bias frame. If this ratio is greater than 1.01, the image is deemed
a spark. The second whole image method is to compare the mean of the overscan
pixels to the mean of the whole image. Overscan pixels are pixels on the chip of the
CCD which are masked from incoming light, and therefore should not be affected by
activity in the detector. If the difference between the means exceeds some camera
variable threshold (for top, -1; for bottom, -7.5), the image is deemed a spark. These
methods are complimentary because the overscan method can catch fainter and more
diffuse sparks, but the overscan pixels are not perfectly masked from the whole chip,
so a bright spark near the overscan pixels can cause a failure in that method. However,
bright sparks are well-caught by the ratio method.
Partial sparks are sparks that occur during the readout of a camera. Because
the CCD is read out by passing charge from row to row on the chip, a spark during
readout appears displaced, and has a sharp edge. A sample partial spark is shown
in Fig. 5-10. These sparks can cover any fraction of the image. For sparks that
cover a large fraction of the image, the previous two spark finding methods work well.
For sparks covering a small fraction of the image, there may not be enough light
deposition to register. However, the hard edge feature can be exploited by running
an edge finder on the image, and projecting the results of that edge finder onto the
x-axis. If a large, single peak appears, the image is considered a spark.
The next five images after a spark are also vetoed, as the spark causes the gain
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Figure 5-10: A sample partial spark. Note the hard edge of the excess light near the
middle of the image. This is the defining quality of a partial spark.
to droop in those images.
5.4.2 Residual Bulk Images
Residual Bulk Images (RBIs) are a camera effect that occurs when charge gets trapped
in the bulk silicon beneath a CCD pixel and bleeds out over the next 20 or so images.
This effect is dominated by long wavelength light (700 nm and greater) and most
prominent after events that put a lot of charge into a pixel, which in this detector is
often correlated with sparks. A complete description of the physics of this effect can
be found in Reference [76].
The charge bleed, if several nearby pixels are affected, can mimic nuclear recoil
tracks. To remove these, two strategies are employed. First, since many RBIs are the
result of sparks, spark images are checked to see if they contain pixels which hit the
maximum value of the camera. If so, these pixels are marked and any tracks that fall
after them which overlap the region significantly are vetoed. Secondly, after all tracks
are found, the tracks in a run are all cross-referenced against each other to ensure
that they do not overlap in position. This latter method also has the side benefit of
removing many tracks which are caused by hot pixels.
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5.4.3 Worms
"Worms" is a collective term coined to cover all types of tracks that appear in detector-
off images-things that are found as tracks, but can have no physics basis in the
detector. There are three types of worms. The first type is comprised of tracks
that have extremely high energy deposition (usually greater than 500 ADU) in one
or two pixels. These are hypothesized to come from charged particles (e.g. cosmic
ray muons) passing through the CCD chip. The second type is comprised of tracks
that have medium deposition (100 ADU) in one pixel. These are hypothesized to
come from unfound hot pixels. The third type is comprised of 'blank' tracks- tracks
that appear to have no internal structure. These are hypothesized to come from
fluctuations in the noise background that trigger the track finder. Samples of the
three types of worm are shown in Fig. 5-11.
In order to remove these tracks, both hard cuts on certain track reconstruction
variables, as well as a linear discriminant analysis using the data taken from detector
off runs are used. The hard cuts require that the maximum pixel in a track is below
400 ADU 1 , the ratio of the maximum pixel to the total summed energy of the track
to be less than 22.5%, and the rmis of the cluster to be greater than 10.5 ADU. This
last cut addresses the third type of worm, and requires there to be internal structure
to the track.
To improve on this discrimination, a Fisher discriminant is also used. The Fisher
discriminant [77] is a linear multivariate technique which finds the line in a space of N-
variables that maximizes the separation between the means of two populations while
minimizing the variance within each population. I.e. the quantity J() = --+o is
maximized, where pi and oi represent the mean and standard deviation of population
i when the population has been projected on the line '. The Fisher discriminant for
this work uses the variables {energy, range, cluster RMS, neighbors, number of pixels,
number of pixels in reduced cluster, maximum pixel}, and uses as its two populations
a dataset of real worms collected from the cameras and a dataset of Monte Carlo
'In practice, this cuts many alphas as well. However, when doing analyses with alphas, worm
cuts can typically be ignored, as requiring a minimum length gets rid of worms.
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(a)
(b)
(c)
Figure 5-11: Worm subtypes in the DMTPC detector. Type (a) shows a high depo-
sition worm-note the difference in vertical scales between (a) and (b)/(c). Type (b)
shows a medium deposition worm. Type (c) shows a 'blank' worm. All images have
been zoomed in to show the structure of the worm. The pixels found to be in the
track are shown outlined with a thin white line.
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generated nuclear recoils. A cut is placed at 0.4 in the discriminant space. The
separation in the discriminant is shown in 5-12. Note, interestingly, that the bottom
camera (100439) has a significantly lower rate of worms overall; this is characteristic
of the differences between cameras and is an important consideration when analyzing
data.
5.4.4 Edge Crossing Tracks
Since the track parameters for tracks which are partially inside the sensitive volume
and partially outside of it cannot be determined, these tracks are removed from the
sample. If any track has a pixel which touches the edge of the image, this track is
vetoed. Additionally, any track whose weighted x or y position falls within 40 pixel
units (10 pixels) of the edge is rejected, to account for occasionally missing pixels
near the edge. These tracks are typically alphas coming from U/Th chain decays on
the drift cage rings.
There are, of course, tracks which cross the vertical boundaries of the detector
(e.g. alphas that start above the drift cage and work their way in), but this detector
has no way to veto those events currently.
5.4.5 Cutoff Tracks
Cutoff tracks are tracks which are subject to the same issue as the partial sparks
described above. However, unlike the sparks, which have a long and easily-findable
edge, cutoff tracks have a short edge with a hard cutoff. A sample cutoff track is
shown in Fig. 5-13.
To remove these tracks from the sample, the track pixels are projected on the
x-axis, normalized so that the largest bin has value 1, and the bin-to-bin derivative
is computed. This derivative is called the cluster derivative. The process is repeated
with a box drawn around the track, three pixels away from the cluster in all directions.
This derivative is called the box derivative. The maximum of the absolute value of
both derivatives is taken, and a cut is placed such that if the sum of the cluster
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Figure 5-12: Fisher discriminant cuts for (a) top camera and (b) bottom camera. The
black line shows Monte Carlo simulated recoils and the red line shows tracks from
detector off datasets. The small bleed of worms above the cut shown comes from the
third type of worm (blank worms) and is addressed by the lower bound cut on cluster
RMS.
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Figure 5-13: A sample cutoff track. Note the hard edge on the left side of the track;
this is the hallmark of a cutoff track.
derivative and the box derivative is greater than 0.3, the cluster is determined to be a
cutoff track. Fig. 5-14 shows these two derivatives for Monte Carlo samples of cutoff
alphas and nuclear recoils and the effect of the cut between them.
CD
)
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0.
x-derivative (box)
Figure 5-14: The distributions for the two x-derivatives of clusters. Red points show
Monte Carlo generated cutoff alpha tracks which pass all other reconstruction cuts.
Color-scaled boxes show Monte Carlo nuclear recoil tracks which pass all other re-
construction tracks. The black line shows the cut described in the text.
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5.4.6 Misjoined Tracks
The cluster finding algorithm is tuned in such a way to maximize its quality over a
large range of track energies and lengths. This means that for long tracks, there are
occasional times when part of an alpha track is not correctly joined to the rest of the
track, especially when the alpha has a hard scatter across a spacer near the end of
the track. When searching for nuclear recoil candidates, these tracks are eliminated
by rerunning the track joining algorithm with looser parameters for the distance of
closest approach between two tracks and merging any two tracks that are close in
distance and across a spacer.
5.4.7 Extreme Partial Sparks
If a partial spark occurs in the outside three bins of an image, the standard edge
detector cannot register it, as the edge detector always finds an edge at the actual
edge of the image. These sparks can also fake a nuclear recoil event through a position-
shifted RBI type event. An example of this type of event is shown in Fig. 5-15. This
occurrence of extreme partial sparks is rare, but easy to remove, as the light from
the partial sparks gets found as tracks. By checking if additional tracks in the image
cover more than 40 pixels along one of the vertical edges of the image, these tracks
can be eliminated.
5.4.8 Spacers
Finally, tracks which have a nearest approach to a spacer of 1 pixel-that is, they
touch the spacer-are eliminated from the sample. This prevents missing energy from
the dead regions of the spacers.
5.4.9 Cut Efficiencies
A large Monte Carlo sample is also used to calculate the efficiency of the detector.
Fig. 5-16 shows the energy dependent efficiencies for both cameras. The cuts that
100
1Figure 5-15: A sample extreme partial spark. The image has been zoomed to show
both the small amount of light near the left-hand edge and the nuclear recoil candidate
resulting from RBI next to it.
most drastically impact the edge of the efficiency turn on are the worm cut and the
cutoff track cut. This makes sense, as low energy tracks are difficult to distinguish
between the cases. The cuts that most impact the efficiency in the region past the
turn-on are the edge and spacer cuts; these are simply geometrical effects that cannot
be reduced. There are a few cuts not shown on this efficiency plot, namely RBI, track
rejoining, and edge sparks, as they cannot adequately be modeled in simulation.
5.4.10 Final Data Sample
The final data sample is constructed by applying all of the cuts described above and
then selecting tracks between 80 and 200 keV recoil energy with a length less than
5 mm. The data rates after each cut are shown in Table 5.1. A total of 1907000
images were recorded for this data sample.
A range vs. energy plot for the data is shown in Fig. 5-17, showing that most of
the tracks sit below the expected fluorine recoil band, shown in blue. The a histogram
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Figure 5-16: Cut efficiencies as a function of energy for (a) top camera and (b) bottom
camera. Not shown are the RBI, track rejoining, or edge cut sparks, as they do not
contribute in simulation.
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Camera
081264 100439 Total
Cut Number Rate (Hz) Number Rate (Hz) Number Rate (Hz)
Non-Spark Images 1666084 1607601
All Tracks 221586 0.133 189195 0.118 410781 0.251
Non-RBI 148966 0.0894 181921 0.113 330887 0.203
Non-Worm 17456 0.0100 25654 0.0160 43110 0.0260
Fiducial 1326 0.000796 1343 0.000835 2669 0.00163
50 < E < 300 (keV) 806 0.000484 702 0.000437 1508 0.000921
Non-Cutoff 446 0.000268 390 0.000243 836 0.000510
Remerge 434 0.000260 383 0.000238 817 0.000499
Non-Edge Spark 433 0.000260 380 0.000236 813 0.000496
Non-Spacer 368 0.000221 268 0.000167 636 0.000386
80 < E < 200 (keV) 205 0.000123 162 0.000101 367 0.000224
Table 5.1: Rates of events
for 1907000 1 s exposures
passing each cut for source-free data with
on each side of the chamber.
the 1OL detector,
of the energy is shown in 5-18, and shows that it has a a rapidly falling shape as a
function of energy.
Figure 5-19 shows the reduced angle distribution of the tracks in the sample,
and Fig. 5-20 show the reduced angle as a function of recoil energy. Evidence for
dark matter would show up as a peak in these distributions around 0. In order to
evaluate if there is some asymmetry in the # distribution, we perform a Rayleigh
test for asymmetry in circular data. The use of this test for looking at dark matter
distributions is described in Reference [55]. These data have a Rayleigh R* = 2.94
with N = 367, which has a probability value p = 0.230, which indicates that 23%
of Rayleigh values calculated from a uniform distributions would have a Rayleigh
R* greater than this distribution. More simply, there is no evidence for an angular
asymmetry (and thus dark matter) from these data.
5.5 Dark Matter Limits
With the data, a limit is set on the dark matter cross section as a function of mass.
The model used for limit setting is the standard isotropic halo described in Sec-
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Figure 5-17: Range vs. energy for tracks that pass all cuts. Data points are shown
with black circles; the predicted range vs. energy curve for fluorine recoils is shown
with the blue line.
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Figure 5-18: The energy spectrum for tracks that pass all cuts.
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Figure 5-19: The reduced phi distribution for tracks that pass all cuts. Evidence for
dark matter would appear as a peak around zero.
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Figure 5-20: The reduced phi distribution as a function of energy for tracks that pass
all cuts.
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tion 1.3.2, and a simple poisson limit is set, using the energy window between 80
and 200 keV. Within this window, the number of events is corrected in each camera
according to the MC-generated efficiencies for that particular camera, and then the
number of events between the two cameras is summed. A poisson limit was cho-
sen due to the high background rate and lack of evidence of directionality from the
angular distribution. The results of the limit setting are shown in Fig. 5-21. The
limit for this work has a minimum at m =100 GeV of 3.7x10-33 cm 2 . This is a
conservative limit, which assumes that the only exposure is during the 1 s exposure
time of the camera; a limit is additionally shown which takes into account the 0.3 s
parasitic exposure which happens during camera readout. This limit has a minimum
at m. =100 GeV of 2.9x10-33 cm 2.
5.6 Discussion
The most obvious thing to note about the limit set using the data taken underground
with the 10L detector is that the limit set is considerably worse than the limit set at
the surface. Since this is precisely opposite of what is expected, a minor investigation
was undertaken to investigate this effect.
The first thing to consider is if there is some sort of physical background that
could cause this increase. There are two potential physics processes that can introduce
potential nuclear recoils: neutrons, which exactly fake the expected signal, and alphas,
which can fake the signal through poor reconstruction. It is hard to see how neutrons
would cause an increased rate underground. The expected rate of neutrons producing
recoils between 80 and 200 keV on the surface is 5 per day. Since the background
neutron flux underground is approximately 105 lower than the surface neutron flux,
it is unlikely that this is the culprit.
Alphas pose a more complicated scenario, as the entire detector was disassembled,
packed, shipped, and reassembled between the surface run and the underground run,
and, as this was not a process with excessive attention paid to cleanliness, it is possible
that additional contaminants were introduced into the detector during this process,
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Figure 5-21: WIMP cross section normalized to single proton limits as a function
of mass for this work using an assumption of 1 s exposures (solid black line), an
assumption of 1.3 s exposures (small dotted blue line), and a brief run with 5 s
exposures (long dashed magenta line). Also shown are limits from the 10L above
ground (dotted grey line) [121, NEWAGE (dot-dash red line) [13], KIMS (dotted green
line) [14], PICASSO (dotted cyan line) [15], and projected for the next generation
DMTPC detector (small dotted blue line).
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causing a much higher internal background rate. To study this, the rate of alphas
between the surface run and the underground run can be compared. For this purpose,
an alpha is defined as a track with a range greater than 10 mm and an energy greater
than 500 keV. No other requirements are placed other than avoidance of sparks. With
these requirements, in the top camera, the rate on the surface is 0.0253+0.0006 Hz,
and underground the rate is 0.0278+0.0008 Hz. While the rate underground is slightly
higher than the surface rate, it is clearly not sufficient to explain the discrepancy.
The rates of physics backgrounds are summarized in Table 5.2
Background Surface (Hz) Underground (Hz)
Neutron Flux (calculated) 6.42 x 10-5 1.6 x 10-10
Alpha Contamination (measured) 0.0253t0.0006 0.0278+0.0008
Table 5.2: Rates of potential physics background events on the surface and under-
ground. Neutron rates from the surface are calculated in [18] and [12] and then scaled
by exposure, efficiency, and total neutron flux from [19] for underground. Alpha con-
tamination rates are for the top camera of the 10L detector, measured in data.
The main difference between above-ground and underground data is that above-
ground data was taken with 5 s exposures and underground data was taken with
1 s exposures. To see if this had a major effect, 87,000 5 s exposures were taken
and processed with the same cuts as the 1 s exposures. One cut had to be added,
to ensure that the centroid (x-y position) of the track was located within the track.
This cut had no effect on the 1 s data when added to that analysis. The rates for
tracks passing each cut in this data set are shown in Table 5.3.
These rates show that there is a major difference between the two exposure times,
and the rates for 5 s exposures are slightly lower than the above-ground rates, as might
be expected. The reason for this difference is not yet clear, and there is a program of
measurements ongoing to understand the difference in noise rates. A limit from this
abbreviated data set is also shown in Fig. 5-21, and is considerably better than the
limit for the 1 s exposures, with a minimum at m. =100 GeV of 9.8x 10--4 cm 2 and
approaches the surface run data.
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Camera
081264 100439 Total
Cut Number Rate (Hz) Number Rate (Hz) Number Rate (Hz)
Non-Spark Images 71223 73016
All Tracks 196474 0.552 138874 0.380 335348 0.932
Non-RBI 28182 0.0791 29834 0.0817 58016 0.161
Non-Worm 3958 0.0111 5061 0.0138 9019 0.0250
Fiducial 272 0.000764 227 0.000623 499 0.00139
50 < E < 300 (keV) 144 0.000404 111 0.000304 255 0.000708
Non-Cutoff 60 0.000168 36 0.0000986 96 0.000267
Remerge 31 0.0000871 26 0.0000712 57 0.000158
Non-Edge Spark 31 0.0000871 26 0.0000712 57 0.000158
Non-Spacer 22 0.0000618 18 0.0000493 40 0.000111
80 < E < 200 (keV) 9 0.0000253 7 0.0000191 16 0.0000444
Table 5.3: Rates of events passing each cut for 87000 5 s exposures on each side of
the camera, using the same cuts as for the 1 s data in Table 5.1. Two alpha sources
were deployed in the top chamber.
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Chapter 6
Conclusions
This work has looked at searches for two different types of rarely interacting matter-
cosmic relic neutrinos and dark matter-in the universe. In both cases, no evidence
was found for the particle, however, the work in both cases points to important
considerations for future research.
In the case of the cosmic relic neutrinos, it is obvious that the limiting factor
for discovery is the small amount (40pg) of tritium in KATRIN. Furthermore, be-
cause KATRIN operates at the maximum tritium source column density, the only
way to scale the technology is to scale the cross sectional area of the apparatus.
To even approach a feasible amount of tritium, a super-KATRIN would have to be
unimaginably largemany kilometers in diameter for the spectrometer. Therefore, a
new technology is necessary. One such proposed technology is microwave antenna de-
tection of synchrotron radiation from decay electrons in a magnetic field, as described
by the Project 8 collaboration [78]. This technology may be scalable enough to reach
the large tritium masses needed for a successful search, but is still in very early stages
of development.
By contrast with KATRIN, this work shows that the DMTPC technology is still
very much in development, especially with regards to backgrounds to directional
searches. This work has enumerated many of the backgrounds to a directional search
using this technology, and also has shown that there are still unknown backgrounds.
As described in Section 5.6, there is an ongoing set of measurements with differ-
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ent exposure times in order to try and resolve the difference between the 1 s and
5 s exposures. Additionally, fully commissioning and incorporating the charge read-
out information may be able to distinguish camera backgrounds from physics back-
grounds [79], and especially provide a way to remove worm and cutoff events without
the efficiency drag of the current methods. These two activities will point the way to
understanding the result of this work, vital for understanding if the background for
this technology can be reduced sufficiently for a competitive dark matter search.
The DMTPC collaboration is also currently building its next generation prototype,
the four-shooter, which has approximately twice the active mass and four cameras.
This detector also has been constructed with more care as to the cleanliness of the
interior components, including the use of copper rings for the field cage instead of
steel, reducing the internal uranium and thorium decay chain (and therefore alpha)
contamination. Additionally, the cameras of this detector are arranged such that the
whole area of the drift cage-amplification region is imaged, which allows a much more
thorough study of where internal backgrounds originate than was possible in the 10L.
It is clear that the current backgrounds are too high to make DMTPC currently
competitive in the field. However, the ongoing program has a lot of power to address
these backgrounds and hopefully reduce them to the point where the power of direc-
tionality can be brought to bear to search for dark matter. As the non-directional
dark matter experiments grow in size and sensitivity, it is likely that there will be
more claims of dark matter detection. Already there is tension between experiments,
especially those with annual oscillation signals and those which do not do a time-
dependent analysis. Directionality is a powerful way to determine the validity of
these claims, as shown by Green and Morgan, and the development of directional
technology should be a priority for the field in order to be ready for the time when it
will be vital.
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