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Abstract
The exact conditions for density functionals and density matrix functionals in terms of fractional charges and
fractional spins are known, and their violation in commonly used functionals has been shown to be the root
of many major failures in practical applications. However, approximate functionals are not normally expressed
in terms of the fractional variables. Here we develop a general framework for extending approximate density
functionals and many-electron theory to fractional-charge and fractional-spin systems. Our development allows
for the fractional extension of any approximate theory that is a functional of G0, the one-electron Green’s function
of the non-interacting reference system. The extension to fractional charge and fractional spin systems is based on
the ensemble average of the basic variable, G0. We demonstrate the fractional extension for the following theories:
(1) any explicit functional of the one-electron density, such as the local density approximation and generalized
gradient approximations; (2) any explicit functional of the one-electron density matrix of the non-interacting
reference system, such as the exact exchange functional (or Hartree-Fock theory) and hybrid functionals; (3)
many-body perturbation theory; and (4) random-phase approximations. A general rule for such an extension
has also been derived through scaling the orbitals and should be useful for functionals where the link to the
Green’s function is not obvious. The development thus enables the examination of approximate theories against
known exact conditions on the fractional variables and the analysis of their failures in chemical and physical
applications in terms of violations of exact conditions of the energy functionals. The present work should facilitate
the calculation of chemical potentials and fundamental band gaps with approximate functionals and many-electron
theories through the energy derivatives with respect to the fractional charge. It should play an important role in
developing accurate approximate density functionals and many-body theory.
PACS numbers:
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I. INTRODUCTION
Exact conditions for the ground-state energy of many-electron systems play a very important role in the
development and understanding of approximate density functional and many body theories. Particularly
relevant are the exact conditions for fractional charges [1] and fractional spins [2, 3], that have highlighted
some key failures of approximate density functionals which are connected to major failures in chemical and
physical applications [4] associated with the dissociation of molecular ions, polarizabilities, barrier heights,
magnetic properties, fundamental band-gaps and strongly-correlated systems.
The main problem of DFT to give accurate energy gaps in finite and bulk systems can be traced to the
delocalization error, which is defined as the deviation of a given approximate functional from the exact
linear behavior in fractional charges[5]. Consequently, most approximate functionals tend to over-delocalize
the added electron or hole or give unphysically low energies for delocalized electrons. . The consequences of
the delocalization error can be seen not only in the prediction of derivative properties such as band gaps and
charge transfer excitations[6], or the energy of stretched molecular ions [7], but also in thermochemistry and
structures of molecules at equilibrium [8, 9]. Progress has been made in designing functionals with reduced
delocalization error [10–14]. Because of the delocalization error, currently, reliable band gap prediction is
dependent on the use of many-body Green’s function theory, such as the GW approximation [15].
Analogously, it has been proven [2] that fractional spins arise in systems with large static correlation
energy (strongly correlated systems). Static correlation error of approximate functionals is defined as the
deviation in the energy of fractional-spin states from the constancy condition defined by the energy of
the comprising pure spin states. This leads to another set of different failures in DFT such as incorrect
chemical bond dissociation or failure for the band structure prediction of Mott insulators [2, 3].
The simple physical picture of fractional charges and fractional spins comes from molecular dissociation
[16]. For example, fractional-charge hydrogen atoms result from the dissociation of H+2 [7], and fractional-
spin hydrogen atoms from the dissociation of H2 [2]. This is key as it makes possible the direct numerical
verification for the fractional extensions of approximate theories: The fractional-charge or fractional-spin
calculations have to yield energies that agree with the limits of the corresponding molecular dissociation
[17].
For the extension of approximate functionals of the density or the first-order density matrix to fractional
charges, N + δ (0 < δ < 1), the ensemble average of the density [1] or the one-electron density matrix [16]
can be used
ρ1(N + δ) = (1− δ)ρ1(N) + δρ1(N + 1). (1)
This leads to the simple extension of fractional occupation of the orbitals, ρ1(r, r
′) =
∑
i niφi(r)φi(r
′), which
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has enabled the extension of methods such as local density approximation (LDA), generalized gradient
approximation (GGA) or Hartree-Fock (HF) to fractional charge and fractional spins [2, 18, 19].
These exact conditions for fractional charges and fractional spins are just as important for many-
body theory based methods, where an extension to fractional occupations is still required. However, this
generalization is not always a trivial question because the basic variable is no longer the density or the
one-particle density matrix. Furthermore, the extension to fractional occupations does not correspond to
a finite temperature formulation of the theory evaluated at T=0 to linearly combine the energies in the
traditional ensemble perspective. For Møller Plesset theory (MP2) and the random phase approximation
(RPA)[20] [21, 22], which depend on the unoccupied orbitals and eigenvalues, the basic variable is the one-
electron Green’s function, which now plays the same role as the one-electron density matrix for approximate
density functionals. The fractional extensions have been made for the Møller Plesset theory (MP2) [23]
and for the random phase approximation [24, 25], but without rigorous derivation.
In this work, we will show that the basic variable is an ensemble average of the one-electron Green’s
function for the non-interacting systems. As it will be shown, this result agrees with the Eq. (1) and allows
the correct extension of many-body methods to fractional charges and fractional spins.
II. FRACTIONAL CHARGES AND FRACTIONAL SPINS BASED ON ONE-ELECTRON
GREEN’S FUNCTIONS
There is a large class of approximate functionals or many-electron theories, which can be cast as func-
tionals of the one-electron Green’s function of the non-interacting reference system. Because the electron
density and the first-order density matrix for the non interacting reference system is given by the one-
electron Green’s function, thus common functionals of the density or the one-electron density matrix are
included.
The one-electron Green’s function of an N -electron system in its ground state
∣∣∣ΨN0 〉 is defined as
GN(i, j; t− t′) = −i
〈
ΨN0
∣∣∣T (ai(t)a†j(t′))∣∣∣ΨN0 〉 , (2)
in terms of the time ordering operator T and the creation a† and annihilation a operators. Note that the
index i includes spin. In terms of combined spatial and spin coordinates x
GN(x,x′; t− t′) = −i
〈
ΨN0
∣∣∣T (ψˆ(x, t)ψˆ†(x′, t′))∣∣∣ΨN0 〉
=
∑
ij
GN (i, j; t− t′)φi(x)φ∗j(x′), (3)
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with the field operators,
ψˆ(x, t) =
∑
i
φi(x)ai(t) (4)
ψˆ†(x, t) =
∑
i
φ∗i (x)a
†
i (t) (5)
expressed as linear combinations of creation and annihilation operators where the coefficients are the single
particle spin orbitals {|φi〉} and the sums run over all possible single particle states.
The one-electron Green’s function can also be expressed in terms of a complete set of eigenstates{∣∣∣ΨN+1m 〉} and eigenvalues {EN+1m } of the system Hamiltonian:
GN (i, j; t− t′) = −i
{
θ(t− t′)
∑
m
ei(E
N
0 −E
N+1
m )(t−t
′)〈ΨN0
∣∣∣ai∣∣∣ΨN+1m 〉〈ΨN+1m ∣∣∣a†j∣∣∣ΨN0 〉
−θ(t′ − t)
∑
n
ei(E
N
0 −E
N−1
n )(t
′−t)
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉
}
, (6)
which leads to the Lehmann representation in energy, given by the Fourier transform
GN(i, j;E) =
∫ +∞
−∞
d(t− t′)eiE(t−t′)GN(i, j; t− t′)
=
∑
m
〈
ΨN0
∣∣∣ai∣∣∣ΨN+1m 〉〈ΨN+1m ∣∣∣a†j∣∣∣ΨN0 〉
E − (EN+1m −EN0 ) + iη
+
∑
n
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉
E − (EN0 −EN−1n )− iη
(7)
For a non-interacting system that is described by a normalized Slater determinant ΦN0 with one-electron
orbitals {|φi〉} and orbital energies {εi}, its single-particle Green’s function is given by
G0,N(i, j; t− t′) = −i
〈
ΦN0
∣∣∣T (ai(t)a†j(t′))∣∣∣ΦN0 〉
= −iδije−iεi(t−t′) {θ(t− t′)θ(i− F )− θ(t′ − t)θ(F − i)} , (8)
where F is a number larger than the index for the highest occupied orbital but smaller than the index for
the lowest unoccupied orbital. In coordinate and spin space
G0,N(x,x′; t− t′) = −i
〈
ΦN0
∣∣∣T (ψˆ(x, t)ψˆ†(x′, t′))∣∣∣ΦN0 〉 (9)
=
∑
ij
G0,N(i, j; t− t′)φi(x)φ∗j (x′). (10)
In energy representation,
G0,N(i, j;E) =
∫ +∞
−∞
d(t− t′)eiE(t−t′)G0,N(i, j; t− t′) (11)
= δij
{
θ(i− F )
E − εi + iη +
θ(F − i)
E − εi − iη
}
, (12)
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and
G0,N(x,x′;E) =
∑
ij
G0,N(i, j;E)φi(x)φ
∗
j(x
′)
=
∑
i>F
1
E − εi + iηφi(x)φi(x
′)∗ +
∑
i<F
1
E − εi − iηφi(x)φi(x
′)∗
=
∑
a
1
E − εa + iηφa(x)φa(x
′)∗ +
∑
i
1
E − εi − iηφi(x)φi(x
′)∗ (13)
where a, b, c, d are particle indexes (unoccupied), i, j, k, l are hole indexes (occupied) and m,n, o, p are
general indexes. Sometimes, i, j, k, l are used for general indexes, in specific cases as in Eqs. (2).
To make the extension to fractional charge and fractional spin systems, we construct an ensemble of
systems that are described with the same non-interacting reference Hamiltonian. For a fractionally charged
system with N + δ electrons, where the spin character of the additional fractional charge δ is expressed
through the orbital and its corresponding occupation number ni, we define the single-particle Green’s
function as the following ensemble average
G0,N+δ(i, j; t− t′) = (1− δ)G0,N(i, j; t− t′) + δG0,N+1(i, j; t− t′)
= −iδije−iεi(t−t′) {θ(t− t′)(1− ni)− θ(t′ − t)ni} (14)
or
G0,N+δ(i, j;E) = (1− δ)G0,N(i, j;E) + δG0,N+1(i, j;E)
= δij
{
(1− ni)
E − εi + iη +
ni
E − εi − iη
}
. (15)
where ∑
i
ni = N + δ (16)
In coordinate and spin space,
G0,N+δ(x,x′;E) =
∑
ij
G0,N+δ(i, j;E)φi(x)φ
∗
j(x
′)
=
∑
i≥F
(1− ni)
E − εi + iηφi(x)φi(x
′)∗ +
∑
i≤F
ni
E − εi − iηφi(x)φi(x
′)∗
=
∑
a
1
E − εa + iη φ˜a(x)φ˜a(x
′)∗ +
∑
i
1
E − εi − iη φ˜i(x)φ˜i(x
′)∗ (17)
Fractional occupations occur only at the frontier levels, because we require the non-interacting ground
state representation of an interacting system.
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We have extended the index a for unoccupied orbital (particle) to include fractionally unoccupied states,
and index i for occupied states (hole) to include fractionally occupied states. We also introduce the
occupation-scaled unoccupied orbitals
φ˜a(x1) =
√
1− naφa(x1) (18)
and the occupation-scaled occupied orbitals
φ˜i(x2) =
√
niφi(x2). (19)
Our extension allows the direct incorporation of fractional charges and spins into many-body theories based
on Green’s functions.
The expression G0,N+δ(x,x′;E) Eq. (17), is the key result, which underlies a simple rule for extending
approximate density functionals and many-body theories to fractional charges and fractional spins: Notice
that G0,N+δ(x,x′;E) has the same form as G0,N(x,x′;E), except that i) the parent orbitals need to be
replaced by the occupation-scaled orbitals, ii) the set of occupied orbitals includes fractionally occupied
ones, and iii) the set of unoccupied orbitals includes the fractionally unoccupied ones. Thus fractional
orbitals enter into both sets: as fractionally occupied, and as fractionally unoccupied.
Because the fractional orbitals enter into the formalism as fractional hole/occupied orbital and also
as fractional particle/unoccupied orbital, the matrix representation for G0,N+δ(i, j;E) can be written in
the extended matrix of (no + nf + nf + nu), where no is the number of (fully) occupied orbitals, nf is
the number of fractional orbitals, and nu is the number of fully unoccupied orbitals. G
0,N+δ(i, j;E) is a
diagonal matrix with four blocks of states: occupied states of the size no , fractional occupied state of the
size nf , fractional unoccupied states of the size nf , and unoccupied states of the size nu. The structure is
G0,N+δ =

1
E−εi−iη
ni
E−εi−iη
(1−ni)
E−εi+iη
1
E−εi+iη
 . (20)
Note that in Eq.(20), the Green’s function has been unfolded into a matrix with the dimension of (no +
nf + nf + nu), larger than (no + nf + nu), which is the dimension of all one-electron states. In this way,
the matrix elements in orbital space in Eq.(20) are different from those in Eq.(15), but they have the same
real-space representation of Eq. (17).
In the following, we apply the fractional extension G0,N+δ in various approximations and work out the
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details of the extension to various types of approximate functionals in many-body theory. Remarkably, in
all the cases the simple extension rule applies.
III. HARTREE FOCK AND PERTURBATION THEORY
A. The density and density matrix from one-particle Green’s functions
The non-interacting one-electron density matrix, corresponding the hole part in the many-body lan-
guage, is given by
ρs(i, j) =
∫ +∞
−∞
dE
2pii
eiEηG0,N+δ(i, j;E)
=
∫
C↑
dE
2pii
G0,N+δ(i, j;E)
= −iG0,N+δ(i, j; t, t+)
= δijni, (21)
where the integration along the path C ↑ is the integration from −∞ to +∞ and closed on the negative
side of the complex E plane. Analogously the non-interacting particle matrix of many body-theory (the
virtual state density) is
ρ¯s(i, j) =
∫ +∞
−∞
dE
2pii
e−iEηG0,N+δ(i, j;E)
= iG0,N+δ(i, j; t+ − t)
= δij(1− ni). (22)
In coordinate and spin space
ρs(x,x
′) =
∑
ij
ρs(i, j)φi(x)φ
∗
j(x
′)
= −iG0,N+δ(x,x′; t, t+)
=
∑
i
niφi(x)φ
∗
i (x
′), (23)
and
ρ¯s(x,x
′) =
∑
ij
ρ¯i,jφi(x)φ
∗
j(x
′)
=
∑
i
(1− ni)φi(x)φ∗i (x′), (24)
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such that
ρs(x,x
′) + ρ¯s(x,x
′) = δ(x− x′). (25)
The electron density can thus be expressed in terms of the occupation numbers as
ρ(x) =
∑
i
niφi(x)φ
∗
i (x) (26)
This equation is consistent with previous work [2, 3, 18] for any functional of ρ(x) or ρs(x,x
′) such as
LDA, GGA or HF. Here and hereafter, we suppress the superscripts “N + δ” for the density and particle
matrix for the non-interacting fractional reference systems, when the fractional context is unambiguous.
B. Perturbation theory based on one-particle Green’s functions
We will derive energy functionals of G0,N+δ within the perturbation theory. The many-electron Hamil-
tonian is given by
H =
∑
i
(
−1
2
∇2i + vext(ri)
)
+
∑
i 6=j
v(rij), (27)
or equivalently in Fock space,
H =
∑
ij
hija
†
iaj +
1
2
∑
ijkl
〈ij|kl〉a†ia†jalak
=
∑
ij
hija
†
iaj +
1
4
∑
ijkl
〈ij||kl〉a†ia†jalak, (28)
where
hij = 〈φi| − 1
2
∇2 + vext(r)|φj〉 = 〈i| − 1
2
∇2 + vext(r)|j〉, (29)
and
〈ij|kl〉 =
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
j(x2)v(r12)φk(x1)φl(x2), (30)
〈ij||kl〉 = 〈ij|kl〉 − 〈ij|lk〉. (31)
Consider a non-interacting reference system which can have a local or non-local potential vs = vext+ u,
of the form vs(x) or vs(x,x
′) respectively, as determined by the nature of u,(
−1
2
∇2 + vext + u
)
|φi〉 = εi |φi〉 . (32)
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The equation for the Green’s function of the physical interacting system is
[E − (h+ u+ Σ∗)]G(E) = I (33)
and the corresponding Dyson equation
G(E) = G0(E) +G0(E)Σ∗(E)G(E) (34)
The irreducible self energy Σ∗(E), expanded up to second-order perturbation in the electron-electron
interaction [26], is given by
Σ∗(k, l, E) = −〈k|u|l〉+ λΣ∗(1)(k, l, E) + λ2Σ∗(2)(k, l, E) (35)
where λ is the order parameter representing the electron-electron interaction, and the first- and second-
order contributions are
Σ∗(1)(i, j, E) =
∫
C↑
dE ′
2pii
∑
kl
〈ik||jl〉G0(l, k;E ′) (36)
=
∑
kl
〈ik||jl〉ρs(l, k)
=
∑
k
〈ik||jk〉nk
= Jij −Kij , (37)
and
Σ∗(2)(i, j, E) = −1
2
∫ +∞
−∞
dE1
2pii
∫ +∞
−∞
dE2
2pii∑
klm
∑
npq
〈ik||lm〉〈np||jq〉G0(l, n;E1)G0(m, p;E2)G0(q, k;E1 + E2 − E)
=
1
2
∑
lmq
〈iq||lm〉〈lm||jq〉
{
(1− nl)(1− nm)nq
E − εl − εm + εq + iη +
nlnm(1− nq)
E − εl − εm + εq − iη
}
. (38)
For the details of the integration leading to Eq. (38), see Section A2 of the Appendix.
Now we introduce the Hamiltonian H(λ) as a function of the coupling parameter λ
H(λ) = H0 + λH1 (39)
where
H0 =
∑
ij
(hij + uij)a
†
iaj
=
∑
i
εia
†
iai, (40)
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and
H1 =
1
2
∑
ijkl
〈ij|kl〉a†ia†jalak −
∑
ij
uija
†
iaj .
=
1
2
∑
ijkl
〈ij|kl〉a†ia†jalak −
∑
ij
uija
†
iaj . (41)
Thus, H(0) = H0, H(1) = H0 +H1 = H . Then the total energy as a function of λ is
E(λ) =
〈
ΨN0 (λ) |H(λ)|ΨN0 (λ)
〉
, (42)
and its derivative is
dE(λ)
dλ
=
〈
ΨN0 (λ) |H1|ΨN0 (λ)
〉
. (43)
The total energy E(1) for the physical system is given by
E(1)−E(0)
=
1∫
0
dλ
〈
ΨN0 (λ) |H1|ΨN0 (λ)
〉
=
1∫
0
dλ
{
−
∑
ij
uij
〈
ΨN0 (λ)
∣∣∣a†iaj∣∣∣ΨN0 (λ)〉+ 12∑
ijkl
〈ij|kl〉
〈
ΨN0 (λ)
∣∣∣a†ia†jalak∣∣∣ΨN0 (λ)〉
}
, (44)
where we suppress the index of λ in ai. This equation will lead to various useful expressions of the total
energy in terms of Green’s functions, G0(E) and G(E), and the self energies.
Using the equation of motion, we obtain, with details given in Section (A3) of the Appendix, E(1) in
terms of Gλ(E) and the irreducible self energy Σ∗λ(E)
E(1)−E(0) = 1
2
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTr
(
−u+ 1
λ
Σ∗λ(E)
)
Gλ(E). (45)
Using the Dyson equation
Gλ(E) = G0(E) +G0(E)Σλ(E)G0(E), (46)
in terms of the reducible self-energy Σλ(E),
Σλ(E) = Σ∗λ(E) +Σλ(E)G(E)Σ∗λ(E)
= Σ∗λ(E) +Σ∗λ(E)G0(E)Σλ(E) (47)
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we obtain E(1) in terms of the reducible self-energy Σλ(E) and G0(E):
E(1)− E(0) = 1
2
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTr
[
−u (G0(E) +G0(E)Σλ(E)G0(E))+ 1
λ
Σλ(E)G0(E)
]
(48)
We now use Eq. (47) and express Σλ(E) in terms of the irreducible self-energy Σ∗λ(E) and G0(E):
Σλ(E) = Σ∗λ(E)
[
1−G0(E)Σ∗λ(E)]−1 , (49)
which can be used to obtain the perturbation expansion for Σλ(E) to input into Eq. (48) to obtain the
total energy. In addition, from Eq. (45), and using
(
Gλ(E)
)−1
= (G0(E))
−1 −Σ∗λ(E), we have
E(1)− E(0) = 1
2
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTr
(
−u+ 1
λ
Σ∗λ(E)
)((
G0(E)
)−1 −Σ∗λ(E))−1 , (50)
which expresses the total energy directly in terms of the irreducible self-energy Σ∗(E) and G0(E).
To second order, using Eq.(35) in Eq. (47)
Σλ(E) =
[−λu+ λΣ∗(1)(E) + λ2Σ∗(2)(E)]
+
[−λu+ λΣ∗(1)(E) + λ2Σ∗(2)(E)]G(E) [−λu+ λΣ∗(1)(E) + λ2Σ∗(2)(E)]+ ...
=
[−λu+ λΣ∗(1)(E) + λ2Σ∗(2)(E)]+ [−λu+ λΣ∗(1)(E)]G(E) [−λu+ λΣ∗(1)(E)]+ ...
= λ
[−u+Σ∗(1)(E)]+ λ2 {Σ∗(2)(E) + [−u+Σ∗(1)(E)]G(E) [−u+Σ∗(1)(E)]}+ ..., (51)
which will be used to derive the perturbation energy functional.
1. Perturbation energy up to the first order
We now consider Eq. 51 up to first order, Σλ(E) = λ
[−u+Σ∗(1)(E)]. Then, collecting the terms of
order λ0 in the integrand of Eq. (48) gives
E(1) = E(0) +
1
2
1∫
0
dλ
λ
∫ +∞
−∞
dE
2pii
eiEηTr
{
λ
[−2u+Σ∗(1)(E)]G0(E)}
=
∑
i
(hii + uij)ni +
[
−
∑
i
uiini +
1
2
∑
k
〈ik||ik〉nkni
]
=
∑
i
hiini +
1
2
∑
ki
〈ik||ik〉nkni (52)
which is just the Hartree-Fock energy functional for fractional systems.
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2. Perturbation energy up to the second order
Consider Eq. (51) up to second order and collect the terms of order λ1 in the integrand of Eq. (48),
then
E(2) =
1
2
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTr{−u (G0(E) (λ [−u+Σ∗(1)(E)])G0(E))
+
1
λ
λ2
(
Σ∗(2)(E) +
[−u+Σ∗(1)(E)]G(E) [−u+Σ∗(1)(E)])G0(E)}
=
1
4
∫ +∞
−∞
dE
2pii
eiEηTr{Σ∗(2)(E)G0(E) + [−2u+Σ∗(1)(E)]G(E) [−u+Σ∗(1)(E)]G0(E)} (53)
Using Eq. (A20),
1
4
∫ +∞
−∞
dE
2pii
eiEηTr{Σ∗(2)(E)G0(E)}
=
1
4
∑
ilmq
〈iq||lm〉〈lm||iq〉(1− nl)(1− nm)nqni
εi + εq − εl − εm .
With HF orbitals where −u+Σ∗(1)(E) = 0, the second order energy is given by
E(2) =
1
4
∑
ilmq
〈iq||lm〉〈lm||iq〉(1− nl)(1− nm)nqni
εi + εq − εl − εm , (54)
which is the fractional extension of the MP2 energy used previously [23]. We attributed originally this
fractional extension to the finite-temperature extension of second-order perturbation theory [27], with
the fractional occupations from finite temperature excitations. However, the current derivation has been
developed for systems with fractional charges and spins at zero temperature.
Straightforwardly, we can obtain the derivatives with respect to the occupation numbers of the MP2
second order energy
∂E(2)
∂ni
=
1
4
∑
lmq
〈ij||lm〉〈lm||ij〉2(1− nl)(1− nm)njni
εi + εj − εl − εm
−1
4
∑
jkm
〈jk||im〉〈lm||im〉2 (1− nm)njnk
εj + εk − εi − εm
=
1
2
∑
lmq
〈iq||lm〉〈lm||iq〉
{
(1− nl)(1− nm)nq
εi − εl − εm + εq +
nlnm(1− nq)
εi − εl − εm + εq
}
= Σ∗(2)(i, i, εi), (55)
where −u +Σ∗(1)(E) = 0 has again been used. These derivatives have previously been used to calculate
the MP2 gap of some atoms and molecules [23].
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IV. POLARIZATION PROPAGATORS AND RANDOM PHASE APPROXIMATIONS
Moving forward, we consider partial summation of perturbation theory based on the random phase
approximation. The particle-hole two-particle Green’s function is defined as
Gph(x1,x2, t1 − t2) = −i
〈
ΨN0
∣∣∣T (ψˆ†(1)ψˆ(1)ψˆ†(2)ψˆ(2))∣∣∣ΨN0 〉
= −i 〈ΨN0 |T (ρˆ(1)ρˆ(2))|ΨN0 〉
= −i{θ(t1 − t2) 〈ΨN0 |ρˆ(1)ρˆ(2)|ΨN0 〉 + θ(t2 − t1) 〈ΨN0 |ρˆ(2)ρˆ(1)|ΨN0 〉}
= −i
{
θ(t1 − t2)
∑
n
ei(E
N
0 −E
N
n )(t1−t2)
〈
ΨN0
∣∣ρˆ(x1) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x2)∣∣ΨN0 〉
+θ(t2 − t1)
∑
n
ei(E
N
0 −E
N
n )(t2−t1)
〈
ΨN0
∣∣ρˆ(x2) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x1)∣∣ΨN0 〉
}
. (56)
The Lehmann representation in energy is given by
Gph(x1,x2, E) =
∫ +∞
−∞
d(t1 − t2)eiE(t1−t2)Gph(x1,x2, t1 − t2)
=
∑
n
〈
ΨN0
∣∣ρˆ(x1) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x2)∣∣ΨN0 〉
E − (ENn −EN0 ) + iη
−
∑
n
〈
ΨN0
∣∣ρˆ(x2) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x1)∣∣ΨN0 〉
E − (EN0 − ENn )− iη
.(57)
Considering the density operator in terms of the field operators
ρˆ(x1) = ψˆ
†(1)ψˆ(1)
=
∑
j
φ∗j(x1)a
†
j(t1)
∑
i
φi(x1)ai(t1)
leads to the diagonal elements
Gph(x1,x2; t1 − t2) =
∑
ijkl
φ∗j(x1)φi(x1)φ
∗
k(x2)φl(x2)Gph(i, j; k, l; t1 − t2), (58)
and
Gph(x1,x2;E) =
∑
ijkl
φ∗j(x1)φi(x1)φ
∗
k(x2)φl(x2)Gph(i, j; k, l;E), (59)
where we have used the four-point Green’s function
Gph(i, j; k, l; t1 − t2) = −i
〈
ΨN0
∣∣∣T (a†j(t1)ai(t1)a†k(t2)al(t2))∣∣∣ΨN0 〉
= −i{θ(t1 − t2)
∑
n
ei(E
N
0
−ENn )(t1−t2)
〈
ΨN0
∣∣∣a†jai∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†kal∣∣∣ΨN0 〉
+θ(t2 − t1)
∑
n
ei(E
N
0 −E
N
n )(t2−t1)
〈
ΨN0
∣∣∣a†kal∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†jai∣∣∣ΨN0 〉}. (60)
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Thus,
Gph(i, j; k, l;E) =
∑
n
〈
ΨN0
∣∣∣a†jai∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†kal∣∣∣ΨN0 〉
E − (ENn − EN0 ) + iη
−
∑
n
〈
ΨN0
∣∣∣a†kal∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†jai∣∣∣ΨN0 〉
E − (EN0 − ENn )− iη
. (61)
Similarly the polarization propagator in the spin and coordinate space is defined as
Π(x1,x2; t1 − t2) = −i
{〈
ΨN0 |T (ρˆ(1)ρˆ(2))|ΨN0
〉− 〈ΨN0 |ρˆ(1)|ΨN0 〉 〈ΨN0 |ρˆ(2)|ΨN0 〉}
= −i
{
θ(t1 − t2)
∑
n 6=0
ei(E
N
0
−ENn )(t1−t2)
〈
ΨN0
∣∣ρˆ(x1) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x2)∣∣ΨN0 〉
+θ(t2 − t1)
∑
n 6=0
ei(E
N
0
−ENn )(t2−t1)
〈
ΨN0
∣∣ρˆ(x2) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x1)∣∣ΨN0 〉
}
(62)
or
Π(x1,x2;E) =
∑
n 6=0
〈
ΨN0
∣∣ρˆ(x1) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x2)∣∣ΨN0 〉
E − (ENn −EN0 ) + iη
−
∑
n 6=0
〈
ΨN0
∣∣ρˆ(x2) ∣∣ΨNn 〉 〈ΨNn ∣∣ ρˆ(x1)∣∣ΨN0 〉
E − (EN0 − ENn )− iη
(63)
The four-point polarization propagators are
Π(i, j; k, l; t1 − t2) = −i
{〈
ΨN0
∣∣∣T (a†j(t1)ai(t1)a†k(t2)al(t2))∣∣∣ΨN0 〉− 〈ΨN0 ∣∣∣a†jai∣∣∣ΨN0 〉〈ΨN0 ∣∣∣a†kal∣∣∣ΨN0 〉}
= −i
{
θ(t1 − t2)
∑
n
ei(E
N
0
−ENn )(t1−t2)
〈
ΨN0
∣∣∣a†jai∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†kal∣∣∣ΨN0 〉
+θ(t2 − t1)
∑
n
ei(E
N
0
−ENn )(t2−t1)
〈
ΨN0
∣∣∣a†kal∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†jai∣∣∣ΨN0 〉
}
−
〈
ΨN0
∣∣∣a†jai∣∣∣ΨN0 〉〈ΨN0 ∣∣∣a†kal∣∣∣ΨN0 〉
= Gph(j, i; k, l; t1 − t2)−
〈
ΨN0
∣∣∣a†jai∣∣∣ΨN0 〉〈ΨN0 ∣∣∣a†kal∣∣∣ΨN0 〉, (64)
or
Π(i, j; k, l;E) =
∑
n 6=0
〈
ΨN0
∣∣∣a†jai∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†kal∣∣∣ΨN0 〉
E − (ENn − EN0 ) + iη
−
∑
n 6=0
〈
ΨN0
∣∣∣a†kal∣∣∣ΨNn 〉〈ΨNn ∣∣∣a†jai∣∣∣ΨN0 〉
E − (EN0 −ENn )− iη
= Gph(i, j; k, l;E)− 2piδ(E)
〈
ΨN0
∣∣∣a†jai∣∣∣ΨN0 〉〈ΨN0 ∣∣∣a†kal∣∣∣ΨN0 〉. (65)
In coordinate and spin representation x1, the diagonal elements are
Π(x1,x2; t1 − t2) =
∑
ijkl
φ∗j(x1)φi(x1)φ
∗
k(x2)φl(x2)Π(i, j; k, l; t1 − t2), (66)
and
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Π(x1,x2;E) =
∑
ijkl
φ∗j (x1)φi(x1)φ
∗
k(x2)φl(x2)Π(i, j; k, l;E). (67)
The polarization propagator describes the dynamic density-density fluctuation, which can be approximated
in the random phase approximation and leads to an approximate ground state correlation energy
A. Non-interacting Systems
The non-interacting propagator can be evaluated from Eqs. (64 and 65), or it is given by [26]
Π0(i, j; k, l; t1 − t2) = −iG0(i, k; t1 − t2)G0(l, j; t2 − t1)
= −i(−i)δike−iεi(t1−t2) {θ(t1 − t2)θ(i− F )− θ(t2 − t1)θ(F − i)}
(−i)δjle−iεj(t2−t1) {θ(t2 − t1)θ(j − F )− θ(t1 − t2)θ(F − j)}
= −iδikδjlei(εj−εi)(t1−t2) {θ(t1 − t2)θ(i− F )θ(F − j) + θ(t2 − t1)θ(F − i)θ(j − F )} ,(68)
and
Π0(i, j; k, l;E) =
∫ +∞
−∞
dE ′
2pii
G0(i, k;E + E ′)G0(l, j;E ′)
= δikδjl
{
θ(F − j)θ(i− F )
E − (εi − εj) + iη −
θ(F − i)θ(j − F )
E + (εj − εi)− iη
}
(69)
B. Non-interacting systems with fractional charge and fractional spin
Using the key equations, Eqs. (14 and 15), and following the same relationship as the integer cases in
the previous section, we obtain the propagator for fractional systems,
Π0,N+δ(i, j; k, l; t1 − t2) = −iG0,N+δ(i, k; t1 − t2)G0,N+δ(l, j; t2 − t1)
= −iδikδjlei(εj−εi)(t1−t2) {θ(t1 − t2)(1− ni)nj + θ(t2 − t1)ni(1− nj)} , (70)
and
Π0,N+δ(i, j; k, l;E) =
∫ +∞
−∞
dE ′
2pii
G0,N+δ(i, k;E + E ′)G0,N+δ(l, j;E ′)
= δikδjl
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}
. (71)
This is another key equation, which raises several interesting points:
1. Π0,N+δ is not the ensemble average of the N and N + δ systems, whereas G0,N+δ is.
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2. In Π0(i, j; k, l;E), Eq. (69), for integer systems it is obtained that Π0(i, j; k, l;E) = (1−δij)Π0(i, j;E),
because of θ(F − j)θ(i− F ). However, for the Π0,N+δ(i, j; k, l;E), the term i = j is non vanishing in
general, because (1− ni)ni can be non-zero for fractionally occupied orbitals.
3. The index i can be divided into three sets: particle (p) (or unoccupied u), hole (h) (or occupied,
o), and fractional (f). Note the somewhat confusing many-body terms of hole state for i < F , and
particle state for F < i. The particle and hole concept is from the “vacuum” of the Fermi sea, a
particle is obtained by adding it to the state above F and hole is obtained for states below F . In
normal terms, the occupied states (o) are below F , and the unoccupied states (u) are above F . When
appropriate, we will use {a, b, c, d, ...} to denote unoccupied (particle) and fractional unoccupied
states, {i, j, k, l, ...} to denote occupied (hole) and fractional occupied states, and {m,n, o, p, ...} to
denote arbitrary states. In the concept of the “vacuum” of the Fermi sea, the fractional occupied
states are both particle and hole states. In the normal occupied/unoccupied concept, the fractional
occupied states are both occupied and unoccupied (fractionally).
4. Π0,N+δ(i, j; k, l;E) is non-vanishing for the following cases:
(a) (1−ni)nj 6= 0, when j 6 F 6 i; that is j is a hole state (j < F ) or a fractionally occupied state
(j = F ), and i is a particle (F < i) or a fractionally occupied state (F = i).
(b) ni(1 − nj) 6= 0, when i 6 F 6 j; that is i is a hole state or a fractionally occupied state, j is a
particle or a fractionally occupied state.
5. Π0,N+δ(i, j; k, l;E) is a diagonal matrix in the space of (ij × kl) because of δikδjl. Similarly to
Eq. (20), we will use the unfolded matrix representation of the propagator, whose dimension is
dij = 2(no + nf)(nu + nf ), where no is the number of (fully) occupied orbitals, nf the number of
fractionally occupied orbitals, and nu the number of fully unoccupied orbitals. Its structure is given
in Table 1.
In the two-point spin coordinate representation, the fractional propagator is given by
Π0,N+δ(x1,x2; t1 − t2) =
∑
ijkl
φ∗j(x1)φi(x1)φ
∗
k(x2)φl(x2)Π
0,N+δ(i, j; k, l; t1 − t2), (72)
which in the energy form is
Π0,N+δ(x1,x2;E) =
∑
ijkl
φ∗j(x1)φi(x1)φ
∗
k(x2)φl(x2)Π
0,N+δ(i, j; k, l;E)
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Table I: Structure of Π0,N+δ(i, j; k, l;E)
j index
i index o (occupied) of ( occupied fractionally) uf ( unoccupied fractionally) u (unoccupied)
o 0 0 − (1−nj)
E+(εj−εi)−iη
− 1
E+(εj−εi)−iη
of 0 0 − ni(1−nj)
E+(εj−εi)−iη
− ni
E+(εj−εi)−iη
uf (1−ni)
E−(εi−εj)+iη
(1−ni)nj
E−(εi−εj)+iη
0 0
u 1
E−(εi−εj)+iη
nj
E−(εi−εj)+iη
0 0
=
∑
ij
φ∗j(x1)φi(x1)φ
∗
i (x2)φj(x2)
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}
=
∑
ij
ρ¯i(x1,x2)ρj(x2,x1)
E − (εi − εj) + iη −
ρi(x1,x2)ρ¯j(x2,x1)
E + (εj − εi)− iη ,
where the occupied density matrix (hole) is
ρi(x1,x2) = niφi(x1)φ
∗
i (x2) (73)
and the unoccupied density matrix (particle) is
ρ¯i(x1,x2) = (1− ni)φi(x1)φ∗i (x2) (74)
If the orbitals are real, then
ρi(x1,x2) = ρi(x2,x1) (75)
and the second part in Π0,N+δ(x1,x2;E) can be rearranged as∑
ij
ρi(x1,x2)ρ¯j(x2,x1)
E + (εj − εi)− iη =
∑
ij
ρj(x1,x2)ρ¯i(x2,x1)
E + (εi − εj)− iη
=
∑
ij
ρj(x2,x1)ρ¯i(x1,x2)
E + (εi − εj)− iη (76)
therefore
Π0,N+δ(x1,x2;E) =
∑
ij
ρ¯i(x1,x2)ρj(x2,x1)
(
1
E − (εi − εj) + iη −
1
E + (εi − εj)− iη
)
(77)
C. Ground State Energy from the Polarization Propagators
A nice property of the polarization propagator is that it is connected directly to ground state density
matrix and hence the total energy.
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1. Potential Energy from Π(x,y;E)
Consider the interaction energies〈
ΨN0 |V |ΨN0
〉
=
〈
ΨN0 (1) |V |ΨN0 (1)
〉
=
1∫
0
dλ
〈
ΨN0 (λ) |V |ΨN0 (λ)
〉
+
〈
ΨN0 (0) |V |ΨN0 (0)
〉
, (78)
and 〈
ΨN0 (λ) |λV |ΨN0 (λ)
〉
=
1
2
λ
∑
ijkl
〈ij|kl〉
〈
ΨN0 (λ)
∣∣∣a†i (t)a†j(t)al(t)ak(t)∣∣∣ΨN0 (λ)〉
=
1
2
λ
∫ ∫
dxdyv(x,y)
〈
ΨN0 (λ)
∣∣∣ψˆ†(x, t)ψˆ†(y, t)ψˆ(y, t)ψˆ(x, t)∣∣∣ΨN0 (λ)〉 . (79)
The diagonal part of the two particle reduced density matrix (2-rdm) is
2γ2(y,x)
=
〈
ΨN0
∣∣∣ψˆ†(x)ψˆ†(y)ψˆ(y)ψˆ(x)∣∣∣ΨN0 〉
=
〈
ΨN0
∣∣∣−ψˆ†(x)ψˆ†(y)ψˆ(x)ψˆ(y)∣∣∣ΨN0 〉
=
〈
ΨN0
∣∣∣−ψˆ†(x)(δ(x− y)− ψˆ(x)ψˆ†(y)) ψˆ(y)∣∣∣ΨN0 〉
= −δ(x− y)
〈
ΨN0
∣∣∣ψˆ†(x)ψˆ(y)∣∣∣ΨN0 〉
+
〈
ΨN0
∣∣∣ψˆ†(x)(ψˆ(x)ψˆ†(y)) ψˆ(y)∣∣∣ΨN0 〉
= −δ(x− y)ρ(x) + 〈ΨN0 |ρˆ(x)ρˆ(y)|ΨN0 〉
= ρ(x)ρ(y)− δ(x− y)ρ(x) + 〈ΨN0 |(ρˆ(x)− ρ(x)) (ρˆ(y)− ρ(y))|ΨN0 〉
= ρ(x)ρ(y)− δ(x− y)ρ(x) +
∑
n 6=0
〈
ΨN0 |ρˆ(x)|ΨNn
〉 〈
ΨNn |ρˆ(y)|ΨN0
〉
(80)
The last term in the previous equation can be rewritten as∑
n 6=0
〈
ΨN0 |ρˆ(x)|ΨNn
〉 〈
ΨNn |ρˆ(y)|ΨN0
〉
=
∑
n 6=0
∫ ∞
0
dE
−1
pi
Im
∫ 〈
ΨN0 |ρˆ(x)|ΨNn
〉 〈
ΨNn |ρˆ(y)|ΨN0
〉
E − (ENn − EN0 ) + iη
=
∑
n 6=0
∫ ∞
0
dE
−1
pi
Im
[∫ 〈
ΨN0 |ρˆ(x)|ΨNn
〉 〈
ΨNn |ρˆ(y)|ΨN0
〉
E − (ENn −EN0 ) + iη
−
∫ 〈
ΨN0 |ρˆ(y)|ΨNn
〉 〈
ΨNn |ρˆ(x)|ΨN0
〉
E + (ENn − EN0 )− iη
]
=
∑
n 6=0
∫ ∞
−∞
dE
−1
2pi
Im
[〈
ΨN0 |ρˆ(x)|ΨNn
〉 〈
ΨNn |ρˆ(y)|ΨN0
〉
E − (ENn − EN0 ) + iη
−
〈
ΨN0 |ρˆ(y)|ΨNn
〉 〈
ΨNn |ρˆ(x)|ΨN0
〉
E + (ENn −EN0 )− iη
]
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=
−1
2pi
∫ ∞
−∞
dEImΠ(x,y;E)
=
−1
2pii
∫ i∞
−i∞
dEe±ηΠ(x,y;E) (81)
where we have used
∑
n 6=0
〈
ΨN0 |ρˆ(x)|ΨNn
〉 〈
ΨNn |ρˆ(y)|ΨN0
〉
=
∑
n 6=0
〈
ΨN0 |ρˆ(y)|ΨNn
〉 〈
ΨNn |ρˆ(x)|ΨN0
〉
as the
2-rdm is symmetric, γ2(y,x) = γ2(x,y)
Now from the previous equations, we have
2γ2(y,x) = ρ(x)ρ(y)− δ(x− y)ρ(x)− 1
2pi
∫ ∞
−∞
dEImΠ(x,y;E)
= ρ(x)ρ(y)− δ(x− y)ρ(x)− 1
2pii
∫ i∞
−i∞
dEe±iηΠ(x,y;E). (82)
Hence
〈
ΨN0 |V |ΨN0
〉
=
∫ ∫
dxdyv(x,y)γ2(y,x) (83)
=
1
2
∫ ∫
dxdyv(x,y)
[
− 1
2pi
∫ ∞
−∞
dEImΠ(x,y2;E) + ρ(x)ρ(y)− δ(x− y)ρ(x)
]
=
1
2
∫ ∫
dxdyv(x,y)
[
− 1
2pii
∫ i∞
−i∞
dEe±iηΠ(x,y2;E) + ρ(x)ρ(y)− δ(x− y)ρ(x)
]
. (84)
2. Potential Energy from Π(i, j; k, l;E)
Sometime it is desirable to work in the 4-point index space. We can express the potential energy as
〈
ΨN0 |V |ΨN0
〉
=
1
2
∑
ijkl
〈ij|kl〉
〈
ΨN0
∣∣∣a†ia†jalak∣∣∣ΨN0 〉
=
1
4
∑
ijkl
〈ij||kl〉
〈
ΨN0
∣∣∣a†ia†jalak∣∣∣ΨN0 〉
=
∑
ijkl
〈ij|kl〉γ(ij, kl)
=
∑
ijkl
〈ij|V¯ph|kl〉γ(il, jk)
=
1
2
∑
ijkl
〈ij||kl〉γ(ij, kl)
=
1
2
∑
ijkl
〈ij|Vph|kl〉γ(il, jk) (85)
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where we use
γ(ij, kl) =
1
2
〈
ΨN0
∣∣∣a†ia†jalak∣∣∣ΨN0 〉
〈ij|kl〉 =
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
j(x2)v(r12)φk(x1)φl(x2) (86)
and
〈ij||kl〉 = 〈ij|kl〉 − 〈ij|lk〉 (87)
〈ij|Vph|kl〉 = 〈il||jk〉
=
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
l (x2)v(r12)(1− P12)φj(x1)φk(x2) (88)
〈ij|V¯ph|kl〉 = 〈il|jk〉
=
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
l (x2)v(r12)φj(x1)φk(x2) (89)
Using Eq. (65), we have
−1
pi
∫ ∞
−∞
dEImΠ(i, j; k, l;E) = δkiρjl + δljρki − 2ρklρji + 4γjk,il,
which is derived in details in section (A5) in the Appendix. Thus
2γjk,il =
−1
2pi
∫ ∞
−∞
dEImΠ(i, j; k, l;E) + ρklρji − 1
2
(δkiρjl + δljρki)
and for real orbitals, γjk,il = γil,jk .
We now can express the potential energy as
〈
ΨN0 |V |ΨN0
〉
=
∑
ijkl
〈ij|V¯ph|kl〉γil,jk
=
1
2
∑
ijkl
〈ij|V¯ph|kl〉
[−1
2pi
∫ ∞
−∞
dEImΠ(i, j; k, l;E) + ρklρji − 1
2
(δkiρjl + δljρki)
]
=
−1
4pi
∫ ∞
−∞
dEImTr V¯phΠ+
1
2
∫ ∫
dxdyv(x,y) [ρ(x)ρ(y)− δ(x− y)ρ(x)] (90)
Equivalently,
〈
ΨN0 |V |ΨN0
〉
=
1
2
∑
ijkl
〈ij|Vph|kl〉γil,jk
=
−1
8pi
∫ ∞
−∞
dEImTr VphΠ
+
1
4
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
l (x2)v(x1,x2)(1− P12)φj(x1)φk(x2)
[
ρklρji − 1
2
(δkiρjl + δljρki)
]
=
−1
8pi
∫ ∞
−∞
dEImTr VphΠ
+
1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1)ρ(x2)− ρ(x2,x1)ρ(x1,x2))
+
1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1)δ(x2 − x1)− ρ(x1)δ(0)) . (91)
See Section (A6) in the Appendix for details of the derivation.
3. HF energy from Π0,N+δ(x1;x2;E)
Given the HF determinant wavefunction ΦN0 , the potential energy in HF theory is given by
E0pot =
〈
ΦN0 |V |ΦN0
〉
=
∫ ∫
dxdyv(x,y)γ2(y,x)
=
1
2
∫ ∫
dxdyv(x,y)
[
ρ(x)ρ(y)− δ(x− y)ρ(x)− 1
2pi
∫ ∞
−∞
dEImΠ0(x;y;E)
]
(92)
To extend this expression to fractional charges and fractional spins, simply use Π0,N+δ(x1;x2;E) of Eq.
(77), and
− 1
2pi
∫ ∞
−∞
dEImΠ0,N+δ(x1;x2;E) = − 1
2pi
∫ ∞
−∞
dEIm
∑
ij
ρ¯i(x1,x2)ρj(x2,x1)(
1
E − (εi − εj) + iη −
1
E + (εi − εj)− iη
)
=
∑
ij
ρ¯i(x1,x2)ρj(x2,x1)
= ρ¯(x1,x2)ρ(x2,x1). (93)
Thus the last two terms of Eq. (92)
−δ(x1 − x2)ρ(x1)− 1
2pi
∫ ∞
−∞
dEImΠ0,N+δ(x1;x2;E)
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= −δ(x1 − x2)ρ(x2,x1)− 1
2pi
∫ ∞
−∞
dEImΠ0,N+δ(x1;x2;E)
= − (ρ¯(x1,x2) + ρ(x1,x2)) ρ(x2,x1) + ρ¯(x1,x2)ρ(x2,x1)
= −ρ(x1,x2)ρ(x2,x1)
and we have
E0pot =
1
2
∫ ∫
dxdyv(x,y) [ρ(x)ρ(y)− ρ(x1,x2)ρ(x2,x1)] , (94)
which recovers the HF potential energy for fractional systems.
4. Correlation energy
We will use an adiabatic connection, which is more general than Eq. (39), to calculate the total energy.
〈
ΨN0 (λ) |H1|ΨN0 (λ)
〉
=
∫ ∫
dxdyv(x,y)γλ2 (y,x) (95)
with corresponding energy
E(1) = E(0) +
1∫
0
dλ
〈
ΨN0 (λ) |H1|ΨN0 (λ)
〉
(96)
We use a new expression for H1(λ), H(λ) = H0 +H1(λ), such thatH(1) = H0 +H1(1) is the physical
H .
E(1) = E(0) +
1∫
0
dλ
〈
ΨN0 (λ)
∣∣∣∣∂H1∂λ
∣∣∣∣ΨN0 (λ)〉
Let H(λ) = H0 + H1(λ), H(0) = H0 =
∑
ij (hij + u(1)ij) a
†
iaj , and H1(λ) = λV −
∑
ij uij(λ)a
†
iaj ; then
E(0) = Trρ0(h+ u(1)), and
E(1)−E(0)
=
1∫
0
dλ
[〈
ΨN0 (λ) |V |ΨN0 (λ)
〉−〈ΨN0 (λ)
∣∣∣∣∣∑
ij
∂uij(λ)
∂λ
a†iaj
∣∣∣∣∣ΨN0 (λ)
〉]
= −
1∫
0
dλTrρλ
(
∂u(λ)
∂λ
)
+
1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)ρλ(x)ρλ(y)
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
δ(x− y)ρλ(x) + 1
2pi
∫ ∞
−∞
dEImΠλ(x;y;E)
]
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= −
1∫
0
dλTrρλ
(
∂u(λ)
∂λ
)
+
1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
(
ρλ(x)ρλ(y)
)
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
δ(x− y) (ρλ(x)− ρ0(x))+ 1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)− Π0(x;y;E))]
−1
2
∫ ∫
dxdyv(x,y)
[
ρ0(x1,x2)ρ
0(x2,x1)
]
where we used the result from the previous section on Π0(x;y;E) :
1
2
∫ ∫
dxdyv(x,y)
[
δ(x− y)ρ0(x)− 1
2pi
∫ ∞
−∞
dEImΠ0(x;y;E)
]
=
1
2
∫ ∫
dxdyv(x,y)
[
ρ0(x1,x2)ρ
0(x2,x1)
]
Thus we have the general expression for calculating the ground state energy from polarization propa-
gator:
E(1)
= Trρ0 (h+ u(1))−
1∫
0
dλTrρλ
(
∂u(λ)
∂λ
)
+
1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
(
ρλ(x)ρλ(y)− ρ0(x,y)ρ0(y,x))
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)(δ(x− y) (ρλ(x)− ρ0(x))
+
1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)−Π0(x;y;E))). (97)
In general u(1) = (vs − v), u(0) = 0, where vs is the non-interacting reference potential. In between both
limits we can have any u(λ), so that
∫ 1
0
dλρλ
(
∂u(λ)
∂λ
)
= ρ1u(1)− ∫ 1
0
u(λ)∂ρ
λ
∂λ
dλ , and
Trρ0 (h+ u(1))−
1∫
0
dλTrρλ
(
∂u(λ)
∂λ
)
= Trρ0h + Tr
(
ρ0 − ρ1)u(1) + 1∫
0
dλTru(λ)
∂ρλ
∂λ
.
We then have another general expression for calculating the ground state energy from the polarization
propagator
E(1)
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= Trρ0h + Tr
(
ρ0 − ρ1) u(1) + 1∫
0
dλTru(λ)
∂ρλ
∂λ
+
1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
(
ρλ(x)ρλ(y)− ρ0(x,y)ρ0(y,x))
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
δ(x− y) (ρλ(x)− ρ0(x))
+
1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)− Π0(x;y;E))] . (98)
There are various ways to design adiabatic connections [28–31], that are now considered in this context.
a. Linear potential connection First, one can follow the linear path for the potential u(λ) = λu(1) =
λ(vs − v) ([28]), then
Trρ0 (h+ u(1))−
1∫
0
dλTrρλ
(
∂u(λ)
∂λ
)
= Trρ0 (h+ u(1))−
1∫
0
dλTrρλ (u(1))
= Trρ0h +
1∫
0
dλTr
(
ρ0 − ρλ)u(1)
= Trρ0(t + v) +
1∫
0
dλTr
(
ρ0 − ρλ) (vs − v)
= Trρ0t +
1∫
0
dλ
[
Trρλv+Tr
(
ρ0 − ρλ) vs]
and the ground state total energy, Eq. (98), for the linear potential path is
E(1)
= Trρ0t +
1∫
0
dλ
[
Trρλv+Tr
(
ρ0 − ρλ) vs]
+
1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
(
ρλ(x)ρλ(y)− ρ0(x,y)ρ0(y,x))
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
δ(x− y) (ρλ(x)− ρ0(x))
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+
1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)− Π0(x;y;E))] . (99)
Using HF energy expression
EHF = Trρ0h+
1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
(
ρ0(x)ρ0(y)− ρ0(x,y)ρ0(y,x)) ,
the correlation energy Ec = E(1)− EHF is then
Ec = −
1∫
0
dλTr
(
ρλ − ρ0)u+ 1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
(
ρλ(x)ρλ(y)− ρ0(x)ρ0(y))
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
δ(x− y) (ρλ(x)− ρ0(x))
+
1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)−Π0(x;y;E))] . (100)
b. Constant density connection The second path is the constant-density adiabatic connection ([29,
30]), ∂ρ
λ
∂λ
= 0, ρ0 = ρλ = ρ1, namely, the electron density along the adiabatic connection is kept constant
and is equal to the density of the physical system. Then, the ground state total energy, Eq. (98), becomes
E(1) = Trρh+
1
2
∫ ∫
dxdyv(x,y)
(
ρ(x)ρ(y)− ρ0(x,y)ρ0(y,x))
−1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)− Π0(x;y;E))] .
Thus the correlation energy is
Ec = −1
2
1∫
0
dλ
∫ ∫
dxdyv(x,y)
[
1
2pi
∫ ∞
−∞
dEIm
(
Πλ(x;y;E)− Π0(x;y;E))] . (101)
In four-point matrix form, we have
Ec = −1
2
1∫
0
dλ
1
2pi
∫ ∞
−∞
dEIm
∑
ijkl
(
Πλ(i, j; k, l;E)− Π0(i, j; k, l;E)) 〈kl|V¯ph|ij〉
= −1
2
1∫
0
dλ
1
2pi
∫ ∞
−∞
dEIm Tr
(
Πλ(E)−Π0(E)) V¯ph
= −1
2
1∫
0
dλ
1
2pi
∫ i∞
−i∞
dEe±iη Tr
(
Πλ(E)−Π0(E)) V¯ph. (102)
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and
Ec = −1
4
1∫
0
dλ
1
2pi
∫ ∞
−∞
dEIm
∑
ijkl
(
Πλ(i, j; k, l;E)− Π0(i, j; k, l;E)) 〈kl|Vph|ij〉
= −1
4
1∫
0
dλ
1
2pi
∫ ∞
−∞
dEIm Tr
(
Πλ(E)−Π0(E))Vph
= −1
4
1∫
0
dλ
1
2pi
∫ i∞
−i∞
dEe±iη Tr
(
Πλ(E)−Π0(E))Vph. (103)
where we use the anti-symmetric interaction matrix 〈il||jk〉 = 〈ij|Vph|kl〉 to calculate the correlation energy,
as in Eq. (85). We also replaced the integration along the real axis by integration along the imaginary
axis, as they are shown equivalently in Eq. (84).
Eq. (101) is convenient for RPA calculations without exchange interaction in two-point real space
representation, while Eq. (102) for RPA calculations without exchange interaction, and Eq. (103) for RPA
calculations with exchange interaction.
D. Random Phase Approximations
1. RPA Equations
The random phase approximation (RPA) [20] can be written as the equation for the polarization prop-
agator,
ΠRPA(i, j; k, l;E) = Π0(i, j; k, l;E) +
∑
pqrs
Π0(i, j; p, q;E)〈pq|Uph|rs〉ΠRPA(r, s; k, l;E) (104)
or in condensed notation
ΠRPA = Π0 +Π0UphΠ
RPA (105)
where 〈ij|Uph|kl〉 can be a general energy-independent interaction. 〈ij|Uph|kl〉 = 〈ij|V¯ph|kl〉 for RPA with
no exchange interaction, and 〈ij|Uph|kl〉 = 〈ij|Vph|kl〉 for RPAE, the random phase approximation with
exchange interaction.
Assume that ΠRPA has a Lehmann representation as that of the exact one in Eq. (65) [20] ,
ΠRPA(i, j; k, l;E) =
∑
n 6=0
〈
ΨRPA0
∣∣∣a†jai∣∣∣ΨRPAn 〉〈ΨRPAn ∣∣∣a†kal∣∣∣ΨRPA0 〉
E − (ENn −EN0 ) + iη
−
∑
n 6=0
〈
ΨRPA0
∣∣∣a†kal∣∣∣ΨRPAn 〉〈ΨRPAn ∣∣∣a†jai∣∣∣ΨRPA0 〉
E − (EN0 − ENn )− iη
. (106)
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Within RPA, define the excitation energy
εpin = E
N
n − EN0 , (107)
the column matrix Xn with dimension (nu + nf )(no + nf ),
Xnbi =
〈
ΨRPAn
∣∣ a†bai ∣∣ΨRPA0 〉∗
=
〈
ΨRPA0
∣∣ a†iab ∣∣ΨRPAn 〉 (108)
and the column matrix Yn with dimension (no + nf )(nu + nf ),
Y nbi =
〈
ΨRPAn
∣∣ a†iab ∣∣ΨRPA0 〉 , (109)
then we can write [20]
ΠRPA =
∑
n 6=0
 Xn
Yn
 (Xn†Yn†)
E − εpin + iη
−
∑
n 6=0
Yn
Xn
 (Yn†Xn†)
∗
E + εpin − iη
. (110)
It is not necessary to solve the RPA equation, Eq. (105), directly for every energy, because we can use
the analytical structure of Π(E) from Eq.(110). We multiply Eq. (105) from the left by (Π0)
−1
,
(
Π0
)−1
ΠRPA = I+UphΠ
RPA,
thus, ((
Π0
)−1 −Uph)ΠRPA = I.
We only need to solve the equations at the singularity of ΠRPA. Thus
lim
E→εpin−iη
(E − εpin + iη)
((
Π0
)−1 −Uph)ΠRPA = 0.
Take the limit
lim
E→εpin−iη
(E − εpin + iη)ΠRPA =
 Xn
Yn
 (Xn†Yn†), (111)
((
Π0(εpin − iη)
)−1 −Uph)
 Xn
Yn
 = 0. (112)
Thus, Eq. (112) is valid for any εpin, including the ε
pi
n = 0 when the ground state is degenerate for both the
many-electron and the non-interacting reference system.
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Eq. (112) can be rewritten in terms of two blocks, corresponding to the Xn and Yn components:(
Π0(a, i; a, i; εpin − iη)
)−1
Xnai =
∑
bj
(〈ai|Uph|bj〉Xnbj + 〈ai|Uph|jb〉Y nbj) (113)
and (
Π0(i, a; i, a; εpin − iη)
)−1
Y nai =
∑
bj
(〈ia|Uph|bj〉Xnbj + 〈ia|Uph|jb〉Y nbj) (114)
Based on Table 1,(Π0(a, i; a, i; εpin − iη))−1 = ε
pi
n−(εa−εi)
(1−na)ni
, then Eq. (113) becomes
εpin − (εa − εi)
(1− na)ni X
n
ai =
1√
(1− na)ni
∑
bj
{√
(1− na)ni〈ai|Uph|bj〉
√
(1− nb)nj 1√
(1− nb)nj
Xnbj
+
√
(1− na)ni〈ai|Uph|jb〉
√
(1− nb)nj 1√
(1− nb)nj
Y nbj
}
. (115)
Define the following fractional-transformed quantities√
(1− na)ni〈ai|Uph|bj〉
√
(1− nb)nj = 〈ai|Uph|bj〉f , (116)√
(1− na)nA〈ai|Uph|jb〉
√
(1− nb)nj = 〈ai|Uph|jb〉f , (117)
1√
(1− na)ni
Xnai = X˜
n
ai, (118)
1√
(1− nb)nj
Y nbj = Y˜
n
bj . (119)
Then Eq. (115) can be written as
(εpin − (εa − εi)) X˜nai =
∑
bB
{
〈ai|Uph|bj〉fX˜nbj + 〈ai|Uph|jb〉f Y˜ nbj
}
. (120)
Similarly, using (Π0(i, a; i, a; εpin − iη))−1 = −ε
pi
n+(εa−εi)
ni(1−na)
from Table 1, we can convert Eq. (114) into
− (εpin + (εa − εi)) Y˜ nai =
∑
bj
{〈ia|Uph|bj〉fX˜nbj + 〈ia|Uph|jb〉f Y˜ nbj}. (121)
In matrix notation  A B
−B∗ −A∗
 X˜n
Y˜n
 = εpin
 X˜n
Y˜n
 (122)
where the A and B matrices including fractional occupations are
Aia,jb = (εa − εi)δabδij + 〈ai|Uph|bj〉
√
(1− na)ni(1− nb)nj, (123)
Bia,jb = 〈ab||ij〉
√
(1− na)ni(1− nb)nj . (124)
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This is the RPA equations for systems with fractional charges and fractional spins, which were developed in
our previous work [24, 25], based on just using the occupation-scaled orbitals with Eqs. (1819) and extend-
ing the dimension of the matrices to include the fractional orbitals in both the occupied and unoccupied
states. The static limiting case of E = 0 has also been developed [32] in conjunction with extending the
analytical evaluation of Fukui functions [33] and local conditions for the fractional charge and fractional
spins. Here we have given the full derivation starting from the basic formula of the single-particle Green’s
function for fractional systems, Eq.(15). Our derivation also gives clear meaning for the eigenvectors X˜n
and Y˜n for fractional systems.
2. RPA Energy Expressions
We now focus on the correlation energy. The RPA equation, Eq. (105), for ΠRPA,λ at the coupling
constant λ can be solved as
ΠRPA,λ =
1
((Π0)−1 − λUph) .
Then, the RPA approximation to correlation energy, based on Eq. (102), is
Ec = − 1
4pi
∫ ∞
−∞
dEIm
1∫
0
dλTr
[
1
((Π0(E))−1 − λUph) −Π
0(E)
]
V¯ph
= − 1
4pi
∫ ∞
−∞
dEIm
1∫
0
dλTr
[
1
(1− λΠ0(E)Uph)Π
0(E)−Π0(E)
]
V¯ph
= − 1
4pi
∫ ∞
−∞
dEIm
1∫
0
dλTr
[
1 + λΠ0(E)Uph + λ
2Π0(E)UphΠ
0(E)Uph + ...− 1
]
Π0(E)V¯ph
= − 1
4pi
∫ ∞
−∞
dEImTr
[
1
2
Π0(E)Uph +
1
3
Π0(E)UphΠ
0(E)Uph...
]
Π0(E)V¯ph
= − 1
4pi
∫ ∞
−∞
dEImTr
[
1
2
(
Π0(E)Uph
)2
+
1
3
(
Π0(E)Uph
)3
+ ...
]
(Uph)
−1
V¯ph
=
1
4pi
∫ ∞
−∞
dEImTr
[
ln(1−Π0(E)Uph) +Π0(E)Uph
]
(Uph)
−1
V¯ph. (125)
Note that if we use 〈jk||il〉 = 〈kl|Vph|ij〉instead of 〈jk|il〉 = 〈kl|V¯ph|ij〉, there is an additional factor of 12
as in Eq. (103), and therefore
EKS−DFTc =
1
8pi
∫ ∞
−∞
dEImTr
[
ln(1−Π0(E)Uph) +Π0(E)Uph
]
(Uph)
−1
Vph. (126)
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We can see the convenience of using Eq. (125) for conventional RPA without exchange interaction where
Uph = V¯ph and Eq. (126) for RPAE with exchange where Uph = Vph. In Section (A7) of the Appendix,
we show that
1
4pi
∫ ∞
−∞
dEImTr
[
ln(1−Π0(E)Uph) +Π0(E)Uph
]
=
1
2
∑
n>0
εpin −
1
2
∑
a∈particle,i∈hole
(εa − εi)− 1
2
∑
ij
〈ij|Uph |ij〉f
=
1
2
∑
n>0
εpin −
1
2
TrA (127)
Thus for RPA, Uph = V¯ph , without exchange
ERPAc =
1
2
∑
n>0
εpin −
1
2
TrA. (128)
For RPAE, Uph = Vph, with exchange,
ERPAEc =
1
4
∑
n>0
εpin −
1
4
TrA (129)
These are the desired results rigorously derived from the ensemble of the basic variable, which have been
used previously in showing the large localization error in the RPA energy [24, 25].
Eq. (128) extends the results of previous work [34, 35] to fractional systems. Eq. (129) clarifies the issue
on the proper factor for the RPAE correlation energy. The present derivation shows that the additional
factor of 1
2
is needed for RPAE correlation energy compared with that for RPA [21, 22]. Both Eq. (128)
and Eq. (129) apply for both the normal RPA and also the RPA with fractionally occupied orbitals.
V. CONCLUSIONS
Many approximate approaches and many-body theoretical methods are explicit functionals of the single
particle Green’s function of the non-interacting reference system. This work shows the rigorous extension
of those methods to fractional charges and fractional spins. This is achieved by taking the appropriate
ensemble average of the one-electron Green’s function, which is the basic variable, and using this in the
corresponding energy expression. We have shown this for methods such as LDA, HF, MP2 and RPA using
the fact that the non-interacting one-electron density matrix Eq. (23) and the non-interacting polarization
propagator Eq. (71) can be expressed in terms of the non-interacting single-particle Green’s function Eq
(15). This leads to expressions in terms of fractional charges and fractional spins describing systems that
correspond to the dissociation limit of molecules with integer occupation numbers, as has been shown for
H+2 and H2 [4].
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It should be noted that for many-body methods such as RPA, our development is different from the
finite temperature extensions previously considered in the literature. The dimension and structure of our
RPA matrix equations, Eq. (122), are uniquely related to fractional systems at zero temperature. The
development in this paper is completely consistent with the simple scaling of the orbitals: φ˜i =
√
niφi for
the occupied orbitals, and φ˜a =
√
(1− na)φa for the unoccupied orbitals, and the inclusion of fractional
orbitals in both the occupied and unoccupied sets of orbitals. For other methods where the connection to
the underlying single particle Green’s function is not clear, we expect the occupation scaling to apply. This
development should allow examining and developing functionals based on many-body methods to meet the
the very challenging exact conditions for fractional charges and fractional spins [3], which is important, as
the violation of these conditions explains many dramatic failures of DFT in realistic applications.
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Appendix A: Details of Derivation
1. An identity
Considering
1
E ± iη = P
1
E
∓ ipiδ(E) (A1)
then
ImGN(i, j;E) = −pi
∑
m
〈
ΨN0
∣∣∣ai∣∣∣ΨN+1m 〉〈ΨN+1m ∣∣∣a†j∣∣∣ΨN0 〉δ(E − (EN+1m − EN0 ))
+pi
∑
n
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉δ(E − (EN0 −EN−1n )). (A2)
Let
t+ = t + η, (A3)
where the infinitesimal number η > 0, then
∂
∂t
GN(i, j; t− t+) = i
∑
n
ei(E
N
0
−EN−1n )(t
+−t)(−i)(EN0 − EN−1n )
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉
=
∑
n
(EN0 −EN−1n )
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉 (A4)
Thus
∫
C↑
dE
2pii
EGN(i, j;E) =
∫ +∞
−∞
dE
2pii
eiEηE
∑
m
〈
ΨN0
∣∣∣ai∣∣∣ΨN+1m 〉〈ΨN+1m ∣∣∣a†j∣∣∣ΨN0 〉
E − (EN+1m − EN0 ) + iη
+
∑
n
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉
E − (EN0 − EN−1n )− iη

=
∑
n
(EN0 − EN−1n )
〈
ΨN0
∣∣∣a†j∣∣∣ΨN−1n 〉〈ΨN−1n ∣∣∣ai∣∣∣ΨN0 〉
=
∂
∂t
GN(i, j; t, t+)
=
1
pi
ε−
F∫
−∞
dE EImGN(i, j;E) (A5)
where ε−F = E
N
0 − EN−10 = µ− , ε+F = EN+10 − EN0 = µ+.
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2. The second order self energy
The second order self energy is given in terms of G0 and we perform the energy integration
Σ∗(2)(i, j, E) = −1
2
∫ +∞
−∞
dE1
2pii
∫ +∞
−∞
dE2
2pii∑
klm
∑
npq
〈ik||lm〉〈np||jq〉G0(l, n;E1)G0(m, p;E2)G0(q, k;E1 + E2 − E)
= −1
2
∑
klm
∑
npq
〈ik||lm〉〈np||jq〉
∫ +∞
−∞
dE1
2pii
Go(l, n;E1)δmpδqk
{
(1− nm)nq
E −E1 + εq − εm + iη −
nq(1− nm)
E − E1 + εq − εm − iη
}
= −1
2
∑
klm
∑
npq
〈ik||lm〉〈np||jq〉δmpδqkδln{
− (1− nl)(1− nm)nq
E − εl − εm + εq + iη −
nlnm(1− nq)
E − εl − εm + εq − iη
}
=
1
2
∑
lmq
〈iq||lm〉〈lm||jq〉
{
(1− nl)(1− nm)nq
E − εl − εm + εq + iη +
nlnm(1− nq)
E − εl − εm + εq − iη
}
,
which is Eq. (38) in the text.
We have used the following integrals
I =
∫ +∞
−∞
dE ′
2pii
{
H1
E ′ − h1 + iη +
P1
E ′ − p1 − iη
}{
H2
E ′ −E − h2 + iη +
P2
E ′ − E − p2 − iη
}
=
H1P2
E + p2 − h1 + iη −
H2P1
E + h2 − p1 − iη , (A6)
such that
I1 =
∫ +∞
−∞
dE2
2pii
{
(1− nm)
E2 − εm + iη +
nm
E2 − εm − iη
}{
(1− nq)
E1 + E2 −E − εq + iη +
nq
E1 + E2 − E − εq − iη
}
=
(1− nm)nq
E −E1 + εq − εm + iη −
nm(1− nq)
E −E1 + εq − εm − iη , (A7)
and
I2 =
∫ +∞
−∞
dE1
2pii
{
(1− nl)
E1 − εl + iη +
nl
E1 − εl − iη
}{
(1− nm)nq
E − E1 + εq − εm + iη −
nm(1− nq)
E − E1 + εq − εm − iη
}
=
∫ +∞
−∞
dE1
2pii
{
(1− nl)
E1 − εl + iη +
nl
E1 − εl − iη
}{
− (1− nm)nq
E1 − E − εq + εm − iη +
nm(1− nq)
E1 − E − εq + εm + iη
}
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=
(1− nl)(1− nm)nq
εl − E − εq + εm − iη +
nlnm(1− nq)
εl − E − εq + εm + iη
= − (1− nl)(1− nm)nq
E − εl − εm + εq + iη −
nlnm(1− nq)
E − εl − εm + εq − iη . (A8)
3. Energy Expression from the equation of motion
The equation of motion for H(λ), suppressing the index of λ in ai(t), can be expressed as
i
∂
∂t
ai(t) = [ai(t), H(λ)]
=
∑
j
[hij + (1− λ)uij] aj(t) + λ
∑
jkl
〈ij|kl〉a†j(t)al(t)ak(t). (A9)
Then
λ
∑
jkl
〈ij|kl〉a†j(t)al(t)ak(t) = i
∂
∂t
ai(t)−
∑
j
[hij + (1− λ)uij] aj(t), (A10)
and (using t+ = t+ 0)
λ
∑
ijkl
〈ij|kl〉a†i(t+)a†j(t)al(t)ak(t) =
∑
i
a†i (t
+)
(
i
∂
∂t
)
ai(t)−
∑
ij
[hij + (1− λ)uij] a†i (t+)aj(t) (A11)
Thus,
〈
ΨN0 (λ) |λV |ΨN0 (λ)
〉
=
1
2
λ
∑
ijkl
〈ij|kl〉
〈
ΨN0 (λ)
∣∣∣a†i (t)a†j(t)al(t)ak(t)∣∣∣ΨN0 (λ)〉
=
1
2
∑
i
〈
ΨN0 (λ)
∣∣∣∣a†i (t+)(i ∂∂t
)
ai(t)
∣∣∣∣ΨN0 (λ)〉
−1
2
∑
ij
[hij + (1− λ)uij]
〈
ΨN0 (λ)
∣∣∣a†i(t+)aj(t)∣∣∣ΨN0 (λ)〉
=
1
2
∑
i
[(
i
∂
∂t
)〈
ΨN0 (λ)
∣∣∣a†i (t+)ai(t)∣∣∣ΨN0 (λ)〉]
−1
2
∑
ij
[hij + (1− λ)uij]Gλ(j, i; t− t+)
=
1
2
Tr
(
i
∂
∂t
)
Gλ(t− t+)− 1
2
Tr [h+ u− λu]Gλ(t− t+)
=
1
2
Tr
[
i
∂
∂t
− (h+ u− λu)
]
Gλ(t, t+)
=
1
2
∫
C↑
dE
2pii
Tr
{
[E − (h+ u− λu)]Gλ(E)}
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using
Gλ(i, j; t− t+) =
∫
C↑
dE
2pii
Gλ(i, j;E)
=
∫
C↑
dE
2pii
∫ +∞
−∞
d(t− t+)eiE(t−t+)Gλ(i, j; t− t+) (A12)
and the identity of Eq. (A5).
Therefore at λ = 1, 〈
ΨN0 (1) |V |ΨN0 (1)
〉
=
1
2
∫
C↑
dE
2pii
Tr
{
[E − h]Gλ=1(E)} (A13)
and similarly 〈
ΨN0 (1) |h|ΨN0 (1)
〉
=
∫
C↑
dE
2pii
Tr
{
hGλ=1(E)
}
(A14)
Thus, the ground state energy can be expressed as
EN0 = E(1)
=
〈
ΨN0 (1) |h|ΨN0 (1)
〉
+
〈
ΨN0 (1) |V |ΨN0 (1)
〉
=
∫
C↑
dE
2pii
Tr
{
hGλ=1(E)
}
+
1
2
∫
C↑
dE
2pii
Tr
{
[E − h]Gλ=1(E)}
=
1
2
∫
C↑
dE
2pii
Tr {(E + h)G(E)}
Taking the choice of h+ u as the Hamiltonian for the non-interacting reference system,[
i
∂
∂t
− (h+ u)
]
G0(t) = I, (A15)
we have [
i
∂
∂t
− (h+ u+Σ∗λ)
]
Gλ(t) = I, (A16)
and [
E − (h+ u+Σ∗λ)]Gλ(E) = I, (A17)
then
(
Gλ
)−1
(t) =
[
i
∂
∂t
− (h+ u+ Σ∗λ)
]
=
(
G0
)−1
(t) + Σ∗λ. (A18)
This gives
[E − (h+ u− λu)]Gλ(E) = I+ (Σ∗λ + λu)Gλ(E) (A19)
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The expression for the energy can be cast as, using Eqs. (44 and A13 )
E(1)−E(0) =
1∫
0
dλ
〈
ΨN0 (λ) |H1|ΨN0 (λ)
〉
=
1∫
0
dλ
[
−
∑
ij
uij
〈
ΨN0 (λ)
∣∣∣a†iaj∣∣∣ΨN0 (λ)〉
+
1
2
∑
ijkl
〈ij|kl〉
〈
ΨN0 (λ)
∣∣∣a†ia†jalak∣∣∣ΨN0 (λ)〉
]
=
1∫
0
dλ
[
−
∑
ij
uij
〈
ΨN0 (λ)
∣∣∣a†iaj∣∣∣ΨN0 (λ)〉
+
1
2
1
λ
∑
ij
〈
ΨN0 (λ)
∣∣∣∣a+i (t)(i ∂∂tai(t)−∑ (hij + uij − λuij) aj(t)
)∣∣∣∣ΨN0 (λ)〉
]
= −
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTr
[
uGλ(E)
]
+
1
2
1∫
0
dλ
λ
∫ +∞
−∞
dE
2pii
eiEηTr
[
I+
(
Σ∗λ(E) + λu
)
Gλ(E)
]
= −
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTruGλ(E)
+
1
2
1∫
0
dλ
λ
∫ +∞
−∞
dE
2pii
eiEηTr
(
Σ∗λ(E) + λu
)
Gλ(E)
=
1
2
1∫
0
dλ
∫ +∞
−∞
dE
2pii
eiEηTr
[(
−u+ 1
λ
Σ∗λ(E)
)
Gλ(E)
]
,
which is Eq. (45) in the text.
4. The second-order energy
The detailed integration needed for the second order energy is the following
1
4
∫ +∞
−∞
dE
2pii
eiEηTr{Σ∗(2)(E)G0(E)}
=
1
4
∫ +∞
−∞
dE
2pii
eiEη
1
2
∑
ilmq
〈iq||lm〉〈lm||iq〉
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{
(1− nl)(1− nm)nq
E − εl − εm + εq + iη +
nlnm(1− nq)
E − εl − εm + εq − iη
}{
(1− ni)
E − εi + iη +
ni
E − εi − iη
}
=
1
8
∑
ilmq
〈iq||lm〉〈lm||iq〉
[
nlnm(1− nq)
{
(1− ni)
−(−εl − εm + εq)− εi + iη +
ni
−(−εl − εm + εq)− εi − iη
}
+ni
{
(1− nl)(1− nm)nq
εi − εl − εm + εq + iη +
nlnm(1− nq)
εi − εl − εm + εq − iη
}]
=
1
8
∑
ilmq
〈iq||lm〉〈lm||iq〉
[
nlnm(1− nq)
{
1
εl + εm − εq − εi + iη +
ni
εi − εl − εm + εq − iη
}
+
(1− nl)(1− nm)nqni
εi − εl − εm + εq + iη
]
=
1
8
∑
ilmq
〈iq||lm〉〈lm||iq〉
{
nlnm(1− nq)(1− ni)
εl + εm − εq − εi +
(1− nl)(1− nm)nqni
εi + εq − εl − εm
}
=
1
4
∑
ilmq
〈iq||lm〉〈lm||iq〉(1− nl)(1− nm)nqni
εi + εq − εl − εm (A20)
5. The integration of the polarization propagator
−1
pi
∫ ∞
−∞
dEImΠ(i, j; k, l;E) =
∑
n 6=0
[〈
ΨN0
∣∣∣a†jai ∣∣ΨNn 〉 〈ΨNn ∣∣ a†kal∣∣∣ΨN0 〉+ 〈ΨN0 ∣∣∣a†kal ∣∣ΨNn 〉 〈ΨNn ∣∣ a†jai∣∣∣ΨN0 〉]
= −
〈
ΨN0
∣∣∣a†jai ∣∣ΨN0 〉 〈ΨN0 ∣∣ a†kal∣∣∣ΨN0 〉+∑
n
〈
ΨN0
∣∣∣a†jai ∣∣ΨNn 〉 〈ΨNn ∣∣ a†kal∣∣∣ΨN0 〉
−
〈
ΨN0
∣∣∣a†kal ∣∣ΨN0 〉 〈ΨN0 ∣∣ a†jai∣∣∣ΨN0 〉+∑
n
〈
ΨN0
∣∣∣a†kal ∣∣ΨNn 〉 〈ΨNn ∣∣ a†jai∣∣∣ΨN0 〉
= −ρjiρkl +
〈
ΨN0
∣∣∣a†jaia†kal∣∣∣ΨN0 〉
−ρklρji +
〈
ΨN0
∣∣∣a†kala†jai∣∣∣ΨN0 〉
= δki
〈
ΨN0
∣∣∣a†jal∣∣∣ΨN0 〉− 〈ΨN0 ∣∣∣a†ja†kaial∣∣∣ΨN0 〉− ρjiρkl
+δlj
〈
ΨN0
∣∣∣a†kai∣∣∣ΨN0 〉− 〈ΨN0 ∣∣∣a†ka†jalai∣∣∣ΨN0 〉− ρklρji
= δkiρjl −
〈
ΨN0
∣∣∣a†ja†kaial∣∣∣ΨN0 〉− ρjiρkl + δljρki − 〈ΨN0 ∣∣∣a†ka†jalai∣∣∣ΨN0 〉− ρklρji
= δkiρjl − 2γjk,li − ρjiρkl + δljρki − 2γkj,il − ρklρji
= δkiρjl + δljρki − 2ρklρji − 4γjk,li
= δkiρjl +
〈
ΨN0
∣∣∣a†ja†kalai∣∣∣ΨN0 〉− ρjiρkl + δljρki + 〈ΨN0 ∣∣∣a†ka†jaial∣∣∣ΨN0 〉− ρklρji
= δkiρjl + 2γjk,il − ρjiρkl + δljρki + 2γkj,li − ρklρji
= δkiρjl + δljρki − 2ρklρji + 4γjk,il,
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where we used
2γjk,li = 2γkj,il =
〈
ΨN0
∣∣∣a†ja†kaial∣∣∣ΨN0 〉
and
2γjk,il = −2γjk,li =
〈
ΨN0
∣∣∣a†ja†kalai∣∣∣ΨN0 〉 .
6. The details of the potential energy expression
1
2
∑
ijkl
〈ij|V¯ph|kl〉
[
ρklρji − 1
2
(δkiρjl + δljρki)
]
=
1
2
∑
ijkl
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
l (x2)v(x1,x2)φj(x1)φk(x2)
[
ρklρji − 1
2
(δkiρjl + δljρki)
]
=
1
2
∫ ∫
dx1dx2v(x1,x2)ρ(x1,x1)ρ(x2,x2)
−1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1,x2)δ(x2 − x1) + ρ(x2,x1)δ(x2 − x1))
=
1
2
∫ ∫
dx1dx2v(x1,x2) [ρ(x1)ρ(x2)− ρ(x1)δ(x2 − x1)]
This is just part of Eq. () in the text. And
1
4
∑
ijkl
〈ij|Vph|kl〉
[
ρklρji − 1
2
(δkiρjl + δljρki)
]
=
1
4
∑
ijkl
∫ ∫
dx1dx2φ
∗
i (x1)φ
∗
l (x2)v(x1,x2)(1− P12)φj(x1)φk(x2)
[
ρklρji − 1
2
(δkiρjl + δljρki)
]
=
1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1,x1)ρ(x2,x2)− ρ(x2,x1)ρ(x1,x2))
−1
8
∫ ∫
dx1dx2v(x1,x2)(ρ(x1,x2)δ(x2 − x1)
−ρ(x2,x2)δ(x1 − x1) + ρ(x2,x1)δ(x2 − x1)− ρ(x1,x1)δ(x2 − x2))
=
1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1)ρ(x2)− ρ(x2,x1)ρ(x1,x2))
−1
8
∫ ∫
dx1dx2v(x1,x2) (2ρ(x1)δ(x2 − x1)− ρ(x1)δ(0)− ρ(x2)δ(0))
=
1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1)ρ(x2)− ρ(x2,x1)ρ(x1,x2))
−1
4
∫ ∫
dx1dx2v(x1,x2) (ρ(x1)δ(x2 − x1)− ρ(x1)δ(0)) .
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7. RPA correlation energy
Here we will evaluate the integral of Eq. (127), using some techniques from Ref. ([27]). Based on
limE→∞Π
0(E) ∼ 1/E,
lim
E→∞
E
d
dE
Tr
[
ln(1−Π0(E)Uph)
]
= lim
E→−∞
E
d
dE
Tr
[
ln(1−Π0(E)Uph)
]
,
because [ln(1−Π0(E)Uph)] = −Π0(E)Uph − 12 (Π0(E)Uph)
2 − 1
3
(Π0(E)Uph)
3
+ ..... and
limE→∞E
d
dE
Tr [ln(1−Π0(E)Uph)] is an even function of E. We thus have
1
4pi
∫ ∞
−∞
dEImTr
[
ln(1−Π0(E)Uph) +Π0(E)Uph
]
= − 1
4pi
∫ ∞
−∞
EdE
d
dE
ImTr
[
ln(1−Π0(E)Uph)
]
+
1
4pi
∫ ∞
−∞
dEImTr
[
Π0(E)Uph
]
+
1
4pi
EImTr
[
ln(1−Π0(E)Uph)
]∣∣∞
−∞
= − 1
4pi
∫ ∞
−∞
EdE
d
dE
ImTr
[
ln(1−Π0(E)Uph)
]
+
1
4pi
∫ ∞
−∞
dEImTr
[
Π0(E)Uph
]
, (A21)
We will consider the two part in Eq (A21) separately. Using Eq. (105) we get(
ΠRPA
)−1
=
(
Π0
)−1 −Uph.
Then
d
dE
Tr
[
ln(1−Π0(E)Uph)
]
=
d
dE
Tr
[
ln
(
Π0
(
ΠRPA
)−1)]
= Tr
[(
Π0
)−1 d
dE
Π0 +
(
ΠRPA
) d
dE
(
ΠRPA
)−1]
= Tr
[(
Π0
)−1 d
dE
Π0 +
(
ΠRPA
) d
dE
(
Π0
)−1]
Π0,N+δ(i, j; k, l;E) = δikδjl
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}
Tr
[(
Π0
)−1 d
dE
Π0
]
=
∑
ij
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}−1
d
dE
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}
=
∑
ij
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}−1{
− (1− ni)nj
(E − (εi − εj) + iη)2
+
ni(1− nj)
(E + (εj − εi)− iη)2
}
41
− 1
4pi
∫ ∞
−∞
EdEImTr
[(
Π0
)−1 d
dE
Π0
]
= − 1
4pi
∫ ∞
−∞
EdE
∑
ij
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}−1
{
(1− ni)nj
(E − (εi − εj) + iη)piδ(E − (εi − εj)) +
ni(1− nj)
(E + (εj − εi)− iη)piδ(E + (εj − εi))
}
= −1
4
{∑
ij
(εi − εj) (1− ni)nj
(1− ni)nj − ni(1− nj) +
∑
ij
(εi − εj) ni(1− nj)
(1− ni)nj − ni(1− nj)
}
= −1
4
[ ∑
i∈particle,j∈hole
(εi − εj) (1− ni)nj
(1− ni)nj − ni(1− nj) +
∑
i∈hole,j∈particle
(εi − εj) ni(1− nj)
(1− ni)nj − ni(1− nj)
]
= −1
4
[ ∑
i∈particle,j∈hole
(εi − εj)−
∑
i∈hole,j∈particle
(εi − εj)
]
= −1
2
∑
i∈particle,j∈hole
(εi − εj)
Note that
(1−ni)nj
(1−ni)nj−ni(1−nj)
= 1 for i ∈ particle, j ∈ hole, because ni(1 − nj) = 0 , excluding the frac-
frac block, which is zero from (εi − εj). And ni(1−nj)(1−ni)nj−ni(1−nj) = −1, for i ∈ hole, j ∈ particle, because
(1− ni)nj = 0, excluding the frac-frac block, which is zero from (εi − εj).
Consider now
− 1
4pi
∫ ∞
−∞
EdEImTr
(
ΠRPA
) d
dE
(
Π0
)−1
(
Π0(i, j; k, l;E)
)−1
= δikδjl
{
(1− ni)nj
E − (εi − εj) + iη −
ni(1− nj)
E + (εj − εi)− iη
}−1
For i ∈ particle, j ∈ hole,
d
dE
(
Π0(i, j; k, l;E)
)−1
= δikδjl
d
dE
{
(1− ni)nj
E − (εi − εj) + iη
}−1
= δikδjl
d
dE
E − (εi − εj)
(1− ni)nj
= δikδjl
1
(1− ni)nj
For i ∈ hole, j ∈ particle,
d
dE
(
Π0(i, j; k, l;E)
)−1
= δikδjl
d
dE
{
− ni(1− nj)
E + (εj − εi)− iη
}−1
= δikδjl
d
dE
(−1)E + (εj − εi)
ni(1− nj)
= δikδjl
−1
ni(1− nj)
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Define the diagonal matrix
ν =
 1(1−ni)nj
−1
ni(1−nj)

ΠRPA =
∑
n 6=0
 Xn
Yn
 (Xn†Yn†)
E − εpin + iη
−
∑
n 6=0
Yn
Xn
 (Yn†Xn†)
∗
E + εpin − iη
ImΠRPA =
∑
n 6=0
 Xn
Yn
 (Xn†Yn†)(−pi)δ(E − εpin)−∑
n 6=0
Yn
Xn
 (Yn†Xn†)
∗ piδ(E + εpin)
Thus
− 1
4pi
∫ ∞
−∞
EdE
d
dE
ImTr
[(
ΠRPA
) d
dE
(
Π0
)−1]
= − 1
4pi
∫ ∞
−∞
EdETr
∑
n 6=0
 Xn
Yn
 (Xn†Yn†)(−pi)δ(E − εpin)−∑
n 6=0
Yn
Xn
 (Yn†Xn†)
∗ piδ(E + εpin)
 ν
=
1
4
∑
n>0
εpinTr(Xn†Yn†)ν
 Xn
Yn
− εpinTr(Yn†Xn†)ν
Yn
Xn

=
1
2
∑
n>0
εpin
where we use the normalization condition for the RPA matrix eigenvalue problem, Eq. (122)
(Xn†Yn†)ν
 Xn
Yn
 = (X˜n†Y˜n†)
 X˜n
−Y˜n
 = 1
(Yn†Xn†)ν
 Yn
Xn
 = (Y˜n†X˜n†)
 Y˜n
−X˜n
 = −1.
Now consider the last term in Eq. (A21),
1
4pi
∫ ∞
−∞
dEImTr
[
Π0(E)Uph
]
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= −1
4
Tr
 X˜0,n
Y˜0,n
 (X˜0,n†Y˜0,n†)Uph +
 Y˜0,n
X˜0,n
 (Y˜0,n†X˜0,n†)
∗Uph

= −1
4
(X˜0,n†Y˜0,n†)Uph
 X˜0,n
Y˜0,n
+
(Y˜0,n†X˜0,n†)Uph
 Y˜0,n
X˜0,n
∗
= −1
2
(X˜0,n†Y˜0,n†)Uph
 X˜0,n
Y˜0,n

= −1
2
TrUph,frac
= −1
2
∑
ij
〈ij|Uph |ij〉frac
= −1
2
∑
ij
√
(1− ni)nj 〈ij|Uph |ij〉
√
(1− ni)nj
using ∫ ∞
−∞
dEImΠ0,N+δ(E) = −pi
 X˜0,n
Y˜0,n
 (X˜0,n†Y˜0,n†) +
 Y˜0,n
X˜0,n
 (Y˜0,n†X˜0,n†)
∗
Finally
1
4pi
∫ ∞
−∞
dEImTr
[
ln(1−Π0(E)Uph) +Π0(E)Uph
]
=
1
2
∑
n>0
εpin −
1
2
∑
a∈particle,j∈hole
(εa − εj)− 1
2
∑
ij
〈ij|Uph |ij〉f
=
1
2
∑
n>0
εpin −
1
2
TrA,
which is the RPA correlation energy, Eq. (127).
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