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Virtual Reality und Augmented Reality als Werkzeug in der 
Aufstellplanung 
Jens Mögel 
Einleitung und Motivation 
Die gegenwärtigen Entwicklungen von Head-Mounted Displays (HMD, hier 
synonym auch als Brille bezeichnet) für Virtual Reality (VR) und Augmented 
Reality (AR) schaffen ein nie da gewesenes Potential dieser Technologien 
als Werkzeuge in der Produktentwicklung. Wenngleich VR- und AR-
Anwendungen keineswegs neu in der Industrie sind, bringt der Fortschritt 
der Verbraucher-HMDs völlig neue Möglichkeiten. Immersive VR-Systeme 
bedeuten künftig keine hunderttausend Euro Anschaffung mehr – AR-Brillen 
dienen zukünftig nicht nur der Erweiterung der Realität mit zweidimensiona-
len Informationen. 
Cave Automatic Virtual Environments (CAVE), 360-Grad-Projektoren und 
interaktive Planungstische sind in der Fabrikplanung teilweise etabliert 
(Runde et al. 2015). Im Unterschied zu diesen Techniken können HMDs 
jedoch eine deutlich höhere Immersion ermöglichen, was auch für die 
Interaktion mit der virtuellen Umgebung von Vorteil sein kann. Das Gefühl 
der Immersion ist wichtig, um in bestimmten Entwicklungsphasen entspre-
chende Kriterien besser beurteilen zu können. Primär ist der VR-Einsatz für 
Bewertungsmerkmale sinnvoll, welche nur qualitativ und nicht quantitativ 
bewertbar sind (Pawellek 2014). Des Weiteren spielt auch die Eingabetech-
nologie eine essenzielle Rolle. Um mit virtuellen Elementen interagieren zu 
können, sollte das Eingabegerät echtzeitfähig und intuitiv sein. 
In einem laufenden Projekt der Lino® GmbH wird derzeit die Fragestellung 
untersucht, wie VR- und AR-HMDs als Hilfsmittel in den Produktentwick-
lungs- und Planungsprozessen der Fabrikplanung eingesetzt werden kön-
nen. Ziel ist es, ein System, verschiedene Szenarien und Funktionen zu 
entwickeln, bei welchen die Brillen auf ihren Mehrwert in Bezug auf die 
Fabrikplanung analysiert und bewertet werden können. Das System soll auf 









tonWorks aufbauen. Dementsprechend sind auch die Szenarien konkret in 
diesem Zusammenhang zu erarbeiten. 
Der Nutzen von VR ist bereits vielfach untersucht und durch industrielle 
Anwender bestätigt worden (Runde 2009). Dennoch gab es in der Vergan-
genheit einige Probleme bei dem Einsatz bzw. Hemmnisse für eine Einfüh-
rung von VR-Technologien. Während 2002 in einer der Universität Bielefeld 
durchgeführten Studie (Decker et al. 2002) noch die hohen Kosten als häu-
figste Barrieren genannt wurden, sind 2008 in einer Analyse des VDCs die 
drei häufigsten Probleme: die Schnittstellen, mangelnde Benutzerfreund-
lichkeit und der Prozess (Runde 2009). 
Eine hohe Datenvielfalt und komplexe VR-Softwarelösungen bedeuteten 
bisher oft einen hohen Aufwand zur Erzeugung von VR-Modellen und -
Szenen (Hoyer et al. 2006). Aus diesem Grund wird neben der Benutzer-
freundlichkeit der VR- und AR-Anwendungen auch der Gesamtprozess vom 
CAD-System bis zur VR-/AR- Anwendung untersucht. 
In diesem Beitrag wird ein Lösungsansatz am Beispiel der Umsetzung eines 
gewählten Szenarios in der VR beschrieben. Dieser Ansatz findet in Form 
eines Demonstrators statt, welcher auch eine Realisierung durch eine AR-
Brille berücksichtigt. Dabei werden im Allgemeinen VR und AR als zwei 
verschiedene Technologien betrachtet, was bedeutet, dass zwei unter-
schiedliche Systeme entwickelt wurden, welche aber viele Gemeinsamkei-
ten aufweisen. 
Anschließend werden die Problemstellung eingeordnet und die Randbedin-
gungen detaillierter beschrieben. Darauf folgen die Entwicklung eines Sze-
narios und der Lösungsansatz eines VR-Systems, dargestellt durch ein 
Systemschaubild. Nach der Beschreibung dieser VR-Umsetzung wird das 
Konzept für ein AR-System vorgestellt. 
Einordnung und Auswahl eines Szenarios 
Die Layoutplanung wird in der Literatur in unterschiedliche Detailierungsstu-
fen eingeteilt, welche in Reihenfolge mit zunehmender Konkretisierung 
erarbeitet werden sollen (Grundig 2014). Am Ende dieser Prozesskette steht 
die Feinlayoutplanung, welche auch als Maschinenaufstellplanung bezeich-
net wird. Dieser Detailierungsgrad dokumentiert beispielsweise die Gestal-
tung der einzelnen Arbeitsplätze aus ergonomischer Sicht (Wiendahl 2008). 
Mit Wissensbasierten Softwarelösungen können solche Arbeitsplätze in 
kurzer Zeit in mehreren Varianten abgebildet, durch verschiedene Analysen 
verglichen und bewertet werden. An dieser Stelle setzt auch das zu entwi-










































Für den theoretischen Aufbau des VR-/AR-Systems wurde zuvor ein Szena-
rio definiert, aus welchem die Anforderungen an das System abgeleitet 
werden. Das ausgewählte Szenario dient der Ergonomieuntersuchung eines 
Arbeitsplatzes an einer Werkzeugmaschine. Es sollen die Erreichbarkeit und 
die Bewegungen im Arbeitsprozess an der Maschine analysiert werden, 
indem die Anordnung und die Geometrien aller Elemente, welche für die 
Mensch-Maschine-Interaktion wichtig sind, in mehreren Varianten abgebil-
det und verglichen werden. Durch das VR-/AR-Tool soll der Entscheidungs-
prozess nutzbringend unterstützt werden. 
Das Szenario, welches als erstes Beispiel simuliert werden soll, ist in Abbil-
dung 1 skizziert und enthält folgende Arbeitsschritte: das Einstellen der 
Maschinenparameter, ein Werkzeugwechsel, die Bestückung der Maschine 
mit einem oder mehreren Werkstücken, die Steuerung der Maschine und 
die Entnahme des Werkstücks. Als Werkzeugmaschine dient in diesem 
Beispiel eine hydraulische Presse. 
 









Im Gegensatz zu der in der Arbeitswissenschaft häufiger verwendeten 
Methode, des digitalen Menschmodells, soll der Arbeitsprozess von dem 
jeweiligen Nutzer selbst aus der Egoperspektive simuliert werden (siehe 
Abbildung 2). Das bedeutet, dass die eigenen Hände für den Nutzer in der 
VR-/AR-Umgebung sichtbar sind und diese auch zur Interaktion mit den 
virtuellen Elementen dienen. Der Grund dafür ist die Annahme, ein höheres 
Gefühl der Immersion zu erhalten. Wie schon einleitend erwähnt, soll dies 
den Nutzen haben, Kriterien besser zu simulieren und zu bewerten. Dazu 
kommen noch Anforderungen wie eine hohe Darstellungsqualität, Echtzeit-
fähigkeit und Größenechtheit der virtuellen Elemente. Weitere Sinneswahr-
nehmungen als die visuelle werden für dieses System nicht berücksichtigt. 
 
Abbildung 2: Perspektive vom HMD mit Tracking der Hände 
Die Interaktion mit den virtuellen Elementen soll im ersten Szenario wie 
folgt aussehen: Beim Ausführen der Arbeitsschritte soll ein visuelles Feed-
back bei Kontakt der Hände mit den jeweiligen visuellen Elementen erzeugt 
werden. So könnte sich z.B. das entsprechende Bedienelement der Ma-
schine umfärben, sobald es eine Kollision mit den eigenen Händen gibt. Bei 
komplexeren Arbeitsprozessen könnte immer das nächste Objekt, welches 
erreicht werden muss, eine andere Farbe annehmen und sich erst in die 










































Eine weitere Problemstellung, welche eingangs erwähnt wurde, sind die 
Schnittstellen zwischen den Systemelementen. Grob abstrahiert, sollen die 
Daten vom CAD-System bis zur Darstellung im VR über eine unidirektionale 
Schnittstelle verbunden sein. Dabei müssen einerseits die körperliche 
Gestalt, die Körperinformation und die Baugruppenstruktur der CAD-Daten 
übertragen werden, da zwischen den Körpern in der VR unterschieden 
werden muss, um mit ihnen zu interagieren. Andererseits müssen Farben 
und Texturen in dem Austauschformat enthalten sein, damit das Erschei-
nungsbild den Anforderungen entspricht und weniger Aufwand in der VR-
Szenengenerierung erbracht werden muss. 
Eine letzte wichtige Anforderung, welche hier genannt werden soll, ist die 
Nachvollziehbarkeit dessen, was in der VR simuliert wird. Es sollte im erar-
beiteten System also eine visuelle Aufzeichnungsfunktion geben, um das 
erprobte Szenario rekonstruieren zu können. 
Systematischer Lösungsansatz eines VR-Systems 
Das entwickelte System ist abgeleitet von der Definition eines VR-Systems 
nach Burdea und Coiffet (2003). Im ersten Schritt wurde das VR-System um 
das Element CAD-Software erweitert (siehe Abbildung 3). 
 
Abbildung 3: Die Komponenten eines VR-Systems in Anlehnung an Burdea und Coiffet (2003) 









Im Mittelpunkt des Systems steht der Anwender, welcher entsprechend 
seiner Aufgabe die Modelle und die Szene vorbereitet, um diese im An-
schluss zu simulieren. Dabei ist zu ergänzen, dass der Nutzer, welcher das 
VR-Szenario erarbeitet, nicht zwangsläufig die gleiche Person ist, welche 
sich in der VR-Umgebung befindet. Es könnten außerdem sowohl in der 
Erarbeitung als auch in der virtuellen Umgebung mehrere Personen beteiligt 
sein. Der Softwareteil ist in Abbildung 4 genauer dargestellt. 
 
Abbildung 4: Detailliertes VR-Systemschaubild mit Erweiterung zum CAD-System  










































Das in Abbildung 4 dargestellte System bildet einen Prozess ab, welcher die 
Konfiguration der CAD-Daten, die Erstellung des VR-Szenegraphs und die 
Simulation in der VR-Umgebung in der Reihenfolge umfasst. Nach ausge-
führter Simulation kann beliebig oft eine Iteration dieses Prozess erfolgen, in 
dem der Anwender die CAD-Daten neukonfiguriert und den Prozess wie-
derholt. Vor alledem steht die Vorbereitung des CAD- und Konfigurations-
modells. Ziel ist es die Modelle im CAD-Modell soweit vorzubereiten, dass 
so wenig wie möglich Aufwand bei der Generierung des Szenegraphs 
erbracht werden muss. 
Nach Erstellung des Modells und der ersten Konfiguration muss das CAD-
Modell aus dem CAD-System exportiert und in ein für die VR-
Entwicklungsumgebung verwendbares Format konvertiert werden. Das 
Konvertieren kann entweder in dem CAD-System oder außerhalb stattfin-
den. Das Format muss entsprechend der Anforderungen bei der Umsetzung 
gewählt werden. 
Der VR-Szenen-Generator ist Bestandteil der VR-Entwicklungsumgebung, in 
welcher der Szenengraph vom Nutzer so generiert wird, dass die ge-
wünschten Untersuchungen in der VR-Umgebung simuliert werden können. 
Außerdem sollte die Entwicklungsumgebung eine Runtime enthalten, damit 
der Szenegraph jederzeit getestet werden kann. Die Punktlinie vom User 
zum VR-Szenen-Generator in Abbildung 4 bedeutet, dass Informationen wie 
die Lichtquelle, die Kameraposition oder die Körpereigenschaften entweder 
automatisch über die CAD-Schnittstelle übertragen werden oder nur einma-
lig im Szenegraph generiert werden und bei Neukonfiguration erhalten 
bleiben. 
Mit der VR-Entwicklungsumgebung werden die Anwendungen gebaut, 
welche einerseits den zuvor erstellten Szenegraphen und andererseits die 
Simulations- und Rendering-Engine enthalten. Die Schnittstelle zwischen 
dem HMD, der VR-Anwendung und der Integration in die Entwicklungsum-
gebung ist durch den jeweiligen HMD-Hersteller oder die Entwicklungsum-
gebung gegeben. 
In der VR-Umgebung findet die visuelle Ausgabe über den HMD statt. Die 
Eingabetechnik ist unterteilt in das Tracking des Kopfes bzw. des HMD und 
in das Tracking der Hände. Im Systemschaubild ist außerdem die Aufzeich-
nungsfunktion der VR-Simulation in der VR-Umgebung platziert. Das Auslö-
sen dieser Funktion ist aber entweder automatisch in der VR-Anwendung 
integriert oder wird durch eine externe Lösung umgesetzt. 
Ein letztes Problem, welches hier aufgeführt wird, entsteht durch die Simu-









Menschmodelle werden durch das Darstellen der eigenen Hände die unter-
schiedlichen Abmessungen der menschlichen Körper vernachlässigt. Um 
Kriterien wie die Erreichbarkeit zu untersuchen, sind die Körpermaße be-
stimmter Bevölkerungsgruppen aber von entscheidender Bedeutung. Ein 
Lösungsansatz für dieses Problem ist das Verwenden von Hand-Avataren. 
Ein Avatar ist in dem Fall eine digitale Repräsentation der Hand, welche 
durch den Menschen in Echtzeit gesteuert werden kann (Bell 2008). Durch 
Avatare können die für die Ergonomie üblichen Perzentilwerte für Körper-
maße genutzt werden. Diese geben an, „ … wie viel Prozent in der interes-
sierten Bevölkerungsgruppe in Bezug auf ein bestimmtes Körpermaß kleiner 
im Vergleich zum angegeben Wert sind“ (Schmauder et al. 2014). 
Umsetzung des VR-Systems 
Bei der Realisierung des entwickelten VR-Systems gibt es einige Randbe-
dingungen, welche für die Umsetzung entscheidend sind. Zum einen ist 
SolidWorks als CAD-System gegeben, zum anderen wurde als HMD die 
Oculus Rift DK2 (Entwicklerversion) gewählt und sich für das Eingabegeräte 
Leap Motion entschieden. SolidWorks ist die Basis für das Aufstellplanungs-
tool Lino® 3D layout und die Konfigurator-Engine TactonWorks, für welche 
die VR-Anwendung entwickelt werden soll. Die Ein- und Ausgabegeräte 
wurden hauptsächlich aus Gründen der Verfügbarkeit gewählt. 
Diese Vorauswahl von Komponenten führt dazu, dass als zentrales Element 
des VR-Systems eine VR-Entwicklungsumgebung gefunden werden muss, 
welche kompatibel zu allen Gegebenheiten ist. Hinzu kommt, dass für die 
Zukunft die Verwendung von Endkunden-VR-Brillen möglich sein muss. Aus 
diesem Grund wurde die Spiele-Engine Unity gewählt. Unity ist eine 
Gaming-Entwicklungsplattform, welche aktuell für alle wichtigen HMDs 
geeignet ist. Es kann die VR-Anwendung mit dem HMD in der Laufzeitum-
gebung getestet werden und es können Anwendungen erstellt werden, 
welche dann ohne Installation der Entwicklungsumgebung ausführbar sind. 
Außerdem gibt es eine Integration zu dem Handtracking-Sensor Leap Moti-
on. 
Einzig bestehende Schwierigkeit ist die fehlende Schnittstelle zwischen 
SolidWorks und Unity. Die CAD-Daten müssen in ein, für Unity geeignetes 
Format, konvertiert werden. Dafür gibt es zwar Standardformate und auch 
die entsprechende Exportfunktion im CAD-System, aber diese Formate 
erfüllen nicht alle Anforderungen und sind nicht alle in Unity importierbar. 
Aus diesem Anlass wurden ein Export in Form eines Plug-ins in SolidWorks 
und ein Import in Form eines Skriptes in Unity mit einem selbst definierten 










































Trianguliertes Netz, Flächenfarbe, Flächentexturen und Baugruppenstruktur. 
Das selbstdefinierte Format ermöglicht eine hohe Flexibilität durch die 
Erweiterbarkeit des Formates mit zusätzliche Informationen und die Auto-
matisierung der Prozesskette. 
Der Gesamtprozess lässt sich folgendermaßen beschreiben: Am Anfang 
steht die Modellvorbereitung entsprechend der gestellten Aufgabe. Das 
CAD- und Konfigurationsmodell wird mit den Hilfsmitteln Lino® 3D layout 
und TactonWorks in SolidWorks inklusive der Konfigurationsregeln erstellt. 
Dabei können auch Modelleigenschaften konfigurierbar erzeugt werden, 
welche im Anschluss in Unity verwendet werden. Nach der ersten Konfigu-
ration, welche untersucht werden soll, wird das Modell über den eigenen 
VR-Export aus SolidWorks ausgegeben. Im nächsten Schritt wird die VR-
Szene in Unity mit der User-Position, der Lichtquelle, dem Handtra-
cking/Hand-Avatare (Integration von Leap Motion), der Avatar-Größe und 
dem Import-Skript vorbereitet. Über ein weiteres Skript wird das Berüh-
rungs-Feedback durch Umfärben bei Kollision der Hände mit den gewünsch-
ten Objekten definiert. Hier werden die zuvor festgelegten Modelleigen-
schaften benutzt, um das Skript für jedes beliebige Modell 
wiederzuverwenden. 
Nach Fertigstellung des Szenegraphs kann die VR-Anwendung in der Runti-
me mit der Oculus Rift getestet werden. Danach kann die Unity-Anwendung 
erstellt werden. Die Aufzeichnungsfunktion der VR-Untersuchung ist aktuell 
mit dem externen Video-Aufzeichnungstool Camtasia Studio umgesetzt. 
Nachdem die Simulation beendet ist, kann eine neue Variante des zu unter-
suchenden Modelles im CAD-System durch Änderung der gewünschten 
Konfigurationsparameter erstellt werden. Dafür sind jetzt keine CAD-
Kenntnisse mehr nötig. Über den Modellpfad im Import-Skript der Unity-
Anwendung können alle folgenden Konfigurationen automatisch importiert 
werden. Somit ist keine Änderung an dem Szenegraph in Unity notwendig. 
Die zuvor erstellte Unity-Anwendung kann wiederholt ausgeführt werden, 
solange das neu konfigurierte CAD-Modell mit dem gleichen vordefinierten 
Dateinamen und -pfad gespeichert wird. 
AR Lösungsansatz 
Der Entwicklung eines AR-Systems liegt die Verwendung der Microsoft 
HoloLens zugrunde, eine AR-Brille (auch als Mixed Reality Head-Mounted 
Smart Glass bezeichnet), welche die Realität mit dreidimensionaler Compu-
tergrafik erweitert. Der Systemaufbau soll grundsätzlich der gleiche wie vom 
VR-System in Abbildung 4 sein. Der Unterschied beginnt bei dem Aufbau 









Die in dem VR-System ausgewählte Entwicklungsumgebung Unity bietet 
auch eine Integration und Entwicklungsmöglichkeiten für HoloLens-
Applikationen an. Wenn auch die Microsoft Brille zum jetzigen Zeitpunkt 
noch nicht verfügbar ist, können die AR-Anwendungen schon mit Unity 
entwickelt und mit einem Emulator auf dem Desktop getestet werden. Für 
die Entwicklung und Generierung von AR-Anwendungen ist bei der Holo-
Lens noch ein weiteres Systemelement notwendig: die Entwicklungsumge-
bung Visual Studio. Mit dieser Umgebung können eigenständig HoloLens-
Apps in verschiedenen Programmiersprachen geschrieben werden. 
Im Vergleich zum VR-System ist die Entwicklungsumgebung im hier entwi-
ckelten AR-System unterteilt in Grafik- und Programm-
Entwicklungsumgebung (siehe Abbildung 5). Visual Studio dient hier ledig-
lich zur Generierung der AR-Anwendungen. Bei der Erzeugung der Applika-
tion kann dann zwischen der HoloLens und den Emulator unterschieden 
werden. Der Emulator ist in Visual Studio integriert. 
 
Abbildung 5: Ausschnitt aus AR-System mit Unterteilung  










































Fazit und Aussicht 
Mit diesem Beitrag wurde ein VR-System entwickelt und für ein spezielles 
Gebiet in der Produktentwicklung prototypisch umgesetzt. Diese Realisie-
rung lässt nach den ersten Erprobungen keinen Zweifel an dem erwarteten 
Potenzial der neuen HMDs. Wenngleich die verwendete Oculus Rift noch 
eine Entwicklerversion ist, kann mit dieser Brille schon wirkungsvoll de-
monstriert werden, wie man sie im Kontext der Produktentwicklung nutzen 
kann. Im Folgenden gilt es nun dieses System, mit den zu erwartenden 
technischen Weiterentwicklungen zu validieren und fortzuentwickeln. 
Für dieses Projekt gibt es in den nächsten Schritten folgende Ziele: Es sollen 
noch weitere Szenarien entwickelt werden, welche für die Layoutplanung 
nutzbringend sein können. Daraus ergebend sind weitere Funktionen zu 
erarbeiten. Ein Beispiel dafür ist das Konfigurieren einer Maschine aus der 
VR-Umgebung heraus. Dafür ist sowohl ein Konfigurations-User-Interface in 
der VR-Umgebung notwendig als auch eine Rückführung der Konfigurati-
onsparameter in das CAD-System. Zudem ist eine Automatisierung der 
Prozesse vom CAD-System bis hin zur VR-/AR-Anwendung erforderlich. 
Diese ist von Beginn an ein Ziel gewesen, um die Prozessintegration zu 
verbessern. Mit dem Übertragen und Auswerten von Dateieigenschaften 
aus SolidWorks in Unity wird jetzt schon ein Großteil der Arbeit in das CAD-
System verlagert. Es müssen aber noch verschiede Kriterien im Szenegraph 
manuell eingestellt werden. Dies gilt es in den nächsten Schritten zu auto-
matisieren, mit der Einschränkung, dass der Szenegraph für neue Szenarien 
partiell manuell erstellt werden muss. 
Ein weiteres wichtiges Thema für die Zukunft ist die Entwicklung eines AR-
Szenarios in der Aufstellplanung, die weitere Untersuchung des HoloLens 
Emulators und die Erprobung der Microsoft HoloLens, sobald sie verfügbar 
ist. Dies bringt ferner noch mehr Themen auf, welche für VR und AR rele-
vant sind, beispielsweise die Integration von Gesten zur Steuerung neuer 
Funktionen und ein kollaboratives Zusammenarbeiten mit den HMDs. 
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