Introduction
Humans are arguably the most cooperative species on the planet when it comes to non-kin interactions. Humans regularly help non-kin in both formal and informal settings. For example, in my home country of Canada in 2007 alone, 84 % of people made charitable donations for a value of almost $10 billion, and 46 % of people volunteered an average of 166 hours (Hall et al. 2009 ). Of course these figures are underestimates of the real total, as they do not include other ubiquitous forms of informal help such as favours, advice, exchange of benefits, restaurant tips, or restraint from overharvesting resources and selfish competition. Although helping rates certainly vary, Canada is far from alone in such behaviour.
From an evolutionary perspective, such charitable behaviour is very puzzling. Why would an organism ever do something to benefit another if it were costly to do so? Shouldn't such behaviour be naturally selected against? If non-helpers save themselves the cost of helping, we might expect them to have an advantage in competition against those who possess more charitable sentiments. Yet many organisms do help others, and the existence of such behaviour is one of the central puzzles in the study of evolution and behaviour (e.g. Vogel 2004 ; Pennisi 2009 ).
It has been several decades since scientists realized that behaviour does not evolve 'for the good of the species' (Hamilton 1964 ; Williams 1966 ; Dawkins 1976 ) , and much theoretical and empirical work has identified the selective pressures that can select for and maintain such apparently selfless behaviour. Given that this is a chapter on applied evolutionary psychology, I will not attempt a formal review of all models of non-kin cooperation, but will instead present the basics on some of them before proceeding to potential applications and limitations on those applications. Many of these applications are tentative, either because there has not yet been formal research on their use in applied charitable settings, or in the case of using reputational pressures, because the theories themselves are still incomplete and first require more basic research. Nevertheless, it is hoped that the following will give evolutionary researchers some ideas on how to apply their research and will give non-evolutionary applied researchers a reason to start thinking about evolutionary psychology.
Avoiding persistent confusion and misunderstandings
In evolutionary theory, a psychology for helping will evolve whenever possessing such a psychology returns net benefits in terms of inclusive fitness. Several processes could cause that to happen, all of which ultimately rely on either direct benefits to self or indirect benefits to close relatives (Reeve 2000 ; Foster et al. 2006 ; West et al. 2007 ). Whatever form these benefits take, they function to reinforce the behaviour. This reinforcement can cause a person to learn to be generous, for example by internalization of the norms which promote helping. Over evolutionary time, such reputational benefits can cause the evolution of cooperative sentiment. In the following sections I will outline some of the major selective pressures that could have selected for helping, and will speculate on some possible applications of this knowledge for increasing the amount of charitable behaviour observed. It is very easy to misunderstand evolutionary approaches and predictions, given that evolutionary thinkers use different terminology and ask different types of questions than other fields. Even among evolutionists, many bitter arguments have resulted from nothing more than differences in terminology or levels of analysis. As such, it is well worthwhile to clarify some basic points before proceeding, as this can help avoid later misunderstandings.
What phenomena am I referring to?
By 'charitable behaviour', I refer to all types of behaviour that benefit others at a cost to self, regardless of whether the helper later receives benefits for doing so. 1 Different disciplines use different terms for behaviours that benefit others at a cost to self, including 'altruism', 'cooperation', 'generosity', and 'pro-social behaviour'. Because of these differing definitions, these terms are somewhat loaded with unintended implications and controversies. Rather than debate the 'correct' use of such terms, here I will attempt to use the more neutral 'helping' as a general purpose term for all behaviours that benefit others at a cost to self, and I will simply invite readers to substitute whatever term in their field is most appropriate for such behaviours.
I am lumping together many types of helping because evolutionary psychology usually treats different types of help with the same theoretical models and experimental games, whether that help is the reciprocal exchange of aid, coalitional support, emergency helping, courtship giving, tipping, charitable donations, conservation of resources, production of public goods, or pro-environmental behaviour (to name just a few). Different types of help occur in different currencies with different costs and benefits and will be performed by different people towards different recipients, but from an evolutionary perspective there is no a priori reason to predict that different types of help will respond in qualitatively different ways to changes in such parameters. As such, evolutionary psychology generally assumes some generality of its models.
Levels of analysis
Most people would agree that many body parts exist because they have an evolutionary function. For example, hearts pump blood, eyes extract visual information about the world, and the visual cortex processes that information to make it usable. The presence of these organs increases survival, and hence, reproductive success. Behaviour can also affect survival and reproductive success, so it is also subject to natural selection, along with whatever psychological mechanisms and cognitive processes produce the behaviour. Behaviour is not inherited directly -it is produced by brains, which in turn are produced by developmental interactions between genes and environments. If a gene interacts with the developmental environment in such a way as to grow a brain which produces beneficial behaviour more often, then that gene will be selected for because of those positive consequences.
If a particular behaviour reliably results in a specific positive outcome, then the production of that outcome can be said to be the 'function' of that behaviour. For example, the function of eating is the acquisition of energy and essential nutrients. Of course, most of us don't think about energy acquisition when we eat: we think about our hunger. However, the reason that hunger exists is because it leads us to eat, which results in the acquisition of energy and nutrients. Thus, there is a difference between the psychological mechanism (hunger) and the function of that mechanism (acquisition of energy): the evolutionary function is the reason that the mechanism exists. If we look at charitable behaviour, we must similarly distinguish between the psychological mechanisms (e.g. empathy, guilt, concern for reputation) and their potential evolutionary functions (e.g. acquisition of social benefits such as future reciprocation); we experience only the mechanism, but its function is the reason that the mechanisms exists. In fact, there are four different types of question that we need to distinguish between in order to fully understand behaviour (Tinbergen 1963 ) . We must ask about psychological mechanisms , and ask whether helping is caused by empathy, a warm glow, conformity to norms, or something else within the individual (i.e. 'What went on in my brain that made me help?'). Secondly, we must ask about the development of those mechanisms, and whether they are present at birth, learned via reinforcement or internalization of norms, or otherwise acquired within an individual's developmental history (i.e. 'How did my genes and environment interact to produce that psychological mechanism?'). Thirdly, we must ask about evolutionary function , and whether helping exists because it invites reciprocation, brings social prestige, wards off punishment, or raises inclusive fitness in other ways (i.e. 'What are the benefits of the behaviour, i.e. why does anyone have that psychological mechanism and developmental response?'). Finally, we must understand the phylogeny or evolutionary history of different helping behaviours, whether they are common to all our ancestors or are recently derived, and from what (i.e. 'How and when did that psychological mechanism evolve?'). Most behavioural scientists seek to understand the psychological mechanisms and their development, but we must also understand why those mechanisms exist at all and how they evolved. Thus, these four types of questions are complementary, not mutually exclusive. Maternal helping behaviour is a good illustrative example. Maternal concern ( mechanism ) gets triggered in certain circumstances and involves specific neurobiological processes. Mothers are capable of such concern because of the way their genes and past social environments interacted ( development ). Maternal concern is present in all primates and many mammals, and uses similar brain pathways, indicating that it is evolutionarily ancient ( evolutionary history ). This concern exists because it causes mothers to help their offspring and thus contributes to offspring survival and reproduction ( function ). All four questions must be addressed for a complete understanding.
It is very easy to confuse these different levels of analysis, especially when dealing with helping behaviour. No one would suggest that people are always consciously concerned with energy acquisition whenever they eat, but many have assumed that people are consciously concerned with the acquisition of benefits whenever they help (e.g. conscious concern for reputation) or they have interpreted other researchers as making that argument (e.g. Fehr and Henrich 2003 ; Gintis et al. 2003 ) . This has led to much confusion in the literature. Instead, we must realize that mechanisms, development, function, and phylogeny are simply four different and complementary questions. By investigating function and phylogeny instead of just mechanism and development, it gives us a greater understanding of helping behaviour and how to promote it, for example by changing our social circumstances to ensure that the function is fulfilled. to evolve, it needs to bring its bearer more net benefits on average than a different trait would (or would have done so in ancestral environments), even if that trait occasionally results in instances of non-beneficial behaviours. For example, empathy might have evolved because it causes people to behave better towards associates, which in turn results in the empathic person receiving better behaviour (Frank 1988 ) . However, it might also cause people to sometimes help total strangers who will never be in a position to reciprocate. If the overall benefits from helping the 'right' people (e.g. friends and associates) outweigh the cost of helping both 'right' and 'wrong' people (e.g. the occasional stranger), then being empathic pays better than being non-empathic, so empathy will evolve. Of course, rather than using a fixed 'help' or 'no-help' strategy, evolution refines our psychological mechanisms to make adaptive distinctions between different people and situations, for example by making us more likely to help kin versus non-kin (Daly and Wilson 1988 ; StewartWilliams 2007 ) , friends versus strangers (e.g. Majolo et al. 2006 ) , attractive people versus unattractive people (Farrelly et al. 2007 ) , and non-competitors versus competitors (West et al. 2006 ) . Despite this fine-tuning of our psychological adaptations, there is no evolutionary theory that predicts that every single instance of helping should increase fitness, because errors are inevitable in any decision-making process (Haselton and Buss 2000 ; Nesse 2005 ). Rather than focus on specific instances of helping and asking whether they are adaptive, one must focus on the mechanism : is this particular 'decision rule' adaptive? Does it bring more benefits in the real world than an alternative decision rule? By increasing your likelihood of helping, you simultaneously increase the likelihood of helping in the 'right' circumstances (i.e. when you can benefit from it) and of helping in the 'wrong' circumstances (i.e. when you cannot benefit); the optimal level of helping strikes a balance between the former and the latter (see Figure 10 .1 ). If the 'right' circumstances are much more frequent, or if failing to help in those circumstances is very costly (e.g. lost opportunities for reciprocity or other reputation), then our psychological mechanisms will cause us to err on the side of more helping. This will occasionally result in helping when it brings no benefits, but this cost is outweighed by the overall benefit. Conversely, as the 'wrong' circumstances increase in frequency, or as the cost of helping in those circumstances increases, then we should err on the side of low helping. This will result in more missed opportunities to receive benefits, but these are outweighed by the overall lower costs. Thus, although errors are inevitable, an evolutionary approach helps to predict whether people will err on the side of helping too much versus too little, and this knowledge can be used to increase people's likelihood of helping.
Inclusive fitness and vested interests

Inclusive fitness theory
Any gene can propagate copies of itself either by aiding the reproduction of its host or the reproduction of those who are statistically likely to carry copies of that same gene, especially close kin (Hamilton 1964 ) . This is known as inclusive fitness theory, and it predicts that all else being equal, people will be more likely to help those who are close kin, as opposed to distant kin or nonrelatives. This prediction has been abundantly confirmed in non-humans and in humans from many societies (for one textbook review, see Barrett et al. 2002) . Inclusive fitness theory is the cornerstone of modern studies of evolution and behaviour. All else being equal, people can expect much better treatment from kin than non-kin, and interactions with kin are generally more cooperative than interactions with non-kin in the same situations (Daly and Wilson, 1988 ) . Despite its importance, I will spend little time discussing kinship because: 1) it is much more obvious to most evolutionists, and 2) helping non-kin is more difficult to understand and some aspects remain unresolved. Before leaving the topic, it is worth mentioning that kinship need not be real to have an effect on helping: presenting people with unconscious cues of kinship can be enough to trigger cooperative behaviour. For example, facial resemblance is a cue of kinship (DeBruine 2005 ), and DeBruine ( 2002 ) showed that laboratory participants entrusted more money to people whose pictures had been 'morphed' to slightly resemble their own faces. Using a similar technique, Krupp and colleagues ( 2008 ) showed that people became increasingly more cooperative as the number of perceived kin in the group increased. Oates and Wilson ( 2002 ) found that people were more willing to help people who had the same family name as themselves, especially if it was a rare name (and thus a more reliable cue of kinship). Salmon ( 1998 ) found that the use of kinship terms in political speeches was effective at getting people to agree with the speaker, especially for firstborns who are typically closer to their families. This research all suggests that cues of kinship can be effective at eliciting charitable behaviour, whether the cues are verbal, facial, nominal, or merely kinship terms. Of course, overt use of such fictive kinship cues might trigger hostile reactions from those who are aware of their function, just as my evolutionary classmates in graduate school and I used to get angry at one particular campus political persona who would refer to us as 'brothers and sisters'.
Vested interests
Kinship is not the only way for one individual to have a fitness stake in the well-being of another individual (Roberts 2005 Given that all organisms cannot know with 100 % certainty what circumstances they are in, errors are inevitable (i.e. occasionally helping in the 'wrong' circumstances or not-helping in the 'right' circumstances). Rather than look at the payoffs for specific outcomes, we need to look at the overall payoff for helping versus nothelping averaged across all 'right' and 'wrong' circumstances (weighted by their frequency). Our psychological mechanisms and emotions evolved to be adaptive on average: they will make us err on the side of helping when the average payoff for helping outweighs the average payoff for nothelping (and vice versa), which in turn depends on the magnitude of the costs/benefits for each outcome and the frequency of the 'right' circumstances. (Tooby and Cosmides 1996 ; Kokko et al. 2001 ; Lahti and Weinstein 2005 ) . If these friends or social groups were to die, disappear or disband, then those involved would be worse off. As such, it is sometimes worth incurring an unreciprocated cost in order to ensure their well-being. Even extreme generosity towards one's in-group can be adaptive if the alternative is extinction at the hands of hostile outgroups (Reeve and Hölldobler 2007 ; Barclay and Benard, submitted) . Many cases of apparent 'altruism' -such as so-called 'altruistic punishment' of non-cooperators in a group -are in fact beneficial to the person performing the act (West et al. 2007 ).
Most perspectives would predict that people will display more charitable behaviour if they have a vested interest in the outcome, such as cancer victims donating towards cancer research. Evolutionary theory reminds us that people can also have a vested interest in the well-being of other people or even entire groups, and that unreciprocated helping should occur towards such recipients. Political leaders are well aware of this when helping allies or bailing out failing companies that perform necessary national services. Anything that increases the interdependency of people can also increase people's stake in one another's well-being, and thus the charitable behaviour observed towards others. Trivers ( 1971 ) noted that two individuals who exchange help can be better off than individuals who neither give nor receive help. His paper inspired much empirical and theoretical work on the evolution of pairwise reciprocal exchange of aid, which was most famously demonstrated by the success of the 'Tit-for-Tat' cooperative strategy in Axelrod's computer simulations on the evolution of cooperation (Axelrod 1984 ) . The general conclusions from this broad literature are that it pays to help others if there is a chance that they can reciprocate, that many people are 'conditional cooperators' who are willing to cooperate if and only if others follow suit, and that cooperation is more likely to arise when the costs are low, the benefits are high, and the chance of interacting again is high.
Direct reciprocity
Structural solutions to enhance direct reciprocity
Since the costs, benefits, and probability of future interaction all affect the evolution of cooperation, changing these simple factors can have strong effects on the rates of helping. Changing actual costs and benefits may be difficult, but sometimes all that is necessary is to correct misperceptions about these factors. The stability of partnerships and probability of future interaction (or perceptions thereof) can also sometimes be changed: by making individuals more likely to interact again, it makes it more worthwhile for them to engage in reciprocal exchange of aid.
A less-known but very important structural solution is to change the scale of competition between people (West et al. 2006 ). West and colleagues used a cooperative game (a Prisoner's Dilemma) where people were divided into subgroups of three within a class, and they could cooperate within those subgroups to earn points. They gave a prize to either the highest-scorer in each subgroup or to the highest scorers within the whole class. When the prize went to the highestscorers in the class, there was an incentive for people to cooperate within the subgroups in order to better compete against the rest of the class ('global competition'), so cooperation flourished. However, when the prize went to the highest-scorer within each subgroup, there was less reason to cooperate within that subgroup because doing so would directly aid one's competitors ('local competition'), and cooperation plummeted. This has many implications for the structure of human groups (Crespi 2006 ) : many business and academic groups are set up such that people compete for promotions or grades against the same people they could be cooperating with. Such competitive structures will inhibit cooperation. If instead groups were designed to shift competition from a local scale (within-group) to a global scale (against the broader population), then it could greatly increase the level of within-group cooperation. One way to do this is to eliminate incentive programmes that rate people only relative to their local group (e.g. choosing or promoting only the best member of each group), because this local competition can encourage hostility and sabotaging within the groups instead of cooperation (see also Sober and Wilson 1998 ) .
Conditional cooperation and expectations of others' behaviour
Some of the most obvious ways to promote charitable behaviour involve people's evolved tendencies towards reciprocation and conditional cooperation. This can involve inducing reciprocation, creating perceptions that others are cooperating, and reducing the negative effects of others who fail to help. For example, many charities induce reciprocity by giving small gifts, thus inducing a feeling of obligation to reciprocate. Other charities announce a large capital contribution (Andreoni 2006 ) , which is like having someone else make the first cooperative move in a cooperative venture. Evolutionary researchers have noted that people can occasionally make errors by failing to help when they intend to, or by misinterpreting whether others have helped. These errors reduce helping because they trigger retaliation from partners, who assume that the non-cooperation occurred and was deliberate (e.g. Axelrod 1984 ; Nowak and Sigmund 1992 ) . As such, successful cooperative strategies must be able to recover from these errors by being forgiving of the occasional defection (e.g. Nowak and Sigmund 1992 ) or by being slightly more generous than one's partner so that one's errors don't make one appear stingy (e.g. Van Lange et al. 2002 ; Van der Bergh and Dewitte 2006 ) . As such, error-correction mechanisms can help maintain cooperation, as will promoting forgiveness of the occasional failure to help.
Evolutionary theory predicts that organisms will try to avoid cooperating with those who do not cooperate (Trivers 1971 ; Axelrod 1984 : Cosmides and Tooby 1992) , so any changes in the perceived or expected cooperativeness of others should change people's likelihood of cooperation. There is much evidence -much of it not explicitly evolutionary -to support this prediction (for a review, see Pruitt and Kimmel 1977) . For example, people are much more likely to cooperate if given the opportunity to communicate with each other beforehand (e.g. Caldwell 1976 ; Ostrom et al. 1992 ; Davis and Holt 1993 ) ; this can occur either because they can make promises to each other or simply because communication gives them an opportunity to assess others' cooperativeness. People are more likely to cooperate with members of an in-group or when ingroup membership is made salient (e.g. Messick and Brewer 1983 ) , and Toshio Yamagishi and colleagues have shown that this is because people have higher expectations of cooperation from in-group members (Yamagishi and Kiyonari 2000 ; Yamagishi 2003 ) . Furthermore, the threat of punishment increases people's contributions towards a group fund because of both a direct effect on people who can receive the punishment and an indirect effect on the resulting expectations of cooperation from others (Shinada and Yamagishi 2007 ) .
There are multiple ways to change people's expectations about others' cooperation. Changing the structural parameters (costs, benefits, length of interactions) should do so. People are more cooperative if given the opportunity to gradually build and escalate trust rather than immediately commit to high helping (e.g. Roberts and Sherratt 1998 ; Kurzban et al. 2001 ; Roberts and Renwick 2003 ) . People are also expected to be sensitive to the perceived frequency of helpers and nonhelpers in the population (e.g. McNamara and Houston 2002 ; Barclay 2008 ; McNamara et al. 2009 ), so one could work to change this perception or correct any misperceptions. Observing non-cooperation has a greater effect on people's helping behaviour than observing cooperation (Monteresso et al. 2002 ; Offerman 2002 ) , so it is better to focus attention on the cooperators rather than the non-cooperators. One relatively simple way to change people's expectations about others' cooperation is to change how situations are presented to them. If different framings can change what is considered appropriate, then they will change not only what people feel they 'should' do, but will also change people's expectations about others' behaviour and thus make it 'safe' to cooperate. For example, people are more likely to donate money to their group if the group is framed as a 'community' and the money is framed as belonging primarily to the community (Rege and Telle 2004 ) . Similarly, people are more likely to cooperate with partners when a cooperative scenario is framed as the 'Community Game' versus the 'Wall Street Game' (Liberman et al. 2004 ). The practical implications of this are straightforward: pay attention to presentation. Further research should investigate the relative effects of different types of pro-social framings, for example whether presenting helping as a 'social obligation' is more effective than presenting it as a 'nice thing to do', and whether very obvious framings will be perceived as being manipulative and cause people to react negatively.
Generalized helping and public reputation
Humans are especially known for their willingness to help people outside of their immediate circle of kin, friends, and allies. This psychology is often believed to be have evolved because of various forms of reputational costs and benefits, such as indirect reciprocity, punishment, and costly signalling; I have previously reviewed these in greater detail elsewhere (Barclay, in press ). There is considerable overlap of predictions and applications arising from these, so I will discuss applications from them together in the following section after briefly introducing each in this section.
Indirect reciprocity
Direct reciprocity occurs when individuals exchange helping acts, but sometimes such acts are reciprocated by someone other than the recipient -this is termed 'indirect reciprocity' (Alexander 1987 ) and is reviewed in detail by Nowak and Sigmund ( 2005 ) . In the best-known form of indirect reciprocity (termed 'downstream reciprocity'), those who help tend to acquire a good reputation, and this increases the probability that someone else will help them when they need it. If someone is observed refusing to help, this harms their reputation and the chances that others will help them. Such indirect reciprocity can evolve provided that reputations can be tracked, and people distinguish between a justified failure to help a 'bad' person and an unjustified failure to help a 'good' person (see Nowak and Sigmund 2005 ) . Much experimental evidence shows that people who give help are more likely to receive help, even from those who have never received anything from them and never will (e.g. Gurven et al. 2000 ; Wedekind and Milinski 2000 ; Milinski et al. 2001 ; Seinen and Schram 2006 ) .
In addition to this 'downstream reciprocity', it is worth briefly mentioning one other form of indirect reciprocity called 'upstream reciprocity', where those who are helped become more likely to help others whom they later encounter (Nowak and Sigmund 2005 ) . This is popularly known as 'paying it forward', and can evolve because it triggers direct reciprocity from those helped (Nowak and Roch 2007 ) . Experimental evidence shows that after people receive help, they are indeed more likely to help others that they later encounter (Bartlett and DeSteno 2006 ; Fowler and Christakis 2010 ) ; similar effects have also been found in rats (Rutte and Taborsky 2007 ) . Although this 'upstream reciprocity' is not actually related to reputation -people are basing their helping decisions on their own receipt of help rather than the reputation of others -it still deserves likely to help others after receiving help, then one simple idea is to start a wave of charitable behaviour and simply let it propagate itself through social networks (Christakis and Fowler 2009 ) .
If the structure of a social network can be changed to better propagate these waves, so much the better.
Punishment
Indirect reciprocity shows that the rewards of a good reputation can sustain charitable behaviour. Having a bad reputation can have explicit costs too, as people are very willing to pay to impose costs upon those who do not pitch in their fair share in cooperative situations (e.g. Yamagishi 1986 ; Ostrom et al. 1992 ). People will seemingly punish even if they themselves receive no benefit from the punishee's future cooperative behaviour (Fehr and Gächter 2002 ) . The presence of punishment makes it costly to refuse to help, thus providing a selective pressure for helping (e.g. Boyd and Richerson 1992 ) . Whereas rewards and indirect reciprocity are efficient for eliciting charitable behaviour from just a few group members, punishment is more efficient if cooperation is required from all members of a population, because one only needs to use sanctions on rare noncooperators (Oliver 1980 ). Fostering such peer-to-peer punishment may be one way to promote unanimous cooperation. Despite its power to promote cooperation, peer-to-peer punishment is theoretically puzzling because all group members benefit when an uncooperative group member is coerced into cooperating, but only the punisher pays the cost to deliver such peer-to-peer punishment (Oliver 1980 ; Yamagishi 1986 ). As such, the evolutionary function of such apparently spiteful behaviour is currently being hotly debated. For example, it could be maintained by punishers receiving a good or a tough reputation (Brandt et al. 2003 ; Barclay 2006 ) , conformist imitation of group members (e.g. Guzman et al. 2007 ), or by punishers or their kin directly benefiting from the subsequent increased group cooperation (e.g. West et al. 2007 ). An understanding of the relative importance of these forces in maintaining peer-to-peer punishment will increase people's ability to regulate the cooperation in their own groups.
Costly signalling
Informational value
Helping others is costly, especially for those who do not have the resources to spare. In addition, those with little concern for others (and no intent to engage in later cooperation) will be particularly unwilling to incur the costs of helping because they receive no benefits from doing so. Thus, those who observe someone else helping can infer certain traits about the helper, such as his/her abilities, resources, and/or cooperative intent (Hawkes 1991 ; Boone 1998 ; Smith and Bliege Bird 2000 ; Gintis et al. 2001 ; Lotem et al. 2002 ) . Helping thus functions as an honest signal of those traits, and the costs of helping make it not worth the cost for those who do not honestly possess those traits. Observers benefit from pairing, mating with, or befriending those who have high abilities, resources, and cooperative intent. As such, it is beneficial to be seen to help because this makes one a more desirable social partner or mate (e.g. Smith et al. 2003 ; Barclay 2004 Barclay , 2010a . This explanation of helping is but one example of 'costly signalling', an idea which has been of great use in evolutionary biology for explaining exaggerated traits such as peacocks' tails and extravagant displays (for reviews, see Zahavi and Zahavi 1997; Searcy and Nowicki 2005 ) . Applying costly signalling theory to explain human helping does not require that people are aware of what their generosity signals (though obviously some are), only that the reputational benefits can sustain the behaviour. Field and laboratory studies both provide evidence that helping functions as a signal of personal traits and that others respond to it as such. Hunting big game and widely sharing the meat has been described as a costly signal of physical abilities, and data show that good hunters have higher reproductive success and more extra-marital affairs than poorer hunters -even in societies where the hunters receive no more meat than anyone else (e.g. Kaplan and Hill 1985 ; Hawkes 1991 ; Smith et al. 2003 ; Smith 2004 ) . Laboratory studies show that heroic male risk-takers are more desirable mates than non-heroes (Kelly and Dunbar 2001 ; Farthing 2005 ) ; similar effects have been found with other types of helping (Barclay 2010a ) . Hosting large feasts is an effective way to advertise one's resources because viewers have a vested interest in attending to the signal, not only because of its informational value but also to receive some of the food and gifts being distributed (e.g. Boone 1998 ; Smith and Bliege Bird 2000 ) . Large monetary donations have also been interpreted as a means to acquire prestige (Harbaugh 1998 ) .
With the former types of help, these acts signal the ability or resources to provide help that not everyone can provide. Helping can also signal concern for others, and can thus be a cue of one's likelihood of cooperating or helping in the future. Less theoretical work has been done on helping as an honest signal of cooperative intent and how the honesty of such signalling is maintained, but few people will be surprised to learn that helping at time A predicts later helping at time B (e.g. Clark 2002 ; Kurzban and Houser 2005 ) ; in fact, this is the basis of personality. Research also suggests that people treat helping as though it carries informational value. For example, people are more trusting of others who give money to other group members (Wedekind and Braithwaite 2002 ; Barclay 2004 Barclay , 2006 , to charity (Albert et al. 2007 ), or to their previous social partners (Keser 2003 ) . Costly signalling theory has only recently been used to explain helping behaviour, so it is not yet clear when helping should signal qualities that not everyone possesses (e.g. physical abilities or monetary resources) versus behavioural traits such as a willingness to cooperate; though see André ( 2010 ) and Barclay and Reeve (submitted) for recent thoughts on this.
Some researchers argue that religious rituals may serve as costly signals towards members of one's religious group (see Sosis 2004 ) . The cost of such rituals deters those who would take the benefits of group membership without actually valuing the group's position. This idea is important because religious donations comprise the largest type of all charitable donations (Hall et al. 2009 ). Hazing (initiation rituals involving humiliation, harassment, or abuse) may serve a similar function in fraternities, another group known for high rates of solidarity and monetary support from members.
When do we expect costly signalling?
When should observers pay most attention to signals of quality or cooperative intent? This is an important question, because it affects the size of the reputational benefits, and thus the effectiveness of reputation at increasing helping behaviour. Audiences should only attend to signals if they are informative, i.e. they carry information that is useful and is honest on average. If everyone has the same abilities or resources, then audiences gain no useful information from attending to costly signals of these qualities (Gintis et al. 2001 ) . Attending to such signals only pays if there are enough low quality individuals to make them worth avoiding. Similarly, if everyone is cooperative, then there is no reason to demand costly signals of cooperative intent from potential partners because it is easier to simply accept all potential partners; it only pays to discriminate if there is a risk of being cheated on (McNamara and Houston 2002 ; McNamara et al. 2009 ). Thus, as variation in a population increases in terms of abilities, resources, and/or cooperative intent, more people will attend to helping behaviour as a cue of those traits, in turn increasing the reputational 1 benefits for helping. Thus, reputation will be more effective at increasing charitable behaviour when there is high variation in the population.
The power of reputation
Preconditions and evidence
For cooperative sentiment to evolve via indirect reciprocity, punishment, or costly signalling, people must be able to acquire a reputation for their helping (or conversely, not helping), and these reputational benefits must outweigh the costs of providing help. These benefits can come from the recipients of the help, those who observed it, or from others who hear about it. Indirect reciprocity theory and costly signalling theory both make many similar predictions, to the point that disentangling them is often difficult (and possibly unnecessary: see André 2010). However, both of these theories -as well as theories of punishment -make the prediction that helping behaviour should correlate with the magnitude and certainty of the reputational consequences. These three theories predict that people will be more willing to help others when they can acquire a reputation for doing so, and this prediction has been abundantly confirmed. For example, people give more money to others in experimental games when their behaviour is publicly announced (Rege and Telle 2004 ; Bereczkei et al. 2007 ) , made available to people they will later interact with (Milinski et al. 2002 ; Barclay 2004 ; Hardy and Van Vugt 2006 ) , talked about or commented on by fellow participants (Masclet et al. 2003 ; Piazza and Bering 2008 ) , or even just known to the experimenters (Hoffman et al. 1994 ) . People are more likely to contribute to a fund to educate others about climate change if they can acquire a reputation for this giving, and they tend to be rewarded for doing so (Milinski et al. 2006 ) . In an experimental tax game, participants were less likely to cheat on their taxes if the pictures of tax-evaders were to be made public, and this effect was in addition to any deterrent effects of monetary sanctions (Coricelli et al. 2010 ) . Sometimes this behaviour is quite strategic, in that the same people help when they can acquire a reputation but then shortly afterwards refuse to help in anonymous situations (Milinski et al. 2002 ; Semmann et al. 2004 ; Barclay and Willer 2007 ; see also Figure 10.2 ) . However, adaptive responses to cues of reputation need not be conscious, and in real life are probably often driven by heightened emotions like guilt and shame in public.
Competitive altruism
When people can choose with whom to interact, people will even actively compete to give more than others, in what has been termed 'competitive altruism' (Roberts 1998 ; Barclay 2004 ; Hardy and Van Vugt 2006 ; Barclay and Willer 2007 ; Sylwester and Roberts, 2010 ) . Such behaviour increases one's access to desirable social partners. Helping behaviour is sensitive to social comparison, which makes sense in the light of this market-based competition over cooperative partners. For example, people give more money to radio fundraising if given information other people's high donors (Shang and Croson, 2006 ) , and are influenced by the perceived number of other people who have made pro-environmental decisions like conserving water by re-using hotel towels (for review, see Kazdin 2009 ).
Competitive altruism explains such why such social comparisons are effective: no one wants to lose out on partnership opportunities for being slightly less cooperative than others. Competitive altruism also explains how cooperative norms can escalate over time, as people try to outdo each other in terms of relative generosity. Fostering competitive giving could increase charitable behaviour, such as by naming university buildings after the highest donors. Other ways to 
Implicit cues of reputation
People are so sensitive about reputation that cues of reputation do not even need to be explicit. In one famous study, Haley and Fessler ( 2005 ) gave people the option of giving money to others in an experimental game, and then varied whether there were a set of stylized eyespots on the computer screen versus the laboratory's logo. Even though participants' decisions were completely anonymous in either case, they gave more money when eyes were present than when absent. These results have been replicated in other studies with slightly different experimental games and stimuli (Burnham and Hare 2007 ; Mifune et al. 2010 ; though see the discussion in the later section 'Situational potency of reputational cues'). Rigdon and colleagues ( 2009 ) were even able to show this effect with three dots presented in a 'watching-eyes configuration' (downward triangle) versus a neutral configuration (upward triangle). As evidence that this effect works outside the laboratory, Bateson and colleagues ( 2006 ) found that people gave more money to pay for coffee on an 'honour system' when there were eyes above the money jar than when there were flowers. These studies all show that people's reputational concerns can be triggered to increase charitable behaviour, and the triggers can be relatively minor. People can also be influenced by being primed about other aspects of their reputation. For example, after being put into a mating mindset by viewing pictures of attractive people and imagining a perfect date with one of them, men and women reported being more willing to engage in helping acts that could signal their generosity, prestige, or heroism (Griskevicius et al. 2007 ) . Being primed to think about their social status increases people's reported willingness to buy eco-friendly products (e.g. hybrid cars) relative to similarly priced luxury products (Griskevicius et al. 2010 ) . Participants in an experimental game gave little money to their partners when no one finds out how much they gave, gave more money when observed by a third party who might then interact with them, and gave the most when that thirdparty observer could choose with whom to interact (thus giving an incentive to appear more cooperative than one's partner). Redrawn from Barclay and Willer ( 2007 ) . 
Harnessing the power of reputation
If we can harness these powers of reputation, then we can potentially create powerful and long-lasting increases in charitable behaviour. Evolutionary models of cooperation show that cooperation is more likely when people are likely to interact again or when a person's reputation is more likely to come back to affect them. Currently, many interactions in developed countries are with strangers, such that there is less likelihood of one's reputation benefiting or harming oneself in the long run. On the one hand, this is a drawback, but on the other hand it is a great opportunity: if we can somehow increase the likelihood that people's reputation will follow them to situations where it matters, then we can greatly increase cooperation. This could be accomplished by creating stable groups that are likely to have repeated interactions or by increasing the transmission of reputational information. The Internet may be particularly useful for this information transfer, especially the increased use of Internet social networking sites. Although we value privacy, some things like energy use affect others, so perhaps we should consider making such information more public so that reputational pressures will entice people to act more sustainably. We can also use people's reputational concerns to foster demand for 'green' or socially responsible products. Once an act (such as purchasing socially responsible products) becomes associated as being 'good', systems of indirect reciprocity will tend to support that act and reward those who do it (Milinski et al. 2002 ; Panchanathan and Boyd 2004 ) . As long as companies follow their economic interests by responding to consumer demands, then this can influence what products get produced, and can potentially reduce unsustainable or exploitative production. To phrase it poetically: 'money talks, but reputation helps determine what that money says' (Barclay 2010b ) . Consumer boycotts have been successful before, but an outright boycott is not necessary because in the long run, the larger market share will go to whichever companies or products are being bought more. Rather than wait for long-term effects, companies should be made aware of why people are avoiding their products, because this will result in much faster changes in their practices. It is debatable whether it is more effective to focus on the reputations of individual consumers versus the reputations of Chief Executive Officers (CEOs) or other corporate decision-makers (Jennifer Jacquet, pers. comm. 19 June 19, 2010) : focusing on the former can change the market forces such that it is in a company's interest to become socially responsible, whereas focusing on the latter has a greater per capita immediate effect because CEOs have more influence than the average consumer.
Creating reputational pressures
It is one thing to affect the anonymity of people's acts, but is another to make sure that reputational forces will actually act to promote helpful or socially responsible behaviour (i.e. instead of people simply ignoring a given behaviour). Beyond making acts more public, how do we ensure that the right reputational pressures will be there to promote socially responsible acts? This is much easier asked than answered. Once an act is perceived as 'good', then those who actually are 'good' will tend to do it, thus sustaining the correlation between that act and good character, such that reputation can promote the act. But what creates this perception in the first place? Unless that perception already exists, we need a way to link certain acts (e.g. buying only socially responsible products) with a 'good' reputation. Doing so will involve changing public perceptions to make some acts or purchases seem socially desirable and other acts seem socially undesirable, Although it may be sufficient to simply assert that 'good people do X and bad people do Y', it is probably more effective to point out exactly how X benefits others and Y hurts others. Common knowledge of these benefits and harms is probably important, because it allows people to infer something about the character of whoever is performing the act. Someone who is genuinely concerned for others' welfare will not readily do something that harms another. As such, anyone who knowingly performs such a harmful act can be inferred to not have such concern -but only if they should reasonably know that the act is socially harmful. One potential example of how the norms have changed is that of campaigns against drinking and driving: these have been very successful at changing social norms, such that in many areas the social pressures are more effective at reducing impaired driving than police enforcement. By focusing on the social dangers of impaired driving, it changed people's perceptions of those who drink and drive and made it socially unacceptable to do so. If it becomes more commonly known that certain acts (e.g. pollution, unsustainable consumption) are socially harmful, then people will be more willing to sanction those who do them. In Canada, anti-smoking advertisements are beginning to focus on smoking's harm to others rather than to oneself, which subtly changes the social pressures. In a more extreme case, one can imagine a sort of 'Asshole Campaign' to shame those whose behaviour negatively affects others, such as the use of 'Gas guzzling = Asshole' bumper stickers on highly inefficient vehicles.
One can attempt to link harmful behaviours with negative reputation by focusing on the social costs, or one can link positive behaviours with good reputation by focusing on the social benefits. Thus, education about positive effects can foster a reputation system to support that behaviour. For example, someone who cares about others' welfare and has the opportunity to help at low cost will not knowingly refrain from doing. As such, whether or not someone performs a helping act will become a cue about that person's concern for others -as long as the helper and the observer both know that the act actually does help others. One example of this is how Milinski and colleagues ( 2006 ) showed that educating people about the dangers of climate change helps increase the social pressure to fight against climate change. In that experiment, education without reputation had marginal effects on people's willingness to fight climate change, but the combination of education and reputation was particularly effective. Thus, educating people about the effects of their behaviour is not separate from reputational effects. Instead, they are linked: education is a crucial component in creating the reputational pressures to sustain charitable behaviour, and reputational forces give people a reason to care about what they have learned and to act on it.
Limitations
Despite the potential for reputation to increase charitable behaviour, it has several important limitations that need to be overcome in order to promote sustained helping. If we attempt to use reputations to increase charitable behaviour without first giving thought to these issues, the net effect could be marginal, transitory, or possibly even counterproductive. For each of the following limitations -which are presented in increasing order of importance -I also attempt to provide solutions.
Costs of helping may outweigh reputational benefits
It is easy to make the simplistic argument that charitable behaviour will increase when people can acquire a reputation. However, that prediction is based on people receiving social benefits for helping others, so we must actually assess whether the expected reputational benefits will outweigh the costs of helping. When the expected reputational benefits are small relative to the 1 expected costs (e.g. when most people do not associate a particular helping act as being 'good'), then reputation should have a negligible effect on helping, and may even decrease helping (see later section 'Explicit incentives reduce intrinsic motivations for helping'). This point seems extraordinarily obvious, but is also surprisingly easy to forget once we try to incorporate multiple kinds of delayed costs and benefits, multiple observers, and competition over reputational benefits.
Situational potency of reputational cues
Sometimes reputation manifests itself with strong and tangible consequences, such as monetary sanctions (e.g. Yamagishi 1986 ) or the presence of mating opportunities (Griskevicius et al. 2007 ; Barclay 2010a ). However, other cues -such as the use of eyespots to subconsciously trigger reputational concerns (e.g. Haley and Fessler 2005 ) -are much more subtle and are often not actually followed by real opportunities for reputation. The presence of reputation and non-anonymity may have effects across situations, but weak cues of reputation will be more easily overwhelmed by other features of the situation such as internalized norms regarding appropriate behaviour or other costs and benefits. Consistent with this idea, two recent studies have found that weak reputational cues did little to change giving behaviour in economic games which had strong situational cues and norms: offers and responses in Ultimatum Games are unaffected by the presence of others in a room (Lamba and Mace 2010 ) , and amounts reciprocated in a Trust Game are unaffected by eyespots on a computer (Fehr and Schneider 2010 ) . In these cases, the normative expectations of fairness -and internalization of these norms -may have outweighed the relatively weak reputational cues in those experiments. Thus, reputation may be more effective at eliciting cooperation in some situations than others, such that stronger reputational incentives are necessary in situations where there are other countervailing factors.
Consequences of non-reinforcement
People may be predisposed to be sensitive to their reputation, but they are also excellent learners whose behaviour is shaped by reinforcement and non-reinforcement. Many animals eventually habituate or acclimatize to stimuli that carry no useful information, and they cease performing non-reinforced behaviours (e.g. Domjan and Burkhard 1993 ) . As such, we should expect humans to similarly habituate to stimuli that lose their usefulness in predicting the presence of important reputational opportunities, and responding to uninformative cues should be extinguished. For example, the presence of eyespots are a subtle cue of being watched and thus increase cooperation (e.g. Haley and Fessler 2005 ; Burnham and Hare 2007 ) , but if eyespots are repeatedly presented to people without any tangible reputational opportunities, then people should eventually come to ignore them -just as predators eventually come to ignore the fake eyespots flashed by prey species to scare off predators (Stevens 2005 ) . Consistent with this prediction, Soetevent ( 2005 ) found that reputational cues had only temporary effects on charitable donations in churches. To resolve this problem, would-be social engineers should ensure that when they cue reputational concerns, those cues should be occasionally followed by real opportunities for non-trivial reputational benefits. Otherwise, the cues will eventually lose their effectiveness with repeated use.
Not everyone cares about reputation
Some experiments show a non-zero proportion of people who continue to act selfishly even when they are being conspicuously observed. For example, Rege and Telle ( 2004 ) found that people donate more money towards a group project when they have to announce their contributions to the entire group than when such donations are anonymous, but the proportion of people giving zero is unchanged by the presence of non-anonymity. It is as if there is some low proportion of 1 'rugged individualists' or psychopaths who care little for the respect or disdain of others. If some people do not need or desire a reputation for helping, then it is not worth the cost for them to help others (Barclay and Reeve submitted) . For example, in attractiveness terms, some people are already so desirable that they can get away with being selfish (Takahashi et al. 2006 ). These persistent cheaters may drag down the cooperation of others, given that most people cooperate only if others also do so (Fischbacher et al. 2001 ) . Furthermore, some types of cooperation require unanimity (Oliver 1980 ) , and would thus fail to work if there were some people who cared little about social pressures and rewards. When unanimous cooperation is required, tangible punishment of non-cooperators may be required to ensure that everyone cooperates (Oliver 1980 ) , but that punishment must be strong enough to be effective (e.g. Gneezy and Rustichini 2000a ) .
Devaluing the future benefits of reputation
Investing in future reputational benefits is an investment in the future, so it only pays off individuals who will be around to reap the long-term benefits. Humans and other organisms value the future less than the present, such that there is a strong temptation to avoid the immediate costs of helping others because future benefits are perceived as less valuable (Frank 1988 ; Stephens 2000 ; Stephens et al. 2002 ) . Supporting this idea, people who place more value on the future are more likely to cooperate with each other in experimental games (Harris and Madden 2002 ) .
This devaluing of future benefits is potentially problematic. However, the degree to which people value the future is not static and can vary adaptively according to local circumstances and life history Daly 1997 , 2004) . Thus, increasing people's 'time horizons' is predicted to increase their charitable behaviour. This will take more than rhetorical exhortations for people to invest in the future; it will take the presence of cues indicating that investing in the future will actually pay off and that each given person is likely to be around for it. Such cues can include cues of long life expectancy, better futures, or realistic life options (Wilson and Daly 1997 ) , though obviously these are major structural changes that are more easily proposed than implemented.
Explicit incentives reduce intrinsic motivations for helping
Whereas some people only help others when there are explicit incentives for doing so, others have internalized norms about helping and seem to have an intrinsic desire to help others (Simpson and Willer 2008 ) . Some have argued that it is this intrinsic motivation which causes much human cooperation (e.g. Fehr and Fischbacher 2004 ) . Unfortunately, much research shows that the presence of extrinsic rewards can undermine intrinsic motivation for tasks (for reviews, see Deci et al. 1999 ; Bowles 2008 ) . Similarly, when punishment of non-cooperators is present, it undermines trust and reciprocity, possibly because it becomes unclear whether others are cooperating out of intrinsic motivation or out of fear of punishment (Fehr and Rockenbach 2003 ; Mulder et al. 2006 ) . This reduction in intrinsic motivation can even outweigh any increased cooperation due to explicit incentives: two classic studies found that the presence of fines made parents more likely to be late to pick up their children from daycare than when no fines were present (Gneezy and Rustichini 2000a ) and that giving small rewards for good performance on IQ tests makes people perform worse than if they receive no rewards at all (Gneezy and Rustichini 2000b ) . Bowles ( 2008 ) reviews a number of similar cases.
This undermining of intrinsic motivation is a very serious problem that must be considered whenever using incentives for helping. One potential solution is to rely on implicit incentives, such as verbal rewards, which do not undermine intrinsic motivation (Deci et al. 1999 ). Even better would be to simply create reputational opportunities for people to apply their own informal social sanctions: these can still be effective at changing behaviour (Barr 2001 ; Fessler, 2002 ;  Masclet et al. 2003 ), but they do not rely on the type of top-down explicit institutional incentives which would undermine intrinsic motivation to cooperate. Eventually, these informal social pressures can cause people to internalize the desire to help. Explicit or institutional incentives could be reserved for situations where reputational pressures are insufficient (see earlier section 'Not everyone cares about reputation').
Identifying the reputational benefits may reduce them
If helping is designed to signal one's good character, then it may be detrimental to call attention to any benefits that people receive. Doing so makes it unclear whether people are helping because they are concerned for others or because they are merely concerned with their own reputationpeople tend to like the former type of person and be ambivalent or hostile towards the latter. Some people may even use this ambiguity to downplay the generosity of others: by calling attention to the reputational benefits someone else receives for helping, it limits the reputational advantage he/ she receives. This is an example of 'do-gooder derogation' (Monin 2007 ) that is expected when competition over reputation is high, and is especially expected from non-cooperators who seek to justify their lack of helping (and thus prevent a reputational loss). This problem is presently tricky to resolve because there is not much theoretical or empirical research on signals of cooperative intent, and even less research on how the effectiveness of such signals varies as a function of the apparent costs and benefits (e.g. audience size). One solution to this problem might be to create subtle opportunities for people to benefit from a reputation, but to strictly avoid any mention of people's reputational benefits. In this case, the social rewards and sanctions can occur on their own without it being commonly known that people do indeed benefit from helping others. A second solution would be to announce other people's generosity on their behalf so they don't have to personally flaunt it; this allows them to get a reputation without engaging in shameless self-promotion, and gives them an excuse for why their generosity becomes common knowledge. Thirdly, even if people are explicitly helping to gain a good reputation, it is worth comparing such people to others who refuse to help regardless of their reputation. It is also worth comparing people who seek status via helping versus those who seek status via costly consumption: someone who conspicuously gives extra meat away is nicer than someone who conspicuously burns it (Gintis et al. 2001 ) , someone with an expensive pro-environmental product is nicer than someone with an equally expensive unsustainable product (Griskevicius et al. 2010 ) , and someone who spends money to save the last whale is morally superior to someone who spends money to catch and eat that whale (Barclay 2010b ) . By using the appropriate comparisons, we can help ensure that the identification of reputational benefits does not completely eliminate those benefits.
Conclusion
An evolutionary approach focuses on the function of charitable behaviour. In addition to examining the psychological mechanisms underlying helping and the development of those mechanisms, evolutionists ask why humans possess psychological mechanisms in the first place, and why humans develop those mechanisms instead of just learning to be selfish. In this chapter, I have outlined some of the major selective pressures responsible for the evolution of helping, and I have suggested means by which this knowledge can be used to promote charitable behaviour. Focusing on the ultimate costs and benefits of helping can lead to research to create situations in which charitable behaviour pays off in the long run. This does not necessarily mean that people consciously seek to benefit from helping others, but instead means that these benefits will increase the frequency of helping either via learning (including internalization of norms) or via natural selection for cooperative sentiment. In particular, I have focused on harnessing the power of reputation because it is a novel approach with great potential to increase helping behaviour towards non-kin. At the same time, I have attempted to point out some limitations that need to be overcome in order for reputational pressures to be effective. Without consideration of these limitations, harnessing the power of reputation can be ineffective, and at worst could even reduce helping -recall the daycare study by Gneezy and Rustichini, ( 2000a ) discussed in the section 'Explicit incentives reduce intrinsic motivations for helping'. Theories of general reputation are far from complete, and there are many issues that still require resolving, such as how the magnitude of reputational benefits are affected by the apparent costs of helping, the frequency of helpers, the timescale, the type of reward, and especially from the public knowledge that there are benefits to having a good reputation. Hopefully the identification of these issues will inspire future research and lead to a more mature science of reputation. And hopefully such a science of reputation will have great power to increase charitable behaviour in the world. 
