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ABSTRACT
We perform an ensemble of N-body simulations with 20483 particles for 101 flat wCDM cosmological mod-
els sampled based on a maximin-distance Sliced Latin Hypercube Design. By using the halo catalogs extracted
at multiple redshifts in the range of z = [0, 1.48], we develop Dark Emulator, which enables fast and accurate
computations of the halo mass function, halo-matter cross-correlation, and halo auto-correlation as a function
of halo masses, redshift, separations and cosmological models, based on the Principal Component Analysis and
the Gaussian Process Regression for the large-dimensional input and output data vector. We assess the perfor-
mance of the emulator using a validation set of N-body simulations that are not used in training the emulator.
We show that, for typical halos hosting CMASS galaxies in the Sloan Digital Sky Survey, the emulator predicts
the halo-matter cross correlation, relevant for galaxy-galaxy weak lensing, with an accuracy better than 2% and
the halo auto-correlation, relevant for galaxy clustering correlation, with an accuracy better than 4%. We give
several demonstrations of the emulator. It can be used to study properties of halo mass density profiles such
as the mass-concentration relation and splashback radius for different cosmologies. The emulator outputs can
be combined with an analytical prescription of halo-galaxy connection such as the halo occupation distribution
at the equation level, instead of using the mock catalogs, to make accurate predictions of galaxy clustering
statistics such as the galaxy-galaxy weak lensing and the projected correlation function for any model within
the wCDM cosmologies, in a few CPU seconds.
Subject headings: large-scale structure of the universe — numerical simulations — machine learning
1. INTRODUCTION
Cosmic large-scale structures are promising avenues to fun-
damental questions in cosmology. Various wide-area imaging
or spectroscopic surveys of galaxies are ongoing and being
planned, aimed at addressing the nature of dark matter and
dark energy in the universe. These include the Subaru Hyper
Suprime-Cam (HSC) Survey9 (Aihara et al. 2018), the Dark
Energy Survey10, the Kilo-Degree Survey11, the Subaru Prime
Focus Spectrograph (PFS) (Takada et al. 2014), the Dark En-
ergy Spectroscopic Instrument (DESI)12, the Large Synoptic
Survey Telescope (LSST)13, the ESA satellite mission Eu-
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clid14, and the NASA satellite mission WFIRST15. However,
one of the most serious systematic effects in galaxy survey
based cosmology lies in the galaxy bias that generally states
an inevitable uncertainty in the relation between distributions
of dark matter and large-scale structure tracers (Kaiser 1984,
also see Desjacques et al. 2018, for a recent review). Since
physical processes involved in galaxy formation and evolu-
tion are still impossible to solve from the first principles, it is
of critical importance to explore a practical route to extract-
ing cosmological information from observables of galaxy sur-
veys, yet being least affected by the galaxy bias uncertainty, in
order to attain the full potential of ongoing and future galaxy
surveys.
The growth of cosmic structures is driven mainly by the
spatial inhomogeneities of dark matter, which are easier to
describe analytically on large scales (Bernardeau et al. 2002)
or via N-body numerical simulations down to small scales
(Miyoshi & Kihara 1975; Davis et al. 1985) than the variety
of astrophysical processes where baryons play a major role
in order to form galaxies (e.g., Vogelsberger et al. 2014). In
practice, however, we can observe only the projected or three-
dimensional distribution of galaxies from galaxy surveys from
which we have to infer the dark matter distribution. This is
not an easy task and a major challenge which all wide-area
galaxy surveys must confront. Nevertheless there is a theory-
motivated working hypothesis that we can employ to make a
connection between galaxies and the dark matter distribution.
Galaxies or galaxy clusters are believed to form inside dark
14 https://www.euclid-ec.org
15 https://wfirst.gsfc.nasa.gov
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matter halos, which are self-gravitative systems and corre-
spond to the peaks of the primordial mass density field (Kaiser
1984). The distribution of halos with respect to the dark mat-
ter distribution, referred to as halo bias, and its dependence on
the halo mass and cosmological models can be predicted in
the cold dark matter dominated structure formation scenario
using analytical models (Bardeen et al. 1986; Mo & White
1996; Sheth & Tormen 1999; Sheth et al. 2001) and/or using
N-body simulations (Tinker et al. 2010). Here it is known that
the large-scale bias of halos and therefore galaxies should ap-
proach to a constant value, known as “linear bias”, for the
adiabatic initial Gaussian conditions of structure formation
due to the equivalence principle of gravity (e.g. Desjacques
et al. 2018) (see Dalal et al. 2008, for a counter example such
as the primordial non-Gaussian initial condition). On small
scales, the halo bias becomes scale-dependent and varies with
cosmological models in a complex way due to nonlinearities
of structure formation (McDonald 2006; McDonald & Roy
2009; Taruya et al. 2010; Sato & Matsubara 2011; Baldauf
et al. 2012; Nishizawa et al. 2013). These distinct behaviors
of halo bias over different scales have to be kept in mind in or-
der not to have any bias in cosmological parameter inference.
Observationally, there are promising probes of galaxy sur-
veys that help to link galaxies to the dark matter distribution
or halos, at least in a statistical manner. Galaxy-galaxy or
cluster-galaxy lensing, which can be measured by stacking
shapes of background galaxies around the foreground trac-
ers, allows us to probe the “average” projected matter (mostly
dark matter) distribution around the tracers (e.g. Brainerd
et al. 1996; dell’Antonio & Tyson 1996; Fischer et al. 2000;
Sheldon et al. 2009). The large-scale galaxy-galaxy lensing
signal gives a direct estimate of the linear bias of the galax-
ies (e.g. Hoekstra et al. 2001; Sheldon et al. 2004). How-
ever, the weak lensing signal is generally noisy. Although the
small-scale lensing signal has a higher signal-to-noise ratio,
it probes the dark matter distribution inside the same halo,
which is generally difficult to predict accurately. Neverthe-
less, the integrated lensing signal within the projected aper-
ture of the virial radius can be used to infer the average halo
mass of galaxies in a sample (e.g. Mandelbaum et al. 2006),
which can in turn be used to infer the linear bias at large scales
with a help of theoretical model. The auto-correlation func-
tion of galaxies’ positions in the large-scale structure is an-
other powerful probe of cosmology (e.g. Peebles 1980). It
can be measured from a wide-area spectroscopic sample, and
is relatively easy to measure, i.e., with high signal-to-noise
ratios. If only the large-scale correlation signals are used and
if the linear bias is a priori assumed, the cosmological in-
formation can be extracted from the shape information (e.g.
Tegmark et al. 2004). However, the small-scale correlations,
which carry even higher signal-to-noise ratios, cannot be in-
terpreted easily, and the correlations of galaxies in the same
halo, the so-called one-halo term, add a significant contribu-
tion to the measured signal, which complicates the cosmolog-
ical analysis.
Although each observable alone has its own pros and cons,
combining different clustering observables enables us to per-
form a robust cosmological analysis, e.g., obtain tighter con-
straints on cosmological parameters, yet simultaneously cal-
ibrating systematic errors such as the bias uncertainty that
are otherwise difficult to calibrate with each observable alone
(e.g. Oguri & Takada 2011; Yoo & Seljak 2012; Schaan
et al. 2017, for similar discussion). Implementations of joint-
probes cosmology to actual data can be found in various
works (Seljak et al. 2005; Mandelbaum et al. 2013; Hikage
et al. 2013; Reid et al. 2014; More et al. 2015b; Abbott et al.
2018; Joudaki et al. 2018). Such analyses can be done by
combining wide-area imaging and spectroscopic surveys over
the same region of the sky; for instance, this is the case for the
Subaru HSC and PFS surveys.
Hence the purpose of this paper is to develop a software
to make accurate model predictions for clustering observ-
ables in preparation for high-precision cosmology achievable
from ongoing and future wide-area galaxy surveys. Moti-
vated by the fact that dark matter halos are building blocks
of the large-scale structure and the places hosting galaxies,
we build an “emulator”, dubbed as Dark Emulator, that al-
lows fast, accurate computations of “halo” clustering quanti-
ties; halo mass function, halo-matter cross-correlation func-
tion, and halo auto-correlation function as a function of halo
mass, separation, redshift and cosmological models. To de-
velop the emulator, we use a large number of N-body simu-
lation realizations and their halo catalogs at multiple output
redshifts for different cosmological models that cover a suf-
ficiently broad range of models within flat-geometry, time-
varying dark energy and cold dark matter cosmologies (here-
after wCDM). These halo clustering quantities include all the
relevant physics such as the linear halo bias, nonlinear bias
and the halo exclusion effect. Since we use a limited number
of N-body simulation realizations for sparsely-sampled cos-
mological models in six-dimensional cosmological parameter
space, we carefully propagate statistical uncertainties in halo
clustering quantities to the model predictions (emulator out-
puts) by using the Principal Component Analysis (PCA) and
the Gaussian Process regression (GPR) in a high dimensional
space of input and output data vector.
The concept of our study is somewhat similar to emula-
tors developed in previous studies, which interpolate various
quantities measured from simulations over the cosmological
parameter space (Heitmann et al. 2006; Habib et al. 2007;
Heitmann et al. 2010; Schneider et al. 2008; Lawrence et al.
2010; Heitmann et al. 2016; Lawrence et al. 2017; Petri et al.
2015; Liu & Madhavacheril 2018; Agarwal et al. 2012, 2014;
DeRose et al. 2018; McClintock et al. 2018; Zhai et al. 2018;
Wibking et al. 2018; Garrison et al. 2018; Euclid Collabora-
tion et al. 2018). However, our study is quite different from
these works in the sense that we do not make a one-to-one
mapping between the input cosmological parameters to the fi-
nal statistical quantities with the emulation process. We focus
more on developing a machinery consisting of several build-
ing blocks, each of which works as a separate emulator, and
combining them in an analytical manner to work together.
Specifically, we focus on halo clustering statistics and do not
employ any specific prescription to connect halos to galax-
ies such as the halo occupation distribution (HOD) (Zheng
et al. 2005). Hence, to obtain predictions of galaxy cluster-
ing quantities that can be compared with the measurements,
a user needs to adopt a prescription to model the galaxy-halo
connection, especially the one-halo term contributions aris-
ing from galaxies in the same halo, and then combine the
outputs of Dark Emulator to compute the desired statisti-
cal quantities. As a working example, we show how to com-
bine the outputs of Dark Emulator and the other small-scale
physics prescriptions such as the HOD model and the distribu-
tion of satellite galaxies inside a halo analytically at the equa-
tion level (e.g., Fourier transform and numerical integration)
to compute clustering quantities of galaxies such as galaxy-
galaxy weak lensing and projected galaxy correlation function
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for galaxies in a hypothetical sample. In this sense our ap-
proach might be regarded as a numerical-simulation version
of the halo model approach (Seljak 2000; Peacock & Smith
2000; Ma & Fry 2000; Scoccimarro et al. 2001; Valageas &
Nishimichi 2011) (also see Cooray & Sheth 2002, for a re-
view). Thus our emulator gives a flexibility that an user can
decide how to use the emulator outputs for his/her desired pur-
pose. This study is the initial work of the Dark Quest cam-
paign project, and the final goal is to use the Dark Quest prod-
ucts to achieve accurate and robust cosmological analysis with
wide-area galaxy surveys. Therefore the requirements we im-
pose for the Dark Emulator are giving sufficiently accurate
predictions for desired observables and being sufficiently fast
to allow cosmological parameter inference such as a Markov-
Carlo Monte Carlo analysis in a high-dimensional parame-
ter space, e.g. 6-dimensional cosmological parameters plus
various nuisance parameters including HOD parameters. We
demonstrate how well we achieve these requirements.
The structure of the paper is as follows. We start with a
brief review of the halo approach to the galaxy clustering
and the relevant observables in § 2. In § 3, we summarize
the details of the simulation setups including the parameter
sampling scheme, initial conditions, time evolution and post
processing. We then discuss the details of each module that
constitutes our emulator in § 4 including the cross-validation
tests. We focus on typical halos which host CMASS galax-
ies observed by the Sloan Digital Sky Survey at z ∼ 0.5 in
this section. We demonstrate how these modules can be com-
bined to make predictions of various halo and galaxy statistics
in § 5. We summaries in § 6 with comments on the actual sit-
uations where our codes can be applied. Convergence studies,
our treatment on the massive neutrinos, the mass and redshift
dependence of our modules and an example HOD prescription
implemented in the current version of the emulator are shown
in appendices. Readers who are interested only in the final
accuracies of Dark Emulator may go directly to Appendix F
for the results of our validation study.
2. HALO COSMOLOGY
Before going to details of our method to construct Dark
Emulator, we first describe the concept of our approach. In
particular we describe why we focus on statistical quantities
of halos and how we can connect the halo statistics to ob-
servables for galaxies and galaxy clusters that can be used to
extract cosmological information.
2.1. Galaxy observables
Our final goal is to make predictions for clustering observ-
ables that are available from wide-area galaxy surveys. For
example, the galaxy-galaxy weak lensing signal is measured
by cross-correlating the positions of foreground galaxies with
the shapes of background galaxies and probes the average ex-
cess mass density profile around the lensing galaxies, ∆Σg(R).
This signal reflects the three-dimensional galaxy-mass cross
correlation function, ξgm(x), projected along the line-of-sight
direction:
∆Σg(R) = Σ¯g(< R) − Σg(R), (1)
where
Σg(R) = ρ¯m0
∫ ∞
−∞
ξgm
(√
R2 + pi2
)
dpi, (2)
Σ¯g(< R) =
2
R2
∫ R
0
Σg(y) ydy. (3)
Here we denote by pi and R separations in the line-of-sight and
transverse directions, respectively, and ρ¯m0 is the present-day
mean matter density. The use of ρ¯m0 is due to the fact that
we define the surface mass density in the comoving coordi-
nates rather than the physical coordinates. Similarly, the pro-
jected galaxy auto correlation function is related to the three-
dimensional galaxy auto correlation function, ξgg(r), via
wgg(R) = 2
∫ pimax
0
ξgg
(√
R2 + pi2
)
dpi, (4)
for the projection width [−pimax, pimax].
The simplest linear deterministic bias model, which con-
nects the matter density field δm and the galaxy number den-
sity field δg as δg = bgδm, leads to
ξgm = bg ξmm, ξgg = b2g ξmm, (5)
with a free parameter bg, which is completely degenerate with
the normalization of linear matter power spectrum, σ8. Hav-
ing both the lensing and clustering signals, one can break this
degeneracy and infer the underlying matter correlation func-
tion ξmm(x) by combining the two correlation functions:
ξmm(x) =
[
ξgm(x)
]2
ξgg(x)
. (6)
In reality, however, both nonlinear corrections and stochastic-
ity can alter this relation. To quantify this, we introduce the
cross coefficient (Tegmark & Peebles 1998) defined by
rgm(x) ≡
ξgm(x)√
ξgg(x) ξmm(x)
. (7)
The departure of rgm from unity characterizes the degree to
which the linear deterministic relation is violated.
2.2. Halo model approach to galaxy bias
Dark matter halos are basic building blocks of large-scale
structure and the sites harboring formation of galaxies and
galaxy clusters. Since physical processes involved in galaxy
formation are still difficult to resolve or simulate from the first
principles, dark matter halos could give us a practical route to
connect theory and observations of galaxy surveys. Hence,
in this paper, we develop an emulator that primarily predicts
statistical quantities of halos as a function of halo mass, red-
shift, clustering separation scale, and cosmological parame-
ters (model). This halo model allows us to compute galaxy
clustering statistics, e.g., by using a halo occupation distribu-
tion (HOD) prescription.
The halo mass function dn/dM is defined as the comoving
number density of halos in the mass range [M,M + dM] and
at redshift z, for a given cosmological model denoted by its
parameters p:
dn
dM
(M, z,p) dM. (8)
This is the first important quantity which we are going to cal-
ibrate with simulations. We will build a module enabling the
fast computation.
Two-point clustering properties of halos are characterized
by the auto-correlation functions of two halo samples and the
cross-correlation functions of halos and matter, which we de-
note as
ξhh(x; M1,M2, z,p), (9)
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Fig. 1.— A demonstration of our halo modules in Dark Emulator to predict halo-related statistical quantities as a function of cosmological parameters. We
show how the halo mass function (left panel), the halo-matter cross correlation function (middle) and the halo auto-correlation correlation function (right) vary
with Ωm for a flat-geometry cosmology, but with σ8 and other cosmological parameters being kept fixed to their fiducial values. Three sets of the lines in the
left panel show the mass functions at redshifts z = 0, 0.5 and 1, respectively, and the three sets in the middle and right panels show the correlation functions for
halos at three masses as indicated in the figure legend, at redshift z = 0.5. Throughout this paper we use the spherical overdensity mass, M200, for the halo mass
definition, where the mean mass overdensity within the halo boundary is 200 times ρ¯m0.
and
ξhm(x; M, z,p), (10)
respectively. Here we explicitly denote that the two halo sam-
ples in the halo-halo correlation function can have different
masses, M1 and M2. We will omit the arguments z and p be-
low for notational simplicity.
Fig. 1 shows examples of quantities of our main interest,
halo statistical quantities, predicted by Dark Emulator that
we develop in this paper. The figure shows the halo mass
functions, the halo-matter cross correlation functions, and the
halo-halo auto correlation functions with varying density pa-
rameter Ωm, but fixing other parameters to their fiducial val-
ues. In doing so, we keep the spatial flatness, the overall nor-
malization σ8 as well as the baryon fraction, and the change
in Ωm is compensated by the density of dark energy Ωde as
well as the Hubble parameter H0. We show in the left panel
the prediction at three different redshifts, while in the middle
and right panels, we consider three halo masses at z = 0.5.
Each of these quantities can be computed very quickly by the
emulator, in ∼ 100 milliseconds on a typical modern lap-top
computer.
Once these statistical quantities of halos are given, we can
compute galaxy observables, such as those shown in Eqs. (1)
and (4), based on an empirical HOD model for the mean num-
ber of galaxies within a halo with mass M, 〈N(M)〉. We here
employ the functional form originally proposed by Zheng
et al. (2005) and then slightly generalized by More et al.
(2015b). The explicit formulae as well as the derivation of
the resultant galaxy statistics can be found in Appendix G.
On large scales, the galaxy statistics are computed as the
weighted average of the corresponding halo statistics. Specif-
ically, using the halo occupation distribution that gives the
average number of galaxies in halos of mass M, 〈N(M)〉, we
can compute
ξgm(x) =
1
n¯g
∫
dM
dn
dM
(M) 〈N(M)〉 ξhm(x; M), (11)
for the cross and
ξgg(x) =
1
n¯2g
∫
dM1
dn
dM
(M1) 〈N(M1)〉
×
∫
dM2
dn
dM
(M2) 〈N(M2)〉 ξhh(x; M1,M2), (12)
for the auto correlation functions, where the mean galaxy
number density, n¯g, is given by
n¯g =
∫
dM
dn
dM
〈N(M)〉 . (13)
We now introduce mass-dependent halo bias functions
ξhm(x; M) = bhm(x; M) ξmm(x), (14)
ξhh(x; M1,M2) = b
(2)
hh (x; M1,M2) ξmm(x), (15)
for the cross and the auto correlation functions, respectively.
The galaxy correlation functions, Eqs. (11) and (12), can be
rewritten as
ξgm(x) = bcrossg (x) ξmm(x), (16)
ξgg(x) =
[
bautog (x)
]2
ξmm(x), (17)
where the corresponding galaxy bias functions are computed
as
bcrossg (x) =
1
n¯2g
∫
dM
dn
dM
(M) 〈N(M)〉 bhm(x; M), (18)[
bautog (x)
]2
=
1
n¯2g
∫
dM1
dn
dM
(M1) 〈N(M1)〉
×
∫
dM2
dn
dM
(M2) 〈N(M2)〉 b(2)hh (x; M1,M2).
(19)
Now the cross correlation coefficient for galaxy and matter
fields, Eq. (7), reads
rgm(x) =
bcrossg (x)
bautog (x)
. (20)
The condition, rgm = 1, is trivially satisfied when the halo
auto bias function is written as a product of the two cross bias
functions:
b(2)hh (r; M1,M2) = bhm(r; M1) bhm(r; M2), (21)
for any halo mass M1 and M2. This relation would hold at
sufficiently large separations16.
16 In Fourier space, however, a residual contribution is known to persist
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On mildly nonlinear scales, one should take into account
a violation of the relation (21). In particular, understanding
the scale dependent function rgm(x), and thus bhm(x; M) and
b(2)hh (x; M1,M2), is crucial to recover the underlying matter
correlation function out of galaxy observables. On strongly
nonlinear scales, the one-halo term, namely clustering contri-
bution due to pairs of galaxy-galaxy or galaxy-matter within
the same halo, dominates the signal over the two-halo term
discussed so far. Especially, the galaxy-galaxy lensing signal
defined in Eq. (1) in this regime gives an information on the
average mass of halos in which lensing galaxies reside. For
a simplistic scenario where HOD is a delta function at mass
M, this halo mass information tells us how the bias function
should behave on large scales, breaking the degeneracy be-
tween bias and the underlying clustering signal. In more re-
alistic settings, the small-scale information inferred from the
galaxy-galaxy lensing helps to determine the HOD parame-
ters and we can perform a quasi bias-free analysis using the
large-scale clustering signal.
All these analyses cannot be realized unless we have a good
control of the model predictions for the halo clustering signals
including their dependence on mass as well as on cosmolog-
ical parameters. Therefore, the three quantities, dn/dM, ξhh,
and ξhm, are of our central interest in this paper (see Fig. 1 for
example plots of these quantities varying Ωm). Our emulator
models these quantities at the core, and predicts the galaxy
statistics by combining them with a HOD prescription in an
analytical manner. In doing so, we pay attention to the evalu-
ation speed of the statistics such that it is feasible to perform
a Markov-Chain Monte Carlo analysis of parameter inference
in a high-dimensional parameter space, e.g., a space including
cosmological parameters as well as HOD parameters.
Two-dimensional projected clustering statistics can also be
computed analytically, based on the three-dimensional clus-
tering signals predicted by our emulator. Alternatively, one
might be tempted to project the matter particles, halos or
mock galaxies in a simulation box along an chosen one axis
or direction, and then measure the correlation signals in two
dimensions to model the projected signals directly. One could
further increase statistics by combining the results from mul-
tiple projection directions. In contrast to this conventional
approach, we would like to emphasize that our procedure,
which first measures the correlation functions in three dimen-
sions and then perform projection by the numerical integra-
tion along the line-of-sight, is more advantageous in the sense
that we automatically access the information in all the pos-
sible two dimensional maps obtained by projection along all
the possible different directions. We also note that in our ap-
proach the projection width can be chosen as desired once
the full three-dimensional information is available. Since
redshift-space distortion can impact the projected statistics
when the width is small, we implement a simple model to
account this effect in the module that computes wgg.
3. SIMULATION ENSEMBLE
We summarize here basic features of the Dark Quest sim-
ulation suite. All the simulations presented in this paper are
listed in Table 1. More detailed explanations on each of the
simulation suite will be given in the subsequent subsections.
We also describe details of postprocessing analyses.
even on the large scale limit, and this behaves as a non-Poissonian shot noise
term, k0 (Seljak et al. 2009; Hamaus et al. 2010; Baldauf et al. 2013). Hence,
it would not contribute significantly in configuration space.
3.1. Simulation design
One of the key elements for an efficient emulator is the sam-
pling scheme of the models in a high-dimensional input pa-
rameter space. It should be designed such that the hypervol-
ume of interest is sampled as homogeneously as possible. In-
deed, Latin Hypercube Designs (LHDs) have been employed
in previous studies to show a good performance to construct
the training data for emulators (e.g., Heitmann et al. 2009).
An LHD is a design achieved by first selecting a hyperrect-
angle, then dividing it into a regular lattice and selecting only
one sample in every lattice interval when projected into any
one dimension.
LHDs are one of useful techniques employed in the liter-
ature of experimental design (see Garud & Kraft 2017 for
a recent review). Imposing certain conditions, an LHD can
have desirable space-filling and projection properties. Be-
cause of these, they are often employed in black-box exper-
iments, where the dependence of the outcome on input vari-
ables are completely unknown. While our situation is slightly
different (i.e., the relation between inputs and outputs can be
approximately modeled using fitting formulae in cosmology),
LHDs have been a standard tool for the development of emu-
lators in cosmological settings. In many cases of cosmology,
one wishes to emulate a considerably large number of outputs.
An experimental design highly optimized to one output can
sometimes give a significantly inferior performance on other
outputs. An LHD is expected to give, albeit non-optimal, a
reasonable set of samples for all the outputs similarly to black-
box experiments.
We here employ a variant of LHD, called maximin-distance
“sliced” LHD (SLHD) developed in Ba et al. (2015). This is a
technique to realize a hierarchy of maximin distance (i.e., the
minimum distance between different sampling points is max-
imized) LHDs: the whole samples are located to construct an
LHD, and they are classified into subgroups called “slices”
with the same number of samples, each of which indepen-
dently satisfies the conditions for an LHD. In practice, a good
space filling property (i.e., a near maximin design) is ensured
by minimizing the following quantity:
Φ(XN) =
1
2
φall + 1m
m∑
t=1
φt
 , (22)
where we denote by XN = {x(i) | i = 1, . . . ,N, x(i) ∈ Rn} the
locations of the whole N samples in the n-dimensional input
parameter space, and φall and φt, respectively, stand for the
cost function for the total and the t-th slice:
φall(XN) =
 2N(N − 1) ∑
i, j∈XN
1
dr(x(i), x( j))
1/r , (23)
φt(Xt) =
 2M(M − 1) ∑
i, j∈Xt
1
dr(x(i), x( j))
1/r , (24)
where Xt = {x(i) | i = (t − 1)M + 1, . . . , tM, x(i) ∈ Rn} is the
samples in the t-th slice with M = N/m members, the quantity
d(x(i), x( j)) is the distance between two samples, x(i) and x( j),
and we use the standard Euclidean distance,
√|x(i) − x( j)|2,
for simplicity. This is equivalent to putting a uniform prior
when the input parameter space is sampled. Here, the mini-
mization of φall or φt at the limit of r → ∞ is equivalent to
the maximization of the minimum distance among the design
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TABLE 1
Summary of our simulation suites. We show the number of particles (Npart), comoving box size (Lbox in h−1Mpc), cosmological model, random
number seeds used in initial conditions (IC), the number of realizations per model or parameter set (Nreal) and the purpose of the simulations;
calibration of either the halo mass function (HMF), halo-matter cross correlation function (HMCCF), halo auto correlation function
(HACF) or the halo propagator (PROP), or other testing purposes such as the initial condition of simulations (IC).
Class Npart Lbox cosmology IC Nreal purpose
HR 20483 1, 000 fiducial random 28 assessment of variance (HMF, HMCCF)
20 models in Slice 1 fixeda 1 test of ICs
100 models in Slice 1–5 random 1 Emulator (HMF, HMCCF; Slice 1–4 for training, Slice 5 for validation)
LR 20483 2, 000 fiducial random 14 assessment of variance (HACF, PROP)
100 models in Slice 1–5 random 1 Emulator (HACF, PROP; Slice 1–4 for training, Slice 5 for validation)
(Slice 5 also for validation of HMF)
test 2563 250 fiducial fixedb,c 1 convergence study (same resolution as LR)
5123 fiducial fixedb,c 1 convergence study (same resolution as HR)
10243 fiducial fixedb 1 convergence study
20483 fiducial fixedb 1 convergence study
a Initial phases taken to be the same as one of the fiducial HR realization.
b Exactly the same initial phases are employed for the six test simulations.
c Initial conditions based on the Zel’dovich approximation are generated in addition to 2LPT. Also five initial redshifts 1 + zin = 15, 30, 60, 120 and
240 are tested.
points, as the name “maximin” suggests. An optimal SLHD
is achieved by minimizing the mixture of φtot and φt with the
former upweights according to the ratio of the number of sam-
pling points in the whole and sub samples (i.e., Eq. 22). We
use the parameter, r = 15, which is the default value in the
SLHD code.
This method allows a rather flexible design of samples un-
like standard single slice LHDs, for which splitting the sam-
ples into a training and a validation set can ruin the desirable
space-filling or projection properties before splitting. For in-
stance, training set and validation set are chosen from differ-
ent slices in our case, both covering the parameter space ho-
mogeneously, and the sample points in the two sets are guar-
anteed to be reasonably far (i.e., no sample in the training set
is very close from any sample in the validation set). This is
crucial for a stringent validation test because the accuracy of
emulation can be more objectively tested by such validation
samples. We sample N = 100 cosmological models in total
with m = 5 slices each of which is composed of M = 20 sam-
ples in a n = 6 dimensional parameter space. We consider the
wCDM cosmology in the parameter range of
0.0211375 < ωb < 0.0233625,
0.10782 < ωc < 0.13178,
0.54752 < Ωde < 0.82128,
2.4752 < ln(1010As) < 3.7128,
0.916275 < ns < 1.012725,
−1.2 < w < −0.8, (25)
where ωb ≡ Ωbh2 and ωc ≡ Ωch2 are the physical den-
sity parameters of baryon and cold dark matter (CDM) with
h = H0/(100 km s−1 Mpc−1) being the Hubble parameter,
Ωde ≡ 1 − (ωb + ωc + ων)/h2 is the dark energy density pa-
rameter assuming a flat geometry of the universe, As and ns
are the amplitude and tilt of the primordial curvature power
spectrum normalized at 0.05 Mpc−1 and w is the equation of
state parameter of dark energy. As for the neutrino density
ων ≡ Ωνh2, we fix to 0.00064, corresponding to 0.06 eV for
the total mass of the three mass eigenstates (see Appendix D
for our approximate treatment of massive neutrinos). When
computing the distance in Eqs. (23–24), we linearly rescale
the range of the six cosmological parameters in Eq. (25) to
[0, 1). Our 100 samples are shown in Fig. 2, where the sam-
ples from the same slice are depicted by the same color.
The parameter range above is centered at the best-fit cos-
mological parameters to the Planck CMB data (Planck Col-
laboration et al. 2016): (ωb, ωc,Ωde, ln(1010As), ns,w) =
(0.02225, 0.1198, 0.6844, 3.094, 0.9645,−1). The fiducial
Planck cosmology gives, as derived parameters, Ωm = 0.3156
(the present-day matter density parameter) and σ8 = 0.831
(the rms linear mass density fluctuations within a top-hat
sphere of radius 8 h−1Mpc). We should note that the range
of each cosmological parameter covered by our SLHD is suf-
ficiently broad such that the simulations can cover a range of
cosmological models that ongoing large-scale structure sur-
veys can probe. The parameter range shown in Eq. (25) cor-
responds to a change of ±5% for ωb and ns, ±10% for ωc,
and ±20% for Ωde, ln(1010As) and w from their central values,
which are much larger than the constraints by Planck Collab-
oration et al. (2016). As most of large-scale structure probes
are sensitive to a combination of σ8 and Ωm, we show in the
top right panel of Fig. 2 the range of SLHD models in this
projected parameter space. Note that the current-generation
galaxy surveys have put constraints on the combination of
σ8 and Ωm at a precision of its 95% CL region comparable
with or smaller than supported range of our emulator. How-
ever, if the best-fit model inferred from the galaxy survey is
away from the fiducial Planck cosmology, the posterior re-
gion might be outside the supported region (e.g., see Hikage
et al. 2019, for such an example). In such cases, one needs
to supply an alternative model or perform additional simula-
tions so that the support range of our emulator can cover the
range inferred from the actual data. Or one could use an em-
pirical approach to extrapolate the prediction outside the sup-
port range by using the halo model or other analytical method.
This is beyond the scope of this paper, and will be explored,
if needed, in a separate paper.
3.2. Box size and resolution
The simulations presented here are performed with 20483
particles in comoving cubes with side length of either
1 h−1Gpc (hereafter, high-resolution runs: HR) or 2 h−1Gpc
(low-resolution runs: LR). The mass of the simulation par-
ticle in HR (LR) simulations is 1.020 × 1010 (8.158 × 1010)
h−1M for the fiducial Planck cosmological model, and varies
with the value of Ωm for different cosmological models. We
perform one LR and HR simulation at every 100 SLHD sam-
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Fig. 2.— SLHD sampling scheme with 5 slices in the 6 dimensional cosmological parameter space within the flat wCDM framework around the fiducial Planck
cosmology (star symbols). The samples from the same slice are shown by the circles in the same color. In addition to the 6 varied parameters in the wCDM
model, we show the projection of samples to the two-dimensional planes of derived parameters Ωm and σ8 in the top-right panel.
pling points. In addition we have performed 28 (14) random
realizations for the fiducial Planck cosmology under the HR
(LR) setting. The total volume of 28 or 112 (h−1Gpc)3 for the
HR or LR runs at the fiducial Planck cosmology is sufficiently
large compared to the SDSS volume, which is ∼ 4 (h−1Gpc)3
corresponding to the comoving volume up to z ∼ 0.6 over the
solid angle of about 10,000 sq. degrees. In the following we
refer to each SLHD slice simply as “Slice”, e.g. “Slice 1”. We
will use the 20 simulations in Slice 5 for a cross validation of
the emulator and use only the 80 simulations in Slice 1 to 4
for the training. In addition, we run simulations with a smaller
box size, 250 h−1Mpc for the fiducial Planck cosmology, with
several different numbers of particles, 2563, 5123, 10243 and
20483, to assess a numerical convergence of our results. Note
that the spatial resolution of the simulations with 5123 or 2563
particles in these small boxes is equivalent to that of the main
HR or LR simulation, respectively.
As we will show later, the mass resolution of our HR simu-
lations is sufficient to accurately estimate the halo mass func-
tion and the halo-matter cross correlation function in each
halo mass bin down to the minimum mass of ∼ 1012 h−1M,
smaller than a typical host halo mass of CMASS or LOWZ
galaxies (e.g. see Fig. 4 in More et al. 2015b), where the
LOW-Z galaxies roughly correspond to the SDSS Luminous
Red Galaxies (LRG) in their figure. These simulations have
already been used in Murata et al. (2018) to calibrate the
mass-richness relation of the redMaPPer clusters by compar-
ing the model predictions of stacked lensing and abundance
with their measurements. In addition the splashback features
of halo edges traced by subhalos in the density and velocity
space were investigated by Okumura et al. (2018) using these
simulations.
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On the other hand, the LR simulations are mainly used
to calibrate the halo-halo auto correlation function, which is
noisier than the halo-matter cross correlation due to the larger
shot noise, and thus the precise calibration requires bigger-
box simulations. These simulations allow us to investigate
large scale phenomena: the alignment between the orientation
of massive clusters and the large-scale structure surrounding
them were studied in Osato et al. (2018) and Okumura et al.
(2017) using these simulations. We will show below in more
detail how different statistical quantities are evaluated from
these HR and LR simulations.
3.3. Initial conditions
We generate initial conditions of individual N-body simu-
lations using the second-order Lagrangian perturbation theory
(Scoccimarro 1998; Crocce et al. 2006, 2LPT) implemented
by Nishimichi et al. (2009) and then parallelized in Valageas
& Nishimichi (2011). We use the linear matter power spec-
trum computed by CAMB (Lewis et al. 2000), and gener-
ate Gaussian random fields from this spectrum. We compute
displacements and velocities by 2LPT, for each particle lo-
cated on the regular lattice. The initial redshift is determined
such that the rms displacement (at the linear order) is 25%
of the mean inter-particle distance in one dimension, and this
depends on the box size and cosmological parameters. For
the fiducial cosmological model, this condition roughly corre-
sponds to z = 59 and 29 for the HR and LR runs, respectively.
In Appendix B, we study how the results vary with the initial
redshift as well as how the results are altered if the Zel’dovich
approximation (Zel’dovich 1970) is used, instead of 2LPT, to
set up the initial conditions.
When we generate initial conditions for different cosmo-
logical models, we could adopt two ways regarding the ran-
domness of the realization. The first possibility is to use the
same random seed for different models as that for the fiducial
Planck cosmology. This might be advantageous in the sense
that the simulated large-scale structure shares the same ran-
domness and thus one can estimate how each Fourier mode
grows in a different way depending on cosmological models
by reducing the sample variance, i.e. the dependence of struc-
ture growth on cosmological models. Motivated by this, we
perform a set of 20 simulations with a fixed random number
seed for the HR simulations in Slice 1. This random num-
ber seed is the same as one of the 28 realizations of the fidu-
cial Planck model. However, a fixed random number seed
across different cosmological models does not guarantee to
give a converged result in the final emulator in the sense that
every simulation is affected by the same sample variance er-
ror which never goes away by sampling many cosmological
models. By selecting a different random seed for each sim-
ulation, we hope that the sample variance should be reduced
in the final results to which the error in all the simulations
propagates in a Bayesian manner. We thus adopt varied ran-
dom number seeds for the rest of our simulations. We will see
in Appendix C how the emulation results can change against
these difference choices of the initial seeds. The results shown
in what follows are all based on the varied seed simulations
except for Appendix C.
3.4. Time integration
Once we generate a random realization following the
method described in the previous subsection, we simulate
the distribution of particles using the parallel Tree-Particle
Mesh code Gadget2 (Springel 2005). We set the softening
length to 5% of the mean inter-particle distance in one di-
mension. We employ the number of fast Fourier transform
(FFT) meshes twice larger than the number of particles in
one dimension. Other configuration parameters were pre-
viously calibrated (e.g. Nishimichi et al. 2009; Valageas &
Nishimichi 2011; Takahashi et al. 2012). The relevant param-
eters are: ErrTolIntAccuracy = 0.05 for the time-integral
accuracy, MaxSizeTimestep = 0.03 for the time stepping crite-
rion, MaxRMSDisplacementFac = 0.25 for an additional lim-
iter for the Particle-Mesh time step based on the rms particle
displacement, and ErrTolTheta = 0.5 and ErrTolForceAcc
= 0.001 for the tree opening criterion that controls the force
accuracy. In the references above, the convergence of the
matter power spectrum was intensively tested to confirm that
the accuracy is better than one percent level. Using N-body
simulations with these carefully-tuned parameters, Takahashi
et al. (2012) provided revised parameters for the halofit for-
mula (Smith et al. 2003). As will be shown below, the conver-
gence of clustering signal of halos would be better once we
adopt the number density-matching scheme for simulations
with different spatial resolution. We thus believe that the pa-
rameters chosen to give a good accuracy on the matter power
spectrum are already adequate for a calibration of halo clus-
tering quantities without further modification.
We store outputs of each N-body realization in 21 redshift
bins in the range of 0 ≤ z ≤ 1.48, equally stepped by the
linear growth rate for the fiducial Planck model. They are
1.48, 1.35, 1.23, 1.12, 1.03, 0.932, 0.846, 0.765, 0.689, 0.617,
0.549, 0.484, 0.422, 0.363, 0.306, 0.251, 0.198, 0.147, 0.097,
0.048 and 0. We use the same redshifts to dump snapshots
for other cosmological models. Since the time evolution of
the statistics relevant for our purpose is slow and monotonic,
these 21 snapshots are sufficient to be interpolated to make a
prediction at an arbitrary redshift in between.
3.5. Halo catalogs
Since the aim of this paper is to accurately characterize halo
clustering quantities, the identification of halos in each N-
body simulation output is of crucial importance. There have
already been comparison studies of different halo finders (e.g.,
Knebe et al. 2011). While halo properties appear to be rel-
atively robust, the ability of finding substructures can differ
significantly depending on which algorithm to be used, espe-
cially near the center of halos (Pujol et al. 2014). We thus
simply select probable host halos in which galaxies of inter-
est reside, and discard subhalos from our primary halo catalog
when building an emulator of halo clustering quantities.
To identify dark matter halos in each simulation output,
we, as our default choice, employ Rockstar (Behroozi et al.
2013) that identifies dark matter halos and subhalos with-
out distinction based on the clustering of N-body particles
in phase space. We supplementarily use Subfind (Springel
et al. 2001) to study a dependence of the halo statistics on
the finder (see Appendix E). Throughout this paper we adopt
M ≡ M200m = 4pi/3(R200m)3(200ρ¯m0) for the halo mass defini-
tion, where R200m is the spherical halo boundary radius within
which the mean mass density is 200 times ρ¯m0. Again note
that ρ¯m0 in the above equation is due to our use of the comov-
ing coordinate, and therefore R200m is in the comoving length
unit. We follow the default setting of the Rockstar finder, and
define the center of each halo from the center-of-mass loca-
tion of a subset of member particles in the inner part of halo,
which is selected to minimize the uncertainty caused by the
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Fig. 3.— Accuracy of our hybrid Fourier-direct method. We plot by the
dashed line the ratio of the halo-matter cross correlation function measured
with the FFT-based method to that from the direct pair counting, which
should give the most accurate result. Compared to the reference result based
on the direct pair counting, the FFT-based method shows overestimation at
small pair separation. Also, it shows a noisy pattern at intermediate separa-
tions. Our final method, which combines the FFT with direct pair counting at
x = 5 h−1Mpc (vertical dotted line) and smoothed by cubic spline (see later
discussion), is shown by the solid line. While a small residual can be seen
near the switching scale of 5 h−1Mpc, the overall behavior is within our target
accuracy.
Poisson noise and the positional dispersion of individual par-
ticles which is larger at the outskirt. Our definition of halo
mass includes all the N-body particles within the boundary
R200m around the halo center (i.e., including particles even if
those are not gravitationally bound by the halo). The halo
mass defined in this way is more relevant for weak lensing
observables, which measure the total enclosed mass within a
given aperture.
After we identified halo candidates either by Rockstar or
Subfind, we determine whether they are central or satellite
halos. When the separation of two different halos (between
their centers) is closer than R200m of the more massive one, we
mark the less massive one as a satellite halo. We keep halos
with mass above 1012h−1M in the final halo catalog. The
dependences of the halo clustering on the halo finder, mass
definition and the central-satellite split criterion are presented
in Appendix E.
3.6. Hybrid Fourier-direct method to measure the correlation
signal
After simulations are done and halos are identified, we mea-
sure the clustering quantities. While correlation functions
can be accurately estimated by a direct pair counting, such
a method can be computationally expensive due to its O(N2)
scaling to the number of particles N. We here develop a hybrid
method that combines the direct pair counting method with a
grid based method that makes use of FFT. The former is used
to measure the clustering signal on small scales and the latter
is on large scales. The FFT method suffers from inaccuracy
near the grid spacing, but is robust for scales much larger than
the grid size.
We measure the auto- and cross-correlation functions for
halo-halo, halo-matter, and matter-matter pairs. We employ
10243 FFT grids for the large-scale signal and use the direct
pair-counting method at scales below 5 h−1Mpc or 10 h−1Mpc
for the HR or LR runs that have 1 or 2 h−1Gpc for the box
size, respectively. These switching scales roughly correspond
to five times the FFT grid spacing, which is chosen so that the
FFT method provides a good accuracy at scales greater than
the switching scale.
Figure 3 shows an example of our measurements of the
halo-matter correlation function for a halo sample with mass
larger than 1013 h−1M at z = 0. For this exercise, we take one
HR simulation for the fiducial Planck cosmology, and mea-
sure the correlation function with the direct pair counting up
to 10 h−1Mpc as a reference. Compared to this measurement
we show the result of the FFT-based method (dashed line).
Two features can be found from the ratio. First, the FFT-based
method starts to deviate from the reference rather quickly as
decreasing the separation below ∼ 2 h−1Mpc. This scale cor-
responds to about twice the grid size, and thus simply reflect-
ing the resolution limit of FFT. Second, a noisy feature with
can be observed on intermediate scales up to x ∼ 8 h−1Mpc.
This is due to the discrete sampling of the pair separations (we
can take only an integer vector in units of the grid spacing) to-
gether with the subtlety in the choice of the bin center, which
we take as the geometric mean of the bin edges for simplic-
ity. Note that this pattern appears to be almost the same for
different random realizations and for different halo samples,
supporting our interpretation above. To avoid the large error
due to the first effect, we conservatively choose the switch-
ing scale to be 5 h−1Mpc as indicated by the vertical dotted
line. Furthermore, the stitched result is smoothed with a cu-
bic spline function (see the next section for details) to reduce
the second effect on intermediate scales, while keeping the
time-consuming pair counting part only to a limited range of
pair separations. Our default result that we will use in the
emulator building is shown by the solid curve.
In our initial implementation, we accelerate the pair count-
ing method by first sorting both particles and halos in a coarse
grid with 2003 cells. We count pairs only in the same or the
adjacent cells from which pairs can be closer than the match-
ing scale. The code is then updated to employ a more so-
phisticated sort-tile-recursive (STR) R-tree scheme for a more
efficient spatial indexing (Mitsuhashi et al. 2016). Note that
these different versions give identical results, and the differ-
ence lies only in the speed to perform the exact pair counting.
Even with the help of these methods, the measurement of the
matter-matter auto correlation function is computationally ex-
pensive so that we cannot measure it from all the snapshots for
all the models with 20483 particles. For this, we randomly se-
lect only 1/64 of the simulation particles in the measurement.
This random selection increases the Poisson noise to the mea-
sured signal, but the typical error caused by this is not impor-
tant over scales of interest, roughly larger than 0.1 h−1Mpc.
While the main product of our emulator is the halo clustering
quantities, we also provide the matter auto correlation func-
tion for comparison, e.g. which can be used to estimate the
effective bias function of halos or galaxies under considera-
tion.
In the FFT based measurement, we use the Cloud-in-Cells
scheme (Hockney & Eastwood 1981) to assign matter par-
ticles or halos to each grid density estimate and then per-
form the FFT. We compute the product, δ1,kδ∗2,k, of two fields
(where 1 and 2 denote halos and/or matter) at each wavenum-
ber vector k and then Fourier-transform-back it to the config-
uration space. We take an average of the field product in each
spherical shell to estimate the correlation function at the radial
bin.
4. EMULATION
The Dark Emulator is constructed based on the Dark
Quest simulation suite and the analysis pipeline that was ex-
plained in the previous section. In this section we discuss
how we construct different modules, each of which predicts a
statistical quantity of halos, and combine them to form Dark
Emulator.
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4.1. Overall design
The final goal of our work is to build an N-body simula-
tion calibrated emulator that provides an accurate prediction
of galaxy clustering quantities as a function of cosmological
parameters and parameters needed to connect halos and galax-
ies for a given cosmological model. There are various ways to
do this. One way is to adopt a priori parametric prescription
to connect halos and galaxies such as HOD, make mock cat-
alogs of galaxies in each N-body simulation realization based
on the assumed prescription, measure galaxy clustering quan-
tities from the mocks, and then build an emulator of galaxy
quantities from the tabulated database with the model param-
eters in the prescription treated as the input variables in addi-
tion to the cosmological parameters. This approach was, for
example, employed in Kwan et al. (2015) (also see Zhai et al.
2018). However, an emulator built based on such a method
may produce inaccurate results with uncertainties associated
with galaxy-halo connection. For instance, there is no guar-
antee that a restricted HOD functional form assumed in the
emulator can accurately describe clustering properties for a
sample of galaxies in a given survey. In addition the radial
profile of satellite galaxies in a given host halo has not yet
been well constrained. Furthermore, some of central galaxies
might be off-centered from the true center. Therefore, vari-
ations in galaxy clustering properties cannot be incorporated
in an emulator that employs the restricted model of the halo-
galaxy connection. Put another way, in this approach it is very
difficult to modify or change an emulator after its construction
to include these variations and add flexibilities in the model
predictions.
For this reason, we employ an alternative approach in this
paper. The core function of our emulator is to predict sev-
eral basic halo clustering quantities that are given as a func-
tion of cosmological parameters, halo mass, separation scale,
and redshift. We will combine the “modules” analytically at
equation level, instead of using the mock catalogs, by em-
ploying a halo-galaxy connection prescription (e.g. HOD) to
compute predictions of galaxy clustering quantities. The de-
sign of our emulator is illustrated in Fig. 4. It is composed of
three groups of modules surrounded by the rounded rectangu-
lar boxes, each of which has a number of functionalities as de-
noted by the text. The first group are Linear Modules which
predict statistical quantities of the linear matter perturbations
(see Appendix A for details). The second group is the core
part, and predicts various statistical properties of dark matter
halos (Halo Modules). Finally, at the bottom of the figure, we
have Utility Modules, which combine the upper-level mod-
ules to compute observable quantities. The key ingredient
in this group is the prescription to connect halos and galax-
ies (see the items in the inset). Another functionality imple-
mented here is to compute the projected clustering quantities
such as galaxy-galaxy weak lensing correlation function by
directly projecting the three-dimensional correlation function
along the line-of-sight direction by numerical integration. We
also provide options to include possible baryonic corrections
to the mass profile near the halo center, as well as redshift-
space distortions (these effects will be presented in a separate
paper). Although we assume a specific HOD prescription as
a working example of halo-galaxy connection, an user can
change it and adopt another prescription to have the galaxy
clustering quantities from Halo Modules. Thus our method
allows a flexible modification of the halo-galaxy connection,
without the need for additional training based on numerical
realizations of mock galaxy catalogs.
4.2. Resolution study and matching scheme
Because of limited numerical resources such as memory
and executive CPU time, we can run only a finite number of
N-body simulation realizations, where the size of each simu-
lation is mainly determined by the number of N-body parti-
cles. Even for a fixed number of particles, there is a trade-off
between the resolution and the box size. While the former is
responsible for the minimum length scale and the minimum
mass of halos down to which the simulation results are ac-
curate, the latter defines the number of Fourier modes avail-
able in each simulation and thus controls the statistical pre-
cision. The usual way to cover a wider dynamic range of
the predictions is to combine simulations performed in dif-
ferent box sizes and then stitch their results over separations
or wavenumbers between neighboring box-size simulations.
Indeed, such a method was used in previous works such as
Lawrence et al. (2010), Valageas & Nishimichi (2011), and
Takahashi et al. (2012), where the main goal was to calibrate
the matter power spectrum. An analytical model based on per-
turbative calculation was further combined at the large scale
limit in Lawrence et al. (2010) to suppress uncertainties due to
the large sample variance near the wavenumber corresponding
to the box size.
In this subsection we examine the numerical convergence
of halo quantities using a set of simulations with different res-
olutions. We then discuss a strategy to combine the results
of different simulations to predict the clustering signals over
wider ranges of halo masses and length scales.
4.2.1. Halo mass function
In Fig. 5, we first examine the halo mass function (HMF)
for the fiducial Planck cosmology at three redshifts, z =
1.02, 0.549 and 0 , using four N-body simulations with dif-
ferent numerical resolutions. Note that the simulation with
the lowest resolution among the four, which has 2563 parti-
cles, has the same resolution as our main LR suite, whereas
the second from the worst, with 5123 particles, corresponds to
the resolution of the HR suite. For reference, HMF in Fig. 5 is
normalized by the fitting formula of Tinker et al. (2008), with
the mass definition of 200 times the cosmic mean density. To
have a fair comparison, we integrated the Tinker et al. (2008)
HMF (hereafter Tinker HMF) over halo masses in each mass
bin, which is used when we measure the HMF from simula-
tions.
We can see that the measured HMF better matches the Tin-
ker HMF down to lower masses as increasing the simulation
resolution. The four simulations agree with each other at the
high mass end, although the curves are noisy due to the Pois-
son noise. Note that these simulations are done in a comoving
box with a side length of 250 h−1Mpc, which is smaller than
our main simulations of 1 or 2 h−1Gpc used for the emulator
development. This suggests that our main simulations have
much lower Poisson noise at such high mass bins. The ver-
tical arrows, from right to left for higher resolution, denote
the halo mass corresponding to 100 N-body particles. The
figure indicates that the simulation HMF at this mass scale
is underestimated by about 10% fairly independently of red-
shift. Thus, one needs at least several hundreds of particles to
estimate HMF to a percent accuracy.
We here propose a way to empirically correct for a sys-
tematic error in the estimated HMF due to numerical resolu-
tion. Our method is motivated by the method in Warren et al.
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Fig. 5.— Resolution study for the halo mass function. Here we fix simula-
tion box size to 250 h−1Mpc and compare the mass functions measured from
simulations with different mass resolutions. We use simulations of 1 h−1Gpc
box and 20483 particles (HR simulations) to build an emulator of halo mass
function, which are equivalent, in terms of the resolution, to the 5123 simu-
lation in this plot. Plotted here is the ratio of simulation result to the fitting
formula in Tinker et al. (2008) at z = 0. The arrows in the horizontal axis
denote halo mass which corresponds to 100 particles for the halo mass defi-
nition of 200 times the cosmic mean density. The two horizontal dashed lines
denote ±10% fractional difference from the Tinker et al. (2008) mass func-
tion. The three panels show the ratio at z = 1.02, 0.549 and 0 (from the top to
the bottom).
(2006), which was developed for halos that are identified by
the Friends-of-Friends (FoF) method. They proposed that the
FoF mass of each halo is calibrated as
M˜ =
(
1 − N−0.6p
)
M, (26)
where Np = M/mp is the number of member particles, mp is
the N-body particle mass, and M˜ is the corrected mass. Since
the FoF algorithm tends to link physically unbound particles
near the halo boundary when the mass resolution is poor, an
FoF halo mass tends to be overestimated compared to the true
mass. Hence the FoF based HMF tends to be overestimated
for low halo masses that are affected by numerical resolution.
The correction factor is applied to each FoF halo in such a
way that the FoF mass is reduced to correct for the overes-
timation in HMF. This procedure was further confirmed in
Crocce et al. (2010), where the method was applied to FoF
halos in MICE simulations. On the other hand, our result in
Fig. 5 displays a rather opposite trend: our HMF is underes-
timated in low-resolution simulations, implying that a mass
of each low-mass halo tends to be underestimated. Since we
use the spherical-overdensity (SO) mass, the SO based HMF
is affected by the matter density field around the halo region,
which tends to be underestimated in low-resolution simula-
tions. This is different from the FoF finder, and thus the op-
posite trend is understandable.
We thus use the following equation to correct for the SO
mass:
M˜ =
(
1 + N−0.55p
)
M, (27)
where Np the number of particles within R200m in the SO mass
definition. We employ a slightly different power of Np from
Eq. (26) to have a better calibration. After this correction, the
HMFs from different resolution simulations better agree with
each other down to the resolution limit denoted by the ver-
tical arrows, as shown in Fig. 6. Below the mass limit, the
SO halo mass becomes over-corrected, yielding an overesti-
mation in HMF. These trends after the correction appear to be
very similar at different redshifts. While a further refinement
of the empirical function given by Eq. (27) would be possi-
ble in principle, we do not use halos with less than 200 par-
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Fig. 6.— Similar to Fig. 5, but the plot shows the mass functions when
inaccuracies in individual halo masses due to limited mass resolution are cor-
rected for according to Eq. (27).
ticles when we calibrate HMF. Note that we here employed
a slightly conservative threshold of 200 particles compared
to the case of 100 particles as discussed in Fig. 6. Further-
more, we use only the HR simulations (resolution equivalent
to the one with 5123 particles here), for development of the
HMF emulator. We can determine HMF accurately down to
∼ 1012 h−1M and this number varies depending on the cos-
mological model as we will discuss below.
4.2.2. Correlation functions
Next we check clustering correlation functions of halos. In
doing so, we need to consider subsamples of halos divided by
halo discriminators such as halo mass, and then consider the
clustering correlations as a function of different subsamples.
In the left plot of each panel in Figs. 7 and 8, we show the
halo-matter cross- and halo-halo auto-correlation functions
for a mass threshold sample of halos with M ≥ 1012 h−1M
or 5 × 1012 h−1M, measured from the four simulations as in
Fig. 5. Here the threshold mass 1012 h−1M corresponds to
halos with more than 100 member particles for simulations
with more than 5123 particles, whereas it corresponds to ha-
los with only ∼ 10 particles for 2563 simulation. Note that we
did not apply the correction from Eq. (27) for halo masses
in these figures. While all the correlation functions agree
with each other at large separations, the smaller scales clearly
show the effect of numerical resolution; the measurements
from a lower-resolution simulation start to deviate from those
from a higher-resolution simulation on scales smaller than
∼ 1 h−1Mpc. The comparison of Figs. 7 and 8 reveals that the
deviation is larger for a halo sample of smaller mass thresh-
old. The inaccuracy is ascribed to several facts. In a lower
resolution simulation, halo masses around the mass threshold
are not determined accurately on individual halo basis due to
the lack of numerical resolution as discussed in Fig. 5. Thus
the halo sample of a given mass threshold becomes different
from that of higher-resolution simulation. Moreover the mass
distribution around each halo in a lower resolution simulation
is simulated less accurately.
In this paper we employ a slightly different sample of ha-
los to develop the emulator. Rather than using the mass as
the primary proxy of the different clustering strength of halos
we consider mass threshold samples and label each sample
in terms of the number density of halos above the threshold.
We expect two advantages from this conversion: first, the cos-
mology dependence of the noise level of various statistics are
weaker compared to the samples labeled by the mass. Indeed,
we know that the mass of the heaviest halos available in each
simulation can be quite different among different cosmologi-
cal models and at different redshifts. Second, as quite obvious
from Fig. 5, the masses inferred from simulations are quite
sensitive to the resolution especially at the low mass end. To
see this more qualitatively, we show in right plot of each panel
in Figs. 7 and 8 the clustering signals for the mass threshold
samples with a fixed number density in each simulation. Here
the number density is the same as that of the mass threshold
sample for the highest-resolution simulation (20483) in the
left plot, and the mass threshold for other simulations are de-
termined to match the target number density. Now an agree-
ment between different resolution simulations is better than in
the left panel, reflecting the fact that the number of halos in
the sample is less affected by numerical resolution compared
to the mass-threshold sample. Nevertheless, the lowest reso-
lution simulation still exhibits a relatively large deviation for
the halo-matter cross correlation at small scales, especially for
the sample corresponding to 1012 h−1M, because the matter
distribution in high density regions is less accurately simu-
lated in such a low resolution simulation. To avoid this inac-
curacy, we thus use only the HR simulations to estimate the
halo-matter cross correlation function for different cosmolog-
ical models.
On the other hand, Fig. 8 shows a slightly better agree-
ment among the four simulations with different resolutions,
implying that the halo-halo auto correlation is relatively ro-
bust against the numerical resolution. Note that larger scat-
ters in the ratio on small scales (. 1 h−1Mpc) are due to the
halo exclusion effect, which states that the correlation signal
is sharply suppressed on small scales due to the fact that no
halo pair can exist below R200 radius of the larger one by con-
struction in our halo sample. Thus a slight misestimation of
the halo radii due to numerical resolution can lead to a large
error in the correlation signal at a fixed scale around the typ-
ical R200 of the sample. Since our final product is the galaxy
correlation function and the one-halo term gives a dominant
contribution around these scales, the scatter seen here does
not largely affect the predictions of galaxy auto correlation
function as we will show later. Based on these results, we use
the LR simulations to estimate the auto correlation functions
for different cosmological models.
In summary we use the correlation functions of halos mea-
sured for halo samples with different number densities. When
this is combined with the HMF module that gives the halo
number density as a function of mass, one can compute the
halo correlation function for a given mass threshold instead of
the number density. Furthermore we can compute the corre-
lation function of halos in an infinitesimally narrow mass bin
by taking the numerical derivative of the correlation functions
for a mass threshold halo sample with respect to the threshold
mass.
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Fig. 7.— Resolution study for the halo-matter cross correlation function using simulations with different mass/spatial resolutions in a small box (250 h−1Mpc a
side) as in Fig. 5. For the module of the halo-matter cross correlation, we use the HR simulations (1 h−1Gpc box size and 20483 particles) which are equivalent to
the 5123 simulations in this plot. We show the results for the mass threshold samples in the two left panels, while in the right panels the halo samples are chosen
so as to have an equal number density above the mass threshold. We show in the bottom panels the ratio to the simulation with 20483 particles as a reference.
10 2
10 1
100
101
hh
(x
)
L = 250 h 1Mpc, z = 0
mass threshold sample
Mmin = 1e + 12[h 1M ]
N = 2563
N = 5123
N = 10243
N = 20483
100 101
x [h 1Mpc]
0.8
1.0
1.2
ra
tio
 to
 N
=
20
48
3
density matched sample
nh = 4.7e 03 (h 1Mpc) 3
N = 2563
N = 5123
N = 10243
N = 20483
100 101
x [h 1Mpc]
10 2
10 1
100
101
hh
(x
)
L = 250 h 1Mpc, z = 0
mass threshold sample
Mmin = 5e + 12[h 1M ]
N = 2563
N = 5123
N = 10243
N = 20483
100 101
x [h 1Mpc]
0.8
1.0
1.2
ra
tio
 to
 N
=
20
48
3
density matched sample
nh = 1.1e 03 (h 1Mpc) 3
N = 2563
N = 5123
N = 10243
N = 20483
100 101
x [h 1Mpc]
Fig. 8.— Resolution study for the halo-halo auto correlation function from simulations with different mass/spatial resolutions as in the previous figure. For the
module that computes the halo-halo correlation, we use simulations of 2 h−1Gpc box size and 20483 particles (hereafter LR simulations) that are equivalent to
the 2563 simulations in this plot.
4.2.3. Large-scale limit
The clustering correlation functions of halos measured from
each of the simulations become considerably noisy on very
large scales, around the baryon acoustic oscillation (BAO)
scale due to the significant sample variance due to the finite
simulation volume even for our LR simulations of 2 h−1Gpc
size. To overcome this obstacle, we employ a semi-analytical
approach based on the propagator (e.g., Crocce & Scocci-
marro 2006a), which captures most of the expected linear and
nonlinear effects around the BAO scale. We then stitch the
prediction with the direct simulation results to obtain model
predictions over a wide range of scales, as described below.
Figs. 9, 10, and 11 show the matter auto, halo-matter cross,
and halo auto correlation functions on large scales, respec-
tively. The solid curves in the upper-left panel of each figure
depict the correlation functions measured from each of the 14
LR realizations for the fiducial Planck cosmology. Clearly,
the realization-to-realization scatter is large. For compari-
son, the upper-right panels show the linear-theory predictions
which we computed using the same Gaussian random realiza-
tions as in the initial conditions of each simulation in order
to properly take into account the sample variance effect (see
Sec. 4.3.4 for our method to determine the linear bias param-
eter from the halo correlation functions). The scatter among
the realizations seen in the linear predictions are compara-
ble to the corresponding nonlinear counterparts, except for the
halo-halo auto correlation function with low number density
of 10−5 (h−1Mpc)−3 (i.e., the right panels of Fig. 11). This
suggests that the primary source of the scatters is indeed the
sample variance in the initial conditions, and the shot noise
adds only a moderate scatter for low-density samples of ha-
los.
Since our varied cosmology simulation suite is in principle
performed only once at each model, the large scatters in the
measured correlation function make it difficult to construct
an accurate emulator. Unlike the matter power spectrum, we
cannot switch to a parameter-free perturbative calculation on
these large scales because we have to know the halo bias that
is not accurately described by a simple, analytical prescription
which often ignores the dependence on scale and cosmology.
We need an appropriate method where the sample variance is
sufficiently reduced and at the same time the large-scale bias
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Fig. 9.— Matter auto correlation function around the BAO scale. We show
in the upper-left panel the correlation function measured from the 14 LR
simulations for the fiducial Planck cosmology at z = 0. The upper-right
panel shows the linear correlation function for the Gaussian random realiza-
tions which correspond to the initial conditions used in the simulations of the
upper-left panel. The lower-left panel shows the results computed by taking
the inverse Fourier transform of the product of the propagator and the linear
power spectrum, referred to as iFT[G2m(k)Plin(k)] here, for the same random
realizations (see text for details). Finally, the lower-right panel shows the
average of curves in the other panels over the 14 realizations. The cross sym-
bols with errorbars show the difference between the full nonlinear curves and
the propagator-based model for the random realizations considered here. The
solid and the dashed curves denote analytical calculations for the linear the-
ory and the propagator model, respectively.
of halos under consideration is properly taken into account.
Another important effect on the BAO scale, in addition to
the large-scale bias, is the damping of the BAO feature. This
is clearly visible from comparison of the upper-left and -right
panels in Figs. 9, 10 and 11. It is known that this effect is to
a large extent due to the large-scale bulk motion of the cos-
mic fluid which can be accurately modeled by the propagator
(Crocce & Scoccimarro 2006a). In their paper the propagator
for the matter field is defined by〈
∂Φa,k
∂δlin,k′
〉
≡ δ3D(k − k′)Ga(k) , (28)
where Φa can be either the density or the velocity divergence
field of matter. Note here and in what follows that the linear
density field δlin and its power spectrum Plin are always scaled
by the linear growth factor to the same redshift as other quan-
tities such as Φa or Ga. The function Ga(k) is called the (two-
point) propagator, which shows a damping form very close
to a Gaussian shape toward high k. This function can be in-
terpreted to describe how much memory of the initial density
field (δlin) persists in the final (nonlinear) fields (Φa). One can
analytically show that this function is exactly a Gaussian with
its variance equal to the inverse square of the rms displace-
ment field in case of the Zel’dovich dynamics for a Gaussian
initial condition.
In most of resummed perturbation theories, the leading or-
der contribution to the mixed power spectrum of two fields
δa and δb is expressed as Ga(k)Gb(k)Plin(k), where the sub-
scripts a and b can be the density or the velocity divergence
of matter or any tracers (e.g., Crocce & Scoccimarro 2006b,
2008; Bernardeau et al. 2008) and Plin(k) is the linear mat-
ter power spectrum. Inverse Fourier Transform (iFT) of this
combination gives a reasonable prescription on the two-point
correlation function around BAO scale:
ξa,b,tree(r) = iFT [Ga(k)Gb(k)Plin(k)] , (29)
where we put the subscript tree to indicate that this quantity
is the tree-level result (i.e., the leading-order diagrams) of the
resummed perturbation theories. Indeed Eq. (29) with a sim-
ple Gaussian approximation of the propagator can already ex-
plain the damping of BAO peak in the matter correlation func-
tion very accurately (e.g., Matsubara 2008). By going into
higher orders, a sub-percent-level shift in the BAO peak loca-
tion to a smaller separation scale can be realized (Crocce &
Scoccimarro 2008). This would be important in interpreting
the BAO-related distance measurements from actual observa-
tions.
We now consider the propagator for halos. One can define
the propagator by simply replacing Φa with the density field of
halos in a given sample. In what follows we denote by Ga(k)
with the subscript a either the matter or the halo density field.
In case of halos the low-k limit of the function corresponds to
the linear bias factor. A damping behavior at high k should
be similar to that of the matter field, and this damping is re-
sponsible for the smearing of BAO peak measured through
the clustering of halos. We show the functions for matter and
halos with different number densities and at different redshifts
in Fig. 12, which are measured from the 14 LR realizations of
the fiducial Planck cosmology. We estimate the function by
taking
Ga(k) =
Pa,lin(k)
Plin(k)
, (30)
where Pa,lin(k) is the cross power spectrum of tracers “a” and
the linear density field. In this estimator, we use the linear
power spectrum Plin(k) measured from the linear density field
used for the initial condition instead of the theoretical smooth
function, and the sample variance is largely suppressed by
taking this ratio. Indeed, the scatter among the 14 realizations
seen in the figure is rather small, especially for low number
density halo samples compared to the scatter in the corre-
sponding auto correlation function in Fig. 11. The overall
trend of this function looks very simple, as already discussed;
it appears to be a Gaussian-like damping function with a linear
bias factor at the low-k limit which depends on the halo num-
ber density. In addition we can see that the damping starts
at smaller k at lower redshifts, reflecting the fact that the in-
formation in the initial density field remains more on larger
scales and at higher redshifts.
To summarize, our strategy to describe the large-scale limit
of matter or halo correlation functions is to emulate the func-
tion Ga(k) for both matter and halo fields, and substitute it
into Eq. (29). Likewise, we take the same combination for
the random fields δlin used in the initial conditions, which we
schematically denote as iFT[(Gδlin)2]. We show this model in
the lower-left panel of Figs. 9, 10, and 11 for the random real-
izations corresponding to the 14 simulations shown in the up-
per panels. The curves obtained in this way appear to be very
similar to the direct simulation results in the top-left panels.
Finally, the average of these curves are shown by the down-
ward triangles with errorbars in the lower-right panel. They
are almost indistinguishable from the circle symbols for the
nonlinear correlation function directly measured from the
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Fig. 10.— Similar to Fig. 9, but for the halo-matter cross correlation functions. Here we show the results for halo samples with number density of 10−3 and
10−5 (h−1Mpc)−3 in the left and right panel, respectively.
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Fig. 11.— Similar to Fig. 10, but for the halo-halo auto correlation functions for the two number-density selected samples as before.
nonlinear fields. Indeed, their difference shown by the crosses
are consistent with zero. A closer look at the scale dependence
of this residual indicates a small pattern that would cause a
small shift on the BAO peak toward a smaller scale. It tends
to be positive around the inflection point of the correlation
function (at around 90 h−1Mpc), and negative at scales smaller
than 80 h−1Mpc. Since in most cases these features are within
the errorbars, which correspond to the scatter among realiza-
tions, we simply ignore this small residual in the following
discussion.
We also show the continuous limit of the model, Eq. (29),
by the dashed line. This is the expectation value of the down-
ward triangles in the limit of an infinite number of realiza-
tions. Our final model for the large-scale correlation func-
tion is this line. With this procedure, we can reduce the sam-
ple variance significantly since the prediction is based on the
noiseless linear power spectrum Plin. Our approach works
well even in the case of halo auto correlation function for
a halo sample with small number density (see the upper-left
panel in the right part of Fig. 11); the unaccounted shot-noise
effect only adds a random scatter and no systematic trend can
be seen in the residual. We will explain how we switch from
the direct measurement of the correlation functions to the pre-
scription based on the propagator explained here in 5.1.1.
4.3. Implementation detail and performance
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Fig. 12.— Propagator for the matter and halo density fields (see Eq. 28 for definition of the propagator). We here consider the halo samples with number
densities nh = 10−5, 10−4, and 10−3 (h−1Mpc)−3, and show the results at redshifts z = 1.48, 0.55 and 0 in the left, middle, and right panels, respectively. We
multiply the linear growth factor D+(z) to reduce the dynamic range.
We have so far described building blocks of our Dark Em-
ulators. Below we describe how to model their cosmological
dependences.
Our basic strategy for emulator development is as follows.
First we build a data vector for each of the four main halo
functions (halo mass function, halo-matter cross correlation,
halo-halo auto correlation, and the propagator) including their
dependence on redshift, separation, and the number density,
which can be translated into the halo mass threshold, from
simulation realizations of each cosmological model. Sec-
ond, we apply Principle Component Analysis (PCA) to the
data vector, which allows for a huge dimensionality reduc-
tion of the data vector by keeping only a handful of most
significant principle component (PC) coefficients (also see
Lawrence et al. 2010, for the similar method for the matter
power spectrum). In doing so, we use a public PCA package,
empca (Bailey 2012), which allows us to introduce a weight-
ing to the input data vector. An advantage of this weight-
ing method is that we can put a zero weight to missing data.
Third, we apply Gaussian Process (GP) regression to the sig-
nificant PC coefficients for different cosmological models in
order to have a quick GP interpolation of the model predic-
tion of each of the halo functions in an arbitrary cosmologi-
cal model. As for the GP regression, we use a public code,
george (Ambikasaran et al. 2015). We adopt a stationary
kernel function with either ExpSquared, Exp, Matern32, or
Matern52, and pick one for each PC coefficients based on the
likelihood to explain the data after optimization.
In building the emulator, we use multiple realizations for
the fiducial Planck cosmology to estimate errors in the PC
coefficients. Assuming that the errors are independent of cos-
mology, we add the errors in square into the diagonal compo-
nents of the GP kernel function. Unless otherwise stated, we
use 80 simulations in Slice 1 to 4 from either in the HR or the
LR suite. The remaining 20 models in Slice 5 as well as the
fiducial Planck model are used for a cross validation of the
emulator outputs.
We describe details of the actual implementation of the four
main halo modules in the following subsections. The connec-
tion to the galaxy statistics will be explained in the subsequent
section.
4.3.1. Halo mass function
In this section we describe how to build a module of the
halo mass function. As shown in the Figs. 5 and 6, the fitting
formula by Tinker et al. (2008) works very well at least for
the fiducial cosmology at z = 0. The fitting function we use
in the following is a modified version of the earlier model in
Press & Schechter (1974) (also see Sheth & Tormen 2002),
given by
dn
dM
= f (σM)
ρ¯m
M
d lnσ−1M
dM
, (31)
with
f (σM) = A
[(
σM
b
)a
+ 1
]
exp
− c
σ2M
 . (32)
Here the mass variance σ2M is given by
σ2M =
∫
k2dk
2pi2
Plin(k; z)
∣∣∣W˜R(k)∣∣∣2 , (33)
where Plin(k; z) is the linear matter power spectrum at red-
shift z, and W˜R(k) is the Fourier transform of a top-hat fil-
ter of radius R that is specified by an input halo mass M via
R = (3M/4piρ¯m,0)1/3. Tinker et al. (2008) showed that HMF
measured in simulations is well fitted by the above functional
form with time-dependent coefficients:
A(z) = 0.186 (1 + z)−0.14, (34)
a(z) = 1.47 (1 + z)−0.06, (35)
b(z) = 2.57 (1 + z)−α, (36)
c(z) = 1.19, (37)
α = −
(
0.75
log10(∆/75)
)1.2
. (38)
The overdensity ∆ is 200 in our halo mass definition.
The variation in the HMF over our 100 cosmological mod-
els can be found in the left panel of Fig. 13 (gray curves).
We employ the HR suite here and choose to show the HMF
at z = 0.55 as a typical redshift of the CMASS galaxies. We
also show by the red curve the HMF for the fiducial Planck
cosmology (the mean of 28 realizations). The 100 models are
taken from the 5 SLHD slices (hereafter Slice 1, 2, . . . , 5)
each of which consists of 20 different cosmological models as
described in Section 3.1. The variation in the HMF is quite
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Fig. 13.— Modeling of the halo mass function (HMF). Left panel: Variations in HMF at z = 0.55, which are measured from each simulation of 100 cosmological
models in HR simulation suite (each simulation has a 1 h−1Gpc on side). The red curve shows HMF for the fiducial Planck cosmology. Middle-upper panel: We
model the HMF in each simulation by a functional form of Tinker et al. (2008) (Eq. 32), where we estimated best-fitting parameters of A and a to the simulated
HMF, but used the same b and c in Eqs. (36) and (37). Each gray curve is the ratio of the simulated HMF to the best-fit Tinker HMF for each of 100 cosmological
models. The point and errorbar at each mass bin, in this and following panels, denote the mean and scatter of the ratios at the mass bin. The shaded region in
this and other plots denotes statistical uncertainties in HMF that are estimated from scatters of HMFs in the 28 realizations of Planck cosmology. The horizontal
dotted lines denote ±5 percent in the fractional difference. Middle-lower panel: To model the redshift and mass dependence of HMF in each cosmological model,
we performed the principal component analysis (PCA) to the best-fitting Tinker parameters, A and a, at each of 21 output redshifts over the range 0 < z < 1.48;
hence 42 data points in each cosmological model (see text for details). The plot shows that keeping the six most significant PC coefficients gives almost identical
accuracy as compared to the results after the model fitting (the upper panel). The loss of accuracy induced in this procedure is less than one percent in all the
cases. Right-upper panel: We performed the Gaussian process (GP) regression to the PC coefficients at 80 sampling points in Slice 1 to 4 in 6-dimensional
cosmological parameter space. Right-lower panel: Validation test of the GP interpolation, i.e. our HMF emulator module, showing how the GP interpolation can
reproduce the simulated HMF in each of 20 cosmological models in Slice 5, which are not used in the GP regression.
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Fig. 14.— Comparison of our simulation HMF with the original Tinker fit-
ting formula (Tinker et al. 2008).
large, and it is not so obvious whether or not the universal
form of Eq. (32) can explain it.
Before constructing an HMF module, we first test the accu-
racy of Tinker HMF against our simulation suite (HR runs).
Fig. 14 compares the simulated HMF with the original Tin-
ker HMF prediction (using the coefficients in Eqs. 34–37) for
each of 20 cosmological models in Slice 5, at three redshift
bins, z = 0, 0.55, and 1.48, respectively. The comparison in-
dicates a larger deviation of Tinker formula from the simula-
tion results as redshift increases. At z = 0, the ratio of our HR
simulation suite to the Tinker MF shows typically 5% scatter
from the Tinker MF, with the mean slightly biased from unity
(by ∼ 2 to 3%). The overall slope of the HMF is already very
well captured by this formula, and the error is mostly on the
amplitude. At higher redshifts, both the bias and the scatter
grow. At z = 1.48, the slope of the ratio shows a clear mass
dependence with a larger bias toward the massive end. We
leave further discussion on the inaccuracy of the original Tin-
ker HMF formula to Appendix B, where we discuss that this
discrepancy is mainly due to the fact that the Tinker HMF was
calibrated against simulations using initial conditions based
on the Zel’dovich approximation at an initial redshift that is
not high enough.
From this exercise, we decide to update some of the param-
eters in the Tinker HMF. We drop the assumption of the HMF
universality and allow the parameters A and a to vary as a
function of cosmological models. For the parameters b and c,
we keep the values given by Eqs. (36) and (37), where b deter-
mines the slope of HMF at low mass end and c determines the
cutoff at high mass end. Our HR suite is most accurate over
the intermediate range of halo masses, where the overall am-
plitude and the slope are controlled by the parameters A and
a, respectively. Therefore, we recalibrate these parameters for
each of our simulations.
The middle-upper panel of Fig. 13 addresses how the func-
tional form given by Eq. (32) can fit the simulated HMF for
each of 100 cosmological models with the updated parame-
ters. Here we estimated the best-fitting parameters of a and
A that reproduce the simulated HMF. In the fitting, we con-
sider two sources of errors. For high mass bins, we consider
statistical uncertainties due to the Poisson noise of the num-
ber counts. We also include a phenomenological penalty term
at low mass bins, where the correction (Eq. 27) plays a sig-
nificant role. That is, in the model fitting we include the fol-
lowing statistical errors in the number counts of halos at each
mass bin:
∆Nh
Nh
=
1√
Nh
+
1
Np
, (39)
where Nh is the number of halos at each mass bin, and Np the
number of N-body member particles, M/mp, at the logarith-
mic bin center. Moreover, we do not include any mass bin of
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Fig. 15.— Comparison of the emulator prediction against the simulations in
LR suite. We consider the 20 cosmologies in Slice 5 at z = 0.55, and show the
ratio of the measurements from the LR suite to the emulator predictions. We
show the results both with (upper) and without (lower) the mass correction
(27). Similarly to Fig. 13, we show the mean and scatter among the models
by the error bars and the individual cosmologies are shown by the gray solid
curves.
halos which are defined by Np < 200. The figure shows that
our model HMF generally gives a very good fit to simulated
HMF for each of the 100 cosmological models, where the ra-
tio is very close to unity well within ±5% accuracy denoted by
the horizontal dotted lines. At high mass end, the simulation
data points are dominated by Poisson noise due to too small
number of halos per bin. The circle point and error bar at each
mass bin are the average and scatter in the ratios of the best-fit
HMF to the simulated HMF for the 100 cosmological models.
For comparison, the red-color shaded region denotes scatters
among the 28 realizations of Planck cosmology, giving an es-
timate of the sample variance for volume of 1 (h−1Gpc)3. The
typical accuracy of the model as indicated by the error bars
are ∼ 1 (3) % at 1013 (1014) h−1M.
We then compress the data vector, d =
(A0, a0, . . . , A20, a20), which consists of the fitting pa-
rameters A and a at each of 21 redshifts (therefore 42 data in
total) for each cosmological model, using PCA. Combining
all data vector for 100 cosmological models as well as 28
realizations of the fiducial Planck cosmology (therefore
128 × 42 = 5376 data points in total), we decompose the
data vector for the i-th simulation, di, into the principal
components (PCs) as
di =
n∑
j=1
αHMFi, j e
HMF
j , (40)
where eHMFj is the j-th eigenvector with 42 components, which
is independent of cosmology or simulation realization, and
αHMFi, j is the j-th PC coefficient for the i-th simulation. After
various checks we find that keeping the six most significant
PC coefficients for each cosmological model, corresponding
to n = 6 in Eq. (40), is sufficient to keep the error induced
in this step to a sub-percent level. The accuracy level after
applying the PCA method is not degraded to an extent eas-
ily visible by eye when we compare the middle-lower and the
middle-upper panels of Fig. 13. In doing the PCA analysis,
we downweight the components A(z) by a factor of ten com-
pared with a(z) to compensate their different dynamic ranges.
Our next task is to collect the six PC coefficients (αHMFi, j in
Eq. 40) for different cosmological models, and then to per-
form GP regression to interpolate each of the six PC coef-
ficients between the sampled cosmological models each of
which is located at a particular position in 6-dimensional cos-
mological parameter space. To do this, we apply the GP re-
gression to the PC coefficients for the 80 cosmological mod-
els included in Slice 1 – 4 as the training set, excluding the 20
cosmological models in Slice 5 (see Section 3.1 for details).
Note that we do not include the fiducial Planck cosmology
in this GP regression either. The right-upper panel of Fig. 13
compares the GP regression HMF with the simulated HMF for
each of the 80 cosmological models in the training set. The
GP does not perfectly reproduce the results of PCA at each of
sampled cosmological models because we take into account
the statistical uncertainties of the training data in the regres-
sion. Nevertheless the plot shows that after applying the GP
regression, the rms in the ratio among different cosmological
models are kept below ∼ 1 (3) % on M . 1013 (1014) h−1M.
The right-lower panel of Fig. 13 is the most important plot
that gives an assessment of the performance of HMF emulator
for an arbitrary cosmological model. The plot compares the
GP interpolated HMF with the simulated HMF for each of the
20 cosmological models in Slice 5 that are not used in the GP
regression and serve as a cross validation sample. The HMF
emulator achieves a great accuracy to predict the HMF, better
than a few percent in the amplitude up to halo masses of a few
times 1014 h−1M. The performance is degraded for more
massive halos, but the inaccuracy (averaged value denoted by
the circle at each bin) is comparable with the statistical scatter.
The good performance suggests that our GP method does not
suffer from an overfitting to the training set.
While the performance of the emulator can be assessed
fairly precisely for halo masses up to ∼ 1014 h−1M, the scat-
ter among the models appears to be large for cluster sized ha-
los. While the large scatter could be simply due to the inaccu-
racy of the emulator, it can be partly due to the large Poisson
noise which can affect significantly the measurements used
as the reference due to the small number of available cluster-
scale halos in the simulations. As a final check of the accuracy
of the emulator at the high-mass end, we compare the emula-
tor prediction to the measurement from the LR simulations,
which have bigger volume and thus less affected by the Pois-
son noise.
In Fig. 15, we show the ratio of the mass function measured
from these LR simulations to the emulator prediction, which
is trained based on the HR simulation suite. We show the
mean and the scatter among the 20 cosmological models in
Slice 5, with individual cosmology result (gray solid curve).
We apply the correction of the mass based on the number of
member particles (Eq. 27) for the upper set of curves, while
we do not apply this to the lower set of curves. Since the
size of the correction is pretty large for mass less than several
times 1013 h−1M for these set of simulations, we cannot de-
rive a clear conclusion for these masses given the empirical
nature of the correction. For more massive halos, the simula-
tion results after the correction are very close to the emulator
prediction. The scatter among the models is much smaller
than what we can see in Fig. 13, suggesting that the large
scatter in the previous figure is indeed mainly due to the large
Poisson noise in the reference simulations. However, a closer
look at Fig. 15 reveals that the mean of the ratio among the
cosmological models for cluster-size halos are systematically
above unity by ∼ 1 to 2%. This would be a slight inaccuracy
of the emulator due to the use of the HR simulation suite with
a smaller volume. Since the size of this systematic error is
comparable to those discussed for less massive halos based
on the HR suite, we do not further consider the possibility to
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combine the measurements from the LR and HR simulation
suites, and instead stick to the emulator build based only on
the HR suite for the halo mass function.
4.3.2. Halo-matter cross-correlation function
We now discuss the halo-matter cross correlation function.
We first measure the cross correlations for 13 mass thresh-
old halo samples with different number densities at each of
21 redshifts from each simulation run, where we define the
halo samples in 13 logarithmically-spaced bins in the range
of nh = [10−8.5, 10−2.5] (h−1Mpc)−3 (i.e., 2 bins per decade).
For each measurement, we have 140 separation bins (40 log-
arithmic bins from 0.01 to 5 h−1Mpc for the direct pair count-
ing method and 100 linear bins from 5 to 500 h−1Mpc for
the FFT method; see Section 3.6 for details). We thus have
13 × 21 × 140 = 38, 220 data points per simulation.
The left panel of Fig. 16 shows variations in the halo-matter
cross correlations for 101 different cosmological models in
HR simulation suite, for the mass threshold halo sample with
the number density of 10−4 (h−1Mpc)−3 and at z = 0.55. This
halo sample is chosen to roughly mimic the number density
and the large-scale bias of the CMASS galaxies. The plot
displays rich cosmological dependences over scales ranging
through the one-halo, two-halo terms to BAO scales. We
then reduce the dimensionality of the data vector by first
re-sampling the separation bins and then applying a PCA.
The former is done using a cubic spline interpolation of the
original data points up to 100 h−1Mpc with more data points
around the one- and two-halo transition scale (i.e., around a
Mpc scale) as depicted by the vertical dotted line in the sec-
ond panel of Fig. 16. We take 66 data points after the resam-
pling. This procedure does not degrade the accuracy on small
scales by no more than 3% (. 40 h−1Mpc). One might notice
a small wiggly feature around 6 h−1Mpc. This is due to the
grid effect of the FFT method around the switching point to
the direct pair-counting method as we described in Fig. 3. Our
spline function tries to remove this spurious feature to some
extent by forcing the curve to be smooth. Since the raw sim-
ulation measurements employed here as the numerator still
suffer from this artifact, the feature is still present in the ratio.
Our data vector still has 13 × 21 × 66 = 18, 018 compo-
nents per simulation, which is quite large. We apply PCA to
this data vector. As in the case for HFM, we combine all the
data vector from 128 simulations (100 for the varied cosmo-
logical models plus the 28 Planck cosmology simulations),
corresponding to 128 × 18, 018 = 2, 306, 304 data points, and
parameterize the halo-matter cross correlation into its PCs as
ξhm(x, nh, z)|i =
n∑
a=1
αCCFi,a e
CCF
a (x, nh, z), (41)
where ξhm(x, nh, z)|i is the halo-matter cross correlation at sep-
aration x for the halo sample with number density nh and at
redshift z in the i-th simulation, eCCFa is the a-th PC eigenvec-
tors given as a function of separation x, nh and z (cosmology-
independent), and αCCFi,a is the a-th PC coefficient for the
i-th simulation. Thus the eigenvectors {eCCFa } describe de-
pendences of the halo-matter cross-correlation on separation,
halo sample (halo number density), and redshift. The differ-
ent eigenvectors, eCCFa and e
CCF
b with a , b, are orthogonal
to each other. The PC coefficients {αCCFi,a } describe the depen-
dences on different simulations, i.e. cosmological models. In
applying this PCA, we adopt the weight for each data point
by nh x [1 − exp(−x2)] (x is in units of h−1Mpc), such that the
data points containing the halo sample of higher number den-
sity are upweighted, and data points at large separation (x)
are relatively upweighted; we empirically find the functional
form of weight that satisfies these conditions. As shown in
the right-upper panel of Fig. 16, we find that keeping the five
significant PC coefficients reproduces the simulation results
within a 5% accuracy on x . 30 h−1Mpc for each of 100 cos-
mological models, despite the huge dimensionality reduction
(from 18, 018 to 5). While we can see a relatively large devi-
ation from unity at around 1 h−1Mpc for a few cosmological
models, the rms among the 100 models, as shown by the er-
ror bars, is typically below 2% level on small scales up to
∼ 20 h−1Mpc and reaches to 5% at ∼ 40 h−1Mpc. Since the
halo-matter cross-correlation is a smooth function anyway,
the PCA decomposition of the halo-matter cross correlations
works very well.
However, note that the PCA description can not well de-
scribe the correlation at very large separations. The scatter
of the curves around unity is consistent with the statistical
error of the simulation data due to a finite number of simula-
tion realizations or equivalently a finite simulation volume as
shown by the red shaded region, which is estimated from the
28 simulations at the fiducial Planck cosmology. We will in-
stead use a different prescription, the propagator method, for
the very large scale to overcome both sample variance in the
simulation data and inaccurate modeling, as we will describe
later.
We then perform GP regression to model the cosmology de-
pendence of the PC coefficients for 80 cosmological models
in Slice 1 – 4, which are our training set, similarly to Fig. 13.
Again note that we do not include the 28 Planck cosmology
realizations for this GP regression. The right-upper panel of
Fig. 16 shows that the GP regression does not degrade the ac-
curacy compared to the results after the PCA by more than
1% for the 80 cosmological models. The right-lower panel
gives a validation of our emulator; the GP interpolation re-
produces equally well the cross correlation function for each
of 20 validation cosmological models in Slice 5, which are
not used in the GP regression. The scatter is similar to the sta-
tistical error denoted by the shaded region (the sample vari-
ance of 28 Planck cosmology simulations). Thus again, our
GP regression interpolation performs well without significant
overfitting.
In Appendix F, we show performance of the GP interpola-
tion for different redshifts as well as different sample of halos
that are characterized by the different number density in each
cosmological model.
4.3.3. Halo auto-correlation function
We next discuss the halo auto correlation functions. In this
case we generally need to consider two mass threshold halo
samples of different number densities, and thus the dimen-
sion of input data vector is even larger than that for the halo-
matter cross correlation functions. However, we cannot obtain
a meaningful signal for halo samples with number density
lower than ∼ 10−6 (h−1Mpc)−3 unlike the halo-matter cross
correlation function due to the large Poisson noise. Hence we
consider here only 8 bins with high number density out of the
13 bins that we considered for the cross correlation function.
We thus consider 36 (= 8(8 + 1)/2) combinations for the two
halo samples to form a matrix of auto correlation functions at
each of 21 redshifts and at each separation bin, per simulation.
The left panel of Fig. 17 shows variations in the halo
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Fig. 16.— Modeling of halo-matter cross correlation functions similarly to Fig. 13. Here we consider the halo sample at z = 0.55 and with number density
nh = 10−4 (h−1Mpc)−3, corresponding to the mass threshold of M ≥ 2.8 × 1013 h−1 M for the Planck cosmology, as an example. In the middle-upper panel
we employ a resampling of separation bins, where the resampling points are denoted by the vertical dashed lines, and then model the cross correlations by a
cubic spline interpolation. The plot shows the interpolation results compared to the correlations directly measured from 100 simulations (see text for details).
The middle-lower panel shows the results when we model the cross correlations using the PCA analysis for data vector including cross correlations in separation
bins, halo sample bins and 21 redshift bins (18,018 data points). Here we show the results obtained by using the five most significant PC coefficients (therefore a
huge dimension reduction from 18,018 to 5). The right panels show the emulator predictions for the training (upper) and validation (lower) cosmologies that are
obtained after applying the GP regression to the PC coefficients for the training simulations at 80 cosmological models. We show, by the red shaded region in the
panels, statistical uncertainties that are estimated from scatters in the 28 realizations of the fiducial Planck cosmology.
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Fig. 17.— Modeling of the halo-halo auto correlation functions, similarly to Fig. 16 for the halo-matter cross-correlation functions. As before, we consider halo
samples with nh = 10−4 (h−1Mpc)−3 at z = 0.55. Variations in the function over the 101 cosmological models (left), the accuracy of our modeling procedures
(resampling: middle-upper, PCA: middle-lower) and the performance after applying the GP regression (training set: right-upper, validation set: right-lower) are
shown, with the red shaded region indicating the scatters among the 14 simulations of the fiducial Planck cosmology.
auto correlation functions for 101 cosmological models for
the mass threshold halo sample with number density nh =
10−4 (h−1Mpc)−3 and at z = 0.55, which are now computed
from LR simulation suite. The plot shows rich cosmological
dependences in the halo auto correlations over the range of
separation scales.
We then reduce dimensionality of the data vector by first
re-sampling the separation bins. We originally have 185 bins
for each of auto correlation functions, 40 from the direct pair
counting method (0.1 h−1Mpc < x < 10 h−1Mpc), and 145
for the FFT method (up to 300 h−1Mpc). Since the auto cor-
relation function has a smooth shape at scales below BAO
scale, we can significantly reduce the number of sampling
points. As in the halo-matter cross correlation case, we use
a cubic spline interpolation to obtain the new data vector, and
the vertical dotted lines in the middle-upper plot denote the
locations of new sampling points (21 points in total). The er-
ror level after this procedure is around 3% for the worst cases
and is 1–2% in terms of the rms among the models on scales
1 . x/[h−1Mpc] . 40. The larger error on smaller scales are
due to the significant halo exclusion effect.
Even after the above resampling of separation bins we still
have 21 × 21 × 36 = 15, 876 data points per simulation. The
next task is to reduce the dimensionality of the data vector us-
ing PCA. As in the case for the halo-matter cross-correlations,
we combine all the data vector from 114 simulations (100
cosmological models plus 14 Planck cosmology simulations),
corresponding to 114×21×21×36 = 1, 809, 864 data points,
and parameterize the halo auto correlation into its PCs as
ξhh(x; n1, n2, z)|i =
n∑
a=1
αACFi,a e
ACF
a (x, n1, n2, z), (42)
where ξhh(x, n1, n2, z)|i is the halo correlation function at sepa-
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ration x for the two mass threshold halo samples with number
densities nh = n1 and n2, respectively, and at redshift z in
the i-th simulation, eACFa is the a-th PC eigenvector given as a
function of separation x, n1, n2, and z, and αACFi,a is the a-th PC
coefficient for the i-th simulation. In applying the PCA, we
adopt the weight, given as n1n2x2, that is given as a function
of the two number densities n1 and n2 and the separation x.
However, since we use the LR suite here, there is a case that
we cannot define a sample of halos with the highest number
density, e.g. nh = 10−2.5 (h−1Mpc)−3, depending on redshifts
and cosmological models. In such cases we set the weight
for PCA to zero. After some experiments, we find that keep-
ing the eight significant PC coefficients well reproduces the
simulation results. To be more quantitative, we can maintain
the error level of a few % with a slight degradation toward
the large scales (& 10 h−1Mpc) as shown in the middle-lower
panel of Fig. 17. Thus we made a huge dimensionality reduc-
tion of the data points (from 1.8×106 to 8). The error induced
by this GP regression is negligibly small except for very large
scales, where we stitch to the propagator-based prescription
as we will describe below.
Next we perform GP regression to model the eight PC co-
efficients for 80 cosmological models: 80 different cosmolog-
ical models in Slice 1 – 4. The right-upper plot of Fig. 17
shows that the GP interpolation reproduces the simulation re-
sults for each of 80 cosmological models, which are the train-
ing set for the GP regression, within 1 to 5% rms accuracy
depending on the scale. The right-lower panel gives a vali-
dation of our emulator; the GP interpolation gives 2–3% rms
accuracy on 1 . x/[h−1Mpc] . 20 for the 20 cosmological
models in Slice 5, which are the validation set.
It is worth noting that there are differences in the GP re-
gression results between the halo-matter cross- and halo auto-
correlations. First, the small separation data points have large
scatters, which is not seen in the cross-correlation function.
This is due to the fact that the auto-correlation function is sup-
pressed on these small scales due to the halo exclusion effect.
We eventually expect a zero-crossing of the auto-correlation
function at the scale where the halo exclusion effect is dom-
inant, and thus the ratio at the zero-crossing scale becomes
large and noisy. Second, the accuracy of the emulator pre-
diction is worse than that for the cross-correlation because of
the larger noise of auto-correlation measurements due to the
Poisson noise originating from the discreteness of halos.
In Appendix F, we show the performance and validation
for the halo auto-correlation functions for halo samples of
different number densities and different redshifts as well as
the cross-correlations between two halo samples with differ-
ent number densities.
4.3.4. Propagator
The final piece of our halo modules is the propagator that
describes the large-scale correlation functions around BAO
scales. Since the halo-matter cross correlation function in-
volves the propagators of halo and matter, we here study both.
We use the LR suite for this purpose as the damping behavior
of the propagator is known to be mainly due to the large-scale
bulk motion. Since the estimation of the propagator is done by
using the cross correlation between the halo (or matter) den-
sity field to the linear density field used in setting up initial
conditions of the simulations (i.e., Eq. 30), the measured data
does not show discreteness noise unlike what we see in the
halo auto-correlation functions. Therefore, we can measure
it to a reasonably accurate precision for all the 13 number-
density bins for the mass threshold samples from 10−2.5 to
10−8.5 (h−1Mpc)−3 used for the halo-matter cross correlation
functions.
Since the shape of the propagator is roughly a Gaussian
with its width being the rms displacement as shown in Fig. 12,
we parameterize it as
Ga(k) =
(
g0 + g2 k2 + g4 k4
)
exp
−σ2d,link22
 , (43)
where g0 can be interpreted as the linear bias at the large scale
limit and σd,lin is the linear rms displacement for the matter
field at the redshift under consideration, which is computed
by the linear module. The other coefficients, g2 and g4, are
fitting parameters, introduced to capture a departure from the
simple Gaussian form. In the above, the subscript a in the
left hand side stands for either m (matter) or h (halo), and the
factor g0 is set to unity for the matter propagator.
We show in Fig. 18 our modeling detail of this function
for halo samples with number density 10−4 (h−1Mpc)−3 at
z = 0.55. As before, we show variations in the function for
the 101 cosmological models in the left panel, with the red
shaded region showing the mean and the scatter of this func-
tion for the fiducial Planck cosmology (the shaded region is
also shown in the other panels, though they are heavily over-
lapped with other symbols and thus difficult to see). We can
see that the propagator is always a simple decaying function
of wavenumber, with a strong dependence on cosmology in
the amplitude and the typical wavenumber at which the curve
is decaying.
We then fit the data using Eq. (43) and show the residual
in the middle-upper panel. Here and also in the other three
panels, we normalize the residual by g0, which is the low-k
limit of this function, to see the importance of the residual
relative to the overall amplitude of the function. While we see
a small wiggly pattern in the residual, the typical amplitude of
this pattern is below a few percent level, which is sufficiently
small for our purpose.
At this point, we have three fitting parameters per halo sam-
ple, and thus 819 (= 3×13×21) data points per simulation for
the halo propagator. As before we reduce the dimensionality
by applying the PCA. The data points are approximated by
dPROi (nh, z) =
n∑
a=1
αPROi,a e
PRO
a (nh, z), (44)
where dPROi (nh, z) is the vector formed with the three fitting
parameters for the halo sample with number density nh and
at redshift z in the i-th simulation, ePROa is the a-th PC eigen-
vector given as a function of nh and z, and αPROi,a is the a-th
PC coefficient for the i-th simulation. In applying the PCA
analysis, we adopt the weight, simply given as nh. As before,
since we use the LR runs here, there is a case that we can not
define a sample of halos with the highest number density, e.g.
nh = 10−2.5 (h−1Mpc)−3, depending on redshifts and cosmo-
logical models. In such cases we set the weight for PCA to
zero. After some experiments, we find that keeping the four
most significant PC coefficients well reproduces the simula-
tion results, as shown in the middle-lower panel of Fig. 18.
The extra error induced by the PCA is below 1% level.
The remaining task is the same as before: train a GP regres-
sion using the 80 cosmological models in Slice 1 to 4 and val-
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Fig. 18.— Modeling of the halo propagator, similarly to Figs. 16 and 17 for correlation functions. As before, we consider halo samples with nh =
10−4 (h−1Mpc)−3 at z = 0.55. Variations in the function over the 101 cosmological models (left), the accuracy of our modeling procedures (model fitting:
middle-upper, PCA: middle-lower) and the performance after applying the GP regression ( training set: right-upper, validation set: right-lower) are shown, with
the red shaded region indicating the scatter among the 14 simulations of the fiducial Planck cosmology.
idate the results using the remaining 20 models in Slice 5 (as
well as the fiducial Planck cosmology). Although the variance
of the residuals among the models shown in the right panels
seems to be somewhat larger than that in the middle panels,
the prediction of GP stays within the ±5% band shown by the
horizontal dotted lines. More importantly, the accuracy of GP
for the validation set is not degraded compared to that for the
training set, implying that there is no problem of overfitting to
the training data.
The validation tests for other halo samples as well as the
matter propagator at various redshift can be found in Ap-
pendix F. In the current implementation, we model the matter
propagator following exactly the same procedure for halos.
The only difference is that we have one less free parameter
(g0 should always be unity for matter) and we need only two
PCA components to ensure the accuracy.
5. USAGE OF THE EMULATOR
We have explained how each of the basic modules are mod-
eled and tested in the previous section. These correspond to
the Halo Modules in Fig. 4, which predict the statistical prop-
erties of dark matter halos. Now, in this section, we show
several demonstrations of how to use the emulator to predict
properties of dark matter halos. Also we show how to com-
bine the predictions to compute clustering statistics of galax-
ies (i.e., usage of the Utility Modules at the bottom in Fig. 4).
5.1. Halo properties
5.1.1. Implementation detail
One application of our emulator is to make predictions for
halos in the mass range of galaxies to clusters. Since our mod-
ules that compute halo clustering properties directly predict
the signals as a function of the cumulative halo number den-
sity, which is discretely sampled every 0.5 dex, it might not
be so practically useful as it is. To obtain the predictions of
halo correlation functions at a given halo mass, we have to in-
terpolate over the sampled number densities and convert it to
the halo mass in a given cosmological model. Hence, if one
wants to predict the clustering signals as a function of halo
mass, an inaccuracy in the conversion from the mass to the
number density can be a new source of error.
In Fig. 19 we study how the conversion to the cumulative
halo number density to a target halo mass, using the halo mass
function module, causes a possible error in the predictions of
halo correlation functions. To do this, we consider the emula-
tor outputs of halo correlation functions for two mass thresh-
old samples with Mmin = 1013 and 1014h−1M for the fiducial
Planck cosmology at z = 0.55. Then we use the following
method to propagate a possible error in the halo number den-
sity into an error in predicting the halo correlation functions
as a function of the halo mass. i) We first use the halo mass
function module to compute the cumulative number density
for the halo mass thresholds, Mmin = 1013 and 1014h−1M.
ii) We multiply the number density by a factor of 0.96, 0.98,
1.02 or 1.04, respectively, which is intended to mimic a pos-
sible error in the number density calibration by −4,−2, 2 or
4%, respectively. iii) We then obtain the emulator predictions
of halo correlation functions by inserting the shifted values
of halo number density in the emulator. Here ±4% error in
the cumulative halo number density is considered as a rather
pessimistic case because Fig. 13 shows that a typical error
in the mass function is smaller in terms of the rms among
the models (∼ 1 (3)% at 1013 (1014) h−1M). In addition
the error in the halo mass function seen in Fig. 13 would be
partly canceled when we consider the error on the cumula-
tive halo number density. The upper panel shows the ratios
of the shifted halo-matter cross-correlation functions, ξhm(x),
to the fiducial prediction. The figure shows a constant shift
in the two-halo regime, a slightly larger shift in the one-halo
term, and a bump-like feature at transition scales between the
two regimes. These are caused by changes in the linear bias
and the mass profile, respectively. The size of the fractional
shift in the cross-correlation function is smaller than that on
the cumulative mass function, with a slight decreasing trend
toward higher masses. In the lower panel, the auto correlation
function, ξhh(x), shows a larger shift in the two-halo regime
reflecting the fact that it scales as bias squared. A sharp fea-
ture can be found where the halo exclusion effect kicks in.
Since the latter part is dominated by one-halo term in case of
the galaxy correlation function, the final shift would be much
smaller. Even with the pessimistic case of a 4% error in the
cumulative mass function, the induced shift in the correlation
functions are well within the ±5% band and mostly within
±3% level. When we consider a realistic error on the cumula-
tive mass function (i.e., a few percent or below), the error on
the correlation function arising from this is smaller than the
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typical error in the emulator in both cases.
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Fig. 19.— The impact of a possible error in the conversion between the
cumulative halo number density and the mass threshold on the emulator pre-
dictions of halo correlation functions. As a working example, we here con-
sider the cross-correlation functions, ξhm(x), in the upper panel, and the halo
auto-correlation functions, ξhh(x), in the lower panel for the two mass thresh-
olds (1014 and 1013 h−1M) for the Planck cosmology at z = 0.55. Here
we first use the halo mass function module to compute the cumulative halo
number density for the mass threshold, shift the number density by −4,−2, 2
or 4%, and then input the shifted number density into the emulator to obtain
the shifted predictions of ξhm(x) and ξhh(r), respectively (see text for details).
The figure shows the ratio of the shifted correlation function to the fiducial
prediction. The significant features around x ' 1 h−1Mpc in ξhh(x) are due to
the halo exclusion effect that would not be present for the galaxy correlation
function.
As another example of the applications, we show in Fig. 20
the output of the emulator for the large-scale bias as a function
of the halo number density (symbols). Here, the large-scale
bias is defined as the fitted parameter g0 in Eq. (43), which is
the k → 0 limit of the propagator (Eq. 28). The plot shows the
result for the fiducial Planck cosmology and at z = 0.55. We
interpolate these data points using the cubic spline function
to make a prediction at any halo number density in the range
shown here. Note that we use the logarithm of the halo num-
ber density, instead of the raw values of the number density,
for which our sampling is uniform.
Once the spline interpolator is ready, we can compute the
halo bias as a function of the halo mass or peak height, if one
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Fig. 20.— Halo bias as a function of the halo number density for the fiducial
cosmological model at z = 0.55. The symbols are the direct output of our
emulator and the solid curve is its interpolation using the cubic spline.
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Fig. 21.— Stability of the finite difference evaluation of the correlation func-
tions at a given halo mass. We show the fractional change in the halo-matter
cross (upper) and halo auto (lower) correlation function. We employ the de-
fault step size of ±1% in mass as the reference for this figure. Notice the
rather narrow range of the vertical axis.
prefers, by first using the halo mass function module to con-
vert the number density to the minimum halo mass and then
taking a finite difference derivative to have the bias at a spe-
cific, desired halo mass scale. For this derivative, we employ
±1% changes in the mass as the default step size. The de-
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Fig. 22.— Halo bias as a function of the peak height for different cosmolo-
gies at various redshifts as shown in the legend. We vary Ωm, but kept σ8 and
other cosmological parameters fixed to their fiducial values. We also show by
the thin solid line the fitting formula by Tinker et al. (2010).
pendence of the results on the step size is much weaker than
the typical accuracy of the emulator as shown in Fig. 21. The
result is shown in Fig. 22 as a function of the peak height
ν ≡ δc/σM , with δc = 1.686. Now, we show the results for
different cosmologies at three different redshifts. We vary Ωm
keeping the flatness and fixing the present-day amplitude of
the linear matter power spectrum, σ8, to its fiducial value. We
compare the results with the fitting formula by Tinker et al.
(2010) as denoted by the thin solid line, which is independent
of redshift or cosmology. The fractional difference from Tin-
ker et al. (2010) at the three redshifts are plotted together in
the bottom panel. Our emulator prediction is overall consis-
tent with the fitting formula with the accuracy no worse than
10% over all the ranges examined here. Such an inaccuracy
of Tinker et al. (2010) is also pointed out in the previous work
(e.g., Li et al. 2016). We confirm that the bias function is
rather universal with little dependence on cosmology or red-
shift.
Another interesting feature of bias is its scale dependence
around the BAO scale. We implement the same spline inter-
polation for the fitting parameters g2 and g4 in the propagator.
This allows us to estimate the propagator at any halo mass.
The tree-level calculation, Eq. (29), gives us a prediction of
the correlation functions and we already show that BAO scale
is well described by this simple model as illustrated in Figs. 9–
11. We show in Fig. 23 the square root of the ratio of the halo
and matter correlation functions at z = 0. We normalize it
by the linear bias factor g0 such that the ratio becomes unity
when the bias is independent of scale. We consider four halo
samples with different number densities as written in the fig-
ure legend. The result indicates that the BAO peak structure
can be boosted for low number density samples (i.e., when
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Fig. 23.— Scale dependence of halo bias around the BAO scale (the vertical
dotted line). We show the square root of the ratio of the halo and matter
correlation functions, with the latter scaled by the square of the linear bias
factor g0. We show with different lines four mass threshold halo samples with
the number density listed in the figure legend, corresponding respectively
to the threshold mass of 1.58 × 1012, 3.34 × 1012, 6.86 × 1012 and 1.36 ×
1013 h−1 M at z = 0.
only massive halos are included in the sample). This is fully
consistent with the expectation by the peak model (compare
our results with Figs. 7 and 8 of Desjacques et al. 2010). Also,
this feature was previously found in numerical simulations
(e.g., Angulo et al. 2014; Crocce et al. 2015). This kind of pre-
diction is possible because our model has a freedom to control
the damping of BAO feature in terms of the two free parame-
ters, g2 and g4, in the propagator, Eq. (43), in addition to the
damping due to the typical random displacements of matter,
σd,lin.
We implement the same cubic spline interpolation for other
quantities, such as ξhm(r; nh) or ξhh(r; n1, n2), with the latter
using the bivariate cubic spline for two number densities, n1
and n2. We do not find any sizable error originating from
this interpolation as all the quantities vary rather smoothly
with (the logarithm of) the halo number density. Analogously,
the redshift dependence is interpolated with the cubic spline
function. As is clear from Fig. 22, the dependence of bias
on redshift is weak and thus the same interpolation scheme
works fine. The situation is similar for the other interpolated
quantities. We show in Fig. 24 or 25 our interpolation of the
halo-matter cross or halo auto correlation function over the
number density and redshift. We first construct a data matrix
at the locations as depicted by the dots based on the Gaussian
Process and PCA methods, and then perform a cubic spline
interpolation for each dimension.
While the halo matter cross correlation function (and also
the propagator) are very well determined down to a quite
low halo number density, 10−8.5 (h−1Mpc)−3, corresponding
to very massive halos, thanks to the fact that they are given by
the cross correlation with the matter field, the halo auto cor-
relation function instead suffers from a severe Poisson noise
especially at such a high mass end. We thus switch to a sim-
ple scaling, ξhh(r; n1, n2) = [g0(n1)/g0(nmin)] ξhh(r; nmin, n2),
when the number density n1 is below the minimum number
density nmin = 10−5.75 (h−1Mpc)−3. In the above, the bias fac-
tor, g0(ni), is computed again in the module that computes
the propagator (i.e., the function plotted in Fig. 20). We do
the same when n2 is below the threshold; we simply multi-
ply the ratio of the large-scale bias one more time. While
this might be a reasonable approximation on large scales, it
can not properly reproduce the correlation functions around
scales where the halo exclusion effect is not negligible. Nev-
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Fig. 24.— Interpolation of the tabulated halo matter cross correlation function over the halo number density and redshift. Each panel shows the interpolated
result (color scale) at a fixed separation as shown in the color bar label, and the dots show the location where the data table is available.
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Fig. 25.— Similar to Fig 24, but for the halo auto correlation function. We now fix both separation and redshift in each panel and show the interpolation over
the two number densities, n1 and n2.
ertheless, our current implementation does not lead to a severe
error for a sample of galaxies such as the CMASS sample, be-
cause the small-scale correlation function is mainly described
by the one halo term.
Now we have predictions of ξhm, ξhh and the propagator
given as a function of halo number density and redshift within
the ranges relevant for the resolution and output redshifts of
our simulations. We combine all these predictions to obtain a
well-behaved prediction over a wide range of separations. We
do this by smoothly stitching the two predictions as
ξab,full(x) = D(x) ξab,direct(x) + [1 − D(x)] ξab,tree(x), (45)
where “ab” is either “hm” or “hh”, and we use the damping
function defined as
D(x) = exp
− ( xxswitch
)4 . (46)
We find that xswitch = 60 h−1Mpc provides a reasonably good
model for both the auto and cross correlation functions over
the range of scales as demonstrated in Fig. 26.
In summary, the current implementation of our emulator
works in a parameter sampler as follows. When a new cosmo-
logical model is proposed, the code first calls a GP interpola-
tor to evaluate the coefficients for the PCs for all the statistics
we consider here. Then, combining these coefficients with
the eigenvectors, it computes the statistics at all the redshifts,
mass and separation bins to form a data table. One function
call of our high-level interface to set the cosmological param-
eters does all the tasks up to here internally. Now, an user can
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Fig. 26.— Stitching of the large and small scale predictions. The direct
output of the PCA-Gaussian Process modeling is shown by the dashed lines
(ξdirect), the large-scale model based on the emulated propagator is by the
dotted line (ξtree) and the final prediction is by the solid line (ξfull). We show
in the upper panel the halo matter cross correlation function and in the lower
panel the halo auto correlation function, both for the halo number density
10−4 h3Mpc−3 at z = 0.55. The vertical solid line marks the stitching scale
xswitch = 60 h−1Mpc.
further call other high-level functions prepared for each statis-
tics. These functions accept a redshift, a halo mass (either a
threshold mass or a target mass scale) and a set of separations
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at which the correlation function should be evaluated. In this
final step, the code finds the values by calling a spline interpo-
lator over the table created in the previous step. For users who
wish to compute galaxy statistics, a separate module can be
used with additional parameters describing the HOD model.
This module internally calls the functions for the halo statis-
tics and integrate them over the halo mass with the product of
the mean HOD and the halo mass function as a weight. We
also prepare functions computing projected statistics, which
works similarly.
5.1.2. Demonstrations
Now we can compute the three main halo statistics, the halo
mass function, the halo matter cross-correlation function and
the halo auto-correlation function for an arbitrary cosmologi-
cal model that is covered by our sampled cosmological mod-
els within the flat wCDM cosmologies. Using the results, we
can obtain how these halo statistical quantities vary with cos-
mological parameters as demonstrated in Fig. 1, which gives
their dependences on Ωm.
We can further predict in detail, for instance, the density
profile of dark matter halos from our emulator. Properties and
cosmological dependences of the mass density profiles around
halos have been extensively studied (e.g., Navarro et al. 1996).
The emulator output of the halo-matter cross correlation on
small separations can be used to study the mass density pro-
files for halos whose masses are in the range supported by the
emulator17.
17 Notice that the average spherical density profile of halos is equivalent to
the positional cross correlation function between halos and matter by defini-
tion.
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Fig. 27.— Top: Model fit (dashed: NFW, dotted: DK) to the density profile
around halos predicted by the emulator (solid). We stick to the fiducial Planck
cosmology at z = 0, and consider various halo masses as shown in the legend.
Middle: we show the ratio of the emulator to the model fit in the top panel.
Bottom: logarithmic derivative of the profile for the analytical fit. The radius
R200m for each sample is indicated by the the downward arrows in the top
panel. The softening length is also shown by the upward arrow in the middle
panel.
In Fig. 27 we compare the profiles from the emulator (solid)
with the best-fit NFW profiles (dashed) for halos of different
masses. For the fitting, we included the data over the range
of radii from twice the softening scale to 80% of R200m. The
middle panel shows that the NFW profile gives a good fit to a
fractional accuracy better than about 5% up to the virial radius
(R200m), beyond which the NFW profile no longer reproduces
the simulation results.
1 2 3 4 52.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
c 2
00
c
z = 0
z = 0.55
z = 1.48
m = 0.20
m = 0.25
m = 0.30
m = 0.35
m = 0.40
Fig. 28.— Concentration-peak height relation at various cosmological mod-
els and at different redshifts.
Using the NFW fitting results, we can also study how the
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concentration parameter varies with halo mass as well as cos-
mological models over different redshifts, where we define
the concentration parameter, c200c, by the ratio of the radius
within which the density is 200 times the critical density to the
scale radius determined by the NFW fit. Fig. 28 shows c200c
as a function of the peak height, ν = δc/σM , for cosmologies
with different Ωm at three redshifts. Similarly to the previ-
ous plots, we keep spatial flatness and vary the normalization
As such that σ8 is kept unchanged for models with different
Ωm. While the relation seems to be universal at high redshift
with little dependence on Ωm, we can see clear dependence
at lower redshifts. The increasing trend of c200c as decreasing
redshift, as well as its positive Ωm dependence can be found
in Diemer & Kravtsov (2015). Further study on the depen-
dence of the concentration-mass relation on the cosmological
parameters can be found in Kwan et al. (2013)18. In this way
our emulator approach automatically incorporates a possible
non-universality of the concentration-mass relation. This is
quite different in the standard analytical halo-model approach,
where one usually employs a simulation-calibrated scaling re-
lation for the concentration. We would also like to notice that
such a calibration of the concentration is often done for a spe-
cific cosmological model.
Now we focus on the halo mass density profiles at radii
larger than R200m in Fig. 27, where NFW no longer gives a
good fit. The figure shows a clear feature of the transition
from the one halo to the two halo regime. This feature re-
cently draws attention as a possible “physical” outer boundary
of a halo associated with the first orbital apocenter of accreted
matter after its infalling, dubbed as the “splashback” feature
(Diemer & Kravtsov 2014, also see More et al. 2016, for the
first detection from observational data). This feature has al-
ready been studied from our Dark Quest simulation suite in
Okumura et al. (2017, 2018) with particular attention to the
feature in the velocity statistics around halos.
The feature can be found from the bottom panel of Fig. 27
where we show the logarithmic slope of mass density profile.
We obtain this by first fitting the emulator results by the func-
tional form proposed in Diemer & Kravtsov (2014) (DK fit,
hereafter), and then take the derivative. We do this for the sep-
aration range again from twice the softening scale but to four
times the radius R200m, to cover both the one- and two-halo
regimes. The best-fit model is shown in the top panel by the
dotted lines (but they are difficult to distinguish from the solid
lines; they are almost on top of each other), and the ratio to
the emulator results are shown in the middle panel. The accu-
racy of the fit is similar or better than the NFW form, and it
remains to be a good fit to much larger scales. Now, we can
see in the bottom panel, that the derivative based on the DK
fit shows a sharp dip with a slope steeper than the outer NFW
slope (i.e., −3), marking the location of the splashback radius.
Fig. 29 shows the splashback radius, Rsp for various cos-
mological models and redshifts, where we define Rsp by the
location of the minimum logarithmic slope of the DK fit. For
clarity we here plot the ratio, Rsp/R200m, as a function of the
peak height. Overall, Rsp is similar to R200m, with a slight
decreasing trend as a function of the peak height. In addi-
tion, the ratio is higher for cosmological models with larger
18 We can not make a direct comparison with their emulator because the
Hubble parameter is automatically determined to match to the CMB con-
straint given the other parameters in their code. On the other hand, we here
vary Ωde keeping the spatial flatness and h is simultaneously changed to keep
ωb and ωc fixed.
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Fig. 29.— Splashback radius divided by R200m.
Ωm. These trends are in qualitative agreement with the fitting
formulae in More et al. (2015a), in which the dependence is
encoded in the redshift-dependent density parameter Ωm(z) in
addition to the peak height ν (see also Adhikari et al. 2014)19
5.2. Projected galaxy clustering statistics
We have introduced the emulation of halo clustering statis-
tics in the previous sections. Since our emulator’s accu-
racy depends on the mass of halos, it would be useful to
examine the accuracy for a galaxy sample, whose cluster-
ing statistics is approximately given as a weighted sum of
those of halos. Here we consider the following HOD param-
eters to make a representative galaxy mock catalog similar to
the BOSS CMASS sample (based on a conservative volume-
limited selection): Mmin = 1013.94 h−1M, σlogM = 0.63,M1 =
1014.49 h−1M, α = 1.19 and κ = 0.60 for the HOD parameters
(see Appendix G for definitions).
Our Utility Modules combines the outputs of Halo Em-
ulators to first make the galaxy clustering signals in three
dimensions, and then project them along the line of sight to
obtain the relevant signals based on the FFTLog algorithm
(Hamilton 2000). To test the accuracy of Dark Emulator to
predict galaxy clustering, we also generated the mock cata-
logs of galaxies; we populate central and satellite galaxies
into halos taken from the halo catalog in each of 24 HR re-
alizations of the fiducial Planck cosmology, and then mea-
sure the galaxy-galaxy weak lensing and the projected cor-
relation function of galaxies from the mock catalogs. To be
more precise, assuming the plane parallel approximation, we
project the matter and galaxy distributions along one of the
three axes in each realization and then measure the galaxy-
matter cross and galaxy auto-correlation functions using the
two-dimensional FFT, respectively. We use, as the predic-
tion of the mock catalogs, the average of the 72 measurements
(24 realizations times 3 projection directions). Note that the
fiducial Planck cosmology is not used in the GPR and thus
it should serve as a cross validation test after the additional
ingredients in Utility Modules.
The measurements from the mock catalogs are compared
with the emulator predictions in Fig. 30 for the galaxy-galaxy
lensing (left panel) and the projected galaxy correlation func-
19 Note, however, it was argued that the majority of the dependence of
Rsp/R200m comes from the accretion rate, and its distribution at different red-
shifts and for cosmologies should depend on how to define distinct halos and
their mass accretion histories from N-body simulation outputs in quite detail.
This is beyond the scope of this paper.
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Fig. 30.— Example usage of Dark Emulator in combination with an HOD model for making model predictions of galaxy clustering observables. Left panel:
the excess surface mass density profile from galaxy-galaxy weak lensing (∆Σ). Right panel: the projected correlation function of galaxies (wp). In the upper
panels, the solid lines show how the prediction varies with Ωm, but keeping other parameters fixed to the fiducial Planck values. The other lines show the
different contributions to the total power as indicated by the figure legend (see text for details). The lower panels compare the emulator-based predictions with the
“mock” signals measured from 72 mock realizations of projected maps of CMASS-type galaxies that are generated from the halo catalogs for the fiducial Planck
cosmology (see text for details). The two results obtained from totally different methods are in remarkably nice agreement with each other. In the left panel,
the gray shaded region shows the measurement errors expected when combining the Subaru HSC galaxies and the SDSS CMASS galaxies for background and
foreground galaxies, respectively, where the overlapping region is about 140 sq. degrees. In the right panel, we assume the measurement expected for the SDSS
DR11 CMASS galaxies around z = 0.484 covering about 8,500 sq. degrees. The dark gray regions around unity give a requirement on the overall uncertainty
in the model prediction, which is estimated from the inverse of the total signal-to-noise ratio over 0.057 ≤ R ≤ 71 h−1Mpc: the requirements are about 0.04 and
0.029 corresponding to S/N = 25 and 35 for ∆Σ and wp, respectively. The black line shows that the emulator predictions safely meet the requirements over the
range of separation bins.
tion (right). In the upper panels, we show the emulator pre-
dictions by the solid lines for models with different Ωm as
indicated in the figure legend. For the fiducial Planck cos-
mology, the dashed, dotted and dot-dashed lines show the
different contributions in the model calculations; the contri-
butions from central and satellite galaxies are shown for the
galaxy-galaxy lensing, while the one- and two-halo term con-
tributions are for the projected correlation function of galax-
ies. For the galaxy-galaxy lensing profile, we plot ∆Σ/ρ¯m for
each of different Ωm models because it becomes the same di-
mension as that of wp in the right panel. With this definition,
both the ∆Σ and wp display a similar dependence on Ωm; in-
creasing Ωm leads to a smaller amplitude (we vary Ωde and As,
while the other four input cosmological parameters are fixed,
to keep the spatial flatness as well as the value of σ8).
The lower panels explicitly compares the emulator-based
predictions with the mock measurements, showing the ratio
for each galaxy observable, for the fiducial Planck cosmol-
ogy. The gray shaded region around unity shows the statis-
tical errors expected for the measurements. In the left panel,
we assume, for the galaxy-galaxy weak lensing measurement,
the Subaru Hyper Suprime-Cam 1st year shape catalog (Man-
delbaum et al. 2018) and the SDSS DR11 CMASS galaxies
at redshifts around z ' 0.484 (Alam et al. 2015) for back-
ground galaxy shapes and foreground lensing galaxies, re-
spectively, where the overlapping region of the two data sets
is about 140 sq. degrees. In the right panel, we assume
the projected correlation function of the CMASS galaxies for
about 8,500 sq. degrees (More et al. 2015b). Each panel
shows that the ratio is very close to unity, meaning a remark-
able agreement between the emulator-based prediction and
the mock measurement, for each observable. Most impor-
tantly, the emulator-based predictions take just a CPU time of
a few seconds. The wiggly features in the ratio, especially
for the projected correlation function, is due to an imperfect
accuracy in the numerical calculation such as the numerical
integration of the emulator outputs over halo masses. The
gray shaded region gives statistical errors at each radial bin,
estimated from the mock catalogs, where we assumed 30 bins
over the range of 0.057 ≤ R ≤ 71 h−1Mpc corresponding to
∆ log10 R ' 0.1. The dark shaded region gives an overall re-
quirement on the uncertainty in the model prediction of each
observable. The requirement is estimated from the inverse
of the total signal-to-noise ratio integrated over all the radial
bins. Sine we find S/N ' 25 and 35 for the weak lensing and
the projected correlation function, respectively, the require-
ment on the overall factor in the model prediction, i.e. m for
∆Σ = (1 + m)∆Σemulator or wp = (1 + m)wpemulator, is m . 0.04
or m . 0.029, respectively, such that an uncertainty in the
model prediction does not exceed the overall statistical error
by more than 1σ. The figure shows that the accuracy of Dark
Emulator safely meets the requirements for the Subaru HSC
and SDSS measurements. We note that, since variations in
cosmological parameters cause a scale-dependent change in
these observables, the requirements for such changes are less
stringent.
5.3. Cross-correlation coefficient
There remains another interesting and important check. It
would be of great practical use if we can infer the underlying
matter clustering properties from biased fields alone. One can
compute the cross-correlation coefficient between matter and
halo, or between two different halo samples, from our emula-
tors20.
First, we show in Fig. 31 the cross-correlation coefficient
for halo samples selected by mass at the fiducial Planck cos-
20 To this end, we need an emulator to compute the matter auto correlation
function, which is not supported in the current version of Dark Emulator
specifically designed for biased tracers. While the optimization for imple-
mentation detail or the final accuracies are not tested as stringently as the
other modules, we have a development version of a module to do this. The
figures in this section are based on this version, but it would be sufficient for
demonstration purposes.
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prescription that is the same as in Fig. 30. We also show here the measure-
ments of the same quantities from the mock galaxies distributed following
the same HOD model (circles with error bars).
mology at z = 0.484. The curves are computed by Dark Em-
ulator. We consider five different halo masses from 1013 to
1.6 × 1014 h−1M. We show in the top panel three quantities,
ξhh(x), ξhm(x) and ξmm. We then take the ratio ξhm(x)/ξmm(x)
to examine the scale dependence of bias in the middle panel.
Finally, the bottom panel depicts the cross-correlation coef-
ficient. A similar plot can be found in Fig. 32 for galaxies
based on the HOD model described in the previous section.
Here, we also show by the symbols with error bars the mea-
surements from the mock galaxies distributed in the simulated
halos based on the same HOD prescription. The emulator
predictions are in agreement with the measurements from the
mock galaxies.
The middle panels indicate that the scale dependence of
bias is rather weak on scales larger than several h−1Mpc for
all the cases investigated here. On these scales, the cross-
correlation coefficient is close to unity within ∼ 10%. Based
on the results, we may extract the underlying matter clustering
statistics by combining the auto and cross correlation func-
tions of biased tracers. This statement would be true as long
as we consider a simple model for the galaxy-halo connec-
tion as the HOD model considered here. Further studies are
warranted to fully explore the potential to reconstruct the un-
derlying matter clustering from real data for a wider class of
galaxy populations.
5.4. Summary of the current code
Finally, we summarize the functionalities of Dark Emula-
tor in this section.
First, the input parameters for the code are listed in Table 2.
The items in “Cosmology” class are the six cosmological pa-
rameters of wCDM cosmologies considered in this paper. In
“Common” class, we have redshift z as a common parameter
for all the modules. Quantities calculated from linear theory
are evaluated at z = 0, and then properly scaled by the lin-
ear growth factor. The third class is “Halo” relevant for Halo
Modules. The parameters in this class specify a halo sam-
ple, either in terms of a mass range or a specific mass scale
at which the desired halo clustering quantities are evaluated.
The number density and the mass threshold can be converted
to each other using the module that computes the halo mass
function. Next, we have “HOD” class. The parameters here
determine how many galaxies (centrals and satellites) are pop-
ulated in the halos. Finally, we have a set of parameters that
model variations in the locations of the galaxies inside a halo.
For instance we allow central galaxies to be off from the true
halo center using the two off-centering parameters. The satel-
lite galaxies are assumed to follow either the NFW profile or
the average halo mass profile, where the latter is equivalent to
the halo-mass cross-correlation for halos of each mass range
that is an output of our emulator. In case of the NFW pro-
file we assume the mass-concentration relation calibrated by
Diemer & Kravtsov (2015).
The HOD model as well as the profile of galaxies can be
modified easily when needed. This way we allow the code
to have flexibility to support various galaxy populations pos-
sibly beyond the model currently implemented. It has been
suggested that the clustering statistics could depend on a sec-
ondary parameter beyond the halo masses. The so-called halo
assembly bias is not implemented in the current code. We
study the impact of such effects to cosmological analyses in
a separate paper. Our code can also account for the effect of
the residual redshift space distortions to the projected statis-
tics with a finite projection width assuming linear theory as
well as a modification of the mass profile around halos due to
baryonic effects in a parametric manner. Again, these effects
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TABLE 2
Summary of model parameters
Class Parameter Prior range Definition
Cosmology Ωbh2 [0.0211375, 0.0233625] physical baryon density parameter
Ωcdmh2 [0.10782, 0.13178] physical CDM density parameter
Ωde [0.54752, 0.82128] DE density parameter
ln(1010As) [2.4752, 3.7128] the amplitude of primordial power spectrum
ns [0.916275, 1.012725] the spectral tilt of primordial power spectrum
w [−1.2,−0.8] equation of state parameter of DE
Common z [0, 1.47619] redshift
Halo M or Mtha [1012, 1016] halo massb in [h−1 M]
M′ or M′th [10
12, 1016] halo mass of the second halo for the halo-halo power spectrum
n [10−8.5, 10−2.5]c halo number densityc in [(h−1Mpc)−3]
n′ [10−8.5, 10−2.5] number density of the second halo for the halo-halo power spectrum
HODd 7 parameter model (default) {Mmin, σlog M , αinc,Minc, κ,M1, α}
Profilee NFW model (default) {c(M, z), foff ,Roff }
a The halo-matter and halo-halo power spectrum can be output for a sample of halos with a given number density n, for halos at
a given mass M or for halos with masses greater than a given mass threshold Mth (see text).
b The emulator employs M200m for halo mass definition.
c A warning message can be output if the input number density is too high for an input set of cosmology parameters and redshift,
i.e. if the input number density is outside the support of emulator.
d We employ the halo occupation distribution (HOD) given by 7 parameters as a default prescription for halo and galaxy connec-
tion. A user can replace this module with another prescription if needed.
e We assume that the distribution of satellite galaxies in their host halo follows a normalized Navarro-Frenk-White (NFW) model,
where the halo mass and concentration follows the fitting formula in Diemer & Kravtsov (2015), as our default model. Another
option is to distribute satellite galaxies following the matter distribution around a halo as predicted by the halo matter cross
correlation function. We also include a possibility that a fraction foff of central galaxies is offset from the true halo center and
assume that the normalized distribution, with respect to the true center, is a Gaussian with width radius Roff . A user can replace
this module if needed.
are studied in full detail in a separate paper.
Finally, the outputs of the emulator are summarized in Ta-
ble 3. The first set of outputs are the three linear quantities
based on Linear Modules. The primary outputs of the emu-
lator are the abundance and the clustering of halos and mat-
ter. These include the abundance of halos in a given mass
range, the halo matter cross-correlation function, halo auto-
correlation function and the propagators of matter and halo.
These quantities are then combined and projected based on
analytical calculations to eventually have the items in the “De-
rived” class. The connection between halos and galaxies as
specified in the Utility Modules (i.e., HOD and profile) is
reflected to the final galaxy statistics.
6. SUMMARY
In this paper, we have performed an N-body simulation en-
semble, dubbed as Dark Quest, and then developed an em-
ulator enabling a fast computation of halo clustering quanti-
ties from the simulation outputs, named Dark Emulator. The
main features of our products are
• 20483 particles were employed in either 1 or 2 Gpc/h
comoving boxes, covering 100 six-parameter wCDM
cosmological models sampled via the Sliced Latin Hy-
percube Design around a fiducial ΛCDM cosmology.
The mass density fields and the catalogs of halos with
M200 & 1012 h−1M (slightly depending on cosmologi-
cal models) were extracted at 21 redshifts in the range
of z = [0, 1.48]. The parameter space covers a suf-
ficiently broad range of parameters that are consistent
with the existing cosmology datasets.
• We used the Dark Quest datasets to build Dark Em-
ulator. It models the halo mass function, halo-matter
cross-correlation and halo auto-correlation based on the
Gaussian Process regression after significant dimension
reduction via the principal component analysis. The
predicted halo clustering properties are easily combined
assuming a model for the halo-galaxy connection, such
as an HOD prescription, to compute the galaxy statis-
tics.
• We carefully validated the accuracy of the Dark Emu-
lator predictions (outputs) using validation samples of
N-body simulations for cosmological models that are
not used in the emulator development. The validation
samples are also located following the Latin Hypercube
Design, and are maximin design by themselves, in com-
bination with the training samples. Thus they allow us
to test the accuracy at distant points from the nearest
training data, and at the same time, covering uniformly
the whole domain of the parameter space.
• We achieved 1–2% accuracy for the halo mass func-
tion (the rms error over the 20 models) except for the
massive end (M & 1014h−1M) where the Poisson er-
ror is significant both in the training and the valida-
tion sets. The accuracy for the halo-matter cross cor-
relation function for a halo sample with number den-
sity 10−4(h−1Mpc)−3, which resembles typical host ha-
los of LRGs or CMASS-like galaxies, was shown to be
∼ 2% over the comoving separation 0.1 h−1Mpc < x <
30 h−1Mpc (again in terms of the rms error). The halo-
halo auto correlation function for the same halo sample
has a slightly larger error, ∼ 3–4%, reflecting the shot
noise error. The accuracy gets worse at x . 1 h−1Mpc,
where the halo exclusion effect is significant and thus
do not contribute much to galaxy clustering signals. In
all the cases, the biggest discrepancy between the pre-
diction and the validation set is not worse than 5% over
the ranges of halo masses and separations.
• The accuracy of the emulator depends on the halo mass
and slightly on the redshift. This can be checked in Ap-
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TABLE 3
Summary of the emulator output.
Class Output Definition
Linear σ2(M, z) linear mass variance
σd(z) rms linear displacement in one dimension
Plin(k, z) linear matter power spectrum
Primary n(Mmin,Mmax; z) number density of halos in the mass range [Mmin,Mmax)
ξhm(x; M, z) the 3D halo-matter cross-correlation for halos
ξhh(x; M,M′, z) the 3D halo auto-correlation for halos of masses M and M′
Gm(k; z) the propagator for the matter density field
Gh(k; M, z) the propagator for the halo density field specified by mass M
Derived Σhm(R; M, z) the surface mass density profile of halos of M
∆Σhm(R; M, z) the excess surface mass density profile around halos of M
∆Σgg(R; z) the excess surface mass density profile around galaxies
wgg(R; z) the projected correlation function of galaxies
pendix F. We find overall that the validation accuracy
scales consistently with the sample variance error esti-
mated from the multiple random realizations prepared
for the fiducial cosmology. Thus a further significant
improvement of the accuracy would be possible only
by using more simulations (with a larger box size in
addition), and further refinement of the implementation
detail would not at this moment.
• We introduced a special treatment based on the prop-
agator to large-scale clustering signals where the large
sample variance prevents us from an accurate modeling
or an accurate validation test. The propagator encodes
the large-scale bias as well as the damping of the BAO
feature and it can be measured accurately as the sample
variance mostly cancels in its estimator. A module that
emulates the propagator is also trained and validated to
ensure the accuracy of the predictions of the correlation
functions on large separations.
• We demonstrated that the Dark Emulator outputs can
be used to study detailed properties of the mass density
profiles around halos such as the concentration-mass
relation and the splashback feature. The emulator can
predict their dependence on redshift, halo mass and cos-
mological models.
• We also demonstrated that the emulator outputs can be
used to predict, as an example, the projected galaxy
correlation function and the galaxy-galaxy weak lens-
ing profile when combined with a prescription of the
halo-galaxy connection such as an HOD model. In do-
ing this we can easily incorporate variants of the small-
scale effects such as the off-centering of galaxies with
respect to the halo center, the incompleteness selection
of galaxies, and the distribution of satellite galaxies in
their host halo based on a Fourier-space implementa-
tion. The Dark Emulator modules extensively uses the
FFTLog algorithm that enables a fast computation of
converting the three-dimensional correlation functions
to the projected correlation functions.
• The evaluation time for the halo and galaxy statistics
is typically of order ∼ 100 milliseconds and a few sec-
onds, respectively, on a standard laptop computer avail-
able today. The latter is slower because it usually in-
volves integrals over the halo masses.
• The cross-correlation coefficient between halos and
matter are shown to be quite close to unity on large
scales. This remains the same for galaxies populated
into halos based on the HOD description.
The current implementation and accuracy are likely suffi-
cient for the ongoing wide-area galaxy surveys such as the
Subaru HSC survey (see Fig. 30 for its validation). It is still
not clear how the cosmological information can be extracted
from the cosmological dependences of halo clustering quan-
tities that are measured from such a galaxy survey, even after
marginalizing over nuisance parameters that model the small-
scale clustering in the 1-halo term. To address this, one has
to use realistic mock catalogs that resemble the actual galaxy
survey, measure clustering observables of interest from the
mock catalogs including all realistic small-scale effects, and
then make a hypothetical parameter inference from the com-
parison of the emulator predictions with the mock measure-
ments, including marginalization of the nuisance parameters
(Hand et al. 2017, for a similar discussion). This kind of study
can assess the power and usefulness of the Dark Emulator for
precision cosmology, and gives a validation of the parameter
inference method – cosmology challenges. This is our ongo-
ing project and will be presented in the future (Miyatake et al.
in preparation). Our implementation to incorporate the resid-
ual redshift-space distortion as well as the baryonic effects to
the mass profile around halos will also be presented and tested
in that paper.
However, the current emulator would not meet an accu-
racy required for future surveys such as LSST, Euclid and
WFIRST. As already mentioned above, a naive and straight-
forward way is to accumulate more simulation data and re-
duce the statistical uncertainties on the training data. Since
the current implementation of Dark Emulator includes sev-
eral approximate treatments, the systematic error from them
can be a problem with the improved statistical error. These
include
• The sample variance error on the measured statistical
signals is assumed to be diagonal (i.e., no off-diagonal
covariance) and independent of cosmological models.
• The PCA coefficients are modeled by GPR one by one
ignoring the correlation between them.
• The metric in the cosmological parameter space is as-
sumed to be stationary (i.e., independent of the location
in the space).
• The functional forms assumed in the HMF and the
propagator might be insufficient for ultimate precision.
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• Although the damping of BAO peak is already in-
cluded, a possible “shift” of the BAO scale due to non-
linearity is ignored.
• Extra dependence of the halo clustering properties other
than the mass dependence, i.e., halo assembly bias, is
not considered at all.
• The current emulator supports halos with mass &
1012h−1M. This should be improved to model e.g.,
emission line galaxies which form in less massive ha-
los.
• The suite of N-body simulations and halo catalogs can
also be used to study intrinsic alignments (IA) of halo
shapes and their dependences on cosmological models,
halo mass and redshifts. IA is not only one of the major
systematic errors in high-precision weak lensing mea-
surements, but also can be a new cosmological probe as
it arises from large-scale structures. This is our future
project, and will be presented elsewhere.
Nevertheless, we are optimistic for such a challenge. As
we stressed, we designed the Dark Emulator to cover a suffi-
ciently broad range of cosmological models within wCDM
cosmologies, which are much broader than the models fa-
vored by the Planck CMB measurements, because we want
to keep a broader range of applications of the Dark Emula-
tor to problems which users might want to study. If the range
of cosmological parameters are narrowed down and if spe-
cific requirements for given clustering observables for a future
survey under consideration are given, some of the approxi-
mations, such as the cosmology-independent modeling of the
statistical error or the stationary metric, would be even more
appropriate. We can also design a new set of N-body simu-
lations to run in the new narrower parameter space and then
construct an emulator that can meet the requirements. We be-
lieve that the methods and techniques developed in this paper
would be useful to explore such an N-body simulation suite
and then develop a sufficiently accurate emulator enabling to
predict the clustering observables that one wants to use for
precision cosmology. The current version of Dark Emulator
will be made public in the near future.
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APPENDIX
LINEAR MODULES
While the linear-theory predictions of cosmological structure formation can be obtained accurately and quickly using public
Boltzmann codes such as CMBFAST (Seljak & Zaldarriaga 1996), CAMB (Lewis et al. 2000), and CLASS (Lesgourgues 2011;
Blas et al. 2011), the computation time is still non-negligible, e.g. for parameter inference using Markov chain Monte Carlo in
a high-dimensional parameter space. Within Halo Modules, we need to evaluate the linear power spectrum Plin(k), the mass
variance σM , and the rms displacement σd for the input set of cosmological parameters, halo mass, and redshift. In particular,
the latter two involve an integral over wavenumber. To speed up the computations, we develop an emulator module that allows
for a quick computation of these quantities based on PCA and GPR methods as we did in Halo Modules21
We first sample 400 sets of cosmological parameters each of which is taken within the range of parameter given by Eq. (25),
using the SLHD scheme. In this case, we generate ten slices with 40 samples each. We use CLASS code to compute the relevant
linear-theory quantities for each model, although we have used CAMB for the initial conditions of our N-body simulations. While
21 See Fendt & Wandelt (2007b,a) for a similar attempt to speed up the
calculation of linear power spectra.
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it is known that the results of CAMB and CLASS can differ slightly depending on their accuracy parameters, the difference is
typically at a sub-percent level, which is much below our target accuracy here. We use the 360 cosmological models in nine slices
as the training data and test the accuracy of the emulator using the remaining 40 models in the last slice as a validation sample.
We reduce the dimensionality of the data vector for Plin(k) and σM by keeping only the most significant principal components.
We originally sample Plin(k) (σM) by 200 points over wavenumber (401 points over mass) and keep only 13 (4) PCs. Since σd is
a single number, we use it as it is. Finally, the coefficients of the PC eigenvectors (or σd) are modeled by GP regression.
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Fig. 33.— Cross validation study of the Linear Modules. We show the fractional residual in percent comparing the emulator prediction to the direct evaluation
by CLASS for each of the 40 validation cosmological models in a SLHD slice by gray lines or circles in each panel (left upper: Plin(k), left lower: σM and right:
σd). In each panel, we also show by the error bars the scatters among the 40 models (1σ level).
The accuracy of our model is assessed by cross validation and is shown in Fig. 33. The accuracy is always better than 1%, with
Plin(k) generating the biggest error of ∼ 0.3–0.4%. The accuracy for the other two quantities is even better, and is typically 0.01%
level. The bigger error on Plin(k) is attributed to the characteristic features of the baryon acoustic oscillations. This is contrasted
to the rather smooth and monotonic dependence of σM on M. The current implementation of the Linear Modules enables us
to evaluate all these quantities in a few milliseconds for an input cosmological model, which is a negligible time in the whole
calculation of Dark Emulator.
INITIAL CONDITIONS OF N-BODY SIMULATIONS
Optimal initial redshift
In this appendix, we discuss how the choice of redshift used to set the initial conditions of N-body simulation affects the results
of late-time clustering. While a higher initial redshift is preferable to reduce the transient effect arising from the fact that the
initial conditions do not follow the growing solution precisely at higher orders (Crocce & Scoccimarro 2006b), the regular lattice
pre-initial configuration can excite spurious modes (e.g., Marcos et al. 2006; Joyce & Marcos 2007; Garrison et al. 2016) if the
starting redshift is very high. The latter effect can be understood via “particle linear theory” (Marcos et al. 2006): the growing
solution of particles close to the lattice configuration is different from the fluid growing solution in a direction-dependent manner.
The net effect after averaging over the direction is to slow down the growing modes compared to what the fluid linear theory
predicts, and this becomes more important toward larger wavenumbers. While a numerical method to correct for this effect was
recently proposed by Garrison et al. (2016), we here adopt a simpler approach. Since both the effects suppress the structure
growth, we choose an initial redshift so that the N-body simulation produces the highest power spectrum at late times.
We first focus on the evolution of the matter density contrast at early epochs. We generate particle distributions from an
identical random realization of the linear density field at different initial redshifts (1 + zin = 15, 30, 60, 120, and 240) using
either of the Zel’dovich approximation or the 2LPT. We implement this numerical experiment using N-body simulations in a
cubic volume with side length of L = 250 h−1Mpc employing two different resolutions, one with 5123 and the other with 2563
particles, corresponding to the resolution of HR and LR runs, respectively. We run N-body simulations assuming the different
initial conditions, and then measure the matter power spectrum at later epochs. In doing this, we store the snapshots of N-body
simulations at different epochs starting from z = 49.75 corresponding to the linear growth factor D+ = 0.025 down to z = 0 at
every interval of ∆D+ = 0.025 (40 snapshots in total).
Fig. 34 shows the ratio of the measured power spectra to the prediction by an Eulerian perturbation theory that is computed
on the grid basis assuming the same random realization of the simulation up to the 2-loop order using Fast Fourier Transform
(GridSPT in Taruya et al. 2018). Note that in the computation we have included odd-order contributions to the power spectrum,
which should vanish in the ensemble average sense but are present in a finite volume (or a given realization) where we have a
limited number of Fourier modes. We show the evolution as a function of the linear growth factor D+(z) normalized to unity
at present. Each line starts at the initial growth rate corresponding the initial redshift denoted in the legend. The figure shows
two overall trends. First, for some results, the growth in the power spectrum is sharply suppressed compared to the perturbation-
theory prediction soon after the initial redshift, even if the perturbation theory should be accurate at very early epochs, especially
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Fig. 34.— Time evolution of the matter power spectra in N-body simulation relative to the perturbation-theory predictions (see text for detail), where we use
the simulations with 5123 or 2563 in a cubic volume with side length of 250 h−1Mpc in the left or right panel, respectively. Note that the simulations have the
same resolution as those of the HR (LR) runs. We plot the ratio as a function of the linear growth rate that is normalized to unity at present. Different type lines
correspond to different initial redshifts of the simulations as denoted in the legend. In each panel, we show the results of 2LPT and ZA initial conditions in the
left and right column, respectively, which are used to set up the initial displacements of N-body particles.
at small wavenumbers. The higher initial redshift we start the simulation, the greater suppression the growth has. The figure also
shows that the effect is more important at higher wavenumbers (note the different plotting ranges in different panels): it is only a
∼ 0.2% level at k = 0.03 h Mpc−1 and it reaches to ∼ 1% at k = 0.53 h Mpc−1 for the simulation with 5123 particles (left panel).
Comparing the left and right plots shows that the sudden drop in the power is about twice larger for the case with 2563 particles
than that with 5123. The same trend can be seen both for the 2LPT and ZA initial conditions, and thus this effect is not associated
with the accuracy of the Lagrangian perturbation theory that is used to set up the initial displacement field. Furthermore, although
we do not show here, the suppression in the power persists even if we choose more stringent parameters to control the accuracy
of N-body simulations (both in the force computation and time stepping). All these features indicate that this effect is ascribed to
the particle discreteness effect.
Secondly, Fig. 34 shows that the ratio gradually decreases with time, after the first sharp decrease, meaning that the structure
grows slowly compared to the perturbation theory (i.e., the slope of the ratio is negative). While the slope is almost zero for
k = 0.03 h Mpc−1, it becomes increasingly negative towards larger wavenumbers. The apparent slow growth of the power
spectrum in the simulations is at least partly due to a breakdown of the perturbation theory at later epochs, at k & 0.1 h Mpc−1;
that is, the perturbation theory over-predicts the power spectrum amplitudes at such high k’s. More important is the difference
in the slope of the curves for simulations with different zin. It can be seen that the dependence is subtle for 2LPT and quite
significant for ZA. In general the slope is steeper for a smaller zin. This is the transient effect due to the fact that we truncate the
perturbative calculation for the displacement field at a finite order.
Now, the question is how these systematic effects due to the initial conditions affect the outputs of N-body simulations at
late epochs, z . 1.5, in which we are most interested. To explicitly study this, Fig. 35 shows the power spectrum at z = 0
measured from the simulations at various wavenumbers as a function of 1 + zin (left panel). For simplicity, we show only the
results using the 2LPT initial conditions here. Importantly, the figure shows that the systematic effects that we find at the early-
time evolution persist even at late times. For the simulations with 5123 particles (upward triangles), the power spectrum has the
greatest amplitudes at all the wavenumbers when the initial redshift zin = 59 is employed. The peak redshift is shifted toward
lower redshift for the simulations with 2563 particles (downward triangles). This peak structure is as a result of competition
of the two systematic effects that we have discussed above. The suppressed power for the higher zin than the peak redshift is
due to the particle discreteness effect, while the inaccuracy for the lower zin is due to the insufficient nonlinear evolution in
simulations. Since the former effect should scale as the typical initial displacement of particles from the regular lattice in units
of the lattice interval, we plot in the right panel the same power spectrum as a function of σd(zin)/∆part, where σd is the rms of
the initial particle displacements and ∆part is the mean inter-particle distance. The peak location in the power spectrum amplitude
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Fig. 35.— Dependences of the matter power spectrum amplitudes at z = 0 on the initial redshift of simulation for different wavenumbers. The left plot shows
the results as a function of the initial redshift of simulation, whereas the right plot shows the results as a function of σd/∆part, where σd is the rms of the initial
particle displacements at the initial redshift and ∆part is the mean inter-particle distance. Even for the same initial random seeds, the power spectrum amplitudes
vary for different initial redshifts, and the amplitude peaks at a particular initial redshift (see text for details).
for the two resolutions are almost identical when plotted as a function of this combination. To be more quantitative, the peak
location appears when the rms displacement is about 20 to 30% of the inter-particle separation. We thus simply adopt zin that
gives σd(zin)/∆part = 0.25 for the main simulations, HR and LR, presented in this paper; these correspond to zin = 59 and 29,
respectively. Note that these conclusions hold for neighboring cosmological models around the fiducial Planck model, but zin
could vary significantly depending on cosmological modes.
Impact on halo statistics
Fig. 36 shows how the halo mass function measured from simulations at late time vary with initial redshifts. The halo mass
function does not largely vary with different initial redshifts as long as the 2LPT instead of ZA is used to set up the initial
conditions. Similarly Figs. 37 and 38 show how the halo-matter cross and halo-halo auto correlation functions vary when using
simulations with different initial redshifts. Here we consider halo samples with number density of 10−3 (h−1Mpc)−3 instead of
the fiducial value of 10−4 (h−1Mpc)−3 (i.e., including less massive halos compared to the fiducial analysis) to investigate the case
where the systematic effects would be more important. The figures show that the results are well converged for a range of redshifts
if the 2LPT initial conditions are used.
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Fig. 36.— Dependence of the halo mass function on the initial redshift. For our fiducial setting we adopt zin = 59 for the HR simulation (equivalent to 5123
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resolution). The line styles indicate the initial redshift as shown in the legend.
RANDOM VS FIXED PHASE SIMULATIONS
For the Gaussian random initial conditions, the amplitude |δlin,k| and the phase θk of the initial condition, when expressed as
δlin,k = |δlin,k|eiθk , follow the Rayleigh or uniform probability distributions, respectively, for each k mode, where the width of
Rayleigh distribution is set by the initial power spectrum. A random number seed is often used to generate |δlin,k| and θk for each
k mode, i.e. generate the initial density field in an N-body simulation for a given cosmological model.
When studying dependences of nonlinear structure formation on cosmological models with N-body simulations, there is a
choice of whether or not one keeps the same random seeds to set up the initial conditions for different cosmological models.
A possible advantage of using the common random seeds is to reduce the sample variance contamination when comparing
the clustering quantities between different cosmological models. We expect the advantage for neighboring cosmological models
around a specific target model. However, for two models that are sufficiently far from each other, nonlinear evolution, via complex
mode coupling, could produce significantly different results so that the naively expected variance “cancellation” is ruined. Thus
there is no guarantee that using the same random seeds leads to converged estimations of statistical quantities from a limited
number of simulation realizations.
To test whether a development of the emulator benefits from the fixed-seed simulations, we compare the Gaussian process
regression results obtained from two sets of 20 simulations performed on Slice 1; one set contains 20 simulations using the fixed
same seed, while the other set is from 20 simulations with varied random seeds. To do this we use the HR runs and compare
the results for the halo-matter cross correlation function. For simplicity, we do not repeat the hyperparameter optimization for
this purpose and reuse the one optimized for our whole sample. In Fig. 39 we show a cross validation test for the GP models
with the two sets (the fixed and varied seeds, in the upper and the middle panel, respectively) at other 20 models in Slice 5. The
ratio of the GP models to the simulations in Slice 5 is generally very close to unity. The two panels look quite similar. We also
show in the lower panel the ratio of the two GP models. The difference is mostly below 1% level except at the very large scales
(∼ 70 h−1Mpc). Note that we use a different prescription to calibrate the clustering statistics on large scales (see Sec. 4.2.3).
From this exercise, we conclude that the difference in the choice of the random number seeds does not largely affect the
accuracy of our emulator. For simplicity and to be more conservative, we employ the method using different random number
seeds for each of cosmological models for our main results (development of the emulator).
38 Nishimichi et al.
0.8
0.9
1.0
1.1
1.2
2LPT
nh = 10 3 (h 1Mpc) 3
z = 1.48
halo matter cross correlation function
zin = 239
zin = 119
zin = 59
zin = 29
zin = 14
0.8
0.9
1.0
1.1
[
hm
/
hm
,r
ef
](x
) z = 0.55
10 1 100 101
x [h 1Mpc]
0.8
0.9
1.0
1.1
z = 0
ZA
10 1 100 101
Fig. 37.— Similar to Fig. 36, but for the halo-matter cross correlation functions. Here we consider a sample of halos with number density of 10−3 (h−1Mpc)−3.
EFFECT OF MASSIVE NEUTRINOS
Massive neutrinos can impact the growth of cosmological fluctuations, and thus the large-scale structure observables may
provide us with a unique opportunity to constrain the sum of the three mass eigenstates (Bond et al. 1980). While a proper
treatment of massive neutrinos including their impact on nonlinear structure formation would be important for such cosmological
tests (e.g., Saito et al. 2008), we here restrict ourselves to a cosmological model with neutrinos of small mass scales as implied
from oscillation experiments,
∑
mν = 0.06 eV, and treat them only at the level of the linear transfer function. More precisely,
we compute the transfer function of the total matter fluctuations including massive neutrinos at z = 0 using CAMB (Lewis
et al. 2000), and multiply it with the linear growth factor to scale back to the initial redshift. When we compute the linear growth
factor, we ignore the scale-dependent growth due to the massive neutrinos and assume the wCDM model with the neutrino density
included in the matter content throughout this paper. After generating the initial particle distribution based on this scaled transfer
function, we consistently ignore massive neutrinos (and radiations/massless neutrinos) and solve the time evolution of the particle
distribution eventually down to z = 0 in an N-body simulation.
We give a validation of our treatment using the linear theory. Fig. 40 shows the ratio of the matter power spectrum calculated
by two methods. The numerator is the one computed by the linear Boltzmann solver CAMB at the redshift indicated by the figure
legend. On the other hand, the denominator is the one computed similarly by CAMB but at z = 0 and then scaled to the redshift
of interest by multiplying the square of the linear growth factor computed without massive neutrinos. This later one is effectively
the underlying linear power spectrum for our simulations. The ratio is by definition unity at z = 0 and grows with increasing the
redshift, reaching a ∼ 3% deviation at z ∼ 30. Our target redshifts are rather low, z . 1.5, and the deviation stays well below 1%
level. While nonlinearity can in principle brings the sizable difference at earlier epochs to later epochs through mode coupling, it
would be a higher order effect as the difference is at most a few percent level from the beginning.
DEPENDENCE ON THE HALO FINDER
The main target of this paper is to present the statistics of central halos after removing substructures. However, the definition
of central halos is rather ambiguous. We here examine two things: first, the dependence on the criterion to separate substructures
and second the algorithm to identify a list of possible central-halo candidates. As discussed in the main text, we remove a halo
if it is within the radius R200m of a bigger halo in our default setting. In addition, we discard a halo as a fake central halo if the
exact spherical mass withing R200m is larger than that determined by Rockstar by 30%. This fraction is a parameter that can alter
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Fig. 38.— Similar to Fig. 36, but for the halo auto correlation functions. Here we consider a sample of halos with 10−3 (h−1Mpc)−3 in computation of the auto
correlation functions.
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Fig. 41.— Dependence of the halo mass function on the maximum allowed mass increase by including particles not dynamically associated to the halo of interest
and on the halo finder (upper: Rockster, lower: Subfind). We normalize the mass function by that for the reference catalog based on the Rockstar finder with
the fraction parameter 0.3. We also show by the error bars the Poisson noise level for the reference halo catalog.
the properties of the central halos remaining after these screening procedures. We also examine the Subfind algorithm (Springel
et al. 2001) in addition to rockstar employed in the main text.
We first examine in Fig. 41 the halo mass function after removal of substructures. We show in the upper panel the halo mass
function obtained by Rockstar while the lower panel shows that by Subfind at z = 0. In both cases, we use the test simulation
with 5123 particles in (250 h−1Mpc) and divide the results with the reference result based on Rockstar with the maximum allowed
mass increase of 30%. The upper panel shows that the parameter can change the mass function more severely near the low mass
end. The change can reach ∼ 5% level in the worst case with the fraction of 10%. When this fraction is larger, the change is only
moderate, ∼ 3% maximum at the low mass end. The same exercise is presented for Subfind in the lower panel. Here, the mass
increase is based on the change of the mass from the bound mass determined by Subfind. Note that the reference mass function
in the denominator is still the one with the Rockstar finder. Interestingly, we can match the Subfind mass function with Rockstar
by adjusting the parameter. A maximum mass increase of ∼ 70–80% with Subfind gives almost identical result to Rockster with
the default parameter.
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Fig. 42.— Dependence of the halo matter cross correlation function on the maximum allowed mass increase by including particles not dynamically associated
to the halo of interest and on the halo finder (left: Rockster, right: Subfind). We normalize the mass function by that for the reference catalog based on the
Rockstar finder with the fraction parameter 0.3.
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Fig. 43.— Same as Fig. 42, but for the halo auto correlation function.
We perform similar tests for the correlation functions in Figs. 43 and 43, respectively for the halo matter cross and the halo
halo auto correlation function in the upper panels for the two finders. The most significant effect on the cross correlation function
appears at ∼ 1 h−1Mpc near the halo boundary. This is natural because our parameter controls the exclusion of substructures
near the outskirt of a halo. Another notable thing is that the innermost part (i.e., x . 0.05 h−1Mpc) for the Subfind finder.
This is because of a different algorithm employed to define the halo center (the center of mass of particles in the core region
versus the most bound particle). We, however, do not pay much attention here because the scale is close to the softening length
(0.024 h−1Mpc) and the main target of the emulator is on somewhat larger scale (& 0.1 h−1Mpc). In case of the auto correlation
function, the parameter can alter the overall bias factor. This acts in a sense as an assembly bias effect, as the halo population,
recent merger history especially, is altered by changing the criterion to regard a structure at the outskirt of a halo as a substructure
or not.
An important message here is again that the correlation functions from the Subhalo groups can be matched to those from
Rockstar by adjusting the parameter that separates a subgroup from the central halo. In other words, the dependence of the result
to the halo finding algorithm is subdominant and can be absorbed by a parameter that defines the central halos. While one has to
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beer in mind the possible dependence of the correlation functions on the precise definition of the central halos, we speculate that
such a dependence would also be absorbed by HOD parameters when galaxy clustering is considered. A structure discarded as
a substructure in one algorithm but treated as a central halo in another might be accounted by populating a satellite galaxy there.
We postpone further explicit tests of this point to a future investigation.
Finally, we examine the dependence of the cross and auto correlation functions on the outer boundary of the central halos that
defines substructures. We consider R200c, R500c and R2500c, in addition to the default choice of R200m. Here, the numbers in the
subscript before c indicate that the interior density is that number times the critical density. We show in the lower panels of
Figs. 42 and 43 the results normalized by the default setting. One can see trends similar to the one when we vary the maximum
mass to increase parameter with a smaller variation. The typical change is within the target accuracy of this study (i.e., a few
percent) except the case with a rather extreme choice of R2500c.
From the analyses presented in this Appendix, we conclude that the clustering properties of halos predicted by Halo Modules
are robust against halo finding algorithms, but the parameter that determines the central-satellite separation can affect the results.
DEPENDENCE OF THE PERFORMANCE ON REDSHIFT AND HALO NUMBER DENSITY
We have focused on how the emulator perform against simulations at z = 0.55 and for halos with number density
10−4 (h−1Mpc)−3 in the main text. We summarize our findings at different redshifts and for different halo samples in this ap-
pendix.
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Fig. 44.— Redshift dependence of the cross validation test for the halo mass function.
We show first a cross validation study of the halo mass function in Fig. 44. Each panel corresponds to the rightmost lower
panel of Fig. 13 where the accuracy of the emulator is tested for the 20 cosmologies in Slice 5, which are not used in the Gaussian
Process regression. We can confirm that the scatter among thin solid lines (i.e., different cosmologies) scales similarly to the
width of the red shades (the scatter of the halo mass function for the different realizations of the fiducial Planck cosmology).
Thus we conclude that the modeling is reasonably accurate given the uncertainties in the simulation data.
Next, we show in Fig. 45 a similar cross validation study for the halo matter cross correlation function at various number
densities (rows) and at different redshifts (columns). The overall trend is that the accuracy is degraded as decreasing the number
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Fig. 45.— Redshift and number density dependence of the cross validation test for the halo matter cross correlation function.
density reflecting the bigger uncertainties in the simulation data due to a larger noise. On the other hand, no clear dependence
on redshift is found. The halo-halo correlation function is tested in Fig. 46. This time, the upper three rows are for the auto
correlation function of the same halo samples and the remaining three rows are for two halo samples with different number
densities as indicated in the figure legend. A similar trend, a bigger scatter for low density samples can be found. Finally, the
propagators are shown in Fig. 47. These plots are a practical guide on the accuracy of the current code depending on the halo
number densities (or halo masses) in actual use.
HALO OCCUPATION DISTRIBUTION MODEL
As we stressed in the main text, one can insert one’s own module to Dark Emulator to model how halos are related to galaxies
under consideration. Here, as a working example, we show a halo occupation distribution model (hereafter HOD; Jing et al. 1998;
Peacock & Smith 2000; Seljak 2000; Scoccimarro et al. 2001; Zheng et al. 2005) to predict the abundance, the clustering and the
lensing signal of galaxies. In particular we employ the model in More et al. (2015b). A module based on this HOD prescription
is provided in Dark Emulator as a default package.
We adopt the HOD model with an explicit split of the halo occupation into central and satellite galaxies:
〈N〉M = 〈Nc〉M + 〈Ns〉M , (G1)
where the average 〈. . .〉M is taken for halos with mass M. The mean HOD for central galaxies is given by
〈Nc〉M = finc(M)12
[
1 + erf
(
log M − log Mmin
σlog M
)]
, (G2)
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Fig. 46.— Redshift and number density dependence of the cross validation test for the halo auto correlation function.
where erf(x) is the error function and Mmin and σlog M are model parameters. The function finc(M) accounts for potential incom-
pleteness of central galaxies which models a possibility that a central galaxy in some halos can be missed due to an imperfect
selection effect or galaxies under consideration do not necessarily occupy halos at the center even for sufficiently massive halos
(e.g. Masaki et al. 2013). We assume a log-linear functional form given by
finc(M) = max
[
0,min[1, 1 + αinc(log M − log Minc)]] , (G3)
where αinc and Minc are model parameters. The mean HOD for satellite galaxies is given by
〈Ns〉M ≡ 〈Nc〉M λs(M) = 〈Nc〉M
[
M − κMmin
M1
]α
, (G4)
where κ, M1, and α are model parameters, and we have defined the notation λs(M) ≡ [(M − κMmin)/M1]α for convenience in the
following discussion. We assume that the distribution of central galaxies, Nc, follows the Bernoulli distribution (i.e., can take
only zero or one) with mean 〈Nc〉M . On the other hand, we populate satellite galaxies to a halo only when a central galaxy exists.
The conditional distribution of Ns in a halo with mass M that has a central galaxy is given by the Poisson distribution with mean
λs(M). Our HOD model is fully specified by 7 parameters: {Mmin, σlog M , αinc,Minc, κ,M1, α}.
Once the HOD model is specified, the mean number density of galaxies in a sample is computed as
n¯g =
∫
dM
dn
dM
[〈Nc〉M + 〈Ns〉M] . (G5)
Here the halo mass function dn/dM is given by Dark Emulator for a given cosmological model.
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Fig. 47.— Halo mass and redshift dependence of performance of the propagator module. We also show the matter propagator in the top row.
Now we consider the galaxy-galaxy weak lensing that measures the excess surface mass density profile around lensing galaxies.
The galaxy-galaxy weak lensing profile for lens galaxies at redshift zl can be expressed in terms of the galaxy-matter power
spectrum (e.g. Murata et al. 2018) as
∆Σ(R; zl) = ρ¯m
∫ ∞
0
kdk
2pi
Pgm(k; zl) J2(kR), (G6)
where ρ¯m is the present-day mean matter density and J2(x) is the second-order Bessel function. Under the HOD model described
above, we further make some assumptions on the location of central and satellite galaxies within the host halo. First, we allow
some fraction ( foff) of central galaxies to be located off from the true halo center following a Gaussian distribution with width
Roff . In this case, this off-centering effect can be expressed in terms of a kernel in Fourier space (Oguri & Takada 2011; Hikage
et al. 2013)
Hoff(k; M, foff ,Roff) ≡ 1 − foff + foff exp
[
−1
2
(kRoff)2
]
. (G7)
We then introduce a function u˜s(k; M) for the normalized radial profile of satellite galaxies again in Fourier space. For this, we
assume an NFW profile which is specified by a given model of the halo matter-concentration relation, denoted as c(M, z), for
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halos of a given mass. We adopt the fitting formula in Diemer & Kravtsov (2015) to compute c(M, z) for a given cosmological
model, and c(M, z) is not a free parameter in our default setting. Alternatively, we provide an option to distribute satellite galaxies
following the mass distribution given by ∝ 1 + ξhm(x), which can be computed by one of our Halo Modules. With these
assumptions, the galaxy-matter cross-power spectrum is given as
Pgm(k) =
1
n¯g
∫
dM
dn
dM
[〈Nc〉MHoff(k; M, foff ,Roff) + 〈Ns〉M u˜s(k; M)] Phm(k; M), (G8)
In Eqs. (G6) and (G8), dn/dM and Phm(k; M) are given by Dark Emulator, and the radial profiles of off-centering central
galaxies and satellite galaxies are modeled by the parameters: {c(M, z), foff ,Roff}. Thus one can compute the galaxy-galaxy weak
lensing profile from Dark Emulator for a given cosmological model, e.g., once 9 parameters for connecting halos to galaxies are
specified: 7 parameters for HOD plus 2 profile parameters.
Next we consider the projected correlation function of galaxies, wgg(R), which is defined in terms of the three-dimensional
correlation function as
wgg(R; z) = 2
∫ pimax
0
dpi ξgg
(√
R2 + pi2; z
)
. (G9)
Here
ξgg(x) ≡
∫ ∞
0
k2dk
2pi2
Pgg(k) j0(kx), (G10)
where j0(x) is the zero-th order spherical Bessel function and Pgg(k) is the galaxy auto-power spectrum. Using the above model
ingredients, we can express the galaxy auto-power spectrum as
Pgg(k) =
1
n¯2g
∫
dM
dn
dM
[
2 〈Ns〉M Hoff(k; M)u˜s(k; M) + 〈Nc〉M λs(M)2u˜s(k; M)2
]
+
1
n¯2g
[∫
dM
dn
dM
{
〈Nc〉MHoff(k; M) + 〈Ns〉M u˜s(k; M)
}]
×
[∫
dM′
dn
dM′
{
〈Nc〉M′ Hoff(k; M′) + 〈Ns〉M′ u˜s(k; M′)
}]
Phh(k; M,M′). (G11)
Note that in deriving the equation above, we have used the relations
〈NcNs〉M = 〈Ns〉M ,
〈Ns(Ns − 1)〉M = 〈Nc〉M λs(M)2, (G12)
which follow from our assumptions on the distribution of Nc and Ns described above. Once again, the projected correlation
function of galaxies can be computed for the same sat of model parameters as those of the galaxy-galaxy weak lensing profile
(i.e., 9 parameters for the halo-galaxy connection).
