The aim of this paper is to design the polynomial construction of a finite recognizer for hairpin completions of regular languages. This is achieved by considering completions as new expression operators and by applying derivation techniques to the associated extended expressions called hairpin expressions. More precisely, we extend partial derivation of regular expressions to two-sided partial derivation of hairpin expressions and we show how to deduce a recognizer for a hairpin expression from its two-sided derived term automaton, providing an alternative proof of the fact that hairpin completions of regular languages are linear context-free.
Introduction
The aim of this paper is to design the polynomial construction of a finite recognizer for hairpin completions of regular languages. Given an integer k > 0 and an involution H over an alphabet Γ, the hairpin k-completion of two languages L 1 and L 2 over Γ is the language H k (L 1 , L 2 ) = {αβγH(β)H(α) | α, β, γ ∈ Γ * ∧ (αβγH(β) ∈ L 1 ∨ βγH(β)H(α) ∈ L 2 ) ∧ |β| = k} (see Figure 1 ). Hairpin completion has been deeply studied [2, 6, 9, 10, 11, 12, 13, 14, 16, 18, 19, 20, 21, 22, 23] . The hairpin completion of formal languages has been introduced in [9] by reason of its application to biochemistry. It aroused numerous studies that investigate theoretical and algorithmic properties of hairpin completions or related operations (see for example [14, 18, 21] ). One of the most recent result concerns the problem of deciding regularity of hairpin completions of regular languages; it can be found in [11] as well as a complete bibliography about hairpin completion. Hairpin completions of regular languages are proved to be linear context-free from [9] . An alternative proof is presented in this paper, with a somehow more constructive approach, since it provides a recognizer for the hairpin completion. This is achieved by considering completions as new expression operators and by applying derivation techniques to the associated extended expressions, that we call hairpin expressions. Notice that a similar derivation-based approach has been used to study approximate regular expressions [8] , through the definition of new distance operators. Two-sided derivation is shown to be particularly suitable for the study of hairpin expressions. More precisely, we extend partial derivation of regular expressions [1] to two-sided partial derivation of regular expressions first and then of hairpin expressions. We prove that the set of two-sided derived terms of a hairpin expression E over an alphabet Γ is finite. Hence the two-sided derived term automaton A is a finite one. Furthermore the automaton A is over the alphabet (Γ ∪ {ε}) 2 and, as we prove it, the language over Γ of such an automaton is linear context-free and not necessarily regular. Finally we show that the language of the hairpin expression E and the language over Γ of the automaton A are equal.
This paper is an extended version of the conference paper [7] . It is organized as follows. Next section gathers useful definitions and properties concerning automata and regular expressions. The notion of two-sided residual of a language is introduced in Section 3, as well as the related notion of Γ-couple automaton. In Section 4, hairpin completions of regular languages and their two-sided residuals are investigated. The two-sided partial derivation of hairpin expressions is considered in Section 5, leading to the construction of a finite recognizer. A specific case is examined in Section 6. family F closed under the three operations ∪, · and * satisfying ∅ ∈ F and ∀a ∈ Σ, {a} ∈ F . Regular languages can be represented by regular expressions. A regular expression over Σ is inductively defined by: E = a, E = ε, E = ∅, E = F + G, E = F · G, E = F * , where a is any symbol in Σ and F and G are any two regular expressions over Σ. The width of E is the number of occurrences of symbols in E, and its star number the number of occurrences of the operator * . The language denoted by E is the language L(E) inductively defined by:
* , where a is any symbol in Σ and F and G are any two regular expressions over Σ. The language denoted by a regular expression is regular.
Let w be a word in Σ * and L be a language. The left residual (resp. right residual ) of L w.r.t. w is the language w −1 (L) = {w ′ ∈ Σ * | ww ′ ∈ L} (resp. (L)w −1 = {w ′ ∈ Σ * | w ′ w ∈ L}). It has been shown that the set of the left residuals (resp. right residuals) of a language is a finite set if and only if the language is regular.
An automaton (or a NFA) over an alphabet Σ is a 5-tuple A = (Σ, Q, I, F, δ) where Σ is an alphabet, Q a finite set of states, I ⊂ Q the set of initial states, F ⊂ Q the set of final states and δ the transition function from Q × Σ to 2 Q . The domain of the function δ can be extended to 2 Q × Σ * as follows: for any word w in Σ * , for any symbol a in Σ, for any set of states P ⊂ Q, for any state p ∈ Q, δ(P, ε) = P , δ(p, aw) = δ(δ(p, a), w) and δ(P, w) = p∈P δ(p, w).
The language recognized by the automaton A is the set L(A) = {w ∈ Σ * | δ(I, w) ∩ F = ∅}. Given a state q in Q, the right language of q is the set
− → L (p). Kleene Theorem [15] asserts that a language is regular if and only if there exists an NFA that recognizes it. As a consequence, for any language L, there exists a regular expression E such that L(E) = L if and only if there exists an NFA A such that L(A) = L. Conversion methods from an NFA to a regular expression and vice versa have been deeply studied. In this paper, we focus on the notion of partial derivative defined by Antimirov [1] 1 . Given a regular expression E over an alphabet Σ and a word w in Σ * , the left partial derivative of E w.r.t. w is the set ∂ ∂w (E) of regular expressions satisfying:
This set is inductively computed as follows: for any two regular expressions F and G, for any word w in Σ * and for any two distinct symbols a and b in Σ,
∂ε (F ) = {F }, where for any set E of regular expressions, for any word w in Σ * , for any regular expression F , ∂ ∂w (E) = E∈E ∂ ∂w (E) and E · F = E∈E {E · F }. Any expression appearing in a left partial derivative is called a left derived term. Similarly, the right partial derivative of a regular expression E over an alphabet Σ w.r.t. a word w in Σ * is the set (E) ∂ ∂w inductively defined as follows for any two regular expressions F and G, for any word w in Σ * and for any two distinct symbols a and b in Σ, (a)
where for any set E of regular expressions, for any word w in Σ * , for any regular expression F , (E)
Any expression appearing in a right partial derivative is called a right derived term. We denote by ← − D E (resp. − → D E ) the set of left (resp. right) derived terms of the expression E. From the set of left derived terms of a regular expression E of width n, Antimirov defined in [1] the derived term automaton A of E and showed that A is a k-state NFA that recognizes L(E), with k ≤ n + 1.
A language over an alphabet Γ is said to be linear context-free if it can be generated by a linear grammar, that is a grammar equipped with productions in one of the following forms:
1. A → xBy, where A and B are any two non-terminal symbols, and x and y are any two symbols in Γ ∪ {ε} such that (x, y) = (ε, ε),
2.
A → ε, where A is any non-terminal symbol.
Notice that the family of regular languages is strictly included into the family of linear context-free languages. In the following, we will consider combinations of left and right partial derivatives in order to deal with non-regular languages.
3 Two-sided Residuals of a Language and Couple NFA
In this section, we extend residuals to two-sided residuals. This operation is the composition of left and right residuals, but it is more powerful than classical residuals since it allows to compute a finite subset of the set of residuals even for non-regular languages, which leads to the construction of a derivative-based finite recognizer.
Definition 1. Let L be a language over an alphabet Γ and let u and v be two words in
As above-mentioned, the two-sided residual operation is the composition of the two operations of left and right residuals. Lemma 1. Let L be a language over an alphabet Γ and u and v be two words in Γ * . Then:
Proof. Let w be a word in Γ * .
Corollary 1. Let L be a language over an alphabet Γ and u and v be two words in
It is a folk knowledge that NFAs are related to left residual computation according to the following assertion (A): in an NFA (Σ, Q, I, F, δ), a word aw belongs to − → L (q) with q ∈ Q if and only if w belongs to a
. Since a two-sided residual w.r.t. a couple (x, y) of symbols in an alphabet Γ is by definition the combination of a left residual w.r.t. x and of a right residual w.r.t. y, the assertion (A) can be extended to two-sided residuals by introducing couple NFAs equipped with transitions labelled by couples of symbols in Γ. The notion of right language of a state is extended to the one of Γ-right language as follows: if a given word w in Γ * belongs to the Γ-right language of a state q ′ and if there exists a transition from a state q to q ′ labelled by a couple (x, y), then the word xwy belongs to the Γ-right language of q.
More precisely, given an alphabet Γ, we set Σ Γ = {(x, y) | x, y ∈ Γ ∪ {ε} ∧ (x, y) = (ε, ε)}. We consider the mapping Im from (Σ Γ ) * to Γ * inductively defined for any word w in (Σ Γ ) * and for any symbol (x, y) ∈ Σ Γ by: Im(ε) = ε and Im((x, y) · w) = x · Im(w) · y. Notice that this mapping was introduced by Sempere [24] in order to compute the language denoted by a linear expression. Linear expressions denote linear context-free languages, and are equivalent to the regular-like expressions of Brzozowski [3] . Definition 2. Let A = (Σ, Q, I, F, δ) be an NFA. The NFA A is a couple NFA if there exists an alphabet Γ such that Σ ⊂ Σ Γ . In this case, A is called a Γ-
The definition of right languages and their classical properties extend to couple NFAs as follows. Let A = (Σ, Q, I, F, δ) be a Γ-couple NFA and q be a state in Q. The Γ-right language of q is the subset
Lemma 2. Let A = (Σ, Q, I, F, δ) be a Γ-couple NFA and q be a state in Q.
Proof. Trivially deduced from Definition 2, from definition of Γ-right languages and from the fact that
Lemma 3. Let A = (Σ, Q, I, F, δ) be a Γ-couple NFA and q be a state in Q. Then:
Corollary 2. Let A = (Σ, Q, I, F, δ) be a Γ-couple NFA, (x, y) be a couple in Σ Γ and q be a state in Q. Then:
The following example illustrates the fact that there exist non-regular languages that can be recognized by couple NFAs. Example 1. Let Γ = {a, b} and A be the automaton of the Figure 2 . The
Figure 2: The Couple Automaton A.
As a consequence there exist non-regular languages that are recognized by a couple NFA. In fact, the family of languages recognized by couple NFAs is exactly the family of linear context-free languages. Proposition 1. The Γ-language recognized by a Γ-couple NFA is linear contextfree.
Proof. Let A = (Σ, Q, I, F, δ). Let us define the grammar G = (X, V, P, S) by:
• X = Γ, the set of terminal symbols,
• V = {A q | q ∈ Q} ∪ {S}, the set of non-terminal symbols,
• S, the axiom.
1. Let w be word in Γ * . Let us first show that w belongs to the language generated by the grammar G q = (X, V, P, A q ) if and only if it is in − → L Γ (q), by recurrence over the length of w.
(a) Let us suppose that w = ε. By construction of G q , A q → ε if and
Finally, since the Γ-language of A is generated by a linear grammar, it is linear context free.
Proposition 2. The language generated by a linear grammar is recognized by a couple NFA.
Proof. Let G = (X, V, P, S) be a linear grammar. Let us define the automaton A = (Σ, Q, I, F, δ) by:
For any symbol B in V , let us set G B = (X, V, P, B). Let w be a word in X * .
Let us show by recurrence over the length of w that w ∈ L(G B ) ⇔ w ∈ − → L X (B).
2. Let us suppose that w is different from ε. Then by recurrence hypothesis and according to Lemma 3: Proof. Directly from Proposition 1 and from Proposition 2.
We present here two algorithms in order to solve the membership problem 2 via a couple NFA. The Algorithm 2 checks whether the word w ∈ Γ * is recognized by the Γ-couple NFA A. It returns TRUE if there exists an initial state such that its Γ-right language contains w. The Algorithm 1 checks whether the word w ∈ Γ * is in the Γ-right language of the state q.
end for 8: end if
R ← R ∨ IsInRightLanguage(A, w, i) 4: end for 5: return R Proposition 3. Let A = (Σ, Q, I, F, δ) be a Γ-couple NFA, q be a state in Q and w be a word in Γ * . The two following propositions are satisfied:
1. Let us show by recurrence over the length of w that the algorithm IsIn-
Let us suppose now that |w| ≥ 1.
For any (q, (α, β), q ′ ) ∈ δ, let us notice that (α, β) ∈ Σ Γ . As a consequence, the length of any word
Finally, according to Lemma 3,
2. Since R = i∈I IsInRightLanguage(A, w, i), it holds as a direct conse-
The following sections are devoted to hairpin completions and their twosided residuals. It turns out that hairpin completions are linear context-free languages. Hence, we show how to compute a couple NFA that recognizes a given hairpin completion.
Hairpin Completion of a Language and its Residuals
Let Γ be an alphabet. An involution f over Γ is a mapping from Γ to Γ satisfying for any symbol a in Γ, f(f(a)) = a. An anti-morphism µ over Γ * is a mapping from Γ * to Γ * satisfying for any two words u and v in Γ * µ(u · v) = µ(v) · µ(u). Any mapping g from Γ to Γ can be extended as an anti-morphism over Γ * as follows: ∀a ∈ Γ, ∀w ∈ Γ * , g(ε) = ε, g(a · w) = g(w) · g(a).
Definition 3. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L 1 and L 2 be two languages over Γ. Let k > 0 be an integer.
The (H, k)-completion operator can be defined as the union of two unary operators
Definition 4. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L be a language over Γ. Let k > 0 be an integer. The right (resp. left
Lemma 4. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L 1 and L 2 be two languages over Γ. Let k > 0 be an integer. Then:
When H is an involution over Γ, the (H, k)-completion of L 1 and L 2 is called a hairpin completion [9] . Even in the case where H is not an involution, we will say that languages such as
are hairpin completed languages and we will speak of hairpin completions. We first establish formulae in this general setting in order to compute the two-sided residuals of the completed language of an arbitrary language. The following operator is useful.
Definition 5. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L be a language over an alphabet Γ.
We split the computation of two-sided residuals of a completed language w.r.t. (x, y) couples: the first case is when both x and y are symbols.
Lemma 5. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L be a language over an alphabet Γ. Let k > 0 be an integer. Let L ′ be a language in
Proof. Trivially deduced from Definition 4 and Definition 5.
Corollary 3. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L be a language over an alphabet Γ.
Proposition 4. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L be a language over Γ. Let (x, y) a couple of symbols in Γ × Γ. Let k > 0 be an integer. Then:
Proof. Let w be a word in Γ * . According to Lemma 5, any word
can be split up into avb with b = H(a). As a consequence, whenever y = H(x), it holds that (x, y)
Let us suppose now that y = H(x). (I) Let us define the languages L 1 and L 2 by:
The problem of two-sided residuals of an hairpin completion w.r.t. couples (x, y) with either x or y equal to ε is that they add one catenation that has to be memorized. It can be checked that this may lead to infinite sets of two-sided residuals.
Proposition 5. Let Γ be an alphabet and H be an anti-morphism over Γ * . Let L be a language over an alphabet Γ.
Proof. Directly deduced from Lemma 1 and from Corollary 3.
Let L be a language over an alphabet Γ. The set R L of two-sided residuals of L is defined by:
From now on we focus on hairpin completion of regular languages. Let us recall that such a completion is not necessarily regular [9] .
Lemma 6. The family of regular languages is not closed under hairpin completion.
Proof. Let Γ = {a, b, c}, k > 0 be a fixed integer and H be the anti-morphism over Γ * defined by H(a) = a, H(b) = c and
Consequently, it holds L ′ j = {a n−j b k c k a n | n ≥ j}. Finally, since for any two distinct integers j and j ′ , the word
. As a consequence, the set of left residuals of L ′ is infinite.
The set of two-sided residuals of a hairpin completion of a regular language may be infinite, but the restriction to residuals w.r.t. couples (x, y) of symbols is sufficient to obtain a finite set of two-sided residuals and a finite recognizer.
The Two-Sided Derived Term Automaton
The computation of residuals is intractable when it is defined over languages. However, derived terms of regular expressions denote residuals of regular languages. We then extend the partial derivation of regular expressions [1] to the partial derivation of hairpin expressions.
A hairpin expression E over an alphabet Γ is a regular expression over Γ or is inductively defined by:
where H is any anti-morphism over Γ * , k > 0 is any integer, F is any regular expression over Γ, and G 1 and G 2 are any two hairpin expressions over Σ. If the only operators appearing in E are regular operators (+, · or * ), the expression E is said to be a simple hairpin expression. The language denoted by a hairpin expression E over an alphabet Γ is the regular language L(E) if E is a regular expression or is inductively defined by:
, where H is any anti-morphism over Γ * , k > 0 is any integer, F is any regular expression over Γ, and G 1 and G 2 are any two hairpin expressions over Γ. Definition 6. Let E be a hairpin expression over an alphabet Γ. Let (x, y) be a couple of symbols in Σ Γ . Let k > 0 be an integer. The two-sided partial derivative of E w.r.t. (x, y) is the set ∂ ∂ (x,y) (E) of hairpin expressions defined by:
where H is any anti-morphism over Γ * , k > 0 is any integer, F is any regular expression over Γ, G 1 and G 2 are any two hairpin expressions over Γ, and for any set H of hairpin expressions:
Let E be a hairpin expression over an alphabet Γ. The set ← → D E of two-sided derived terms of the expression E is defined by:
Derived terms of regular expressions are related to left residuals. Let us show that derived terms of hairpin expressions are related to two-sided residuals.
Proposition 6. Let E be a hairpin expression over an alphabet Γ. Let (x, y) be a couple of symbols in Γ 2 . Then:
Furthermore, if E is a regular expression, the proposition still holds whenever (x, y) is a couple of symbols in Σ Γ .
Proof. Trivially proved by induction over the structure of E, according to Proposition 4.
Determining whether the empty word belongs to the language denoted by a regular expression E can be performed syntactically and inductively as follows:
This syntactical test is needed to compute the derived term automaton since it defines the finality of the states. We now show how to extend this computation to hairpin expressions. Lemma 7. Let F be a regular expression and G 1 and G 2 be two hairpin ex-
Proof. Trivially proved according to Definition 4, Definition 5 and definition of languages denoted by hairpin expressions.
The following example illustrates the computation of derived terms. For clarity, in this example, we assume that hairpin expressions are quotiented w.r.t. the following rules: ε · E ∼ E, ∅ · E ∼ ∅. Moreover, sets of expressions are also quotiented w.r.t. the following rule: {∅} ∼ ∅. 
Other partial derivatives are equal to ∅. Furthermore, it holds that ε is the only derived term F of E such that ε belongs to L(F ).
In the following we are looking for an upper bound over the cardinality of the set of two-sided derived terms, thus we apply no reduction to the regular expressions. Notice that this cardinality decreases whenever any reduction is applied.
Lemma 8. Let E and F be two regular expressions over an alphabet Γ. Then the three following propositions hold:
Proof. Basic cases (ε, ∅ and a in Γ) are trivially proved directly applying Definition 6. By induction over the structure of the set of two-sided derived terms. Suppose that E and F are two regular expressions over an alphabet Γ. Let (x, y) be a couple of symbols in Σ Γ .
Let us first show that
According to Definition 6, it holds:
Notice that the three following conditions hold:
As a consequence,
Furthermore, since by definition of the sets of two-sided derived terms, for any expression
, the proposition is satisfied.
Let us set
(a) Let us first show that
otherwise.
Moreover,
(b) Let us now show that for any expression G in E,
, by definition of the set of twosided derived terms it holds
. According to definition of the set of two-sided derived terms, the four follwong conditions hold:
As a consequence, the proposition is satisfied.
(a) Let us first show that ∂ ∂(x,y) (E * ) ⊂ E. According to Definition 6, it holds:
∂ ∂y ) Finally, since the two following conditions hold:
, by definition of the set of two-sided derived terms it holds
Moreover, since from (3a)
and from (2a) it holds that:
∂ ∂y , it holds that:
As a consequence, the proposition is satisfied. Proposition 7. Let E be a regular expression of width n > 0 and of star number h. Let us set m = n + h. Then the three following propositions hold:
Proof. For the set of left derived terms, the proposition is proved in [1] , where it is shown that the cardinality of the set {E ′ | ∃w ∈ Σ + , E ′ ∈ ∂ ∂w (E)} is less than n. This bound still holds for the set of right derived terms.
Let n 1 (resp. n 2 ) be the width of a regular expression F (resp. G) and h 1 (resp. h 2 ) be the star number of F (resp. G). Let us set m 1 = n 1 + h 1 and m 2 = n 2 + h 2 . For E = F + G and for E = F · G, we have n = n 1 + n 2 , h = h 1 + h 2 and m = m 1 + m 2 . For E = F * , we have n = n 1 , h = h 1 + 1 and m = m 1 + 1.
According to Lemma 8, we get:
As a consequence, we get:
On the one hand the cardinality of ← − → D F * is strictly greater than the cardinality of ← → D F although F and F * have the same width n 1 ; we therefore substitute the parameter m 1 = n 1 + h 1 to n 1 , so that F * is associated with m 1 + 1. On the other hand, the maximal increase of the cardinality of ← → D E (w.r.t. m) occurs in the star case; we therefore consider the function φ such that:
1. φ(0) = 0 and φ(1) = 1,
and we show that ← → D E ≤ φ(m) for any regular expression E. According to Lemma 8 and by induction hypothesis, it holds:
It can be checked that:
. As a consequence, it holds:
Furthermore, by definition of φ and since m 1 ≥ n 1 , it holds:
, it holds for all integer k ≥ 1:
Proposition 8. Let E be a regular expression over an alphabet Γ, H be an antimorphism over Γ * and k > 0 be an integer. Then:
Proof. Let E be a regular expression.
← → D E and from Definition 6 it holds:
(a) According to Definition 6, for any couple
with G 1 ∈ ← → D E and from Definition 6 it holds that:
Since by definition of
and from Definition 6 it holds:
(3)The proof is similar as for case (2), with
The index of a hairpin expression E is the integer index(E) inductively defined by:
index(F ) = 0,
where H is any anti-morphism over Γ * , k > 0 is any integer, F is any regular expression over Γ, and G 1 and G 2 are any two hairpin expressions over Γ.
Proposition 9. Let E be a hairpin expression over an alphabet Γ. Then ← → D E is a finite set the cardinal of which is upper bounded by k × ( 2m(m+1)(m+2) 3 − 3) + n, where k is the index of E, and m = n+ h with n its width and h its star number.
Proof. Directly deduced from Proposition 7 and from Proposition 8 for the nonsum cases. Whenever E = G 1 + G 2 , let us set for i ∈ {1, 2}, n i the width of G i , h i its star number, k i its index and m i = n i + h i . Without loss of generality suppose that k 1 ≥ k 2 . Let φ be the function defined by:
− 3 otherwise. It can be checked that the following proposition P holds:
. By induction and from P it holds:
This finite set of two-sided derived terms allows us to extend the finite derived term automaton to hairpin expressions. Definition 7. Let E be a hairpin expression over an alphabet Γ. Let A = (Σ Γ , Q, I, F, δ) be the NFA defined by:
The automaton A is the two-sided derived term automaton of E.
By construction, A is a Γ-couple NFA where Γ is the alphabet of E.
Example 3. Let E be the hairpin expression of Example 2. The derived term automaton of E is the automaton presented in Figure 3 . Proposition 10. Let E be a hairpin expression over an alphabet Γ and A be the two-sided derived term automaton of E. Then: L(E) = L Γ (A).
Proof. Let A = (Σ, Q, I, F, δ), let w be a word in Γ * and let E ′ be a state in Q. Let us show that the following proposition (P) is satisfied: w ∈ − → L Γ (E ′ ) ⇔ w ∈ L(E ′ ). By recurrence over the length of w.
. (II) Let us suppose that |w| > 0. Then ∃(x, y) ∈ Σ Γ , ∃w ′ ∈ Γ * such that w = xw ′ y. (a) If E ′ is a simple hairpin expression, then
it holds w ∈ L(E ′ ) ⇒ y = H(x) (according to Lemma 5) . Consequently, if y = H(x),δ(E ′ , (x, y)) = ∅ and w / ∈ − → L Γ (E ′ ). Hence, since w / ∈ L(E ′ ), proposition is satisfied. Let us now suppose that y = H(x). Since (ε, ε) / ∈ Σ Γ , (x, y) ∈ Γ × Γ.
Theorem 2. Let A be the two-sided derived term automaton of a hairpin expression E over an alphabet Γ and let k be the index of E. Then L Γ (A) = L(E). Furthermore A has at most k × ( 2m×(m+1)×(m+2) 3 − 3) + n + 1 states where m = n + h, with n the width of E and h its star number. 
, the number of states of A is at most 2n. Finally, since Q = E ∪ {E}, it holds that A has at most 2n + 1 states.
Conclusion
This paper provides an alternative proof of the fact that hairpin completions of regular languages are linear context-free. This proof is obtained by considering the family of regular expressions extended to hairpin operators and by computing their partial derivatives, a technique that has already been applied to regular expressions extended to boolean operators [4] , to multi-tilde-bar operators [5] and to approximate operators [8] . Moreover it is a constructive proof since it is based on the computation of a polynomial size recognizer for hairpin completions of regular languages. We also proved that it is possible to compute a linear size recognizer for (H, 0)-completions of regular languages.
