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In pedestrian localization, fusion techniques have been exploited to address the weak-
nesses of different types of localization systems. Inertial localization is a particular
case where the community has attempted to combine inertial technology with other
technologies like satellite-based navigation or WiFi.
Less explored are the approaches that combine multiple inertial sensors mounted on
the human body. We refer to these approaches as multi-inertial measurement unit
(IMU) localization systems. In this work, we want to study multi-IMU localization
systems for pedestrian localization.
The overall research objective of this thesis is pedestrian localization by means
of inertial sensor fusion. We aim to determine the benefits, in distance accuracy,
heading accuracy and height accuracy, of combining two inertial sensors. They will
be mounted on the pocket and the foot of the same leg, respectively. The reason
for choosing these body locations is that they have characteristic features during
walking. Moreover, the fact that we consider the same leg will allow us to observe
possible correlations between the measurements of the foot IMU and the pocket
IMU during the walk.
Our first step is the design of the evaluation methodology, which is inspired by
the methodologies implemented in indoor localization competitions. The evaluation
methodology allows us to quantitatively assess the performance of the two iner-
tial localization systems based on a pocket IMU and a foot IMU. With our study,
we identify the strengths and weaknesses of each of these systems, which helps us
proposing the multi-IMU localization systems that we develop later on.
Our proposed multi-IMU localization systems focus on three main challenges of
inertial localization. The first challenge is related to the need for calibration of
the parameters of step length models, which are used in non-foot-mounted inertial
localization systems. The second challenge is the height drift that affects foot-
mounted inertial systems. Finally, the last challenge is the heading drift, which is a
challenge common to all inertial localization systems.
The proposed calibration method automatically estimates the parameters of a step
length model of the pocket inertial navigation system (INS). We explain how the
optimal value of the parameters of the step length model are estimated, given the
step length from the foot INS and the pitch amplitude of the pocket INS. We make
two proposals: the first one calibrates only one parameter of the step length model
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and the second one calibrates both parameters.
The proposed calibration method has the advantage of the automatization. That is,
there is no need for an external operator to manually calibrate the step length model
of the pocket INS. In addition, the automatic calibration can be carried out in real
time, which is not possible with either of the state of the art calibration methods.
Next, we address the challenges related to the height drift and the heading drift.
We study two different alternatives: a loose coupling system and a tight coupling
system.
The proposed loose coupling system combines the outputs of the foot INS and the
pocket INS. The goal is to obtain an improved position estimation with respect to
the single-IMU localization systems. The first contribution of this system is the
development of an algorithm to determine how accurate the heading of the foot
INS is with respect to the heading of the pocket INS. The second contribution of
the loose coupling system is that it leverages the complementary strengths of the
single-IMU localization systems regarding the height estimation. The height error
of the loose coupling system outperforms the height error of the foot INS and the
pocket INS in 75% and 87%, respectively.
The last multi-IMU localization system we develop is the tight coupling system,
which combines the raw measurements of the pocket IMU and the foot IMU. We
develop a biomechanical model of the human leg which is used to analyze the typical
motion, in terms of the roll and pitch, of the leg limbs. We compare the typical
motion of the leg limbs to the one derived from the inertial roll and inertial pitch.
In this way, we are able to observe the errors of an inertial localization system
without the need of a reference trajectory.
In order to characterize the heading from the biomechanical point of view, we com-
pare the heading of the thigh to the heading of the foot. The advantage of this
analysis is that we can observe incoherences in the relative heading between the two
body limbs, which is equivalent to the relative heading between the pocket IMU and
the foot IMU, respectively.
The findings of the biomechanical study are then integrated in a tight coupling
system. A highlight is that we avoid the use of hard constraints by modelling the
roll and pitch angles of the pocket IMU and foot IMU as Gaussian distributions.
With our proposal, it is possible to keep the behaviour of these angles coherent with
respect to human motion. Regarding the relative heading, we introduce a pseudo-
measurement update on the slope of the relative heading. The tight coupling system
reduces its heading error in 70% and 72% with respect to the heading error of the
pocket INS and the foot INS, respectively. Moreover, the height error of the tight
coupling system is reduced in 87% and 75% with respect to the height error of the
pocket INS and the foot INS, respectively.
The evaluation of the proposed methods leads to interesting observations. For in-
stance, all the inertial localization systems have approximately the same average
distance error. In contrast, the tight coupling system outperforms all the other in-
ertial localization systems regarding the heading estimation. One of the highlights
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of the loose coupling system is the reduction of the height error. This decrease is
the result of sampling the height of the foot INS only when the user is walking the
stairs.
We close our work by stating that multi-IMU localization systems are more accurate
than single-IMU localization systems. This accuracy is reflected in a considerable
improvement of the heading error and the height error. Therefore, we recommend
the use of multiple IMUs placed on different parts of the body to improve the
accuracy of an inertial localization system.
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Resumen
Los sistemas de posicionamiento para peatones se han beneficiado de diferentes
técnicas de fusión con el objeto de abordar las desventajas de dichos sistemas. En
el caso particular de los sistemas inerciales, las técnicas de fusión más explotadas se
centran en combinar la tecnoloǵıa inercial con otras tecnoloǵıas como la navegación
por satélite o el posicionamiento WiFi. Los sistemas de posicionamiento que com-
binan varios sensores inerciales montados en el cuerpo constituyen un campo menos
estudiado que la fusión de sensores inerciales con otras tecnoloǵıas.
El objetivo de este trabajo es desarrollar sistemas de posicionamiento para peatones
basados en la fusión de sensores inerciales. En concreto, se pretende determinar
si es posible mejorar, a través de dicha fusión, la precisión en la estimación de la
distancia, de la dirección de la marcha y de la altura. Los sensores inerciales se
colocarán en el bolsillo delantero de los pantalones y en el pie de la misma pierna.
Estas dos posiciones se han elegido por su movimiento caracteŕıstico durante la mar-
cha. Además, el hecho de utilizar la misma pierna nos permitirá observar posibles
correlaciones entre las medidas de los sensores inerciales del bolsillo y del pie.
El primer paso de nuestro trabajo es el diseño de la metodoloǵıa de evaluación. Para
ello nos hemos basado en las metodoloǵıas de evaluación implementadas en diferentes
competiciones de sistemas de posicionamiento. Gracias a dicha metodoloǵıa, hemos
evaluado cuantitativamente los sistemas de posicionamiento inerciales basados en el
pie y en el bolsillo. A continuación, hemos identificado las ventajas e inconvenientes
de cada uno de dichos sistemas.
De acuerdo a los resultados del estudio previo, hemos elegido desarrollar sistemas
de posicionamiento cuyo objetivo es abordar los tres inconvenientes principales de
los sistemas inerciales. El primer inconveniente está relacionado con la necesidad
de calibrar los parámetros de los modelos que estiman la longitud del paso. Dichos
modelos son necesarios siempre que el sensor inercial se coloque por encima del
tobillo, e.g. en el bolsillo. El segundo inconveniente de los sistemas inerciales es
la acumulación del error en altura. Este error afecta principalmente a aquellos
sistemas basados en un sensor inercial colocado en el pie. El último inconveniente
que vamos a abordar es la acumulación de error en la dirección de la marcha o
yaw. Este ángulo indica la dirección en la que el peatón se está moviendo. Dicho
inconveniente es común a todos los sistemas inerciales y es la principal fuente de
error en la estimación de la posición.
El sistema de calibración que proponemos estima, automáticamente, los parámetros
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del modelo que calcula la longitud del paso. Para dicha automatización, utilizamos
el posición estimada por el sistema inercial del pie. Demostramos la viabilidad
del proceso tomando como el ejemplo el modelo del sistema inercial del bolsillo.
En nuestro método, estimamos los parámetros óptimos del modelo a través de dos
variables: la longitud del paso y la amplitud del cabeceo de la pierna. El primer
parámetro lo estima el sistema inercial del pie mientras que el segundo se obtiene
gracias al sistema inercial del bolsillo.
La principal ventaja de la calibración que proponemos es la automatización del
proceso de calibración. Además, nuestra propuesta estima los parámetros del modelo
en tiempo real, lo cual no es posible con las técnicas de calibración del estado del
arte.
El siguiente objeto de estudio es la acumulación de error en altura y en yaw. Para
abordar ambos inconvenientes proponemos dos sistemas de posicionamiento: un
sistema modular y un sistema integrado.
El sistema modular combina la salida; es decir, la posición, de los sistemas inerciales
del pie y del bolsillo. La primera contribución del sistema modular es el desarrollo
de un método para comparar la precisión dos ángulos, yaw, y determinar de manera
objetiva cuanto más preciso es un ángulo con respecto al otro. La segunda con-
tribución del sistema modular es su método de estimación de la altura, mediante
el cual se explotan las ventajas tanto del sistema inercial del pie como del sistema
inercial bolsillo. Mediante la combinación de estos dos aspectos, el sistema modular
consigue reducir el error en altura en un 75% y un 87% con respecto al error en
altura de los sistemas inerciales del pie y el bolsillo, respectivamente.
El sistema integrado combina las medidas; es decir, la aceleración y la velocidad
angular, de los sensores inerciales del pie y del bolsillo. El objetivo del sistema
integrado es explotar aspectos biomecánicos relacionados con la marcha. Para ello,
desarrollamos un modelo biomecánico de la pierna. Este modelo analiza cómo una
persona camina desde el punto de vista de los ángulos inerciales: alabeo y cabeceo.
Gracias al modelo biomecánico, podemos observar los errores en los ángulos de un
sistema inercial sin necesidad de disponer de una trayectoria de referencia.
Para analizar el yaw de una extremidad desde el punto de vista biomecánico, es
necesario comparar dicho ángulo al yaw de otra extremidad. Esta comparación nos
lleva a la estimación del yaw relativo, que en nuestro caso compara el yaw del sensor
inercial bolsillo con el del sensor inercial la pierna. Gracias a este análisis, podemos
observar incoherencias biomecánicas en el yaw de los sistemas inerciales.
El sistema integrado incorpora los resultados del estudio biomecánico. En dicho
sistema integrado, los ángulos tanto del pie como del bolsillo se estiman en el mismo
filtro probabiĺıstico de manera que los conceptos anteriores se pueden implementar
de manera óptima. El sistema integrado reduce el error en la dirección de la marcha
en un 70% y un 72% con respecto al error de los sistemas inerciales del bolsillo y del
pie, respectivamente. Además, el error en altura del sistema integrado es un 87%
y un 75% menor que el mismo error de los sistemas inerciales del bolsillo y del pie,
respectivamente.
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Todos los sistemas que hemos desarrollado se han evaluado con el mismo sistema
de evaluación presentado anteriormente. Hemos podido observar varios aspectos
interesantes durante dicha evaluación. Por ejemplo, todos los sistemas tienen aprox-
imadamente el mismo error en distancia. En cuanto al error en el yaw, el sistema
integrado es el más preciso. Tal y como indicamos antes, el elemento más destacado
del sistema modular es la reducción del error en altura a través de la combinación
de las caracteŕısticas de los sistemas inerciales del bolsillo y del pie.
Con nuestro trabajo, podemos concluir que los sistemas de posicionamiento iner-
ciales basados en dos sensores inerciales son más precisos que los sistemas de posi-
cionamiento inerciales basados en un único sensor. La mejora en la precisión se
refleja tanto en la precisión de la estimación de la dirección de la marcha como en la
precisión de la estimación de la altura. Por lo tanto, recomendamos el uso de varios
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The future belongs to those
who believe in the beauty of their dreams
—Eleanor Roosevelt
The survival and evolution of mankind has been tightly coupled to the evolution of
navigation. One might consider this sentence an overstatement, but the fact is that
by simply observing the sunrise and sunset, hunters and gatherers profited from a
sense of time and orientation that increased their chances of survival. Tribes would
migrate seasonally depending on the sun location, thus, going from poorly supplied
areas to richly supplied ones.
Whereas sun-based navigation is limited to daylight use, the development of celestial
navigation was crucial to promote seamanship. The Arabs’ ambition to maintain
and extend their trading routes propelled seamanship, not only in naval technology
but also in navigation [1]. And so, the progress continues.
The 15th century, which could be labelled as the Age of Discovery, is a landmark
in the history of exploration. Castile, nowadays Spain, and Portugal were at the
cutting-edge of navigation, which allowed for the discovery of America. This achieve-
ment led to numerous economical benefits, and most importantly it paved the way
to globalization.
With the promise of new lands and riches, it was only natural that efforts were
dedicated to improve the contemporary navigation techniques. Since then until
nowadays, technology has evolved all the way from celestial navigation to the Global
Navigation Satellite System (GNSS).
As remarkable as the evolution in localization technologies has been, the applications
derived from localization also deserve a special mentioning. Mankind has found a
way to apply localization not only to guide vessels and aircraft but also to navigate
pedestrians. In fact, pedestrian navigation systems have become necessary in a
variety of applications.
Pedestrian navigation is used not only to guide a pedestrian from a starting point
to an end one but also to save lives. For instance, pedestrian localization systems
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can track the position of the firefighters that go into a collapsing building. In that
way, should a firefighter need help, the chief who supervises the operation can send
assistance to the exact point where the firefighter in need is.
In modern metropolises, the existence of blind spots puts pedestrians at risk when
they interact with vehicles. Due to these blind spots, a driver cannot be aware of
the presence of a pedestrian who is about to cross the street. Such unawareness
increases the collision risk between the pedestrian and the vehicle. An option to
address this challenge is to predict the collision risk between a pedestrian and a
vehicle based on their respective locations and trajectories.
Nowadays, it is possible to localize a pedestrian using two types of devices, namely
smartphones and wearable devices. A wearable device, or wearable, is carried by a
user either by attaching it to her body, e.g. a smart watch, or embedding it in the
clothes. The purpose of these devices is varied, and it ranges from duplicating the
functionality of a smartphone1 to health monitoring [2] and activity tracking [3].
Generally, smartphones have been widely used in the last decade, which makes
them attractive to implement mass market applications. In contrast, wearables
have become popular in the last five years [4] and their presence in the market is
expected to grow to 411 million devices by 2020 [5].
Wearables are discreet and comfortable and they can operate during multiple hours.
Moreover, they are attached to the body, and thus, they are able to measure kine-
matic information of the body limb the wearable is attached to. An advantage of
wearables is that they can be attached to any body limb, whereas it is hard to carry
a smartphone on certain body limbs, e.g. the foot. Furthermore, wearables have
sensing and processing capabilities that are expected to be similar to those of a
smartphone [4]. Finally, wearables are unobtrusive, which is an important factor for
the success of wearable devices. These advantages make wearable devices the ideal
ally to develop pedestrian localization systems.
In order to develop a localization system, it is necessary to understand the require-
ments and challenges of the localization-based application. These requirements and
challenges are reviewed in the next section.
1.1 Challenges of Location-Based Services
This section presents a review of Location-Based Services (LBS). A LBS is the one
that provides or customizes a service based on the user’s location. The market of LBS
is classified in two categories according to Basiri et al [6]: services for location-based
information retrieval and services for safety and security. The last category is the
focus of this section. More specifically, we focus on emergency services, healthcare
services and transportation services.
1https://www.apple.com/de/apple-watch-series-3/
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Emergency services are those provided by the professional market, namely firefight-
ers, policemen and emergency first responders. In this category, the potential users
of location-based services are often dragged into life-threatening situations that can
be either indoors or outdoors. For instance, firefighters entering a building on fire
or policeman brigades coming to the location of a terrorist attack.
LBS for the professional market focus on tracking the user’s position to ensure that
they are safe. For instance, the chief of a fire brigade needs to know, at least
with room-level accuracy, where the firefighters are. More importantly, the chief of
the fire brigade needs to know the floor on which the firefighters are. In this use
case, the pedestrian localization system should not interfere with the firefighter’s
activity. For instance, a firefighter will not have time to install any infrastructure
in a collapsing building only to have her position tracked. Thus, possible solutions
should be integrable within the clothes, e.g. through wearable devices.
The second market we analyze is the healthcare sector. An example of application is
the Ambient Assisted Living (AAL) framework sponsored by the European Union2.
AAL aims at using information and communication technologies to favour the elderly
to live independently at their homes. In this use case, healthcare professionals
monitor remotely the user’s activity levels. To that end, users may be equipped
with a pedestrian localization system, which estimates how long a user has been
active, i.e. walking. The accuracy requirement may be dictated by the minimum
time, e.g. 1 min, that a user should be walking.
One of the syndromes that affect the elderly population is frailty: a decline in
the physiological systems due to aging [7]. An option to monitor this syndrome is
by assessing the degradation in the physical activity of the patient. To this date,
monitoring the patients activity is done by visual inspection and with the patient’s
feedback. This method has two shortcomings. First, the visual inspection can only
be carried out during a short period of time, e.g. 10 min to 30 min. Second, the
patient may forget what she has done and provide incorrect or incomplete feedback.
Pedestrian localization systems could be used to track the patient’s activity, e.g.
how long a patient has been walking. This information can help doctors and nurses
to objectively assess a degradation in the daily activity levels and take measures
to cope with this syndrome. Another option is to monitor the patient’s walking
pace over a long period of time, e.g. six months or even a year. In this case, the
pedestrian localization system should have an accuracy such that a doctor can detect
a meaningful change in the patient’s activity levels. An example is to be able to
detect that the patient’s walking pace reduces from 1 m/s to 0.5 m/s.
The pedestrian localization systems for AAL and frailty monitoring should be un-
obtrusive and comfortable to wear in order to favour the patients’ willingness to use
the system. Also, the devices need to have a long battery lifetime because they will
have to be operating during several hours or even days.
The last market we review is transportation systems in urban environments. The
number of accidents between pedestrians and vehicles in urban environments [8]
2http://www.aal-europe.eu/
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has promoted the development of technologies that should guarantee the safety of
a pedestrian. An example is a system which predicts the collision risk between a
vehicle and a pedestrian. Such a system would require the position of both the
vehicle and the pedestrian with an accuracy of at least the length of the vehicle.
An important requirement of the pedestrian localization system is that it should be
implemented with a device that the user is already carrying, e.g. a smartphone or
a wearable device. Otherwise, pedestrians may be reluctant to wear an additional
device only for the purpose of localization. This requirement is a difference with
respect to the professional market or healthcare sector. In these markets, the users
are expected to wear additional devices for the purpose of localization.
Another use of pedestrian localization in urban scenarios is urban mobility. The
latter is a topic that has also gained attention in the last years [9]. Urban mobility3
refers to the infrastructures that citizens have at their disposal to move in urban
spaces. The goal is to achieve efficient and effective urban transport to satisfy the
requirements regarding the policies for transportation systems or pollution in cities.
In order to effectively design and adapt the transportation options to the citizens’
needs, we need to know how citizens move. This knowledge can be extracted from
personal navigation devices which should work seamlessly over multiple modes of
transportation, for instance walking, biking, travelling in a bus or in the subway. The
pedestrian localization device should be able to estimate the pedestrian’s position
with an accuracy lower than the width of the sidewalk.
One of the challenges of this niche is to guarantee the user’s privacy and security,
which are a sensitive topic nowadays [10], as well as an unsolved challenge. For
a successful realization of the use cases mentioned above, it will be necessary for
governmental bodies to appropriately regulate these applications in order to ensure
the privacy and safety standards.
All in all, we observe two common requirements of the different markets explored
above. Firstly, all markets require the users to wear or carry the devices that contain
the pedestrian localization system. Secondly, the devices for pedestrian localization
system should be unobtrusive and comfortable to wear. These requirements are
satisfied by wearable devices because not only they are carried or integrated in the
clothes but they also unobtrusive.
In this thesis, we pay special attention to wearable devices due to the expected
growth for their use [5]. We expect that a pedestrian will carry multiple wearable
devices in the future. In such a case, it will be possible to implement localization
systems that combine technologies and information from wearables worn on different
body parts.
The advantage of using wearables worn on different body parts is that the fusion
can be done with different approaches. For instance, we could combine the different
technologies embedded in one wearable. Another option would be to combine the
same technology from wearables worn on different body locations.
3https://ec.europa.eu/transport/themes/urban/urban_mobility_en
12
Due to its potential, the main focus of this work is the combination of wearable
devices for pedestrian localization. The next section introduces the objectives of
this work.
1.2 Objectives and Research Questions
The overall research objective of this thesis is pedestrian localization by means of
inertial sensor fusion. We aim to determine the benefits in distance accuracy, head-
ing accuracy and height accuracy of combining two IMUs in an inertial localization
system. The IMUs will be mounted on the pocket and the foot of the same leg,
respectively. The reason for choosing these body locations is that they have char-
acteristic features during walking [11, 12]. Moreover, the fact that we consider the
same leg will allow us to observe possible correlations between the measurements of
the foot IMU and the pocket IMU during the walk.
In particular, we do have the following objectives:
• Research goal 1: determine the strengths and weaknesses, as well as the open
challenges, of the inertial localization systems based on a foot-mounted IMU
and a pocket-mounted IMU. We refer to these inertial localization systems as
the foot INS and the pocket INS, respectively. An evaluation of the inertial
localization systems will be carried out to generate benchmark figures for the
next research goal.
• Research goal 2: investigate, develop and implement fusion methods with
a foot-mounted IMU and a pocket-mounted IMU. For simplicity we refer to
these sensors as the foot IMU and the pocket IMU, respectively. The proposed
fusion methods should address the challenges identified during research goal 1.
For each fusion method, the distance accuracy, heading accuracy and height
accuracy will be estimated and compared to the performance figures of the
foot INS and the pocket INS.
1.3 Thesis Contributions
An inertial localization system processes acceleration and turn rate vectors to iter-
atively estimate the pedestrian’s position. Throughout this work, we refer to the
pedestrian as the user of inertial localization systems. Finally, inertial localization
systems may also be referred to as INS.
The first contribution of our work is the proposal of a Test and Evaluation (T&E)
methodology to quantify the performance of an inertial localization system. In the
design process of our T&E methodology, we have reviewed the state of the art of
T&E methodologies of pedestrian localization systems. Our main finding is that
the community has not adopted a standardized T&E methodology. Thanks to our
T&E methodology, we have been able to assess the challenges of inertial localization
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systems. In order to address them, we have developed three inertial localization














Figure 1.1: Block diagram of the contributions of this thesis. The contributions are
indicated by the shadowed boxes.
The second contribution of this work is the development of an automatic calibration
method of step length models. The calibration method uses the output of the
foot INS to automatically estimate the user-dependent parameters of a step length
model. In this work, the automatic calibration method is exemplified with a step
length model developed for a pocket INS [13].
The third contribution is the development of a loose coupling system. The loose
coupling system processes the output of independent systems, in our case these
systems are the pocket INS and the foot INS. The output of these independent
systems are the respective estimations of the user’s position. The loose coupling
system combines the step length and the heading of the pocket INS and the foot INS
by weighting them. The associated weights reflect how accurate the step length and
the heading are. In order to estimate the vertical displacement, the loose coupling
system exploits the complementary 3D features of the pocket INS and the foot INS.
The output of the loose coupling system system is a single estimation of the user’s
position.
The fourth contribution is the integration of biomechanical constraints of the human
walk in inertial localization systems. We have analyzed the leg motion while walking
and characterized the expected leg motion. This characterization is integrated in
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a tight coupling system in two ways. Firstly, the tight coupling system imposes
soft constraints on the roll and pitch of both the pocket IMU and the foot IMU.
Secondly, the tight coupling system integrates a constraint on the difference between
the heading of the pocket INS and the heading of the foot INS.
1.4 Thesis Structure
This thesis is structured as follows:
• in Chapter 2, we review the state of the art of inertial localization systems
as well as the most relevant techniques to address the challenges of inertial
localization. This chapter is supported by Appendix A and Appendix B.
• in Chapter 3, we introduce the fundamental concepts that are the basis of
this thesis, namely the Unscented Kalman Filter (UKF), the two basic dead
reckoning algorithms and the mathematical tool to model robotic structures.
This chapter is supported by Appendix B, Appendix C and Appendix E.
• in Chapter 4, we describe the proposed T&E methodology to evaluate inertial
localization systems. We also present the evaluation results of the foot INS
and the pocket INS. We finalize the chapter with a summary of the identified
challenges as well as an overview of the fusion methods implemented in this
thesis.
• in Chapter 5, we develop the concept to automatically calibrate the step length
models of non-foot-mounted inertial localization systems with a foot INS.
• in Chapter 6, we describe the loose coupling system for the estimation of a
user’s position. This chapter is supported by Appendix D, Appendix F and
Appendix G.
• in Chapter 7, we present the biomechanical study of the human leg. In the
study, we analyze the attitude vectors of the pocket INS and the foot INS.
• in Chapter 8, we describe the tight coupling system, which is based on the
study of Chapter 7.
• in Chapter 9, we present the evaluation of all the proposed inertial localization
systems. We finalize with the discussion of the results and a comparison of all
the systems. This chapter is supported by Appendix G.
• in Chapter 10, we close our work by summarizing the main contributions and





State of the Art
A person who never made a mistake,
never tried anything new
—Albert Einstein
This chapter reviews the state of the art of pedestrian inertial localization systems.
As Figure 2.1 indicates, there are two main elements in an inertial localization sys-
tem: the sensing unit and the processing unit. The sensing unit may be comprised
by one or more IMUs. It generates the measurements that are processed in the











Figure 2.1: Elements of an inertial localization system.
The block diagram in Figure 2.1 is applicable to inertial localization systems for
pedestrians, robots and objects. Since this work focuses on pedestrian localization
systems, in further references, we will refer to the systems in Figure 2.1 as inertial lo-
calization systems instead of pedestrian inertial localization systems. Alternatively,
we use the term single-IMU localization system to refer to the systems based on
only an IMU.
In the following, we review the state of the art of inertial localization systems to
identify the opportunities for innovation. Firstly, we review single-IMU localization
systems and identify the two main challenges of these systems. Secondly, we review
the techniques that address these challenges.
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2.1 Single-IMU Localization
IMUs are based on Micro-Electro Mechanical Systems (MEMS) technology, which
makes them small, light-weight and low-cost [14]. These properties of MEMS-based
IMUs have favoured their use such that, nowadays, they can be found in all smart-
phones and the majority of wearable devices.
Pedestrian localization with IMUs implements the dead reckoning algorithm or
Pedestrian Dead Reckoning (PDR). The user’s position is computed iteratively,
such that the new position estimate is the sum of the previous estimate and the
increment in distance in each of the cartesian axes. There are two main types of
PDR algorithms: the strapdown algorithm and the step&heading algorithm.
As Figure 2.2 depicts, Inertial localization systems can be classified in two main
types depending on the body location of the IMU: foot-mounted and non-foot-
mounted inertial localization systems. The body location of the IMU conditions not
only the type of PDR algorithm to be used, but also the event of the gait cycle that
is observed through the IMU. Figure 2.2 points out both the PDR algorithm and






















Figure 2.2: Classification of inertial localization systems depending on the location
of the sensor. The PDR algorithm depends on the body location of the IMU.
There are two main events of the gait cycle that are exploited in nowadays PDR
algorithms: the stance phase and the step or stride. The stance phase refers to the
phase of the gait cycle when the foot is in contact with the ground. The stance phase
is observable by placing the IMU on either foot. The step or stride represents the
length walked by a user. A stride is defined by the distance between two consecutive
stance phases of the same leg. A step is defined by the distance between consecutive
stance phases of alternating legs, e.g. between the stance phase of the right foot
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and the stance of the left foot. For further details on the events of the gait cycle,
the reader is referred to Appendix A.
Single-IMU localization systems began by placing the sensor on the foot. In this
case, the PDR algorithm applied to estimate the user’s position is the strapdown, see
Figure 2.2. This approach integrates the turn rate vector to estimate the attitude
of the IMU [11]. Then, the attitude is used to project the acceleration vector onto
the localization frame. After correcting the gravity effect, the acceleration vector is
double-integrated to estimate the user’s position.
The challenge of position tracking with the strapdown algorithm is the error ac-
cumulation in the position estimation. The error accumulation occurs due to the
integration of the bias and bias stability that disturb the inertial measurements [11].
In fact, the position error grows cubic over time due to the integration of the bias
and bias stability. Such a degradation of the position error makes it infeasible to
implement the strapdown algorithm with IMUs.
Foxlin [15] presented the first low-cost inertial localization system based on a foot
IMU. He implemented a novel concept, known as Zero-Velocity UPdaTe (ZUPT).
The ZUPT corrects the velocity estimated by the inertial localization system during
the stance phase of the foot by setting the estimated velocity to zero. The main
advantage of the ZUPT is that the error growth in the position estimation is reduced
to linear instead of cubic. Nevertheless, the position error still accumulates over
time.
The key to an effective ZUPT is the correct detection of the stance phase. In [15],
Foxlin proposed the use of thresholds on the acceleration vector and turn rate vector
to detect the stance phase. Other approaches have arisen over time, e.g. detectors
based on the energy of the turn rate vector or the variance of the acceleration
vector [16]. Ruppelt et al. proposed a stance phase detection method based on a
finite-state machine [17].
Figure 2.2 indicates that there are inertial localization systems based on non-foot-
mounted IMUs. The goal of these systems is to profit from widespread devices with
integrated IMUs, e.g. smartphones, smart watches or smart glasses. Inertial systems
based on non-foot-mounted IMUs follow the step&heading algorithm. That is, the
user’s position is estimated by computing the user’s step length and heading. These
two variables are used to estimate the displacement in each cartesian axis, which
are then added to the previously estimated position.
The step&heading algorithm requires a step length model, which is a function that
relates observable parameters, e.g. the time-difference between the maxima of the
acceleration norm [18], with the step length. The observable parameters are weighted
by scaling factors which have to be adapted to each user for an optimal performance
of the step length model.
The step&heading algorithm suffers from two types of cumulative errors. The first
one is the error accumulation due to the estimation of the user’s step length through
a model. The second one is the error accumulation due to the heading drift.
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In contrast to the strapdown approach, the step&heading algorithm is limited to
2D localization. There are, nevertheless, certain body locations that allow for 3D
position estimation. Munoz presents in [19] a pocket INS with 3D position estima-
tion. The author is able to identify stairs by analyzing the pitch of the leg. In such
a case, a model to estimate vertical displacement is developed in order to track the
user’s 3D position using only a pocket IMU.
Smartphones can be carried in the front pocket of the trousers. In this case, an
inertial localization system as the one in [12] can track the user’s position with the
step&heading algorithm. The authors present a novel approach to estimate the
step length using the opening angle of the leg. The heading is estimated through
the attitude tracking algorithm implemented in an UKF. Dent et al. [20] focus on
the estimation of the heading with a pocket IMU, where the principal component
analysis is used to extract the user’s heading.
Smartphones can also be held in the hand. In this case, the step&heading algorithm
assumes a specific carrying mode. The carrying mode defines how the user is holding
the smartphone, e.g. holding the phone while the hand is swinging or holding the
phone while staring at it. The disadvantage of assuming a carrying mode is that
the assumption may not hold because the motion of the hand is decoupled from
the motion of the body. For instance, a user can be walking and moving his hand
randomly instead of swinging it. Therefore, hand-held inertial localization is more
challenging than, for instance, inertial localization system based on a pocket IMU
or a foot IMU.
To address the previous challenge, it is necessary to account for the carrying mode of
the smartphone while the user is walking. Some approaches have been proposed by
Renaudin et al. [21] and Deng et al. [22] to detect the carrying mode of a smartphone.
Then, the step&heading algorithm is adapted depending on the detected carrying
mode.
Elhoushi et al. stress that recognising the motion mode is important to improve
the accuracy of the position estimation with smartphones, smart watches and smart
glasses [23]. The motion mode refers to the user’s activity, which could be walking,
standing, sitting, running, etc. They show that it is possible to enhance the position
accuracy by recognising the user’s activity. The system developed in [24] not only
considers different motion modes but also different carrying modes.
Inertial localization with smart watches and smart glasses face similar challenges as
hand-held localization. That is, the devices are attached to body parts, wrist and
head respectively, whose motion might be different from that of the body during
walking. For instance, a user might be walking and scratching his head or walking
straight while looking to the right. These behaviours are normal during natural
walking but they difficult the tracking of a user’s position with wrist-mounted or
glass-mounted sensors.
In [25], Diez et al. direct their efforts to improve the heading estimation of a wrist-
mounted IMU. They modify the method known as improved heuristics drift elimi-
nation so that it can be implemented with step&heading algorithms. The authors
20
of [26] develop an inertial localization system based on smart glasses. The pro-
posed system detects and filters out the head motions that might interfere with the
estimation of the user’s position.
In general, inertial localization systems have two main challenges. The first challenge
regards non-foot-mounted inertial localization systems and their need to calibrate
the step length model. The second challenge is the error accumulation in the position
estimation. This challenge is common for both foot-mounted and non-foot-mounted
inertial localization system. The following sections review these two challenges.
2.2 Calibration of Non-Foot-Mounted Systems
Pedestrian inertial localization with non-foot-mounted IMUs relies on a step length
model. The parameters of the latter need to be adapted to the user for an optimal
performance of the step length model. The adaptation of the parameters is defined,
in this work, as calibration.
There are two main techniques to perform the calibration: training the model pa-
rameters or manual calibration. In the former, the parameters are estimated by
training them over a number of users [27]. The challenge of this alternative is to
collect a data set varied enough in terms of number of users, age range, height va-
riety, weight variety, etc. The main disadvantage of this calibration method is that
the trained parameters are not optimal to the user, which leads to position errors.
In a manual calibration, the parameters of the step length model are adapted to
each user [19]. A manual calibration requires the user to walk a predefined straight
distance. By counting steps, an average step length can be estimated. Based on the
latter, the parameters of the step length model can be adapted to match the average
step length. The disadvantage of this alternative is that the manual calibration is
prone to errors if the user is not familiar with the calibration method.
Manual calibration can also be implemented with maps [28]. In this case, the true
distances walked by the user can be estimated through the map, and thus, the step
length model can be calibrated without the need of manually measuring distances.
The disadvantage of this alternative is that a map is not always available for a user
to use.
The aforementioned calibration methods are possible solutions to the calibration
challenge. They have, nevertheless, disadvantages that can be summarized in three
points. Firstly, they may not be optimal to the user. Secondly, they may be prone to
errors because they require human intervention. Finally, they may require external
information, e.g. maps, which may not be available.
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2.3 Drift Compensation Techniques
The attitude of an IMU can be represented in different ways, see Appendix B. One
of them is the Euler angles, a triad composed of the roll, the pitch and the heading.
These angles represents the successive rotations around each sensor axis to align the
sensor frame with the navigation frame.
The errors in the attitude vector, also known as drift, are the main error source
in inertial localization. The drift is the error accumulated in the attitude vector
which is caused by the integration of the bias and the bias stability of the turn rate
measurements [29].
In tri-axis IMUs, the gravity allows for the observation of two angles, roll and pitch,
out of the three that represent the sensor attitude [30]. The gravity information can
be integrated within the attitude tracking algorithm to correct the roll and pitch
estimations [19]. However, this correction is not extensive to the heading, which
remains unobserved [30].
The impossibility to observe the heading makes the position error due to the heading
drift the most challenging aspect of inertial localization. In the following, we review
the approaches implemented in the state of the art to address this challenge. These
approaches follow one of two techniques: sensor fusion techniques and algorithm-
based techniques. Each one of them has advantages and disadvantages that will also
be pointed out below.
2.3.1 Drift Compensation Based on Sensor Fusion
Heading drift-reduction by sensor fusion combines the measurements of an IMU with
measurements from other sensors. The latter could be from a different technology,
for instance GNSS or WiFi, or the same technology, i.e. IMUs. In the following,
approaches that combine IMUs with a different technology are explored in the first
place. Then, approaches based on the combination of multiple IMUs are presented.
Fusion of Inertial Technology With Other Technologies
The goal of the fusion is to combine sensors whose strengths and weaknesses are
complementary. In the case of inertial localization, the main weakness is the drift
in the heading.
A possible sensor fusion is the combination of inertial measurements and GNSS mea-
surements, which can be a loosely coupled fusion or a tightly coupled fusion [31].
Loosely coupled fusion refers to the fusion of GNSS position estimates with iner-
tial position estimates. This approach is inherited from fields like vehicle local-
ization, and it has been successfully implemented in previous inertial localization
systems [28]. In this case, the inertial trajectory is corrected with the absolute po-
sition estimated through GNSS, which reduces the effect of the heading drift in the
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estimated trajectory. The tight fusion is the combination of raw inertial measure-
ments, i.e. acceleration and turn rate, with raw GNSS data [32,33].
In indoor environments, it is possible to combine inertial localization with WiFi
measurements. For instance, Chen et al. [34] use an IMU to track the user’s position.
The performance of the inertial localization system is improved by incorporating
WiFi measurements. These measurements allow for the estimation of the user’s
initial position and walking direction.
The disadvantage of radio-frequency signals is that they are not able to estimate
a position solution if there are not, at least, three access points available. In [35],
the authors propose a tight coupling of inertial measurements with WiFi ranges.
With this proposal, WiFi ranges support inertial localization even when not enough
access points are visible to the user. Moreover, WiFi-based positioning suffers from
interference between different access points [34]. Also, the variability of the signal
levels makes it challenging to use WiFi signals for positioning [34].
There are further ranging-based localization techniques suitable to be combined
with inertial localization. For instance, Ultra-Wide Band (UWB)-based ranging
[36, 37]. However, the installation cost of the UWB nodes hinders the use of this
technology [38]. In [39], Zampella et al. compare the performance of an inertial lo-
calization system when it is aided by UWB, Radio Frequency IDentification (RFID)
and both of the latter. As expected, the system where all technologies are combined
is the most accurate.
Pham et al. combine inertial measurements with LIDAR [40], which is a ranging-
based system that uses laser to measure the distance to surrounding objects. In [40],
the LIDAR is used to detect walls that are used to correct the heading estimates of
an inertial localization system.
The magnetic field can also be used to improve the attitude estimation of an iner-
tial localization system. For instance, the authors in [29] analyze the effectiveness
of using magnetometers to estimate the biases of the gyroscopes. A disadvantage
of magnetometers is that they are sensitive to magnetic disturbances, which are
common in indoor environments. Ilyas et al. develop a detector of magnetic distur-
bances [41] in order to use only the undisturbed magnetic field measurements.
An interesting fusion of IMUs and magnets is carried out in [42]. The authors place
a magnet in one foot and an inertial localization system on the other foot of the user.
The goal of this set up is to improve the stance phase detection, which improves the
overall system performance.
Fusion of Inertial Technology with Inertial Technology
Sensor fusion is generally understood as the combination of different technologies.
Nevertheless, the fusion can also take place with sensors of the same technology. In
this thesis, the systems that combine multiple IMUs are referred to as multi-IMU
localization systems.
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To this day, the fusion of IMUs to improve the performance of inertial localization
systems has been implemented in one of two ways. The first multi-IMU approach is
to combine the raw measurements of multiple IMUs in a single raw measurement.
For instance, Skog et al. [43] propose a 16-element array made up of low-cost ac-
celerometers. The authors prove that it is possible to reduce the overall noise figures
by averaging the acceleration vector of low-cost sensors. Bancroft and Lachapelle
propose different algorithms to combine up to five IMUs [44]. Each algorithm is a
different way of combining the individual raw data. The authors study the benefits
and shortcomings of the combination of IMUs by each algorithm.
The second multi-IMU approach combines IMUs by placing them on different parts
of the body. The goal is to constraint the position estimation on the basis of the
limitations of the human motion. An example is the system proposed in [45], where
two IMUs are mounted on each foot respectively. The authors estimate two different
position estimations of the user. Then, a constraint on the maximum separation
between the aforementioned positions is applied to limit the accumulation in the
position error of inertial localization systems.
The approach of integrating inertial navigation and biomechanics in an inertial lo-
calization system has also been studied. In [46], the authors propose the use of seven
IMUs distributed around the legs to estimate the displacement. Then, the authors
use a leg model to estimate the user’s displacement. Their leg model requires the
attitude of the leg limbs as input, and in order to correct the attitude errors, hard
constraints are imposed on certain angles of the leg. For instance, the abduction
and adduction of the knee is set to zero, i.e. the roll of the knee is forced to be
null. The abduction is the motion of a limb away from body centre, whereas the
adduction is the motion of the limb towards the body centre [47]. The disadvantage
of this approach is that hard constraints may cause system malfunctions in some
cases.
2.3.2 Drift Compensation Based on Algorithms
In the previous section, the drift of inertial localization systems was addressed by
combining IMUs with other sensors of the same or different technology. There are
alternatives to address the heading drift that do not require additional sensors.
These alternatives are based on algorithms that exploit a specific characteristic of
the environment or the human walk. Algorithm-based techniques can be classified
into three main types: Simultaneous Localization And Mapping (SLAM), landmark
detection and map integration. In the following, examples of these three drift-
reduction techniques are given.
The first algorithm-based technique is inherited from the field of robotics [48]. This
technique is commonly known as SLAM. The goal of SLAM is to localize a robot,
or a user in our case, and simultaneously generate a map of the trajectory walked.
The SLAM algorithm is commonly implement through particle filters [49].
In [50], the authors use the SLAM algorithm to reduce the position error of a foot
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INS. The algorithm here proposed, named as FootSLAM, profits from the fact that
a user revisits areas in a building, which is known as loop closure. The more the user
revisits an area the more accurate the localization, and in turn, the more accurate
the estimated map.
An advantage of SLAM-based algorithms is that they are a means to integrate
measurements from different sources. The reason is that they are based on parti-
cle filters, which can integrate different information sources. For instance, inertial
measurements and radio measurements [51] or inertial measurements with WiFi
measurements [52]. The disadvantage of this algorithm is the need for loop closure,
which might not always happen.
The second algorithm-based technique to reduce the heading drift is the use of
landmarks. The latter are specific elements in the environment that can be detected
and uniquely identified. If a landmark is detected, and the user revisits it, then it
is possible to estimate the drift in the heading. That is the proposal of Munoz et
al. [53], where the proposed landmarks are corners and stairs.
Further landmarks are investigated in [34], namely elevators, escalators, and doors
in addition to corners and stairs. The authors use landmarks to correct the position
estimation of the inertial localization system. In this work, it is necessary to map
the location of these landmarks.
Prieto et al. [54] extend the concept of landmark to other elements like the body
location of the sensor. In fact, the authors do not use the noun landmark. Instead,
they use the term context to refer to either the motion mode of the user, the body
location of the sensor or an element of the surrounding, e.g. ramps or elevators. The
localization algorithm is then based on a hidden Markov model which incorporates
contextual knowledge.
The disadvantage of landmark-based drift compensation is that its effectiveness de-
pends on the accuracy with which the landmarks are detected and mapped. More-
over, the user needs to revisit the landmarks in order to compensate the drift.
The third algorithm-based technique is to incorporate maps within the inertial local-
ization. If a map is available, it can be used to impose constraints in the trajectory
estimated by the inertial localization system. A common approach when using maps
is to implement the localization with a particle filter [55,56].
When the location in question is outdoors, tools like Open Street Map (OSM)1 are
available for use. Indoor scenarios are, however, more challenging regarding the
availability of maps. These maps may be nonexistent or unavailable for public use,
which is one of the disadvantages of this technique.
1www.openstreetmap.org
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2.4 Summary of Unsolved Challenges of Inertial
Pedestrian Localization
All in all, pedestrian localization based on IMUs has still unsolved challenges. The
most important ones can be summarized in the following:
• the calibration of step length models for non-foot-mounted localization systems
and,
• the drift in the heading.
These open challenges have been addressed, in the past, by following different ap-
proaches. In this work, we will combine two IMUs to propose an alternative solution




I have not failed, I have just found
10,000 things that won’t work
—Thomas Edison
The basic concepts and algorithms on which this thesis is built up on are presented in
this chapter. We begin with a description of the method to estimate the attitude of
an IMU. Following, the two alternatives for dead reckoning with IMUs are described.
Finally, we introduce a well-known mathematical tool that will come in use at the
end of this thesis.
3.1 Attitude Vector
Let us consider the IMU represented in Figure 3.1. This IMU has an associated
coordinate frame, which will be named as the body frame1. The latter is defined by
the axes {xb, yb, zb} in Figure 3.1. The sensor, and therefore its associated frame,
is moving in a world whose coordinate frame is fixed. The coordinate frame of the
world is named the localization frame and it is defined by the set {xn, yn, zn}, see
Figure 3.1.
The attitude of a rotating body, see Figure 3.1, describes the relationship between
the body frame with respect to another frame of reference, e.g. the localization
frame. The attitude may be represented in three different ways [57], namely the
Euler angles, the Direction Cosine Matrix (DCM) and the quaternions. In this
thesis, we use the Euler angles and the DCM. The Euler angles define the three
successive rotations that have to be applied around each rotation axis to align the
body frame with the localization frame. We adopt the following convention regarding
the Euler angles:
• the roll (φ) defines the rotation around the x-axis,
• the pitch (θ) defines the rotation around the y-axis and,











Figure 3.1: Representation of the relevant coordinate frames in inertial localization:
the localization frame (n) and the body frame (b).
• the yaw (ψ) defines the rotation around the z-axis. In this work, we will use
indistinctively the terms yaw and heading.
The direction cosine matrix, or DCM, is a 3×3 matrix that rotates a vector from one
coordinate frame to another one. Given a vector whose coordinates are represented
in the body frame, vb, its coordinates in the localization frame, vn, can be estimated
as:
vn = Cnb · vb, (3.1)
where Cnb represents the direction cosine matrix that rotates a vector from the
body frame (b) to the localization frame (n).
The Euler angles and the DCM contain the same information, i.e. the attitude of
the body frame with respect to the localization frame. For further details about
the relationship between the Euler angles and the DCM, the reader is referred to
Appendix B.
The following sections detail the algorithm to successively track the attitude of a
body with respect to a frame of reference.
3.1.1 Attitude Vector Propagation
The attitude of the IMU depicted in Figure 3.1 can be tracked iteratively through










where ωk is the 3D-turn rate measurement, at the k-th time instant, generated by
the IMU. The component ωki , with i = {x, y, z}, defines the turn rate around the
i-axis.
The iterative tracking of the sensor attitude follows the equation:
Cnb
k+δk = Cnb
k · (I3 + a1 ·B + a2 ·B2), (3.3)
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where Cnb
k is the DCM at the k-th time whereas Cnb
k+δk is the DCM δk seconds
later. In general, δk denotes the sampling time of the IMU. The term I3 denotes
the third-order identity matrix.
The skew matrix B follows the equation:
B = δk ·
 0 −ωkz ωkyωkz 0 −ωkx
−ωky ωkx 0
 . (3.4)









where σ = δk · |ωk| and | · | denotes the norm of the argument.
The iterative equation (3.3) requires an initial attitude matrix (Cnb
0). In inertial
localization, the process of estimating the initial matrix (Cnb
0) is done within an
initial alignment. The latter can be carried out in different ways. An alternative
is by forcing the IMU to have a specific orientation. For instance, by forcing the
horizontal plane of the sensor to be parallel to the horizontal plane of the localization
frame, see Figure 3.1.
In practice, the accelerometers in the IMUs can be used to determine the initial
attitude of the sensor. To that end, let αk be the acceleration vector measured by










where αki denotes the acceleration measured along the i−axis, with i = {x, y, z}.
If the IMU only experiences the gravity force (αg), the latter can be used to estimate













where αg = [αgx, αgy, αgz]
T . To estimate the gravity force (αg), the IMU should
measure only the gravity force. A common practice is to keep the IMU still during
the first few seconds, e.g. 5 s. During that time, the acceleration vector can be
averaged to estimate gravity force (αg) and, then, the associated initial roll (φ
0)
and initial pitch (θ0) can be estimated.
The aforementioned method to estimate the attitude allows to estimate only the
initial roll (φ0) and pitch (θ0). The initial yaw (ψ0) remains unobserved [30]. This is
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a limitation of inertial localization that appears when equation (3.8) and equation
(3.9) are inferred. For further details regarding this limitation, the reader is referred
to [30]. A common practice is to initialize the heading of inertial localization systems
to zero:
ψ0 = 0. (3.10)
Equation (3.2)-equation (3.10) present the theoretical approach to track the sensor
attitude. For a practical implementation, these equations need to be integrated in
a probabilistic filter which is described in the following section.
3.1.2 Implementation Through UKF
The attitude tracking algorithm presented in the previous section cannot be directly
implemented with measurements from medium- or low-cost IMUs. The reason is
that the errors of the inertial measurements, namely the bias and bias stability,
accumulate due to the integration of equation (3.3). Therefore, it is unfeasible to
implement equation (3.2)-equation (3.10) standalone.
The use of Kalman filters is an alternative to reduce the effect of the inertial errors
in the attitude estimation. A Kalman filter is a version of Bayesian estimators that
estimate a set of states. The evolution of these states over time is modelled by
the process model. Kalman filters allow to incorporate external measurements that
relate to the states through the measurement model.
Regarding attitude tracking, there are two possible implementations of the Kalman
filter, namely the Extended Kalman Filter (EKF) and the unscented Kalman filter
(UKF). These two implementations of Kalman filter come in use when the functions
of the process model or the measurement model are not linear [58]. The EKF
is based on a linearization of the process model and measurement model. The
disadvantage of this implementation is that it does not adapt to highly non-linear
systems, e.g. a system whose process model includes sine functions, cosine functions
and multiplications of the latter. In such cases, the UKF is a better fit than the
EKF. Moreover, the UKF does not require any linearization, which simplifies the
implementation of the filter.
Provided that the attitude tracking algorithm is highly non-linear, we implement
this algorithm through an UKF [59]. The UKF is a probabilistic filter that estimates
the states by averaging a set of sigma points [58]. The latter are sample points of the
states distributed around the true mean and covariance of the states. The reader is
referred to Appendix C for the detailed implementation of the UKF equations.
In this thesis, the states vector (x) of the attitude tracking filter contains the Euler







where Ψ = [φ, θ, ψ]T , whereas bg = [bgx, bgy, bgz]
T .
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The UKF follows the sequence of a Kalman filter. The block diagram for an attitude
tracking UKF is given in Figure 3.2. The states vector is estimated in two steps:















Figure 3.2: Block diagram of the UKF that iteratively tracks the attitude of an
IMU.
Prediction
The states of the UKF can be initialized with equation (3.8) and equation (3.9)







where 0T3×1 is a zero-element vector with dimension 3× 1.
During the prediction, the attitude (Ψ) is propagated according to equation (3.3)-
equation (3.6). Since the gyroscope bias is a low frequency error, its value changes
slowly over time [60]. Therefore, it is reasonable to assume that its value remains
constant from one time k − 1 to the next time k. Therefore, the process model of





In the case of the attitude tracking, the measurements are the roll and pitch observed
through the gravity [59]. These angles are observed when the IMU is undergoing no
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external acceleration, and thus, the only force acting upon the sensor is the gravity
force (αg).
Under the previous condition, the roll and pitch of the IMU can be estimated by
equation (3.8) and equation (3.9). Let us denote these angles by φz and θz re-









The previous measurement vector is used during the measurement update. It takes
place when the IMU is undergoing only the gravity acceleration. These times can
be detected by checking the following inequality:
abs (|αg| − g) ≤ δg, (3.15)
where | · | denotes the norm of the argument and abs (·) denotes the absolute value
of the argument. g is the value of the gravity force, which equals 9.832 m/s2, and δg
is a threshold that should be set to a small value, e.g. δg = 0.8 m/s2. We have chosen
this value heuristically based on our experience.
3.2 Pedestrian Dead Reckoning
In dead reckoning, the position is iteratively estimated as a function of a previous
estimated position and an increment in distance. A description of PDR algorithms
with IMUs can be found in [59]. In the following, the two main approaches used in
this thesis will be described.
3.2.1 Strapdown Algorithm
The strapdown algorithm is depicted in Figure 3.3. The first step is to estimate the
attitude of the IMU in order to project the acceleration vector onto the localization
frame. Then, the effect of gravity is subtracted from the projected acceleration
vector. Finally, the acceleration vector is integrated once to estimate the velocity
and, a second time to estimate the user’s position.
The Unscented Kalman Filter
The strapdown algorithm is, like the attitude estimation, implemented in a Kalman
filter. The objective is to incorporate measurements that reduce the error accumu-
lation in the position estimation, which is the result of integrating the noise in both
the acceleration vector and turn rate vector [11].
In this work, the states vector (x) of the UKF that implements the strapdown
algorithm is the following:
x =
[
















Figure 3.3: Block diagram of the strapdown algorithm, adapted from [59]. The
initial velocity and position are used only in the first iteration. The initialization of
the attitude is not included in this diagram.
where p and υ are column vectors with the 3D-position and 3D-velocity of the user.
Ψ is a column vector with the Euler angles that represent the attitude of the sensor.
Finally, bg is a column vector with the bias estimation of the gyroscopes.
In the following, the UKF that implements the strapdown algorithm based only on














Figure 3.4: Block diagram of the UKF that iteratively tracks the position, velocity
and attitude of an IMU.
Prediction
The first step of the UKF that implements the strapdown algorithm is the initial-
ization of the states, see Figure 3.4. Whereas the attitude and gyroscope bias are











where 0T3×1 is a zero-element vector with dimension 3× 1.
The states prediction begins with the estimation of the sensor attitude (Ψk) and gy-
roscope bias (bg
k) at the k-th time. These estimations are described in Section 3.1.1.
When the sensor attitude is known, it is possible to project the acceleration vector




k is the attitude matrix, i.e. DCM, estimated through the Euler angles Ψk.
The velocity can be estimated recursively through:





where δk is the sampling time, and g is the gravity vector, such that g = [0, 0, 9, 832]Tm/s2.
Similarly, the position is recursively estimated as:
pk = pk−1 + δk · υk. (3.20)
For a detailed description on the equations of the UKF, the reader is referred to
Appendix C.
Measurement update
In the prediction stage, the position error grows cubic over time. The trend of
the position error can be reduced to linear thanks to the ZUPT update [15]. It is
implemented upon detection of the stance phase, in which case, the velocity of the
foot is zero:
υz = [0, 0, 0]
T . (3.21)
The latter is commonly referred to as pseudo-measurement, which means that it
is not directly measurable but that it is inferred. In this case, the inference of
the pseudo-measurement value is possible by knowing that the foot does not move
during the stance phase.
In short, the ZUPT is not more than a re-calibration of the velocity states when the
stance phase is detected. Through the application of the ZUPT in the measurement
update, the UKF Kalman filter corrects, not only the velocity estimation but also
the position estimation.
It is worth highlighting that, since the stance phase is only detectable with the
foot IMU, the ZUPT is applicable only when the IMU is mounted on the foot. It
would be possible to implement further updates in the filter that implements the
strapdown algorithm. For instance, the gravity update described in Section 3.1.1.
This update is necessary if a correction of the attitude estimation is desired. In fact,
the zero-velocity calibration has a minimal effect in the attitude estimation.
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3.2.2 Step & Heading Algorithm
The implementation of the step&heading algorithm depends on the body location of
the IMU. The block diagram for an IMU mounted on the front pocket of the trousers
is given in Figure 3.5. In the following, we will refer to the location as pocket.






















where pki , with i = {x, y, z}, is the i-th component of the 3D position vector p at















Figure 3.5: Block diagram of the step&heading algorithm for a sensor mounted on
the pocket.
The implementation of equation (3.22) and equation (3.23) can be divided into two
parts. The first one is the estimation of the direction of the walk (ψk). The second
one is the estimation of the user’s step length (sk). In addition, the estimation of
the step length requires a prior detection of the step events, as Figure 3.5 indicates.
Regarding the estimation of the direction of the walk (ψk), the reader is referred to
Section 3.1.1 for details on the implementation of the attitude tracking. Regarding
the step detection and step length estimation for a pocket INS, the methods are
described in the following sections.
Step and Stairs Detection Algorithm
The detection of steps with a pocket IMU is implemented through the block dia-
gram of Figure 3.6. This algorithm was first presented by Munoz et al. [13]. The
detector analyzes two aspects of the leg pitch: the occurrence of a maximum and
the amplitude of the signal. Firstly, the leg pitch must reach a local maximum.
Secondly, the amplitude of the leg pitch must be larger than a pre-defined threshold

























Figure 3.6: (Left) Step detector based on the pitch angle of the leg. δp is the
minimum amplitude of the pitch of the pocket IMU that triggers the detection of a
step. (Right) Pitch of the pocket IMU during four steps. The dot marks indicate
the time when a step is detected.
Figure 3.6 shows an example of the leg pitch during four steps. In this example, the
user was walking on a horizontal surface. Each circle mark in the figure indicates
the time at which a step was detected.
If a step is detected, the algorithm may detect a stair up or stair down by analyzing
again both the amplitude and the maximum of the pitch of the pocket IMU [19]. As
Figure 3.7 shows, the pitch of the pocket IMU is different when the user is walking
horizontally than walking the stairs. In order to distinguish walking up stairs from
walking downstairs, the thresholds in Figure 3.6 need to be adjusted.










Figure 3.7: Pitch of the pocket IMU while walking horizontally (upper green line)
and stairs walking (upper magenta line). (Left) Walking up stairs, (right) walking
downstairs.
If a step is detected, then the step&heading algorithm proceeds to the estimation
of the step length.
36
Step Length Estimation
Similarly to the step detection algorithm, the step length model based on the leg
pitch was first presented by Munoz et al. [13]. The model states that the step
length (s) and the amplitude of the leg pitch (∆θ) are related by a first-order linear
regression, such that:
s = a ·∆θ + b, (3.25)
where the slope a is a generic parameter which is estimated in a training phase [13].
The offset b is a user-specific parameter that has to be estimated during a calibration
phase.











Figure 3.8: Relationship between the amplitude of the pitch of the pocket IMU
and the step length for three different users. The point cloud amplitude-step length
depends on the walking speed of the user.
Figure 3.8 exemplifies the relationship of equation (3.25) for three different users.
The walking speed conditions the value of the pitch amplitude of the pocket IMU
and the step length. In fact, the higher the walking speed, the higher these values
are. From Figure 3.8, it can be seen that different users have approximately the
same slope a. In contrast, the offset b differs significantly among users. The study
in [13] states that the reason of the different offsets could not be related to a specific
feature, e.g. the user’s height. Instead, the value of the offset is associated to the
user’s walking style.
In the case that a stair is detected, the pocket INS estimates the vertical displace-
ment in a deterministic way. More specifically, the vertical displacement is set to
twice the standard height of the stairs [61], namely 19 cm. In addition, the hori-




Robotic structures like the one presented in Figure 3.9 are widely used to model
the motion of robots, machines, etc. In this context, it is of interest to characterize
the robotic structure, i.e. to know the absolute position of the end actuators. For
that purpose, different mathematical tools that can represent a robotic structure are
needed. Furthermore, it is also of interest to model the kinematics of such structures
in an efficient and comprehensive way.
In this work, such tools will be used to create a model of the leg, which will be
introduced in Chapter 7. The following terms and convention are used to refer to
parts of the robotic structure:
• a joint is either the end a robotic structure or the element that connects two
links, see Figure 3.9.
• a link is the connection between two consecutive joints, see Figure 3.9,
• a rotation axis is the axis around which a joint can rotate, see zi in Figure 3.9,
• the base frame, which is of free choice, is the reference frame where the position
of the joints is represented, see Figure 3.9,









Figure 3.9: Representation of a robotic structure that consists of three joints and
two links. The axis zi indicates the axis around which a joint rotates.
The sections below present a mathematical tool to efficiently represent robotic struc-
tures. This tool can also be used to estimate the new set up of the structure when,
for instance, it has experienced a rotation around one or more axes.
3.3.1 Denavit-Hartenberg Parameters
Let us consider a structure similar to the one in Figure 3.9. In order to know
the structure set up, i.e. the position of the structure joints in the base frame, a
mathematical tool known as the Denavit-Hartenberg parameters is used [62].
The Denavit-Hartenberg parameters are a set of four parameters that describe the
position of one joint with respect to the previous one. These parameters are listed
below:
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• d is the link offset distance,
• θ is the link rotation angle,
• a is the link length,
• α is the link twist angle.
The Denavit-Hartenberg parameters must be estimated for each joint in the struc-
ture. The list of Denavit-Hartenberg parameters associated to Figure 3.9 is given
in Table 3.1. For this case, the parameters are estimated considering that the base
frame is located at the centre of the first joint, namely z1. A detailed explanation
of how to derive the Denavit-Hartenberg parameters is given in Appendix E.
Table 3.1: Table with the associated Denavit-Hartenberg parameters of Figure 3.9.
The parameters are estimated considering that the base frame is at the center of
joint z1.
Axis d θ a α
z1 0 0 0 0




Let us continue with the robotic structure represented in Figure 3.9. When this
structure is subject to a specific motion, namely a rotation around one or more of
its rotation axes, the joint positions might change. In order to estimate the new
positions of the joint, the homogenous matrix is used.







0 0 0 1
 . (3.26)
The aforementioned matrix contains the two main pieces of information:
• the relative orientation between two frames (C3×3). It is important to high-
light that the sub-matrix C3×3 is equivalent to the rotation matrix introduced
in Section 3.1,
• the relative translation between two frames (T3×1). The latter is a column
vector with length 3.
Let us write the homogenous matrix from frame i to frame i− 1 as H i−1i . Given a
vector vi whose coordinates are given in frame i, the coordinates of this vector in
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where vi−1 and vi are three-dimensional column vectors.
The homogenous matrix can be written in terms of the Denavit-Hartenberg param-
eters. In this case, the goal is to estimate the coordinates of the joints in the base
frame, see Figure 3.9, which has the index i = 0. To that end, the homogeneous
matrix between two consecutive rotation axes, e.g. from zi to zi−1, can be estimated
in terms of the Denavit-Hartenberg parameters as follows:
H i−1i =

cos(θi) − sin(θi) · cosαi sin(θi) · sinαi ai · cos(θi)
sin(θi) cos(θi) · cosαi − cos(θi) · sinαi ai · sin(θi)
0 sinαi cosαi di
0 0 0 1
 . (3.28)
The successive multiplication of homogeneous matrices leads to a single matrix, e.g.
H03, that estimates a vector coordinates in the frame 0 given its coordinates in
frame 3. For instance, let us consider again Figure 3.9. Given the set of Denavit-




1 ·H12 ·H23. (3.29)
Then, the generalization of equation (3.29) as:
H0n = H
0
1 ·H12 · ... ·Hn−1n , (3.30)
leads to the homogenous matrix that transforms a vector from frame n to the base
frame 0.
The advantage of the previous equation is that it escalates easily with the number
of rotation axis of the robotic structure. That is, even if the robotic structure is
complex, characterizing the relative position of consecutive axes follows the simple
rules provided in Appendix E.
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Chapter 4
T&E Methodology of Inertial
Localization Systems
One never notices what has been done,
one can only see what remains to be done
– Marie Curie
One of the objectives of this thesis is to characterize the performance of the foot INS
and the pocket INS. We need to understand the strengths and weaknesses of these
systems and their associated body locations in order to implement a multi-IMU
localization system. To characterize the performance of the systems, it is necessary
to quantitatively evaluate them.
The challenge in pedestrian localization is the lack of a standardized T&E methodol-
ogy that allows for such evaluation. In the following, we comment on the state of the
art of the T&E methodologies implemented nowadays in localization competitions.
Then, we propose a T&E methodology with which we evaluate the performance of
the foot INS and the pocket INS.
The outcome of the performance evaluation is the strengths and weaknesses of each
of the systems. We also identify the challenges of inertial localization systems.
This identification leads us to propose a series of implementations to address these
challenges, which is the second goal of this thesis.
4.1 Challenges of Test & Evaluation
The ISO/IEC 18305 standard is the first formal attempt to standardize the T&E
of localization systems [63]. This work, which was published by the International
Organization for Standardization (ISO) in 2016, has been barely adopted by the
localization community. To the best of our knowledge, only the PerfLoc localization
competition has followed the guidelines of the standard [64,65]. In fact, the standard
has motivated critics where some of its shortcomings are identified [66, 67]. For
instance, the standard fails to provide T&E methodologies for the evaluation of the
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components of a localization system. In addition, the standard does not recommend
a minimum size of the experiments nor takes into account the characteristics of the
users, e.g. height or age, in the definition of a scenario.
We have carried out an in-depth study of T&E methodologies in localization sys-
tems [66]. The ISO/IEC standard has been taken as a reference to assess the
T&E methodologies implemented in indoor localization competitions and individual
works. This analysis allows us to identify the strengths and weaknesses of not only
the surveyed competitions and individual works but also the standard.
Indoor localization competitions are relevant events for the T&E of pedestrian lo-
calization systems [64, 65, 68–71]. In fact, we have identified common elements in
the T&E methodologies of these events, e.g. the ground truth system or the met-
rics used [66]. Over the years, there have been also benchmarking initiatives which
aim at defining guidelines by which researchers and developers can design T&E
methodologies [72]. These initiatives are done by developers for developers, but
once again their spread and acceptance is almost nonexistent [66].
The T&E methodologies implemented by researches and developers of pedestrian
localization systems have different shortcomings [66]. Among them, there is the in-
appropriate design of the T&E methodology, e.g. researchers and developers to not
follow a structured process to design the ground truth system or the performance
metrics. This shortcoming may lead to meaningless performance figures. Moreover,
it is unfeasible to compare different systems, e.g. two wrist-mounted inertial local-
ization systems, that have been characterized by independent researchers because
they follow a different T&E methodology.
Another shortcoming is the inappropriate representation of the outcome of the evalu-
ation. The representation involves both tables with performance figures and graphs.
In this regard, the ISO standard may be helpful since it provides suggestions on how
to represent such information.
An interesting observation of our work is that public data sets are not commonly
used [66]. Generally, the pedestrian localization community does not make use of
such resources. The use of public data sets is a simple solution to assess and compare
different systems. We believe that it is a waste of resources not to make use of
information that has been made available to us. Of course, the data sets should
provide meaningful data and be comprehensive, e.g. a data set with associated
ground truth and documentation, to motivate the community to use them.
The conclusion of our study is that the evaluation of pedestrian localization systems
is still an open challenge. The community has not adopted yet a common T&E
methodology. Nonetheless, there are similarities in the T&E methodologies of dif-
ferent research works, e.g. the ground truth system or the performance metrics. We
have taken into account these common elements to propose our T&E methodology.
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4.2 Proposed T&E Methodology
The evaluation process carried out in this work is summarized in Figure 4.1. The
data base contains the sensor measurements and the associated ground truth. Both
of them are collected during a set of experiments. The measurement data is pro-
cessed with the inertial localization system, which generates a position estimation
among other parameters such as the attitude. Next, the performance metrics are




















Figure 4.1: Evaluation sequence followed to generate the performance figures. Meas.
stands for sensor measurements.
4.2.1 Ground Truth System
Our ground truth system was first presented in [73], where we used it to evaluate
and compare the foot INS and the pocket INS with a set of indoor walks. Then, the
assessment and comparison was extended to both the latter and a wrist-mounted
inertial localization system [74]. In this work, the inertial localization systems were
evaluated in an outdoor area larger than 14000 m2.
The ground truth system, similar to indoor localization competitions, is based on
ground truth points. The location of these points is measured in advance. Then, the
user visits these points in a predefined sequence. The inertial localization system is
evaluated by comparing its estimated position of a ground truth point to the true
position of the ground truth point.
The location of the ground truth points is measured with a laser distance measurer.
The latter gives, approximately, centimeter accuracy which is at least one order of
magnitude smaller than the expected accuracy of the inertial localization systems
under evaluation. This criterion is recommended by the ISO standard [63].
4.2.2 Performance Metrics
In the evaluation, we want to assess how the proposed changes affect the estimation
of the horizontal distance, the heading and the height. Therefore, it is necessary to
evaluate these three aspects independently.
The straightforward metric that can be implemented with ground truth points is
the 3D position error. The latter is a vector magnitude whose value is influenced
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by the three aspects we want to evaluate, i.e. horizontal distance, heading and
height. Should we use the 3D position error, we will not be able to assess the
system performance regarding the three aspects mentioned previously.
We resort to alternative metrics that quantify the system performance regarding
each aspect of interest. Two of these metrics are the distance error (ed) and the
heading error (eψ), which are defined as follows:
ed = |drij − dwij|, (4.1)
eψ = |ψrij − ψwij|, (4.2)
where drij and d
w
ij are the true horizontal distance and the estimated horizontal
distance between the i-th and the j-th ground truth points. Similarly, ψrij and ψ
w
ij
are the true angle and estimated angle between the i-th and the j-th ground truth
points. | · | denotes the absolute value of the argument. ed and eψ are representative
of the distance and heading error only if the trajectory between the i-th the j-th
point is straight. This consideration will be taken into account in the design of the
experiments.
The last metric is the height error (eh), which is defined as follows:
eh =
|hri − hwi |
∆hri
, (4.3)
where hri and h
w
i are the true height and the estimated height of the i-th ground
truth point. | · | denotes the absolute value of the argument. ∆hri is the total height




|hj − hj−1|, (4.4)
where hj is the height of the j-th ground truth point. Equation (4.3) represents a
height error normalized to the total change in height. For instance, a height error
(eh) equal to 0.1 m/m tells us that the inertial localization system makes an error of
40 cm in a height change of 4 m.
We estimate different statistics for each of the performance metrics. For instance, the
mean and standard deviation of each of the metrics. A common practice in indoor
localization competitions is to estimate the Cumulative Distribution Function (CDF)
of the position error and then compare the systems with the third quartile [75, 76].
In this work, we follow a similar approach with the proposed performance metrics.
4.2.3 Data Set
The data set was collected during a set of experiments. The latter took place at
the Institute of Communications and Navigation of the German Aerospace Centre
(DLR). The location of the experiments is a five-storey building, see Figure 4.2.
44













Figure 4.3: Approximate 2D trajectory (left) and height profile (right) followed
by the users. The dashed lines on the floor plan indicate the stairs. The height
difference between two consecutive floors is 3.5 m.
During the experiments, the users followed a predefined trajectory. They visited
each of the five floors following the approximate trajectory of Figure 4.3. Moreover,
they visited the floors in the sequence indicated by the height profile of Figure 4.3.
Regarding the ground truth points, the users visited three points in each floor, see
Figure 4.3. The users were instructed to stop 2 s to 3 s at each ground truth point to
signal that they reached one. This approach is also followed in indoor localization
competitions [68]. Finally, users of different heights and different ages participated
in the experiment. Each user repeated the aforementioned trajectory twice, and
each trajectory lasted approximately 15 min to 20 min. The users were equipped
with two IMUs mounted on the front pocket of the trousers and the front part of
the foot respectively. The IMUs are measurement units from Xsens [77] whose noise
characteristic are given in Appendix G.
Table 4.1: Summary of the experiments.
No. of users Total time
No. of ground truth
points
10 5 h 482
The summary of the experiments is given in Table 4.1. The outcome of the exper-
iments is the acceleration vector and turn rate vector from both the pocket IMU
and the foot IMU of each user. In addition, the ground truth points are identified
by detecting when the user stopped at each ground truth point. This detection is
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Figure 4.4: Identification of the stop at the ground truth points. The norm of the
acceleration vector is presented for the foot IMU (left) and the pocket IMU (right).
done by analyzing the norm of the acceleration vector of either IMU. An example
is given in Figure 4.4, where the acceleration norm of both the foot IMU and the
pocket IMU is represented. We can see how the stop at the ground truth points are
clearly observed by the periods of constant acceleration.
4.3 Boundary Conditions
In the following, the boundary conditions to study multi-IMU approaches are pre-
sented. These conditions refer to the number of IMUs and their placement on the
user’s body. The reason for setting these conditions is that the focus of this thesis is
on the algorithmic part, i.e. given a set of IMUs, we want to study how to combine
their measurements for an improved performance.
The number of IMUs chosen is two and the chosen body locations are the front
pocket of the trousers and foot respectively. These two body locations have distinc-
tive features while walking that can be integrated in inertial localization systems,
see Section 3.2. In addition, this choice of body locations allows for the implemen-
tation of the two types of PDR algorithms, namely the strapdown algorithm and
the step&heading algorithm.
The next step is to quantitatively analyze the performance of the foot INS and the
pocket INS.
4.4 Characterisation of the Pocket INS and the
Foot INS
The strengths and weaknesses of the foot INS and the pocket INS are determined by
quantitatively evaluating the performance of two systems. The performance analysis
will be used as a reference to evaluate the multi-IMU approaches. That is, we will
be able to determine whether the multi-IMU localization system is more accurate
than the single-IMU localization systems.
Table 4.2 summarizes the performance figures of the foot INS and the pocket INS.
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We can see how the foot INS outperforms the pocket INS regarding the distance
error by approximately 24%. It is important to highlight that the step length model
of the pocket INS was manually calibrated to each user prior to estimating the
performance figures. Thus, we can state that even if the pocket INS is calibrated to
the user, the foot INS is most accurate in the distance estimation.
Table 4.2: Performance figures of the single-IMU localization systems indicated as
µ± σ, where µ is the mean and σ is the standard deviation.
System description ed[m] eψ[
◦] eh[m/m]
Pocket INS 3.8± 7.9 61.2± 48.8 0.8± 2.0
Foot INS 2.9± 8.2 66.9± 52.9 0.4± 0.4
The heading error of both single-IMU localization systems is in the same order of
magnitude. In fact, the mean and standard deviation of the heading errors are
similar. The heading errors in Table 4.2 may seem high for an inertial localization
system. Nevertheless, we need to take into account that the duration of the walks
is longer than usual for an inertial localization system. The walks take 15-20 min
whereas the state of the art evaluated inertial localization systems over walks that
last a few minutes, e.g. up to 5 min.
The similarity in the heading error does not allow us to make a statement on which
inertial localization system is more accurate regarding the heading estimation. A
highlight of the heading error is that it does not reflect the heading drift over time.
In order to visualize the drift, it is necessary to plot the heading error over time.
An example is given in Figure 4.5. This figure is also an example of the randomness
of the heading error. On the left-hand picture, the pocket INS has a lower heading
error than the foot INS and, on the right-hand picture, we observe the opposite
result.










Figure 4.5: Absolute value of the heading error for the pocket INS and the foot
INS. As time passes, the error accumulation increases. On the left-side picture, the
pocket INS is more accurate than the foot INS. On the right-side picture, the foot
INS is more accurate than the pocket INS.
Regarding the height error, Table 4.2 shows that the average height error of the
pocket INS is twice the height error of the foot INS. The reason is the algorithm
for stairs detection of the pocket INS. The pocket INS relies on the stairs detection
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to deterministically estimate the vertical displacement, see Section 3.2.2. We have
noticed that the local maxima and minima of the pitch of the pocket INS may be
altered due to the bias in the turn rate measurements. In such cases, the algorithm
for stairs detection may trigger both false positives and false negatives for stairs
detection. The result of this behaviour is a large height error of the pocket INS with
respect to the foot INS.
An example of the aforementioned shortcoming is given in Figure 4.6. The left-hand
picture shows the pitch of a pocket INS disturbed by bias. In this picture, it is not
possible to distinguish the periods of walking horizontally from those of walking the
stairs. In contrast, the pitch in the right-hand picture is barely affected by bias.
Therefore, it is possible to distinguish when the user is walking the stairs and she is
walking on a horizontal surface.












Figure 4.6: (Left) Pitch of the pocket INS with bias perturbation and (right) pitch
of the pocket INS without bias perturbation. The solid black lines indicate the
periods of walking horizontally. The solid grey lines indicate the periods of walking
the stairs.
All in all, the outcome of the evaluation is summarized in Table 4.3. The latter
contains the key aspects resulting from the evaluation of the single-IMU localization
systems. There is a special focus on the comparison of both inertial localization
systems. Three aspects have been considered in the evaluation, namely the gait
analysis, the distance estimation and the orientation estimation.
The term gait analysis refers to the recognition of one or several events of the
human walk. This category evaluates how well a single-IMU localization system
identifies a specific event of the human walk. For instance, the pocket INS needs
to detect steps in order to trigger the step length estimation and therefore the
position estimation, see the algorithm in Figure 3.5. In contrast, the foot INS must
detect the stance phase of the foot in order to correct the velocity estimation, as
the algorithm in Figure 3.4 indicates. The successful detection of these events is
key for the estimation of an accurate position by the respective inertial localization
systems.
The evaluation of the gait analysis reveals that the foot INS misses stance phases.
The mis-detection is caused by the stance phase detection method, which is based
on thresholds on the norm of the acceleration vector and the norm of the turn
rate vector. The foot dynamics cause the inertial measurements to exceed these
thresholds, even during the stance phase, see Figure 4.7. In contrast, the step
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Table 4.3: Strengths and weaknesses of the pocket INS and the foot INS.
Pocket INS Foot INS
Regarding gait analysis
Strengths
• No missed steps
• Stairs detection (2.5D)
Weaknesses Noisy stairs detection Missed stance phases
Regarding horizontal and vertical distance estimation
Strengths




2D and 3D (calibration)
Height drift
Regarding the direction of the walk
Weaknesses Heading drift Heading drift
detection method of the pocket INS is robust and it leads to no missed steps [73].












Figure 4.7: Simultaneous gait analysis of the pocket INS (left) and the foot INS
(right). The shadowed area indicates the time frame where the foot INS misses a
period of the stance phase.
The gait analysis shows that the pocket INS has an additional advantage: the pocket
INS can observe when the user is walking the stairs [19]. This ability is thanks to
the analysis of the pitch of the pocket INS, which has a different pattern when
walking horizontally than when walking the stairs. Figure 4.8 is an example that
illustrates the difference, in the pitch of the pocket INS, between walking horizontally
and walking the stairs. During the latter, the pitch amplitude as well as the pitch
maximum are larger than while walking on a flat surface.
Table 4.3 states that the pocket INS has a noisy stairs detection. This aspect refers
to the fact that the stairs detection algorithm can be disturbed by the errors in the
pitch signal.
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Figure 4.8: Pitch of the pocket INS while walking horizontally (upper solid black
line) and walking the stairs (upper solid grey line).
The next aspect evaluated is the estimation of the horizontal distance or the vertical
displacement. Table 4.3 points out that the foot INS has a model-free distance
estimation. The latter refers to the fact that the foot INS does not require a model,
e.g. a step length model, to estimate the step length. In contrast, the foot INS
uses the strapdown algorithm to estimate the user’s position, which is inherently a
three-dimensional vector. Yet, the height estimation of the foot INS accumulates
error over time, see Figure 4.9. This accumulation implies a height change, or height
drift, even when the user is walking on a flat surface.







Figure 4.9: Height estimation of the foot INS.
In contrast to the foot INS, the pocket INS has to use a model to map the pitch
values to step length values or to vertical displacements. Step length models have
an implied disadvantage: the need for calibration. The calibration is the estimation
of the model constants that allow for the optimal mapping of the pitch values to
step length values.
Finally, the last aspect analyzed in Table 4.3 is the direction of the walk. The latter
is related to the estimation of the user’s heading, which in turn is a key element of any
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inertial localization systems. As expected, the evaluation shows that both inertial
localization systems have a drift in the orientation. Let us remember that drift
is the term used commonly to refer to the error accumulated in the heading [29].
As Figure 4.5 depicts, the drift in the walk orientation increases over time. This
behaviour is expected since an inertial localization system cannot observe the user’s
true heading solely with inertial measurements [30]. Therefore, it is not possible to
correct the heading estimates of the Kalman filter of neither the foot INS nor the
pocket INS.
The experiments show that the heading error of an inertial localization system is
random. That is, the foot INS may be more accurate than the pocket INS for
certain walks. Nevertheless, the situation may be the opposite in a different walk.
Thus, one of the conclusions derived from this analysis is that the performance of
an inertial localization system regarding its heading estimation is random.
4.5 Outline of Proposed Multi-IMU Approaches
Figure 4.10 presents the multi-IMU localization systems we develop in this thesis.














Figure 4.10: Summary of multi-IMU approaches (shadowed blocks). This figure was
already presented in Section 1.3. We repeat this figure here for convenience.
The Calibration block in Figure 4.10 addresses the weakness of the pocket INS. This
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fusion approach is extensible to any step&heading algorithm because all of them
implement a step length model. The use of a foot INS to automatically calibrate
the step length model based on a pocket IMU is presented in Chapter 5.
The Loose coupling and Tight coupling blocks address the limitation of the heading
drift and the height drift. The goal is to study the potential of these two approaches
to reduce the drift in the heading and the height with respect to single-IMU ap-
proaches. The loose coupling approach is presented in Chapter 6 whereas the tight
coupling approach is presented in Chapter 7 and Chapter 8.
Both the loose coupling system and tight coupling system have advantages and
disadvantages that need to be taken into account. From the research point of view,
it is of interest to develop, characterize and compare both approaches. Prior to this
process, we derive an initial set of advantages and disadvantages of these systems,
see Table 4.4.
Table 4.4: Advantages and disadvantages of the two fusion approaches proposed.










The loose coupling system has two advantages. For the sake of discussion, we refer
to the foot INS and the pocket INS as subsystems of the loose coupling system.
The first advantage of a loose coupling system is the modularity. Thanks to it,
independent subsystems can work together without dependencies on the their spe-
cific implementations. Secondly, the fact that the loose coupling system relies on
independent subsystems makes it robust. If one of them fails, the loose coupling
system can continue operating on the other subsystem. The shortcoming of the
loose coupling system is the fact of having duplicated functionality. The reason is
that both subsystems estimate the same variable, namely the user’s position.
The tight coupling system is, in contrast to the loose coupling system, more efficient
because of the lack of duplicated functionality. Moreover, the fact that the raw
measurements are processed together allows the tight coupling system to exploit
possible correlations, in our particular case, between the two body locations. The
disadvantage of the tight coupling system is the need of all raw measurements to be
operating under normal conditions. For instance, the tight coupling system requires
all sensors to be working under normal temperature conditions. If one of them is
not, then the overall system may fail. This shortcoming does not occur for the loose
coupling system due to the modularity.
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4.6 Summary and Conclusions
The proposed T&E methodology allowed us to evaluate the performance of the
single-IMU localization systems. Then, we identified their strengths and weaknesses.
In this chapter, we were able to characterize the performance of single-IMU local-
ization systems with the proposed T&E methodology. Based on this methodology,
we collected a data set with approximately 5 h of data from the foot IMU and the
pocket IMU.
We successfully evaluated the performance of the foot INS and the pocket INS. That
is, we estimated performance figures that quantify the performance of these inertial
localization systems. Thanks to these performance figures, we compared the pocket
INS and the foot INS regarding different aspects, e.g. the accuracy of the height
estimation.
Finally, we were able to propose three different multi-IMU inertial localization sys-
tems to address the identified weaknesses. They address the weaknesses of the pocket
INS and the foot INS . In the reminder of this thesis, we will develop the multi-IMU
localization systems and evaluate their performance with the T&E methodology




Calibration of Step Length Models
Sometimes it is the people no one can imagine anything of,
who do the things no one can imagine
– Allan Turing
The step&heading algorithm is one of the two dead reckoning algorithms used in
pedestrian localization systems, see Section 3.2. This algorithm relies on a step
length model to estimate the user’s horizontal displacement during each step. The
step length estimated is most accurate only if the step length model is adapted to
the user.
In this work, the process of adapting the step length model to the user and the body
location of the sensor is referred to as calibration. The current calibration methods
are presented in the state of the art review in Section 2.2. As a summary, these
approaches include manual calibration [19] and the use of predefined values [27].
The proposal of this chapter is to profit from the multi-IMU approach to develop
two automatic calibration methods for a step length model of a pocket INS. We
explain how the parameters of the step length model are estimated, given the step
length from the foot INS and the pitch amplitude of the pocket INS. We make two
proposals: the first one calibrates only one parameter of the step length model and
the second one calibrates both parameters.
The results of Table 4.2 indicates that the distance accuracy of the foot INS is higher
than the distance accuracy of the pocket INS. In [74], we show that the accuracy
of the foot INS is approximately 20 cm per step. Provided that an adult’s foot is
larger than the accuracy of the foot INS, we consider the foot INS to be accurate
enough to calibrate the step length model.
5.1 Step Length Model of the Pocket INS
In pedestrian dead reckoning, there are different step length models that relate an
observable signal, e.g. the norm of the acceleration, with the step length [78]. These
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models can be generally expressed as:
s = f (p1, p2, ..., pn, c1, c2, ..., cm) , (5.1)
where s is the user’s step length, pi is an observable parameter and cj is a predefined
constant. The function f(·) is the step length model that relates the observable
parameters (pi) and the predefined constants (cj) with the user’s step length (s).
In this chapter, we focus on the step length model of the pocket INS. Nonetheless,
the automatic calibration method based on a foot INS is extensible to the step length
model of other inertial localization systems.
The step length model of the pocket INS follows equation (3.25). In the following,
we will add an additional error term (e) to the step length model, such that:
s = a ·∆θ + b+ e, (5.2)
where e is an unobservable random variable that represents the error in the first-
order linear regression model [79]. The term ∆θ is an observable parameter, namely
the pitch amplitude of the pocket INS, and both the slope (a) and the offset (b) are
the predefined constants of the model.
Let us assume that the user’s step length (sf ) is known, e.g. through a foot INS,
hence the sub-index f . Needless to say, the step length has an associated uncertainty.
The automatic calibration method aims at estimating the predefined constants a and
b that minimize the error (e) of the step length model. The constants are estimated
for each user that is simultaneously wearing two IMUs, one on the foot and one on
the pocket, see Figure 5.1.
5.2 Calibration Overview
Figure 5.1 presents the block diagram of the calibration method of step length mod-
els. In the diagram, only the blocks of the pocket INS that are relevant for the cali-
bration method are shown. In a practical case, the pocket INS follows the schematic
in Figure 3.5.
There are two necessary elements for the calibration method: the pitch amplitude of
the pocket INS and the step length. The pocket INS estimates the pitch amplitude
as the difference between the maximum and minimum of the pitch. These two angles
are visualized in Figure 5.2. In the latter, we can see that the pitch amplitude of
the pocket INS has an associated step length. The latter is estimated, in turn, with
the output of the foot INS. To that end, the position estimation of the foot INS
is sampled upon detection of the stance phase, as Figure 5.1 indicates. The reason
is that the position estimation of the foot INS is most accurate during the stance
phase periods. This fact is due to the ZUPT implemented in the foot INS, see
Section 3.2.1.
The step length model of the pocket INS, see equation (5.2), admits two types of
































Figure 5.1: The block diagram of the calibration method is indicated by the thick
solid line. The blocks of the foot INS and pocket INS that are relevant for the







✔✕✂✖ ✒✗ ✝✟☞ ✓✝✠✂✞☞ ✆✟✠✓☞✘
✙☎✏✏☞✂✝ ✆✒✓✁✝✁✒✂
✔✚☞✍✁✂✂✁✂✍ ✒✗ ✝✟☞ ✓✝✠✂✞☞ ✆✟✠✓☞✘
Figure 5.2: Visualization of the maximum and minimum pitch of the pitch of the
pocket INS while walking. The amplitude of the pitch is related to the user’s step
length. The right leg is depicted in grey whereas the left leg is depicted in black.
(b) is adapted to each user. The slope (a) is trained on a set of users. We will
refer to the latter as the universal value of the slope, which is 0.05 m/◦ [19]. There
are specific users whose slope differs from the universal one. In these cases, a full
calibration is needed, i.e. a calibration of both the slope (a) and the offset (b).
5.3 Calibration of the Offset
This section presents two alternatives to automatically calibrate the offset (b) of the
step length model, see equation (3.25). These methodologies were first presented in
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Figure 5.3: First-order linear regression models fitted to the step length and the
pitch amplitude of the pocket INS of three different users.
[80]. The first alternative, namely approach 1, is inspired in the manual calibration
of this step length model [19]. The second alternative, namely approach 2, aims at
estimating the optimal value of the offset given the predefined slope.
Approach 1
In the absence of automatic calibration, the offset in equation (3.25) may be cal-
ibrated manually [19]. The straightforward approach is to measure a predefined
distance, e.g. 10 m. The next step is to request the user to walk the previous dis-
tance while carrying the pocket INS. The last step is a post-processing stage during
which the offset (b) is tuned until the estimated distance matches the predefined
distance.
Although the manual calibration leads to an offset value that is customized to the
user, the process is tedious and prone to errors. Fortunately, the manual calibration
can be automatized using the foot INS.








skf − a ·∆θk
)
, (5.3)
where n is the predefined number of steps, skf is the step length of the foot INS
during the k-th step and ∆θk is the pitch amplitude of the pocket INS during the
k-th step.
The offset estimated through equation (5.3) reproduces the manual calibration. The
predefined distance is set through the number of steps (n). Each step is measured
both regarding its length (skf ) and the pitch amplitude of the pocket INS (∆θ
k).
Finally, the offset is estimated without the need of manual tuning either in real time
or in a dedicated post-processing stage.
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The disadvantage of this approach is that the estimated offset may depend on the
predefined number of steps (n). Thus, it is not possible to state that the estimated
offset is the optimal one. Let us consider again Figure 5.3. In the latter, given a
specific walking speed, the pairs step length and pitch amplitude are distributed in
a cloud. Therefore, mathematical optimization leads us to think that there is an
offset value that optimizes the linear regression [79].
Approach 2
The following approach aims at finding the optimal offset given a predefined slope.
To that end, the least squares method is used to minimize the error (e) in the step
length estimation, see equation (5.2).
Let us write as ξ(b) the squared error of equation (5.2) during each step. It is





skf − a ·∆θk − b
)2
, (5.4)
where the slope (a) is fixed to the universal value, and the step length (skf ) and pitch
amplitude of the pocket INS (∆θk) are estimated for each step.
Prior to the offset optimisation, it is possible to coarsely estimate the plausible offset
values. The value of the offset depends on the slope and the pitch amplitude of the
pocket INS. Firstly, the slope is constrained to the universal value, namely 0.05 m/◦.
Secondly, the pitch amplitude of the pocket INS is within the range 15 ◦ to 60 ◦
depending on the walking speed [19]. Finally, the human step length is within 0.5 m
and 1.5 m depending on the user’s walking style. Therefore, the plausible values of
the offset are within -3 m and 1 m approximately.







Figure 5.4: Square root of the error in the step length estimation plotted over
different values of the offset. In this example, the error reaches a minimum when
the offset equals -0.63 m.
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Figure 5.4 shows that in the plausible value range of the offset, there is a value that
minimizes the squared error. Thus, the next step is to find this offset that minimizes












skf − a ·∆θk
)
, (5.6)
where n is the total number of steps since the beginning of the walk until the current
time k.
Equation (5.6) can be interpreted as the low-pass filtered estimation of the offset
over the total number of steps. The equation can be implemented recursively as
follows:
bk = bk−1 · k − 1
k
+
skf − a ·∆θk
k
, (5.7)
where k is the step count.
Figure 5.5 presents the offset estimation during four different walks for two different
users. As expected, different users have different offset estimations. In the figure,
an interesting phenomenon can be observed. The offset estimations of both users
take two different values during each walk. The reason may be that the IMU was
placed on the pocket, but not at the exact same location on each day.






Figure 5.5: Recursive estimation of the offset following approach 1 (horizontal line)
and approach 2 (variable line). The number of steps in approach 1 has been set to
10. Each pair solid horizontal-variable line corresponds to a single walk.
Comparison of the Approaches
The two approaches proposed above to automatically calibrate the step length model
share a similarity. Equation (5.3) and equation (5.6) are the same in appearance.
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Nevertheless, the aforementioned equations have a fundamental difference regarding
the number of steps. Approach 1 fixes the number of steps to a predefined one,
which conditions the value of the offset. In contrast, approach 2 does not limit the
number of steps and, the offset is continuously estimated during the duration of the
walk.
Let us consider the offset estimation that is shown in Figure 5.5. The estimation
of approach 2 converges after 2 minutes, approximately. Therefore, the calibration
requires a limited time of 2 minutes to converge to a stable offset value. The conver-
gence suggests that the calibration method requires a limited time at the beginning
of the walk. Afterwards, the calibration is finished and no additional information
from the foot INS is needed. Approach 1 inherently requires only n steps to cali-
brate the offset. In Figure 5.5, the number of steps is set to 10. The comparison
of the variable lines and the associated horizontal lines shows that both calibration
methods may lead to different estimations.
If the predefined number of steps in approach 1 is increased, its offset estimation
may change, see Figure 5.6. In the latter, the number of steps is set to 120, which
corresponds to approximately 2 minutes under the assumption that a user walks one
step per second.






Figure 5.6: Recursive estimation of the offset following approach 1 (horizontal line)
and approach 2 (variable line). The number of steps in approach 1 has been set to
120. Each pair solid horizontal-variable line corresponds to a single walk.
It can be seen that the estimations of approach 1 and approach 2 of User 1 are now
more similar than in Figure 5.5. In fact, the offset of approach 2 converges to the
offset of approach 1 after 2 minutes approximately in test 1. In contrast, the offset
of approach 2 converges after 3 minutes approximately in test 2.
The offset estimation of User 2, see Figure 5.6 does not converge. The reason is that
the slope of the step length model is not adjusted to the user. Such a case requires
a full calibration, which is addressed in the next section.
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5.4 Full Calibration
When the step length model of equation (5.2) was first proposed [13], Munoz et al.
pointed out that the slope of the model remained approximately constant among
users. This constant value is referred to as universal slope and it is the result of
training the parameters of the step length model with data from a set of users.
The followup work in [19] shows that some users might not have a slope similar to
the universal one. This fact may be caused by the user’s height, the walking style or
any other aspect that the author could not specify [19]. Regardless the cause, the
highlight is that the slope of the step length model is not optimal to certain users
and thus, it needs to be calibrated.
Figure 5.7: Comparison of the step length model adapted to the same user with
two different set of parameters. The first set consists of the universal slope and the
adapted offset when the user walks at 3 km/h. The second set is the optimal slope
and the optimal offset that characterize the user.
The fact that a user’s optimal slope differs from the universal slope is, in principle,
not noticeable with the calibration methods proposed above. This statement holds
as long as the user walks at a constant speed. Let us analyze the example in
Figure 5.7. While walking at a certain speed, e.g. 3 km/h, a user has a specific leg
aperture and associated step length. The latter are distributed along the circle
depicted in Figure 5.7. For these given pairs ∆θ-step length, the step length model
of equation (5.2) can be adapted with different sets of parameters. For instance,
the universal slope and adapted offset, black line, or the optimal slope and optimal
offset, blue line.
In contrast, if the user walks faster or slower, the change in speed will be reflected
in a change of the estimated offset. Figure 5.8 is an example of the different offset
estimations at different walking speeds. These different estimations are an indication
that the universal slope is not adapted to the user. Therefore, such a user requires
a full calibration, i.e. the estimation of the optimal slope and optimal offset.
The goal of the full calibration method is, as in the previous section, to adapt
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Figure 5.8: Effect of calibrating only the offset when the universal slope differs from
the user’s optimal slope. When the user walks at different speeds, the calibrated
offset changes, e.g. the offset is 0.07 m at 3 km/h, whereas the offset equals -0.21 m at
5 km/h.
the step length model to the user so that it performs optimally. When the case
indicated in Figure 5.8 occurs, a continuous offset calibration is required to account
for the times when the user changes her walking speed. Thus, a continuous offset
calibration would suffice to adapt the step length model to the user. Nevertheless, a
continuous calibration would result in an inefficient procedure. In fact, a continuous
offset calibration contradicts the conclusion of the previous section, by which the
calibration is a process that takes place at the beginning of the walk and that lasts
a short time, e.g. 2 minutes.
Estimation of the Optimal Model Parameters






skf − a ·∆θk − b
)2
. (5.8)
where ξ(a, b) is the squared error of equation (5.2) in terms of the slope (a) and the
offset (b).
Given a set of pitch amplitudes of the pocket INS (∆θk) and step lengths (skf ) with
k = {1, ..., n}, the optimal slope (ao) and offset (bo) are estimated to minimize the































The solution of the system of equations yields the following expressions for the











































These two equations have been used in an example to estimate the optimal param-
eters of a user. We compare the step length regression line with the universal slope
at three different speeds: low speed, medium speed and fast speed. Taking the ex-
periment of Munoz as a reference [19], we consider a low walking speed to be 5 km/h,
a medium walking speed to be 6 km/h and a fast walking speed to be 7 km/h.
Figure 5.9 shows that, at different walking speeds, the offset calibration estimates
different values. More specifically, the offset difference between the lowest speed
and highest speed is 18 cm. In this example in particular, the user’s optimal slope
is ao = 0.022 m/◦, whereas the universal slope is au = 0.05 m/◦.










Figure 5.9: Comparison of the different step length models of a user whose optimal
slope differs from the universal one. The clouds indicate the pairs step length-pitch
amplitude used to train the model parameters.
Figure 5.10 is an example of the full calibration where the user’s optimal slope is
approximately equal to the universal slope. In particular, the difference in the offset
between the lowest speed and highest speed is -5 cm which is approximately 72%
smaller than the difference in Figure 5.9. Therefore, we can assume that the slope
is adapted to the user.
An interesting fact to observe in Figure 5.9 and Figure 5.10 is that the point clouds
are not equally distributed. The distribution is characteristic of each user and
responds to the user’s physiology and walking style.
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Figure 5.10: Comparison of the different step length models of a user whose optimal
slope is approximately the same as the universal one. The clouds indicate the pairs
step length-pitch amplitude used to train the model parameters.
Practical Implementation
This section studies the practical implementation of the full calibration method pre-
sented in the previous section. In general, the implementation of the full calibration
is a two-step process. The first step is to detect the need of a full calibration of
the parameters of the step length model. The second one is to carry out the full
calibration as described above.
Let us begin by characterizing how the difference in offset varies with respect to two
parameters: the change in walking speed and the difference between the optimal
slope and the universal slope. To that end, the step length model with optimal
parameters (ao, bo) is written as follows:
s = ao ·∆θ + bo. (5.14)
Similarly, the step length model can also be written with a second set of parameters:
s = au ·∆θ + bi, (5.15)
where au denotes the universal slope and bi denotes the calibrated offset at the
walking speed νi. The offset calibration is assumed to be implemented with the
approach proposed in Section 5.3.
At a given walking speed νi, the estimated step length is the same with equation
(5.14) and equation (5.15). Therefore,
ao ·∆θi + bo = au ·∆θi + bi, (5.16)
which leads to,
(ao − au) ·∆θi = bi − bo, (5.17)
where ∆θi is the pitch amplitude of the pocket INS at the walking speed νi.
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If the user walks at a different walking speed, e.g. νj, equation (5.17) can be written
as:
(ao − au) ·∆θj = bj − bo. (5.18)
Equation (5.17) and equation (5.18) can be subtracted from one another to lead to:
(ao − au) · (∆θi −∆θj) = (bi − bj). (5.19)
This expression relates the offset difference bi − bj to the two relevant parameters,
namely:
• the difference in walking speed, represented by ∆θi −∆θj and,
• the difference between the optimal slope and the universal slope, which is
represented by ao − au.
Equation (5.19) has been used to generate the heat map in Figure 5.11. The latter
depicts the dependency of the offset difference with respect to the two aforemen-
tioned parameters. Depending on the speed change, equation (5.19) can take differ-
ent values. Area 0 describes the case where the step length model is adapted to the
user, i.e. ao ≈ au. In such a case, a change in walking speed causes no change in
the offset estimation.














Figure 5.11: Heat map of the offset difference depending on the difference in walking
speed and the difference between the universal slope and the user’s optimal slope.
Area 1 and Area 4 describe the case ao < au. In such a case, the offset difference
will be positive or negative depending on the speed sequence. The latter refers to
whether the user begins walking slow and then walks faster, Area 1, or viceversa,
Area 4.
Area 2 and Area 3 depict the case ao > au. Following the same reasoning, the offset
difference depends on the speed sequence. Interestingly, the cases are reversed with
respect to the previous case. For instance, a change from a slow to a fast walking
speed will lead to a negative offset difference, e.g. Area 2.
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The analysis of Figure 5.11 leads to the generalization of Figure 5.12, which indicates
the trend of the offset difference with respect to the walking speed. The solid grey
line corresponds to Area 0 in Figure 5.11, i.e. if the slope is adapted to the user,
then the offset remains approximately constant at different walking speeds. In the
case that the slope of the step length model is not adapted, an increase in speed will
lead to an increase or decrease in the offset estimation. Area 1 and Area 4 lead to
the dashed black line, whereas Area 2 and Area 3 lead to the solid black line.
Figure 5.12: Trend of the offset difference with respect to the increase in walking
speed. The trend is depicted for the three cases identified.
Provided that a change in walking speed implies a change in the offset, the next
step is to analyze the variance of the offset. To that end, the offset variance (σ2b ) is











where µib is the average of the offset in the specified window. It is important to
highlight that the slope used in this analysis is the universal one.
The analysis of equation (5.20) reveals whether the model slope is adapted or not
to the user. An example is shown in Figure 5.13, where User 1 has a smaller offset
variance than User 2, and both users did not change their walking speed. This
difference is an indication that User 1’s slope is more adapted than User 2’s slope
because the variance of the offset change is smaller for the former than for the latter.
Let us remember that the universal slope is 0.05 m/deg. The full calibration run on
User 1 and User 2 estimates the slopes below:
• User 1’s optimal slope is 0.05 m/deg whereas,
• User 2’s optimal slope is 0.03 m/deg.
Thus, a user whose slope is adapted has a lower offset variance than a user whose
slope is not adapted. Therefore, the offset variance can be used as an indicator of
the need for a full calibration.
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Figure 5.13: Offset variance for two different users. The offset is estimated with
the offset calibration method presented in Section 5.3. User 1’s slope is adapted
whereas User 2’s slope is not adapted.
In order to use the offset variance as an indicator, it is necessary to define two
parameters, namely an elapsed time and a variance threshold. The elapsed time is
the time after which the variance is analyzed. The variance threshold is the value
that triggers the full calibration. The full calibration is required if the offset variance
is larger than the variance threshold after the elapsed time.
The pair elapsed time-variance threshold depends on the window length n in equa-
tion (5.20). In fact, it can be seen in Figure 5.14 that the smaller the window length
in is the steeper the offset variance becomes. In practice, the elapsed time needs
to be long enough to allow the offset to stabilize in those cases where the slope
of the step length model is adapted to the user. Therefore, and based on the re-
sults in Section 5.3, the recommended elapsed time to analyze the offset variance
is 2 minutes. After 2 minutes, the offset is expected to have stabilized if either the
slope is adapted or the user is walking at an approximately constant speed.
Window length
Figure 5.14: Trend of the offset variance when the window length increases. The
grey arrow indicates the direction in which the window length increases.
The second parameter to be specified is the variance threshold. From the tests, we
could observe that in the cases where the slope of the step length model is adapted,
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the offset variance is lower than 5 cm2. Thus, should the offset variance be larger
than 5 cm2 after 2 minutes, the full calibration can be triggered.
The second step is the full calibration itself. The methodology to estimate the
optimal slope and offset has been presented above. This methodology requires the
user to walk at different speeds in order to get a rich sample set of pairs step length-
pitch amplitude of the pocket INS. A rich sample set is the one that contains data
from the user walking at different walking speeds, e.g. 3 km/h, 5 km/h, 7 km/h, similarly
to [19]. Failure to use such a set will result in a step length model over-fitted to a
certain walking speed.
To finalize, Figure 5.15 presents a block diagram of the calibration method of the
step length model as presented in Section 5.3 and Section 5.4. This figure corre-
sponds to the Parameter calibration block in Figure 5.1. The calibration method
begins with the estimation of the optimal offset for the universal slope. If the offset
variance is larger than the variance threshold after 2 minutes, then the full calibra-
tion is triggered. As indicated above, the full calibration should request the user
to walk at different speeds in order to guarantee that the estimation of the optimal














Figure 5.15: Block diagram of the Parameter calibration block in Figure 5.1.
5.5 Summary and Conclusions
In this chapter, we have developed two calibration methods to estimate the param-
eters of the step length model of the pocket INS. The calibration methods use the
step length estimated by the foot INS and automatically estimate the parameters
of the step length model. The first calibration method estimates only one of the
parameters of the step length model, namely the offset. The second calibration
method estimates both parameters of the step length model, namely the slope and
the offset.
Our first conclusion is that it is feasible to automatically calibrate the parameters of
a step length model by using a foot INS. We achieve the automatic calibration with
two different methods that have a low computational complexity and which can be
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implemented in real time. Moreover, we have noticed that the calibration is always
needed prior to using the pocket INS.
Our second conclusion is that the offset calibration method needs only a limited time
at the beginning of the walk to estimate the offset. In fact, we have observed that
this time is approximately 2 minutes. Moreover, the offset calibration method does
not need a dedicated walk to estimate the offset. Instead, we need only to run the
pocket INS and the foot INS, and the offset calibration method will automatically
estimate the offset. The user is not aware of the need for calibration nor the fact
that the step length model of the pocket INS is being calibrated.
Our third conclusion is that the full calibration method is feasible only if the user
walks at different walking speeds. In this case, feasible means that we can estimate
the slope and offset of the step length model that represent the user’s physiology. The
full calibration method faces the risk of over-fitting when the user does not change
her walking speed. Over-fitting indicates that the slope and offset are adapted only




If you always do what you always did,
you will always get what you always got
– Albert Einstein
In sensor fusion, a loose coupling system refers to the combination of the output of
independent systems. The latter use the raw measurements from dedicated sensors
to produce an output that contains errors. The nature of these errors is different
for different systems and, frequently, different systems have complementary errors,
see Figure 6.1. The latter property can be exploited to combine systems in a loose
coupled fashion, such that the strengths of a system compensate for the weaknesses
of the other system and viceversa, as Figure 6.1 depicts.









Figure 6.1: (Left) Representation of the complementary strengths (Pro) and weak-
nesses (Con) of two systems. (Right) Loose coupling system with combined strengths
and weaknesses.
The loose coupling system has several advantages. The first one is the performance
improvement of the fusion with respect to the independent systems. The second
one is that a loose coupling system promotes modularity, that is, the fusion can
be designed considering independent working systems that communicate with each
other through predefined interfaces. Therefore, it is easier to independently design
the systems that comprise the loose coupling system and then plug them together
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for the final working system. Finally, robustness is another advantage of the loose
coupling system. Loose coupling systems are robust because they rely on two or
more systems. If one of the latter fails, the remaining independent systems take
over. Robustness comes frequently at the cost of redundancy, and the robustness
requirement will be dependent on the application.
In this chapter, we propose a loose coupling system that combines the outputs of the
foot INS and the pocket INS. The goal is to obtain an improved position estimation
with respect to the single-IMU localization systems.
6.1 System Overview
The loose coupling system was first proposed in [82] to estimate the 2D position of
a user. Then, the loose coupling system is extended to 3D in [83]. After certain
modifications, the final structure of the loose coupling system is the one shown in
Figure 6.2. The 3D loose coupling takes the output of both the pocket INS and
the foot INS to produce a single position of the user. The single-IMU localization

































Figure 6.2: Block diagram of the 3D loose coupling. Displ. stands for displacement.
The proposed loose coupling system has two-steps. The first step is the smart
fusion, which is divided into three parts: the step length estimation, the heading
estimation and the vertical displacement estimation. Each of these parts leverages
the information from the two inertial localization systems at the input.
The second step is to feed the outcome of the fusion to a position tracking system,
which iteratively estimates the user’s position. The Position tracking block estimates
the 3D position in two steps. Firstly, the Heading smoother estimates the heading
and secondly, the 3D movement model propagates the position.
The Heading smoother implements a Kalman filter to smooth the heading estimate
of the Smart fusion block. The reason for this smoothing is because the heading
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estimation has ripples due to the vibrations of both the foot IMU and pocket IMU
while walking. The filter state is the heading x = [ψ], which is propagated as
xk = xk−1. The filter state is updated with the heading estimated by the Smart
fusion block. For further details on the Kalman filter equations the reader is referred
to [48].
The 3D movement model implements the following equations to estimate the 3D













where sk and υk are the step length and vertical displacement respectively estimated
during the Smart fusion. ψk is the output of the Heading smoother.
6.2 Smart Fusion
The first step of the loose coupling system is the smart fusion, i.e. the combination
of the input data. In order to do that, it is necessary to identify the principles
under which the information is combined. For instance, a possible solution could
be the average of the position estimates of the pocket INS and the foot INS. Such
an approach combines the information in a deterministic fashion, and it disregards
any strengths of the inertial localization systems at the input of the loose coupling
system.
Single-IMU localization systems exploit features of the human walk to improve the
position tracking. These features decrease the position errors, e.g. the zero-velocity
of the foot during the stance phase, see Section 3.2.1. In the proposed loose coupling
system, we also take advantage of these features to identify when the estimations of
the single-IMU localization systems are most accurate.












Figure 6.3: (Left) Representation, over time, of the gait phases relevant for the
pocket INS and the foot INS. (Right) Behaviour of the pitch of the pocket INS and
the stance phase detection flag during three steps.
The position estimation of the pocket INS is most accurate when the leg is straight
and the thigh is quasi-static, see Figure 6.3. This event allows to apply the gravity
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update, which updates the roll and pitch of the pocket INS, see Section 3.1. The
position estimation of the foot INS is most accurate when the foot is in stance
phase, see Figure 6.3. This event allows to apply the ZUPT, which updates both
the velocity and position of the foot INS.
In the loose coupling system, the outputs of the pocket INS and the foot INS are
sampled upon detection of the aforementioned events, that is:
• when the pitch of the pocket INS changes from its maximum to its minimum
and,
• when the foot is in stance phase.
In doing so, we guarantee that the information of either inertial localization system
is most accurate when it is used at the Smart fusion block, see Figure 6.2. In this
work, this approach is referred to as smart update [82]. The concept describes the
fact of exploiting the strengths of each single-IMU localization system such that the
loose coupling takes the input information only when it is most accurate.
Once the input information is sampled, the next step is to combine it. To that
end, it is necessary to distinguish the 2D component from the vertical one. In the
following, the details of the smart fusion are presented, firstly, to estimate the 2D
position and, secondly, to track the vertical displacement.
6.2.1 Fusion for 2D























are the cartesian components of the 2D position, sk is the step length
estimation and ψk is the heading estimate at the k-th time, respectively. The vari-
ables sk and ψk are estimated through the information of the two single-IMU sys-
tems. More specifically, we favour the most accurate input to estimate each of
the variables. The criteria to estimate both the step length and the heading are
presented below.
Step Length Fusion
Figure 6.2 shows that the input to the loose coupling is the position estimation of
the single-IMU localization systems. Therefore, it is necessary to relate the step
length with the position estimations. The step length estimated by the pocket INS
(skp) or the foot INS (s
k
f ) is given by the Euclidean distance between two position
estimations at two consecutive step detections, that is:
skp =
∣∣pkp − pk−1p ∣∣ , (6.6)
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where pkp is the position estimate of the pocket INS at the k-th step, p
k−1
p is the
position estimate of the pocket INS at the (k − 1)-th step and |·| denotes the norm
of the argument. The step length of the foot INS (skf ) follows the same expression
as the one of equation (6.7).
The step length of the loose coupling (sk) is a weighted average of the estimations
of the pocket INS and the foot INS:
sk = wsp · skp + wsf · skf , (6.7)
where wsp and wsf are the weights of the step length estimations of the pocket INS
(skp) and the foot INS (s
k
f ), respectively.
The weights need to reflect how much accurate the step length of the foot INS is
than the step length of pocket INS, or viceversa. In order to determine that, we
take into account the results of Table 4.2. More specifically, we use the standard













where σp and σf are the standard deviation of the distance estimation of the pocket
INS and the foot INS, respectively. Taking into account Table 4.2, the step length
weights of the pocket INS and the foot INS are 0.51 and 0.49, respectively.
It is important to highlight that the weights wsp and wsf are constant over time.
This feature is the result of the study carried out in Chapter 4, where the evaluation
shows that both inertial localization systems have approximately the same accuracy.
This statement holds as long as the step length model of the pocket INS is calibrated
to the user.
Heading Fusion
Similarly to the step length, the loose coupling system estimates a single heading
given the heading estimations of the pocket INS and the foot INS. The approach
is also similar to the step length fusion, i.e. the heading estimation is the weighted
circular mean between the estimations at the input:
ψ = arctan
(
wψp · sin(ψp) + wψf · sin(ψf )
wψp · cos(ψp) + wψf · cos(ψf )
)
, (6.10)
where wψp and wψf are the weights of the heading estimations of the pocket INS and
the foot INS, respectively. We use the circular mean because it is better suited to
estimate the average of circular quantities such as angles than the arithmetic mean
is [84, 85].
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In contrast to the case of the step length, the study in Chapter 4 revealed that the
heading errors of either single-IMU localization system are random. Therefore, it is
not possible to make a statement regarding the heading performance of an inertial
localization system with respect to the other. In fact, every experiment is different
and it is necessary to assess each case separately to determine which single-IMU
localization system is generating the most accurate heading estimation at a specific
time.
The weights wψp and wψf need to reflect how accurate the heading of the pocket
INS is with respect to the heading of the foot INS. Provided that the heading of an
inertial localization system is unobservable [30], the challenge we face in this case is
how to determine, in each experiment, the relative accuracy of the heading of the
pocket INS and the heading of the foot INS.
To address the challenge, we propose a method that determines, instant-wise, how
accurate one heading estimation is with respect to another heading estimation. This
method is explained in detail in Section 6.3. The estimated weights vary over time
as the example in Figure 6.4 shows. Figure 6.4 also shows the heading estimations
associated to the heading weights.















Figure 6.4: (Left) Heading weights estimated at each time instant. (Right) Heading
estimation of the loose coupling after weighting the heading estimates of the pocket
INS and the foot INS.









where qp and qf are the quality factor of the heading estimations of the pocket
INS and the foot INS, respectively. These factors reflect how accurate one heading
estimation is with respect to another one. Section 6.3 details the estimation of these
factors.
6.2.2 Fusion for 3D
There are different types of 3D scenarios, like stairs, elevators, escalators, etc. In this
work, only 3D scenarios with stairs are considered because they are the ones that
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can be tackled with IMUs. In order to track the height in elevators or escalators,
we would need to use sensors like barometers, which are out of the scope of this
work. The single-IMU localization systems in Figure 6.2 provide a different type of
3D information. This fact is outlined in detail in Table 4.3. In the following, we
summarize the features of each inertial localization system regarding stairs walking.
The pocket INS has the ability of accurately detecting stairs [19]. Figure 6.5 shows
the pitch of the pocket INS when a user is walking horizontally and walking upstairs.
Thanks to the analysis of both the pitch amplitude and the pitch maximum, it
is possible to detect if the user is walking upstairs or downstairs. Nevertheless,
the pocket INS requires a model to estimate the vertical displacement while stairs
walking.






Figure 6.5: (Left) Representation of the legs while walking upstairs. The pitch of the
pocket INS (grey leg) is greater than the pitch while walking horizontally. (Right)
Pitch of the pocket INS during horizontal walking (non-shadowed area) and during
walking upstairs (shadowed area).
The foot INS is able to provide an estimation of the z-component of the user’s posi-
tion, as depicted in Figure 6.6. The challenge of the foot INS is that the height error
accumulates over time. The result is that even if the user walks horizontally, the
height estimation is not constant, see Figure 6.6. Nonetheless, the vertical displace-
ment over short periods of time remains more accurate than the height estimate at
each time instant.
The 3D features of both the pocket INS and the foot INS can be exploited in the
loose coupling. To that end, we propose the block diagram in Figure 6.7. In the
latter, the height of the foot INS is sampled only upon the detection of stairs. Then,
the vertical displacement (υ) is estimated as:
υ = pkz − pk−1z , (6.13)
where pkz and p
k−1
z are the height estimates of the foot INS at two consecutive stairs
detection. In the case of the first detected stair, the previous height (pk−1z ) is the
height estimation of the foot INS at the time instant of the last detected horizontal
step of the pocket INS.
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Figure 6.6: Height estimation of the foot INS for the same walk as the one depicted
















Figure 6.7: (Left) Block diagram of the Vertical displacement estimation block of
the loose coupling system. (Right) Comparison of the height estimation of the foot
INS and the stairs detection of the pocket INS. In addition, the true height during
the horizontal walk is given.
6.3 Estimation of the Heading Quality
The heading fusion in equation (6.10) requires the quantification of the heading
quality through the heading weights, wψp and wψf . The heading depends on different
factors at the specific time of performing the walk, like the random errors in the IMU
such as the bias stability [11]. The random errors make it particularly challenging to
determine the heading quality because, firstly, the heading is unknown and, secondly,
the heading accuracy is not constant neither during one run nor from one run to the
next.
Let us consider the odometries depicted in Figure 6.8. One can imagine that these
are, instant-wise, the position estimations and the heading estimations input to the
loose coupling system. The question that the loose coupling faces is: how accurate
is one heading estimation with respect to the other one?
The trivial way to answer the question is to use prior information, e.g. the approx-
imate shape of the walk. The drawback of such procedure is that the accuracy of
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Figure 6.8: (Left) Odometry estimated by the pocket INS. (Right) Odometry esti-
mated by the foot INS.
the heading can only be determined in postprocessing. Moreover, the accuracy is
usually qualitative, and thus, deriving a performance figure becomes a challenge if
no ground truth of the true path is available.
The loose coupling system in Figure 6.2 is expected to operate online. Therefore
the aforementioned alternative is not applicable. In addition, we do not expect to
have a ground truth system nor the human factor to produce a statement on the
heading errors of each single-IMU localization system.
The method to estimate the accuracy of the heading does not require any prior
knowledge or external input. Only the attitude estimation of each single-IMU lo-
calization system and the turn rate vector of the IMU are required.
6.3.1 Proposed Method
The quality factor is a figure that quantifies the accuracy of the heading estimate
of an inertial localization system. The quality factor is meant to be used together
with other quality factors in order to determine objectively how accurate a heading
is in comparison to another one.
In order to estimate the quality factor, we make an important assumption. We
consider that the roll and pitch estimates of the attitude vector are error-free. This
assumption is based on the fact that an inertial localization system implements
the gravity update, which decreases the errors in the roll and pitch. Therefore,
the heading is the angle which is disturbed by the integration of the bias and bias
stability of the turn rate vector.
The quality factor (q) of a heading is computed as depicted in Figure 6.9. The pro-
cess begins with the estimated attitude vector Ψ of an inertial localization system,
which contains the Euler angles roll (φ), pitch (θ) and heading (ψ). The latter vec-
tor will contain errors that depend on the implementation of the associated Attitude
estimation block.
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Figure 6.9: Block diagram for the estimation of the quality factor for the heading.
The diagram has been adapted from [82]. α and ω are the acceleration vector and
turn rate vector, respectively, measured by the IMU.
attitude vector (Ψ), which contains errors:
ω̃x = φ̇− ψ̇ · sin(θ), (6.14)
ω̃y = θ̇ · cos(φ) + ψ̇ · sin(φ) · cos(θ), (6.15)
ω̃z = −θ̇ · sin(φ) + ψ̇ · cos(φ) · cos(θ), (6.16)
where ω̃x, ω̃y and ω̃z are the components of the turn rate vector ω̃ and ˙(·) denotes
the first derivative of the argument. For a detailed derivation of equation (6.14)-
equation (6.16), the reader is referred to Appendix F. The turn rate vector (ω̃) is
affected by the errors in the calculation of the attitude vector (Ψ).
The next step is to compare the true turn rate vector (ω) with the estimated one
(ω̃). The true turn rate vector (ω) is the one measured by the IMU. Although the
latter is affected by different errors [11], these errors are small in comparison to the
overall error in the attitude vector (Ψ). The outcome of the comparison can be
interpreted as an error vector, which is then processed in order to estimate a scalar








∣∣ωj − ω̃j∣∣)−1 . (6.17)
An example of the performance of the quality factor is shown in Figure 6.10. This
example is the quality factor associated to the odometries in Figure 6.8. According
to the quality factor, the heading of the pocket INS is more accurate than the
heading of the foot INS. We can see that this statement is true when we compare
the odometries in Figure 6.8 to the associated true walk in Figure 6.10.
The higher the value of the quality factor is, the higher the accuracy of the heading
(ψ). The quality factor can be used as an indicator to compare two heading estimates
and to weight them accordingly for their fusion in the loose coupling system.
6.3.2 Simulative Proof
This section describes the simulative proof carried out to validate the method pro-
posed in Figure 6.9. The validation has two main goals. The first one is to show
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Figure 6.10: (Left) Quality factor of the odometries in Figure 6.8. (Right) Approx-
imate ground truth of the odometries in Figure 6.8.
that the quality factor is the same for headings that have the same quality, i.e. the
same errors. The latter should be valid regardless the inertial localization system
that generates the heading. The second goal is to show that the higher the errors
in the heading, the lower the quality factor.
The simulative proof follows the block diagram of Figure 6.11. In order to assess
the quality factor values, the physical IMU is replaced by an IMU simulator. The
simulator generates synthetic inertial measurements with a configurable level of





















Figure 6.11: Set up of the simulative proof to validate the method to estimate the
heading quality. The Attitude estimation is a sub-system of either the pocket INS
or the foot INS. α and ω are the synthetic acceleration vector and synthetic turn
rate vector, respectively.
In order to have realistic measurements, the noise levels are chosen according to those
of the sensors used in this thesis. The noise levels are available in the manufacturer’s
user manual [77]. Nevertheless, since these values have proven to vary from the true
sensors [73], we carried out an Allan variance analysis [86] to characterize the errors
in the sensors. The results are given in Appendix G.
The IMU simulator is configured to generate three types of static measurements,
which are summarized in Table 6.1. The synthetic inertial measurements (α, ω)
allow for the comparison of the results of the configuration in Figure 6.11 in different
cases, which are listed in Table 6.2. Although only some of them are mentioned
below, all of them have been analyzed. The reader is referred to Appendix D for
the results that are not shown in this section.
Since the synthetic inertial measurements correspond to a static IMU, the inertial lo-
calization system should produce the attitude vector Ψ = (0, 0, 0)T , i.e. the attitude
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Table 6.1: Configuration of the gyroscope errors of the IMU simulator.
Turn rate
configuration








Only random noise – –
Constant bias (0.05, 0.05, 0.05) –
Variable bias (0.05, 0.05, 0.05) (0.033, 0.033, 0.033)
Table 6.2: Error configuration of each case study.
Case study Pocket INS Foot INS
1 Only random noise Only random noise
2 Constant bias Constant bias
3 Variable bias Variable bias
4 Constant bias Only random noise
5 Only random noise Constant bias
6 Variable bias Only random noise
7 Only random noise Variable bias
8 Constant bias Variable bias
9 Variable bias Constant bias
vector of a static IMU. Nonetheless, the error characteristics in Table 6.1 disturb
the synthetic inertial measurements. So, what could we expect from the pocket INS
or the foot INS? The answer would be one of the following:
• If the raw measurements are disturbed only by random noise, then the UKF
should filter the noise to produce an attitude vector that is close to zero, i.e.
Ψ ≈ (0, 0, 0)T
• If the raw measurements are disturbed by random noise and bias, regardless
constant or variable, the gravity update of the filter should act to correct the
roll and pitch estimates. The heading, however, remains unobservable so its
error will grow over time. The nature of this growth, linear or exponential,
will depend on whether the bias is constant or variable, respectively.
The case studies can be classified into two groups: raw data with same errors, case
studies 1-3, or raw data with different errors, case studies 4-9. Cases studies 1-3 input
raw data, to each single-IMU localization system, with the same types of errors. In
such cases, one would expect that the errors in the heading are approximately the
same independently of the inertial localization system. Thus, it seems intuitive to
expect both inertial localization systems to have the same quality factor.
Case 1 is an interesting example where, although the raw measurements have the
same errors, the quality of the output is different. Figure 6.12 shows that the head-
ing estimated by both the pocket INS and the foot INS is the same. Therefore, any
weighting factors wψp and wψf will result in the same heading estimation. Nonethe-
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less, the two quality factors are different because the values input to equation (6.17)
are small, namely in the order of 10−5 or lower. Thus, small fluctuations in the
elements of equation (6.17) cause large differences in the value of the quality factor
of the heading estimation of the pocket INS and the foot INS.














Figure 6.12: Case study 1: (Left) Quality factor estimation. (Right) Heading esti-
mation of the pocket INS, the foot INS and the loose coupling system according to
equation (6.10).
Case study 2 is represented in Figure 6.13. We can see that the heading is the same
for both inertial localization systems and thus, that the quality factor is reflecting
the quality of the heading. It is important to highlight that the quality factor does
not inform us how accurate a single heading estimation is. Instead, the quality
factor tells us how accurate one heading estimation is with respect to another one.











Figure 6.13: Case study 2: (Left) Quality factor estimation. (Right) Heading estima-
tion of the pocket INS, the foot INS and the loose coupling system fusion according
to equation (6.10).
Case study 4 is represented in Figure 6.14. The quality factor of the foot INS is
higher than the quality factor of the pocket INS because the inertial measurements
of the former are disturbed by only random noise. In contrast, the inertial measure-
ments of the pocket INS are disturbed by both random noise and constant bias. It
is interesting to highlight that the heading drift of the pocket INS grows linearly
with time because of the constant bias.
The remainder case studies 8-9 are the most realistic ones because they consider
signals with bias for both inertial localization systems. As expected, the heading of
the loose coupling resembles the most accurate heading estimation. An example is
given in Figure 6.15 for case study 8. In this example, the heading drift of the foot
INS grows exponentially over time due to the bias stability.
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Figure 6.14: Case study 4: (Left) Quality factor estimation. (Right) Heading esti-
mation of the pocket INS, the foot INS and the loose coupling system according to
equation (6.10).












Figure 6.15: Case study 8: (Left) Quality factor estimation. (Right) Heading esti-
mation of the pocket INS, the foot INS and the loose coupling system according to
equation (6.10).
To finalize this section, let us remember the initial goals of the simulative proof to
assess whether they have been met. The fist goal was to assess that if the heading
has the same errors, then the quality factor is the same. This goal has been proven
by case studies 2-3. The second goal regards the fact that the quality factor should
be lower the higher the heading error. This goal has been proven by case studies
4-9.
6.4 Summary and Conclusions
The loose coupling system combines the outputs of the pocket INS and the foot INS.
The proposed loose coupling system weights the step length of the pocket INS and
the foot INS with constant weights. In contrast, the proposed loose coupling system
weights the heading estimation of the pocket INS and the heading of the foot INS
with variable weights. They are estimated through quality factors which quantify
how accurate one heading estimation is with respect to the other one. Finally, the
height is estimated in two steps. First, the height of the foot INS is sampled upon
the stairs detected by the pocket INS. Second, the vertical displacement of each stair
is estimated and successively added to the height estimated by the loose coupling
system.
The first conclusion of this chapter is regarding the combination of the step length
estimations of the pocket INS and the foot INS. These two estimations have to be
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weighted by constant weights because their accuracy is approximately the same.
This fact holds under the assumption that the parameters of the step length model
of the pocket INS are calibrated.
Table 6.3: Summary of the quality factors of each case study, where qp and qp are
the quality factors of the heading of the pocket INS and foot INS respectively.
Case study Pocket INS qp Foot INS qf
1 Only random noise 15000 Only random noise 2100
2 Constant bias 800 Constant bias 800
3 Variable bias 41 Variable bias 35
4 Constant bias 807 Only random noise 2000
5 Only random noise 1600 Constant bias 768
6 Variable bias 41 Only random noise 2000
7 Only random noise 1600 Variable bias 35
8 Constant bias 800 Variable bias 35
9 Variable bias 41 Constant bias 766
The second conclusion of this chapter is regarding the combination of the head-
ing estimations of the pocket INS and the foot INS. These estimations have to be
weighted with variable weights because the heading accuracy varies not only over
time but among walks. In this regard, we are able to determine the relative accuracy
of the heading estimation of the pocket INS and the foot INS with the quality factor.
It performs as expected whenever the signals are disturbed by both random noise,
constant bias or variable bias. Table 6.3 is a summary of the case studies and the
associated quality factors for each inertial localization system.
Finally, the last conclusion is related to the fusion of the height estimations of
the pocket INS and the foot INS. Namely, we have succeeded in combining the
complementary features of the pocket INS and the foot INS. In this case, we refer
to the features regarding 3D, namely the robust stairs detection of the pocket INS




Biomechanical Study of the
Human Leg
I would like to be remembered as someone who did
the best she could with the talent she had
– J.K. Rowling
This chapter presents a new dimension of our work: the biomechanical study. Our
goal is to incorporate this new dimension into an inertial localization system. We
want to understand what the limitations of the human physiology of a leg are. To
that end, we propose a leg model that converts Euler angles into positions of the leg
limbs. Then, we validate the leg model with a set of experiments.
Thanks to the leg model, we characterize the motion of the leg in terms of the roll
and pitch of each leg limb. This information can be compared to the motion of
the leg derived from the roll and pitch of an inertial localization system placed on
a limb. More importantly, we analyze how the errors in the roll and pitch of an
inertial localization system translate into the motion of the leg.
With the aforementioned analysis, we cannot analyze the errors in the heading of
an inertial localization system. Therefore, we analyze the heading of one leg limb
with respect to the heading of a different leg limb. For instance, the heading of the
thigh is compared to the heading of the foot. This approach allows us to observe
the effect of the heading errors in the motion of the leg.
7.1 Proposed Leg Model
The analysis of the human leg will be done by modelling it as a robotic structure.
The leg model will represent the leg as a set of limbs and joints. The limbs are the
body members or extremities [87] whereas the joints are the connections between
the limbs [88]. Figure 7.1 shows the leg model, where the chosen limbs are the thigh,
the shank and the foot. The joints defined are the hip, the knee and the metatarsal.
87
The leg model in Figure 7.1 is used to analyze the motion of the leg regarding the
rotations of the limbs, e.g. the roll and pitch of the thigh. Such an analysis can be
carried out considering a user of arbitrary height [47]. For practical reasons, we fix
the user’s height to 180 cm. According to Glowiński et al. [89], the lengths of the
limbs are proportional to the human height, such that:
• the thigh is 0.245 times the human height,
• the shank is 0.246 times the human height and
• the foot is 0.0577 times the human height. The length of the foot is measured
from the ankle to the start of the metatarsal bone.
Thus, the limb lengths of are 44.1 cm, 44.30 cm and 10.40 cm for the thigh, the shank









































Rotation axes of the
leg model
Navigation frame
Figure 7.1: Simplification of the human leg (left) as a robotic structure (middle).
The degrees-of-freedom allowed for the leg are also given (right).
The leg model in Figure 7.1 allows the limbs to rotate around one or more rotational
axes of the joints. Each rotational axis is a Degree-of-Freedom (DoF). In Figure 7.1,
















of each joint are defined to coincide with the axes of the inertial frames of the IMUs
placed on each leg limb. In this way, the rotation around zh1 represents the roll (φp),
the rotation around zh2 represent the pitch (θp) and the rotation around z
h
3 represent
the heading (ψp) of an IMU placed on the thigh. The same reasoning applies for an
IMU placed on the shank and the foot. The IMU placed on the thigh is equivalent
to the pocket IMU used so far in this thesis.
The leg model is used to analyze the structure of the leg, i.e. the position of
each joint given a specific set up of the leg. To that end, we use the Denavit-
Hartenberg parameters to represent the position of the leg joints in the base frame,
see Section 3.3. Since the base frame is of free choice, we define it to coincide with
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the navigation frame, as Figure 7.1 indicates. The difference between the base frame
and the navigation frame is that the former is fixed at the centre of the user’s hip.
It is important to highlight that the base frame, as the navigation frame, is fixed
and therefore it does not move with the leg structure. The reader is referred to
Section 3.3 for more details on the definition of the Denavit-Hartenberg parameters.
The Denavit-Hartenberg parameters of the structure in Figure 7.1 are given in
Table 7.1. The parameters in this table have been generated by following the steps
described in Appendix E and by taking into account the degrees-of-freedom of the
leg structure. It is worth highlighting that the angles θi are relative rotations be-





2 . Similarly to [89], we propose a redundant leg model, i.e. a model with
more degrees of freedom than the structure needs. The advantage of a redundant
leg model is to simplify the kinematic process or the implementation of constraints.
Table 7.1: (Left) Leg model with all axes to allow the 9 degrees-of-freedom for the
leg. (Right) Denavit-Hartenberg parameters of the leg model. The parameters `t,







































Axis d θ a α
zh1 0 −90◦ 0 −90◦
zh2 0 90
◦ + θ1 0 −90◦
zh3 0 90
◦ + θ2 0 −90◦
z4 −`t 180◦ + θ3 0 0
zk1 0 −90◦ 0 −90◦
zk2 0 90
◦ + θ5 0 −90◦
zk3 0 90
◦ + θ6 0 −90◦
z8 −`s 180◦ + θ7 0 0
za1 0 −90◦ 0 −90◦
za2 0 90
◦ + θ9 0 −90◦
za3 0 90
◦ + θ10 0 −90◦
z12 `s 180
◦ + θ11 `f 0
Given the Denavit-Hartenberg parameters in Table 7.1, the homogenous matrix and
the kinematic chain can be used to estimate the joint positions in the base frame.
These positions are given by the first three elements of the last column of the ho-




12 for the knee, ankle and metatarsal joints
respectively.
In the following, some examples of the application of the leg model in Table 7.1 are
given. Let us begin with the joint positions of a straight leg. With the chosen user’s
height of 180 cm tall, the position of the user’s knee joint, ankle joint and metatarsal
joint are given in Table 7.2. The user’s joints positions will vary provided that the
user bents his leg, as indicated in Table 7.3.
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Table 7.2: (Left) Representation of a straight leg. (Right) Table with the set of joint
positions of a straight leg. The angles applied at each axis are also given. Meta.
stands for metatarsal.






Set of angles Joint positions
(in ◦) (in m)
Hip: (0, 0, 0) Knee: (0, 0,−0.44)
Knee: (0, 0, 0) Ankle: (0, 0,−0.88)
Ankle: (0, 0, 0) Meta.: (0.1, 0,−0.88)
Table 7.3: (Left) Representation of a bent leg. (Right) Table with the set of joint
positions of a bent leg. The angles applied at each axis are also given. Meta. stands
for metatarsal.






Set of angles Joint positions
(in ◦) (in m)
Hip: (0,−45, 0) Knee: (0.31, 0,−0.31)
Knee: (0, 45, 0) Ankle: (0.31, 0,−0.75)
Ankle: (0,−10, 0) Meta.: (0.41, 0,−0.73)
7.2 Motion Tracking Experiment
We designed and carried out experiments in order to collect inertial measurements
from the leg limbs together with its associated ground truth. The goal of the ex-
periments is to firstly validate the leg model in Table 7.1. Secondly, the tests aim
at providing accurate attitude data with which to analyze the biomechanics of the
human leg and compare it with the attitude of the inertial localization systems.
The ground truth is generated by a camera-based motion capture system1. The
motion capture system tracks the position and attitude of an object to a precision
of 0.5 mm in a 4 m×4 m area2. To that end, a set of reflector markers have to be
placed in a unique fashion on the object whose position and attitude have to be
tracked. The ground truth is retrieved at 100 Hz.
In order to carry out the experiments, both the reflectors of the motion capture
system and the IMUs had to be placed on the thigh, the shank and the foot. To
that end, a set of PoliVinyl Chloride (PVC) boards were prepared to be mounted
on the user’s limbs. The set of reflectors and the IMUs were mounted on these
PVC boards as Figure 7.2 depicts. It is important to highlight that the set up of
the reflectors is unique for each board in order to identify each limb unequivocally.
The advantage of these boards is that they guarantee that the sensor mounting is









Figure 7.2: (Left) PVC boards with the unique reflector set up and the IMUs.
(Right) Setup of the PVC boards on the leg limbs during the motion tracking ex-
periments.
The experiments took place in a 8 × 3 m2 area, where the cameras of the motion
capture system were set up on the ceiling. The users were requested to walk three
different types of trajectories, namely a square, an eight-shape trajectory and a
random trajectory. Moreover, each trajectory was repeated twice. A total of nine
users participated in the experiment, see Table 7.4
Table 7.4: Summary table of the experiments to evaluate the biomechanical motion
of the leg.
Number of users 9
Number of trajectories 3
Repetitions per trajectory 2
Total amount of data 3 h 37 min
Output data (motion tracking
system)
3D position and attitude
Output data (IMU) 3D acceleration and 3D turn rate
The first step of the motion tracking experiment is to validate the leg model in
Table 7.1. To that end, the leg model will be considered as a black box. Its input
is the set of rotations around each rotation axis, which are measured by the motion
capture system. Regarding notation, we will use the subindex p to refer to the thigh
due to the IMU placed on the pocket. The parameters relative to the shank and
foot will be denoted with the subindices s and f , respectively.
The motion capture system retrieves the quaternions from each of the limbs to the
navigation frame. These quaternions can be translated into the respective direction
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cosine matrices from the thigh (Cpn), the shank (Csn) and the foot (Cfn) to the
navigation frame [57]. The leg model, in contrast, requires the inverse angles, i.e.
from the base frame to each limb. Therefore, we preprocess the ground truth prior
to input it to the leg model.
The preprocessing consists of estimating the inverse of the aforementioned matrices,
namely Cpn, Csn and Cfn, and estimating their associated Euler angles. They are
the ones input to the leg model, such that:
θ1 = φ
′
p, θ5 = φ
′





p, θ6 = θ
′




where subindices p, s and f refer to the thigh, shank and foot respectively. The
superindex (·)′ denotes the inverse of the Euler angle, which is estimated as described
above.
In the set of equations (7.1), the heading has been set to zero for convenience, i.e.
θ3 = 0, θ7 = 0 and θ11 = 0. The reason is that the heading of the motion capture
system is disturbed by uncertainties when the cameras loose sight of the reflectors.
Therefore, the validation of the leg model is done by assessing the accuracy of the
angles in the set of equations (7.1).
The output of the leg model is the position of each joint. In addition, the relative
attitude of the joint and the base frame is provided by the 3× 3 sub-matrix of the
homogenous matrix of the associated joints, see Section 3.3. The attitude vectors




12, are equivalent to the attitude of the thigh
(Ψp), the shank (Ψs) and the foot (Ψf ) respectively that are measured by the
motion capture system.
The validation consists of the comparison of the output of the leg model with the
ground truth. This process is summarized in Figure 7.3. The comparison leads to
the estimation of the attitude errors, ep, es and ef , where:
ep = (eθ1, eθ2, 0) , (7.2)
es = (eθ5, eθ6, 0) , (7.3)
ef = (eθ9, eθ10, 0) , (7.4)
where eθj is the error of the θj angle in Table 7.1. The third element of each attitude
error is zero because the leg model has been evaluated without taking into account
the rotation around the z-axis.
The errors are summarized in Table 7.5. We can observe that the average errors
are, generally, below 2 ◦. There are some exceptions, e.g. θ6 of User 7. In this case,
the reason for the errors is the uncertainties in the attitude of the motion capture
system. These uncertainties appear when the cameras of the motion capture system
lose line of sight with the reflectors on the user’s legs. The effect of the uncertainties
is the appearance of spikes in the value of the angles. In fact, these uncertainties
are reflected in a higher average error, see Table 7.5.
All in all, we will consider the leg model in Table 7.1 valid to analyze the biome-






































Figure 7.3: Process to validate the leg model.
Table 7.5: Results of the validation of the leg model. The error values are the









User 1 0.1 0.1 0.3 0.1 0.3 0.1
User 2 0.7 0.5 0.3 0.1 0.2 0.1
User 3 0.7 −0.3 −0.5 −0.9 0 −0.1
User 4 0.8 −0.1 0.3 −0.1 0.2 −0.1
User 5 0.4 0.1 0.2 0.1 0.2 −0.1
User 6 0.1 −0.1 0.7 −0.4 0.7 0.3
User 7 0.2 −0.2 1.3 −3.6 0.5 −0.1
User 8 0.4 −0.1 −0.6 −1.4 0.3 0.1
User 9 1.3 −0.4 −0.7 0.2 1.1 −0.2
smaller than the usual values of the angles. In the case of the roll, namely θ1, θ5 and
θ9, the usual values are between -10
◦ and 10 ◦. In the case of the pitch, namely θ2,
θ6 and θ10, the usual values are between -20
◦ and 40 ◦. The next step is to analyze
human motion with the proposed leg model. This analysis is divided into two parts:
an analysis of the tilt angles and an analysis of the relative heading. Each part is
investigated in detail in the following sections.
7.3 Tilt Angles
In this section, we follow the block diagram of Figure 7.4 to analyze the tilt angles.
The heading of the joints, namely θ3, θ7 and θ11, are set to zero.
Let us explain why the heading is excluded from the analysis of the following sec-
tions. Figure 7.5 shows the top view of the leg as well as the plausible metatarsal
positions that result from rotating the leg up to 360 ◦. Now, let us consider that
the leg is subjected to a rotation ψ around the zh3 axis. An inertial localization





























Figure 7.4: (Left) Block diagram of the analysis of human motion using the leg
model: the input are the attitude vectors which are provided by the motion capture
system. (Right) The output of the analysis is a set of joint positions, which can be
represented in a 3D coordinate frame.
metatarsal position with both the true rotation (ψ) and the rotation (ψ̃). The re-
sulting metatarsal positions, which are shown in Figure 7.5, are located on plausible
metatarsal positions. That is, regardless the fact that the angle ψ̃ has errors, the
estimated joint position that results from it is plausible. Therefore, it is not possible
to observe the heading errors with the leg model.
Knee
MetatarsalCoherent metatarsal










Figure 7.5: (Left) Top view of the plausible metatarsal positions for a rotation from
0 ◦ to 360 ◦. (Right) Effect of a heading rotation with errors on the estimated joint
positions.
7.3.1 Analysis with Ground Truth
Figure 7.6 shows the knee positions estimated with the data of User 1 during one of
the tests. First of all, we indicate the initial standing position of the leg: the circle are
the joints and the segments between them are the limbs. Each point of the red cloud
is the knee position estimated with a pair of angles (θ1, θ2) of User 1 during that test.
Let us highlight that the angles (θ1, θ2) are equivalent to inverse of the roll and pitch
of the pocket IMU (φ′p, θ
′
p). From the figure, we can see that the knee positions are
constrained during the walk. The outliers of the ground truth translate into outliers
of the knee position, namely the points around (−0.3, 0.1,−0.3) m. The positions of
the ankle and the metatarsal are also constrained, as Figure 7.7 indicates.





















Figure 7.6: Knee positions of User 1 estimated with the leg model; from left to
righ: 3D view, side view and top view. The standing position of the leg is given for
comparison.








Figure 7.7: Top view of the ankle and metatarsal positions of User 1 estimated with
the leg model.
of the leg joints during walking is constrained. Anatomy books [90] have already
analyzed the constrains in human motion. In fact, anatomical studies report the
angle ranges in for the hip, the knee and the ankle [47].
Figure 7.8 shows all the knee positions estimated with the ground truth. We also
show the heat map associated to these positions. We can see that, in the heat
map, the knee positions are concentrated along a specific area, which we refer to as
comfort zone. This is the set of coherent positions of one of the leg joints. Similarly,
the comfort zones of the ankle and the metatarsal can be represented, see Figure 7.9
and Figure 7.10.
For the sake of discussion, we will use these heat maps to extract heuristic limits
of the comfort zone of each leg joint. The comfort zone of a joint defines the set of
plausible positions, which we refer to as coherent positions. The heuristic limits of
the comfort zone of each leg joint are given in Table 7.6. By comparing the heat
map of Figure 7.8 to the heat maps of Figure 7.9 and Figure 7.10, we can see that
the comfort zone of the knee is smaller than the comfort zone of either the ankle or
the metatarsal. The reason is that the lower we move down the leg, the larger is the
motion that the joint experiences. In fact, the ankle and the metatarsal are at the
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same height and their associated comfort zones are approximately similar in size.
Figure 7.8: (Left) Top view of the knee positions. (Right) Heat map of the most
frequent knee positions.
Figure 7.9: (Left) Top view of the ankle positions. (Right) Heat map of the most
frequent ankle positions.
Figure 7.10: ((Left) Top view of the metatarsal positions. (Right) Heat map of the
most frequent metatarsal positions.
It is important to highlight that the comfort zone of a joint is the result of using the
leg model with a specific set of Euler angles. Therefore, the constraints in the joint
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positions inherently imply constraints in the associated joint angles. For instance,
the knee position is estimated with the hip rotations, namely θ1 and θ2. Thus, the
constraints on the knee positions imply also constraints on the roll and pitch of the
hip, which are in turn equivalent to the roll and pitch of the pocket INS.
Table 7.6: Heuristic limits of the comfort zone of each joint given in terms of the
joint position.
Joint X limit [m] Y limit [m]
Knee (−0.15, 0.30) (−0.07, 0.15)
Ankle (−0.50, 0.63) (−0.20, 0.33)
Metatarsal (−0.45, 0.72) (−0.20, 0.34)
7.3.2 Analysis with Inertial Data
As long as the angles input to the leg model are coherent, the estimated joint
positions will also be coherent, i.e. within the heuristic comfort zone. This statement
leads us to the question of what happens if the angles input to the leg model have
errors. An example is the Euler angles estimated by an inertial localization system.
We would then expect these errors to appear in a form of incoherent joint positions.





Figure 7.11: Top view of the knee positions estimated with inertial attitude. The
limits of the comfort zone, which are given by the black solid line, are defined in
Table 7.6.
The goal of this section is to assess the effect of the errors in the Euler angles in the
estimation of the joint positions. To that end, the inertial measurements collected
during the motion tracking experiment are processed with the attitude tracking al-
gorithm described in Section 3.1. Then, we follow the schematic in Figure 7.4, where
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the input to the leg model is the tilt angles estimated by the inertial localization
system.
Figure 7.11 shows the knee positions estimated with the inertial Euler angles of
User 1. We can see that the inertial attitude, which contains errors, leads to the
estimation of incoherent knee positions. The same behaviour can be observed in
Figure 7.12 for the ankle positions and the metatarsal positions.










Figure 7.12: Top view of the ankle and metatarsal positions estimated with the
inertial attitude. The limits of the comfort zone, which are given by the black solid
line, are defined in Table 7.6.
There is an important implication associated to Figure 7.11 and Figure 7.12. It is
possible to observe the errors of an inertial localization system by analysing the
motion associated to its estimated tilt angles and comparing it to the expected
motion of the leg limb. However, it is not possible to observe such errors if only the
position estimation of the same inertial localization system is analyzed. The reason
is that we would need to have a ground truth trajectory to assess the errors in the
position estimation.
7.3.3 Probabilistic Model
This section describes how we derive a probabilistic model of the comfort zone to
integrate it in an inertial localization system. The first step is to represent the
comfort zone in terms of the tilt angles, i.e. the roll and pitch, see Figure 7.13.
We could consider the comfort zones to be associated with a certain Probability
Density Function (PDF) on each of the tilt angles. Thus, our next step is to analyze
the experimental PDF that would generate these comfort zones. These experimental
PDFs are shown in Figure 7.14 and Figure 7.15 for the tilt angles of both the pocket
IMU and the foot IMU, respectively. Similarly to Figure 7.13, these distributions
have been estimated with the ground truth.
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Figure 7.13: Heat map of the tilt angles of the pocket IMU (top) and the foot IMU
(bottom). The rectangle represents the heuristic limits of the comfort zone.
There are different behaviours to be observed in the experimental PDFs. First of
all, the roll distribution is approximately Gaussian for both the pocket IMU and
the foot IMU. Still, the distribution of the roll of the foot IMU is narrower than the
distribution of the roll of the pocket IMU. The reason is that the roll of the foot IMU
takes values close to zero during the stance phase, see Figure 7.16. This fact causes
the distribution of the roll of the foot IMU to be narrower than the distribution of
the roll of the pocket IMU, despite the fact that the range of values is approximately
the same for both angles.








Figure 7.14: PDF of the roll (left) and the pitch (right) of the thigh. Prob. density
fun. stands for probability density function.
Secondly, neither the PDF of the thigh pitch nor the PDF of the foot pitch are Gaus-
sian. Either of these distributions could be modelled with a MultiVariate Normal
Distribution (MVN) [91]. The non-Gaussian shape of the pitch PDF is expected
99












Figure 7.15: PDF of the roll (left) and the pitch (right) of the foot. Prob. density
fun. stands for probability density function.
since the range of motion of the pitch while walking expands over a wide range
of angles. An example is given in Figure 7.16, where the pitch of the pocket IMU
expands from -15 ◦ to 20 ◦ approximately. In contrast, the pitch of the foot IMU
expands from -30 ◦ to 50 ◦ approximately.










Figure 7.16: Tilt angles of the pocket IMU (left) and the foot IMU (right) over time.
The shadowed areas are the stance phase periods.
The disadvantage of the pitch distribution is that it is non-Gaussian. Therefore, it
cannot be integrated in a Kalman filter that estimates the attitude, see Section 3.1.
Our next step is to analyze the tilt angle distribution during the stance phase. The
idea is to assess the range of motion of the angles during this phase because we
expect it to be smaller than in Figure 7.14 and Figure 7.15.
The result of analyzing the distribution of the tilt angles during only the stance
phase is shown in Figure 7.17 and Figure 7.18. The roll distributions of either the
pocket IMU or the foot IMU remain Gaussian, whereas the pitch of the foot IMU
changes its distribution from a MVN to an approximately Gaussian distribution.
The pitch of the pocket IMU is the angle that remains non-Gaussian. Nonetheless,
the new distribution of the pitch of the pocket IMU can be better approximated by
a Gaussian than the distribution in Figure 7.14.
Provided that Kalman filters perform optimally with Gaussian distributions, we will
focus now on the results of Figure 7.17 and Figure 7.18. We need to characterize
the Gaussian distributions, i.e. the mean and the standard deviation, that best fit
the experimental PDFs in Figure 7.17 and Figure 7.18. To that end, we use the
Maximum Likelihood Estimation (MLE) [91] to derive the mean and variance of
each distribution.
According to the MLE, the mean (µ) and variance (σ2) that best fit a set of n
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Figure 7.17: PDF of the roll (left) and the pitch (right) of the thigh during the
stance phase. Prob. density fun. stands for probability density function.










Figure 7.18: PDF of the roll (left) and the pitch (right) of the foot during the stance
phase. Prob. density fun. stands for probability density function.














(xi − µ)2, (7.6)
where the observations xi are the roll or pitch of either the pocket IMU or the foot
IMU.
Table 7.7 summarizes the parameters of the MLE Gaussian distributions of the
tilt angles of the foot and thigh. We can see that the tilt angles of the foot are
characterized by Gaussian distributions centered, approximately, around zero. Since
the foot is in contact with the ground during the stance phase, its roll and pitch
are limited to small values, i.e. around 0 ◦. The MLE Gaussian distribution of the
pitch of the thigh has a mean similar to the ones of the tilt angles of the foot. The
difference is that the pitch distribution of the thigh is wider than for the tilt angles
of the foot. Interestingly, the roll of the thigh is not centered around zero during
the stance phase.
The Gaussian distributions derived with the parameters of Table 7.7 are shown in
Figure 7.17 and Figure 7.18. There are two main highlights to point out. Firstly,
the MLE Gaussian seems to capture the behaviour of the roll signals. However, the
peak of the latter is not captured by the MLE Gaussian distributions. A similar
behaviour can be observed in the pitch of the foot. Secondly, the MLE Gaussian of
the pitch of the thigh fails to capture the sides of the experimental PDF. This result
is expected since the pitch of the thigh does not behave as a Gaussian distribution.
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Table 7.7: Parameters of the MLE Gaussian distributions of each tilt angle of the
thigh and the foot.
Variable Mean µ [◦] Standard deviation σ [◦]
Thigh roll 4 4.5
Thigh pitch -0.8 8
Foot roll 0.8 1.7
Foot pitch 0.8 3
7.4 Relative Heading
The previous section has shown us that it is not possible to observe incoherences in
the individual heading estimates of each leg joint. Therefore, we propose to study
the relationship between the heading estimates of the body limbs. More specifically,
we focus on the relationship between the heading of the thigh and the heading of
the foot.
The first step of the study is to derive the expression that relates the heading
of the thigh (ψp) to the heading of the foot (ψf ). It is possible to characterize
this relationship by estimating the direction cosine matrix between these two limbs
(Cfp). The characterization of Cfp follows the procedure described in Section 3.1.
However, the complexity of the attitude tracking algorithm increases when the two
frames involved are moving, as it is the case of the thigh and the foot while walking.
Interestingly, the DCM allows for a workaround by successively multiplying matrices.
Let us denote by Cpn and Cfn the direction cosine matrices that represent the
attitude of the thigh and the foot, respectively, with respect to the navigation frame.
It is possible to use the latter as a ground truth to estimate the relative orientation




The previous equation uses, simply explained, the navigation frame as a pivot to
find the DCM between the thigh attitude and the pocket attitude. Given the matrix
Cfp, it is possible to extract the associated Euler angles (Ψfp). The latter will be
referred to as the relative roll (φr), relative pitch (θr) and relative heading (ψr)
between the thigh and the foot.
The use of equation (7.7) to estimate the relative heading is tedious. Therefore,
prior to analyze the relative heading, we will assess if it is possible to simplify
equation (7.7). To that end, we will compare the relative heading (ψr) estimated
with equation (7.7) with the relative heading:
ψ̃r = ψf − ψp, (7.8)
where ψ̃r is the heading that results from subtracting the thigh heading (ψp) from
the foot heading (ψf ).
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For the sake of discussion, let us refer to equation (7.7) as the matrix-based esti-
mation of the relative heading. The heading estimated with equation (7.8) will be
referred to as the approximate heading. Figure 7.19 compares the relative heading
estimated with both methods, the matrix-based one and the approximate one. We
can see that the differences between both estimations are minor. In fact, the average
error in the indicated figure is 1.4 ◦. Therefore, in the reminder of this section, we
will follow equation (7.8) to estimate the relative heading of the thigh and the foot.








Figure 7.19: Comparison of the relative heading estimated through the matrix-based
method, see equation (7.7), and the approximate method, see equation (7.8).
Figure 7.20 shows the relative heading between the foot and the thigh of one user.
There are two main things to highlight in the figure. Firstly, the relative heading
has an underlying offset. We believe that it is the result of the mounting of the
sensor or the boards on the user’s limbs. Secondly, the relative heading varies over
time, which is the result of the movement of the thigh and the foot while walking.
The amplitude of the variation is, as Figure 7.20, not constant since the variations
in the relative heading depend on the vibrations of the thigh and foot while walking.








Figure 7.20: Relative heading between the thigh and the foot of a user.
Based on Figure 7.20, we model the relative heading of the thigh and the foot (ψr)
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as Figure 7.21 depicts. In such a case, the relative heading (ψr) can be written as:
ψr = ψm + ψv, (7.9)
where ψm is the offset of the relative heading resulting from the mounting of the
sensors on the users’s limbs. The term ψv is the varying component of the relative
heading resulting from the vibrations of both the thigh and the foot while walking.
Relative heading Offset (mounting) Vibration
Figure 7.21: Generalization of the relative heading between the thigh and the foot.
Now, we compare the relative heading estimated with the inertial heading to the
relative heading estimated with the ground truth. In Figure 7.22, we can see that
the inertial relative heading has also variations due to the relative motion of the
thigh and the foot. However, the key highlight of the inertial relative heading is
that the low frequency component of the signal is not constant but linear over time.








Figure 7.22: Relative heading of the thigh and foot estimated with the inertial
attitude.
In order to understand the inertial relative heading (ψri), let us write it as:
ψri = ψm + ψv + ψe, (7.10)
where ψm and ψv are the same contributions as in equation (7.9). The element
ψe is the relative error in the heading estimations of the thigh and the foot. This
error component grows over time as the error in the individual heading estimations
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accumulates over time as well. Now, let us write the thigh heading (ψp) and the
foot heading (ψf ) as follows:
ψp = ψt + ψpm + ψpv + ψpe, (7.11)
ψf = ψt + ψfm + ψfv + ψfe, (7.12)
where ψt is the true heading of the user in the navigation frame. Let the subindex
j = {p, f} refer to the thigh and foot respectively. The angle ψjm is the initial offset
due to the sensor mounting, the angle ψjv is the contribution due to the vibration
of the limb and the angle ψje is the error in the heading estimation.
The relative heading will be affected by the difference between the heading error
of the pocket (ψpe) and the heading error of the foot (ψfe). In the unlikely case
that ψpe = ψfe, it would not be possible to observe the incoherences in the relative
heading. Fortunately, the drift in the individual heading estimations is, in most
cases, different and the drift in the relative heading can be clearly observed.
Similarly to Figure 7.21, the generalization of the inertial relative heading is repre-
sented in Figure 7.23. The latter shows that the inertial relative heading is decom-
posed in three components. The first two are equivalent to those in Figure 7.21.
It is interesting to highlight that the component due to the mounting (ψm) is not
noticeable. The reason is that the heading estimates of both the thigh and the foot
start in zero.
Relative heading ErrorVibrationOffset (mounting)
Figure 7.23: Model of the inertial relative heading as the sum of two components:
a vibration due to the limb motion and a low-frequency growing error.
The relative error of the inertial relative heading has an important implication in
the biomechanical behaviour of the human leg. Should this error be true, it would
mean that a user’s thigh and foot are constantly rotating with respect to each other.
This behaviour is, in fact, not true as Figure 7.20 exemplifies. That is, the growing
trend of the inertial heading is an incoherence from the biomechanical point of
view. Unfortunately, it is not possible to quantify the contribution of the individual
heading errors to the relative heading.
7.5 Summary and Conclusions
In this chapter, we have developed a model of the human leg. Our leg model is valid
for the activity “walking” and represents the motion of the leg as a set of coherent
movements. These movements are defined by a range of values of the roll and pitch
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of each leg limb. The heading of the thigh limb has been analyzed with respect to
the heading of the foot limb. These two heading estimations are equivalent to the
heading of the pocket INS and the foot INS, respectively.
The first conclusion of this chapter is that we have been able to observe that the leg
motion while walking is constrained. These constraints can be formulated in terms
of coherent joint positions, which we collectively refer to as comfort zone. Thanks
to the leg model, it is possible to observe that coherent joint positions are equivalent
to coherent tilt angles.
During our study, we have found out that the PDF distributions of the roll of both
the pocket IMU and the foot IMU are approximately Gaussian during the gait cycle.
In contrast, the pitch of both the pocket IMU and the foot IMU are not Gaussian-
distributed. Nevertheless, the pitch of the foot IMU can be approximated by a
Gaussian distribution during the stance phase, whereas the pitch of the pocket IMU
remains non-Gaussian even during the stance phase.
The second conclusion regards the estimation of the roll and pitch of an inertial
localization system. We are able to observe errors in the roll and pitch angles esti-
mated by the pocket INS and the foot INS. These incoherences are motivated by the
error accumulation that disturbs the attitude estimation of any inertial localization
system.
Finally, the conclusion regarding the heading estimation of an inertial localization
system. The incoherences in this angle cannot be directly observed. Instead, we
could observe errors in the relative heading between the thigh limb and the foot




If you are going to fail,
then fail gloriously
– Cate Blanchett
The last approach investigated in this work is the tight coupling of the inertial
measurements of the pocket IMU and the foot IMU. The tight coupling implements,
in addition to the dead reckoning algorithm, the outcome of the biomechanical study
carried out in Chapter 7.
In this chapter, the goal is to integrate the biomechanical constraints in the position
estimation process. We want to avoid the use of hard constraints that do not model
the reality of the human walk. It is important to highlight that since the pocket IMU
is placed on the thigh, the study carried out in the previous chapter is applicable in
this chapter without any modifications.
8.1 System Overview
The block diagram of the tight coupling system is shown in Figure 8.1. There are
two main steps: the attitude tracking and the position tracking.
The Attitude tracker estimates the attitude of both the pocket IMU and the foot
IMU, the biases of the respective IMUs and the user’s heading. This block integrates
the biomechanical constraints derived in the previous chapter.
The 3D position tracking block estimates the 3D user’s position with the user’s
heading estimated in the previous block. Regarding the horizontal and vertical dis-
placement, this block exploits the features of the foot and the pocket. The detailed































Figure 8.1: Block diagram of the tight coupling. The inputs are the acceleration
vector (α) and turn rate vector (ω) of both the foot IMU (f) and the pocket IMU
(p) . The output is the 3D position (p) of the user.
8.2 Attitude Tracker
The attitude tracker is implemented by an unscented Kalman filter, or UKF, where








where Ψp and Ψf are column vectors with the Euler angles of the pocket IMU and
foot IMU respectively. bgp and bgf are column vectors with the gyroscope bias of the
pocket IMU and foot IMU respectively. The attitude (Ψp, Ψf ) and the bias (bgp,
bgf ) vectors are propagated, in the prediction stage, as described in Section 3.1.
ψu is the user’s heading, which is a scalar magnitude. The user’s heading is the
circular mean between the heading of the foot IMU (ψf ) and the heading of the
pocket IMU (ψp), that is:
ψu = arctan
(
sin(ψp) + sin(ψf )
cos(ψp) + cos(ψf )
)
. (8.2)
The measurement update stage of the UKF implements different types of updates.
The gravity update is detailed in Section 3.1, thus the reader is referred to that
section for further details on the implementation. The remaining updates are the
result of the biomechanical study carried out in Chapter 7 and their respective
integrations in the filter are detailed in the following sections.
8.3 Comfort Zone Update
The goal of the comfort zone update is to assure that the tilt angles are coherent with
respect of human motion. As we appreciate in Figure 8.2, the tilt angles estimated
108
by the pocket INS are incoherent because they are not centered around zero.





Figure 8.2: Example of the tilt angles of the pocket INS.
The Attitude tracker integrates the comfort zone of the tilt angles as a soft constraint
on the respective filter states. Simon [92] points out that soft constraints on the
filter states can be implemented through the measurement update. In our case, the
measurement vector is extended with the mean of each tilt angle of both the pocket












where zc is the measurement vector of the comfort zone. φ
z, θz are the mean
values taken form Table 7.7 for the pocket (p) and the foot (f). The measurement
vector requires a variance of the measurements, which are the associated values in
Table 7.7.
Figure 8.3 is an example of application of the comfort zone update on the tilt angles
of the pocket IMU. We can see how the comfort zone update eliminates the low
frequency component that modulates the angles on the left-hand plot.










Figure 8.3: Example before (left) and after (right) the comfort zone update on the
tilt angles of the pocket IMU.
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8.4 Relative-Heading Update
Until now, we know that the relative heading between the pocket and the foot
should be constant over time, see Section 7.4. However, the heading error in inertial
localization systems makes the inertial relative heading grow over time, as Figure 8.4
exemplifies. In order to address this misbehaviour, the relative-heading update is
implemented in the Attitude tracker of Figure 8.1.








Figure 8.4: Example of the relative heading between the heading of the pocket INS
and the heading of the foot INS.
The relative heading update incorporates to the filter the fact that the difference
of the heading of the pocket IMU and the foot IMU should remain approximately
constant over time. To that end, let us model the relative heading (ψr) in Figure 8.4
as a first-order linear regression model, such that:
ψr = ar · t+ br, (8.4)
where t is the time variable, and (ar, br) are the parameters of the first order model.
The variable responsible for the increase of the relative heading is the slope (ar). In
theory, this variable should be zero. That is, we have a pseudo-measurement (zr)
such that:
zr = ar = 0. (8.5)
The measurement zr is referred to as pseudo-measurement because it not measured
through sensors. The same concept is used by Foxlin for the definition of the ZUPT
[15].
To implement the relative heading update, we need to estimate the pseudo-measurement
which is the slope of the relative heading. The estimate of the pseudo-measurement
is a weighted average of the sigma points (Υki ), see Appendix C. The sigma points
(Υki ), with i = {1, 2, ..., 2n+ 1}, is the predicted slope (aki,r) of the relative heading






where ψki,r and ψ
k−te
i,r are the relative heading of the i-th sigma point at the k-
th time and te seconds before, respectively. The parameter te is the elapsed time
between consecutive relative heading updates. The concept behind equation (8.6)












Figure 8.5: Exemplification of the relative heading update.
Each relative heading (ψki,r) is the average over the last tw seconds of the difference
between the heading of the pocket IMU (ψji,p) and the heading of the foot IMU












where ψji,p and ψ
j
i,f are the heading estimations of the i-th sigma point at the j-th
time.
We need to define the elapsed time (te) and the window length (tw). In the follow-
ing, these two values are heuristically set to 1 s and 10 s respectively. That is, the
Attitude tracker performs the relative heading update every 1 s. During this update,
the relative heading is estimated as the average over the last 10 s of the difference
between the heading of the pocket IMU and the heading of the foot IMU.
One more parameter should be defined, namely the covariance of the measurement
in equation (8.6). In this update, the pseudo-measurement is perfect, which means
that there is no uncertainty about it. According to Simon, perfect measurements
take a covariance value of 0 [92]. Nevertheless, it is necessary to be careful when
setting the covariance to 0 since there have been reported problems in setting the
covariance to such a value [93]. Thus, we set it to a small value (4 ◦), which we
define heuristically.
Figure 8.6 is an example of the effect of the relative heading update. In a time
period of 2.5 min, the relative heading has been reduced in approximately 73%.
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With relative heading update
Without relative heading update
Figure 8.6: Comparison of the relative heading before and after the relative heading
update.
8.5 Distance Estimation
The 3D position tracker in Figure 8.1 relies on two main elements: the strapdown
algorithm and the steps-and-stairs detection. These two elements are implementable
thanks to the foot IMU and the pocket IMU, respectively. The advantages of each of
them are already analyzed in Section 4.4, but they will be briefly commented below
for completeness.
The strapdown algorithm has the advantage of a model-free distance estimation.
However, the position error accumulates over time due to the double integration of
the acceleration vector. In contrast, the steps-and-stairs detection is robust thanks
to the characteristic of the pitch of the pocket IMU during the walk, but it cannot
estimate distances, neither horizontal nor vertical, without a model.
The 3D position tracker exploits the aforementioned advantages. To that end, it
estimates the user’s position within the Strapdown block. The latter implements an






where both p and υ are column vectors. The implementation of such a filter is
detailed in Section 3.2.1. The reader is referred to this section and references therein
for further details.
The second step is to detect both steps and stairs in the Steps & stairs detection
block of Figure 8.1. The implementation of this block is detailed in Section 3.2.2.
Upon the detected steps or stairs, the Step sampling block samples the 2D-position
estimated by the Strapdown. Then, the step length (sk) between consecutive steps
is computed as:
sk =
∣∣pks,xy − pk−1s,xy∣∣ , (8.9)
where pks,xy and p
k−1
s,xy are the horizontal components of the position estimates at the
current detected step (k) and the previous detected step (k − 1), respectively. | · |
denotes the norm of the argument.
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k · sin(ψku), (8.11)
(8.12)
estimate the horizontal components (pkx, p
k
y) of the user’s position. ψ
k
u is the user’s
heading estimated by the Attitude tracker block.
Similarly, the z-component of the position vector is iteratively estimated by sampling
the Strapdown height when a stair is detected. This approach is equivalent to the one
followed by the loose coupling system, see Section 6.2.2. The vertical displacement
(υk) is estimated as:
υk = pks,z − pk−1s,z , (8.13)
where pks,z and p
k−1
s,z are the z-component of the position estimated by the Strapdown
at the current stair (k) and the previous stair (k − 1), respectively. In addition, we
also add a condition to assure that the height increment is greater than 15 cm in
order to trigger the detection of a step. The z-component of the position vector at





The goal behind the implementation of the 3D position tracker is to reduce the
accumulation of the position error of the strapdown algorithm. Nonetheless, our
proposed approach will still accumulate errors in the position estimation. Yet, we
expect the error accumulation to be smaller than the one resulting from only the
Strapdown block. The evaluation of the tight coupling system, as well as the eval-
uation of the inertial localization systems previously introduced in this thesis, is
carried out in the next chapter.
8.6 Summary and Conclusions
This chapter proposed a tight coupling system where the raw measurements of a
pocket IMU and a foot IMU are combined to estimate the position of a user. The
proposed tight coupling system implements the concept of comfort zone on the roll
and pitch of the thigh and foot limbs, which are equivalent to the roll and pitch
of the pocket IMU and the foot IMU, respectively. This concept is implemented
by a soft constraint on these angles during the measurement update of the UKF
that tracks the attitude of both limbs. Regarding the heading, we implement a
pseudo-measurement update on the relative heading of the thigh limb and the foot
limb. Finally, the position is estimated by sampling the output of the strapdown
algorithm upon the detection of steps and stairs.
There are two main conclusion regarding the tight coupling system. Firstly, the
implementation of soft constraints on the roll and pitch keep the behaviour of these
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angles coherent with respect to human motion. Secondly, we improve the relative
heading of the thigh limb and the foot limb thanks to the pseudo-measurement
update on the relative heading. In the example shown, the slope of the relative




My mission in life is not merely to survive, but to thrive;
and to do so with some passion, some compassion,
some humor and some style
– Maya Angelou
The evaluation of an inertial localization system is the process by which we gener-
ate metrics that quantitatively characterize the system performance. A quantita-
tive evaluation is the only means to assess whether the proposed implementations
improve or worsen the original single-IMU localization systems. Therefore, the eval-
uation is a key part of our research work.
In this chapter, we follow the T&E methodology proposed in Section 4.2. This
methodology is similar to those implemented in indoor localization competitions.
Then, we assess the performance of the inertial localization systems presented in
Chapter 5-Chapter 8 and we compare them to the single-IMU localization systems.
For the assessment, we use the data set presented in Section 4.2.3.
For the sake of completeness, we will briefly list again the metrics we use to quan-
tify the performance of an inertial localization system. The reader is referred to
Section 4.2.3 for a detailed explanation on the performance metrics. The metrics
are the following:
• the distance error, ed = |drij − dwij|, quantifies the performance regarding the
distance estimation (drij , d
w
ij) between consecutive ground truth points.
• the heading error, eψ = |ψrij − ψwij|, quantifies the performance regarding the
relative heading (ψrij, ψ
w
ij) between consecutive ground truth points.




, quantifies the performance regarding the height
estimation (|hri − hwi |) with respect to the total height change at a certain
ground truth point (∆hri ).
The approximate trajectory walked by the users is presented in Figure 4.3. In
Figure 9.1, we indicate the sequence in which the users visited the ground truth
points. In total, we have 5 h of data collected from 10 different users.
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Ground truth point Approximate trajectory 
Start/
end 
Figure 9.1: Approximate true trajectory. The walk sequence, (a)-(h), is indicated
by the arrows. After (h), the users walk the stairs to the next floor.
To interpret the results below, it is not enough to analyze the performance figures
on their own. It is necessary to take into account that the users walked, in average,
15 min to 20 min during each walk. Since the errors of inertial localization system
are cumulative, the longer the system operates the larger its errors will be.
9.1 Evaluation of the Calibration
The proposed calibration method automatically estimates the parameters of the step
length model of the pocket INS. Let us remind that the step length model follows
the equation s = a · ∆θ + b, where the slope (a) and the offset (b) are the model
parameters to be estimated. We distinguish two cases: offset calibration or full
calibration. The first one estimates only the offset of the step length model. The
second case estimates both the slope and the offset of the step length model. The
output of the foot INS is used to implement a least squares method that estimates
the parameters of interest. For further details, the reader is referred to Chapter 5.
The pocket INS has been assessed under different configurations. On the one hand,
we consider two reference implementations of the pocket INS. In the first reference
implementation, the step length model uses the universal parameters [19]. In the
second reference implementation, the step length model is manually calibrated to
each user.
On the other hand, we consider three pocket INSs with automatic calibration. The
first one implements the offset calibration over a fixed window of 2 min. Let us
remember that the latter is the convergence time identified in Section 5.3. The
second one implements the offset calibration with the least squares method. The
third alternative implements the full calibration
As Table 9.1 shows, the pocket INS with either of the proposed calibration methods
has the same heading error as the pocket INS with manual calibration or pocket
INS with universal parameters. This result is expected since the calibration method
effects only the step length estimation of the step&heading algorithm. The same
applies to the height error, where the vertical displacement is not influenced by the
step length model, see Section 3.2.2. That is, the effect of the proposed calibration
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Table 9.1: Evaluation of the pocket INS with different calibration configurations.
The performance figures are given as mean ± standard deviation of the error metrics.
System description ed[m] eψ[
◦] eh[m/m]
Universal parameters 12.7± 8.8 56.7± 50.7 0.8± 2.0
Manual calibration 3.8± 7.9 61.2± 48.8 0.8± 2.0
Offset calibration (120 steps) 5.7± 9.5 56.6± 50.7 0.8± 2.0
Offset calibration (least squares) 5.9± 9.8 56.7± 50.7 0.8± 2.0
Full calibration 5.5± 9.3 57.7± 50.7 0.8± 2.0
methods on the heading error and height error are consistent with the expectations.
The key metric in this section is the distance error. The calibration with universal
parameters has the highest distance error because it is the one that worst models
the physiology of an user. Table 9.1 shows that the pocket INS with each of the
proposed calibration methods achieves, approximately, the same average distance
error. This result is supported by the CDFs in Figure 9.2.







Figure 9.2: CDF of the distance error of the pocket INS with different configurations.
Calib. stands for calibration.
Interestingly, none of the pocket INSs that implement the proposed calibration meth-
ods outperforms the manual calibration. The reason is that we calibrate the step
length model with the foot INS, which has errors1 as well. Thus, there is a lower
bound to how well the step length model may perform, i.e. the estimation of the
step length model cannot outperform the distance estimation of the foot INS. In
addition, the step length model has errors due to the model itself. The combination
of the latter two error sources explains why the distance error of the proposed pocket
INSs with automatic calibration does not outperform the pocket INS with manual
calibration in Table 9.1.
1 Let us note that the distance error of the foot INS is, at least, four times smaller than the
distance error of the pocket INS with universal parameters.
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A surprising result is that the full calibration performs as good as the offset cali-
bration. We obtain this result despite the fact that the users were not requested to
change their walking speed during the experiments. The users walked at a comfort-
able pace, which remained approximately constant during the experiment. Thus,
we expect the parameters estimated by the full calibration method to be over-fitted
to the user’s walking pace in each walk.
An example is given in Figure 9.3, where the slope estimated by the full calibration
method is approximately one order of magnitude smaller than the universal one.
This result is not coherent with the expected slope of an adult. For instance, ac-
cording to the step length model, a typical pitch amplitude is 40 ◦. Provided that
a user’s slope is 0.005 m/◦, the multiplication of the slope by the pitch amplitude
would lead to a step length of 20 cm, which is one order of magnitude smaller than
the expected value.














Figure 9.3: Comparison of the model parameters estimated by the full calibration
method and the offset calibration method. The offset calibration is implemented
with the least squares.
We finalize this section with an example of the odometry to show the effect of the
calibration method. Figure 9.4 shows one stretch of a user’s trajectory: from the
start to the end of the corridor. The duration of this stretch is approximately 60 s.
The odometry estimated by the pocket INS with universal parameters clearly es-
timates longer distances than any other version of the pocket INS. We appreciate
this fact by comparing the true ground truth point at the end of the corridor with
the estimated one. The distance overestimation is due to the use of the universal
parameters in the step length model. In this example, the parameters do not model
the physiology of the user, thus leading to the overestimation of the step length,
which leads to an overestimation of the distance.
The remaining versions of the pocket INS are more accurate than the pocket INS
with universal parameters. Yet, we see that the most accurate inertial localization
system regarding distance estimation is the pocket INS with offset calibration, which
has a 0.2 m distance error at the end of the corridor. As expected, the two offset
calibration methods have the same distance error.
The results of the pocket INS with full calibration need to be interpreted appropri-
ately. The pocket INS with full calibration is less accurate than the other alternatives
because, within the duration of the stretch, the full calibration did not have time to
converge in the estimation of the parameters of the step length model.
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Figure 9.4: (Top) Approximate true trajectory. (Bottom) Example odometry of the
pocket INS with different calibration methods. The circle marks are the estimated
positions of the ground truth points.
9.2 Evaluation of the Loose Coupling System
The loose coupling system combines the outputs of the foot INS and the pocket INS
to estimate a single position of the user. Also, the pocket INS implements the offset
calibration during 120 steps, see Section 5.3. In the loose coupling system, the step
length of the foot INS and the pocket INS are weighted with fixed weights, whereas
the heading estimates are weighted with adaptive weights. The height is tracked by
sampling the height of the foot INS when the pocket INS detects stairs.
Table 9.2: Evaluation of the loose coupling system. The performance figures of the
single-IMU localization systems are given for comparison. The values are given as
mean ± standard deviation.
System description ed[m] eψ[
◦] eh[m/m]
Pocket INS with offset calibration 5.7± 9.5 56.6± 50.7 0.8± 2.0
Foot INS 2.9± 8.2 66.9± 52.9 0.4± 0.4
Loose coupling system 4.5± 8.2 62.2± 49.0 0.1± 0.2
The evaluation of the loose coupling system is summarized in Table 9.2. It provides
not only the performance figures of the loose coupling but also the metrics of the
single-IMU localization systems. The latter are considered as the reference systems.
The average distance error of the loose coupling system outperforms the pocket INS
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with offset calibration but not the foot INS. The reason is that the step length of the
loose coupling system is estimated with fixed weights for the respective step lengths
of the single-IMU localization systems. In doing so, the loose coupling is able to
perform in-between the inertial localization systems at its input. The in-between
performance of the loose coupling system is supported by the CDFs of the distance
error in Figure 9.5.







Figure 9.5: CDF of the distance error of the single-IMU localization systems and
the loose coupling system.
In Table 9.2, we can see that the loose coupling system outperforms the foot INS
regarding the heading error. However, it does not reach the same heading error as
the pocket INS. This fact is supported by the CDF in Figure 9.6, where the loose
coupling system performs between the two single-IMU localization systems.







Figure 9.6: CDF of the heading error of the single-IMU localization systems and
the loose coupling system.
The loose coupling system is not able to outperform the pocket INS in Figure 9.6
due to the weighting process of the heading. Although the weights favour the most
accurate heading, they do not completely reject the least accurate one. Thus, the
heading estimation of the loose coupling may contain more errors than the most
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Figure 9.7: (Top) Approximate true trajectory. (Bottom) Odometry estimated by
the pocket INS, the foot INS and the loose coupling. The circle marks are the
estimated positions of the ground truth points.
accurate heading estimation at the input. Such a case occurs when the heading of
the foot INS and the heading of the pocket INS drift in the same direction.
Figure 9.7 is an example of a walk processed with the pocket INS, the foot INS
and the loose coupling system. For illustration purposes, this figure shows only
part of the 15 min walk. We can see that the foot INS has the least accurate
heading estimation. In contrast, the pocket INS is more accurate regarding the
heading estimation, a fact that is reflected in the associated heading weights, see
Figure 9.8. In this example, the weights remain approximately constant over time.
This behaviour is expected since the heading of the foot INS is less accurate than
the heading of the pocket INS during the complete walk, as Figure 9.7 shows.
Figure 9.9 shows the heading errors associated to the odometries of Figure 9.7. This
figure shows that the heading of the foot INS is less accurate than the heading of
the pocket INS.
The odometry of the loose coupling system has a heading estimation that is more
similar to the pocket INS than the foot INS. Nevertheless, we see that the trajectory
along the corridors overlaps for the loose coupling system but not for the pocket INS.
The reason is the heading weight of the foot INS, which does not completely reject
the heading of the foot INS. Since it drifts in the opposite direction of the heading of
the pocket INS, its contribution makes the trajectory of the loose coupling system
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Figure 9.8: Heading weights of the foot INS and the pocket INS of Figure 9.7.







Figure 9.9: Heading error of the odometries shown in Figure 9.7.
to overlap at the corridor parts. Since the heading of the foot INS and the heading
of the pocket INS drift in opposite directions, their combination through the weights
of Figure 9.8 allows the loose coupling system to have a more accurate heading at
the corridors.
The previous feature of the loose coupling, i.e. the fact that the trajectories may
overlap more than in the single-IMU localization systems, may be beneficial for
certain applications. An example are SLAM-based inertial localization systems,
which exploit loop closures.
At the second ground truth point in Figure 9.9, the heading error of the pocket INS
becomes larger because of the design of the walk. This ground truth point is close
to the first one. Thus, some users did not have enough space to do the steps with
their usual length. Instead, they had to adjust their step length to be able to step
on the ground truth point. As a result, some of the steps were not long enough to
trigger a step detection, leading to an odometry with a large heading error at this
specific ground truth point.
The heading of the loose coupling system is, at the ground truth points, as accurate
as the heading of the pocket INS. We observe this fact in Figure 9.9, yet Figure 9.7
shows that the odometry of the loose coupling at the corridors has a heading more
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accurate than the heading of the pocket INS has. Unfortunately, this behaviour
cannot be captured with the current ground truth system because we did not collect
ground truth points at the corridors.
The height error of the loose coupling outperforms both single-IMU localization
systems. In Table 9.2, a normalized height error of 0.1 m/m means that the loose
coupling system has an average height error of 35 cm when the user goes up or down
one floor. We make this calculation considering that the floor difference is 3.5 m,
see Figure 4.3. In contrast, the foot INS makes an average height error of 1.4 m,
whereas the pocket INS makes an average height error of 2.8 m.







Figure 9.10: CDF of the height error of the single-IMU localization systems, the
loose coupling system and the tight coupling system. The third quartile of the loose
and tight coupling systems is 0.12 m, whereas the third quartile of the foot INS and
the pocket INS is 0.46 m and 0.52 m respectively.
The performance increase in the height error of the loose coupling is also noticeable
in the CDF of Figure 9.10. In the latter, we appreciate that the third quartile of
the height error of the loose coupling system is already 74% more accurate than the
third quartile of the height error of the foot INS. Regarding the pocket INS, the
loose coupling system improves the third quartile of the height error in 77%.
The reason for the low height error of the loose coupling is its height estimation
algorithm. The latter is based on exploiting complementary features of the pocket
INS and the foot INS. This approach allows the loose coupling system to outperform
both single-IMU systems instead of performing in-between them.
Figure 9.11 shows the height estimation of the foot INS, the pocket INS and the
loose coupling system corresponding to Figure 9.7. This figure summarizes all the
effects that we have mentioned above regarding the height performance of each of the
inertial localization systems. First of all, the height estimation of the foot INS drifts
over time. Second, the height estimation of the pocket INS is disturbed by outliers.
For each outlier, the increment in height is constant and equals the predefined height
of a step. Finally, the height of the loose coupling system outperforms the height of
the single-IMU localization systems.
The vertical displacement is only estimated upon stairs detection, see the time frame
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Figure 9.11: Height estimation of the inertial localization systems in Figure 9.7.
The shadowed area indicates the time period when the user walks the stairs.
150 s-170 s in Figure 9.11. Even in the event of outliers, the height of the loose
coupling system remains approximately constant because the vertical displacement
is estimated through the height estimation of the foot INS, and not as a predefined
value, see the time frame 80 s-140 s in Figure 9.11.
Considering the overall performance of the loose coupling, we believe that its most
important contribution is the decrease of the average height error with respect to
the single-IMU localization systems. The advantage of the loose coupling system
with respect to the pocket INS is that the height is not estimated deterministically.
Instead, the loose coupling samples the height estimation of the foot INS whenever
stairs are detected by the pocket INS. Thus, even in the event of false positives, the
vertical displacement estimated by the loose coupling is small, e.g. 1 cm, whereas
the pocket INS estimates a vertical displacement of 38 cm, see Section 3.2.2.
The limitation of the loose coupling system is that it cannot, in average, outperform
the most accurate single-IMU localization system in either distance error or heading
error. Despite this limitation, the loose coupling system provides more robustness
than a single-IMU localization system. For instance, the foot INS may perform un-
expectedly, e.g. high heading error due to external conditions like temperature. An
approach like the loose coupling, which relies on two independent inertial localiza-
tion systems, can address such situations better than the approach of a single-IMU
localization system. Once more, the cost of the loose coupling system is the increased
complexity with respect to a single-IMU localization system.
9.3 Evaluation of the Biomechanical Constraints
The biomechanical study of Chapter 7 results in two types of constraints: the com-
fort zone and the relative heading. The former can be applied in any single-IMU
localization system, e.g. the pocket INS or the foot INS. The latter can be applied
in multi-IMU localization systems, e.g. the tight coupling system.
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In this section, we are interested in evaluating the effect of the comfort zone update
in the pocket INS and the foot INS. To that end, we incorporate the comfort zone
update in the respective single-IMU localization systems following the soft constraint
approach presented in Section 8.3.
Table 9.3: Evaluation of the pocket INS and the foot INS with the comfort zone
update. The performance figures of the single-IMU localization systems are given
for comparison. The performance figures are given as mean ± standard deviation.
C.z. stands for comfort zone.
System description ed[m] eψ[
◦] eh[m/m]
Pocket INS 3.8± 7.9 61.2± 48.8 0.8± 2.0
Foot INS 2.9± 8.2 66.9± 52.9 0.4± 0.4
Pocket INS with c.z. 3.5± 8.1 57.4± 48.5 0.1± 0.1
Foot INS with c.z. 2.9± 8.2 69.1± 53.3 0.4± 0.4
Table 9.3 summarizes the performance of the pocket INS and the foot INS without
and with the comfort zone update. It is clear that the comfort zone update does not
modify the distance error of the foot INS. In contrast, the average distance error of
the pocket INS is reduced in almost 16% thanks to the comfort zone update. The
improvement in the pocket INS with the comfort zone update is also observed it
the CDF of the distance error, see Figure 9.12. The reason is that the comfort zone
update modifies the value of the pitch of the pocket INS, which is used to estimate
the step length.







Figure 9.12: CDF of the distance error of the single-IMU localization systems with-
out and with the comfort zone update. C.z. stands for comfort zone.
The comfort zone update has no effect on the heading error of an inertial localization
system. For instance, the heading error of the pocket INS with the comfort zone
update is improved in only 6%. In contrast, the heading error of the foot INS with
the comfort zone update is worsened in only 3%.
We appreciate the most significant effect of the comfort zone in the height error of the
pocket INS. The average height error of the pocket INS is reduced in approximately
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88% thanks to the comfort zone update. The reason is that the comfort zone update
improves the coherence of the pitch of the pocket INS. This angle conditions the
detection of stairs of the pocket INS. By improving the coherence of the pitch of the
pocket INS, the height error of this inertial localization system decreases.
Figure 9.13 shows that the pocket INS with the comfort zone update outperforms
the other inertial localization systems. We also observe that the comfort zone update
does not modify the CDF of the foot INS. The reason is that the height error of the
foot INS does not depend on the coherence of either the roll or the pitch.







Figure 9.13: CDF of the height error of the single-IMU localization systems without
and with the comfort zone update. C.z. stands for comfort zone.
In the following, we assess the effect of the comfort zone update on the attitude of the
pocket IMU or the attitude of the foot IMU. We use a metric that will statistically
compare the tilt angles without and with biomechanical constraints to the ground
truth angles.
One of the metrics used in statistics to measure the discrepancy between a data set




(yi − f(xi))2 , (9.1)
where yi is the i-th sample of a data set with n samples, xi is the observation and
f(xi) is the model that estimates yi. In general, the lower the value of the residual
sum of squares, the tighter a model fits a data set.
In our evaluation, we will use the residual sum of squares to assess how the CDFs
of the inertial tilt angles fit the CDFs of the ground truth tilt angles. The ground
truth tilt angles are those measured by the motion capture system described in
Section 7.2. We consider the tilt angles of the pocket INS and the foot INS without
and with the comfort zone update.
For this assessment, we will consider the tilt angles during only the stance phase. The
reason is that the comfort zone update is applied during this gait phase. Figure 9.14
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Figure 9.14: CDF of the tilt angles of the pocket IMU during the stance phase.
and Figure 9.15 present the cumulative distribution functions of the ground truth tilt
angles and the inertial tilt angles of the pocket IMU and the foot IMU, respectively.
At a first glance, we can see that the distribution of the roll of the pocket IMU is
further from the ground truth distribution when there is no comfort zone update,
see Figure 9.14. The same occurs with the pitch distribution: the CDF of the
pocket INS without the comfort zone update is shifted with respect to the ground
truth CDF. In contrast, when we apply the biomechanical constraints, the resulting
distribution of both tilt angles are closer to the ground truth distributions.
Regarding the foot IMU, we observe a slightly different behaviour of the distributions
of the inertial tilt angles. Namely, the tilt angles without constraints fit the ground
truth distributions around 0 ◦, see Figure 9.15. However, the distributions of the
angles without constraints are far from the ground truth distribution at the elbows
of it. This difference is especially visible when we compare the distribution of the
pitch of the foot IMU with and without constraints to the ground truth distribution.










Figure 9.15: CDF of the tilt angles of the foot IMU during the stance phase.
We quantitatively quantify the closeness of the inertial distributions to the ground
truth ones through the residual sum of squares. Regarding equation (9.1), the CDF
of the ground truth tilt angles will be the sample data set, yi. The CDF of the
inertial tilt angles will play the role of the model, f(xi).
For all the distributions in Figure 9.14 and Figure 9.15, the associated values of the
residual sum of squares are given in Table 9.4. In it, we can see how the implemen-
tation of the comfort zone update in the single-IMU localization systems achieves
the best fit of the tilt angles distributions. The roll of the pocket IMU and the pitch
of the foot IMU are the angles where the distribution without the comfort zone
update are furthest from their ground truth distributions. This result is reflected
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Table 9.4: Residual sum of squares of the tilt angles distribution of the pocket IMU
and the foot IMU. The angles are taken only during the stance phase. The values
of this table have no units since they represent a difference between probabilities.
System description
Pocket Foot
Roll Pitch Roll Pitch
Without comfort zone 8.1 5.5 3.0 16.4
With comfort zone 4.5 2.1 3.9 0.8
by a higher residual sum of squares than, for instance, the pitch of the pocket IMU
or the roll of the foot IMU.
An interesting fact is that the roll of the foot IMU with biomechanical constraints
does not outperform the distribution of the roll of the foot IMU without constraints.
The reason may be the fact that the roll of the foot IMU without constraints fits
the ground truth distribution around 0 ◦ to a degree that the non-fitness around the
elbows is cancelled out.
In light of the results of Table 9.4, we repeat the analysis but taking into account the
tilt angles during the complete gait cycle. The result values of the residual sum of
squares are given in Table 9.5. We can see how the general behaviour remains: the
implementation of the comfort zone update in the single-IMU localization systems
leads to tilt angles that are a better fit than the angles estimated without the comfort
zone update. We consider this result particularly encouraging: we can improve the
performance of the tilt angles during the whole gait cycle by applying the comfort
zone update during only the stance phase.
Table 9.5: Residual sum of squares of the tilt angles distribution of the pocket IMU
and the foot IMU. The angles are taken during the complete gait cycle. The values
of this table have no units since they represent a difference between probabilities.
System description
Pocket Foot
Roll Pitch Roll Pitch
Without comfort zone 4.1 1.9 1.6 0.2
With comfort zone 0.8 0.6 1.2 0.3
There is also an interesting result to observe in Table 9.5. The improvement in the
values of the residual sum of squares is larger for the pocket IMU than for the foot
IMU. That is, the comfort zone update on the pocket IMU improves the residual
sum of squares in 80.5% and 68.4% for the roll and pitch respectively. In contrast,
the roll of the foot IMU improves only in 25%, whereas the pitch of the foot IMU
worsens from 0.2 to 0.3, which we consider a minimal effect. Overall, the fact that
the comfort zone update has more effect on tilt angles of the pocket IMU than the
tilt angles of the foot IMU has an important implication. Namely, that the tilt angles
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of the foot IMU are more coherent than those of the pocket IMU. The reason is the
dynamics of the foot while walking, which profit more from certain updates than
the pocket IMU, e.g. the gravity update. This result has already been identified
and documented in previous works [95].
9.4 Evaluation of the Tight Coupling System
The tight coupling system tracks the user’s position by processing simultaneously
the raw data of the pocket IMU and the foot IMU. The two constraints of human
motion are integrated in the tight coupling system. The first constraint is based on
the comfort zone of the roll and the pitch of both the pocket IMU and the foot IMU.
The second constraint is based on the relative heading between the pocket IMU and
the foot IMU.
Table 9.6: Evaluation of the tight coupling system. The performance figures of the
single-IMU localization systems are given for comparison. The performance figures
are given as mean ± standard deviation.
System description ed[m] eψ[
◦] eh[m/m]
Pocket INS 3.8± 7.9 61.2± 48.8 0.8± 2.0
Foot INS 2.9± 8.2 66.9± 52.9 0.4± 0.4
Tight coupling system 3.7± 8.0 18.6± 28.4 0.1± 0.2
Table 9.6 summarizes the performance of the tight coupling as well as the perfor-
mance of the single-IMU localization systems. Similarly to the previous sections,
the reference systems to which we compare the tight coupling system are the foot
INS and the pocket INS.
The average distance error of the tight coupling system is comparable to the distance
error of both the pocket INS and the foot INS. In fact, the CDF in Figure 9.16 shows
that the tight coupling system performs similarly to the pocket INS. However, the
foot INS still outperforms our proposed tight coupling system.
As identified in Section 4.4, the main source of errors in inertial localization is the
drift in the heading. The results show that the tight coupling system reduces the
average heading error in 70% with respect to the pocket INS and 72% with respect
to the foot INS. Of especial interest are the CDFs of the heading error shown in
Figure 9.17. In the latter, we can observe the increase in performance that the tight
coupling system brings with respect to either the pocket INS or the foot INS.
The tight coupling system achieves the performance in Figure 9.17 thanks to the
relative heading update. We can state that the tight coupling system reduces the
heading error despite the fact that the user’s heading is not directly observed. In-
stead, we have analyzed and characterized the natural relationship between the
heading of the thigh limb and foot limb of a user.
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Figure 9.16: CDF of the distance error of the single-IMU localization systems and
the tight coupling system.







Figure 9.17: CDF of the heading error of the single-IMU localization systems and
the tight coupling system.
Figure 9.18 shows the first 5 min of a walk processed with the foot INS, the pocket
INS and the tight coupling system. When we qualitatively compare each trajectory
to the expected one, see the top picture of Figure 9.18, we can clearly state that the
tight coupling system achieves the best result.
The raw data input to each of the inertial localization systems is the same. Hence,
the tight coupling system manages to improve the performance of the pocket INS
and the foot INS by incorporating the knowledge of human biomechanics and its
limitations. Such improvement becomes even more relevant when we compare the
heading error of the foot INS and the tight coupling system, see Figure 9.19. In this
case, the heading error of the tight coupling system remains approximately constant
over time. In contrast, both single-IMU localization systems experience an increase
in their respective heading errors. After approximately 5 min, the heading error of
the foot INS is 130 ◦, whereas the tight coupling system has a heading error of 1 ◦
approximately.
There are aspects of the tight coupling system that need improvement. An example
is the distance error. In Figure 9.18, we can see that the tight coupling system has a
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Figure 9.18: (Top) Approximate true trajectory. (Bottom) Odometry estimated by
the pocket INS, the foot INS and the tight coupling system. The circle marks are
the estimated positions of the ground truth points.
distance error at the right-side of the corridor. More specifically, the tight coupling
exceeds the length of the corridor in 4 m approximately.
We believe the reason for the distance error of the tight coupling in Figure 9.18 is
the implementation of the 3D position tracker of the tight coupling, see Figure 8.1.
This subsystem of the tight coupling system tracks the position with the strapdown
algorithm, similarly to what the foot INS does. However, the foot INS tracks the
attitude and the position in the same UKF, whereas the tight coupling system tracks
the attitude in a separate filter. This difference in implementation may have caused
the tight coupling system to have larger distance errors than the foot INS has.
Similarly to the loose coupling system, the tight coupling system outperforms the
single-IMU localization systems in the height error. This result is expected since the
tight coupling system tracks the height with an approach similar to one of the loose
coupling system. In fact, the CDF of the height error of the tight coupling system
is similar to the one of the loose coupling system, see Figure 9.10.
Figure 9.20 shows the height profile associated to Figure 9.18. In this figure, we see
the expected behaviour of the single-IMU localization systems. That is, the height
of the foot INS increases over time whereas the height of the pocket INS is disturbed
by outliers, e.g. around 150 s.
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Figure 9.19: Heading error of the odometries shown in Figure 9.18.









Figure 9.20: Height estimation of the inertial localization systems in Figure 9.18.
The shadowed area indicates the time period when the user walks the stairs.
Regarding the height estimation, the tight coupling system has both advantages and
disadvantages. On the one hand, the tight coupling system shares the advantages
of the loose coupling system. For instance, it does not accumulate height errors in
the same way as the foot INS does. Also, the height estimation of the tight coupling
system is not as disturbed by outliers in the stairs detection as the pocket INS is.
On the other hand, the tight coupling system has a disadvantage due to its conditions
to trigger a step detection flag, see Section 8.5. More specifically, there are two
undetected steps 154.7 s and 163.7 s. The reason is the stairs detection algorithm
of the tight coupling system, which is more strict than the algorithm of the pocket
INS [19].
With the aforementioned stairs detection algorithm, we avoid the disadvantages
regarding the outliers in the stairs detection identified in previous works [83]. Nev-
ertheless, should the vertical displacement not exceed the threshold in the event of
a stair, then the algorithm does not detect the change in height. In Figure 9.20, the
two missed stairs are the first ones after walking horizontally. The vertical displace-
ment estimated by the tight coupling does not exceed the threshold of 15 cm. Thus,
the tight coupling fails to detect them.
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Although the tight coupling system performs similarly to the loose coupling system,
see Figure 9.10, the former system has an advantage with respect to the latter one.
Namely, the comfort zone update implemented in the tight coupling system assures
that the tilt angles are coherent with respect to human behaviour. Thanks to this
update, the tight coupling system is less sensitive to the outliers during the stairs
detection that arise due to the errors in the tilt angles. An example is shown in
Figure 9.21, where the pitch angle of the pocket IMU estimated with the pocket INS
and the tight coupling system is plotted while walking horizontally and downstairs.
We can see that the pocket INS has undetected stairs whereas the tight coupling
system detects the ten stairs that the user walked during the shadowed periods of
time.






Figure 9.21: Pitch of the pocket IMU estimated by the tight coupling system and
the pocket INS. The shadowed areas indicate the time when the user was walking
downstairs.
Next, we want to assess the effect of the relative heading update on the relative
heading between the pocket IMU and the foot IMU. Let us recall that the relative
heading increases overtime following an approximately linear trend, see Figure 8.5
and Figure 8.6. In such a case, the inertial relative heading can be modelled with
a first-order linear regression. We have estimated the parameters of the first-order
linear regression, using the least squares method [81], of all the walks in the data set
of Section 4.2.3. Then, we have used these parameters to plot the regression lines
that model the relative heading over time.
The results of assessing the effect of the relative heading update are shown in
Figure 9.22. For this assessment, we have considered two relative headings: without
and with the effect of the relative heading update. The figure shows how the relative
headings without the relative heading update grow faster over time. In contrast, the
relative heading update constraints the growth of the relative heading over time. In
fact, the results are less noisy than the case where the relative heading update is
not applied.
In the assessment of the relative heading update, the most relevant parameter is
the slope of the linear regressions of Figure 9.22. These slopes indicate how fast the
relative heading grows over time. In our particular case, the average slope without
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Figure 9.22: First-order linear regressions that model the relative heading without
and with relative heading update.
the relative heading update is 0.63 ◦/s. When we apply the update, the slope is
reduced to 0.09 ◦/s. That is, the relative heading update reduced the slope of the
relative heading by a factor of six.
The result of this section show the advantage of the tight coupling. That is, the
heading error is reduced by the implementation of the relative heading update be-
tween the heading of the pocket IMU and the foot IMU.
One of the limitations of our approach is that there is a component of the heading
error that we cannot observe. The reason lies on the fact that the relative heading
is the subtraction of the heading of the pocket IMU from the heading of the foot
IMU. Another limitation is regarding the comfort zone update. In this work, we have
implemented this concept only for walking on horizontal surfaces. We have observed
that this concept is, so far, not extensible to walking upstairs or downstairs. The
cause for that is the different behaviour of the tilt angles, especially the pitch, while
walking the stairs.
9.5 Summary and Conclusions
This section brings together the key results of this chapter. The idea is to compare
the proposed inertial localization systems not only to the single-IMU localization
systems but also to each other. As we pointed out above, the third quartile is
commonly used in indoor localization competitions to quantitatively evaluate and
compare the competing localization systems [75,76]. Therefore, the third quartile is
the metric we use in this section to compare the inertial localization systems.
Table 9.7 lists the third quartile of the error metrics of each inertial localization
system. Regarding the distance error, the foot INS is the one that outperforms the
rest. We believe the reason is the robust implementation of the strapdown algorithm.
The runner-up is the pocket INS with the comfort zone update, which exemplifies the
beneficial effect of integrating biomechanical constraints in an inertial localization
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system.
Table 9.7: Third quartile of the distance error, the heading error and the height
error. Calib. stands for calibration. C.z. stands for comfort zone.
System description Q3(ed)[m] Q3(eψ)[
◦] Q3(eh)[m/m]
Pocket INS (manual calib.) 2.3 90.6 0.5
Foot INS 0.57 109 0.5
Pocket INS with offset
calibration (120 steps)
4.5 90.6 0.5
Pocket INS with offset
calibration (least squares)
5.1 90.6 0.5
Pocket INS with full calibration 5.3 90.6 0.5
Pocket INS with c.z. 1.8 90.0 0.1
Foot INS with c.z. 0.57 111.5 0.5
Loose coupling system 3.2 99.7 0.1
Tight coupling system 2.1 22.0 0.1
Figure 9.23 shows that the inertial localization systems perform similarly regarding
the average distance error. This result contrasts the performance figures in Table 9.7,































































Figure 9.23: Error bar of the distance error of all the inertial localization systems
studied in this work. O.C. stands for pocket INS with offset calibration. Full
calibration refers to the pocket INS with full calibration. C.z. stands for comfort
zone. Coup. sys. stands for coupling system.
Regarding the heading error, Table 9.7 shows a clear winner: the tight coupling
system. This result reassures the conclusion of Section 9.4. The implementation of
biomechanical constraints in inertial localization can reduce the heading error if we
combine two IMUs. The third quartile of the heading error of the tight coupling
system improves the pocket INS in 77% and the foot INS in 81%. It is obvious that
the tight coupling system still presents heading errors. Nevertheless, the results
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we obtain are encouraging and they open up a new alternative to further develop
inertial localization systems.
Figure 9.24 backs up the previous result. All inertial localization systems except
the tight coupling system perform approximately the same regarding the average
heading error. The tight coupling system stands out with the lowest heading error.
In fact, in the worst case, the heading error of the tight coupling system is the same






























































Figure 9.24: Error bar of the heading error of all the inertial localization systems
studied in this work. O.C. stands for pocket INS with offset calibration. Full
calibration refers to the pocket INS with full calibration. C.z. stands for comfort
zone. Coup. sys. stands for coupling system.
As expected from the previous sections, the third quartile of the height error indi-
cates that the loose coupling system, the pocket INS with the comfort zone update
and the tight coupling system are the most accurate. More specifically, the third
quartile of the height error of the pocket INS and the foot INS is reduced in 80%
thanks to either the loose coupling system or the comfort zone update.
We can see that the pocket INS and foot INS share the same third quartile of the
height error, namely 0.5 m/m. This similarity is unexpected when we take into ac-
count the difference in the CDFs of the pocket INS and the foot INS, see Figure 9.10.
Thus, we realize that it is necessary to consider different metrics if we are to compare
inertial localization systems. For instance, if we would have to choose between the
foot INS and the pocket INS based solely on the height error of Table 9.7, we would
believe that both inertial localization systems perform similarly. However, the de-
cision between the foot INS and the pocket INS would be different if we consider
Figure 9.25.
In summary, in order to evaluate an inertial localization system, we need to find all
the metrics that characterize the performance of the system from different points of
view. In addition, we need to consider multiple metrics simultaneously in order to
objectively assess the performance of an inertial localization system.
Another example is the third quartile of the distance error of the pocket INS with

































































Figure 9.25: Error bar of the height error of all the inertial localization systems
studied in this work. O.C. stands for pocket INS with offset calibration. Full
calibration refers to the pocket INS with full calibration. C.z. stands for comfort
zone. Coup. sys. stands for coupling system.
may be inclined to choose the pocket INS with offset calibration over a fixed number
of steps. The reason behind this choice may be that the distance error is lower for
this implementation of the pocket INS than the other two implementations of the
pocket INS. Nevertheless, Figure 9.23 shows that in average, the proposed calibra-
tion methods perform similarly. Thus, the reason for choosing the calibration over a
fixed period of time should be not only because its third quartile is the lowest, but
also because it is the most efficient one.
Another factor to take into account to assess the performance of an inertial localiza-
tion system is the duration of the walks. The time factor will condition the value of
the performance figures because inertial localization system accumulate errors, e.g.
heading errors, over time. Therefore, the errors of an inertial localization system
will increase with the duration of the walks.
We finalize this chapter with a summary of the strengths and weaknesses of all the
inertial localization systems addressed in this work. In general, the proposed fusion
methods inherit the strengths of the single-IMU localization systems. An example is
the robust steps and stairs detection of the pocket INS, which is inherited by all the
proposed inertial localization systems, see Table 9.8. Nevertheless, there is a cost
to overcome the weaknesses in Table 9.8: an increased complexity of the inertial
localization systems.
One of the weaknesses of the pocket INS is its reliance on the calibration of the
step length model to achieve optimal performance, see Table 9.8. As opposed to
the pocket INS, none of the proposed inertial localization systems has inherited this
weakness thanks to either the automatic calibration or the coupling approaches.
The implementation of the comfort zone update in single-IMU localization systems
allows for the estimation of tilt angles that are coherent with respect to human
behaviour. By improving the coherence of the tilt angles, we can improve the per-



























































































































































































































































































height error of the pocket INS.
Regarding height estimation, there are two main features we have exploited in both
the loose coupling and the tight coupling. We have profited from the 3D tracking
of the foot INS. In order to reduce the height drift, the height of the foot INS is
sampled upon the stair detection of the pocket INS. In this way, the loose coupling
system and tight coupling system are able to overcome this disadvantage of the foot
INS, see Table 9.8.
The attitude tracking is one of the most critical subsystems of an inertial local-
ization system. In fact, the heading drift affects all inertial localization systems, as
Table 9.8 indicates. In this work, we have addressed this weakness with two different
approaches: the loose coupling system and the tight coupling system.
The loose coupling system has the advantage that it is robust, i.e. if one of the single-
IMU localization system fails it can carry on the position tracking with the inertial
localization system. Nevertheless, the loose coupling system has the disadvantage
that it cannot outperform the most accurate single-IMU localization system, see
Table 9.7.
As opposed to the loose coupling system, the tight coupling system relies on the
normal operation of both IMUs. An example is regarding temperature, and more
specifically, that the IMUs are operating under normal temperature conditions. In
that case, the tight coupling system is able to outperform the single-IMU localiza-
tion systems. The reason is the relative heading update, which guarantees that the
performance of the inertial localization system is coherent with respect to the ex-
pected motion of the leg. Nonetheless, the tight coupling system is still affected by
the drift in the heading, although in a smaller scale than the foot INS or the pocket
INS, see Figure 9.17.
The last two strengths in Table 9.8 have been identified during the study carried
out in Chapter 7. These strengths regard the coherence of the attitude angles of an
inertial localization system. The advantage of the concept of coherent tilt angles
is that it can implement both in single-IMU localization systems and multi-IMU
localization systems. In contrast, the concept of a coherent relative heading can
only be exploited in multi-IMU localization systems.
All in all, this chapter has quantitatively evaluated all the inertial localization sys-
tems proposed in Chapter 5-Chapter 8. The quantitative evaluation has allowed us
to compare the proposed inertial localization systems to the reference ones, namely
the foot INS and the pocket INS. Moreover, we have compared the proposed inertial





Conclusions and Future Work
If you can dream it,
you can do it
– Walt Disney
This chapter closes this work. First of all, we summarize the main contributions of
this thesis. Second, we conclude our work by identifying its main learnings. Third,
we suggest topics for future work that we believe may be of interest to our line of
research. Finally, we list our publications which document the main contributions
of this thesis.
10.1 Summary of the Main Contributions
The overall objective of this work is to improve pedestrian inertial localization.
In this thesis, we extend the state-of-the-art approach of using only one inertial
measurement unit (IMU) to simultaneously using two IMUs. The first goal is to
identify the challenges of inertial localization systems. The second goal is to develop
solutions to these challenges. The proposed solutions profit from the simultaneous
use of a foot IMU and a pocket IMU. In the following, we summarize the four main
contributions we have made to achieve these goals.
Our first contribution is related to the test and evaluation (T&E) of inertial local-
ization systems and has two parts. The first one is the development of our own
T&E methodology and the second one is the identification of the open challenges of
inertial localization. We have developed our own T&E methodology because, to this
day, there is no standardized T&E methodology to characterize the performance of
pedestrian localization system. Our T&E methodology is based on ground truth
points, which make it practical to carry out repeatable experiments. Moreover, we
have defined metrics that characterize the performance of an inertial localization
system over the three most important aspects: distance accuracy, heading accuracy
and height accuracy.
Thanks to our T&E methodology, we have assessed the performance of the foot
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INS and the pocket INS and characterized the open challenges of pedestrian inertial
localization. Among the identified challenges, we contribute to the following:
• the need for calibration of step length models,
• the reduction of the height drift of the strapdown algorithm,
• the reduction of the heading drift of inertial localization systems and,
• the improvement of the coherence of the attitude vector.
Our second contribution is the use of the foot INS to automatically calibrate step
length models. More specifically, we propose two calibration methods. They use the
output of the foot INS to automatically estimate the parameters of the step length
model, which are specific to each user. The proposed methods estimate either one
or both parameters of the step length model of a pocket INS. We implement these
calibration methods in the pocket INS and observe that all of them have the same
distance error. The automatic calibration of the step length model eases the use of
the pocket INS, since the user does not need to manually calibrate the step length
model.
Our third contribution is the loose coupling system, which implements a modular
approach to combine the output of the pocket INS and the foot INS. Our proposed
loose coupling system estimates the horizontal position by weighting the step length
and heading of the pocket INS and foot INS. The heading weights are estimated
based on a quality factor, which is a novel concept that we have developed in our
work. The quality factor quantifies the accuracy of the heading based only on the
attitude vector of an inertial localization system and the turn rate vector of the
associated IMU. The height of the loose coupling system is estimated by sampling
the height of the foot INS upon the stairs detected by the pocket INS.
The loose coupling system is more robust than the single-IMU localization systems
because it relies on two independent systems. The most significant achievement of
the loose coupling system is the reduction of the height error by 75% and 87% with
respect to the foot INS and the pocket INS, respectively.
Our fourth contribution regards the integration of the biomechanical constraints of
the human walk in inertial localization systems. We identify three main parts of
this contribution. Firstly, we have characterized the coherent motion of the human
walk in terms of the roll and pitch of each leg limb and the relative heading between
leg limbs. Secondly, we have formulated constraints on the roll, pitch and heading
based on the previous characterization. Finally, we have integrated the constraints
in a tight coupling system which simultaneously processes the raw measurements of
a pocket IMU and a foot IMU.
Thanks to the relative heading update, the tight coupling system reduces the heading
error by 70% and 72% with respect to the pocket INS and the foot INS, respectively.
The tight coupling system also outperforms the pocket INS and the foot INS regard-
ing the height error, which is reduced by 87% and 75% with respect to the height
error of the pocket INS and the foot INS, respectively.
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10.2 Conclusions
In the following, we present the four main conclusions of this work. The first conclu-
sion is related to the T&E of inertial localization systems. Thanks to our proposed
T&E methodology, we have been able to quantitatively and objectively compare
the performance of the different inertial localization systems. We hope that the
community adopts such a T&E methodology, which has also proven useful in indoor
localization competitions.
Our second conclusion is related to the calibration of step length models. From
our work, we can conclude that it is possible to use a foot INS to automatically
calibrate the parameters of a step length model. In this way, the user becomes
unaware of the need for calibration, which makes the use of the inertial localization
system more appealing than when the calibration is done manually. We have also
observed that the calibration is always needed for the pocket INS. Therefore, our
proposed automatic calibration method is a key enabler for using the pocket INS.
The calibration method needs only approximately 2 min at the beginning of the walk
to calibrate the step length model to the user.
The third conclusion of our work regards the loose coupling system. We have learned
to determine how accurate the heading estimation one inertial localization system
is with respect to the heading estimation of another inertial localization system
without a reference attitude. Furthermore, the loose coupling system has shown us
that we can exploit complementary features of the foot INS and the pocket INS to
improve the accuracy of the height estimation.
The fourth conclusion of our work is drawn from the integration of biomechanical
constraints in inertial localization systems. We have learned that we can observe
the errors in inertial localization systems by analyzing the human motion associated
to their attitude estimation. In this way, we do not need to compare the position
estimation to a reference position to state that the position estimation has errors.
Moreover, we can reduce both the heading and height error in inertial localization
systems by integrating motion constraints.
We close our work by stating that multi-IMU localization systems are more accurate
than single-IMU localization systems. This accuracy is reflected in a considerable
improvement of the heading error and the height error. Therefore, we recommend
the use of multiple IMUs placed on different parts of the body to improve the
accuracy of an inertial localization system.
10.3 Future Work
Along the course of this thesis, we have identified possible topics that are of interest
for future work. First of all, we think it is necessary to develop T&E methodologies
that allow to characterize the performance of the different components of pedestrian
localization systems.
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The automatic calibration method assumes that the IMU does not slip during the
walk. Once the IMUs are integrated within the clothes, they may slip during the
walk. An extension of the automatic calibration is to assess whether it is necessary
to recalibrate the parameters of the step length model if the IMU slips. If the answer
is affirmative, it would be necessary to develop a method to detect that the IMU
has slipped.
Another extension of this work is the adaptation of the comfort zone concept to 3D
cases, e.g. stairs or ramps. Moreover, the concept of the comfort zone can be applied
to further activities than walking, e.g. running or duck walking. The estimation of
the user’s position during such activities is still a challenge.
There is one aspect of human biomechanics that has not been exploited in this work:
rigid body kinematics. Rigid body kinematics are able to relate acceleration and turn
rate of consecutive links of a rigid body. This approach has been followed in human
motion monitoring and we believe it will be of interest to assess its applicability in
inertial localization.
The scope of this work considers only inertial measurements in the localization
system. In the future, magnetic field measurements from different body locations
could be integrated in an inertial localization system to estimate the position. In
fact, magnetometers are frequently integrated together with IMUs. Therefore, it
seems natural to integrate them in the position estimation process as well. Similarly,
an extension of our work is the integration of landmark detection and SLAM to
further reduce the drift in inertial localization systems.
10.4 List of Publications
Table 10.1 lists all the publications related to the work we have presented in this
thesis. The publications are classified by authorship, namely as first author or as
co-author.








D. Bousdar Ahmed, E. Munoz Diaz, and S. Kaiser,
“Performance comparison of foot- and pocket-mounted
inertial navigation systems”, in 2016 International Conference
on Indoor Positioning and Indoor Navigation (IPIN) , 2016.
Continued on next page
144






D. Bousdar Ahmed, L. E. Dı́ez Blanco, and E. Munoz Diaz,
“Performance comparison of wearable-based pedestrian
navigation systems in large area”, in 2017 International
Conference on Indoor Positioning and Indoor Navigation
(IPIN) , 2017.
T&E Journal
D. Bousdar Ahmed and L. E. Dı́ez and E. Munoz Diaz and
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S. Garćıa de Villa, E. Munoz Diaz, D. Bousdar Ahmed, J. J.
Garćıa and A. Jiménez, “IMU-based characterization of the
leg for the implementation of biomechanical models” in 2019





The journey of a thousand miles
begins with one step
—Lao Tzu
The human gait can be decomposed in the phases of Figure A.1 [96]. Three main
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Figure A.1: Phases of the gait cycle. The right leg is depicted in grey whereas the
left leg is depicted in black.
The stance phase is defined as the time when the foot is contact with the ground.
In Figure A.1, the first foot to be in stance phase is the right one. During the stance
phase, the foot is characterized by its stillness, therefore the foot is not moving
during the stance phase.
The stance phase lasts approximately 33% of the gait cycle. This phase is exploited
in inertial localization together with the strapdown algorithm [15]. This gait phase
is used to implement the ZUPT update which exploits the fact that the foot is not
moving, i.e. that its velocity is zero, once every gait cycle.
The strides of the gait cycle define when one foot hits the ground. In one gait cycle,
each foot hits the ground once and thus there is one stride of the right leg and one
stride of the right leg. Figure A.1 begins with the stride of the right foot.
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In contrast, the steps define when either foot hits the ground. That is, there are two
steps during one gait cycle, as indicated in Figure A.1. The first step in Figure A.1
coincides with the stride of the right leg. The following step occurs when the left
leg hits the ground, and so on.
The detection of steps and strides is used in inertial localization together with the
step&heading algorithm. In fact, the detection of a step or a stride depends on the
body location of the IMU. If the device is mounted on the lower body, i.e. either
leg, shank or foot, then the events detected are strides. In contrast, if the device is
mounted on the upper body, then the events detected are steps.
Despite the fact that the stride and step events are different, these two terms are
frequently used interchangeably in inertial localization. However, it is important to
know that these events are different and that their detection depends on the body
location of the IMU.
It is straightforward to see that in one gait cycle the number of steps is double
the number of strides. Additionally, the lengths of the steps and strides are also
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Attitude is a little thing
that makes a big difference
—Winston Churchill
In this chapter, the relevant mathematical representations of the attitude of a body
will be described. Beforehand, it is necessary the recall the following concepts:
• the navigation frame defines the coordinate frame of the world, and therefore
this frame is fixed. There will exist elements, e.g. a sensor, whose attitude or
position might change in the navigation frame, see Figure B.1. Generally, this
frame is defined according to the right-handed rule, with the z-axis pointed to
the local vertical [57].
• the body frame defines the coordinate frame of the body that rotates and moves
in a fixed frame. The body frame may refer, for instance, to the coordinate
frame of the sensor. Given that the body can rotate within the navigation










Figure B.1: Navigation frame (n) and body frame (b). Each axis of the body frame
can be presented in the navigation frame through the attitude of the body frame.
The attitude of any rotating body, e.g. {xb, yb, zb} in Figure B.1, can be expressed
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with respect to another frame, e.g. {xn, yn, zn} in Figure B.1. There are three math-
ematical representations for that: the Euler angles, the DCM and the quaternions.
In this appendix, we focus on the Euler angles and the DCM since they are the two
alternatives used throughout this thesis. The DCM can be expressed in terms of
the Euler angles and viceversa. For instance, the DCM (Cnb) can be written as the
successive multiplications of the three matrices that represent the rotation around




− cos(φ) · sin(ψ)+
sin(φ) · sin(θ) · cos(ψ)
sin(φ) · sin(ψ)+
cos(φ) · sin(θ) · cos(ψ)
cos(θ) · sin(ψ)
cos(φ) · cos(ψ)+
sin(φ) · sin(θ) · sin(ψ)
− sin(φ) · cos(ψ)+
cos(φ) · sin(θ) · sin(ψ)
− sin(θ) sin(φ) · cos(θ) cos(φ) · cos(θ)
 , (B.1)
Similarly, given the DCM (Cnb):
Cnb =
 c11 c12 c13c21 c22 c23
c31 c32 c33
 , (B.2)














where φ, θ and ψ are commonly known as the roll, pitch and yaw respectively. The




A wise girl knows her limits,
a smart girl knows she has none
—Marilyn Monroe
In the following, the equations to implement an UKF are presented. The detailed
explanation of the UKF can be found in [58].
We begin by defining the states vector, i.e. the vector with the variables that we
want to estimate. Let xk denote the states vector at the k-time. Furthermore, we
consider xk to be a column vector. The states vector has an associated covariance
matrix Px
k.






where uk−1 is a the control vector at time k − 1 and vk represents the noise in
the process model. The noise of the process model is commonly assumed to be a
zero-mean Gaussian random vector with covariance matrix Q, which is a matrix
with dimensions n× n.
The UKF may incorporate external measurements (zk) through the measurement







wherewk is the noise of the measurement model. This noise is commonly assumed to
be a zero-mean Gaussian random vector with covariance matrix R. The dimensions
of the covariance matrix (R) are m×m.
The UKF estimates the states in two stages: the prediction stage and the measure-
ment update. That is, the UKF follows the structure of a standard Kalman filter.
The difference with respect to the Kalman filter lies in how the states are predicted
and how the predicted measurement vector is estimated.
In this thesis, we will use the following notation for Kalman filters:
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• The subindex − will denote the variables estimated during the prediction. For
instance, the predicted states at time k are written as xk−. These variables can
also be referred to as prior.
• The subindex + will denote the variables output by the filter. For instance,
xk+ is the states vector after the k-th iteration of the UKF. These states can
also be referred to as posterior. Note that, the posterior states might be the
result of either a prediction stage and an update stage or only the prediction
stage. Either case will depend on whether the measurement update of the
UKF is applicable or not.
States Prediction
The prediction of the states is done through the sigma points (χ). The sigma points
are a set of points chosen to be spread around the true mean and covariance of the
states (x). χ is a matrix with dimensions n×(2n+1), where each column represents
a sigma point. Thus, the UKF has a total of 2n+ 1 sigma points, and each one is a
sample of the states vector.
... ...
(n) (n)




















Figure C.1: Block diagram of the states prediction of an UKF.
Figure C.1 presents the block diagram of the states prediction. The prediction of
the UKF begins by estimating the points χk−1 through the posterior states at time























λ = α2 · (n+ κ)− n.
The variable α is set to a small positive value, e.g. 10−4 ≤ α ≤ 1. The variable κ
is a secondary scaling parameter. The reader is referred to [58] for more details on
the design of the values of α and κ.
The next step is to propagate the sigma points with the process model of equation








where i denotes the i-th column of the sigma point matrix of equation (C.3).







i · χki , (C.5)
where w
(m)












, i = 1, ..., 2n. (C.7)
The covariance matrix of the predicted states Px
k


















where the weights w
(c)












, i = 1, ..., 2n. (C.10)
The parameter β incorporates prior information about the states distribution. For
Gaussian distributions, β is set to 2 [58].
Measurement Update
The measurement update in an UKF begins by estimating the matrix of measured














i ·Υki . (C.12)
The covariance matrix of the measurement vector (Pz
k) and the cross-covariance
matrix (Pxz


































Finally, the measurement update of the states follows the standard equations of a
Kalman filter. That is, the Kalman gain (Kk) is estimated as:
Kk = Pxz
k · (Pzk)−1. (C.15)





















My idea of sexy is that less is more
The less you reveal, the more people can wonder
– Emma Watson
As a reminder, the summary table with the cases studies of the simulative proof
is presented again. The cases marked with a star are the ones included in this
appendix.
Table D.1: Error configuration of each case study.
Case study Pocket INS Foot INS
1 Only random noise Only random noise
2 Constant bias Constant bias
3∗ Variable bias Variable bias
4 Constant bias Only random noise
5∗ Only random noise Constant bias
6∗ Variable bias Only random noise
7∗ Only random noise Variable bias
8 Constant bias Variable bias
9∗ Variable bias Constant bias
Figure D.1 reflects case study 3, where the raw measurements are disturbed by
variable bias. From the figure, we appreciate that the quality factor of the heading
of the pocket INS is slightly higher than the quality factor of the heading of the foot
INS. This is supported by the plot where the heading is represented. In the latter,
the heading of the pocket INS has a smaller error than the heading of the foot INS.
Figure D.2-Figure D.4 present the examples where one inertial localization system
has close-to perfect measurements, i.e. only random noise, and the second inertial
localization system is disturbed by both noise and bias.
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Figure D.1: Case study 3: (Left) Quality factor estimation. (Right) Heading estima-
tion of the pocket INS, the foot INS and the loose coupling system fusion according
to equation (6.10).














Figure D.2: Case study 5: (Left) Quality factor estimation. (Right) Heading estima-
tion of the pocket INS, the foot INS and the loose coupling system fusion according
to equation (6.10).











Figure D.3: Case study 6: (Left) Quality factor estimation. (Right) Heading estima-
tion of the pocket INS, the foot INS and the loose coupling system fusion according
to equation (6.10).














Figure D.4: Case study 7: (Left) Quality factor estimation. (Right) Heading estima-
tion of the pocket INS, the foot INS and the loose coupling system fusion according
to equation (6.10).
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Figure D.5 presents case study 9. The behaviour of the quality factor and the
heading is approximately the same as that of case study 8.











Figure D.5: Case study 9: (Left) Quality factor estimation. (Right) Heading estima-







A person with a new idea is a crank
until the idea succeeds
—Mark Twain
The derivation of the Denavit-Hartenberg parameters of a robotic structure can be
done following the steps below. In this chapter, these parameters are derived for the












Figure E.1: Representation of a robotic structure with three joints. Each joint has
only one rotation axis, zi. The base frame is represented by the triad {x0, y0, z0}.
It is important to highlight that the derivation of the Denavit-Hartenberg parameters
must be done by following consistent rules. In this thesis, the right-hand rule is used
to define the coordinate frames. Furthermore, the positive direction of rotation
around an axis is defined according to the right-hand rule. These positive directions
of rotation are indicated in Figure E.1.
Prior to the derivation of the Denavit-Hartenberg parameters, it is necessary to
define the base frame. In this example, the base frame is defined to be in the centre
of the first joint, see Figure E.1.
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Once the reference frame is defined, the sequence of steps that allows for the deriva-
tion of the Denavit-Hartenberg parameters is the following:
1. define the z-axis pointing along the axis of rotation, let this axis be zi,
2. find the common normal between the current z-axis, i.e. zi, and the previous
one, i.e. zi−1. The common normal is the normal line to both axes and it is
the shortest line between them. If zi and zi−1 are parallel, then the common
normal is of free choice,
3. define the new x-axis, i.e. xi. It is co-linear with the common normal, i.e.
xi = zi × zi−1, (E.1)
where × denotes the vector product operation.
4. define the new origin as the intersection between zi and xi,
5. find the link offset (di). It is the depth along zi−1 from the origin of zi−1 to
the normal.
6. find the link rotation angle (θi). It is the angle around zi−1 to align xi−1 with
xi,
7. find the link length (ai). It is the distance around the rotated xi−1, from zi−1
to the origin of the new joint,
8. find the twist angle (αi). It is the rotation around xi to align zi−1 with zi,
9. repeat steps 1-8 until the parameters for all rotation axes are derived.
Let us begin with the definition of the Denavit-Hartenberg parameters of axis z1.
Since the latter is the first joint, we define the axis x1 as indicated in the figure of
Table E.1. Given that the axes are fully aligned, the Denavit-Hartenberg parameters







Axis d θ a α
z1 0 0 0 0
Table E.1: (Left) Definition of the new x-axis, i.e. x1. (Right) Denavit-Hartenberg
parameters associated to the axis z1.
The next set of Denavit-Hartenberg parameters are those associated to the axis z2.
Since the axis z2 is given, the next step is to define the common normal, i.e. the line
perpendicular to both z1 and z2. It can be found by using the right hand rule, see
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equation (E.1), which in turn leads to the next step, namely the definition of the
axis x2. The resulting x2 points in the direction indicated in Figure E.2. The new
origin, according to step 4, would be in the centre of the second joint of Figure E.1.
With all the axes of joints 1 and 2 defined, the derivation of the Denavit-Hartenberg







Axis d θ a α
z1 0 0 0 0
z2 −l1 180◦ 0 −90◦
Table E.2: (Left) Definition of the new x-axis, i.e. x2. (Right) Denavit-Hartenberg
parameters associated to the axis z2.
The last set of parameters to be defined are those associated to joint 3. Once more,
steps 2-3 lead to the x3 axis indicated in the figure of Table E.3. Then, steps 5-8






Axis d θ a α
z1 0 0 0 0
z2 −l1 180◦ 0 −90◦
z3 0 180
◦ l2 −90◦
Table E.3: (Left) Definition of the new x-axis, i.e. x3. (Right) Denavit-Hartenberg




Derivation of the Turn Rate
Equations
Success is a science,
if you have the conditions you get the result
– Oscar Wilde
In this chapter, the methodology to derive the equations of the turn rate vector given
a set of Euler angles is presented. The derivation of the turn rate vector requires
the knowledge of the rotation sequence that was followed to derive the attitude in
the first place. In fact, different rotation sequences around the cartesian axes will
lead to different Euler angles [57].
Annotations on Rotation Matrices
The Euler angles indicate the rotation around each one of the cartesian axis. More
specifically, the roll (φ), the pitch (θ) and the heading (ψ) are the rotation around
the x-axis, y-axis and z-axis, respectively, that must be carried to out align the body
frame with the navigation frame, see Appendix B.
Each of the aforementioned rotations can be represented by a matrix. Let us denote
by Rx(φ) the rotation matrix that rotates a vector around the x-axis an angle equal
to φ. This matrix can be written as follows:
Rx(φ) =
 1 0 00 cos(φ) − sin(φ)
0 sin(φ) cos(φ)
 . (F.1)
Similarly, Ry(θ) is the rotation matrix that rotates a vector around the y-axis an
angle equal to θ. In this case, the matrix follows the equation:
Ry(θ) =
 cos(θ) 0 sin(θ)0 1 0
− sin(θ) 0 cos(θ)
 . (F.2)
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Finally, R(ψ) denotes the rotation matrix that rotates a vector around the z-axis
an angle equal to ψ:
Rz(ψ) =
 cos(ψ) − sin(ψ) 0sin(ψ) cos(ψ) 0
0 0 1
 . (F.3)
The successive rotation around the axis can be represented by successively mul-
tiplying the aforementioned matrices. For instance, the three successive rotations
around, first, the x-axis, second, the y-axis and third, the z-axis, is represented by:
Cnb = Rz(ψ) ·Ry(θ) ·Rx(φ). (F.4)
In fact, the previous equation is the derivation of the matrixCnb given in Appendix B.
Problem Statement
The problem statement can be formulated as follows: derive the set of equations
to estimate the turn rate vector in the body frame (ωb). To that end, the known
variables are the following:
• the Euler angles that rotate a vector form the body frame to the navigation
frame, namely the roll (φ), the pitch (θ) and the yaw (ψ),
• the derivative of the previous angles, namely the derivative of the roll (φ̇), the
derivative of the pitch (θ̇) and the derivative of the yaw (ψ̇).
In addition, it is known that the Euler angles are obtained by rotating first around
the x-axis, second around the y-axis and third around the z-axis.
Method to Estimate the Turn Rate Vector
Prior to describing the method, let us define three variables that will come in handy
for the derivation of the equations of the turn rate vector. These variables are:
ωφ̇ = (φ̇, 0, 0)
T , (F.5)
ωθ̇ = (0, θ̇, 0)
T , (F.6)
ωψ̇ = (0, 0, ψ̇)
T . (F.7)
The latter are the turn rate vector resulting from the roll, pitch and yaw rotations
respectively. Moreover, these vector are given in the frame where they are first
applied.
The turn rate vector in the body frame (ωb) can be computed as the sum of the
individual contributions of each of the rate of change of the Euler angles, that is:
ωb = ωφ̇b + ωθ̇b + ωφ̇b, (F.8)
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where each of the three addends are estimated as:
ωφ̇b = R1 · ωφ̇, (F.9)
ωθ̇b = R2 · ωθ̇, (F.10)
ωψ̇b = R3 · ωψ̇, (F.11)
where Ri is the rotation matrix from the i-th frame to the body frame. These
matrices are a product of a subset of {Rx(φ),Ry(θ),Rz(ψ)}.
Let us now derive the addends in equation (F.8). To that end, we will determine
the contributions of each one of the addends separately.
Contribution of ωφ̇b
We begin with ωφ̇b, for which Figure F.1-(a) is given. In this case, the original frame
is the body frame {xb, yb, zb}, to which a rotation φ is applied. The latter rotation




















































Figure F.1: Three successive rotations represented by the Euler angles. (a) Rotation
around the x-axis. (b) Rotation around the resulting y-axis, namely y′. (c) Rotation
around the resulting z-axis, namely z′′.
In order to determine the rotation matrix (R1), it necessary to determine the frame
where the rotation φ is applied. From Figure F.1-(a), it can be seen that the frame
where the rotation is applied is the body frame itself. Thus:
R1 =
 1 0 00 1 0
0 0 1
 . (F.12)
The contribution of ωφ̇b can now be estimated:







The next addend to be determined is ωθ̇b. For the latter, Figure F.1-(b) is provided.
In this case, the turn rate vector ωθ̇b is the result of rotating last frame {x′, y′, z′}
a total of θ around the y′-axis. Such rotation results in the new frame {x′′, y′′, z′′} .
Similarly to the previous rotation, it is now sufficed that y′′ = y′.
Now, we determine the rotation matrix R2. In this case, the rotation θ around the
y-axis is applied in the frame {x′, y′, z′}, which is represented by the matrix Rx(φ).
The latter is the matrix from the body frame to the {x′, y′, z′}, whereas R2 is the
inverse matrix, i.e. from the {x′, y′, z′} frame to the body frame. In the case of
rotation matrices, the inverse of a matrix coincides with the transpose of the same
matrix. Thus, it can be written that:
R2 = Rx(φ)
T . (F.14)
The contribution of ωθ̇b can now be estimated:
ωθ̇b = R2 · ωθ̇ =
[




Finally, the last addend to be determined is ωψ̇b. The vector ωψ̇b results from
rotating the frame {x′′, y′′, z′′} a total of ψ around the z′′-axis. Such rotation leads
to the frame {x′′′, y′′′, z′′′} depicted in Figure F.1-(c).
The last rotation matrix R3 is determined like R1 or R2. In this case, the frame
where the rotation ψ is applied is the frame {x′′, y′′, z′′} which is represented by:
R′′ = Ry(θ) ·Rx(φ), (F.16)
where R′′ is the rotation matrix from the body frame to the {x′′, y′′, z′′} frame.
The matrix R3 represents the inverse rotation to R
′′, i.e. the rotation from the
{x′′, y′′, z′′} frame to the body frame, thus:
R3 = (Ry(θ) ·Rx(φ))T = Rx(φ)T ·Ry(θ)T . (F.17)
The contribution of ωψ̇b can now be estimated:
ωψ̇b = R3 · ωψ̇ =[−ψ̇ · sin(θ),
ψ̇ · sin(φ) · cos(θ),
ψ̇ · cos(φ) · cos(θ)]T .
(F.18)
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Turn Rate Vector Estimation
Given the equations above, the turn rate vector in the body frame (ωb) can be
estimated through the Euler angles following equation (F.8), that is:
ωb = [φ̇− ψ̇ · sin(θ),
θ̇ · cos(φ) + ψ̇ · sin(φ) · cos(θ),





Noise Parameters of the Inertial
Sensors
I am extraordinarily patient,
provided that I get my own way in the end
– Margaret Thatcher
Table G.1 and Table G.2 summarize the random walk (σrw) and bias stability (σbs)
of the each IMU. The parameters have been estimated with the Allan variance
analysis [86].




Foot IMU Pocket IMU Foot IMU Pocket IMU
X axis 2.6 · 10−3 2.3 · 10−3 6.9 · 10−6 2.1 · 10−5
Y axis 2.4 · 10−3 2.5 · 10−3 5.5 · 10−6 6.7 · 10−6
Z axis 6.2 · 10−3 5.5 · 10−3 5.2 · 10−5 7.7 · 10−5




Foot IMU Pocket IMU Foot IMU Pocket IMU
X axis 5.0 · 10−4 4.9 · 10−4 4.6 · 10−7 8.9 · 10−7
Y axis 4.8 · 10−4 5.0 · 10−4 7.1 · 10−7 4.5 · 10−7
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