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Abstract
The performance of modern machine learning methods
highly depends on their hyperparameter configurations. One
simple way of selecting a configuration is to use default set-
tings, often proposed along with the publication and imple-
mentation of a new algorithm. Those default values are usu-
ally chosen in an ad-hoc manner to work good enough on
a wide variety of datasets. To address this problem, differ-
ent automatic hyperparameter configuration algorithms have
been proposed, which select an optimal configuration per
dataset. This principled approach usually improves perfor-
mance, but adds additional algorithmic complexity and com-
putational costs to the training procedure. As an alternative to
this, we propose learning a set of complementary default val-
ues from a large database of prior empirical results. Selecting
an appropriate configuration on a new dataset then requires
only a simple, efficient and embarrassingly parallel search
over this set. We demonstrate the effectiveness and efficiency
of the approach we propose in comparison to random search
and Bayesian Optimization.
Introduction
The performance of most machine learning algorithms
highly depends on their hyperparameter settings. Var-
ious methods exist to automatically optimize hyperpa-
rameters, including random search (Bergstra and Ben-
gio 2012), Bayesian optimization (Snoek, Larochelle, and
Adams 2012; Hutter, Hoos, and Leyton-Brown 2011), meta-
learning (Brazdil et al. 2008) and bandit-based methods (Li
et al. 2017). Depending on the algorithm, properly tun-
ing the hyperparameters yields a considerable performance
gain (Lavesson and Davidsson 2006).
Despite this acknowledged importance of tuning the hyper-
parameters, in many practical cases it is often neglected.
Possible reasons for this are the additional run time, code
complexity and experimental design questions. It has indeed
been pointed out that properly deploying a hyperparameter
tuning strategy requires expert knowledge (Probst, Bischl,
and Boulesteix 2018; van Rijn and Hutter 2018).
When parameters are not tuned, they are often set to a default
value provided by the software authors. While not tuning
parameters at all can be detrimental, defaults provide a fall-
back for cases, where no additional knowledge is available.
Wistuba, Schilling, and Schmidt-Thieme (2015b) proposed
to extend the notion of pre-specified defaults to ordered sets
of defaults, combining the prior knowledge encoded in de-
fault values with the flexibility of optimization procedures.
This work directly builds upon this notion. Our ordered sets
of defaults are diverse lists of parameter settings for a partic-
ular algorithm, ordered by their performance across datasets.
This can be seen as an extension of the classical exhaus-
tive grid-search: Instead of searching all possible combina-
tions in the grid, we keep only those configurations that his-
torically (on a collection of benchmark datasets) performed
well. Given that we eliminate most candidates using prior
data, we can then afford to start with a very fine grid, ap-
proximating the results of a continuous optimization proce-
dure.
A different perspective on multiple defaults is as a special
case of meta-learning: we build a model using a collection
of benchmark datasets, that allows us to predict good candi-
date parameters for a new dataset. Only we do not use any
properties of the new dataset, and always predict the same
ordered set of candidates.
Compared with more complex optimization procedures,
multiple defaults have several benefits.
Ease of implementation Sets of defaults can be easily com-
puted in advance and implemented as look-up tables. Only
simple resampling is required to select the best configuration
from the set.
Ease of use The concept of multiple defaults is easy to un-
derstand and does not introduce any additional parameters
or specification of parameter ranges. The number of default
configurations to be evaluated is determined by computa-
tional constraints.
Strong anytime performance Defaults can achieve high
performances even if only few evaluations can be performed.
If additional computational resources are available, they can
be used in combination with other optimization methods,
e.g., as good initial values for conventional tuning methods.
Embarrassingly parallel Evaluation of the ordered set of
defaults can be arbitrarily parallelized.
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Robustness Defaults do not suffer from the problems asso-
ciated with optimizing over high-dimensional, mixed-type
input spaces nor from potential crashes or failures of the op-
timization method.
We conjecture that a small set of well-performing configu-
rations can perform quite well on a broad set of datasets. We
will leverage a large set of historic datasets, and the perfor-
mance results of prior experiments that are readily available
on OpenML (Vanschoren et al. 2014; van Rijn 2016). While
proper hyperparameter tuning techniques remain preferable
when the resources and expertise are available, simply iter-
ating over an orderd set of defaults might be a viable alter-
native when this is not the case.
We define a model-agnostic approach of learning not only
a single configuration parameter configuration, but instead
a set of configurations, that together perform well on new
datasets. That is, any given set of defaults should contain
at least one parameter configuration that performs well on
a given dataset. These defaults can be written down and
hard coded into software implementations, and thus easily
be adapted by users.
Our contributions are the following. 1) We describe two
methods, an exact exhaustive method and a greedy method,
that acquire a list of defaults, based on predictions from
surrogate models. In particular, the surrogate models allow
to scale the method in a realistic setting to arbitrary arbi-
trary algorithms and sizes of hyperparameter spaces. 2) we
show that solving the underlying problem in an exact man-
ner is NP-hard, 3) due to this NP-hardness, we conduct a
small experiment comparing the greedy and exact exhaus-
tive approach, and 4) empirically evaluate the defaults ob-
tained through the greedy approach in a large benchmark
using 6 configurable state-of-the-art ML algorithms, con-
taining 2–10 hyperparameters, on a wide range of datasets.
In this experiment we compare defaults found with the de-
scribed method against random search as well as Bayesian
Optimization. We show that the method we propose requires
about 4 times fewer model evaluations to achieve similar
performances than random search or Bayesian optimization.
Related work
There are various openly available Machine Learning work-
benches, implementing many algorithms. Some popular ex-
amples in scientific communities are Weka (Hall et al. 2009),
scikit-learn (Pedregosa et al. 2011) and mlr (Bischl et al.
2016). Most algorithms have hyperparameters, that in turn
have default values. It has often been noted that using de-
fault values does not yield adequate performance, and can
be improved by hyperparameter optimization (Bergstra et
al. 2011; Bergstra and Bengio 2012; Hutter, Hoos, and
Leyton-Brown 2011; Snoek, Larochelle, and Adams 2012;
Li et al. 2017). Lavesson and Davidsson (2006) investigate
for a given algorithm how strong the impact of different hy-
perparameter configurations can be across datasets. They in-
fer that the importance of good settings varies between al-
gorithms, and that parameter tuning can be more important
than the choice of an algorithm.
Many techniques have been proposed for performing hyper-
parameter optimization. Bergstra and Bengio (2012) com-
pare grid search and random search, and concluded that al-
though both approaches are rather simple, they already yield
great performance gains compared to using a single default
setting. Furthermore, they noted that given the same num-
ber of iterations, random search is in many practical cases
preferable over grid search. We will therefore use random
search as the baseline in all our experiments. Successive
Halving (Jamieson and Talwalkar 2016) and Hyperband (Li
et al. 2017) are full-exploration bandit-based methods, us-
ing initially small but increasing budgets to prioritize eval-
uation of particular hyperparameter settings. The field of
model based optimization (also often referred to as MBO or
Bayesian Optimization) uses an internal empirical perfor-
mance model, which tries to learn a surrogate model of the
objective function while optimizing it (Bergstra et al. 2011;
Snoek, Larochelle, and Adams 2012; Hutter, Hoos, and
Leyton-Brown 2011; Bischl et al. 2018). It focuses the
search towards regions that are promising according to the
model.
Alternatively, the field of meta-learning attempts to lever-
age knowledge obtained from experiments on prior datasets
to a new dataset (Brazdil et al. 2008). The underlying prin-
ciple is to represent each dataset as a vector of numerical
attributes. The assumption is that on datasets, similar al-
gorithms that work well on these. A so-called meta-model
can be trained to predict the performance of arbitrary con-
figurations on new, unseen datasets (Gomes et al. 2012;
Leite, Brazdil, and Vanschoren 2012). Several approaches
attempt to combine the paradigms of meta-learning and hy-
perparameter optimization, for example by warm starting
hyperparameter optimization techniques (Feurer et al. 2015;
Feurer, Springenberg, and Hutter 2015; Wistuba, Schilling,
and Schmidt-Thieme 2015a), or in a streaming setting (Yo-
gatama and Mann 2014). An approach very close to ours
is investigated in (Wistuba, Schilling, and Schmidt-Thieme
2015b). From a perspective of finding good initial points for
warm-stating Bayesian optimization, they propose to greed-
ily find a set of configurations, that minimizes the sum of
risk across several datasets. This approach has severe limita-
tions, we intend to alleviate in our work. First, the procedure
requires hyperparameters evaluated on a grid across several
datasets. This will scale exponentially with hyperparameter
space dimensionality, and thus be practically infeasible for
algorithms that require multiple hyperparameters. Addition-
ally, it has been noted in (Bergstra and Bengio 2012), that
grid search, especially when evaluated on coarse grid, often
emphasizes regions that do not matter and suffers from poor
coverage in important dimensions.
While all these methods yield convincing results and gen-
erated a considerable amount of scientific follow-up, they
are by no means easy to deploy. Methods from the search
paradigm require knowledge of which hyperparameters are
important as well as suitable ranges to optimize over (Probst,
Bischl, and Boulesteix 2018; van Rijn and Hutter 2018).
Methods from the meta-learning paradigm require a set of
historic datasets and meta-features to train on. Finding an
informative set of training data and meta-features is still an
open scientific question (Pinto, Soares, and Mendes-Moreira
2016; van Rijn 2016).
Most similar to the approach that we introduce are the works
of Wistuba, Schilling, and Schmidt-Thieme (2015a) and
Wistuba, Schilling, and Schmidt-Thieme (2015b). Addition-
ally, the work of Feurer et al. (2018) also involves lists of de-
faults, although they do not detail on how to construct these.
Wistuba, Schilling, and Schmidt-Thieme (2015b) propose a
method that selects defaults based on meta-data from differ-
ent algorithms. As the first reference to the multiple defaults,
this work was a great contribution, but it also came with
drawbacks. It requires a full grid of hyperparameters, evalu-
ated on all tasks that have been encountered in the past. As
this is not a realistic requirement, this makes applying this
method unpractical, and it does not scale beyond a few hy-
perparameters. In fact, in the experimental evaluation only 2
algorithms with no more than 3 hyperparameters were con-
sidered.
Alternatively, Wistuba, Schilling, and Schmidt-
Thieme (2015a) propose a method that is able to warm-start
Bayesian Optimization procedures, which can essentially
also be seen as a set of defaults. The approach they propose
requires a differentiable model, can only work with numeric
and unconditional hyperparameters. The methods that we
propose do not require any of these. Additionally, the
approach we propose does not rely on a predetermined
budget of optimizations. For each different budget in terms
of function evaluations, a different set of defaults will be
recommended. It can therefore not successfully be applied
in the more realistic case where the budget is run time.
Additionally, both works only experiment with 2 algorithms
and do not apply a nested cross-validation procedure, which
is required to make plausible conclusions when hyperparam-
eter optimization is involved (Cawley and Talbot 2010).
Method
Consider a target variable y, a feature vector X , and an un-
known joint distribution P on (X, y), from which we have
sampled a dataset D containing |D| observations.
A machine learning (ML) algorithm tries to approximate the
functional relationship betweenX and y by producing a pre-
diction model fˆθ(X), controlled by a multi-dimensional hy-
perparameter configuration θ ∈ Θ. In order to measure pre-
diction performance pointwise between a true label y and
its prediction fˆ(X), we define a loss function L(y, fˆ(X)).
We are naturally interested in estimating the expected risk
of the inducing algorithm, w.r.t. θ on new data, also sampled
from P: RP(θ) = E(L(y, fˆ(X))|P). Thus, RP(θ) quan-
tifies the expected predictive performance associated with a
hyperparameter configuration θ for a given data distribution,
learning algorithm and performance measure.
Given a certain data distribution, a certain learning algorithm
and a certain performance measure, this mapping encodes
the numerical quality for any hyperparameter configuration
θ.
Given K different datasets (or data distributions)
P1, ...,PK , we arrive at K hyperparameter risk map-
pings.
Rk(θ) = E(L(y, fˆ(X, θ))|Pk), k = 1, ...,K.
For a set ofM configurations ΘM = {θ1, . . . , θM} and with
a slight abuse of notation, we could define and visualize
R(ΘM ) = (Rk(θm))k=1,...,K;m=1,...,M
as a matrix of dimensions K × M of risks for different
configurations and datasets. Here, the k-th row-vector of
R(ΘM ) contains the risks of all configurations in ΘM , eval-
uated on dataset k; while the m-column contains the empir-
ical distribution of risk for θm across all datasets.
Defining a set of optimal defaults
Hyperparameter optimization methods usually try to find an
optimal θ for a given dataset. In this work on the other hand,
we try to find a fixed-size set Θdef that works well over a
wide variety of datasets, in the sense that Θdef contains at
least one configuration that works well on any given dataset
(and in that case we do not really care about the performance
of the other configurations on that dataset). In order for this
to be feasible in practice, the individual datasets need to have
at least some common structure from which we can general-
ize. This patterns can in general stem from algorithm prop-
erties, such as combinations of individual hyperparameters
that work well together, or alternatively from similar data sit-
uations. By using a large number of datasets, we hope to find
defaults that are less tailored to specific datasets, but gener-
alize well. This allows focusing on the first kind of patterns.
If patterns can be transferred from a set of datasets to a new
dataset, one would assume that, given there exists a common
structure, learned configurations perform significantly better
than a set of randomly drawn data points on the same held
out dataset.
In practical terms, given our set Θdef , we would triv-
ially evaluate all configurations in parallel (e.g., by cross-
validation), and then simply select the best one to obtain the
final fit for our ML algorithm.
Algorithm 1: ML algorithm with multiple defaults
Input: Dataset D, Inducer A, candidate configurations
Θdef of size n
Result: Model induced by A on data D
Cross-validate A on D with all θi ∈ Θdef ;
Select best θ∗ from Θdef ;
Fit A on complete D with θ∗ and obtain ML model;
Hence, an optimal set of defaults Θdef should contain com-
plementary defaults, i.e., some configurations θ ∈ Θdef
can cover for shortcomings of other configurations from the
same set. This can be achieved by jointly optimizing over
the complete set.
Risk of a set of configurations The risk of a set of con-
figurations Θdef ⊂ Θ, for datasets 1, . . . ,K is given by:
G(Θdef ) = h
(
min
j=1,...,n
R1(θj), . . . , min
j=1,...,n
RK(θj))
)
We aggregate this to a single scalar performance value by
using a function h, e.g., the median. For aggregation to be
sensible, we assume that performances across all K datasets
are commensurable, which is a strong assumption.
The optimal set of defaults Θdef of size n is then given by
arg min
Θdef⊂Θ,|Θdef |=n
G(Θdef )). (1)
We compare two methods, namely an exact discretized and
a greedy search approach, that allow us to obtain such sets
of defaults.
Computational Complexity This problem is a gener-
alization of the Maximum coverage problem, which was
proven NP-hard by Nemhauser, Wolsey, and Fisher (1978).
The original maximum coverage problem assumes Boolean
input variables, s.t. each set covers covers certain elements,
whereas the formulation in our context assumes scalar in-
put variables. This adds additional complexity to the Exact
Discretized Formulation.
Exact Discretized Optimization
A discrete version of this problem can be formulated as a
Mixed Integer Programming problem. The solution we pro-
pose is specific to the aggregation functions sum and mean.
Other aggregation function can be incorporated as well, at
the cost of introducing more variables and constraints. Given
a discrete set of M configurations {θ1, . . . , θM} ⊂ Θ, we
first define
Q(k,m) = {s : Rk(θs) < Rk(θm)} (2)
for each m ∈ {1, . . . ,M} and given k, where Rk(θs) is the
empirical risk of θs on Pk.
Intuitively, Q(k,m) now is a set of integer indices such that
for each q ∈ Q(k,m) holds that the risk of θq is lower than
the risk of θm on dataset k. The definition of Q assumes
no ties. Ties may be broken arbitrarily, but must be con-
sistent. For example, comparing Rk(θs) < Rk(θm) can be
replaced by the lexicographical comparison (Rk(θs), s) <
(Rk(θm),m).
In order to obtain a set of n defaults, the goal is to minimize
K∑
k=1
M∑
m=1
Ψk,m ·Rk(θm) (3)
subject to
M∑
m=1
φm = n (4)
∀k : ∀m : Ψk,m ≥ φm −
∑
s∈Q(k,m)
φs (5)
∀k : ∀m : Ψk,m ≥ 0 (6)
∀k :
M∑
m=1
Ψk,m = 1 (7)
The free variables are Ψ (a matrix of size K ×M ) and φ
(a vector of size M , containing booleans). After the opti-
mization procedure, φm = 1 if and only if θm is part of
the optimal set of defaults. Eq. 4 ensures that exactly the re-
quired number of defaults will be selected. Matrix Ψ does
not need to be restricted to a specific type, but will only con-
tain values {0, 1} (we will see why further on). After the op-
timization procedure, element Ψk,m will be 1 if and only if
configuration θm has the lowest risk on distribution i out of
all the configurations that are in the set of defaults. Formally,
Ψk,m = 1 if and only if ∀j : φj = 0 ∨ Rk(θj) > Rk(θi)
(this is enforced by Eq. 5). The optimization criterion pre-
sented in Eq. 3 is the Hadamard product between the matrix
Ψ and the matrix of risks R. The outcome of this formula is
equal to the definition of the risk of a set of configurations,
with h being the sum. The aggregation functions sum and
mean lead to the same set of defaults.
We will show that the constraints ensure the correct be-
haviour as described above. For an element Ψk,m, there are
two factors that influence the minimum value: i) whether φi
is part of the selected set of defaults, and ii) whether there
are other configurations in the selected set of defaults that
have a lower risk on distribution k. If either or both con-
ditions hold, Ψk,m ≥ 0. If neither of the conditions hold,
Ψk,m ≥ 1. Given that the risk is always positive, and matrix
Ψ can not contain negative numbers (Eq. 6), the optimizer
will aim for as low as possible values in Ψ, in this case ei-
ther 0 or 1. The constraint presented in Eq. 7 is formally not
necessary, but removes the requirement that all values of R
need to be positive.
Greedy Search
A computationally more feasible solution is to instead iter-
atively add defaults to the set in a greedy forward fashion,
starting from the empty set as follows:
for i = 1, . . . , n:
θdef,i := arg min
θ∈Θ
G({θ} ∪Θdef,i−1) (8)
Θdef,i := {θdef,1, . . . , θdef,i} (9)
where Θdef,i = ∅, and the final solution Θdef = Θdef,n.
An advantage of a greedy approach is that it results in a
growing sequence of default subsets for increasing budgets.
So if we compute a set of size n = 100 through the above ap-
proach, e.g., in practice a user might opt to only evaluate the
first 10 configurations of the sequence (due to budget con-
straints) or to sequentially run through in them in an iterative
process and stop when a desired performance is reached; in
other words, it is an anytime algorithm. A possible disadvan-
tage is, that for a given size n the set of parameters might not
be optimal according to Equation 1.
Surrogate Models
The exact discretized approach requires evaluating Rk(θ)
on a fine discretization of the search space θ, while greedy
search even requires optimizing G, a complex function of
Rk(θ). It is possible to estimate Rk(θ) empirically us-
ing cross-validation. In this case evaluation of Rk(θ) cor-
responds to evaluating a particular hyperparameter setting
with cross-validation, which involves building several mod-
els. While the proposed method only requires us to do this
once to obtain multiple defaults to be used in the future,
building models on a fine grid is not tractable, especially
when the number of hyperparameters is high. Therefore we
employ surrogate models that predict the outcome of a given
performance measure and algorithm for a given hyperpa-
rameter configuration. We train one model for each dataset
on underlying performance data (Eggensperger et al. 2015).
This provides us with a fast approximate way to evaluate the
performance of any given configuration, without the require-
ment of costly training and evaluating models using cross-
validation.
Additionally, because we can not practically evaluate every
θ ∈ Θ on each dataset, as |Θ| can be infinitely big depending
on the algorithm, we instead only evaluate a large random
sample from Θ. Cheap approximations can then be obtained
via surrogate models.
Standardizing results We mitigate the problem of lacking
commensurability between datasets by normalizing perfor-
mance results on a per-dataset basis to mean 0 and standard
deviation 1 before training surrogate models. A drawback
to this is, that some information with regards to the absolute
performance of the algorithm and the spread across different
configurations is lost.
On the choice of an aggregation function Considering
the fact that performances on different datasets are usually
not commensurable (Demsˇar 2006), an appropriate aggre-
gation function or scaling is required to obtain sensible de-
faults. One approach can be using quantiles. Depending on
the choice of quantile, this either emphasizes low risks, i.e.,
datasets that are relatively easy anyways (by choosing the
minimum), or high risks, i.e., hard datasets (when choosing
the maximum). This corresponds to optimizing an optimistic
case (i.e., optimizing a best case scenario) or a pessimistic
scenario (i.e., hedging against the worst case). Several other
methods from decision theory literature, such as the Hodges-
Lehmann criterion (Hodges and Lehmann 1952) could also
be used. From a theoretical point of view, it is not immedi-
ately clear which aggregation functions benefit the method
most. From a small experiment, excluded for brevity, we
concluded that in practice, the choice of an aggregation func-
tion has negligible impact on the performance of the set
of defaults across datasets. Hence, we use the median over
datasets as aggregation function.
Experimental Setup
We will perform two experiments. We first present an exper-
iment on small scale to compare the defaults obtained from
the exact discretized approach against the greedy approach.
As the exact discretized approach is presumably intractable,
we can only perform a direct comparison on a small dataset,
using a small number of defaults. In the second experiment,
which is one of the main contributions of this work, we
compare defaults obtained from the greedy approach against
random search and Bayesian Optimization. This section de-
scribes the setup of these experiments. Due to the presum-
able intractability, the experiment comparing the greedy and
exact discretized approach slightly deviates from this, in the
sense that it operates on a discretized version of the problem,
and uses a lower number of defaults (at most 6).
Estimations of the performance on future datasets can be ob-
tained by evaluating a set of n defaults Θdef using Leave-
One-Dataset-Out Cross-validation over K datasets. As a
baseline, we compare to random search with several bud-
gets and Bayesian Optimization with 32 iterations. The lat-
ter simulates scenarios where the number of available eval-
uations is limited, for example due to computational con-
straints.
For each k ∈ {1, . . . ,K}, we repeat the following steps:
• Defaults
for n ∈ {1, 2, 4, 8, 16, 32}:
– Learn a set of n defaults Θdef on datasets
{{1, . . . ,K} \ k}
– Run the proposed greedy algorithm with Θdef on
OpenML Task k – embedded in nested CV.
• Random search
for i ∈ {4, 8, 16, 32, 64}:
– Run random search with budget i on OpenML Task k
– embedded in nested CV.
• Bayesian Optimization
Run Bayesian Optimization budget 32 on OpenML Task
k – embedded in nested CV.
Performance estimates across all evaluated methods are ob-
tained from a fixed outer 10-fold cross-validation loop on
each left out dataset. Evaluation of a set of configurations is
done using nested 5-fold cross-validation. For each configu-
ration in the set, we obtain an estimation of the performance
from the nested cross-validation loop. This allows us to se-
lect a best configuration from the set, which is then evalu-
ated on the outer test-set. We use either mlrMBO or scikit-
optimize as Bayesian Optimization frameworks.
Datasets, Algorithms and Hyperparameters
We use experimental results available on OpenML (Van-
schoren et al. 2014; van Rijn 2016) to evaluate the sets
of defaults. In total, we evaluate the proposed method on
six algorithms, coming from mlr (Bischl et al. 2016) and
scikit-learn (Pedregosa et al. 2011). We use the 100
datasets from the OpenML100 (Bischl et al. 2017). These
contain between 500 and 100,000 observations, up to 5,000
features and are not imbalanced. We evaluate the mlr al-
gorithms on the 38 binary class datasets; we evaluate the
scikit-learn algorithms on all 100 datasets. This deci-
sion was made based on the availability of meta-data.
For mlr, we evaluate the method on glmnet (Fried-
man, Hastie, and Tibshirani 2010) (elastic net implementa-
tion, 2 hyperparameters), rpart (Therneau and Atkinson
2018) (decision tree implementation, 4 hyperparameters)
and xgboost (Chen and Guestrin 2016) (gradient boost-
ing implementation, 10 hyperparameters). The optimization
criterion was Area under the ROC curve. We obtained in the
order of a million results for randomly selected parameters
on the 38 binary datasets.
As of scikit-learn, we evaluate the method using Ad-
aboost (5 hyperparameters), SVM (6 hyperparameters) and
random forest (6 hyperparameters). The optimization crite-
rion was predictive accuracy. We obtained approximatelly
137.000 results for randomly selected parameters of the 3
algorithms on the 100 datasets. The hyperparameters and
their respective ranges are the same as by van Rijn and Hut-
ter (2018).
All following results are obtained by computing defaults us-
ing Leave-One-Dataset-Out cross-validation. This means we
iteratively learn defaults using K − 1 datasets, and evalu-
ate using the held-out dataset. Defaults thus have not been
learned from the dataset that they are evaluated on. For any
given configuration, we can either obtain an approximation
of the risk, by resorting to trained surrogate models, or esti-
mate the true performance using cross-validation.
Exact Discretized vs. Greedy Defaults
We compare the computationally expensive exact dis-
cretized approach to the greedy approach in a small-scale ex-
periment, to understand their relative performance in terms
of hold-out accuracy. In this experiment, we generate n =
{1, 2, 3, 4, 5, 6} defaults using both the greedy approach and
the exact discretized search, on a subset of the SVM hyper-
parameter space, for the 100 datasets from the OpenML100.
We aim to optimize the gamma ([2−15, 23], log-scale) and
complexity ([2−5, 215], log-scale) hyperparameter for the
Figure 1: Performance of defaults obtained by exact dis-
cretized vs. the greedy.
RBF kernel, as van Rijn and Hutter (2018) found these to
be most important. We discretized the problem to have 16
choices for both hyperparameters. Note that in order to ob-
tain 6 defaults, already
(
256
6
) ≈ 3.7 · 1011 possible options
need to be evaluated, over 100 datasets.
Figure 1 shows the results. Note that by definition, the re-
sults for 1 default should be approximately equal, and can
only deviate when a tie is broken in a different way. Further-
more, even though intuitively the exact discretized approach
should come up with better set defaults, this might not hold
in practice, as the defaults are evaluated on datasets that were
not considered when calculating the defaults. The results re-
veal that the sets of defaults from both strategies perform
approximately the same. As the greedy defaults have the
benefit of being computationally much cheaper and provide
anytime capabilities, we will use the greedy method for the
remainder of the paper.
Greedy Defaults
Figure 2 presents the results of the set of defaults obtained by
the greedy approach and the baselines. Each subfigure shows
the results for a given algorithm. The boxplots represent how
the algorithm performed across the 38 (mlR algorithms) or
100 (scikit-learn algorithms) datasets that it was ran
on. Results are normalized to [0, 1] per algorithm and task
using the best and worst result on each dataset across all
settings.
The results reveal some expected trends. For both the
defaults and the random search, having more iterations
strictly improves performance. As might be expected, ran-
dom search with only 1 or 2 iterations does not seem to be a
compelling strategy. Bayesian Optimization is often among
the highest ranked strategies (which can also be seen in Fig-
ure 3). We further observe that using only a few defaults
is already competitive with Bayesian Optimization and ran-
dom search strategies with higher budget. In many cases,
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(f) SVM
Figure 2: Boxplots for different algorithms, comparing sets of defaults, random search and Bayesian Optimization (mbo) across
several budgets. The y-axis depicts normalized Area under the Curve (upper) and normalized Accuracy (lower) across each
learner and task.
the defaults are competitive with random search procedures
that have four to eight times more budget. This is in partic-
ular clear for decision trees and elastic net, where 4 defaults
already outperform random search significantly. In some
cases, e.g., for random forest, advantages of using defaults
over random search with multiples of the budgets seem neg-
ligible. A reason for this could be, that random forests in
general appear more robust with regards to selection of hy-
perparameters (Probst, Bischl, and Boulesteix 2018), and
thus do not profit as much from optimal defaults. We can
also see, that random search seems to stagnate much quicker
than the set of defaults, which suggests that defaults can still
be a viable alternative. It can also be seen, that defaults per-
form particularly well when the budget is low. When the
budget increases, the potential gains decrease. This can be
observed in Figures 2 d)-e), where performance only in-
creases marginally after 8 defaults. This can be intuitively
understood from the fact, that defaults are learned from a
limited number of datasets. Thus when the number of de-
faults approaches the number of datasets, defaults more and
more adapt to a small set of datasets, rather than generalizing
to many datasets.
In order to further analyze the results, we perform the Fried-
man statistical test (with post-hoc Nemenyi test) on the re-
sults (Demsˇar 2006). Again, per classifier and task combi-
nation, each strategy gets assigned a rank. The ranks are av-
eraged over all datasets, and reported in Figures 3. If the
difference is bigger than the critical distance, there is statis-
tical proof that this difference in performance was not due to
random chance. Each pair of strategies that is connected by a
gray line, is considered statistically equivalent at α = 0.05.
We observe the same trends as in the boxplots. Strategies
that employ defaults are usually ranked better than random
search with 2-4 times the budget, and significantly better
then using the same budget. Discrepancies between learn-
ers in 2 a) - c) and d)-f) can stem for example from the fact
that fewer experimental results were available for the latter,
hampering the performance of trained surrogate models.
Numbers of datasets used in the different comparisons arise
due to computational constraints. For the evaluation of elas-
tic net, decision trees, the largest two datasets have been ex-
cluded from the evaluation, thus allowing for an evaluation
on 36 datasets. For Adaboost, random forest and SVM, only
datasets where all evaluations finished are included.
Conclusions
We explored the potential of using sets of defaults. Sin-
gle defaults usually give poor performance, whereas a more
complex optimization procedure can be hard to implement
and often needs many iterations. Instead, we show that using
a sequence of defaults can be a robust and viable alternative
to obtain a good hyperparameter configuration. When hav-
ing access to large amounts of historic results, we can infer
short lists of 4-8 candidate configurations that are competi-
tive to random search or Bayesian Optimization with much
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Figure 3: Critical Differences plots comparing 4 and 8 defaults with random search with (8, 16 and 32) and Bayesian Optimiza-
tion with 32 iterations. The x-axis contains average ranks across all datasets for which all stategies terminated.
larger budgets.
Finding the defaults in itself is an NP-hard search problem.
We proposed a Mixed Integer Programming solution and a
greedy solution, the latter running in polynomial time. Both
strategies seem to obtain comparable results, which validates
the use of the greedy strategy. An additional benefit of a
greedy strategy is its anytime performance, which allows se-
lecting an arbitrarily sized, optimal subset.
We performed an extensive evaluation across 6 algorithms,
2 workbenches and 2 performance measures (accuracy and
area under the curve). We compared the optimization over
sets of defaults against random search with a a much larger
budget, and Bayesian Optimization. Experiments showed
that defaults consistently outperform the other strategies,
even when given less budget.
We note that using sets of defaults is especially worthwhile
when either computation time or expertise on hyperparame-
ter optimization is lacking. Especially in the regime of few
function evaluations, sets of defaults seem to work particu-
larly well and are statistically equivalent with state-of-the-
art techniques. A potential drawback of our method is that
our defaults are optimal with respect to a single metric such
as accuracy or AUC, and thus might need to be used sep-
arately for different evaluation metrics. Identifying whether
is actually the case requires further investigation.
However, when fixing the metric, our results can readily be
implemented in machine learning software as simple, hard-
coded lists of parameters. These will require less knowledge
of hyperparameter optimization from the users than current
methods, and lead to faster results in many cases.
In future work, we aim to incorporate multi-objective mea-
sures for determining the defaults. Trying first the defaults
that are expected to run fast, might improve the anytime
performance even further. Additionally, we aim to combine
search spaces from various algorithms into one set of de-
faults. Finally, we aim to combine the sets of defaults with
other hyperparameter optimization techniques, e.g., by us-
ing it to warm-start Bayesian Optimization procedures. Suc-
cessfully combining these two paradigms might be the key
to convincingly push forward the state-of-the-art for Auto-
mated Machine Learning.
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