Abstract. We prove upper bounds for the graded Betti numbers of Stanley-Reisner rings of balanced simplicial complexes. Along the way we show bounds for Cohen-Macaulay graded rings S/I, where S is a polynomial ring and I ⊆ S is an homogeneous ideal containing a certain number of generators in degree 2, including the squares of the variables. Using similar techniques we provide upper bounds for the number of linear syzygies for Stanley-Reisner of balanced normal pseudomanifolds. Moreover, we compute explicitly the graded Betti numbers of cross-polytopal stacked spheres, and show that they only depend on the dimension and the number of vertices, rather than also the combinatorial type.
Introduction
In the last decades tremendous connections between combinatorics, topology and commutative algebra have been established. The theory of Cohen-Macaulay rings led to the proof of celebrated conjectures such as the upper bound theorem for spheres and the g-theorem for simplicial polytopes (see [Sta96] as a comprehensive reference). Since these results rely on algebraic properties of the Stanley-Reisner ring of simplicial complex, it is natural to investigate classical invariants of this ring, such as its minimal graded free resolution as a module over the polynomial ring. Our starting point are mainly two papers: In [MN03] , Migliore and Nagel showed upper bounds for the graded Betti numbers of simplicial polytopes. More recently, building on those results, Murai [Mur15] established a connection between a specific property of a triangulation, so-called tightness and the graded Betti numbers of its Stanley-Reisner ring. Moreover, he employs upper bounds for graded Betti numbers to obtain a lower bound for the minimum number of vertices needed to triangulate a pseudomanifold with a given first (topological) Betti number. It is conceivable that for more specific classes of simplicial complexes, better bounds (for the graded Betti numbers) hold, which then can be turned again into lower bounds for the minimal number of vertices of such a simplicial complex. This serves as the motivation for this article, where we will focus on so-called balanced simplicial complexes. Those were originally introduced by Stanley [Sta79] under the name completely balanced as pure (d − 1)-dimensional simplicial complexes whose vertex sets can be partitioned into d classes, such that each class meets every face in at most (and hence exactly) one element. Following more recent papers, we will drop the word "completely" and we will not require balanced complexes to be pure. Notable examples are Coxeter complexes, Tits buildings as well as the order complex of a graded poset, with the vertex set partition given by the rank function. This last observation shows that the barycentric subdivision of any simplicial complex is balanced, which gives a constructive way of obtaining balanced triangulations of any topological space and shows that balancedness is a combinatorial rather than a topological property. In recent years, balanced simplicial complexes have been studied intensively and many classical results in face enumeration have been proven to possess a balanced analog (see e.g., [GKN11, JKM18, KN16, MJKS17] ).
The aim of this article it to continue with this line of research by studying graded Betti numbers of balanced simplicial complexes. Our main results establish upper bounds for different cases, including arbitrary balanced simplicial complexes, balanced Cohen-Macaulay complexes and balanced normal pseudomanifolds. Along the way, we derive upper bounds on the graded Betti numbers of homogeneous ideals with a high concentration of generators in degree 2.
The structure of this paper is the following:
• Section 2 is devoted to the basic notions and definitions.
• In Section 3 we use Hochster's formula to prove a first upper bound for the graded Betti numbers of an arbitrary balanced simplicial complexes (see Theorem 3.1).
• We next restrict ourselves to the Cohen-Macaulay case, and provide two different upper bounds in this setting. The first approach provides a bound for graded Betti numbers of ideals with a high concentration of generators in degree 2, which immediately specializes to Stanley-Reisner ideals of balanced Cohen-Macaulay complexes (see Theorem 4.4). This is the content of Section 4.
• The second approach, presented is Section 5, employs the theory of lex-plus-squares ideals to bound the Betti numbers of ideals containing many generators in degree 2, including the squares of the variables. Again the result on balanced complexes given in Theorem 5.5 follows as an immediate application.
• In Section 6, we focus on balanced normal pseudomanifolds. We use a result by Fogelsanger [Fog88] to derive upper bounds for the graded Betti numbers in the first strand of the graded minimal free resolution in this setting (see Theorem 6.4).
• In [KN16] cross-polytopal stacked spheres were introduced as the balanced analog of stacked spheres, in the sense that they minimize the face vector among all balanced spheres with a given number of vertices. In Section 7 (Theorem 7.7) we compute the graded Betti numbers of those spheres, and show that they only depend on the number of vertices and on the dimension. The same behavior in known to occur for stacked spheres [TH97] . Moreover, we conjecture that the graded Betti numbers in the linear strand of their resolution provide upper bounds for the ones of any balanced normal pseudomanifold.
As a service to the reader, in particular to help him compare the different bounds, we use the same example to illustrate the predicted upper bounds: Namely, the toy example is a 3-dimensional balanced simplicial complex on 12 vertices with each color class being of cardinality 3. All computations and experiments have been carried out with the help of the computer algebra system Macaulay2 [GS] .
Preliminaries
2.1. Algebraic background. Let S = F[x 1 , . . . , x n ] denote the polynomial ring in n variables over an arbitrary field F and let m be its maximal homogeneous ideal, i.e., m = (x 1 , . . . , x n ). Denote with Mon i (S) the set of monomials of degree i in S, and for u ∈ Mon i (S) and a term order <, we let Mon i (S) <u be the set of monomials of degree i that are smaller than u with respect to <. For a graded S-module R we use R i to denote its graded component of degree i (including 0), where we use the standard N-grading of S. The Hilbert function of a quotient S/I, where I ⊆ S is a homogeneous ideal is the function from N → N that maps i to dim F (R i ). A finer invariant can be obtained from the minimal graded free resolution of S/I. The graded Betti number β S i,i+j (S/I) is the non-negative integer β
We often omit the superscript S, when the coefficient ring is clear from the context. We refer to any commutative algebra book (e.g., [BH93] ) for further properties of the graded minimal free resolution of S/I. Definition 2.1. Let I ⊆ S be a homogeneous ideal and let R = S/I be of Krull dimension d. Let
We remark that due to the Noether normalization lemma, an l.s.o.p. for R = S/I always exists, if F is an infinite field. Moreover, if Θ is a regular sequence, then Θ is an l.s.o.p., but the converse is far from being true in general. The class of rings for which the converse holds is of particular interest.
Definition 2.2. A graded ring R is Cohen-Macaulay if every l.s.o.p. is a regular sequence for R.
The theory of Cohen-Macaulay rings plays a key role in combinatorial commutative algebra and its importance cannot be overstated (see e.g., [BH93, Sta96] ).
The next two statements will be useful for providing upper bounds for graded Betti numbers.
Lemma 2.3. Let R = S/I with I an homogeneous ideal and θ ∈ S 1 . (i) [MN03, Corollary 8.5 ] If the multiplication map ×θ :
From Lemma 2.3 it immediately follows that modding out by a regular sequence does not affect the graded Betti numbers.
Lex ideals.
In order to show upper bounds for the graded Betti numbers we will make use of lexicographic ideals. As above, we let S = F[x 1 , . . . , x n ]. Given a monomial ideal I ⊆ S we denote by G(I) its unique set of minimal monomial generators and we use G(I) j to denote those monomials in G(I) of degree j. Let > lex be the lexicographic order on S with x 1 > lex . . . , > lex x n . I.e., we have x
n if the leftmost non-zero entry of (a 1 − b 1 , . . . , a n − b n ) is positive. A monomial ideal L ⊆ S is called a lexicographic ideal (or lex ideal for short) if for any monomials u ∈ L and v ∈ S of the same degree, with v > lex u it follows that v ∈ L. Macaulay [Mac27] showed that for any graded homogeneous ideal I ⊆ S there exists a unique lex ideal, denoted with I lex , such that S/I and S/I lex have the same Hilbert function. In particular, the F-vector space I lex ∩ S i is spanned by the first dim F S i − dim F (S/I) i largest monomials of degree i in S. Note that the correspondence between I and I lex is far from being one to one, since I lex only depends on the Hilbert function of I. We conclude this section with two fundamental results on the graded Betti numbers of lex ideals. 
Lemma 2.4 states that among all graded rings with the same Hilbert functions, the quotient with respect to the lex ideal maximizes all graded Betti number simultaneously. Another peculiar property of lex ideals is that their graded Betti numbers are determined just by the combinatorics of their minimal generating set G(I lex ). For a monomial u ∈ S denote with max(u) = max {i : x i |u}.
Lemma 2.5 (Eliahou-Kervaire, [EK90] ). Let I lex ⊆ S be a lexicographic ideal. Then
2.3. Simplicial complexes. An (abstract) simplicial complex ∆ on a (finite) vertex set V (∆) is any collection of subsets of V (∆) closed under inclusion. The elements of ∆ are called faces, and a face that is maximal with respect to inclusion is called facet. The dimension of a face F is the number dim(F ) := |F | − 1, and the dimension of ∆ is dim(∆) := max {dim(F ) : F ∈ ∆}. In particular dim(∅) = −1. If all facets of ∆ have the same dimension, ∆ is said to be pure. One of the most natural combinatorial invariants of
However, for algebraic and combinatorial reasons it is often more convenient to consider a specific invertible linear transformation of f (∆); namely
Given a subset W ⊆ V (∆) we define the subcomplex
and we call a subcomplex induced if it is of this form. Another subcomplex associated to ∆ is its j-skeleton
consisting of all faces of dimension at most j (for 0 ≤ j ≤ d − 1). For two simplicial complexes ∆ and Γ, with dim(∆) = d − 1 and dim(Γ) = e − 1 we define the join of ∆ and Γ to be the (d + e − 1)-dimensional complex defined by
The link lk ∆ (F ) of a face F ∈ ∆ describes ∆ locally around F :
Simplicial complexes are in one to one correspondence to squarefree monomial ideals: Given a simplicial complex ∆ with V (∆) = [n] := {1, 2, . . . , n} its Stanley-Reisner ideal is the squarefree monomial ideal I ∆ ⊆ S defined by
where Lemma 2.6 (Hochster's formula).
is a Cohen-Macaulay ring. As Cohen-Macaulayness (over a fixed field F) only depends on the geometric realization of ∆, Cohen-Macaulayness is a topological property (see e.g., [Mun84] ). In particular, triangulations of spheres and balls are Cohen-Macaulay over any field. Another crucial property of Cohen-Macaulay complexes is the following (see e.g., [Sta96] ).
In Section 6 we will be interested in another class of simplicial complexes, so-called normal pseudomanifolds. We call a connected pure (d − 1)-dimensional simplicial complex ∆ a normal pseudomanifold if every (d − 2)-face of ∆ is contained in exactly two facets and if the link of every face of ∆ of dimension ≤ d − 3 is connected.
We finally provide the definition of balanced simplicial complexes.
Definition 2.8.
We often refer to the sets V i as color classes. Another way to phrase this definition is to observe that ∆ is balanced if and only if its 1-skeleton is d-colorable, in the classical graph theoretic sense. Note that, without extra assumptions on its structure, a balanced simplicial complex does not uniquely determine the partition in color classes, nor their sizes, as shown by the middle and right complex in Figure 1 . However, in this article, we will always assume the vertex partition to be part of the data contained in ∆. The class of pure balanced simplicial complexes agrees with the class Figure 1 . From left to right: a simplicial complex that is not balanced. Two balanced complexes with different partitions in color classes.
of so-called completely balanced complexes, originally introduced by Stanley in [Sta79] . However, a balanced simplicial complex in the sense of Definition 2.8 does not need to be pure. We want to point out that a balanced simplicial complex cannot have too many edges, since all monochromatic edges are forbidden. This idea will be made more precise and used intensively in the following sections.
General balanced simplicial complexes
In the following, we consider arbitrary balanced simplicial complexes without assuming any further algebraic or combinatorial properties. Our aim is to prove explicit upper bounds for the graded Betti numbers of the Stanley-Reisner rings of those simplicial complexes. This will be achieved by exhibiting (non-balanced) simplicial complexes (one for each strand in the linear resolution), whose graded Betti numbers are larger than those of all balanced complexes on a fixed vertex partition.
We first need to introduce some notation. Recall that the clique complex of a graph G = (V, E) on vertex set V and edge set E is the simplicial complex ∆(G) on vertex set V , whose faces correspond to cliques of G, i.e.,
Let n i := |V i | denote the sizes of the color classes of V (∆). Throughout this section, we denote with K n 1 ,...,n d the complete d-partite graph on vertex set · d i=1 V i . Note that the 1-skeleton of ∆, considered as a graph, is clearly a subgraph of K n 1 ,...,n d and that, by definition of a clique complex, we have ∆ ⊆ ∆(K n 1 ,...,n d ).
We can now state our first bound, though not yet in an explicit form.
for every i, j ≥ 0.
Proof. The proof relies on Hochster's formula. We fix j ≥ 0. To simplify notation we set Σ = Skel j−1 (∆(K n 1 ,...,n d )). Given a simplicial complex Γ, we denote by (C • (Γ), ∂ Γ j ) the chain complex which computes its simplicial homology over F. Let W ⊆ V . As dim Σ = j − 1, we have dim (Σ W ) ≤ j − 1 and hence C j (Σ W ) = 0. This implies (3.1)
and, using (3.1), we obtain
The claim follows from Hochster's formula (Lemma 2.6).
We now provide a specific example of the bounds in Theorem 3.1. In order to turn the upper bounds from Theorem 3.1 into explicit ones, we devote the rest of this section to the computation of the graded Betti numbers of the skeleta of ∆(K n 1 ,...,n d ). We first consider ∆(K n 1 ,...,n d ). As a preparation we determine the homology of induced subcomplexes of ∆(K n 1 ,...,n d ).
In particular, H j−1 (Γ W ; F) = 0 if and only if k = j and |W i | ≥ 2 for 1 ≤ ≤ k.
Proof. Denoting by V i the simplicial complex consisting of the isolated vertices in V i , we can write Γ as the join of those V i :
In particular, we have
Using the Künneth formula for the homology of a join (see e.g., [Mun84, §58] ) and the fact that
we deduce the desired formula for the homology. The "In particular"-part follows directly from this formula.
Remark 3.5. Since Cohen-Macaulayness is preserved under taking joins and since every 0-dimensional simplicial complex is Cohen-Macaulay, it follows directly from (3.2) that the clique complex ∆(K n 1 ,...,n d ) is a Cohen-Macaulay complex. Accordingly, the same is true for the skeleta of ∆(K n 1 ,...,n d ).
Lemma 3.4 enables us to compute the graded Betti numbers of ∆(K n 1 ,...,n d ).
Lemma 3.6. Let d, n 1 , . . . , n d be positive integers. Then
Proof. We prove the statement by a direct application of Hochster's formula. Fix i, j ≥ 0. By Lemma 3.4 and Lemma 2.6, to compute
To construct such a set, we proceed as follows:
• We first choose
• Next, for each i we pick an integer c t ≥ 2, with the property that c 1 + · · · + c j = i + j.
• Finally, there are
ways to choose c vertices among the n i vertices of V i .
By Lemma 3.4 the dimension of the (j − 1) st homology of such a subset W equals j =1 (c − 1). Combining the previous argument, we deduce the required formula Equation (3.3). The second statement now is immediate.
We illustrate Equation (3.3) with an example.
Example 3.7. Consider the clique complex ∆(K 3,3,2 ) of K 3,3,2 . To compute β 3,5 (F[∆(K 3,3,2 )]), we need to consider the 2-element subsets of [3] .
For the set {1, 2} the inner sum in (3.3) equals
since the sum has two summands (corresponding to (c 1 , c 2 ) ∈ {(1, 2), (2, 1)}), each contributing with 6. Similarly, for {1, 3} and {2, 3}, we obtain 2 for the value of the inner sum. In total, this yields:
We now turn our attention to the computation of the graded Betti numbers of the skeleta of ∆(K n 1 ,...,n d ). The following result, which is a special case of [RV15, Theorem 3.1] by Roksvold and Verdure, is crucial for this aim.
Applying Lemma 3.8 iteratively, we obtain the following recursive formula for the graded Betti numbers of general skeleta of a Cohen-Macaulay complex:
Corollary 3.9. Let s be a positive integer and let ∆ be a
Since the clique complex ∆(K n 1 ,...,n d ) is Cohen-Macaulay (see Remark 3.5), we can use Corollary 3.9 to compute the graded Betti numbers of its skeleta. Combining this with Theorem 3.1, we obtain the following bounds for the graded Betti numbers of an arbitrary balanced simplicial complex.
with n := |V | and
Note that the graded Betti numbers of Γ := ∆(K n 1 ,...,n d ) are given in Lemma 3.6 and that the f -vector of Γ is given by
Therefore, the previous corollary really provides explicit bounds for the graded Betti numbers of a balanced simplicial complex.
A first bound in the Cohen-Macaulay case
We let S = F[x 1 , . . . , x n ] denote the polynomial ring in n variables over an arbitrary field F. The ultimate aim of this section is to show upper bounds for the graded Betti numbers of the Stanley-Reisner rings of balanced Cohen-Macaulay complexes. On the way, more generally, we will prove upper bounds for the graded Betti numbers of Artinian quotients S/I, where I ⊆ S is a homogeneous ideal having many generators in degree 2.
4.1. Ideals with many generators in degree 2. Throughout this section, we let I S be a homogeneous ideal that has no generators in degree 1, i.e., I ⊆ m 2 . First assume that S/I is of dimension 0. It is well-known and essentially follows from Lemma 2.4 by passing to the lex ideal I lex , that we can bound β i,i+j (S/I) by the corresponding Betti number β i,i+j (S/m j+1 ) of the quotient of S with the (j + 1) st power of the maximal homogeneous ideal m ⊆ S. Lemma 2.5 then yields
, by modding out a linear system of parameters Θ ⊆ S (which is a regular sequence by assumption) and using Lemma 2.3, we can reduce to the 0-dimensional case, which yields the well-known upper bound (see e.g., [Mur15, Lemma 3.4 (i)]):
for all i ≥ 1, j ≥ 0. In particular, those bounds apply to Stanley-Reisner rings of Cohen-Macaulay complexes. Moreover, if equality holds in the j th strand, then I has (j + 1)-linear resolution (see e.g., [HH11] for the precise definition).
In the following, assume that S/I is Artinian and that there exists a positive integer b such that
In other words, I has at least b generators in degree 2. Our goal is to prove upper bounds for β i,i+j (S/I) in this setting. This will be achieved using similar arguments as the ones we just recalled that are used in the general setting. First, we need some preparations. As, by assumption, I does not contain polynomials of degree 1, neither does its lex ideal I lex ⊆ S. In particular, we have
and I lex contains at least the b largest monomials of degree 2 in lexicographic order. The next lemma describes this set of monomials explicitly. . Let x p x q be the b th largest monomial in the lexicographic order of degree 2 monomials in variables x 1 , . . . , x n and assume p ≤ q. Then:
Since the proof of this lemma is technical and since the precise statement is not used later, we defer its proof to the appendix.
Intuitively, if a lex ideal J ⊆ S has many generators in degree 2, then there can only exist relatively few generators of higher degree. More precisely, the next lemma provides a necessary condition for a monomial u to lie in G(J) j for j > 2 and thus enables us to bound the number of generators of J of degree j.
Lemma 4.2. Let j > 2 be an integer and let J ⊆ S be a lex ideal. Let x p x q be the lexicographically smallest monomial of degree 2 that is contained in J. If u ∈ G(J) j is a minimal generator of J of degree j, then u < lex x p x q x j−2 n . In other words:
Proof. To simplify notation we set w = x p x q x j−2 n . First note that any monomial of degree j that is divisible by x p x q ∈ G(J) cannot be a minimal generator of J. Let u be a monomial of degree j with u > lex w, that is not divisible by x p x q . Then, there exists < p such that x divides u or u is divisible by x p and there exists p ≤ r < q − 1 such that x p x r divides u. In the first case, let x r such that x x r divides u. Then, x x r > lex x p x q and hence x x r ∈ J, since J is a lex ideal. This implies u / ∈ G(J). Similarly, in the second case, we have x p x r > lex x p x q ∈ G(J) and hence u / ∈ G(J). The claim follows.
Recall that a homogeneous ideal I ⊆ S, which is generated in degree d, is called Gotzmann ideal if the number of generators of mI is smallest possible. More generally, a graded ideal I ⊆ S is called Gotzmann ideal if all components I j are Gotzmann ideals. Here, I j denotes the ideal generated by all the elements in I of degree j. By Gotzmann's persistence theorem [Got78] , a graded ideal I ⊆ S is Gotzmann if and only if I and (I lex ) d have the same Hilbert function. Moreover, as shown in [HH99, Corollary 1.4], this is equivalent to S/I and S/I lex having the same graded Betti numbers, i.e., (4.1)
for all i, j ≥ 0. We state an easy lemma, which well be helpful to prove the main result of this section.
Lemma 4.3. Let j ≥ d be positive integers and let J ⊆ S be a Gotzmann ideal that is generated in degree d.
for all i, ≥ 0.
Proof. We first note that, as J is Gotzmann, so are its graded components I j . Moreover, as any power of m is Gotzmann, it follows from the definition of a Gotzmann ideal that I has to be Gotzmann as well. The claim now follows from [HH99, Corollary 1.4].
We can now state the main result of this section. 
for any i ≥ 0 and j ≥ 2. Moreover if I = J + m j+1 , where J ⊆ S is a Gotzmann ideal that is generated by b elements of degree 2, then equality is attained for a fixed j ≥ 2 and all i ≥ 0.
Proof. We fix j ≥ 2 and we set w := x p x q x j−1 n . By Lemma 2.4 we can use the graded Betti numbers of the lex ideal I lex ⊆ S of I to bound the ones of I. Using Lemma 2.5 we infer
Let u be a monomial of degree j + 1, such that u < lex w. If x p |u, then max(u) ≥ q + 1 and u is of the form 
In the following, let ∆ be a balanced Cohen-Macaulay simplicial complex and let Θ ⊆ F[∆] be a linear system of parameters for F [∆] . In order to apply Theorem 4.4 we need to bound the Hilbert function of the Artinian reduction F[∆]/ΘF[∆] in degree 2 from above. As ∆ is Cohen-Macaulay, it follows from Lemma 2.7 that
which implies that we need to find an upper bound for h 2 (∆) or, equivalently, for the number of edges f 1 (∆). 
Proof. As ∆ is balanced, it does not have monochromatic edges, i.e., we have {v, w} / ∈ ∆, if v and w belong to the same color class V i (1 ≤ i ≤ d). As there are n i 2 monochromatic non-edges of color i, this gives the following upper bound for f 1 (∆):
The claim now directly follows from the relation
A direct application of Theorem 4.4 combined with Lemma 4.6 finally yields:
Theorem 4.7. Let ∆ be a (d − 1)-dimensional balanced Cohen-Macaulay complex with vertex par- We point out that while Theorem 4.7 provides bounds for β i,i+j (F[∆]) for all i and all j ≥ 2, it does not give bounds for the graded Betti numbers of the linear strand (i.e., for j = 1). This seems a natural drawback of our approach, since our key ingredient is the concentration of monomials of degree 2 in the lex ideal of I ∆ + (Θ) (cf., Equation (4.4)). However, it follows from the next lemma, that there is no better bound in terms of the total number of vertices n and the dimension d − 1 than in the standard (non-balanced) Cohen-Macaulay case. More precisely, for any n and any d we construct a balanced Cohen-Macaulay complex whose graded Betti numbers equal β i,i+j (S/m j ) for j = 1 and for every i > 0, where many such sets, the claim follows.
Though we have just seen that Betti numbers (in the linear strand) of balanced Cohen-Macaulay complexes can be as big as the ones for general Cohen-Macaulay complexes, it should also be noted that the simplicial complex ∆ d−2 * Γ n−d+1 is special, in the sense that all but one "big" color classes are singletons. It is therefore natural to ask, if there are better bounds than those for the general Cohen-Macaulay situation, that take into account the size of the color classes.
A second bound in the Cohen-Macaulay case via lex-plus-squares ideals
The aim of this section is to provide further upper bounds for the graded Betti numbers of balanced Cohen-Macaulay complexes. On the one hand, those bounds will be a further improvement of the ones from Theorem 4.7. On the other hand, however, they are slightly more complicated to state. Our approach is similar to the one used in Theorem 4.7 with lex-plus-squares ideals as an additional ingredient. More precisely, we will prove upper bounds for the graded Betti numbers of Artinian quotients S/I, where I ⊆ S is a homogeneous ideal having many generators in degree 2, including the squares of the variables x Theorem 5.1. Let I ⊆ S = F[x 1 , . . . , x n ] be a homogeneous ideal containing P . Let I sqlex ⊆ S be the squarefree lex ideal such that I and I sqlex + P have the same Hilbert function. Then
for all i, j ≥ 0.
The existence of a squarefree lex ideal I sqlex as in the previous theorem is a straight-forward consequence of the Clements-Lindström Theorem [CL69] . Moreover, Theorem 5.1 provides an instance for which the so-called lex-plus-powers Conjecture is known to be true (see [ER02] , [Fra04] , [FR07] for more details on this topic).
An ideal of the form I sqlex + P is called lex-plus-squares ideal. It was shown in [MPS08, Theorem 2.1 and Lemma 3.1(2)] that the graded Betti numbers of ideals of the form I + P ⊆ S, where I ⊆ S is a squarefree monomial ideal can be computed via the Betti numbers of smaller squarefree monomial ideals, via iterated mapping cones. In the next result, we use Proposition 5.2. Let I ⊆ S be a squarefree monomial ideal. Then (i)
We have the following analog of Lemma 4.1 in the squarefree setting. . Let x p x q be the b th largest monomial in the lexicographic order of degree 2 squarefree monomials in variables x 1 , . . . , x n and assume p < q. Then:
The proof is deferred to the appendix since it is technical and the precise statement is not needed during the remaining part of this article.
For squarefree lex ideals (or more generally squarefree stable ideals) the following analog of the Eliahou-Kervaire formula Lemma 2.5 is well-known:
Lemma 5.4. [HH11, Corollary 7.4.2] Let I ⊆ S be a squarefree lex ideal. Then:
We can now formulate the main result of this section:
Theorem 5.5. Let I ⊆ S be a homogeneous ideal not containing any linear form. Let dim F (S/(I + P )) 2 ≤ n 2 − b for some positive integer b. Let x p x q , where p < q, be the b th largest squarefree monomial in S of degree 2 in lexicographic order. Then:
Proof. By Theorem 5.1 we have β i,i+j (S/(I +P )) ≤ β i,i+j (S/(L+P )), where L ⊆ S is the squarefree lex ideal such that L + P and I + P have the same Hilbert function. By assumption, L does not contain variables and dim F L 2 ≥ b. Hence, L contains all squarefree degree 2 monomials that are lexicographically larger or equal to x p x q . We can further compute β i,i+j (S/(L + P )) using Proposition 5.2. For this, we need to analyze the ideals (L : x F ), where F ∈
[n] k . We distinguish four cases (having several subcases):
Case 1: Assume that F = {f } for 1 ≤ f < p. In particular, we have p > 1. Since L is squarefree lex and x p x q ∈ L, it holds that x f x ∈ L for all ∈ [n] \ {f }. This implies (x i : i ∈ [n] \ {f }) ⊆ (L : x F ). As, by Proposition 5.2 (ii) (L : x F ) can be considered as an ideal in S F and hence no minimal generator is divisible by x f , we infer that (L : x F ) = (x i : i ∈ [n] \ {f }). As (L : x F ) and (x 1 , . . . , x n−1 ) have the same graded Betti numbers, it follows from Lemma 5.4 that F only contributes to β i,i+j (S/(L + P )) if j = 1, a case which we do not consider.
Case 2: Assume that there exist 1 ≤ s < t ≤ n such that {s, t} ⊆ F and x s x t ≥ lex x p x q . As L is squarefree lex and x p x q ∈ L, we infer that x s x t ∈ L and hence 1 ∈ (L : x F ), i.e., (L : x F ) = S. In particular, such F never contributes to β i,i+j (S/(L + P )).
Case 3: Suppose that there do not exist s, t ∈ F (s = t) with x s x t ≥ lex x p x q . We then have to consider the following two subcases:
Case 3.1: f > p for all f ∈ F . Case 3.2: p ∈ F and f > q for all f ∈ F \ {p}. Case 3.1 (a): Assume in addition that there exists f ∈ F with p < f ≤ q. As x p x q ∈ L, x x f ≥ lex x p x q for 1 ≤ ≤ p and since L is squarefree lex, we infer that (x 1 , . . . , x p ) ⊆ (L : x F ). Moreover, by Proposition 5.2 (ii) (L : x F ) is squarefree lex as an ideal in S F . If we reorder (and relabel) the variables x 1 , . . . , x n by first ordering {x i : i / ∈ F } from largest to smallest by increasing indices and then adding {x f : f ∈ F } in any order, the ideal (L : x F ) will be a squarefree lex ideal in S with respect to this ordering of the variables. If j = k, then, using Lemma 5.4, we conclude
where the last inequality follows from the fact that G(L :
). For j = k, we note that (after relabeling) we have G(L : x F ) 1 ⊆ (x 1 , . . . , x n−k ), from which it follows that F contributes to β i,i+j (S/(L + P )) with at most
Case 3.1 (b): Now suppose that f > q for all f ∈ F . As F = ∅, such f exists. If p > 1, then, as L is squarefree lex and x p x q ∈ L, we have x x f ∈ L for all 1 ≤ ≤ p − 1. It follows that
Moreover, for any p, as x p x q ∈ L, we also have x p x ∈ (L : x F ) for p + 1 ≤ ≤ q. Similar as in Case 3.1 (a) we can assume that, after reordering (and relabeling) the variables, (L : x F ) is a squarefree lex ideal in S. As the order of x 1 , . . . , x q is not affected by this reordering, the previous discussion implies
Using Lemma 5.4 we thus obtain
For j = k, a similar computation as in Case 3.1 (a) shows that F contributes to β i,i+j (S/(L + P )) with at most
such that p ∈ F and f > q for all f ∈ F \ {p}. As x p x q ∈ L and as L is squarefree lex, it follows that (x 1 , . . . , x p−1 , x p+1 , . . . , x q ) ⊆ (L : x F ). As in Case 3.1, we can assume that after a suitable reordering (and relabeling) of the variables (L : x F ) is a squarefree lex ideal in S. (Note that after relabeling (L : x F ) contains x 1 , . . . , x q−1 .) We infer that G(I : x F ) j−k+1 ⊆ {u ∈ Mon j−k+1 (x q , . . . , x n−k ) : u squarefree}, if j = k and it hence follows from Lemma 5.4 that
follows from the same arguments as in Case 3.1 (a) that the set F contributes to β i,i+j (S/(L + P )) with at most
The same computation as in Case 3.1 (b) now yields that
Combining Case 1-4, we finally obtain for i > 0 and j > 1:
This completes the proof.
There might be several ways to simplify the bound of Theorem 5.5 by losing tightness. However, we decided to state it in the best possible form. An almost immediate application of Theorem 5.5, combined with Lemma 5.6 (ii) yields the desired bound for the graded Betti numbers of a balanced Cohen-Macaulay complex: 
The claim now follows from Theorem 5.5. Comparing those bounds with the ones from Example 4.9, we see that the lex-plus-squares approach gives better bounds for all entries of the Betti table. The improvement is more significant in the lower rows of the Betti tables.
Remark 5.9. Consider again a 3-dimensional balanced Cohen-Macaulay complex ∆ on 12 vertices, but with a different color partition, namely n 1 = 1, n 2 = 3, and n 3 = n 4 = 4. Then since every facet must contain the unique vertex of color 1, ∆ is a cone, hence contractible. Theorem 5.7 yields β 8,12 (F[∆]) = dim F H 3 (∆; F) ≤ 35. This shows that the bound is not necessarily tight.
The linear strand for balanced pseudomanifolds
The aim of this section is to study the linear strand of the minimal graded free resolution of the Stanley-Reisner ring of a balanced normal pseudomanifold. In particular, we will provide upper bounds for the graded Betti numbers in the linear strand. Previously, such bounds have been shown for general (not necessarily balanced) pseudomanifolds by Murai [Mur15, Lemma 5.6 (ii)] and it follows from a result by Hibi and Terai [TH97, Corollary 2.3.2] that they are tight for stacked spheres. We start by recalling those results and by introducing some notation.
Let ∆ and Γ be (d−1)-dimensional pure simplicial complexes and let F ∈ ∆ and G ∈ Γ be facets, together with a bijection ϕ : F → G. 
Moreover, those bounds are attained if ∆ is a stacked sphere.
We remark that, in [TH97] , the authors provide explicit formulas not only for the Betti numbers of the linear strand but for all graded Betti numbers of a stacked sphere. In particular, it is shown that these numbers only depend on the number of vertices n and the dimension d − 1.
In order to prove a balanced analog of the first statement of Lemma 6.1, the following result due to Fogelsanger [Fog88] will be crucial (see also [NS09, Section 5]).
Then there exist linear forms θ 1 , . . . , θ d+1 such that the multiplication map
Intuitively, the previous result compensates the lack of a regular sequence for normal pseudomanifolds in small degrees, since those need not to be Cohen-Macaulay.
Recall that a key step for the proofs of Theorem 4.4 and Theorem 5.5 was to find upper bounds for the number of generators of the lex ideal and the lex-plus-squares ideal, respectively, of degree ≥ 3. For the proof of our main result in this section we will use a similar strategy, but since we are interested in the linear strand of the minimal free resolution, we rather need to bound the number of degree 2 generators in a certain lex-ideal. This will be accomplished via the lower bound theorem for balanced normal pseudomanifolds, which was shown by Klee 
We can now state the main result of this section:
and let x p x q (where p ≤ q) be the b th largest degree 2 monomial of 
To prove inequality (6.1) we will compute upper bounds for β R i,i+1 (R/J lex ) using Lemma 2.5. For those we need an upper bound for the number of generators of degree 2 in J lex . More precisely, we will prove the following claim:
By the definition of the ideals J and J lex we have
Here, the second equality follows from the injectivity of the multiplication maps in Lemma 6.2 and the inequality holds by Theorem 6.3. We conclude
which shows the claim.
, the ideal J lex does not contain variables. Using the just proven claim we conclude that G(J lex ) 2 contains at most the b lexicographically largest degree 2 monomials of R, i.e.,
To simplify notation, we set M := {u ∈ Mon 2 (R) : u ≥ lex x p x q }. Using Lemma 2.5, we infer:
for all i ≥ 0. This finishes the proof.
Note that, unlike the bounds from Theorem 4.4 and Theorem 5.7, the bounds from Theorem 6.4 do not depend on the sizes of the color classes. While the bounds in the previous table are realized by any stacked 3-sphere on 12 vertices, we do not know if the ones for the balanced case, shown in the upper table, are attained. In the next section we will see that they are not attained by the balanced analog of stacked spheres.
Remark 6.6. In view of Theorem 6.4 a natural question that arises is if one can also bound the entries of the j th row of the Betti table of a balanced pseudomanifold for j ≥ 2. In order for our approach to work, this would require the multiplication maps from Lemma 6.2 to be injective also for higher degrees; a property that is closely related to Lefschetz properties.
Betti numbers of stacked cross-polytopal spheres
The aim of this section is to compute the graded Betti numbers of stacked cross-polytopal spheres explicitly. Stacked cross-polytopal spheres can be considered as the balanced analog of stacked spheres, in the sense that both minimize the h-vector among the class of balanced normal pseudomanifolds respectively all normal pseudomanifolds (see [KN16, Theorem 4 .1] and e.g., [Fog88, Kal87, Tay95] ). For stacked spheres, explicit formulas for their graded Betti numbers were provided by Hibi and Terai [TH97] and it was shown that they only depend on the number of vertices and the dimension but not on the combinatorial type of the stacked sphere (see also Lemma 6.1).
We start by introducing some necessary definitions. We denote the boundary complex of the ddimensional cross-polytope by C d . Combinatorially, C d is given as the join of d pairs of disconnected vertices, i.e.,
Definition 7.1. Let n = kd for some integer k ≥ 2. A stacked cross-polytopal (d − 1)-sphere on n vertices is a simplicial complex obtained via the connected sum of k − 1 copies of C d . We denote by ST × (n, d) the set of all stacked cross-polytopal (d − 1)-spheres on n vertices.
Observe that ST × (2d, d) = {C d }, and, as C d is balanced, so is any stacked cross-polytopal sphere. In analogy with the non-balanced setting, for k ≥ 4, there exist stacked cross-polytopal spheres in ST × (kd, d) of different combinatorial types, as depicted in Figure 2 . Nevertheless, it is easily seen that the f -vector of a stacked cross-polytopal only depends on n and d. In this section, we will show the same behavior for their graded Betti numbers. As a warm-up, we compute the Betti numbers of the boundary complex of the cross-polytope.
Proof. Being generated by d pairwise coprime monomials, the Stanley-Reisner ideal of C d is a complete intersection, and hence it is minimally resolved by the Koszul complex.
The following immediate lemma will be very useful, in order to derive a recursive formula for the graded Betti numbers of stacked cross-polytopal spheres.
) be a stacked cross-polytopal sphere on vertex set V and let F be a facet of ∆. Then for any W ⊆ V ,
Proof. The statement is immediate since ∆ and ∆ \ {F } share the same skeleta up to dimension d − 2.
Consider ∆ ∈ ST × (kd, d) and let ♦ 1 , . . . , ♦ k−1 denote the copies of C d from which ∆ was constructed. We call a facet We have the following recursive formulas for Betti numbers of stacked cross-polytopal spheres.
Remark 7.4. Note that for the case j = 1 the following formula can be deduced from Corollary 3.4 in [CK10] . We report its proof anyway, as the idea is analogous to the case j ≥ 2.
Theorem 7.5. Let n ≥ 3d and ∆ ∈ ST × (n, d). Then (7.1)
In particular, the graded Betti numbers of ∆ only depend on n and d.
Proof. We will compute the graded Betti numbers using Hochster's formula. Let V be the vertex set of ∆ and let F be an extremal facet of ∆ with opposite G. Then, we can write ∆ = (Γ \ {G}) ∪ (♦ \ {G}), where Γ ∈ ST × (n − d, d) and ♦ is the boundary complex of the d-dimensional cross-polytope on vertex set F ∪ G. In particular, (Γ \ {G}) ∩ (♦ \ {G}) = ∂(G). We now distinguish two cases. dim F H 0 (♦ W ; F).
For W ⊆ V (Γ) (respectively W ⊆ V (♦)) the term dim F H 0 (Γ W ; F) (respectively dim F H 0 (♦ W ; F)) appears where the second equality follows, as in Case 1, by a simple counting argument and the last equality follows from Lemma 7.2.
The statement of the "In particular"-part follows directly by applying the recursion iteratively, and from ST × (2d, d) = {C d }.
Remark 7.6. We remark that due to graded Poincaré duality the graded Betti numbers of any stacked cross-polytopal sphere ∆ ∈ ST × (n, d) exhibit the following symmetry: In order to derive explicit formulas for the graded Betti numbers of a stacked cross-polytopal sphere, we need to convert the recursive formula of Theorem 7.5 into a closed expression. 
where Γ ∈ ST × ((k − 1)d, d) and the fourth equality follows from Vandermonde's identity after observing that shifting the upper index of the sum to i − j does not change the sum.
The statement in the last line (j = d − 1) follows from graded Poincaré duality (see (7.3)).
Example 7.8. For stacked cross-polytopal 3-spheres on 12 vertices Theorem 7.7 yields the following Betti numbers for the linear strand:
.
If we compare them with the bounds for the Betti numbers of a 3-dimensional balanced normal pseudomanifold on 12 vertices from Theorem 6.4, displayed in the next table, we see that they are smaller in almost all places. 
