In this paper, we are interested to analyze a nonlocal nonlinear parabolic equation with fractional Laplacian. We show that there are no nontrivial global weak solutions using the test function method.
Introduction
In this paper, we investigate the Cauchy problem for a nonlocal nonlinear parabolic equation 
where S ′ is the space of Schwartz distributions; F stands for the Fourier transform and F −1 for its inverse, Γ is the Euler gamma function. We start by the Definition 1.1 (Weak solution). Let u 0 ∈ L 1 loc (R N ), 0 < β ≤ 2 and T > 0. We say that u is a weak solution of the problem (1.1) if u ∈ L p ((0, T ), L 2p (R N )) ∩ L q ((0, T ), L q loc (R N )) and satisfies the equation
Our main results are the following:
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then problem (1.1) has no nontrivial global weak solutions.
, assume that there exists a constant ε > 0 such that, for every 0 < γ < N , the initial datum verifies the following sign assumption:
then problem (1.1) has no global weak solutions.
We prove these nonexistence theorems using a modification of the test function method of Zhang [17] , Mitidieri and Pohozaev [14, 15] , and Kirane et al. [7, 10, 12] ; it was also used by Baras and Kersner [1] for the study of the necessary conditions for the local existence. However, it appears impossible to use this method in a direct way, since it was initially developed for other types of differential operators, such as integer powers of the Laplacian. But it is known [3] that many problems containing these operators have relatively small solution sets. For instance, one cannot approximate with harmonic functions, in other words, with the solutions of the Laplace equation, an arbitrary function having interior maxima or minima (note that in the one-dimensional case harmonic functions are necessarily affine linear). This scarcity of solutions makes it easier to find additional nonlinear terms that exclude the existence of any nontrivial solutions.
In contrast, the sets of solutions for problems with fractional differential operators are normally much larger, sometimes even locally dense in C(R n ), as in the case of s-harmonic functions (u such that (−∆) s u = 0), see [4] , as well as in the case of higher order operators, see [3, 13] . Therefore, in order to obtain non-existence results in this situation one has to prevent the existence of any solutions from this larger set. Thus non-existence results in the fractional setting are always a delicate matter and require a substantial modification of the known techniques. As far as we know, up to now they were obtained only in some special cases, in particular in [4] for systems of elliptic equations with fractional powers of the Laplacian, and by the second and third authors of the present paper in [8, 9, 16] for some (mostly elliptic) inequalities and their systems with similar operators. Here we extend these results to the evolution problem (1.1) not covered by previous results.
The rest of the paper consists of two sections and an appendix. In §2 we prove Theorem 1.2, and in §3, Theorem 1.3. In the appendix we give a proof of Ju's inequality used in §2.
Proof of Theorem 1.2
The proof is by contradiction. Suppose that u is a global weak solution to (1.1), then, for all T ≫ 1, we have
where
Therefore, using Young's inequality
) in the first integral of the right-hand side of (2.1), and the following Young's inequality
in the second integral of the right-hand side of (2.1), we get
At this stage, we introduce the scaled variables: τ = T −1 t, ξ = T −α x, in the right-hand side of (2.4), we conclude that
we have to distinguish two cases:
• Case 1: q < q * : We pass to the limit in (2.5), as T goes to ∞, we get
Using the Lebesgue dominated convergence theorem and the fact that ϕ(x, t) → 1 as T → ∞, we conclude that ∞ 0 R N |u| q (x, t) dx dt = 0, and the by the continuity in time and space of u we infer that u ≡ 0.
• Case 2: q = q * : Using inequality (2.5) with T → ∞ and taking into account the fact that p = p * , we have u ∈ L q ((0, ∞), L q (R N )); which implies that
On the other hand, repeating the same calculation as above by taking this time ϕ 1 (x) := Φ |x| B α T α , where 1 ≤ B < T is large enough such that when T → ∞ we don't have B → ∞ at the same time, and applying Hölder's inequality
in the second integral of the right-hand side of (2.1) instead of Young's inequality, we arrive at
Thanks to the following rescaling: τ = T −1 t, ξ = (T B) −α x, taking into account the fact that q = q * , we can easily conclude that Thus, taking the limits when T → ∞ and then B → ∞, using (2.6), we get:
i.e. u ≡ 0. This completes the proof.
Proof of Theorem 1.3
The proof is also by contradiction. Suppose that u is a global weak solution to (1.1), then, for all T ≫ 1, we have
for all test functions ϕ ∈ C([0, T ], H β (R N )) ∩ C 1 ([0, T ], C(R N )) such that suppϕ is compact with ϕ(· , T ) = 0. Now we take ϕ(x, t) :
, ℓ, η ≫ 1, and Φ a smooth nonnegative non-increasing function such that
) in the first integral of the right-hand side of (3.1), and the following Young's inequality
in the second integral of the right-hand side of (3.1), we get
At this stage, we introduce the scaled variables: τ = T −1 t, ξ = T −α x, in the right hand-side of (3.4), we conclude that
. Now, noting that, as q < q * * := p + β γ ⇐⇒ δ * > 0, then, by passing to the limit in (3.5), as T goes to ∞, we get a contradiction.
Remark 3.1. By applying the same calculation to the corresponding nonlocal elliptic equation
where N ≥ 1, 0 < β ≤ 2, p > 0, and q > 1. We can obtain the following result: if p < q < N p (N − β) + , then problem (3.6) has no nontrivial weak solutions.
Appendix
In this appendix, we give a proof of Ju's inequality (see Proposition 3.3 in [11] ), in dimension N ≥ 1 where δ ∈ [0, 2] and q ≥ 1, for all nonnegative Schwartz functions ψ (in the general case)
The cases δ = 0 and δ = 2 are obvious, as well as q = 1. If δ ∈ (0, 2) and q > 1, using [2, Definition 3.2], we have
where c N (δ) = 2 δ Γ((N + δ)/2)/(π N/2 Γ(1 − δ/2)). Then (ψ(x)) q−1 (−∆) δ/2 ψ(x) = −c N (δ) R N (ψ(x)) q−1 ψ(x + z) − (ψ(x)) q |z| N +δ dz.
By Young's inequality we have (ψ(x)) q−1 ψ(x + z) ≤ q − 1 q (ψ(x)) q + 1 q (ψ(x + z)) q .
Therefore,
