In this paper, we give the notion of locally convex probabilistic seminormed spaces and discuss some property of locally convex probabilistic seminormed spaces.
Introduction
Locally convex probabilistic normed spaces are an interesting topic. In fact, some papers [-] discussed the subject, and we enjoy the topic too. On the basis of these papers, we try to search more concepts and properties about locally convex probabilistic normed spaces.
In this article, we show our results.
Probabilistic normed spaces (briefly, PN spaces) were introduced by Šerstnev [] by means of a definition that was closely modeled in the theory of normed spaces. Here we consistently adopt the new and, in our opinion, convincing definition of a PN space given Alsina, Schweizer, and Sklar [] , from which we further use the notation and concepts.
On the basis of this classical work, continuity properties, linear operators, and nonlinear operators on PN spaces are studied in detail [-], and contraction maps, boundedness property, finite and countable infinite products, and probabilistic quasi-normed spaces are deeply discussed [-] . In order to understand the new advances on PN spaces, we refer to [] .
We recall the definition, properties, and examples of probabilistic normed spaces. Let be the space of distribution functions, and + := {F ∈ : F() = } be the subset of distance distribution functions [] . The space can be metrized in several equivalent ways so that the metric topology coincides with the topology of weak convergence for distribution functions. Here, we assume that is metrized by the Sibley metric d S , which is the same metric denoted by d L in [] . We also consider the subset D + ⊂ + of the proper distance distribution functions, that is, those F ∈ + for which lim x− →+∞ F(x) = .
A triangle function is a mapping τ :
nondecreasing in each variable and has ε  as the identity, where ε a (a ≤ +∞) is the distri-bution function defined by
Given a nonempty set S, a mapping F from S × S into + and a triangle function τ , a probabilistic metric space (briefly a PM space) is the triple (S, F, τ ) with the following properties, where we set F p,q := F p,q :
A probabilistic normed space (briefly, a PN space) is a quadruple (V, υ, τ , τ * ), where V is a vector space, τ and τ * are continuous triangle functions such that τ ≤ τ * , and υ is a mapping from V into + , called the probabilistic norm, such that for every choice of p and q in V, the following conditions hold:
When there is a continuous t-norm T (see [, ] ) such that τ = τ T and τ * = τ T * , where
is called a Menger PN space and is denoted by (V, υ, T).
A PN space is called a Šerstnev space if it satisfies (PN), (PN), and the following condition, which implies both (PN) and (PN):
For any p ∈ V, α ∈ R\{}, and
is a PN space and a mapping F :
then (V, F, τ ) is a probabilistic metric space. Every PM space can be endowed with strong topology; this topology is generated by the strong neighborhoods defined as follows: for every t > , the neighborhood N p (t) at a point p of V is defined by 
Then there exists a linear topology τ on V such that W in the topology τ is a neighborhood base of zero. Conversely, there exists a neighborhood base of zero that satisfies properties (a)-(e) on every topological linear space V. (I) Š-probabilistic seminorm and locally convex Š-probabilistic semi-normed spaces
Definition . A Šerstnev probabilistic seminorm υ with τ (briefly, a Š-probabilistic seminorm) is a mapping from V into + , where V is a real vector space, and τ is a continuous triangle function for all p, q in V, such that the following conditions hold:
If V satisfies (ŠPSN) and (ŠPSN), then (V, υ, τ ) is said to be a Š-probabilistic seminorm space with τ (briefly, a Š-PSN space).
Obviously, every Šerstnev probabilistic norm is a Šerstnev probabilistic seminorm, and a Šerstnev space is a Š-PSN space.
Definition . A linear topological space V is called a locally convex space if it has a convex neighborhood base of zero.
Theorem . Let V be a vector space, and υ be a Š-probabilistic seminorm with τ and υ satisfying the following condition:
Then we have:
is a locally convex topological linear space induced by the family of seminorms {P λ , λ ∈ (, ]}, and for any positive integer n and each p ∈ V,
is the basis of neighborhoods of zero, where
() The topology induced by the basis W(p) of neighborhoods of zero coincides with the topology induced by the following basis of neighborhoods of zero:
Proof () For any α ∈ R, α = , we have
It is obvious that from α =  we get
Then, for every t ∈ [, ],
Secondly, we consider the system
and we see that W(p) satisfies property (d).
Since
. . , λ n , λ) and α ∈ R, α = , we have
Since the distribution function υ p is left continuous, there exists λ ∈ (, λ) such that, for each i = , , . . . , n,
On the other hand, for each 
Thus, for every α ∈ [, ], αp + ( -α)q ∈ U(ε, λ).
This completes the proof.
(II) Probabilistic seminorm and locally convex probabilistic seminormed spaces
Definition . A probabilistic seminorm υ with τ and τ * is a mapping from V into + ,
where V is a real vector space, τ and τ * are continuous triangle functions for all p, q in V, and the following conditions hold:
If V satisfies (PSN), (PSN), and (PSN), then (V, υ, τ , τ * ) is said to be a probabilistic seminorm space (briefly, a PSN space).
Similarly, when there is a continuous t-norm T (see [, ]) such that τ = τ T and τ
where
is called a Menger PSN space and is denoted by (V, υ, T).
Obviously, a probabilistic norm is a probabilistic seminorm, and a PN space is a PSN space.
It is easy to prove that following lemma.
Lemma . Let υ p is a probabilistic seminorm with τ and τ
* . Then for any α, β ∈ R such that |α| < |β| and any p ∈ V,
Definition . A linear space V is called a locally convex probabilistic seminormed (normed) space if it has a convex neighborhood of zero induced by a probabilistic seminorm (norm).
is a probabilistic seminorm satisfying the following conditions:
Then:
) is a locally convex topological space induced by the family of semi-norms {P λ , λ ∈ (, ]}, and, for any positive integer n and each p ∈ V,
is a basis of neighborhoods of zero, where
. , n ; () The topology induced by the basis W(p) of neighborhoods of zero coincides with the topology induced by the following basis of neighborhoods of zero:
Proof () By Theorem  of [] we know that the PN space is aSerstnev PN-space when τ = τ M . So the probabilistic seminorm includes the example in the sense ofSerstnev as a particular case.
For any F ∈ + , let F ∧ denote the left-continuous quasi-inverse of F, that is, the function defined for all t ∈ [, ] by
It is known form [], Section ., that, for any F, G, H in + , H = τ M (F, G) if and only if
Thus, we get
for all p ∈ V and α ∈ [, ].
It follows from H
() and (). The proof is similar to that of () and () of Theorem .. This completes the proof. Proof Firstly, we show that U(ε, λ) is a balanceable set. For any p ∈ U(ε, λ) and |α| ≤ , by Lemma ., υ αp (ε) ≥ υ p (ε) >  -λ. Thus, αp ∈ U(ε, λ). Now we show that U(ε, λ) is an absorbing set. Since V is a characteristic space, that is, lim t→+∞ υ p (t) =  for any p ∈ V. Then for λ ∈ (, ] and ε > , taking t  such that  < t  < λ, there exists t  > ε such that υ p (t  ) >  -t  , and letting δ  = ε t  < , by (PSN) we have
Therefore, we have
Now let x ∈ V. For any α > , we have
If  = α ∈ R, then α = |α|β, |β| = . In view of the balanceable property of the set W , we have β - W = W and p w (βx) = p w (x), so that
It is obvious that P() = . This completes the proof.
Definition . Let (V , · ) be a normed space, and let G ∈ + be different from ε  and from ε ∞ . We define υ :
The pair (V , υ) is called the simple space generated by (V , · ) and G.
Theorem . Let p w is a Minkowski function of Definition ., and let G
) is a Š-probabilistic seminorm with τ M generated by the Minkowski functional (briefly, Minkowski Š-probabilistic seminorm).
Proof It is obvious that
Thus,
and thus
By Lemma  of [], condition (ŠPSN) holds. This completes the proof.
In view of Theorem ., we easily get the corollary.
Corolary . A simple space is a locally convex Š-probabilistic seminormed space. Proof According to the definition of an equilateral space, we know that for every p = θ , υ p = F and easily get that the following two conditions are satisfied:
). By the Theorem . we know that an equilateral space is a locally convex Š-probabilistic seminormed space but not a TV space (topological vector space) and also it is a PN space but not a TV space. This completes the proof. 
Conclusion
The concept of this paper is motivated by the increased interest of the research on best approximation in statistics. The concept of locally convex probabilistic normed spaces has been introduced following the definition of Šerstnev through the intersection of two concepts of locally convex spaces and probabilistic normed spaces. In this paper, we discuss the condition under which a vector space is in fact a locally convex space and the relation between seminorm and locally convex spaces. Then, we give some particular cases of locally convex spaces. We prove some examples of locally convex probabilistic Šerst-nev semi-normed spaces (Theorem . and Theorem .). Also, we give some properties of locally convex probabilistic seminormed spaces in Theorem . and Theorem .. In the third part of this work, we prove that some kinds of simple spaces including α-simple spaces are locally convex PN spaces (Theorems .-.). The theory of locally convex probabilistic normed spaces can be also applied to fuzzy optimization problems and probabilistic models, and by using this theory many innovative methods can be developed further in some fascinating area of the stochastic optimal control theory.
