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On the Variability Estimation of Lognormal Distribution Based on 
Sample Harmonic and Arithmetic Means 
Edward Y. Ji* and Brian L. Ji** 
Abstract: For the lognormal distribution, an unbiased estimator of the squared coefficient 
of variation is derived from the relative ratio of sample arithmetic to harmonic means. 
Analytical proofs and simulation results are presented. 
Methods of estimating the parameters of lognormal distribution are summarized by Aitchison and 
Brown1, Crow and Shimizu2, and others. Finney’s method (1941) leads to the general solutions of 
uniformly minimum variance unbiased estimators (UMVUE)3, which are expressed by the infinite series 
or generalized hypergeometric functions2. On the other hand, for the harmonic mean estimation method 
in numerous engineering applications, some investigators preferred other estimators to UMVUE for 
issues such as the negative values in the series and computational simplicity4. Here we show an unbiased 
estimator of the squared coefficient of variation based on the relative ratio of sample arithmetic to 
harmonic means. This work is inspired by the new semiconductor integrated circuit architecture where 
the harmonic and arithmetic means are collectively measured5. While our results were originally 
obtained first by the empirical fittings to Monte Carlo simulations, here we start with the analytical 
proofs and followed by the simulation results.  
The two-parameter log-normal (LN) distribution of a positive random variable X is denoted as 
𝑋~𝐿𝐿(𝜇𝑌,𝜎𝑌2), with the probability density function,  
𝑓𝐿𝐿(𝑥; 𝜇𝑌,𝜎𝑌2) = 1𝑥𝜎𝑌√2𝜋 𝑒𝑥𝑒 �− (𝑙𝑙(𝑥)−𝜇𝑌)22𝜎𝑌2 � , 𝑥 > 0  
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where 𝜇𝑌  and 𝜎𝑌
2  are the mean and variance in the logarithmic space, 𝑌 = 𝑙𝑙(𝑋). In this paper, the 
population parameters of X in the real space are denoted as: the arithmetic mean 𝛼 ≡ 𝐸[𝑋], the variance 
𝛽2 ≡ 𝐸[(𝑋 − 𝛼)2] , the coefficient of variation 𝐶𝑣 ≡ 𝛽 𝛼⁄ , and the harmonic mean  ℎ ≡ 1 𝐸 �1𝑋�� . 
Furthermore, define a ratio 𝜔 ≡ 𝛼 ℎ⁄ , and a relative ratio 𝑘 ≡ 𝜔 − 1 ≡ (𝛼 ℎ⁄ ) − 1. For the lognormal 
distribution, it is known that1 𝛼 = exp �𝜇𝑌 + 12 𝜎𝑌2� , ℎ = exp �𝜇𝑌 − 12 𝜎𝑌2� , 𝛽2 = 𝑒𝑥𝑒(2𝜇𝑌 +
𝜎𝑌
2)(𝑒𝑥𝑒(𝜎𝑌2) − 1), 𝐶𝑣2 = exp(𝜎𝑌2) − 1, so that 𝜔 = 𝑒𝑥𝑒(𝜎𝑌2) and 𝑘 = 𝑒𝑥𝑒(𝜎𝑌2) − 1 = 𝐶𝑣2 ≥ 0.  
Let  𝑋1,𝑋2, … ,𝑋𝑙, 𝑙 ≥ 2 , be independent and identically distributed (i.i.d.) random variables 
having  𝐿𝐿(𝜇𝑌,𝜎𝑌2). The sample arithmetic mean is 𝐴𝑙 ≡ 𝑋� ≡ (1 𝑙⁄ )∑ 𝑋𝑖𝑙𝑖=1 . The sample harmonic 
mean is 𝐻𝑙 ≡ 𝑋𝐻���� ≡ 𝑙 ∑ (1 𝑋𝑖⁄ )𝑙𝑖=1⁄ . The sample relative ratio is defined as 𝐾𝑙 ≡ 𝐴𝑛𝐻𝑛 − 1.  
Proposition 1. For 𝐿𝐿(𝜇𝑌,𝜎𝑌2), the expected value of the sample relative ratio Kn is, 
𝐸(𝐾𝑙) = 𝑙−1𝑙 𝑘 = 𝑙−1𝑙 𝐶𝑣2 (1) 
Proof. From the multiplicative properties1,2, if 𝑋𝑎~𝐿𝐿(𝜇𝑎,𝜎𝑎2) and 𝑋𝑏~𝐿𝐿(𝜇𝑏,𝜎𝑏2)are independent, then 
their product is a lognormal variable, 𝑋𝑎𝑋𝑏~𝐿𝐿(𝜇𝑎 + 𝜇𝑏 ,𝜎𝑎2 + 𝜎𝑏2) . Since 1/𝑋𝑖~𝐿𝐿(−𝜇𝑌,𝜎𝑌2) , 
𝑋1/𝑋2~𝐿𝐿(0, 2𝜎𝑌2), so that 𝐸(𝑋1/𝑋2) = 𝑒𝑥𝑒(𝜎𝑌2) = 𝑘 + 1. Thus, 
𝐸(𝐾𝑙) = 𝐸 � 1𝑙2�𝑋𝑖𝑙
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2      ∎ 
Proposition 2. Let 𝑘�𝑙 = 𝑙𝑙−1𝐾𝑙 = 𝑙𝑙−1 �𝐴𝑛𝐻𝑛 − 1�, then 𝑘�𝑙 is an unbiased estimator of k and 𝐶𝑣2, that is,  
𝐸�𝑘�𝑙� = 𝑘 = 𝐶𝑣2 (2) 
Proof. Equation (2) is straightforward from equation (1).    ∎ 
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Proposition 3. For 𝐿𝐿(𝜇𝑌,𝜎𝑌2), the variance and standard deviation (the square root of variance) of the 
sample relative ratio Kn are, respectively, 
𝑉𝑉𝑉(𝐾𝑙) = 2(𝑙−1)𝑙2 𝑘2 �1 + 𝑘 + 𝑘22𝑙� = 2(𝑙−1)𝑙2 𝐶𝑣4 �1 + 𝐶𝑣2 + 𝐶𝑣42𝑙� (3) 
𝑠𝑠(𝐾𝑙) = 𝑘𝑙�2(𝑙 − 1) �1 + 𝑘 + 𝑘22𝑙� = 𝐶𝑣2𝑙 �2(𝑙 − 1) �1 + 𝐶𝑣2 + 𝐶𝑣42𝑙� (4) 
Proof. The variance of the sum is the sum of the covariances, 𝑉𝑉𝑉(∑ 𝐴𝑖𝑙𝑖=1 ) = ∑ 𝐶𝐶𝐶�𝐴𝑖 ,𝐴𝑗�𝑙𝑖,𝑗=1 . The 
similar terms in the expression of the variance of Kn as the sum are collected and calculated with the 
covariance property, 𝐶𝐶𝐶(𝐴,𝐵) = 𝐸(𝐴𝐵) − 𝐸(𝐴)𝐸(𝐵)  and the lognormal properties, for example, 
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For the general case of 𝑙 ≥ 4: 
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The cases of 𝑙 = 2 and 3 are straightforward.    ∎   
Example 1. For the case of n = 2: 
𝑉𝑉𝑉(𝐾2) = 124 𝑉𝑉𝑉 �(𝑋1 + 𝑋2) � 1𝑋1 + 1𝑋2�� = 124 𝑉𝑉𝑉 �2 + 𝑋1𝑋2 + 𝑋2𝑋1� = 124 𝑉𝑉𝑉 �𝑋1𝑋2 + 𝑋2𝑋1�
= 124 �𝐶𝐶𝐶 �𝑋1𝑋2 ,𝑋1𝑋2� + 𝐶𝐶𝐶 �𝑋2𝑋1 ,𝑋2𝑋1� + 𝐶𝐶𝐶 �𝑋1𝑋2 ,𝑋2𝑋1� + 𝐶𝐶𝐶 �𝑋2𝑋1 ,𝑋1𝑋2�� = 124 {2(𝜔4 − 𝜔2) + 2(1 −𝜔2)}
= 18 (𝜔2 − 1)2 = 18𝑘2(𝑘 + 2)2 = 12𝑘2 �1 + 𝑘 + 𝑘24 �       ∎ 
Proposition 4. The variance and standard deviation of 𝑘�𝑙 are, respectively, 
𝑉𝑉𝑉�𝑘�𝑙� = 2𝑙−1 𝑘2 �1 + 𝑘 + 𝑘22𝑙� = 2𝑙−1 𝐶𝑣4 �1 + 𝐶𝑣2 + 𝐶𝑣42𝑙� (5) 
𝑠𝑠�𝑘�𝑙� = 𝑘� 2𝑙−1 �1 + 𝑘 + 𝑘22𝑙� = 𝐶𝑣2� 2𝑙−1 �1 + 𝐶𝑣2 + 𝐶𝑣42𝑙� (6) 
Proof. Equations (5) and (6) are straightforward from equations (3) and (4).    ∎ 
Monte Carlo simulation data of 𝑘�𝑙 for various sample size n and Cv values are shown in Figure 1, 
with analytical fittings to validate equations (2) and (6). The simulations were programmed with R 
language6. The lognormal random variables are generated with meanlog = 0 and various sdlog or Cv 
values, using the lnorm function. The expected value and standard deviation in Figure 1 are plotted on 
the same scale for guidance to the engineering application designs.  
A traditional way to study the estimator efficiency is the large-sample variances1. Finney’s UMVUE 
generally apply to the parameter form, 𝜃𝑎,𝑏,𝑐 = 𝜎𝑌2𝑐exp (𝑉𝜇𝑌 + 𝑏𝜎𝑌2) , therefore the parameter 𝜔 =exp(𝜎𝑌2) is a special case of “a = 0; b = 1; c = 0”. For 𝜔�𝑈𝑈𝑈𝑈𝑈 , following the steps shown on page 37 of 
Crow and Shimizu1, we obtain the special case solution, 𝑉𝑉𝑉(𝜔�𝑈𝑈𝑈𝑈𝑈)𝑙≫1 → 2𝜎𝑌4𝑙 exp(𝜎𝑌2) . Since 
𝑘 = 𝜔 − 1 , 𝑉𝑉𝑉�𝑘�𝑈𝑈𝑈𝑈𝑈�𝑙≫1 → 2𝜎𝑌4𝑙 exp(𝜎𝑌2) . From equation (5), 𝑉𝑉𝑉�𝑘�𝑙�𝑙≫1 → 2𝑙 �𝑒𝜎𝑌2 − 1�2 exp(𝜎𝑌2) , 
thus the large-sample efficiency of 𝑘�𝑙 is, 
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𝑒𝑓𝑓. �𝑘�𝑙� = 𝑈𝑎𝑉�𝑘�𝑈𝑈𝑈𝑈𝑈�𝑛≫1𝑈𝑎𝑉�𝑘�𝑛�𝑛≫1 = 𝜎𝑌4�𝑒𝜎𝑌2−1�2 (7) 
Figure 2 shows the large-sample efficiency of 𝑘�𝑙 according to (7). 
The lognormal probability density function can be alternatively expressed in terms of g and k,  
𝑓𝐿𝐿(𝑥;𝑔,𝑘) = 1𝑥�2𝜋𝑙𝑙(1+𝑘) 𝑒𝑥𝑒 �− �𝑙𝑙(𝑥/𝑔)�22𝑙𝑙(1+𝑘) � (8) 
where 𝑔 = 𝑒𝑥𝑒(𝜇𝑌) is the geometric mean.  The geometric, arithmetic and harmonic means are related 
by7 𝑉ℎ = 𝑔2 . It is easy to see that 𝑔�𝑙 = �𝐴𝑙𝐻𝑙  is a consistent estimator, that is, asymptotically 
unbiased when n goes to infinity. 
The measurement cost should be evaluated for statistical sampling. One can define the measurement 
cost as the number of the needed measurements. The conventional method of variability estimation 
requires the detailed knowledge of each replicate in the sample, thus the measurement cost number for 
sample size n is simply n. Using the integrated circuits of replicating devices, some sample means may 
be measured collectively by various laws of physics and circuits (for example, series and parallel 
circuits). In these cases, the sample harmonic mean Hn or arithmetic mean An can be obtained with a 
measurement cost number of 1. The sample estimators 𝑘�𝑙 and 𝑔�𝑙 need a measurement cost number of 2. 
The n-to-2 measurement cost number reduction is obviously significant.  
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Figure 1 | Expected value and standard deviation of 𝒌�𝒏 of various sample size n and various Cv 
values. Dots: simulation data. The expected values and the standard deviations are calculated from 
Monte Carlo simulation of 107/(n-1) runs. Lines: analytical predictions by equations (2) and (6). 
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Figure 2 | Large-sample efficiency of 𝒌�𝒏 as a function of 𝝈𝒀
𝟐.  
 
