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(5.1).
Figura 5.2: Izquierda: Imagen real. Derecha: Imagen fuera de foco(r = 9) con ruido
de 1%
De manera similar, usando este proceso es posible obtener distintas versiones
realistas de ima´genes distorsionadas. Usamos condiciones de frontera perio´dicas en
estos ejemplos por ser lo frecuente en procesamiento de ima´genes y por simplicidad.
Figura 5.3: Izquierda: Imagen real. Centro: Imagen borrosa usando distorcion de
movimiento horizontal(r = 15) con ruido de 1%. Derecha: Imagen con distorcion
atmosfe´rica (s1 = s2 = 6 y ρ = 0) con ruido de 1%.
5.2. SVD y ana´lisis espectral
La version discreta del teorema de existencia de la solucio´n de Picard (4.1) nos
dice que solo se puede esperar una restauracio´n aproximada de una imagen borrosa
b, si los coeficientes |utib| de (4.2) decaen (en promedio) ma´s ra´pido que los corres-
pondientes valores singulares σi. En la figura (5.4) se compara dichas magnitudes
mientras aumenta el ı´ndice para el difuminado generado artificialmente en la figura
(5.2). Podemos ver que aproximadamente hasta el ı´ndice 1200 la condicio´n discreta de
Picard se satisface. As´ı, un buen valor para hacer truncamiento espectral esK = 1200.
Es importante notar que aproximadamente en i = 1200 el termino
utib
σi
comienza un
crecimiento desmesurado, causando el mal condicionamiento del problema. Por otro
lado, el gra´fico de Picard de la imagen borrosa sin ruido muestra que la condicio´n de
Picard se satisface para la gran mayor´ıa de los te´rminos y la constancia en promedio
de
utib
σi
.
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Figura 5.4: Arriba: Gra´fico de Picard de la imagen borrosa con ruido agregado de
1%. Abajo: Gra´fico de Picard de la imagen borrosa sin ruido agregado.
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5.3. Restaurando una imagen borrosa
Iniciamos tomando como problema de ejemplo, la restauracio´n de la imagen bo-
rrosa de la parte derecha de la figura (5.2) generada por la aplicacio´n de una PSF de
fuera de foco con r = 9 y condicio´n de frontera perio´dica.
Para truncamiento espectral se obtiene la L-curva que se muestra en la figura
(5.5). La ubicacio´n de la esquina se hizo de manera automa´tica calculando el punto
de mayor curvatura sobre la curva [9]. El valor obtenido K = 1152 coincide con la
idea intuitiva que nos dejo el ana´lisis espectral de la seccio´n anterior.
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Figura 5.5: L-curva para truncamiento espectral.
La solucio´n obtenida por truncamiento usando K = 1152 se muestra en la parte
derecha de la figura (5.6). Al usar el me´todo GCV para encontrar el para´metro de
regularizacio´n para truncamiento espectral se obtiene K = 1306. La correspondiente
solucio´n por truncamiento se muestra en la parte derecha de la figura (5.7).
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Figura 5.6: Izquierda: Imagen real. Centro: Imagen borrosa con ruido de 1%. De-
recha: Imagen restaurada por truncamiento espectral con 1152 te´rminos de 5772.
Figura 5.7: Izquierda: Imagen real. Centro: Imagen borrosa con ruido de 1%. De-
recha: Imagen restaurada por truncamiento espectral con 1306 te´rminos de 5772.
Las soluciones del problema anterior mediante el me´todo de regularizacio´n de
Tikhonov con para´metros de regularizacio´n α = 0,001062003490028 y α = 0,003537346727026,
obtenidos a partir de la L-curva en la figura (5.10) y GCV respectivamente, se mues-
tran a continuacio´n:
Figura 5.8: Imagen restaurada por Tikhonov con α = 0,001062003490028.
Figura 5.9: Imagen restaurada por Tikhonov con α = 0,003537346727026.
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Figura 5.10: L-curva para Tikhonov.
En la siguiente tabla se resumen los porcentajes de error, ‖X−Xα‖‖X‖ × 100, de cada
una de las aproximaciones calculadas anteriormente
% Error Truncamiento Error Tikhonov
L-curva 4.59 7.95
GCV 4.25 3.76
Estos resultados nos confirman que no debemos esperar errores pequen˜os en la solu-
cio´n en este tipo de problemas; sin embargo, en general son aceptables desde el punto
de vista visual. Se aprecia que emplear el me´todo GCV genera mejores resultados en
la restauracio´n de la imagen.
Tambie´n es notorio el efecto de la PSF Gaussiana en las regiones de la fotograf´ıa
cercanas al borde, donde no se tiene buena calidad de la restauracio´n (ver figuras 5.9
y 5.10)
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5.4. Ma´s debluring
En esta seccio´n aplicamos los procedimientos de la seccio´n anterior a nuevos pro-
blemas de ima´genes borrosas. Consideremos de nuevo como imagen de prueba
Restauracio´n 1
Al difuminar la imagen de prueba usando movimiento horizontal(r = 15) con
ruido de 1% se obtiene la imagen borrosa
y sus correspondientes restauraciones
Figura 5.11: Izquierda superior: Truncamiento en k = 3858 por L-curva. Iz-
quierda Inferior: Tikhonov con α = 0,020963568921018 por L-curva. Derecha
superior: Truncamiento en k = 2549 por GCV. Derecha Inferior: Tikhonov con
α = 0,035255407230120 por GCV.
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Puede parecer extran˜o que los valores para k en el truncamiento sean tan elevados
respecto al total de valores singulares(5772); sin embargo, al revisar la condicio´n de
Picard vemos que los σi empiezan a decaer inconvenientemente solo en los u´ltimos
coeficientes.
0 1000 2000 3000 4000 5000 6000
10−4
10−3
10−2
10−1
100
101
102
103
104
105
Número de coeficiente
Analísis espectral de Picard
M
ag
ni
tu
d
 
 
|uiTb|
|ui
Tb|/σi
σi
Figura 5.12:
% Error Truncamiento Error Tikhonov
L-curva 5.99 5.44
GCV 6.54 5.63
Restauracio´n 2
Ahora usaremos una distorsio´n atmosfe´rica o Gaussiana con s1 = s2 = 5 y ρ = 0
y ruido de 1%, sobre la imagen de prueba para obtener la imagen borrosa y sus
correspondientes restauraciones en la figura (5.13).
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Figura 5.13: Izquierda superior: Truncamiento en k = 424 por L-curva. Izquier-
da Inferior: Tikhonov con α = 0,010042204857627 por L-curva. Derecha su-
perior: Truncamiento en k = 180 por GCV. Derecha Inferior: Tikhonov con
α = 0,008676139673534 por GCV.
En este caso es de notar que las restauraciones no son de la calidad que esperar´ıamos.
Esto se puede explicar al analizar la condicio´n de Picard en la figura 5.14.
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Figura 5.14:
Vemos que los valores singulares decaen su´bitamente desde el principio, lo que
causa que solo un nu´mero reducido de te´rminos de la solucio´n filtrada no sea dominada
por el ruido; tan pocos que se pierde detallado en las ima´genes restauradas.
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% Error Truncamiento Error Tikhonov
L-curva 80 10.69
GCV 10.72 10.59
En este caso, el problema es bastante peor condicionado que los anteriores. Esto
se suele presentar en general para distorsio´n Gaussiana.
Restauracio´n 3
Consideraremos ahora algunos experimentos ma´s reales. Para empezar vamos
a intentar restaurar la imagen de prueba obtenida al aplicarle dos tipos de bo-
rrado distintos. Primero obtenemos una imagen borrosa por medio de movimiento
horizontal(r = 10). Despue´s, aplicamos distorsio´n Gaussiana(s1 = s2 = 4 y ρ = 0).
El proceso de borrado termina al agregar ruido(0.5%) para simular la digitalization
y errores de captura. A continuacio´n se ilustra el difuminado y su restauracio´n.
Imagen real Movimiento Horizontal Distorción atmosférica
Captura y digitalizaciónRestauración intermediaRestauración total
Figura 5.15: Proceso de restauracio´n de dos borrados simulta´neos: Movimiento hori-
zontal y distorsio´n atmosfe´rica con erro de%0.5
A pesar que la imagen restaurada no se obtiene totalmente n´ıtida, se logra obtener
cierta informacio´n visual de la imagen original, por ejemplo, aqu´ı algunos nu´meros de
la placa pueden distinguirse. Dependiendo de la aplicacio´n la informacio´n obtenida,
aunque poca, es de gran valor.
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En la figura 5.16 se muestra como mejora la eficiencia del proceso de restauracio´n
si se trata con las mismas distorsiones del caso anterior con un error mas bajo(0.1%).
Imagen real Movimiento Horizontal Distorción gaussiana
Captura y digitalizaciónRestauración intermediaRestauración total
Figura 5.16: Proceso de restauracio´n de dos borrados simulta´neos: Movimiento hori-
zontal y distorsio´n atmosfe´rica con error del 0.1%
Veamos otros casos:
Imagen real Movimiento Horizontal Camara fuera de foco
Captura y digitalizaciónRestauración intermediaRestauración total
Figura 5.17: Restauracio´n de movimiento horizontal(r = 10) y distorsio´n de fuera de
foco (r = 5) con ruido de %0,5.
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Imagen real Movimiento Horizontal Camara fuera de foco
Captura y digitalizaciónRestauración intermediaRestauración total
Figura 5.18: Restauracio´n de movimiento horizontal y vertical (r = 10) con ruido de
%0,5
Un interesante resultado que se confirma de manera visual en estos experimentos.
El difuminado atmosfe´rico o gaussiano causa ma´s inestabilidad en el problema, Esto
es, la matriz de difuminado A es mucho peor condicionada que la generada con las
otras distorsiones.
5.5. Restaurando otra imagen
Veamos ahora una imagen distinta, difuminada con fuera de foco (r = 9) y con
ruido de 1%
Figura 5.19: Derecha: Imagen real. Izquierda: Imagen difuminada.
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y sus respectivas restauraciones.
Figura 5.20:Derecha: Truncamiento con k = 890, estimado con L-Curva. Izquierda:
Truncamiento con k = 946, estimado con GCV.
Figura 5.21: Derecha: Tikhonov con α = 0; 00123, estimado con L-Curva. Izquier-
da: Tikhonov con α = 0; 0146, estimado con GCV.
La siguiente tabla resume los errores en la restauracion.
% Error Truncamiento Error Tikhonov
L-curva 80 10.69
GCV 10.72 10.59
Imagen con distorsio´n atmosfe´rica o Gaussiana con s1 = s2 = 5 y ρ = 0 y ruido de
1%
Figura 5.22: Izquierda superior: Truncamiento en k = 406 por L-curva. Izquierda
Inferior: Tikhonov con α = 0; 002008577 por L-curva. Derecha superior: Trunca-
miento en k = 272 por GCV. Derecha Inferior: Tikhonov con α = 0; 009174 por
GCV.
58
5.6. Aproximacio´n al Blind-Deconvolution
Finalmente, vamos a realizar un experimento con una fotograf´ıa digital real, cap-
turada usando una ca´mara digital SONY DSC-W180 de 10.1 megapixeles. Como base
se usa la fotograf´ıa distorcionada que se muestra en parte superior de la figura 5.23.
En este caso no conocemos el tipo de PSF que causo la distorsio´n. Por medio de
ensayo y error se simulo el difuminado en la fotograf´ıa para encontrar una restauracio´n
aceptable. La distorsio´n causada por la PSF gaussiana (turbulencia atmosfe´rica),
se descarto en las pruebas puesto que la fotograf´ıa fue tomada en una habitacio´n
cerrada y relativamente cerca. Se encontro´ que bajo la suposicio´n de borrado fuera
de foco(r = 20) junto con una pequen˜a distorsio´n por movimiento horizontal(r = 10)
y condiciones de frontera perio´dicas, se obtiene una restauracio´n visualmente o´ptima
(ver parte inferior de la figura 5.23). Al escoger una parte central de las ima´genes se
tiene una mejor visualizacio´n del resultado, ver figura 5.24.
Figura 5.23:
A continuacio´n se muestran algunos resultados parciales del experimento
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Figura 5.24:
Figura 5.25: Izquierda superior: Borrado fuera de foco(r = 5). Izquierda Inferior:
Borrado fuera de foco(r = 20). Derecha superior: Borrado fuera de foco(r = 10).
Derecha Inferior: Borrado fuera de foco(r = 20 y movimiento horizontal(r = 5)).
5.7. Algoritmos
Los scripts y funciones de MATLAB en este capitulo en su gran mayoria, vienen
como material de [8]. Un pequen˜o co´digo de resumen de los procedimientos es
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clear all;
%%Lectura y construcccionde X
Xbig = double(imread(’Placa4Gray.jpg’));
%figure, imshow(Xbig, [])
X = Xbig(349:400,425:535);
clear Xbig;
%%creacion del PSF
[P, center] = psfDefocus( [32,32] , 9);
Pbig = padPSF(P, size(X));
%%Calculando A B y B_e
[Ar, Ac] = kronDecomp(Pbig, center, ’periodic’);
A=kron(Ar,Ac);
b=A*X(:);
B = reshape(b, size(X));
E = randn(size(B));
E = E / norm(E,’fro’);
B_e = B + 0.001 * norm(B,’fro’)*E ;
b_e=B_e(:);
figure, imshow([X ones(52,30)+250 B_e], [])
clear A;
%%Calculo optimo de SVD de A
[Ur, Sr, Vr] = svd(Ar);
[Uc, Sc, Vc] = svd(Ac);
s = kron(diag(Sr),diag(Sc));
S=sort(abs(s),’descend’);
U = kron(Ur,Uc);
V = kron(Vr,Vc);
clear s;
%%Condicion de picard
figure, picard(U,S,b_e);
%
%Escogiendo el para´metro de regularizacio´n
%%Truncamiento Lcurva
[X_TTL, K] = tsvd_sep(B_e, Pbig, center, S(3848), ’periodic’);
figure,
subplot(1,3,1); imshow(X, [])
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subplot(1,3,2); imshow(B_e, [])
subplot(1,3,3); imshow(X_TTL, [])
%%Truncamiento GVC
[X_TTCV, K] = tsvd_sep(B_e, Pbig, center, [], ’periodic’);
figure,imshow(X, [])
subplot(1,3,1); imshow(X, [])
subplot(1,3,2); imshow(B_e, [])
subplot(1,3,3); imshow(X_TTCV, [])
K
%%Tikhonov Lcurva
[X_TKL, alpha] = tik_sep(B_e, Pbig, center, 0.001062003490028, ’periodic’);
figure,
subplot(1,3,1); imshow(X, [])
subplot(1,3,2); imshow(B_e, [])
subplot(1,3,3); imshow(X_TKL, [])
%%Tikhonov GCV
[X_TKCV, alpha] = tik_sep(B_e, Pbig, center, [], ’periodic’);
figure,
subplot(1,3,1); imshow(X, [])
subplot(1,3,2); imshow(B_e, [])
subplot(1,3,3); imshow(X_TKCV, [])
alpha
%%Analisis de Error
ErrorTrunL=norm(X-X_TTL)/norm(X)*100
ErrorTrunCV=norm(X-X_TTCV)/norm(X)*100
ErrorTikL=norm(X-X_TKL)/norm(X)*100
ErrorTikCV=norm(X-X_TKCV)/norm(X)*100
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5.8. Conclusiones
5.8.1. Conclusiones Generales
Los Problemas Inversos aparecen en pra´cticamente todas las ramas de las ma-
tema´ticas. Las aplicaciones cubren campos dispares como la medicina, la geof´ısi-
ca o la ciencia de los materiales. La formulacio´n matema´tica de estos problemas
da lugar a problemas dif´ıciles de tratar, tanto anal´ıtica como nume´ricamente,
y se han desarrollado te´cnicas de regularizacio´n para poder tratarlos.
Cuando un problema proviene de discretizar un problema inverso formulado
con la ecuacio´n integral de Fredholm de primer tipo, la matriz del sistema
tiende a estar peor condicionada a medida que crece el nu´mero de puntos de
la discretizacio´n. El problema es cada vez ma´s inestable, por estar cada vez
ma´s cercano al problema continuo original. Contrariamente a lo que ocurre en
el problema directo una mayor cantidad de puntos no se traduce en una mejor
solucio´n del problema.
El Teorema de Picard expresa la solucio´n de un problema inverso Aϕ = f , en
te´rminos de los valores y vectores singulares del operador compacto A, de tal
forma que se pueden separar fa´cilmente las componentes de la solucio´n libres de
ruido de aquellas componentes dominadas por e´ste, y dado que dichos valores
singulares tienden a cero, es conveniente controlar la solucio´n proporcionada por
Picard. Adema´s, el teorema de Picard nos da una manera formal para decidir
si el problema modelado con la ecuacio´n Aϕ = f tiene solucio´n aceptable.
La Regularizacio´n de Tikhonov brinda un control necesario sobre los valores
singulares, haciendo que la solucio´n obtenida por el Teorema de Picard sea la
ma´s precisa y aproximada posible. Ma´s au´n, controla la aproximacio´n de la
inversa del operador lineal compacto para que la solucio´n de Aϕ = f no se vea
afectada por los cambios en f .
La escogencia del para´metro de regularizacio´n es parte fundamental para ob-
tener una buena aproximacio´n de la solucio´n problema inverso Aϕ = f (con
A compacto). Los me´todos de escogencia de dicho para´metro son una mezcla
entre teor´ıa y heur´ıstica. El me´todo GVC genera resultados ma´s acertados que
la L-curva para el para´metro escogido a-posteriori.
5.8.2. Conclusiones Especificas
Se observo que sin previo conocimiento del difuminado, tratamos con un pro-
blema de bu´squeda exhaustiva de para´metros de PSF y de las mismas funciones
PSF.
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En el experimento donde se considero´ con una foto borrosa real (Restauracio´n
4) se observa que dada la gran resolucio´n de las ca´maras actuales los efectos
de difuminado por movimiento no son notorios a simple vista; mientras que el
efecto de la distorsio´n por desenfoque domina la degradacio´n de la fotograf´ıa.
Esto nos da pautas de la manera de restaurar una fotograf´ıa borrosa cotidiana,
por ejemplo: considerar la situacio´n en que se tomo la fotograf´ıa (interiores
o´ exteriores), para decidir cuales PSF podr´ıan modelar la distorsio´n.
Se encontro´ que la exactitud de la restauracio´n decrece para las regiones ma´s
cercanas a los bordes de la fotograf´ıa. Por tanto es conveniente tener una foto-
graf´ıa ma´s grande que la regio´n de la que se desea obtener informacio´n.
La PSF que modela la distorsio´n atmosfe´rica amplifica el ruido de mayor manera
que las otras PSF. Haciendo que se obtengan restauraciones de mucha menor
calidad, para el mismo nivel de ruido.
Las te´cnicas de restauracio´n estudiadas en este trabajo mostraron ser robustas
al enfrentar problemas donde se combinan distintas distorsiones; a pesar que en
el proceso fue necesario encontrar varios para´metros de regularizacio´n para la
estabilizacio´n de los efectos de cada una de las distorsiones.
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Ape´ndice A
Ca´lculo nume´rico de la SVD
Para calcular los valores y vectores singulares de una matriz A la opcio´n obvia
de formar AAt o AtA y calcular sus valores y vectores propios no se debe pasar
por alto. Este me´todo tiene la ventaja de ser relativamente econo´mico, en te´rminos
computacionales; existen una extensa gama de buenos algoritmos para hacer el ca´lculo
de valores y vectores propios de matrices sime´tricas [1]. Sin embargo, la desventaja
ma´s marcada de este me´todo es que los valores singulares ma´s pequen˜os se calculan
incorrectamente. Esto como consecuencia de la perdida de informacio´n que genera el
ca´lculo de AAt a partir de A (feno´meno de cuadratura) [26].
Los valores singulares de magnitud ma´s grande y los vectores singulares asociados
de A, pueden ser determinados de manera exacta desde el ca´lculo de los valores y
vectores propios de AAt. Existen diversas aplicaciones donde solo esa informacio´n se
requiere [26]. Para tales casos, este me´todo es el ma´s conveniente.
Otras aplicaciones, como la reconstruccio´n de ima´genes borrosas, requieren los
valores singulares ma´s pequen˜os. En estos casos debemos encontrar un procedimiento
que omita el ca´lculo de AAt o AtA. En este ape´ndice se describira´ tal procedimiento,
en el cual, A es reducida a una forma condensada y entonces una versio´n impl´ıcita
del algoritmo QR(para ca´lculo de valores propios) es aplicada a la forma condensada
para extraer sus valores y vectores singulares. Este es solo un de los muchos posibles
me´todos. Por ejemplo, el me´todo de Jacobi, para ca´lculo de valores propios, tiene una
variante impl´ıcita para el ca´lculo de valores singulares. La razo´n fundamental por la
que nos enfocamos en este me´todo es que MATLAB lo implementa cuando usamos
el comando svd().
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El algoritmo de la SVD
El problema de calcular los valores propios de una matriz puede convertirse en un
problema fa´cil de resolver si primero se reduce la matriz a una forma simple, tal como
a una matriz tridiagonal o forma Hessenberg. La misma idea es valida para el ca´lculo
de los valores singulares. El calculo de los valores propios requiere que la reduccio´n
sea hecha via transformaciones por matrices similares a A; mientras que el ca´lculo de
la SVD A = UΣV t requiere matrices de transformacio´n ortogonales.
Desde ahora asumiremos que trabajamos con una matriz A ∈ Rm×n(m ≥ n).
Esto no genera perdida de generalidad, pues si n < m, operamos sobre At en lugar de
operar sobre A. Si la SVD de At es At = UΣV t, entonces la SVD de A es A = V ΣtU t.
El siguiente teorema muestra que es posible reducir cualquier matriz a una forma
bidiagonal, aplicando reflectores de Householder a derecha e izquierda de A.
Teorema A.1 Sea A ∈ Rm×n con m ≥ n. Entonces, existen matrices ortogonales
P ∈ Rm×m y Q ∈ Rn×n, ambas productos finitos de reflectores, y una matriz bidiago-
nal B ∈ Rm×n tales que
A = PBQt (A.1)
Adema´s, existe un algoritmo finito para calcular P , Q y B.
Demostracio´n: La prueba se encuentra en [26].
Puesto que B es bidiagonal, tiene la forma
B =
[
Bˆ
0
]
Bˆ =

d1 f1 0 · · · 0
0 d2
. . .
...
. . . . . . . . . 0
...
. . . . . . fn−1
0 · · · 0 dn
 ∈ R
n×n.
Sin perdida de generalidad es posible asumir que di 6= 0 y fi 6= 0 para i = 1, . . . , n[26].
Esto se suele resumir diciendo que Bˆ es bidiagonal propia.
El problema de encontrar la SVD de A se reduce a encontrar la SVD de la matriz
Bˆ. La relacio´n (A.1) puede escribirse como A = Pˆ BˆQt, donde Pˆ ∈ Rm×n consiste de
las primeras n columnas de P . Si encontramos que la SVD de Bˆ es Bˆ = UBΣBV
t
B,
entonces
A = Pˆ BˆQt = Pˆ (UBΣBV
t
B)Q
t = (PˆUB)ΣB(V
t
BQ
t)
A = UˆΣBVˆ ; Uˆ = PˆUB ∈ Rm×n, Vˆ = V tBQt ∈ Rn×n y ΣB ∈ Rn×n. (A.2)
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Esta ultima no es exactamente la SVD de A del teorema (2.12), pues Uˆ deber´ıa ser de
m×m y ΣB deber´ıa ser de m×n. Sin embargo, ΣA se obtiene al adicionar m−n filas
de ceros a ΣB y UA se obtiene al adicionar a Uˆ m−n columnas, de tal forma que UA
se ortogonal. Las ultimas m− n columnas de P cumplen con esto. Entonces al hacer
VA = Vˆ tenemos la SVD de A como A = UAΣAV
t
A. En la practica, esta extension es
rara vez necesaria, por lo que la descomposicio´n (A.2) basta.
Estamos interesados en calcular la SVD de Bˆ, que es una bidiagonal propia. En-
tonces, BˆBˆt y BˆtBˆ son matrices tridiagonales propias, por lo que es posible calcular
sus valores y vectores propios eficientemente usando el algoritmo QR [26][1]. El algo-
ritmo QR es un procedimiento iterativo para encontrar valores propios. Este se basa
en la conocida descomposicio´n matricial QR, la cual esta relacionada al proceso de
ortonormalizacio´n de Gram-Schmidt.
Algoritmo QR
El algoritmo QR ba´sico aplicado a una matriz A ∈ Cn×n no singular, empieza
tomando A0 = A y genera una sucesio´n de matrices no singulares {Ak} dada por la
regla
Ak−1 = QkRk ⇒ Ak = RkQk.
Esto es, se calcula la descomposicio´n QR de Ak−1, obteniendo Qk unitaria y Rk
triangular superior con entradas positivas en la diagonal principal, las cuales se usan
para calcular la proxima matriz en la sucesio´n Ak. Cada iteracio´n del algoritmo QR
se llama un paso QR. Es fa´cil verificar que un paso QR equivale a
Ak = Q
∗
kAk−1Qk con A0 = A.
Por tanto, todas las matrices en {Ak} son similares unitariamente, y as´ı tienen los
mismos valores propios. Adema´s, bajo condiciones adecuadas la sucesio´n {Ak} con-
verge a una matriz triangular superior con la forma
λ1 ∗ · · · ∗
0 λ2
. . .
...
. . . . . . . . .
...
. . . . . . ∗
0 · · · 0 λn
 (A.3)
donde los valores propios λk de A aparecen en orden decreciente en magnitud sobre
la diagonal principal. En el caso particular en que A es Hermitiana con componen-
tes reales, todas las matrices en {Ak} son Hermitianas con componentes reales y la
sucesio´n {Ak} converge a la matriz (A.3) en forma diagonal.
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Si A ∈ Rn×n es sime´trica y tridiagonal. El algoritmo QR puede ser usado para
encontrar los valores y vectores propios de manera simulatnea[26]. Despue´s de algu´n
numero finitos de pasos QR, A se a reducido esencialmente a la forma diagonal
D = QtAQ
donde las entradas de la diagonal principal de D son los valores propios de A. Si se
han ejecutado m pasos QR, tenemos
Q = Q1Q2 . . . Qm
donde Qk es la matriz de transformacio´n en el k-esimo paso QR. cada Qk es un
producto de n − 1 rotaciones de Givens. Por tanto, Q es el producto de m(n − 1)
rotaciones. la importancia de Q es que sus columnas son los vectores propios de A.
Es fa´cil acumular las columnas de Q durante cada paso QR, usando las rotaciones de
Givens [1][26].
El costo computacional de cada paso QR para A sime´trica y tridiagonal es muy
bajo, sin embargo, la velocidad de convergencia del algoritmo QR es generalmente
bastante lenta; un nu´mero considerable de pasos QR deben ser ejecutados antes que
Ak sea suficientemente cercana a la matriz diagonal que contiene los valores propios.
Lo anterior hace que en la practica sea necesaria implementar algu´n me´todo que
acelere la velocidad de convergencia del algoritmo. Esto se logra usando una version
del algoritmo QR, llamada algoritmo QR con corrimiento, que hace un corrimiento
apropiado σm sobre la diagonal de Ak en cada paso QR, Exactamente empezando en
A0 = A, se genera una sucesio´n de matrices no singulares {Ak} dada por la regla
Ak−1 − σk−1I = QkRk ⇒ Ak = RkQk + σk−1I.
Tambie´n en este caso se satisface
Ak = Q
∗
kAk−1Qk con A0 = A.
Finalmente, para minimizar el nu´mero de ca´lculos, en la practica el algoritmo
QR con corrimiento se implementa mediante una variante impl´ıcita que aprovecha la
simetr´ıa de A y usa las rotaciones de Givens, de las que se hablo antes, en cada paso
QR para evitar hacer operaciones innecesarias. Para ma´s detalles ver [1][26].
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