A multiprocessor system with a large number of nodes can be built at low cost by combining the recent advances in high capacity channels available through optical ber communication. A highly fault tolerant system is created with good performance characteristics at a reduction in system complexity. The system capitalizes of the self-routing characteristic of wavelength division multiple access to improve performance and reduce complexity.
I. Introduction
This paper examines techniques for interprocessor communication in a distributed memory, MIMD (multiple instruction, multiple data) environment. The primary emphasis is on the reduction of interconnection network complexity, while maintaining a speci ed performance level. A hypercube based structure is introduced, di ering from other previously proposed schemes through its form of physical interconnection: optical multiple access channels. The resulting structures have unity distance connections between all nodes which share a common dimensional axis. The unity distance connections are achieved through two mechanisms: the creation of multiple subchannels on a single physical channel, and the access arbitration of each subchannel. This paper demonstrates that through the incorporation of optical interconnections, a wide range of system parameters (performance and complexity) can be supported. This hypercube based structure with wavelength division multiple access channels is denoted as WMCH throughout this paper. Six choices of optical multiple access channel implementations are examined: bidirectional bus, bidirectional bus with control, dual unidirectional bus, folded unidirectional bus, doubly folded unidirectional bus, and starcoupled. The fanout capability of the con gurations are examined, limited by two major factors: the saturation tra c of the channel and the optical power budget. The saturation tra c limits the number of interconnected processors through the tra c requirements of each node and the capacity of the channel. The second factor is the optical power budget, which limits the number of interconnected processors through the physical characteristics of the optical devices. This paper illustrates that a star-coupled system o ers far greater fanout than the other choices, and is used as the basis in the remainder of the paper. Section 2.2.2 introduces four mechanism of attaining multiple subchannels through wavelength division multiplexing (WDM) to target each node. With this approach, a processor does not receive and examine all the data transmitted across a channel, but only data destined to it. This achieves optical self-routing across the channel. The system is not fully self-routing since a packet must be forwarded from source to destination via intermediate nodes. This requires the packet to undergo o/e and e/o (optical/electrical and electrical/optical) conversions at a dimensional boundary for routing purposes. However, due to the topological characteristics of the structure, the number of intermediate nodes have been severely reduced due to the low average distance of the WMCH. For example, this paper illustrates that a structure supporting up to 64k nodes with a maximum of one intermediate hop. This characteristic not only improves the performance, but signi cantly reduces the system complexity. The access arbitration of the subchannels is discussed through two cases: a xed allocation (TDMA), and a random access (Slotted ALOHA) scheme. The two cases were chosen to provide a bounds for the resulting performance. A class of protocols known as Demand Assignment Multiple Access (DAMA) have been introduced in recent years to harness the high capacity nature of optical ber 13]. The protocols exploited the unidirectional nature of optical ber, but ignored the physical characteristics of the optical devices. This paper shows that the assumptions made by many such protocols regarding the channel con guration are unreasonable, and highly restricts the maximum system size due to power budget considerations. This limited system size has reduced the attractiveness of such con gurations. The WMCH is a topological extension of the Spanning Multiaccess Channel Hypercube (SMCH) 8], the Generalized Hypercube (GHC) 3], and the Spanning Bus Hypercube 35] . However, a signi cant improvement in performance is achieved through the physical interconnection. Topologically, the WMCH is equivalent to the SMCH and the GHC: a processor has a unity distance connection to all processors which share a dimensional axis. However, the degree is severely reduced from that of the GHC due to the multiple access channels, since only one I/O port is required per dimension. Performance is maintained through the high capacity characteristics of optical communication. The reduction in degree has signi cant system complexity implications. Wittie introduced the idea of using buses to provide interprocessor communication in a hypercube based structure 35]. However, due to advances in technology, many of the problems addressed in 35] have ceased to be limiting factors. The goal of this work is to obtain the system complexity bene ts of 35] and the topological characteristics of 3, 8] . Refer to 26] and 28] for an analysis of the adaptability with changing tra c conditions, and the synchronization of multiple slotted channels for the the spanning bus hypercube, respectively. The format of the paper is as follows. The structure de nitions of the WMCH are provided in Section 2, with a discussion of the physical interconnection (possible channel con gurations). The six previously mentioned optical channel con gurations are examined, followed by a more detailed study of four star-coupled con gurations. Three of the four star-coupled systems have the optical self-routing characteristic. A structure analysis is presented in Section 2.3, comparing the resulting performance when TDMA or Slotted Aloha is used as the media access control protocol. Section 3 provides a comparison between other proposed interconnection techniques. Topological characteristics (such as the degree, diameter, average distance, tra c density and fault tolerance) of the boolean hypercube (BC), generalized hypercube (GHC), nearest-neighbor mesh hypercube (NNMH) and WMCH are compared. This is followed by a comparison of the expected delay and complexity.
II. WMCH Structure
The interconnection structure is de ned in Section 2.1.1. Six possible channel con gurations are examined in terms of fanout, and shown to be limited by the optical power budget. Following this section, the paper focuses on star-coupled interconnection due to its fanout superiority. Four star-coupled con gurations are studied, of which three exhibit the optical self-routing characteristic. The impact of the subchannel media access control protocol is investigated in Section 2.3.
A. Topology
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Each i dimensional channel has m i processors attached where the processors have identical addresses except in position i of the r-tuple, allowing simple, totally distributed routing schemes 7, 8] . A WMCH with r = 3 and N = 4 3 2 is illustrated in Figure 1 (a), and a 2-dimensional example with N = 4 2 is shown in Figure 1(b) . When m i = m for all 1 i r, the total number of processors is N = m r , with a total of Nr m physical channels. A channel is tapped by all processors with identical r-tuple addresses, except in the i th digit. For example, processor (213) in Figure 1 (a) is attached to x13], 2x3], and 21x]; and channel x12] attaches processors (012), (112) and (212). An i-dimensional channel is tapped by m i processors. The total number of channels spanning dimension i is N=m i , giving the total number of channels in the system as:
A processor P = (p r : : :p 1 ) is connected to a total of r channels, therefore the degree of this structure is r. The distance between nodes is the Hamming distance between the source and destination address. The Hamming distance between two nodes whose addresses di er by 1 digit is unity, and the total Hamming distance is the total number of di ering address digits. This structure has a diameter of r, since a maximum of r digits may di er between node r-tuple addresses.
2) Structure Characteristics: This section examines the routing capability and structural characteristics of the WMCH. a) Routing: Due to the regularity of the structure, a routing scheme can be implemented without global information. A packet is transmitted on an i-dimensional channel if the i th digit of the packet destination address needs to be aligned, since this is the only digit which di ers among processors attached to that channel. If the i th digit of the packet destination and node address match, the node accepts the packet. A digit by digit comparison is then performed between the destination and node addresses. A packet reaches its destination when all digits match. Otherwise, the accepted packet is routed to the queue of port j, where j is a dimension in which the destination and node addresses di er. If the node and destination addresses di er by d digits, there are d disjoint paths, all distance d. This is illustrated in Figure 1 Degree and Diameter: A node P = (p r : : :p 1 ) has one port for each incident multiple access channels. The channels span di erent dimensional axes. Since the structure is r-dimensional, the degree is r. The distance between nodes is the Hamming distance between the source and destination address. A node is at distance d from its destination when there are d di ering digits between the r-tuple of the current node and destination addresses. Since there can be at most r di ering digits (the length of the r-tuple), the diameter of the structure is r. Average Distance: As will be discussed in the Structure Comparison section, the Generalized Hypercube (GHC) contains direct links to all the nodes sharing a dimensional axis. Because of this connection scheme, the WMCH has the same average distance as a GHC of similar size and con guration.
To simplify the calculations when comparing WMCH with other interconnection schemes, it is assumed that m i = m for all i, 1 i r. With this assumption, N = m r . This is a useful assumption, because it is necessary for a balanced system. Furthermore, the value of m for all channels is to be maximized, bound by the fanout limitations to obtain minimum cost. The average distance can now be written, as derived in 3 
B. WMCH Physical Interconnection
The following section investigates the implementation of optical multiple access channels. Section 2.2.1 (Optical Power Budget) discusses six possible channel con gurations: the bidirectional bus, bidirectional bus with control, dual unidirectional bus, folded unidirectional bus, doubly folded unidirectional bus, and star-coupled. Star coupled systems are examined in greater detail in the next section, due to their superior fanout capability. Optical interconnects have been studied to achieve the cost and performance objectives discussed in the introduction 9,10]. There are many desirable characteristics of optical interconnects: increased fanout, a large bandwidth, high reliability, support longer interconnection lengths, exhibit low power requirements, and immunity to EMI with reduced crosstalk. Optical interconnections can appear at di erent levels of the system design, providing chip-to-chip, module-tomodule, board-to-board and node-to-node communication 1, 2, 6, 10, [15] [16] [17] [18] [19] [20] 31, 32] . A trade-o between performance and cost is possible. A decision must be made whether metal or optical interconnects are to be used in an application. Di culty arises because many parameters must be considered such as required power, speed, complexity, length, fanout, reliability and cost. Architectural constraints have shifted when optical interconnects are incorporated. Suppose the metal interconnections of a parallel system (a hypercube, for example) were replaced with optical interconnects in a one-to-one fashion. The performance improvement compared to the resulting cost might not seem worth the e ort (this would result in many expensive and underutilized channels). This paper introduces a technique that e ciently adopts this emerging technology. Changes in computer interconnection are possible with optical components because of the relaxed fanout and distance requirements. Processors can be designed at an increased physical distance, yet achieve superior performance owing to the bandwidth-distance capability of optical communication. The propagation delay of an optical link does not vary with changes in fanout. The optical fanout is not bound by capacitance but by the power that must be delivered to each receiver to maintain a speci ed bit-error-rate, referred as the optical power budget (OPB). The number of stations attached to an optical multiple access channel is bound by the saturation tra c and the OPB. However, because of the large bandwidth, the principle limitation in fanout is from power considerations.
The following section examines possible implementations of the optical multiple access channel, and in particular, examines the fanout capability.
... Figure 2 illustrates six typical optical bus con gurations: bidirectional bus (BB), bidirectional bus with control (BBC), dual unidirectional bus (DUB), folded unidirectional bus (FUB), doubly folded unidirectional bus (DFUB), and star-coupled (SC). In addition to the interconnection cost, the choice of channel has a large impact on the system con guration. This is because of the wide variation in optical power budget. The optical power budget limits the fanout, or the maximum number of processors that can be attached to a channel. The OPB is important because of its impact on system cost. This is an extension of the usual trade-o s in degree and diameter in static interconnection networks: to reduce the diameter (for performance reasons), requires an increase in degree. This increase in degree has signi cant system cost implications: not only the increase in cost for another I/O port, but modi cation to the existing network is required. When the fanout limits have been reached, a method to increase system size is through the increase in I/O ports. The structure changes from a single bus, to either a hierarchical or regular structure. The following elements must be considered to obtain the optical power budget: 2 power coupled from source 2 waveguide length and losses 2 insertion and reciprocity losses of the optical couplers 2 active or passive couplers 2 receiver power requirements
The optical power budget of the structures has been considered in detail in 10], and only the results are summarized here. The expected fanout for two bus topologies are listed in Table 1 . This case assumes laser diode sources and avalanche photodiode detectors with characteristics +7dBm and ?57dBm, respectively. The remainder of the characteristics are as follows. It is assumed that the ber has a loss of 0.2dB per kilometer with a maximum length of 100m. The typical insertion loss for a commercially available connector is taken to be ?0:75dB, and a directional coupler insertion loss of ?1:00dB is assumed. Table 1 list the resulting maximum fanout for the characteristics just described. The terms o and i denoted the reciprocity factors of the outbound and inbound couplers, respectively. The case of o = 0:5 implies a 50% coupling of optical power between waveguides in a coupler. The "-A" and "-P" terms in Table 1 denote active or passive directional couplers, respectively. The DFUB channel con guration was not included in Table 1 because its optical fanout is almost identical to the FUB channel con guration since the coupling losses are more dominant than waveguide losses. The value of the maximum number of channels attachable to a channel is highly dependent on the characteristics of the devices. As the device characteristics improve, the number of nodes increases. The optical fanout of the star coupled system is about 256 2,15] There has been much e ort placed in examining optical bus-based systems, and protocols to provide access arbitration 13, 25, 33] . However, the low fanout has reduced their attractiveness with systems requiring interconnection of greater than a dozen nodes. The following section describes possible star-coupled con gurations. The remainder of the paper focuses on a star-coupled implementation because of its large fanout capability. Four examples of possible implementations of star coupled systems are introduced in the next section.
2) Star-coupled Interconnection: Structures that capitalize on the exibility of agile distributed feedback laser diodes and wavelength tunable lters are examined. Non-coherent, wavelength tunable lters can be constructed in a variety of techniques: wavelength dependence of interferometric phenomena, for example FabryPerot and Mach-Zehnder approaches; wavelength dependence of coupling through acousto-optic or electro-optic techniques; and resonant ampli cation which provides gain as well as wavelength selectivity. The remainder of this section is organized as follows. The functional characteristics of optical devices are discussed initially. Four possible implementations of star coupled systems are introduced, followed by a discussion on the communication protocol requirement for media access control.
Fabry-Perot wavelength tunable lters have been constructed where a resonant cavity selectively interferes with an incoming signal. Tunability is achieved through variations in the cavity length, the mirror re ectivity, and through piezoelectric or electrostatic controls. Electro-optic tunable lters have less tuning range (16 nm with a bandwidth of 1 nm) than acousto-optic lters. Acousto-optic devices have greater tunability, the entire 1:3 ? 1:56 m range, with a lter bandwidth of 1 nm. The setup delay for an acousto-optic device is on the order of S, whereas electro-optic device have on the order of nS setup time 23]. Tuning the acousto-optic devices occur through changes in the acoustic frequency (10-300 MHz), and precise tuning is possible. The electro-optic devices needs a drive voltage of about 10 v. Acousto-optic devices have the additional bene t that when multiple acoustical waves are superimposed, multiple subchannels can be extracted. For example, suppose a common channel to be received by all nodes is needed for reservation and other control purposes. One of the available channels could be deemed the common broadcast control channel, and a lter of this type could extract both the control channel and its speci c data channel. This is achieved with a single lter through the superposition of two acoustic waves at the appropriate frequencies. All transmitters and receivers with SC 0 operate on the same wavelength. All nodes receives all tra c. After a node receives a packet (o/e and serial to parallel conversion), the header of the packet is decoded to determine its destination address. The packet is discarded if the destination eld and the local processor addresses do not match. Multiple-subchannel star-coupled systems: Two systems considered next are also based on an optical star coupler, but either have agile transmitters or receivers. SC 1 is illustrated in Figure 3 (a) and SC 2 by 3(b). The two schemes assume the available optical bandwidth is partitioned into a comb of narrow subchannels, using Wavelength Division Multiple Access (WDMA). WDMA di ers from frequency division multiple access in the subchannel spacing. The key to the two approaches is in the agility of either the sources or receivers. SC 1 and SC 2 o er the advantage of optical self-routing. Only the tra c destined for a particular node is delivered to that node. An SC 0 node must examine all transmitted tra c to identity destined data. The volume of data each node must process is greatly reduced with SC 1 and SC 2 , reducing the electronic bottleneck problem. Assuming uniform destination distribution, a particular node in SC 1 and SC 2 processes 1=m th the total tra c as a node in SC 0 due to the subchannels. This characteristic has both performance and system cost implications. The optical self-routing characteristic is achieved through tunable receivers and transmitters. Tunable transmitters and xed wavelength receivers are used in SC 1 . A node n i has an agreed upon subchannel destination address s i . A subchannel s i has a distinct wavelength i , where i 6 = j for all i and j such that i 6 = j, 0 i (m ? 1) , and 0 j (m ? 1).
For node n j to communicate with node n i , n j tunes its transmitter to i , and begins the transmission according to the access protocol. The xed wavelength receiver subchannel s i of n i has an optical lter that blocks all wavelengths except i . After ltering, the signal is then demodulated. Each node in Figure 3 (b) has a xed (but distinct) wavelength transmitter and a tunable receiver (SC 2 ). After agreeing to accept a packet from station n j , node n i tunes its receiver lter to s j and extracts j . The media access control protocol is more complex than that required by SC 1 since a transmitting station must rst inform the receiving station to expect the packet. For example, this could be achieved either through a separate channel, through polling, or through a xed assignment mechanism. This is a method to circumvent the agility delay characteristics of laser diodes: if the agile laser diodes cannot switch su ciently fast (on the order of nS) and their latency impacts the overall performance, SC 2 is attractive since it allows the sources to remain set to one particular wavelength. A problem with all three of the approaches is collision. Stations in SC 1 cannot detect the transmission of an outgoing packet, so overlapping transmissions occur unless a reservation scheme is used. A di erence in the three cases is the throughput. Collisions occur in SC 0 with any overlapped transmissions, whereas collisions only occur in SC 1 and SC 2 when the same node is targeted. The star coupler in SC 1 and SC 2 can be viewed as a non-blocking interconnection network, and SC 0 appears as a logical bus. Multiple-subchannel wavelength division multiplexed system: The function of the star coupler is to distribute the incoming optical power uniformly among the output ports. The power distribution, together with the limit of agility of the sources and receivers, restrict the maximum number of processors on the star coupled systems. The limit of the agility with currently constructed devices (estimated to be about 128 20,23,24] ) and power budget limitations restrict the number to about 128-256 processor nodes 1,2,10,16,17]. See 34] for a review of this technology. The system SC 3 , illustrated in Figure 3 (c), avoids distributing the optical power among all output ports, and optically routes the data to the destination node. In SC 1 and SC 2 , although optical self-routing was also achieved, the optical power was distributed across all nodes limiting the fanout. As in the three previous cases, there is no intermediate o=e and e=o conversions and destination decode with SC 3 . The data is routed completely in its optical state. As with SC 1 and SC 2 , self-routing is achieved: the only data delivered to a node is destined to that node. However, the optical power is not diluted in SC 3 which eases the power budget limitation, and increases the fanout. All power other than insertion and coupling losses is routed to the appropriate destination node. This is achieved through wavelength division multiplexing/demultiplexing. Note that the wavelength-division demultiplexer is a passive component, as is the m 1 coupler. This has fault tolerance implications since a faulty transmitter or receiver isolates only the local node. The operation of the m 1 coupler is to funnel all incoming tra c onto the same waveguide, and deliver it to the WDM demultiplexer. Only transmissions simultaneously targeted to the same node collide, and all other tra c continues to pass una ected by the collision.
A feature of this approach is the reduction in importance of topology. Much e ort during the past decade was placed in the examination of dynamic and static topologies 3, 4, 5, 8, 12, 21, [26] [27] [28] [29] [30] 33] . In the four cases under discussion, the limitation to system size is not bound by the tra c generated at each node. The principal limitations are the agility of the optical sources as in SC 1 and SC 3 ; the optical detectors in SC 2 ; and the optical power budget in all four cases but to a lesser extent in SC 3 . SC 3 is an approach to increase the upper limit of attachable processors because of the power budget considerations.
3) Subchannel Access Control Protocols: The structures have two levels of access protocols. The rst is wavelength division multiple access (WDMA), which partitions the enormous bandwidth of a single channel into multiple, usable, subchannels. The object of this is to exploit the self-routing characteristic between source and destination along a single optical channel. A receiver subsystem processes only tra c destined to it, or tra c that it must forward along another dimension of the hypercube. Since the volume of tra c processed is reduced, the design requirements on this subsystem is eased. Essentially, this is an approach to obtain the high capacity characteristics of optical communication, and circumvent the speed mismatch between electronic and optical components. A second advantage of WDMA is that although a system results with a low degree, a large number of nodes are at a unity distance. For example, with a degree k (a k-dimensional structure) with m processors along each dimension, a node has k(m ? 1) neighbors at a distance of one. As illustrated in later sections, this achieves a small diameter and average distance (relative to other interconnection topologies), yet achieves a low system cost and complexity. A second level media access protocol provides access in the time domain along each subchannel. This section examines a few of the requirements on such a protocol and examines the behavior of Slotted ALOHA and Time Division Multiple Access (TDMA). A system must either allow collisions and rely on a positive acknowledgment scheme, or avoid collisions through some reservation or xed allocation scheme. Consider the case where each node has a reserved receiver subchannel (SC 1 ). It is possible to have a reservation period for each round on each subchannel to request access. A round could be constructed in two phases: (1) Initial request (reservation) phase, and (2) Data transmission from each requesting node. The di culty with this approach is the synchronization with other subchannels. If each of the intervals are not of xed duration ( xed round length), a node would need to be able to detect the initiation of a new reservation cycle for each subchannel. A node can only receive data along its receiver subchannel. A possible solution is to have a TDMA subslot for reservation, where the destined node will ACK if the request is successful. If the source node detects no response from the target node, it inhibits according to a predetermined algorithm. A second possibility is to allow collisions of the data tra c, and ACK when successful. The second approach could be slotted so corruption of a packet in midstream will not occur. The critical resources to be optimized by multiple access protocols have shifted emphasis in this environment. In the past, bandwidth was the critical resource and protocols were designed to maximize its utilization. That issue is less of a constraint today due the the large available bandwidth. With the proposed approach, bandwidth is not the limiting factor: it is the mismatch of speeds with the interface electronics. The objects pursued in this paper is to obtain good performance (in terms of latency and throughput) while keeping the interface electronics (communication subsystem) within their bounds of achievable speed. The self-routing characteristic of WDMA aids this e ort, since a node does not have to examine every packet transmitted along a channel. a) Random Media Access Protocol: A possible protocol for SC 1 is described next. A slot is constructed of two phases: the data transmission and acknowledgment subslots. A source node transmits a packet to the destination (target) node during the data transmission subslot; and the destination node transmits an acknowledgment to the source node during the ACK subslot. Since a source node cannot simultaneously transmit to more than one destination nodes during a slot, the ACK subslot is collisionless. The ACK subslot is composed of the time the receiver needs to verify the CRC, decode the source address, tune its agile transmitter, and transmit the ACK. Slotted ALOHA (with an elongated slot for the ACK transmission) is a possible choice for the access control mechanism. A node assumes a collision has occurred if an ACK is not received. Note that CSMA is not possible with SC 1 -SC 3 because the media cannot be sensed since each node only receives a particular subchannel. The expected number of collisions is determined next when Slotted ALOHA is implemented with a total of m stations. Assume that the source targets are uniformly distributed (for backlogged station n i , p(i; j) = 1 m?1 i 6 = j 0 i = j , where p(i; j) is the probability that node n i will transmit to n j ). Let Y denote the number of backlogged nodes. Consider a heavily backlogged system of Y = m?1 and m = S. The probability that there is no transmission to node n j is p Denote the propagation delay from station n i to the star coupler as i , and = 2 maxf i ; 1 i mg. B denotes the data-rate of the subchannel (bits/sec), P the packet size (including preamble and header), so the transmission time of a packet is T p = P=B. The total time of a slot is the transmission time of the packet, ACK (T a ), propagation delays (2 ), and the additional overhead of o/e conversion, address decode, checksum computation and laser diode agility delay ( p + a ). The total slot time is T s = T p + T a + 2 + p + a . The receiving station actually does not have to construct an ACK packet, but must transmit a burst at the wavelength of the source for detection. Note that the time to recon gure a laser diode is on the same order as the propagation delay. In the case of positive acknowledgments, the total throughput would be mp (1) j T s packets per second, and the subchannel utilization is U j = T p T s p (1) j .
b) Fixed Media Access Protocol: A xed allocation scheme is examined because of its implementational simplicity. There is no need for an acknowledgment mechanism, since it is collisionless, and has a bounded service time. Its primary weakness is its behavior with bursty tra c, and its primary strength is its excellent performance with regular and heavy tra c. In the following discussion, only SC 0 and SC 1 are considered, both systems with m nodes. As before, packets are a xed length of P bits, and a subchannel i has a data-rate of B bits/sec. The total data rate of an individual node in SC 1 is still B bits/sec, since simultaneous subchannel transmission is not possible. The packet transmission time for both cases is T p = P=B, and the arrival process from each node is assumed Poisson with parameter o . Note that this model does not block the generation of additional tra c when a packet is queued. This approach is taken since the model is for distributed memory parallel computer systems, where a processor does not wait until a response is returned but either continues with the current process or context switches to another process.
The delay is comprised of three components: the queueing delay, the transmission time, and the user slot 
since = o where o denotes the total arrival rate generated by each node. Assume there are S = m subchannels with SC 1 , each representing the path to a particular node. A packet transmission along wavelength i is destined to node n i , 0 i m ? 1. A uniform tra c is assumed, so the rate at which node n j generates tra c for n i is = o =(m?1), where i 6 = j, and is the total tra c generated by a node.
Node m j must maintain m ? 1 separate bu ers, one for each of the possible destination nodes. This additional complexity, as compared with SC 0 which requires a single, longer, bu er, is the price for the additional performance demonstrated. However, the additional complexity in the transmission subsection of a node may be o set by the reduction in complexity in the receiver since only data destined to a node is routed to it, reducing the volume of data a receiver must process. TDMA for SC 1 in this example is illustrated in Figure 4 , which shows the behavior in each of the subchannels and subslots, where T r is the time of a round, and T s is the time of a slot. In this case, T s = T p . In general, the S subchannels (this assumes that m = S) are divided into m ? 1 slots per round, so the total length of a round is T r = T p (m?1). Determining the slot which is assigned to a particular source-destination pair is simple and decentralized. Consider a node n j , 0 j m ? 1. Figure 4 illustrates an approach where n j transmits to n j+1 during slot 1, n j+2 during slot 2. In general, node n j transmits to n (j+i)M od(m) during time-slot i for all 0 i m ? 1.
The delay a packet incurs is similar to Equation (5), but with the modi ed arrival rate. The average delay with SC 1 , including the queueing delay for a particular subchannel is rates. Slotted Aloha protocol was implemented as described in the previous section, however a feedback mechanism was added to increase channel stability. This feedback mechanism modi es a transmission probability (TP). TP denotes the probability that a backlogged station will transmit during a particular slot. The TP was decreased upon collision detection (absence of an ACK), and increased upon successful transmission. The graph rea rms the intuitively expected result: Slotted Aloha performs well with light tra c, but saturated rapidly. The TDMA approach can support a higher tra c level, although with greater average delay with lighter tra c. This following section compares the WMCH with other interconnection schemes. Performance and complexity issues are examined. In particular, the variation of the metrics are studied with increases in system size.
III. Behavior Comparison
Two system parameters vary when comparing a performance characteristic between hypercube structures with increases in system size: the dimension, and the number of nodes along each dimension (width 
B. Structure Comparison
In addition to typical topology characteristics (such as degree, diameter, and average distance), other metrics of comparison are used in the following section to determine the advantages and disadvantages of the BC, GHC, NNMH, WMCH. In particular, a model for the system complexity is introduced, followed by a description of marginal analysis. 1) Degree: There usually is a trade o between degree and diameter in interconnection networks. An increase in degree, k, tends to reduce the diameter hence increasing performance at an increased node complexity. For a network where each node has a large degree, the cost of the I=O ports become the dominating cost of the network. The following sections shows that using multiple access channels, as in the WMCH, allows for both a low degree and a small diameter. The BC requires a port for each of the r dimensions of the cube, hence k = r. The NNMH has a degree of k = 2r, with two links to each of its nearest neighbors in all the r dimensions. While this may seem greater than the degree of a BC, the NNMH may have a lower degree for equal sized networks, as illustrated in Figure   8 . The GHC requires a degree of m i ? 1 for each of its r dimensions. When m i = m for all 1 i r, the degree is k = r(m ? 1) . This large degree is due to the topology de nition of a unity distance connection between all nodes sharing a common dimensional axis. The WMCH achieves a unity distance connection with all dimensional axes neighbors with a degree of k = r. The degree is not constant for the BC and GHC, implying that network expansion requires modi cation to existing nodes. Expansion without modi cation is possible with the NNMH and WMCH through an expansion of m. 
assuming a maximumfanout of 256. It is possible to force the NNMH to remain a 2-dimensional structure thereby keeping the degree low. However, the resulting performance (diameter and average distance) is degraded with increases in system size. The format of the WMCH de ned in Equation (8) is used throughout the remainder of the paper.
Through case (1), all schemes vary as log(N), but with scaling factors of 1 log(2) , 2 log(m) and (m ? 1) log(m) for the BC, NNMH and GHC, respectively. Through case (2), the degree of the NNMH remains constant while the degree of the GHC varies as (N 1=r ? 1)r. The WMCH degree shows the least sensitivity to increases in N. 2) Diameter: The distance between nodes in the BC, the GHC, and the WMCH is the hamming distance between the source and destination addresses, since the distance between all nodes sharing a common dimensional axis is unity. Since there can be at most r di ering digits, r is the diameter of the networks. Through case (1), the diameter of the BC and WMCH is equals to the degree of the structure and vary as described in the previous section. This illustrates the sensitivity of the BC in both degree and diameter with increased N. The diameter of the NNMH varies as log(N), with a scaling factor of m 2log(m) (Figure 9 ). The diameter of the WMCH and GHC remain constant with increases in m. The NNMH diameter is sensitive to increases in m. Figure 9 shows the diameter of the NNMH to vary linearly with m, or as rN 1=r 2 . The diameter of the GHC and WMCH remain constant at r with increases in m.
3) Average Distance: The average distance is useful since it provides a measure of the expected packet delay. Let K i represent the number of nodes at a distance i. The average distance d is de ned as:
As derived in 3, 8] , the number of nodes at a given distance for the BC, WMCH, and the GHC is:
since for i di ering digits, each able to vary in (m ? 1) ways, the enumeration is (m ? 1) i . The combination of i di ering digits of r leads to Equation (10) . Figure 10 shows the variation in average distance with increased N. The BC, NNMH, WMCH, and the GHC vary linearly with r. With variations in m, the NNMH shows the greatest sensitivity, varying linearly with m, while the GHC and WMCH are approximately constant. Equation (9) assumes that the packets are evenly distributed throughout the network. An operating system may try to place computationally interrelated activity in nodes close in distance to minimize the packet delay.
Suppose a task is optimally mapped into a locality of @ nodes. Denote the maximum distance of this set of nodes as d @ 
Denote the probability of a node communicating with nodes at a distance less than or equal to d @ , the average distance is given by:
With a small locality, the graph of Figure 10 may provide a pessimistic assessment of average distance for the BC, NNMH and GHC. For example, many algorithms have been developed for the NNMH which only require communication between neighbors. A very low average distance results, independent of system size.
4) Tra c Density:
The average tra c density provides a measure of the potential packet delay by illustrating how much of the total packet tra c each link must support. The average tra c density is de ned as the product of the average distance and the total number of nodes, divided by L, the total number of communication links.
The tra c density of the topologies under consideration: Figure 11 plots the tra c density with increases to system size. The tra c density of the BC is insensitive to variations in network size, and approaches 1 for large networks. The GHC has an extremely low tra c density, implying the large degree required for a low diameter has created a large number of channels with low channel utilization. The WMCH has a tra c density that approaches that of the BC when S = m. 5) Fault Tolerance: Two forms of connectivity are considered: node and link connectivity. Node (link) connectivity is de ned as the minimum number of faulty nodes (links) to disconnect the network. Due to the regularity of the hypercube structures, node connectivity and link connectivity are both equal to the degree of the structure. This is not true for the WMCH: a structure of degree r has a node connectivity of r(m ? 1).
There are d disjoint paths of equal length between two nodes at a distance d, d r, for the BC, WMCH, NNMH, and GHC. Although the degree of the node bounds the number of minimum length disjoint paths between source and destination nodes, node connectivity limits the total number of paths available for packet routing where the path may not be minimum length. The link connectivity for the hypercube structures is identical to the node connectivity, except for the WMCH. Assuming the worst case situation for the WMCH where a disruption in the channel causes a total loss of use, the link connectivity is r. In general, this is unlikely since the channel is a passive component. A function that provides a measure of network complexity is proposed in order to study its behavior with increased network size. Figure 12 illustrates a model of a node, with three forms of internal interconnection. Each node consists of three major components: the node processor (np), communication processors interface (cp), and the local node interconnection (ni). The system cost is obtained by including the cost of the communication channels (cc) . The following assumes a system size of N nodes at a degree of k. The cost of the node processor is neutral since equal sized networks are used in the comparison. However, the term c np N is included in Equation (18) to represent the cost of N node processors. A communication processor is responsible for capturing and bu ering packets during transmission and reception, providing media access control and logical link control (OSI levels 1-2). The complexity re ects the hardware required to interface the communication channels with the local interconnection. Each node has k ports to interface, so the complexity is O(k), and the complexity is modeled as kc cp N. A performance/complexity trade-o is present within the local interconnection. As shown in 7], if Q represents an average latency delay per hop in routing packets in a network, the average packet delay increases by (d+1)Q, where d is the average distance. This may become a signi cant factor in packet delay, as demonstrated by the initial models of the Intel iPSC. The structure of the local interconnection at each node can be enhanced to reduce this delay. Figure 12 illustrates possible implementations of the internal interconnection. For example, the local interconnections could be constructed as a dynamic multistage interconnection network, as illustrated in Figure 12 (b), and the complexity could be taken to be proportional to the number of 2 2 switching elements. The local interconnection cost is modeled as c ni I(k)N, where I(k) represents the complexity of the local interconnection depending on its implementation. Three forms of I(k) are considered:
Equation (17.1) is the complexity of polling through a central controller as shown in Figure 12 (a). Equation (17.2) could be achieved by multistage switching elements as illustrated by Figure 12 (b), and Equation (17.3) could be achieved through a crossbar switch as shown in Figure 12 (c). Figure 12 (a), modeled by Equation (17.1), would be similar to the initial implementation of the Intel iPSC. Equations (17.2) and (17.3) attempt to improve the latency delay per hop through a more complex routing structure. The remaining component of the system complexity function is the communication channels. This term is a function of the (sub)channel bandwidth. The complexity terms of the local interconnection, the channels and the channel interface of Equation (18) are scaled by a term modeling the economies of scale of bandwidth within the communication links. The object is study the relationship between the relative costs of metal and optical interconnects. A main advantage of optical links is that the bandwidth can increase far beyond the bandwidth of a metal interconnect and still retain the economies of scale properties. Since the crossover point is constantly moving, due to improvements in technology, the increases in complexity of systems with optical interconnects are studied, using the metal complexity as a reference. The B term in Equation (18) represents the relative increase bandwidth between optical and metal interconnects, and models the economies of scale.
Putting the complexity components of the node together, the system complexity model for a given topology is:
where L denotes the number of communication channels. Equation (18) is used to model the relative complexity of systems with optical and metal interconnects. This function re ects the number of nodes, degree per node, internal structure and channel implementation. This equation also models the returns to scale of bandwidth: up to a point, doubling the channel bandwidth does not double the cost. The total number of I=O ports are included in the parenthesis since a port may increase in cost in order to handle the increased tra c through the higher bandwidth channels. 2 Each node is equally likely to be targeted as the destination of a packet. 2 Poisson arrivals of h packets per second from all local node processors. 2 Uniform routing is performed without regard to queue lengths. 2 An accepted packet, that has not reached its destination, is routed on one other k ? 1 ports with equal probability.
Let 1= B denote the mean service time, where B is the channel bandwidth, and 1= is the average packet size. The utilization factor is de ned as = with arrivals per second.
The total delay if a latency delay per hop Q, incurred by the communication processor for internal routing, is taken into consideration is t = Q + L X i=1 i 1 B ? i + Q , where i is the arrival rate along channel i, L is the total number of channels, is the network load factor, which is equal to = =d, and is the total arrival rate along all the channels. With a regular network, all channels have equal capacity. There is equal tra c on all channels, because of the uniform routing, i = j for all i and j. The total arrival rate is = L i , reducing the above equation to:
The average channel arrival rate for each scheme is determined next. New arrivals, h , generated by each local node processor are evenly distributed over its k I/O ports. Furthermore, assume that a packet is not routed out on the same port from which it arrived. Relating the arrival rate of port i with the local node processor arrivals, and the packets arriving along the other k ? 1 ports:
The term 1 ? p denotes the probability that a packet has not reached its destination, where p = 1=d. The total arrival rates of all ports except i, which have not reached their destination, are divided among k ? 1 ports.
Equation (20) reduces to:
This result is expected, since the channel arrival rate is greater with a larger average distance, and smaller for a larger degree. Equation (19) and (21) can be used to provide the saturation tra c at the queueing leg for each scheme. The saturation tra c for each scheme is:
Equation (22) shows that the saturation tra c can be increased with high capacity channels, higher degree, and low average distance. As seen in Equation (19) , the delay includes a constant term (d + 1)Q. In this analysis, the Q term is assumed negligible when compared to the queueing delay. Since the constant delay varies linearly with d, interconnection networks with a large average distance are most sensitive to this term which can be signi cant.
With the characteristics of each scheme derived earlier, the packet delay can now be listed, utilizing Equations (20) and (21) 
where B o denotes the data-rate along an optical subchannel. The subscript h has been eliminated from h in Equations (23)- (26), since there should be no confusion between arrivals. The impact of network expansion should be taken into consideration when examining performance and complexity measures. The marginal expansion of a network must be carried out while preserving the network structure 11]. Typically, topologies cannot be incrementally increased in size. Marginal Analysis denotes the incremental increase to performance or cost as the system is expanded from size N to N + N. For example, the BC can only be expanded by doubling the system size. Through marginal analysis, the question of whether the performance also doubles is addressed. Furthermore, marginal analysis identi es cases when the node complexity becomes increasingly more costly with increased system size. 
The MC is obtained for the BC, NNMH, GHC and WMCH using the complexity function de ned in Section 3.2.6. Figure 16 illustrates the di culty of obtaining the excellent topological characteristics of the GHC. With both approaches of expansion, the incremental complexity of the GHC increases rapidly. Figure 17 graphs the marginal complexity of the WMCH when B 2 f1; 10; 100; 1000g. The surge in each trace is due to the increase in degree as N exceeds 256 nodes. This graph illustrates the economies of scale in bandwidth available with optical ber links.
IV. Conclusion
A multiprocessor system with a large number of nodes can be built at low cost by combining the recent advances in high capacity channels available through ber optics, and wavelength division multiple access protocols. A highly fault tolerant system is created with good performance characteristics at a signi cantly reduced cost. The system capitalizes of the self-routing characteristic of wavelength division multiple access to improve performance and reduce complexity. Although the cost of the WMCH is signi cantly lower than comparable architectures, the performance characteristics of average distance, average packet delay, diameter, and delay are shown to be equal or better than the studied networks. This multiple access approach provides a more e cient resource allocation, where the network performs well under dynamically changing loads. The law of large numbers allows the balancing of temporary peaks in station tra c. This is a more e cient approach than providing a large number of point-to-point channels with large capacities to support peak tra c. In addition to the performance bene ts optical interconnects provide, there is also the additional bene t of relaxing the packaging requirements of the system design. Relaxing the interconnect physical distance requirements at a particular data-rate has signi cant system cost implications. Four star-coupled systems were studied, of which three exhibited the optical self-routing characteristic. A performance analysis showed that through the integration of agile sources or receivers, and wavelength division multiple access, systems can be developed with signi cant increases in performance yet at a reduction in communication subsystem complexity.
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