We study the anomalous dimension of the cusped Maldacena-Wilson line in planar N = 4 Yang-Mills theory with scalar insertions using the Quantum Spectral Curve (QSC) method. In the straight line limit we interpret the excited states of the QSC as insertions of scalar operators coupled to the line. Such insertions were recently intensively studied in the context of the one-dimensional defect CFT. We compute a fiveloop perturbative result analytically at weak coupling and the first four orders in the 1/ √ λ expansion at strong coupling, confirming all previous analytic results. In addition, we find the non-perturbative spectrum numerically and show that it interpolates smoothly between the weak and strong coupling predictions.
Introduction
The AdS 5 /CFT 4 correspondence [1] [2] [3] conjectures a duality between four-dimensional N = 4 supersymmetric Yang-Mills (SYM) theory and type IIB superstring theory on AdS 5 × S 5 . The correspondence is of the strong-weak type, so that the strong coupling regime of one theory is mapped to the weak coupling regime of the other, and vice versa. To test this duality, one has to calculate a physical quantity on both sides, finding agreement. While this is not usually possible using perturbative methods, due to the strong-weak nature of the correspondence, integrability [4, 5] provides non-perturbative tools for exactly this, allowing one to test the AdS/CFT correspondence in highly non-trivial ways.
Integrability in gauge theories was first discovered in QCD in [6, 7] . Later, it was found in a different context in N = 4 SYM in the seminal paper [8] . The development of integrability techniques led to the discovery of the Quantum Spectral Curve (QSC) [9, 10] , describing the spectrum of local operators (see [11] [12] [13] for reviews). In [14] , a numerical method was proposed to solve the QSC. This algorithm enables one to probe the finite coupling regime, thus allowing the QSC to reach its truly non-perturbative potential. The main objects of interest are the so-called Q-functions. They are obtained as a solution of a Riemann-Hilbert type problem, determined by asymptotic information, analyticity constraints, functional relations, and certain linear monodromy equations across a branch cut, called gluing conditions.
In this paper we consider the Maldacena-Wilson line [15, 16] . For special shapes like a straight line, the Wilson loop is 1/2-BPS and the expectation value can be computed exactly by resumming the relevant Feynman diagrams [16, 17] or by using methods like localisation 1 [18] . This setup can be generalised by introducing a cusp into the Wilson line, which results in divergences. These divergences are controlled by the so-called cusp anomalous dimension, which admits a perturbative expansion at both weak and strong coupling [19] [20] [21] [22] . Cusps in Wilson lines behave very much like local single-trace operators, and a set of boundary Thermodynamic Bethe Ansatz (TBA) equations was found for the cusp anomalous dimension in [23, 24] . In the near-BPS limit, when the line becomes almost straight, these equations can be solved analytically [25] [26] [27] . However, in general the TBA equations have a number of technical problems, which do not allow one to use them efficiently. The QSC method was applied to compute the cusp anomalous dimension non-perturbatively in [28] , where the classical strong coupling result [20, 26] was reproduced numerically.
Another way to modify the 1/2-BPS Wilson line is to insert operators along its contour [29] . Such an infinite straight Wilson line with insertions can be considered as a superconformal defect with a one-dimensional CFT living on it [30] . The expectation value of operator insertions in a 1/2-BPS Wilson line in the four-dimensional theory thus corresponds to correlation functions in the one-dimensional CFT. One-dimensional CFTs are of interest for the boostrap programme due to their simplicity [31] [32] [33] [34] . Furthermore, this provides an ideal playground to investigate the AdS 2 /CFT 1 correspondence, and has been intensively studied recently [30, [35] [36] [37] .
In this paper we discuss both the cusped Wilson line and the defect CFT living on the infinite straight Wilson line using the QSC. This allows us to develop an integrability description for the spectrum of the one-dimensional CFT.
Setup and notations. Consider two Wilson lines in N = 4 SYM, intersecting at an arbitrary angle φ. The coupling to the scalars of the theory along the lines is parametrised by two unit vectors, n and n θ , such that n · n θ = cos θ. Explicitly, we have Figure 1 . The excited cusp: A Feynman diagram for the insertion of Φ (denoted by the blue dot) at the cusp of two infinite Wilson rays, forming a cusp with angle φ. The angle between the scalars coupled to the two rays is θ. Dashed lines represent scalar propagators, whereas gluon propagators are depicted by the usual spiral. In contrast to the insertions considered in [23, 24, 29] , the scalar insertion in this case can interact with the scalars that couple to the Wilson line. Therefore, in addition to having the gluon-scalar-scalar vertex, we are also allowed to have a scalar propagator that goes from the insertion to the line.
where Φ is a vector made out of the six scalars, and x(t) and x φ (t) are straight lines that form an angle φ at the cusp. This setup is depicted in figure 1 . The expectation value of this observable diverges as
where Λ IR/UV are infrared and ultraviolet cutoffs, respectively, and ∆ is called the cusp anomalous dimension. Now consider the expectation value of a cusped Wilson line with L scalar fields inserted at the cusp. Let us decompose the six-dimensional space of scalars as
where the corresponding insertions will be called orthogonal and parallel, respectively. First, consider orthogonal insertions. Here, a number L of scalars is inserted at the cusp, denoted by Φ ⊥ = Φ · n ⊥ , such that n ⊥ is orthogonal to both n and n θ . The cusp anomalous dimension is obtained by considering the case without insertions, i.e. L = 0. While the QSC was originally formulated for local single-trace operators of N = 4 SYM, it was adapted in [28] to the cusped Wilson line with L orthogonal insertions. In addition to the orthogonal scalar insertions considered above, it is possible to insert a combination of scalars that couple to the two Wilson lines. In this paper we study such parallel scalar insertions in the cusped Wilson line, which we denote as Φ . Due to operator mixing the spectrum is found by diagonalising the mixing matrix. However, the explicit form of the eigenstates is not known in general. While they contain a combination of the scalars Φ · n and Φ · n θ , there could also be other fields present. The explicit form of the insertions was derived in the ladders limit in [38] , where only a special class of Feynman diagrams needs to be considered, as originally observed in [16] . We review this limit in section 3.1, and extend the QSC description of the first excited state to the case of general angles. In the case of the straight line limit, with both φ → 0 and θ → 0, there is a number of perturbative results available [30, 39, 40] studying the single insertion of Φ · n, which we refer to as the first excited state. This observable is the main focus of this paper. 2 These types of insertions were initially outside the scope of the integrability framework of [23, 24] . However, it was observed in [38] that such observables can be naturally studied using the QSC. For the case of non-zero angles it was noticed that these insertions satisfy the same QSC equations as the cusped state without insertions, but differ in their classical scaling dimension ∆ 0 = L. In this paper we study the case of a single insertion of Φ , and develop its QSC description in the presence of a cusp outside the ladders limit, i.e. for generic values of the angles φ, θ.
Main results. After finding the correct solution of the QSC for generic angles φ, θ, we take both of them to zero. This is equivalent to computing the two-point correlator of this operator with its conjugate in the corresponding defect CFT. In the QSC picture, this amounts to "untwisting" the Q-functions, a process which changes their asymptotics in a non-trivial way. We compute the anomalous dimension ∆ of this insertion at five loop orders ∆ 1 + g 2 γ 1 + · · · + g 10 γ 5 , 3 with γ 1 = 4 , γ 2 = −16 known previously [39, 40] , and our new result given by
The case with finite φ and θ is also of interest from the one-dimensional defect CFT perspective. It can be interpreted as a colour-twist operator described in [41] (see also [42] ). 3 g is related to the 't Hoof coupling λ as g = √ λ 4π . In [30] the AdS 2 /CFT 1 correspondence was used to find the anomalous dimension of such an insertion at strong coupling via a Witten diagram calculation. On the string theory side it corresponds to the two-point correlator of a singlet operator y a y a (with bare dimension 2), formed of five S 5 fluctuations orthogonal to the defect.
We are able to solve the QSC numerically at finite values of the coupling with very high precision, transitioning smoothly between the weak and strong coupling regimes. Our numerical data is presented in figure 2 . It allows us to substantiate the result of [30] . By fitting the numerical data obtained we can predict 4 the first three subleading orders at strong coupling. We find
(1.5) This paper is organised as follows. In section 2 we review the QSC applied to the ground state of the cusp. In section 3 we review the discussion of the excited states in [38] , allowing us to describe the parallel insertions with QSC methods. In section 4 we present our numerical results for the first excited state for various values of φ and θ at finite coupling. We show that these results allow us to successfully interpolate between perturbative calculations at weak and strong coupling. In section 5 we describe the analytical solution at weak coupling. We end in section 6 with a brief discussion.
General aspects of QSC
The QSC formalism was originally developed to capture the spectrum of local single-trace operators in the planar limit of N = 4 SYM [9, 10] . Pedagogical introductions are available in [11] [12] [13] . While this formalism is not naively expected to apply to the cusped Wilson line, it has been shown in [28] that only the asymptotics of the Q-functions, as well as the gluing equations, need to be modified -while keeping the structure of the QQ-relations unchanged -in order to obtain the spectrum of the cusped Wilson line.
Q-functions and QSC equations
In the following we will denote shifts in the spectral parameter u by the standard notation used in this context, i.e. for a function f (u) dependent on u we define
(2.1)
The main set of Q-functions is given by
2)
which are sufficient for all practical purposes. In fact, the eight P-functions form a basis for the whole Q-system, where all other Q-functions can be obtained using the QQ-relations.
The set of single-index Q-functions (2.2) is analytic in the complex u-plane, apart from prescribed branch points and cuts. The functions P a (u) have a single branch cut 5 between u = ±2g 6 . Similarly, the functions Q i (u) have an infinite tower of branch cuts: between u = ±2g on the real axis, and its copies, shifted by integer multiples of i into the lower half-plane. The single short branch cut of the P-functions can be resolved by the Zhukovsky variable x(u), defined as
As stated above, the Q-functions satisfy a number of relations, called QQ-relations. First, Q a|i is found through the finite-difference equation
Additionally, the Q-functions have to satisfy
5)
while the single-index Q-functions obey
As this branch cut does not run through infinity, it is called a short cut.
4π , where λ is the 't Hooft coupling.
Similar relations to the ones above hold for all indices raised/lowered, with the additional property
(2.7)
The above set of equations is known as QQ-relations. In order to find the physical spectrum, the QQ-relations have to be supplementend with the so-called gluing conditions. We describe the relevant gluing conditions below.
QSC for cusped Wilson line
It was shown in [28] that the QSC can be used to capture the spectrum of a cusped Wilson line with orthogonal scalar insertions at the cusp. This requires two modifications: First, the asymptotics of the Q-functions need to be modified, while the QQ-relations (2.4) and (2.5) are unchanged. Second, the gluing equations need to be changed w.r.t. to those used for the local operators as we describe below. While for a generic state in N = 4 SYM the Q-functions with raised indices can be interpreted as the Hodge-duals of Q-functions with lower indices, they satisfy a simple relation 7 in the case of the cusped Wilson line:
with the constant matrix χ given by
For generic angles φ, θ, the asymptotics of the single-index Q-functions for the cusp without operator insertions 8 are given by
where the arbitrary constant C can be set to 1, and where
Due to the half-integer powers of u in both the P a and Q i , it is often convenient to define
so that the large-u expansion of the p a and q i runs in integer powers of u. The p a can be efficiently represented as an infinite series in inverse powers of the Zhukovsky variable x(u) (2.3).
In the above expressions the parameter and the combination a 1 − b 1 are not fully independent already at the level of the QQ-relations. They can be expressed in terms of the angles φ, θ, and ∆, while ∆ can be expressed in terms of the angles and the first three subleading expansion coefficients in (2.11). The detailed results can be found in [28] , where they were derived by expanding the Baxter equation (2.15) to fourth order in large u. However, we found that the same results can be obtained by using a novel set of relations, called PQ-relations, introduced in section 2.5. By expanding the first four of them to fourth order in large u, we reproduce the same constraints in a computationally easier way. The specific PQ-relations used are listed in eq. (2.20).
Gluing conditions
The QQ-relations do not fix all parameters in the expansions (2.10), so that further relations are needed to obtain a closed system of equations, determining the spectrum of operators. This can generally be achieved by relating some Q-functions to their analytic continuations through the branch cut on the real axis, denoted byQ. Historically, there were two ways to achieve this: the Pµ-system and the Qω-system. They relied on constructing antisymmetric matrices µ -relating P andP -or ω -relating Q andQ. The remaining parameters were fixed by the fact that µ and ω can be expressed as combinations of P andP, or Q andQ, respectively.
A simpler construction for local single-trace operators was proposed in [43] , where the gluing conditions are given bỹ
where the α i are some constants, and the bar denotes complex conjugation. In the case of the cusped Wilson line, these conditions are adapted to [28]     q
where α 1 and α 2 are two complex parameters.
Baxter equation
It is often convenient to rewrite the QQ-relations in section 2.1 in a way as to eliminate Q a|i . Doing so, one obtains the so-called Baxter equation for the functions Q i , with coefficients dependent on the functions P a and P a . This was first done in [44] , with the result being
(2.15) The four solutions to this fourth-order finite-difference equation are the four functions Q i . A shorter, simple derivation of this result and an explicit form of the determinants D i is presented in appendix A.
PQ-relations
As will be seen later, the Baxter equation can be useful to derive constraints on the Qfunctions. However, there is a different set of equations depending again only on the Pand Q-functions, which are algebraically simpler, but have no free index. These are called the PQ-relations, and can be derived from the QQ-relations in section 2.1. We introduce the notation
Using the QQ-relations (2.4) and (2.5), we find
for n ∈ N, which can be rewritten in terms of products of just Q-functions or P-functions. Given a set of numbers c = {c 1 , . . . , c lc } of length l c , and defining
where the sum runs over all ordered sets with unique even entries, such that the first entry is 0, and the last is 2n. For a derivation of eqs. (2.17) and (2.19) see appendix B. As described in section 2.2, these relations provide a computationally efficient method to impose constraints on the expansion parameters of the Q-functions. To derive these constraints, the first four PQ-relations, given by 9 20) are expanded to fourth order at large u. 9 Here we have used eqs. (2.8) and (2.9). 
The excited cusp
In this section we find the anomalous dimension of a single parallel insertion at the cusp of the Wilson line (see eq. (1.2)) using the QSC, and describe the details of the QSC setup to do this. First, we review the ladders limit in which the calculation simplifies, which originally appeared in [38] and where the excited states of the cusp where first explored. Then, we go beyond the ladders limit and develop a QSC description of the problem in full generality. Finally, we take the limit of a straight Wilson line with a single insertion Φ · n, which is equivalent to calculating its spectrum in a one-dimensional CFT. We present the asymptotics and gluing conditions in this case.
The ladders limit
The angle between the unit vectors coupling to the scalars on the two Wilson rays is θ.
Consequently, propagators connecting scalars on the two rays of the Wilson line in figure 3 contain a factor of g 2 cos θ. The ladders limit [16, 21, 45] is obtained by taking the coupling g → 0 and θ → i∞, in such a way thatĝ = g 2 e −iθ/2 is kept constant. In this limit, only Feynman diagrams that contain the highest power of cos θ survive. The Feynman diagrams at loop order L correspond to ladder diagrams, that is, diagrams that contain L scalar propagators beginning on one of the Wilson lines and ending on the other, see figure 3.
In this limit, the QSC simplifies considerably. Most of the coefficients in (2.11) become suppressed by powers of g. As a result the P a become explicit simple functions, and therefore the coefficients of the Baxter equation (2.15) are quite simple [38] . Additionally, the fourth order Baxter equation factorises into two second order ones. In [38] , the following second order Baxter equation was obtained:
The two remaining q-functions can be found by replacing ∆ → −∆. The Baxter equation admits solutions for generic values of ∆. In order to find the physical spectrum, one needs to introduce an appropriate quantisation condition, which constrains the allowed values of ∆ to a discrete set corresponding to physical operators. Thus, it plays the same role as the gluing conditions. In the ladders limit the quantisation condition is given by [38] 
where q + denotes the solution of the Baxter equation (3.1) which scales as q + ∼ e uφ u ∆ , bar denotes complex conjugation, and the prime denotes the derivative in u. As the function q + contains ∆ in a non-linear way due to the Baxter equation, the quantisation condition allows for many solutions. The physical spectrum at zero couplingĝ = 0 is given by nonnegative integer values ∆ 0 = L. The ground state solution corresponds to ∆ 0 = 0, while solutions with ∆ 0 = L > 0 are interpreted as excited states, and correspond insertions of a particular combination of L scalars from Φ . As the value of the coupling increases, the dimension ∆ of every excited state splits into two. The first excited state, i.e. the case with L = 1, is considered in this paper and is depicted in figure 1. In the ladders limit, a single insertion of Φ in the point-splitting regularisation scheme can be written explicitly [38] . At weak coupling one of two of the first excited states becomes
which is the state we will study in this paper. The second state of the cusp with ∆ 0 = 1 should become a descendant of the ground state in the straight line limit and is thus trivial.
Beyond the ladders limit
The ladders limit resums a part of all Feynman diagrams to all orders in perturbation theory in the effective couplingĝ. This results in a non-trivial function ∆(ĝ). However, the limit involves taking θ → i∞, but our goal is to have θ finite. For finite θ but small g we still have an explicit form of the P a , as only finitely many terms survive. We can plug the P a into the general form of the Baxter equation (2.15), resulting in a very complicated expression, which can be provided upon request. In particular, we have not been able to factorise it into two second order equations. Nevertheless, we managed to solve it explicitly as we describe below. Two solutions turn out to be independent of θ and can thus be deduced from (3.1). For the first excited state with ∆ = 1 + O(g 2 ) we find
The other two solutions have a more complicated singularity structure. In order to describe them in a suitable basis of functions, we recall that at weak coupling the branch cuts of the q i collapse into poles, so that any solution of the Baxter equation has a prescribed pole structure -rather than a branch cut structure -in the lower half plane, spaced out in intervals of i. When solving the Baxter equation around small coupling it was noticed [28, 46, 47] that one can restrict oneself to the basis containing polynomials, shifted inverse powers 1 (u+in) a , and certain special functions, called η-functions, i-periodic combinations of η-functions, and products thereof. We define (generalised) η-functions as [28] 
In the case where all the twists z i = 1, they reduce to the η-functions that appeared in the weak coupling calculations of [46, 47] . The η-functions have some algebraic properties that make them particularly amicable for solving finite-difference equations. We have
This means that we can construct a general ansatz out of η-functions and rational functions, plug it into the Baxter equation, and then use the above relation to eliminate the respective shifts in the argument. We then demand that the remainder vanishes term by term, thus fixing the parameters of the ansatz. We find
while the remaining solution q 4 is obtained by taking φ → −φ.
The existence of these solutions for the Baxter equation with general θ shows that the excited states, found initially in the ladders limit, are still well defined for general θ. We will also use an explicit form of these q-functions at the leading order in g for the analysis of the untwisting limit when one sends both φ, θ → 0. In the next section we consider these limits.
QSC for straight line case
Now we consider the straight line case φ → 0. We also take θ → 0. Note that for the ground state the result is that all P-and Q-functions are simply zero, as a consequence of the supersymmetry. This is not the case for the excited state, as the corresponding operators do not preserve any supersymmetries.
These limits are singular in the natural basis of "twisted" Q-functions, i.e. those with "pure" large u asymptotic of the type e αu u β . In order to obtain the untwisted Q-functions, one should form linear combinations of the twisted Q-functions which have a finite limit. We call this procedure untwisting.
First, we take φ → 0, which changes the asymptotics of the Q i . We present them in the case with φ = 0 and nonzero θ in appendix C. Next, we take θ → 0. We find the fully untwisted asymptotics of the Q-functions to be as follows:
We notice that the asymptotics of the untwisted functions P 2 and P 3 differ by an even power of u, as do those of P 1 and P 4 . This leaves us with a "gauge symmetry", given by the linear transformation
which is a freedom of the QSC construction. For example, one can use this symmetry to fix two of the large u expansion coefficients of the P a to be zero, as is done in eq. (5.4). Note that the power structure of the asymptotics of the Q-functions in equation (3.8) is very similar to those of the Q-functions that describe local single-trace operators in N = 4 SYM. Plugging them into the QQ-relations (2.4) and (2.5), we can derive constraints on the leading order coefficients. This is done in the standard way, by first finding the asymptotics of Q a|i using eq. (2.4), followed by using eq. (2.5) to obtain a set of independent equations constraining the leading order coefficients. Its solutions are given by Again, in analogy to the local operators case, there are no further constraints on the expansion coefficients. Moreover, we can directly use the formula derived in [10] (see also [11] ) for the case of local operators, in order to obtain the constraints in (3.11), as the derivation only relies on the QQ-relations and the absence of twists. Finally, we need the gluing conditions. The gluing matrix is obtained by untwisting the gluing matrix (2.14) for the cusp with orthogonal insertions. The fully untwisted gluing matrix is found to be
where α is a complex-valued constant.
Having deduced the correct asymptotics and the structure of the gluing matrix, we can directly implement the numerical method of [14, 28] as we explain in the next section.
Numerical solution
The asymptotic expansions from section 3 are used to construct a numerical solution of the QSC. The procedure we follow is essentially the same as the one developed in [14] , which was applied to the case of the cusp with orthogonal insertions in [28] . We briefly review the procedure below.
The first step is to reparametrise the P a in terms of the Zhukovsky variable x(u) defined in eq. (2.3). After extracting the asymptotics, we get
where M is some suitably large cutoff. We can now approximate the P a everywhere in the complex plane, within some small error due to the finite cutoff M . The QQ-relations (2.4) and (2.5) are combined to give
which we can use to write a large u asymptotic expansion for Q a|i :
Here, N a|i is the (a, i)-th matrix-element of the the product of the asymptotics of the P a and the Q i . We can define a linear problem for the B a|i,n in terms of the c a,n , and obtain Q a|i to arbitrarily high precision by choosing a sufficiently high imaginary part for the initial value of the spectral parameter u. Then, using eq. (4.2) recursively, we bring the value of the argument close to the branch cut. We proceed by finding the Q i above the branch cut andQ i below the branch cut using eq. (2.5) and
Notice that the reparamterisation in terms of x(u) lets us transition from P a toP a by the replacement x → 1/x. All that remains is to impose the gluing conditions (3.12) in the following optimisation problem. We can calculate both sides of eq. (3.12) at sampling points u k on the cut (usually the Chebyschev points), and minimise the difference between them. The constant α is given by
Following [28] , we use where Var is the usual variance 10 of a function, which in this case measures the deviation of α from a constant. The function F is minimised using the Levenberg-Marquardt algorithm as described in [14] .
Results
Implementing the numerical method of [14] in our case, we are able to interpolate between the weak and strong coupling regimes with very good precision, see figure 2 . We find a smooth transition between the two regimes, so that our result also serves as a non-trivial check of the AdS 5 /CFT 4 correspondence. We can extract a three loop guess for the weak coupling result from the numerical data, which we substantiate by an explicit analytical solution of the QSC at weak coupling in section 5.
By making a fit of our numerical data at large λ we find that, within the numerical error, the first four coefficients are given by
(4.7)
More precisely, the mismatch with the numerical values we find is
Increasing the precision of our numerical data gives a result consistent with (4.7), so within reasonable doubt one can assume (4.7) to be exact. Assuming this to be correct, we extract
wheref is the average of all sampled values f k . Figure 5 . This plot shows our numerical data for the case φ = 0 and θ = π/8. The dashed red line represents the one-loop result at weak coupling, which we conjecture to take the form ∆(g) = 1 + 4g 2 cos 2 (θ/2) + O(g 4 ), consistent with both the ladders limit and θ → 0. The dotted blue lines represent the slope of the classical strong coupling result of [26] . The solid black line represents the numerical data obtained using the QSC. The dash-dotted grey line is found by extrapolating the obtained data to higher values of g.
the following numerical values for the subsequent coefficients:
This is in agreement with the strong coupling result of [30] , given by
(4.10)
The unknown coefficients could in principle be calculated to arbitrarily high precision, with the only barrier being computational time. Once sufficiently high precision has been reached, one could try to obtain a linear combination of MZVs of various transcendentalities to find analytic predictions. In appendix E we display a table with numerical values for ∆.
We also solve the QSC numerically 11 in the case where both φ, θ are non-zero, and where φ is zero and θ is non-zero. Only the classical strong coupling result is known in the case for generic angles [20, 26] .
We present our data for φ = π/4 and θ = π/8 in figure 4 . Fitting the data at strong coupling, we find
The numerical prefactor of the linear term in g agrees with the result 12 of [26] to up to seven digits of precision. 11 The precision of our numerical data is lower in the cases where at least one twist is present, as compared to when both twists are absent. However, we are still able to reproduce the leading order classical result. At the same time there is no technical difficulty in improving the precision further. 12 The result in [26] is given by a complicated parametric equations. We provide a Mathematica notebook calculating it to high precision upon request.
For φ = 0 and θ = π/8 we obtained numerical results for a wide range in g, see figure 5 . Fitting the data at strong coupling, we find ∆(λ) = 0.0038986
The numerical prefactor of the linear term in g agrees with the result of [26] to up to seven digits of precision.
Analytic solution at weak coupling
The QSC can be solved analytically at weak coupling using the iterative procedure developed in [43] , which we briefly review below.
Revision of method
Our starting point is equation (4.2). Given the functions P a , and an approximation Q (0) a|i of Q a|i valid up to order g 2n , the mismatch in eq. (4.2) can be expressed as dS a|i , i.e.
where dS a|i ∼ g 2n is small. The exact solution can be written as
where the functions b j i can be shown to satisfy the first-order finite-difference equation
The advantage of this algorithm is that eq. (5.3) can be solved analytically to high order in g, allowing for the procedure to be carried out iteratively. Thus, starting with Q (0) a|i and a weak coupling expansion of the P a to sufficiently high order, we are able to find Q a|i to high order in g. This allows us to find the weak coupling expansions of q i andq i by using eqs. (2.5) and (4.4) . Finally, we impose the gluing conditions (3.12). Thus, once we know the Q-functions at tree-level, this algorithm allows us to find the expansion of ∆(g) for the physical values, as well as the remaining free expansion coefficients of the P a in eq. (5.4).
Q-functions at leading order
Using the numerical solution of section 4, we find an ansatz for the scaling of the expansion coefficients of the P a in eq. (4.1) at weak coupling. We found the following weak coupling behaviour: c 1,1 = 1 g 2 c 1,1,−2 + c 1,1,0 g 2 + c 2,1,2 g 4 + . . . , c 1,2 = 1 g 2 c 1,2,−2 + c 1,2,0 g 2 + c 2,2,2 g 4 + . . . , c 1,3 = 0 (fixed using gauge symmetry) , c 1,n>3 = g 2n−6 c 1,n,2n−6 + c 1,n,2n−4 g 2 + c 1,n,2n−2 g 4 + . . . , c 2,n = g 2n c 2,n,2n + c 2,n,2n+2 g 2 + c 2,n,2n+4 g 4 + . . . , c 3,1 = 1 g 2 c 3,1,−2 + c 3,1,0 g 2 + c 3,1,2 g 4 + . . . , c 3,2 = 0 (fixed using gauge symmetry) , c 3,n>2 = g 2n−4 c 3,n,2n−4 + c 3,n,2n−2 g 2 + c 3,n,2n g 4 + . . . , c 4,n = g 2n c 4,n,2n + c 4,n,2n+2 g 2 + c 4,n,2n+4 g 4 + . . . .
(5.4)
We use this scaling for the P a in eqs. (3.8) and (4.1), and plug them into the general form of the Baxter equation (2.15). To leading order in g we obtain
The solutions of this Baxter equation are the q i at leading order in weak coupling. To find them, we use a general ansatz consisting of the η-functions defined in eq. (3.5) and powers of u. We fix the coefficients of the ansatz by plugging it into eq. (5.5), expanding at large u, and solving the resulting expression order by order. In this way we obtain
(5.6)
Constructing Q (0) a|i
In order to find the q i at high order in g, we need to use the iteration procedure discussed in section 5.1. Thus, the next step is to find Q a|i , whose non-zero components are given in Appendix D. We note here that there is a remaining gauge symmetry of the Q-functions, given by
which can be fixed by imposing that the q-functions have a large u expansion in 1/u 2 rather than 1/u. Having obtained Q (0)− a|i , we carry out the procedure in section 5.1 to find the functions q i andq i to high order in g. In order to find the physical spectrum we need to impose the gluing conditions (3.12) , fixing the scaling dimension ∆, as well as the yet unfixed expansion parameters of the P a in eq. (5.4).
Gluing
After finding the functions q i andq i to high order in g, we impose the gluing conditions (3.12) in order to obtain the physical spectrum. In order to do this, we consider the scaling behaviour of theP-functions used to find theq-functions. We havẽ
where we expanded around small g. The functions f ij (u) will depend on the general expansion parameters of the P-functions in eq. (5.4). For the gluing equations (3.12) to be consistent, α has to admit a small coupling expansion of the form
The gluing equations (3.12) are solved order by order in g, starting at g −6 , by expanding both sides around u → 0. This will result in multiple zeta-functions, arising from the expansion of the η-functions appearing on both sides. Every order in g fixes a number of coefficients of the P-functions, as well as one order in the expansion of ∆ at weak coupling. This procedure was carried out to five loops, with the result summarised in eq. (1.4). We also verified our analytic result (1.4) numerically with high precision.
Conclusions
In this paper we show how the Quantum Spectral Curve [10] description for the cusped Maldacena-Wilson line [28] can be used to find the first excited state, corresponding to a scalar insertion at the cusp. More precisely, the scalars inserted are the ones that couple to the Wilson lines. Such observables were not previously considered to be accessible with integrability techniques. The integrable description of these states was first deduced in [38] for cusped Wilson lines in the ladders limit. Here we show that this interpretation persists for finite angles and in particular for a straight line.
In the limit where the line becomes straight the equations for the excited states remain non-trivial, even though the ground state trivialises. We find the spectrum of the first excited state, corresponding to the bare dimension ∆ 0 = 1, numerically for a wide range of the coupling at high precision. We reproduce previously derived weak and strong coupling results, and interpolate between them. Using the numerical data obtained, we find the first three subleading coefficients in the 1/ √ λ expansion at strong coupling. Additionally, we derive an analytic weak coupling expression at five loops using the algorithm of [43] , matching our numerical data.
The method presented in this paper can be extended to capture the spectrum of higher excitations. In principle it should be possible to treat the case of very high excitationscorresponding to a large number of operator insertions -with a modified version of the Asymptotic Bethe Ansatz. This direction should be explored further.
One motivation for this study comes from the one-dimensional defect CFT. While no general, non-perturbative integrability method is available to calculate the structure constants in N = 4 SYM, recent investigations show that the Q-functions of the QSC might encode this data [38, [48] [49] [50] [51] [52] . The present setup could be an ideal background for this development.
Finally, we would like to highlight that recently, a spin chain description was obtained at weak coupling for scalar insertions in the non-supersymmetric Wilson loop in N = 4 SYM [53] . The strong coupling result for the expectation of a Wilson loop with scalar insertions was obtained in [35] . All six scalars of the theory are on equal footing in this case. The existence of a spin chain description at one loop hints that the problem is integrable to all loops, and one could try to apply the QSC method in this case as well.
authors are aware of is to start with the trivial 5 × 5 determinant
where a ∈ {1, 2, 3, 4}. Expanding in the first column, we find
where the determinants D i are given by
,
while theD i are obtained by inverting the shifts in the corresponding D i . To proceed, we multiply (A.2) with Q − a|i , obtaining
Finally, we use (2.4) and (2.5) to shift Q a|i and contract it with the respective shifted P a .
As an example, we obtain for the first term
Repeating this process for the remaining terms and collecting the different shifts in Q i , we obtain (2.15). 
B Proof of PQ-relations
This derivation merits some explanation: First we use (2.17), followed by using the inductive assumption on Q 0 2m for every m ≤ n, so that the sum in c runs over all ordered sets with unique even entries, with first entry 0 and last entry 2m. Finally, we recognise that the resulting expression can be rewritten as the desired result.
C Form of Q-functions for φ = 0, θ = 0
The P a remain unchanged. The asymptotics of the Q i are given by
Similar to the fully twisted case, the parameters in this expansion satisfy a number of constraints, which can be derived using the PQ-relations. We find where c 3,1,−2 is an expansion parameter in the P-functions, see eq. (5.4).
E Numerical data for the first excited state of the straight Wilson line
We present a table with numerical values of ∆(g) for the first excited state of the straight Wilson line, for a wide range of values of the coupling. While the data obtained has very high precision, we only display the first ten digits. Data with higher precision is provided upon request. Table 1 . This table contains the numerical values obtained for ∆(g) for the first excited state in the limit where both angles φ and θ vanish. This corresponds to inserting a single scalar at a point along a straight Wilson line, where the scalar is the same as the ones coupled to the Wilson line. The data obtained is precise to at least 20 digits, the first ten of which are included in the table.
