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1. Introduction 
Bifix codes have been introduced by Schiitzenberger and by Gilbert and Moore. They 
form a special class of codes with many interesting properties. In fact, most problems 
still open in the general case of arbitrary codes are solved for bifix codes (see [l] for 
a general introduction). 
Zhang and Shen have proved in [6] that any rational bifix code is contained in a 
maximal one. Their result answers a question raised in [l]. It generalizes a construction 
presented in [4] which proves the weaker result that any finite bifix code is contained 
in a rational maximal one. 
In this paper, we give a unified presentation of various methods which can be used 
to construct a rational maximal bifix code containing a given rational bifix code. We 
have been motivated by the complexity of the method introduced by Zhang and Shen 
and we have tried to understand if the problem was inherently complicated. We believe 
that the present form of the constructions make them easier to understand. 
The paper is divided into four sections. In the first one (Section 2), we recall the 
basic properties of bifix codes used in the sequel, thus making the paper mostly self- 
contained. A word on terminology. We have used here the term ‘bifix’ instead of 
‘biprefix’ following in that the article of Zhang and Shen [6]. 
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codage, g I’analyse des structures gtnomiques et B la compression des don&es”. 
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In Section 3, we present he method of [4] allowing to include a finite bifix code into 
a maximal rational bifix code. The method is remarkable for being extremely simple, 
We also include a result showing that one may effectively decide whether a finite bifix 
code can be included in a finite maximal one. 
We then address (Section 4) the general problem of completing rational bifix codes. 
We give a simple method to solve the problem. It uses the ideas of Zhang and Shen’s 
construction, with a presentation which makes the proof easier to understand. We then 
make a comparison with the methods of [6,4]. 
In a final section, we present some additional comments and results. 
2. Preliminaries 
We begin by recalling, for the convenience of the reader, some notation and defini- 
tions from [l]. 
Given a set X c A*, we denote 
X2- =X(A+)-’ and A-X = (A+)-‘X 
the set of proper prefixes (resp. stdhxes) of words of X. 
We use on A* four different orders. The preJix order is defined by u < v if u is a 
prefix of v, i.e. if v = uu’ for some u’ E A*. The sujix order is defined analogously by 
u < v if u is a suffix of v, i.e. if v = u’u for some u’ E A*. The factor order is defmed 
by u < v if u is a factor of v, i.e. if v = pus with p,s E A*. Finally, the infix order is 
defined by u <v if u is an internal factor of v, i.e. if v = pus for some p,s E A+. 
A set X c A* satisjies the chain property for the prejx (resp. sufix, injix, factor) 
order if the ascending chains of elements of X for the prefix (resp. suffix, infix, factor) 
order have bounded length. A set X is thin if there is a word w which is not a 
factor of any word of X. 
Proposition 1. Let X be a subset of A *. The following implications 1 + 2 + 3 hold. 
1. A-X (resp. XA-) satisjes the chain property for the prejix (resp. sufix) order, 
2. X satisfies the chain property for the injix order, 
3. X is thin. 
Proof. l+-2: Letxi<X2<... < x,, be a chain of words of X in the infix order. There 
is a factorization Xi = pisi such that p1 < *. . <p,, is a chain of prefixes for the suffix 
order and si < . . - <s, is a chain of suffixes for the prefix order. Thus n is bounded. 
2 + 3: Let x E X be maximal for the infix order and let a E A. Then MU cannot be 
a factor of any word of X. q 
The following example shows that the converse of each of the implications is false 
in general. 
V. Bruyke, D. Perk I Theoretical Computer Science 218 (1999) 107-121 109 
Example 1. The set X = {a”b” 1 n 2 1) is thin. It does not satisfy the chain property 
for the infix order, Actually A-X does not satisfy the chain property for the prefix 
order, and X4- does not satisfy the chain property for the suffix order. 
The set X = {ca”b” 1 n > 1) is thin and satisfies the chain property for the infix order 
because x4- satisfies the chain property for the suffix order. However, A-X does not 
satisfy the chain property for the prefix order. 
A set X c A+ is pre$x (resp. sz@x) if no element of X is a prefix (resp. suffix) 
of another one. A prefix set is nothing else than an antichain for the prefix order. 
A set X CA+ which is prefix (resp. suflix) is called a pre$x code (resp. a su$ix 
code). It is indeed a code in the sense that the submonoid X* generated by X is free 
with basis X. 
A set X c A+ is right-complete if any word w E A* is comparable with a word of 
X for the prefix order. Obviously, a prefix code X c A+ is right-complete if and only 
if it is maximal in A*, i.e. X c Y c A+ for a prefix code Y implies X = Y (this means 
therefore that the alphabet is implicitly fixed). Similarly one defines left-complete sets 
and maximal s&tix codes. 
In the case of a rational prefix code X, there is a remarkable property of the chains 
of suffixes of X for the prefix order. This very simple property plays an essential role 
in this paper. 
Proposition 2. Let X be a rationalprejix code. Then A-X satisjies the chain property 
for the prejix order. Consequently, X satis$es the chain property for the infix order 
and X is thin. 
Proof. Consider an increasing sequence si < s2 < . . . < s,, of suthxes of X in the pre- 
fix order. For each suffix si, there is a prefix pi such that pisi E X. If n is larger 
than the number of states of the minimal deterministic automaton of X, there are 
indices i, j with i < j such that pi’X = p]T’X. Then p;Si E X is a proper prefix of 
PiSj E X, a contradiction. q 
Observe that the sets of Example 1 are prefix but not rational. 
Proposition 2 obviously holds dually for rational suihx codes X c A+: the set x4- 
of prefixes satisfies the chain property for the sufhx order. 
We now recall the basic properties of bifix codes. A set X c A+ is a bijix code if 
no element of X is a prefix or a suffix of another one, that is, X is both prefix and 
sulhx. 
Let X c A+ be bifix. We define the indicator of X as the following function from A* 
into the set of integers: 
Lx(w)= 1+ IWI - Fx(w), 
where Z+(w) is the number of occurrences of words of X as factors of w and IwI is 
the length of w. Since X is bifix, we have Fx(w) d IwJ and thus 1 <LX(W) < 1 + IwI. 
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The next proposition plays an essential role in the sequel of the paper. 
Proposition 3. (1) For w E A * and a E A, we have 
LX(W) < Lx(wa) < Lx(w) + 1 
with equality Lx(w) = Lx(wa) if and only if wa has a @ix in X. 
(2) For any words u E A* and v E A+, 
Lx(u) < Lx(uv). 
ZfL~(u)=L~(uv) then uv has a sz@x in X. 
In terms of formal series, one has 
Lx=A_“(l -XJA_* 
where X_ is the characteristic series of X. Let U = A* - X4* and V =A* - A*X. 
Since X is bifix, we have u = A_* -X_ A_* and v =A_* - A_*X_. Thus, we have the two 
following alternative definitions of the indicator: 
Lx = A_*u 
=E A_*. (1) 
According to Eq. (1 ), for any word w, LX(W) is equal to the number of suffixes of w 
which have no prefix in X. Eq. (1) shows in particular that LX is an IN-rational series. 
A maximal bifix code X is a bifix code X c A* such that for any bifix code Y c A*, 
X c Y implies X = Y. Clearly, any bifix code is, by Zorn’s Lemma, included in a 
maximal bifix one. We recall the following result (see [ 1, p. 1511). 
Proposition 4. Let X be a b$ix code. The following conditions are equivalent. 
1. X is thin and is a maximal bifix code, 
2. X is thin and right-complete (resp. left-complete), 
3. Lx is bounded. 
The next proposition states that the conditions of Proposition 1 are equivalent for 
maximal bifix codes X. Hence, the condition that X is thin in the above proposition 
can be replaced by the condition that X satisfies the chain property for the infix order. 
For a thin maximal bifix code, the maximal value of Lx is called the degree of X, 
denoted d(X). 
Proposition 5. Let X be a maximal bifix code. The following equivalences hold. 
1. A-X (resp. x4-) satisjes the chain property for the prefix (resp. &fix) order, 
2. X satisjies the chain property for the infix order, 
3. X is thin. 
Proof. One has 1 + 2 + 3 by Proposition 1. 
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3 + 1: By Proposition 4, the indicator is bounded and X is right-complete. Since 
Lx(w) is equal to the number of suffixes of w which have no prefix in X, which are 
thus proper prefixes of X, this implies that the chains of prefixes for the suffix order 
are bounded. 0 
According to Proposition 2, a rational bifix code is thin. Thus, rational maximal bifix 
codes satisfy the conditions of Proposition 5. In particular, their degree d is finite. In 
the case of a degree d < 2, all maximal bifix codes of degree d are rational (see 
[l, p. 1531). This is not the case for d = 3 as first shown in [5]. Such an example will 
be obtained here (see Examples 2 and 12). 
The kernel K(X) of a bifix code X is the set of words of X which are factor of 
another word of X. It is known that a thin maximal bifix code is determined by its 
degree and its kernel (see [ 1, p. 1641). If Y c A+ is a thin maximal bifix code of 
degree d and if X is such that 
K(Y)cX s Y, 
there exists a unique thin maximal bifix code X’ of degree d + 1 such that K(X’) =X 
(see [l, p. 1671). 
Example 2. Let Y = a + ba*b and let X = a + {b&b ( 12 > 0). The set Y is a thin 
maximal bifix code of degree 2. Since K(Y) = a, there is a unique thin maximal bifix 
code X’ of degree 3 such that K(X’) = X. It can be verified that X’II Y =X. The set X’ 
is not rational since otherwise there would exist an integer n such that ba”a”b c X’, a 
contradiction. 
The next statement makes more precise the equivalence between Conditions 1 and 
3 in Proposition 4. 
Proposition 6. Let X be a bijix code which satisjies the chain condition for the infix 
order. If X is not maximal bijx, then for any word u E A* and any integer n, there 
is a word v E A* such that LX(W) >n. 
Proof. By Proposition 4, the indicator of X is not bounded. For any word v E A* such 
that Lx(u) >n, we have LX(W) >n by Proposition 3. q 
The following result will be used several times. Although it can be obtained as a 
consequence of general results on rational series (see below), we will give a direct 
proof. 
Proposition 7. Let X be a rational bijix code. For every integer n 2 1, the set 
U,, = {u E A* 1 LX(U) = n} 
is rational. 
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Proof. Let d = (Q, i, 2’) be a deterministic automaton recognizing the set A*X. We 
consider the following deterministic automaton 98’. Its set of states is Q x { 1,2,. . . , n + 
1). The transition from the state (p,j) by the letter a leads to the state (q, k) where 
a . 
p - q IS a transition in the automaton d and where 
ifpaET or j=n+l, 
(see Proposition 3). The initial state is (i, 1) and the final states are of the form (p, n) 
for p E (2. Clearly, the automaton ?J recognizes the set U,. 0 
Proposition 7 can be considered as a consequence of the general fact that ifs is an 
IN-rational series, then for every n 2 0 the set {w EA* 1 (s, w) = n} is rational (see [2, 
p. 1551). 
Example 3. Let X=a. Then U,, =(a*b)“-‘a*. 
3. Completion of finite bifix codes 
It is not true in general that any finite bifix code is contained in a finite maximal 
one. Indeed, if we consider X = a + bb, then any maximal bifix code containing X is 
infinite, since no word of ba* can be added to X. 
The following result from [4] shows in particular that a finite bifix code is always 
contained in some rational maximal bifix code. 
Theorem 1. Let X be a finite bifix code which is not maximal bifix and let n 2 
max{lx(x) Ix EX}. Let U= {u EA* ILx(u)=n + I} and let Y be the set of words 
of U which are minimal for the factor order. 
Then Z =X + Y is a rational maximal bijix code of degree n and for all w E A*, 
Lz(w) = min(n,&(w)). (2) 
Proof. Let us first verify that Z is bifix. Consider x, y E Z and suppose that x is a 
proper suffix of y. Then Lx(x) < Lx(y) by Proposition 3. If x E Y, we cannot have 
y EX since otherwise Lx(x) > Lx(y). But we cannot have either y E Y since x is a 
factor of y. Thus x has to be in X. Then we must have y E Y since X is suffix. Let 
y = ua with a E A. Since y has a suffix in X, we have by Proposition 3, Lx(y) = Lx(u), 
a contradiction with the definition of Y. Thus x cannot be a proper suffix of y and we 
conclude that 2 is suffix. The proof that Z is prefix is symmetrical. 
Let us now prove that Z is rational. By Proposition 7, the set U is rational. Since 
Y = U -A*UA+ -A+U A*, it follows that Y, and thus Z, is rational. By Proposition 2, 
Z is thin. 
Let us show that Z is maximal bifix. Since X is not, by Proposition 6, there is for 
any u E A* a word v E A* such that Lx(uv) 2 n + 1. Let w be the shortest prefix of 
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uv which is in U. We prove that w has a prefix in Z. If w E Z there is nothing to 
prove. Otherwise, w has a proper factor s in U. Let w = rst. Since LX(W) =Lx(rs), by 
(the dual of) Proposition 3, w has a prefix in X and thus in Z. This shows that Z is 
right-complete and thus maximal bifix by Proposition 4. 
We prove Formula (2) by induction on the length of w with the help of 
Proposition 3. It is clearly true for w = 1. Let us suppose that it holds for w and 
consider wa for a E A. If LX(W) < n, then Lx(wa) 6 n and &(~a) = &(~a), whence 
the result in this case. If Lx(w)=n, then either Lx(wa) =n or Lx(wa)= n + 1. In 
the first case Lx(wa) =Lz(wu). In the second case, wu has a suffix in Y and thus 
LZ(wu) =Lz(w) = n. Finally, if Lx(w) > n, then Lz(w) = n by the induction hypothe- 
sis. If wa has a suffix in X, then &(~a) = n. Otherwise, Lx(wu) = LX(W)+ 1. Therefore, 
the shortest suffix of wu which is in U is in fact in Y and thus _&(~a) =&(w) = n. 
In all cases, Formula (2) holds for wu. 
The fact that the degree of Z is n follows directly from Formula (2). 0 
In Theorem 1, when n = max{l&) ( x 6X}, the kernel K(Z) of the code Z above 
is contained in X. It is the set X n {x CA* ( LX(X) < rz}. When n > max{lx(x) Jx EX} 
then K(Z) =X. 
Example 4. Let X=u + bbb. We have Lx(u)= 1 and Lx(bbb)=3. We choose n =3. 
Then Z = a + ba*bu*b is a maximal bifix code of degree 3 with kernel K(Z) = a. 
Theorem 1 is still valid for particular injinite rational bifix codes X: those with the 
indicator function LX bounded on X. The proof is identical. This situation is illustrated 
in the next example. 
Example 5. Let X = a + b(au)*b. Then Lx is bounded by n = 2 on X. The method of 
Theorem 1 leads to the rational maximal bifix code Z = a + bu*b. 
One may ask the question of describing the finite bifix codes which are contained 
in a finite maximal one. The answer relies on the notion of full words with respect to 
a bifix code X. 
Let X be a bifix code. An interpretation of a word w is a triple (s,x, p) where 
w=sxp and where SEA-X, XEX”, p~xA_. Apoint in the word w is a pair (u,v) 
such that w = uv with U, v E A*. The interpretation (s, x, p) is said to puss by the point 
(u, v) if there exist y, z E X” such that u = sy, 2) = zp and x = yz. 
These notions can be extended to infinite words w E Am. An interpretation of w is 
a pair (s,x) such that w=sx, SEA-X and xeXw. The interpretation (s,x) passes by 
the point (u, v) (with u E A*, v E Am) if there exist y EX”, z E X0 such that u = sy, 
v=z and x= yz. 
A (finite or infinite) word w is called full if by any point of w passes an interpre- 
tation. The set X is called sujficient if the set of full words is infinite and insufficient 
otherwise. 
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If X is a jnite maximal bifix code, for any long enough word w, that is, any word 
w with length jw/ 2 max{ 1x1 1 x EX}, the number of intrepretations of w is equal to 
the degree d(X) of X. Indeed, as X is right-complete (Proposition 4), LX(W) is exactly 
the number of interpretations of w, and Lx(w) is maximal. 
The following result allows one to check whether a finite bifix code is or not con- 
tained in a finite maximal one. 
Proposition 8. Let X be a jinite bifix code. 
(1) Zf X is insuficient, then for every n B max{Lx(x) 1 x EX}, X is contained in a 
finite maximal bijix code of degree n. 
(2) Zf X is sujicient, two cases arise. Either there exist two injnite full words with a 
d&Gerent umber of interpretations. Then X is not contained in any jnite maximal 
bijix code. Or all injinite full words have the same number n of interpretations. 
The possible jinite maximal bijix codes containing X have all degree n and there 
is a jinite number of them. 
Proof. (1) Let 2 be the maximal bifix code constructed in Theorem 1. The kernel of 
2 is contained in X. Thus 2 is a thin maximal bifix code with an insufficient kernel. 
By Proposition 111.5.4 of [l], the code 2 is finite. 
(2) Since X is sufficient, there are infinite full words. Let 2 be a finite maximal bifix 
code containing X. The number of interpretations of an infinite full word is thus equal 
to d(Z). If there are infinite full words with a different number of interpretations, then 
there is no such Z. This proves the first assertion. Otherwise, the degree of Z is the 
common number of interpretations of the infinite full words. Since, by Theorem 111.5.2 
of [l], there is a finite number of finite maximal bifix codes of a given degree, the 
second assertion follows. 0 
In practice, the test for the existence of infinite full words can be done by comput- 
ing a finite automaton. This has been considered by Leonard [3]. It gives an effective 
decision procedure to check whether a finite bifix code is contained in a finite max- 
imal one. The amount of computation is quite substantial since for each degree d, 
the number of finite maximal bifix codes of degree d is a function growing very 
fast. 
Example 6. The set X = {an} is, for each n > 1, a sufficient set. It is contained in all 
finite maximal bifix codes of degree n. 
When X is a finite insufficient bifix code, one may consider the minimal degree of 
a finite maximal bifix code containing X. This integer, which we may call the degree 
d(X) of X is not easy to compute. We do not know if there is a polynomial algorithm 
computing d(X), even when X is reduced to a single word x. The computation of 
d(X) consists in choosing a bifix code Y composed of factors of x including x itself 
and such that the number of factors of x in Y is as large as possible. 
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Example 7. Let F,, be the nth Fibonacci word defined by F,J = b, F1 = a and for n 2 2 
by F,, = F,,-~Fn_2. Thus, f ,, = IF,, 1 is the nth Fibonacci number. The first terms of the 
sequence are 
F. = b, 
FI = a, 
Fz = ab, 
F3 = aba, 
F4 = abaab, 
F5 = abaababa. 
We have d(Fo) = d(fi) = 1, d(F2) = 2, d(F3) = 2. We claim that for all n > 3, d(F,) 
< fn_2 + 1. We verify this inequality by induction on n. 
Indeed, when n is even, we consider X,, = {au, ba, F,} and when n is odd, X, = {au, 
b, F,}. We want to prove by induction on n that F, has fn- 1 factors in X, with X, as 
above. It implies our conclusion since we have then Lx,(F,) = fn - fn_l + 1 = fn_2 + 1. 
Suppose first that n is even. Then F, has fn-3 - 1 factors in {au, ba} in its suffix 
Fn_2. It has fn_2 - 1 factors in {au, b} in its prefix F,_l. Each factor b is followed 
by a and gives rise to a factor ba. The last a of F,_, with the initial a of Fe__2 
gives an additional factor aa. The total number of factors in {au, ba} is thus equal to 
f*-2 - 1 + fn_3 - 1 + 1 = fn-l - 1. 
When n is odd, we have fn-3 - 1 factors in {au, b} located in the suffix Fn-_2. It 
has also fn_2 - 1 factors in {au, ba} located in the prefix F,_ 1. Together with the last 
b of the prefix F,_l, these give rise to fn-2 factors in {au, b}. Thus, we obtain a total 
of fn_2 + fn_s - 1 = fn_l - 1 factors in {aa,b}. 
4. Completion of rational bifix codes 
The following result is due to Zhang and Shen [6]. 
Theorem 2. Any rational bijix code is contained in a maximal one. 
Zhang and Shen’s algorithm is based on two nested loops. We give here a new 
construction which uses only one loop and leads to different rational maximal bifix 
codes. 
We begin with some notation and definitions. 
Given a set X, Z(X) denotes the set A* - X4* - X4- of words incomparable with 
the elements of X for the prefix order. We denote by P(X) (resp. F(X)) the set of 
words of X which are minimal for the prefix order (resp. factor order). We denote by 
x the prefix code P(Z(X)). 
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A set X is right-complete in T if any w E T is comparable with a word of X for 
the prefix order. When T = A*, X is thus what we call a right-complete set. 
Our construction works as follows. Let Xa c A+ be a rational bifix code. We define 
a nondecreasing sequence (Xn)nas of subsets of A+ as follows. For it 3 0, let 
U,={w~A*IL~,(w)=nfl}, 
z, =Z(X,)flP(U,). 
Then let 
Xi,+1 =A + (Z, -A-&). 
The set E(Xa) = U n20Xn is called the bijx envelope of X0. It is obviously also the 
value for X=X0 of the following function written with a C-like syntax: 
Envelope(X) { 
X0 cx; 
n + 0; 
while (I(X) # 0) { 
Z+Z(X)~P(WEA*~L~(W)=~+~); 
X+X+(Z-A-X0); 
ncn+l; 
return X; 
The aim of the next lemmas is to show that, given a rational bifix code X0, this 
algorithm stops with X a rational maximal bifix code containing X0. 
Lemma 1. Let X0 be a rational bijix code. For each n 3 0, X, is a rational bijx 
code. Moreover, one has LX*(X) < n for all x E X, - X0. 
Proof. We prove the result by induction on n. It holds clearly for n = 0. Let us suppose 
that it is true for n and let us verify that it holds for n + 1. Let X =X,, Z = Z,, and 
X’ =Xn+l. 
Since Z is prefix and Z c Z(X), it is clear that X’ is prefix. Let us show that X’ is 
suffix. Assume by contradiction that some x E X’ is a proper suffix of x’ E X’. 
If x E X, then x’ $2 X since X is suffix. Thus x’ E Z. Let x’ = wa with a E A. Since x’ 
has a suffix in X, we have Lx(w) = Lx(x’) = n + 1, a contradiction with the definition 
of z. 
If x E Z - A-X0, then x’ @X0. If we assume that x’ EX, then x’ EX - X0 and thus 
Lx(x’) < n by the induction hypothesis. This is impossible since x is a sufhx of x’ 
and that Lx(x) = n + 1. Thus we are left with the case where x’ E Z - A-&. Then 
Lx(x) = LX(x’) = n + 1, which implies that x’ has a prefix in X, in contradiction with 
the fact that Z c Z(X). 
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Thus X’ = &+i is bifix. The fact that it is rational is a consequence of Proposition 7. 
Let us finally show that LX/(X) d n + 1 for all x E X’ - X0. Since X cX', we have 
LX!(X) < LX(X). If x EX, then LX(X) $ it by the induction hypothesis. If x E Z, then 
LX(X) = n + 1. In both cases, LX!(X) < LX(X) d iz + 1. 0 
Let cr E lN be strictly larger than the lengths of the chains in A-& for the prefix 
order (see Proposition 2). Also let rc E IN be strictly larger than the lengths of the 
chains in &A- for the suffix order (see the dual of Proposition 2). 
The following lemma shows that, for any T ~1x0 such that LX, is bounded on T, X, 
is right-complete in TA* for large enough n. 
Lemma 2. Let T COO and let m, I be two integers such that m < 1. If Lx,(w) d 1 
for all w E T, then Xl+u is right-complete in TA*. 
Proof. Define I$ = P( Ul+i) n TA*, for i 2 0. This set is right-complete in TA*. Indeed 
for any w E T, we have LX,+,(W) d LX,(W) < I < 1+ i + 1. 
Let us show that every v E V, has a prefix in XI+~. This will prove that Xl+o is 
right-complete in TA”. If u E 1(x1+,), consider the prefix pi of v which belongs to 
vi, with iE{O,... , o}. It follows that for every i E (0,. . . , G - l}, pi E I(&+i) and 
pi $Xl+i+l, i.e. pi E Zl+i nA-X0. Note that each pi is a proper prefix of pi+l. Therefore 
PO < Pl < ... < pO_l is a chain of o suffixes of words of X0 for the prefix order, a 
contradiction. Thus v is comparable with some x E&+, for the prefix order. Then x is 
prefix of v since Lx,+,(x) < I+ o by Lemma 1. 0 
We define for any i 2 1 
(3) 
that is, E;; is the set of words of x0 which are at position i in the chains of words of 
X0 for the factor order. In particular, fi = F(~o). 
Note that these sets are pairwise distinct, and that any w E fi has a factor in 4-r. 
The next lemma states that _??a is the finite union Fi + . . . + F,_, . 
Lemma 3. F, = 0. 
Proof. Assume that F, # 0. Thus there exists a chain xi < x2 < ’ . . < x, of words of 
70 for the factor order. There is a factorization pisi of each xi such that p1 < p2 < . . . 
< pn is a chain of elements of &A- for the suffix order, a contradiction with the 
definition of n. 0 
Here is the last step before proving Theorem 2. 
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Lemma 4. For all i B 1, there exists k such that Lx, is bounded on FI + . . , + 8. 
Proof. (1) We begin with the proof of the following property. 
Claim. Let n B 0 and T be such that no proper sufJix of T belongs to I(&). Then 
LX, is bounded on T. 
Indeed, for any w E T, Lx”(w) is equal to 1 + I with 1 the number of proper suffixes 
of w which belong to ?&A-. Since X,, is rational (Lemma I), this number 1 is bounded 
by the dual of Proposition 2. 
(2) The proof of Lemma 4 is by induction on i. 
If i = 1, we choose k = 0. Indeed LX, is bounded on Fl = F(xo) since the hypotheses 
of the claim are satisfied: a word v E Fl cannot have a proper suffix in I(&), otherwise 
v would have a factor in F,. 
Let i> 1. By the induction hypothesis, there exist I > m such that LX,(W) 5 I for any 
WET=F~+ . . . + e- 1. By Lemma 2, Xl+(i is right-complete in TA*. Let us show that 
Lx~ is bounded on Fl+. . ’ +fi with k = I+ a. Clearly L,yk is bounded on Fi +. . . +fi_ 1. 
We are going to prove that LX, is bounded on Fi thanks to the claim. Let w E fi and 
u be a proper suffix of w. If u is comparable with Xa for the prefix order, then it is 
comparable with &. Otherwise, u ~1(&) and u has a prefix v EX~. Thus v E T and 
u E TA* is comparable with & for the prefix order by Lemma 2. 0 
Proof of Theorem 2. We prove that the function Envelope(X) proposed above stops, 
i.e. there exists n such that 1(X,) = 0. By Lemma 1, X, is a rational bifix code. It 
follows that X is maximal bifix by Proposition 4. 
By Lemma 3, xo=F~ + ... + F,_I. By Lemma 4, there exist k d 1 such that 
Lxk(w) < I for any w EX~. It follows from Lemma 2 that X, is right-complete in 
xoA* with n = 1+ a. Hence X, is right-complete and I(&) = 0. I7 
We illustrate the use of the algorithm on three examples. 
Example 8. Let X= ba*b. We have (Xn)naa with Xi =X and X, =X+a for all n 2 2. 
Hence, after two iterations of its loop, the algorithm returns the rational maximal bifix 
code a + ba*b. 
Example 9. Let X = ba*bb. Then ZO = 0,21= a, 22 = 0,Z3 = ba*ba+b. The bifix code 
X4 = a + ba*ba*b is right-complete and the algorithm stops. 
Example 10. Let X = ba*ba. We have 20 = 8, 21 = a, 22 = aa + ab, 23 = ba*bb. Note 
that a E Z1 is not accepted for X2. The given bifix code X is included in the rational 
maximal bifix code X4 = aa + ab + ba*b(a + b). 
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We conclude this section with three comments. We begin with a comparison to 
the original construction given by Zhang and Shen. Their algorithm is the following 
one [6]. 
EnvelopeBis(X) { 
while (Z(X) # 0) { 
T + W(W); 
n t max{lx(w) 1 w E T}; 
while (Tf0) { 
ZcTA*nP{wEA* ) &(w)=n+l}; 
X4-X + (Z - A-X); 
T+znA-X; 
ntn+l; 
) 
1 
return X; 
1 
With the previous notation, one can verify as follows the correctness of the function 
EnvelopeBis(X). The different values of T are Fi, F2 . . . , F,_1 (see Lemma 3). The 
related values of n are well defined owing to an argument very close to Lemma 4. 
So the outer loop is executed a finite number of times. The effect of the inner loop 
is the construction of a bifix code which is right-complete in TA*. The number of its 
iterations is bounded by o (see Lemma 2). 
The differences with our algorithm are the following ones. In the function 
EnvelopeBis(X), no word comparable with Fi+l for the prefix order is added to the 
bifix code X as far as X is not right-complete in TA* with T = F1 + . . . + Fi. This 
is not the case with the fnnction Envelope(X). Our construction is simple, with only 
one loop. Our proof has strong connections with the one of [6], but we think that 
our presentation makes it easier to understand. In the function EnvelopeBis(X), it may 
happen that words with a value of the indicator function larger than necessary are 
added to the bifix code. This is illustrated in the next examples. 
Example 8 (continued). The outer loop of the function EnvelopeBis(X) is executed 
only once with T = F(Z(X)) = a and n = 2. The inner loop gives, after two iterations, 
the maximal bifix code ab*a + ba*b. 
Example 9 (continued). We have again F(Z(X)) =a, n = 2 and the inner loop re- 
turns (this time in one iteration) the bifix code X’ = au + ub + bu*bb. We then find 
F(Z(X’)) = bu*bu, n = 4 and a second execution of the inner loop gives the maximal 
bifix code X” = au + ub + bu*bb + bu*bu+b+u. 
Let us make a second comment. It is worth observing what happens when one uses 
methods of this section starting with a finite bifix code. We show with an example 
that the result is different in general with the one obtained via Theorem 1. 
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Example 4 (continued). Let X = a + bbb. The result of the function Envelope(X) (or 
EnvelopeBis(X)) is the maximal bifix code a + ba+b + bb(a+b)*b distinct from the 
code a + ba* ba* b obtained with Theorem 1. 
The last comment is concerned with the time complexity of the function Envelope(X) 
and the function EnvelopeBis(X). 
As explained above, the number of iterations of the function EnvelopeBis(X) is 
O(rca) (rc steps for the outer loop, (r steps for the inner loop). We will see that 
the complexity of the function Envelope(X) is a little higher. The evaluation of this 
complexity requires the next lemma. 
Lemma 5. For all n 2 0, the chains of pre$xes (resp. sufJixes) of X, for the sufix 
(resp. prejix) order are strictly bounded by n + 72 (resp. n + a). 
Proof. Consider a chain p1 < p2 < . . . < pk of elements of X,A- for the suffix order. 
Each pi is either a prefix of Xc, or a prefix of X, - Xe. By definition of K, there are 
at most r-c - I prefixes of the first case. In the second case, Lo, < n by Lemma 1. 
Assume that there are two such prefixes pi # pj, i < j, such that Lx,,(pi) = Lx”(pj). 
Thus pj has a prefix x in X,. This is impossible since X, is a prefix code and pj is a 
proper prefix of X,. Therefore there are at most n words of the second case. 
It follows that k < z + n. q 
Proposition 9. The time complexity of the function Envelope(X) is O(Z(R + a)). 
Proof. One can give a more precise statement of Lemma 4 thanks to Lemma 5: for all 
i > 1, there exists k such that LX, is bounded on Fl+. . . +fi by O((i- l)(z+ a)+~). 
The proof is similar. A look at the proof of Theorem 2 leads to the announced compl- 
exity. q 
5. Complements 
We add, as a conclusion of the paper, two complements. The first one concerns what 
happens for bifix codes which are not rational. 
It is not true that any thin bifix code is contained in a thin maximal bifix code. 
Indeed, X = {a”b” 1 II > I} is a thin bifix code. But 1 <b < b2 < . . . is an infinite chain 
of suffixes of X for the pretix order. Thus, X is not contained in any thin maximal 
bifix code by Proposition 5. However, X is included in a maximal bifix code relatively 
easy to describe, namely the Dyck code defined as the basis of the submonoid formed 
by the words over {a, b} having as many a’s as b’s. 
Let us say that a bifix code is noetherian if A-X satisfies the chain property for the 
prefix order and if X4- satisfies the chain property for the suRx order (see Proposi- 
tions 1 and 5). We are going to see that the construction used for rational codes also 
works for this class of codes. 
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Theorem 3. Any noetherian bifix code is included in a maximal one. 
We need to check the proof of Theorem 2 at all places where it uses the hypothesis 
that the bifix code X is rational. There are three such places. 
1. The proof of Lemma 2 depends on Proposition 2 through the constant (r. This 
remains correct under the new hypotheses. 
2. The proof of Lemma 3 depends on the dual of Proposition 2 through the constant 
n. It still holds under the new hypotheses. 
3. The claim of Lemma 4 is based on the fact that X, is rational. Under the new 
hypotheses, Lemma 5 states that A-X, satisfies the chain property for the prefix 
order and that &A- satisfies the chain property for the suffix order. 
Example 11. Consider the noetherian bifix code X = {ba”b”a ( n 2 1). The function 
Envelope(X) returns the maximal bifix code X’ = aa + ab + batbfa + bb which is 
rational and thus noetherian. 
In the above example, the bifix code X happens to be contained in a rational maximal 
one, although X is not rational. An open problem is to characterize the subsets of 
rational maximal bifix codes. 
Example 12. Let X = a + { bu”b 1 n is a square) + { ba”baab ] n is not a square}. One veri- 
fies that the function Envelope(X) works exactly as the construction of Theorem 1 with 
n = 3. One then obtains a noetherian maximal bifix code of degree 3 which contains 
X. It is not difficult to check that this code is not rational. 
Our second observation is the following. It is tempting to replace the function 
Envelope(X) by the following very simple construction. For a bifix code X, let e(X) 
denote the set of words which are 
1. incomparable with those of X both for the prefix and for the suffix order, 
2. minimal for this property with respect to the factor order. 
Starting with a bifix code X0 =X, we build Xl =X0 + e(Xa), Xz =Xr + e(X, ) and so 
on. It is clear that all the X, are bifix codes containing X and that, if X,, =X,+1, then 
X, is a maximal bifix code containing X. Moreover, if X is rational, all the X,, are 
rational. Unfortunately, we have not been able to prove that this algorithm terminates, 
even when X is finite. 
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