Abstract-In this paper, a new method for solving nonlinear equations f (x ) = 0 is presented. Analysis of the convergence shows that the asymptotic convergence order of this method is 1 + .J3 . Some numerical results are given to demonstrate its efficiency.
INTRODUCTION
Numerical methods for solving nonlinear equations is a popular and important research topic in numerical analysis. In this paper, we consider iterative methods to find a simple root of a nonlinear equation We all know Newton's method is an important and basic approach for solving nonlinear equations [1] [2] [3] [4] [5] , and its formulation is given by x = x -f( x n) (1) n+l n f'( x n)
This method is quadratically method.
To improve the local order of convergence, a number of modified methods have been studied and reported in the literature [6] [7] [8] [9] [10] [11] [12] [13] [14] . By employing a second derivative evaluation, we can obtain some well-known third-order methods, such as Chebyshev'S method, Halley's method [6] and the super-Halley method [8] . However, in many other case, it is expensive to compute the derivative, and the above methods are still restricted in practical applications. The well known secant method is given by xn+l = xn Xn-Xn _l f(xn)
The method does not require any derivative, but its order is only 1.618. To improve this method, many modified methods called secant-like method have been proposed in [18] [19] [20] .
Recently, Zhang et al. [19] and Wang et al. [20] proposed a new two-step secant-like method and a new three-step secant-like method respectively, and the convergence order of these methods are improved. The Zhang's method proposed in [19] is very similar to the [17] , which has the form [15, 16] :
Here, we attempt to improve the order of the classical method defined by (1), (2) by using previous information, and then we present a new iterative method for solving nonlinear equations. Analysis of the convergence shows that the asymptotic convergence order of this method is 1 + .J3 which is equal to the method defined by Wang et al.
proposed in [20] . Per iteration the methods require two evaluations of the function and one of its first derivative and therefore the efficiency, in term of function evaluations, of the new methods is equal to \/1 . 618 "" l. l7398, which is better than the method proposed in [20] . Finally, some numerical examples are also given.
II.

NOTATION AND BASIC RESULTS
Let f (x ) be a real function with a simple root x * and let { x J: � o be a sequence of real numbers that converges to x * . We say that the order of convergence is q if there exists a q E R + such that * 1.
I Xn+l -x I 1m * C 0# 0,00. n -)-+oo I Xn -x I q Let e n = x n -x * be the n -th iterate error. We call
the error e q uation. If we can obtain the error equation for the method, then the value of q is its order of convergence.
III. THE NEW METHOD
Here, in order to construct our method, we use the following the second-order polynomial function proposed in [20] :
n where fJ2Yn-(2-fJl-fJ2) Z n I apa 2 ,fJ p fJ2 E R , and Yn = Xn vn_J(x.) , V n = 1' ( Xn : Yn r and Z n = Xn -v J (x.)
respectively. It is easy to obtain that ( V :�l -v: l )(Yn -x,)(zn -Yn) = v:\Yn -zj .
In order to eliminate the nonlinearity, we replace Xn+l m the terms (xn+l -x .) and (xn+l -Yn) of P(xn+l) with
Yn and Z n ' respectively. By solving the function (5), we can obtain a new method
cDn where apa 2 , fJ p fJ2 E R .
The method defined by (6) can be viewed as an iterative method with three substeps. The first two substeps are well-known King-Werner's method [15, 16] , The third sub step is an acceleration by using the values computed previously.
At the beginning of the process, the values of Xo ' Yo and V_ I needs to be given by some approaches. The choice of V_ I cannot effect the asymptotic convergence order of the method defined by (6) while V_ I "" o. Since the first iteration cannot carry out the third sub step, and hence we let 
Thus it follows (7), (8), (9) and Yn = Xn -vn_J(x.) that d n = Xn -x * -vn-lf(xn) e n -[ 1 -C 2( e n_l +d n-l)
4 3 2 n-l n-l
x[e n +C 2 e; +C 3 e! + ... ]
(3 2 J 2 C 2 e n( e n _l +d n-l) + "4 C 3 -C 2 e n( e n _l +d n-l) -C 2 e; +C;e; ( e n _l +d n-l) +··· and hence, we obtain Wn = Xn -x* -vnf(xn) (10) e -[l -C ( e +d ) _(ic -c 2 J(e +d ) 2 + ... ] 
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From (6), we obtain e n+l = Wn -(dn -Wn) 2 + [a l e n _l +a 2 d n _l + (2-a l -a 2 )wn_l -fJl e n -fJ2 d n -(2 -fJl -fJ2)W n ] (11) (12) We first consider the case a l = 0 , a 2 "" 0 , and in this case we have (13) a 2 e n _ 2 From (11)- (13), we can see that, from Zn to Xn+l ' the order is not improved when a l = 0 , a 2 "" o. Similarly, it is obtained that the case a1 = a 2 = 0 also cannot improve the order. We now tum to consider the case a"* 0 , and using (10)- (12), we obtain e n+ 1 = (14) xC;e�e n _le n _ 2 + ...
From (14), we can see that the order will be improved by taking a1 = a 2 = 1 . In the following, by letting a1 = a 2 = 1 , then from (10), (11) and (12), we obtain 
Suppose that the order of (6) IS q when a 1 = a 2 = 1 , then from (4) we have (17) and (18) Substituting (17) and (18) into (16) gives CQ + 1 eq 2 = AC 2 e 2 q +2 +... (19) n-l n-l which implies that q 2 = 2q + 2 (20) It is obtained from (20) that the asymptotic convergence order q = 1 + .J3 . By theorem 1, we take a1 = a 2 = 1 in (6), and obtain We have that the present methods have the efficiency index equal to �/1 . 618 ",, 1. 17398 , which is better than the method proposed in [20] \/1 . 618 "" 1. 1 0102 .
IV.
NUMERICAL EXAMPLE
Now we employ the new method given by (21) with fJl = fJ2 = 0 and V_ I = 1 to solve some nonlinear equations and compare them with the secant method and the Newton's method defined by (1) proposed in [1] [2] [3] [4] , The iterative method is stopped when
The examples are as follows:
The results of this problem are displayed in Table 1 . 
The results of this problem are displayed in Table 2 . The results of this problem are displayed in Table 3 . From the tables, we see that the new method is efficient. It converges faster than not only secant method but also Newton's method. In view of this fact, the new method can be viewed as a significant improvement compared with the previously known methods.
V.
CONCLUSIONS
We present a new iterative method for solving nonlinear equations. Theorem 1 shows that the asymptotic convergence order of this method is 1 +.J3. The numerical example shows the method is efficient.
