Abstract-In the framework of agnostic learning, one of the main open problems of the theory of multi-category pattern classification is the characterization of the way the confidence interval of a guaranteed risk should vary as a function of the fundamental parameters which are the sample size m and the number C of categories. This is especially the case when working under minimal learnability hypotheses. We consider margin classifiers based on classes of vector-valued functions with one component function per category. The classes of component functions are uniform Glivenko-Cantelli and the vector-valued functions take their values in a hypercube of R C . For these classifiers, a well-known guaranteed risk based on a Rademacher complexity applies. Several studies have dealt with the derivation of an upper bound on this complexity. This article establishes a bound which is based on a new generalized Sauer-Shelah lemma. Under the additional assumption that the γ-dimensions of the classes of component functions grow no faster than polynomially with γ −1 , its growth rate with C is a O √ C ln (C) . This behaviour holds true irrespective of the degree of the polynomial.
I. INTRODUCTION
In recent years, several studies have dealt with the derivation of upper bounds on the probability of error of multicategory classifiers, especially margin ones [1] . However, most of these guaranteed risks were dedicated to specific families of classifiers, let them be kernel machines [2] , neural networks [3] , decision trees [4] or nearest neighbors classifiers [5] . This article deals with margin classifiers based on classes of vectorvalued functions with one component function per category. The classes of component functions are uniform GlivenkoCantelli and the vector-valued functions take their values in a hypercube of R C . For these classifiers, the standard guaranteed risk based on a Rademacher complexity applies. In recent years, three studies have dealt with the derivation of an upper bound on this Rademacher complexity. In [4] , the authors obtained a bound exhibiting a dependency on C at best linear. This dependency was first improved in [6] and later in [7] , under stronger hypotheses. The present article can be seen as a continuation of our previous work. It establishes another bound, based on a new generalized Sauer-Shelah lemma. Its dependency on C is a function of the behaviour of the γ-dimensions of the classes of component functions. Under the additional hypothesis of [7] , namely that these dimensions grow no faster than polynomially with γ −1 , then a growth rate equal to O √ C ln (C) can be obtained, this irrespective of the degree of the polynomial.
The organization of the paper is as follows. Section II introduces the theoretical framework. Section III is devoted to the derivation of the generalized Sauer-Shelah lemma and the corresponding upper bound on the Rademacher complexity of interest. The case of the polynomial growth of the fatshattering dimensions is addressed in Section IV. At last, we draw conclusions and outline our ongoing research in Section V.
II. MARGIN MULTI-CATEGORY CLASSIFIERS
The theoretical framework for this study is that considered in [7] . It is summarized below.
A. Theoretical Framework
We consider the case of C-category pattern classification problems [8] with
. Each object is represented by its description x ∈ X and the set Y of the categories y can be identified with the set of indices of the categories:
. We assume that (X , A X ) and (Y, A Y ) are measurable spaces and denote by A X ⊗ A Y the tensor-product sigma algebra on the Cartesian product X × Y. We make the hypothesis that the link between descriptions and categories can be characterized by an unknown probability measure P on the measurable space (X × Y, A X ⊗ A Y ). Let Z = (X, Y ) be a random pair with values in Z = X × Y, distributed according to P . The only access to P is via an m-sample
The theoretical framework is thus that of agnostic learning [9] . The classifiers considered are based on classes of vector-valued functions with one component function per category, and the classes of component functions are uniform Glivenko-Cantelli (GC) classes [10] . GC classes must be uniformly bounded up to additive constants (see for instance Proposition 4 in [10] ). For notational convenience, we replace this property with a stronger one: the vector-valued functions take their values in a hypercube of R C . The definition of a margin multi-category classifier is thus the following one.
The classes G k of component functions are supposed to be GC classes. For each function g = (g k ) 1 k C ∈ G, a margin multi-category classifier on X is obtained by application of the decision rule dr from G into (Y { * })
X . This classifier, dr g , returns either the index of the 978-1-5090-6008-5/17/$31.00 c 2017 IEEE component function whose value is the highest, or a dummy category * in case of ex aequo.
In this study, the focus is set on a stronger hypothesis on G. This calls for the definition of a scale-sensitive generalization of the Vapnik-Chervonenkis dimension [11] : the fat-shattering dimension, also known as the γ-dimension.
Definition 2 (Fat-shattering dimension [12] ): Let F be a class of real-valued functions on T . For γ ∈ R * + , a subset s T n = {t i : 1 i n} of T is said to be γ-shattered by F if there is a vector b n = (b i ) 1 i n ∈ R n such that, for every vector s n = (s i ) 1 i n ∈ {−1, 1} n , there is a function f sn ∈ F satisfying:
The fat-shattering dimension with margin γ of the class F, γ-dim (F), is the maximal cardinality of a subset of T γ-shattered by F, if such maximum exists. Otherwise, F is said to have infinite fat-shattering dimension with margin γ.
The aforementioned hypothesis is the following one.
Hypothesis 1:
We consider classes of functions G satisfying Definition 1 plus the fact that there exists a pair
The aim of the learning process is to minimize over G the probability of error P (dr g (X) = Y ). It can be reformulated in a handy way thanks to the introduction of additional functions.
Definition 3 (Class of functions F G ): Let G be a class of functions satisfying Definition 1. For every g ∈ G, the function
Then, the class F G is defined as follows:
Definition 4 (Expected risk): Let G be a class of functions satisfying Definition 1 and let φ be the standard indicator loss function given by: ∀t ∈ R, φ (t) = 1l {t 0} . The expected risk of any function g ∈ G, L (g), is given by:
Its empirical risk measured on the m-sample Z m is:
with P m the empirical probability measure supported on Z m .
To exploit the fact that the classifiers of interest are margin ones, the sample-based estimate of performance which is used is obtained by substituting to φ a margin loss function φ γ [7] .
Definition 5 (Margin risk): Let G be a class of functions satisfying Definition 1. For γ ∈ (0, 1], let φ γ be a margin loss function parameterized by γ. For every g ∈ G, the risk with margin γ of g, L γ (g), is defined as:
L γ,m (g) designates the corresponding empirical risk.
In this study, we consider only one margin loss function: φ 2,γ .
Definition 6 (Parameterized truncated hinge loss): For γ ∈ (0, 1], the parameterized truncated hinge loss φ 2,γ is defined by:
Sharper bounds can result from using a margin loss function in combination with a squashing function so as to restrict the available information to what is relevant for the assessment of the prediction accuracy (the value of the margin loss is not affected), and thus optimize the exploitation of the margin parameter γ. In line with the choice φ γ = φ 2,γ , we select π γ .
Definition 7 (Piecewise-linear squashing function): For γ ∈ (0, 1], the piecewise-linear squashing function π γ is defined by:
This choice does satisfy the aforementioned specification since we have:
Definition 8 (Class of functions F G,γ ): Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 3. For every pair
B. Scale-Sensitive Capacity Measures
Guaranteed risks are ordinarily obtained in several main steps, corresponding to a basic supremum inequality and successive upper bounds on the capacity measure it involves, each of which is associated with a change of capacity measure. All the measures considered here are scale-sensitive. One of them has already been defined in Section II-A: the γ-dimension. In the current section, we start by giving the definition of the measure appearing upstream: the Rademacher complexity. For n ∈ N * , a Rademacher sequence σ n is a sequence (σ i ) 1 i n of i.i.d. random variables taking the values −1 and 1 with probability 1 2 . Definition 9 (Rademacher complexity): Let (T , A T ) be a measurable space and let T be a random variable with values in T , distributed according to a probability measure P T on (T , A T ). For n ∈ N * , let T n = (T i ) 1 i n be an n-sample made up of independent copies of T and let σ n = (σ i ) 1 i n be a Rademacher sequence. Let F be a class of real-valued functions with domain T . The empirical Rademacher complexity of F given T n iŝ
The Rademacher complexity of F is
Rademacher complexities can be related with -entropies through the application of the chaining method [13] .
Definition 10 (covering numbers and -entropy [14] ): Let (E, ρ) be a pseudo-metric space, E ⊂ E and ∈ R * + . An -cover of E is a coverage of E with open balls of radius the centers of which belong to E. These centers form an -net of E . A proper -net of E is an -net of E included in E . If E has an -net of finite cardinality, then its covering number N ( , E , ρ) is the smallest cardinality of its -nets. If there is no such finite net, then the covering number is defined to be infinite. The corresponding binary logarithm, log 2 (N ( , E , ρ) ), is called the -entropy of E . N (p) ( , E , ρ) will designate a covering number of E obtained by considering proper -nets only.
There is a close connection between covering and packing properties of bounded subsets in pseudo-metric spaces.
Definition 11 ( -separation and packing numbers [14] 
. The -packing number of E ⊂ E, M ( , E , ρ), is the maximal cardinality of an -separated subset of E , if such maximum exists. Otherwise, the -packing number of E is defined to be infinite.
In this study, the functional classes met are endowed with empirical (pseudo-)metrics derived from the L p -norm.
Definition 13 (Uniform covering and packing numbers): Let F be a class of real-valued functions on T andF ⊂ F. For p ∈ N * {+∞}, ∈ R * + , and n ∈ N * , the uniform covering number N p ,F, n and the uniform packing number M p ,F, n are defined as follows:
We define accordingly N (p) p ,F, n as:
,F, d p,tn .
III. UPPER BOUND ON
In this section, we first introduce our key result, the new generalized Sauer-Shelah lemma, and then discuss the dependency on C of the resulting bound on R m (F G,γ ) (guaranteed risk).
A. Derivation of the Bound
The basic supremum inequality which provides the starting point to this study is an improvement over that established in [15] .
Theorem 1 (After Theorem 8.1 in [1] ): Let G be a class of functions satisfying Definition 1. For γ ∈ (0, 1], let F G,γ be the class of functions deduced from G according to Definition 8. For a fixed γ ∈ (0, 1] and a fixed δ ∈ (0, 1), with P mprobability at least 1 − δ, uniformly for every function g ∈ G,
where the margin loss function defining L γ,m is φ 2,γ (Definition 6) and the function ln is the natural logarithm.
As said in Section II-B, the capacity measure involved in (2), the Rademacher complexity of F G,γ , can be related to anentropy, namely ln N (p) 2 ( , F G,γ , m) , thanks to the chaining method.
Theorem 2 (Theorem 6 in [7] ): Let F be a class of bounded real-valued functions on T . For n ∈ N * , let t n = (t i ) 1 i n ∈ T n and let diam (F) = sup (f,f )∈F 2 d 2,tn (f, f ) be the diameter of F in the pseudo-metric d 2,tn . Let h be a positive and decreasing function on N such that
andR n (F) 12
Our key result to bound from above the -entropy of interest is a new generalized Sauer-Shelah lemma. Central to its proof is the following lemma, that implements a probabilistic extraction principle.
Lemma 1 (After Lemma 3.1 in [16]): Let F be a class of functions from T into the interval
Then there exists a subvector t q of t n of size q satisfying q 8 3
Lemma 2 (Generalized Sauer-Shelah lemma): Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 3. For γ ∈ (0, 1], let F G,γ be the class of functions deduced from G according to Definition 8. Then, for ∈ (0, γ],
where
By application of Lemma 1, there exists a subvector z q of z m of size q satisfying q 8 3
It stems from Theorem IV in [14] and Lemma 1 in [7] that
To upper bound the terms of the last sum, we make use of a first generalized Sauer-Shelah lemma: Lemma 3.5 in [17] (under the form of Lemma 2 in [7] ). Setting for
To sum up, so far, the following bound has been established:
Finishing the proof boils down to bounding from above q,
, as a function of a fat-shattering dimension. To that end, we resort to a second generalized Sauer-Shelah lemma: Theorem 1 in [18] (under the form of Lemma 3 in [7] ). Once more by application of Theorem IV in [14] and Lemma 1 in [7] ,
Consequently,
A substitution of (7) into (5) gives:
Since the right-hand side does not depend on z m , taking the supremum of both sides over Z m provides us with (4), thus concluding the proof.
The proof of Lemma 2 has provided us with two upper bounds on the -entropy of interest: Inequalities (4) and (6) . The second one is used in [7] . More precisely, in [7] , the inequality used is directly
whereas the current study introduces an additional transition springing from Theorem IV in [14] :
. Both upper bounds are dimension free [16] , in the sense that they do not depend on m. A third bound directly results from applying in sequence the following inequalities: [7] , Theorem IV in [14] , and Lemma 3.5 in [17] . It is:
Note that this last bound is sharper than that obtained by upper bounding in (5) q with m, thus justifying the use of (7). The three bounds primarily differ in their dependencies on m, C and . After application of the chaining method, these differences translate into differences regarding the dependencies on m and C. This observation paves the way for the search of an optimal trade-off.
B. Bound and its Dependency on C
With Lemma 2 at hand, the upper bound on R m (F G,γ ) results from the application of the chaining method, i.e., Theorem 2. Satisfying the hypotheses of Lemma 2 requires to restrict the values of j in (3) to those verifying h (j) γ. Obviously, this raises no difficulties since by definition,
Theorem 3: Let G be a class of functions satisfying Definition 1. For γ ∈ (0, 1], let F G,γ be the class of functions deduced from G according to Definition 8. For
h (j) γ} and K is the absolute constant of Lemma 2.
The dependency on C of the right-hand side of (8) can be arbitrarily fast. When it is fast enough, then the dependency on C can be superlinear, even though the bound remains nontrivial (goes to 0 as m goes to infinity). For instance, if d is bounded from above exponentially, say d ( ) K G exp 1 , then it is possible to obtain a convergent bound in a simple way, by setting h (j) = γ · 2 −j and making N grow slowly enough with m (typically as an iterated logarithm of m). To sum up, stronger hypotheses are required to ensure the sublinearity. Furthermore, it is obviously implied by Hypothesis 1. We now study this case.
IV. UPPER BOUND UNDER HYPOTHESIS 1
Hypothesis 1 is a standard hypothesis in learning theory [16] , and beyond in the theory of empirical processes [19] . Suffice it to notice that if a class of functions F satisfies -dim (F) = O ( −q ) for some q ∈ (0, 2), then it is a universal Donsker class [16] . Furthermore, Theorem 4.6 in [20] tells us that if F is the class of functions computed by a support vector machine (SVM) [21] , then there exists
As a consequence, the class of functions computed by a multi-class SVM [22] , [6] , [23] satisfies Hypothesis 1 with d G = 2. The substitution of the right-hand side of (1) into (8) gives:
Formula (9) is the starting point of the following theorem, extending to the multi-class case Theorem 3.8 in [16] .
Theorem 4: Let G be a class of functions satisfying Hypothesis 1. For γ ∈ (0, 1], let F G,γ be the class of functions deduced from G according to Definition 8. K being the absolute constant of Lemma 2, then
where the ceiling function · is defined by:
∀u ∈ R, u = min {j ∈ Z : j u} .
Proof:
This case is the only one for which the entropy integral exists. Let us set h (j) = γ · 2
To finish the proof of (10), it suffices to compute the improper integral (making use of Lemma 2.4 in [24] would multiply the bound by 2).
•d G = 2 Setting d G = 2 and h (j) = γ · 2 −j into (9) gives: Setting N = 1 2 log 2 (m) provides us with (11).
•d G > 2 Setting h (j) = γ · 2 − Formulas (10), (11) , and (12) highlight the phase transition already identified by Mendelson in [16] . This well-known phenomenon regards the convergence rate. On the contrary, the dependency on C does not vary significantly with the value of d G . Basically, it is always a O √ C ln (C) , as announced.
V. CONCLUSIONS AND ONGOING RESEARCH
An upper bound on the Rademacher complexity of margin multi-category classifiers has been established, which is based on a new generalized Sauer-Shelah lemma. It holds true under the sole hypothesis that the classes of functions at the basis of the classifier (classes of component functions associated with the different categories) are uniform GlivenkoCantelli and uniformly bounded (the vector-valued functions take their values in a hypercube of R C ). Under the stronger hypothesis that the γ-dimensions of the classes of component functions grow no faster than polynomially with γ −1 , then this bound is a O √ C ln (C) . This behaviour is observed irrespective of the degree of the polynomial. Our current work consists in exhibiting necessary and sufficient conditions for the sublinearity, possibly depending on the convergence rate.
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