We present an analysis of the metallicity distribution of the dense circumgalactic medium (CGM) of galaxies at 0.1 z 1.1 as probed by partial Lyman limit systems (pLLSs, 16.1 < log N H I < 17.2) and LLSs (17.2 ≤ log N H I < 17.7 in our sample). The new H I-selected sample, drawn from our HST COS G140L snapshot survey of 61 QSOs, has 20 pLLSs and 10 LLSs. Combined with our previous survey, we have a total of 44 pLLSs and 11 LLSs. We find that the metallicity distribution of the pLLSs is bimodal at z 1, with a minimum at [X/H] = −1. The low-metallicity peak comprises (57 ± 8)% of the pLLSs and is centered at [X/H] −1.87 (1.3% solar metallicity), while the high-metallicity peak is centered at [X/H] −0.32 (48% solar metallicity). Although the sample of LLSs is still small, there is some evidence that the metallicity distributions of the LLSs and pLLSs are different, with a far lower fraction of very metal-poor ([X/H] < −1.4) LLSs than pLLSs. The fraction of LLSs with [X/H] < −1 is similar to that found in pLLSs (∼56%). However, higher H I column density absorbers (log N H I > 19.0) show a much lower fraction of metal-poor gas; therefore, the metallicity distribution of gas in and around galaxies depends sensitively on N H I at z 1. We interpret the high-metallicity ([X/H] ≥ −1) pLLSs and LLSs as arising in outflows, recycling winds, and tidally-stripped gas around galaxies. The low-metallicity pLLSs and LLSs imply that the CGM of z 1 galaxies is also host to a substantial mass of cool, dense, low-metallicity gas that may ultimately accrete onto the galaxies.
INTRODUCTION
Large-scale flows of gas through the circumgalactic medium (CGM) into and out of galaxies are critical to shaping the evolution of the galaxies. Such flows are invoked to explain the galactic mass-metallicity relation, galaxy color bimodalities, and the maintenance of star formation in galaxies over billions of years (e.g. Keres & Katz 2005; Dekel & Birnboim 2006; Faucher-Giguère & Kereš 2011) . Given the importance of such flows in the CGM, their properties can be used as tests of our theories for galaxy evolution. The installation of the Cosmic Origins Spectrograph (COS) on the Hubble Space Telescope (HST) has provided a huge advance in our ability to empirically characterize the CGM of low-redshift galaxies. COS has allowed us to assess the connection between the CGM and critical components of galaxy evolution, but also to demonstrate that the CGM represents a major reservoir of baryons and metals, with at least as many metals and baryons as found in stars within galaxies (e.g., Tumlinson et al. 2011; Stocke et al. 2013; Werk et al. 2014; Peeples et al. 2014; Bordoloi et al. 2014; Liang & Chen 2014 ).
Characterizing gas flows through the CGM requires, however, methods to differentiate outflows from inflows. The most direct method is to study the gas directly toward galaxies using absorption against the galaxies' own stellar light ("down-the-barrel" experiment). Material seen blueshifted or redshifted relative to a galaxy's systemic velocity is a signature of outflow or inflow, respectively (e.g., Heckman et al. 2000; Martin 2005; Tremonti et al. 2007; Weiner et al. 2009; Steidel et al. 2010; Rubin et al. 2011; Chisholm et al. 2016) . Through absorption observed in the strong transitions of Mg II and Fe II, this method has revealed that outflows are nearly ubiquitous in star-forming galaxies, although only a few galaxies having significant redshifted (infalling) absorption (Rubin et al. 2012; Martin et al. 2012) . The difficulty with this method is that it almost never provides information on the metallicity of the observed gas. In fact the experiment requires metal-enriched gas and is therefore biased against the accretion of low-metallicity material. Metal-poor cold streams of gas as observed in simulations may be missed in this approach, and inflows observed in "down-the-barrel" galaxies may trace metalenriched gas being recycled onto the central galaxy.
Another method for distinguishing outflowing from inflowing matter relies on determining if the properties of CGM absorption seen in the spectra of background QSOs depend on the geometry of the central galaxy with respect to the sightline. Simulations show a preference for inflowing streams to align with the major axis of galaxies and for metal-enriched outflows to align with the minor axis (e.g., Brook et al. 2011; Stewart et al. 2011a; van de Voort et al. 2012; Shen et al. 2013) . Thus strong metal absorption seen projected along the minor axis of the central galaxy is potentially consistent with an origin in feedback-driven outflows. Bordoloi et al. (2011; see also Bouché et al. 2012; Kacprzak et al. 2012a) have demonstrated that the properties of CGM absorption depend on the geometry of the central galaxy with respect to the line of sight, with strong Mg II absorbers at small impact parameters (ρ 40 kpc) being primarily found along galaxies' minor axes (along the pole). However, as with "down-the-barrel" experiments, this technique has so far only been applied to significant samples of Mg II-selected absorbers. There is no information on the intrinsic metallicity of the gas, and the selection based on strong Mg II is potentially biased toward relatively high-metallicity gas (at least in the column density regime expected for many of the flows through the CGM; see van de Voort et al. 2012 , but see also Kacprzak et al. 2012b) .
Finally, to distinguish potentially infalling matter from outflows, recycling winds, or tidally-stripped gas, the metallicity of the CGM gas seen in absorption toward QSOs can be used as a diagnostic of its origin. Selection of CGM absorbers on the basis of an H I column density criterion provides a census of the metallicity of CGM gas that should be free of the metallicity biases that may be inherent to the other approaches. This approach does not provide any information on the direction of the flows relative to the galaxy; it uses the metallicity as an indirect discriminator of potentially infalling gas from other forms.
Using the metallicity as a discriminant of potentially infalling material requires: (1) the selection of absorbers seen in QSO spectra that are known to probe the CGM of galaxies; and (2) the selection of absorbers where the metallicities of the metal-enriched outflows can be distinguished from those of infalling gas. The former condition requires selection of absorbers with column densities at least log N H I 14.5, those which show strong association with galaxy halos . For the characteristic spectra collected at z 1, the latter condition requires sufficiently high H I column densities for metal lines to be well detected in UV spectra, typically log N H I 16.0 for 17 km s −1 resolution COS spectra. At these column densities, absorbers characterized by 10 16 ≤ N H I < 10 17.2 cm −2 -the partial-Lyman limit systems (hereafter pLLSs) -and 10 17.2 ≤ N H I < 10 19.0 cm −2 -the Lyman limit systems (hereafter LLSs) -are expected to probe cool, dense streams through the CGM of galaxies based on empirical evidence (e.g., Lanzetta et al. 1995; Penton et al. 2002; Bowen et al. 2002; Chen et al. 2005; Lehner et al. 2009 Lehner et al. , 2013 and theoretical evidence (e.g., Fumagalli et al. 2011a; Faucher-Giguère & Kereš 2011; van de Voort & Schaye 2012) . Furthermore, the overdensity required to produce a pLLS or LLS places these absorbers in the CGM. From Lehner et al. (2013) , the density of a pLLS/LLS is typically n H ∼ 10 −2.5 cm −3 . Thus, the baryon overdensity required to produce a pLLS or LLS at z = 0.7 is δρ m ≡ ρ m /(Ω m ρ c ) ∼ 900, where δρ m is the mass overdensity relative to the mean matter density of the Universe, ρ m is the mass density of the pLLS/LLS, Ω m is the matter density parameter, and ρ c is the critical density of the Universe. This is in line with the overdensities of galaxy halos seen in simulations and analytically (Schaye 2001) , with δρ m ∼ few × 10 2 -10 3 . Using a sample of 28 H I-selected absorbers (23 pLLSs and 5 LLSs) at 0.1 z 1, Lehner et al. (2013, hereafter L13) have recently demonstrated that the dense gas in the CGM of z 1 galaxies has a bimodal metallicity distribution function (MDF), with an equal number of absorbers in the low-metallicity ( Z 0.03Z ) and high-metallicity ( Z ∼ 0.4Z ) branches. This is strong empirical evidence for low-metallicity gas well within the dark matter halos of galaxies at z 1. This metal-poor gas is not rare, and it has at least as much mass density in the z 1 Universe as the metal-enriched gas, at least for CGM gas with 16 log N H I 17.5. L13 argue that the high-metallicity branch of the population likely traces galactic winds, recycled outflows, and tidally-stripped gas, while all the observable properties of the low-metallicity pLLSs+LLSs are consistent with those expected of cold accretion flows (e.g., Fumagalli et al. 2011a; Faucher-Giguère & Kereš 2011; van de Voort et al. 2012) .
In this paper we now reexamine the MDF of the dense CGM, doubling the sample of pLLSs and LLSs and improving the N H I coverage at higher H I column densities. With the selection criterion used in this work, there is no bias against strong pLLSs or LLSs in the UV spectra of QSOs. As we demonstrate in this work, the combined L13 and new (hereafter W16) sample contains 55 pLLS+LLS absorbers at z 1 with 16.1 < log N H I < 17.7, covering a broader range of H I column densities than L13 with a more representative sampling of the column density distribution function at these redshifts.
We also introduce a new approach to estimating the metallicities of pLLSs/LLSs.
1,2 Since pLLSs and LLSs are almost entirely ionized and only N H I is known, large ionization corrections are required to estimate their metallicities (L13). However, we demonstrate in this paper that with a previously-derived distribution of the ionization parameters for pLLSs and LLSs at z 1, we can accurately estimate the metallicity of an absorber using only observations of N H I (from our COS G140L observations of the break at the Lyman limit) and N Mg II (obtained from ground-based observations).
Our paper is organized as follows. In §2.1 and §2.2, we describe the new sample of pLLSs and LLSs and the space-and ground-based observations of the QSOs. In §2.3 we present the analysis procedure to determine the column densities of H I and Mg II. We present the adopted sample of pLLSs and LLSs in §2.4. The photoionization models and our new low-resolution method to determine the metallicities of the pLLSs and LLSs are described §3 (in the Appendix, we test the effect of changing the ionizing background on the determination of the metallicity). Our main results are presented in §4 and discussed in §5. In §6 we summarize our main conclusions.
OBSERVATIONS AND ANALYSIS
The goal of this work is to increase the sample of z 1 pLLSs and LLSs and to improve the N H I coverage compared to previous studies. The L13 sample is biased toward lower N H I pLLSs (16.1 < log N H I 16.8). This is due to the selection of UV-bright QSOs for the high-resolution COS observations used in L13 that were known a priori to have no strong LLSs in their spectra (at least over most redshifts, corresponding to the wavelengths used to assess the UV flux of the QSOs in previous observations). As we will show, the sample of CGM absorbers studied here are optically-selected QSOs at 0.75 ≤ z em ≤ 1.25. With this selection there is no bias against weak pLLSs or strong LLSs in the UV spectra of QSOs. Although due to the low resolution and low signal-to-noise ratio (S/N) of the COS G140L spectra, we cannot detect weak pLLSs below log N H I 16.4. As we demonstrate in this work, the combined L13 and new (hereafter W16) sample contains 55 pLLS+LLS absorbers at z 1 with 16.1 < log N H I < 17.7, covering a broader range of H I column densities than L13 with a more representative sampling of the column density distribution function at these redshifts.
UV Observations and Sample Definition
We make use of our Cycle 18 HST snapshot program with an input target list of the 140 g-band brightest (15.5 g 17.15) Sloan Digital Sky Survey (SDSS) QSOs at 0.75 ≤ z em ≤ 1.25 (PID: 12289; PI: Howk) with the Cosmic Origins Spectrograph (COS). The main science goal was to determine the redshift density of the pLLSs+LLSs at z 1. The QSOs were selected to be bright enough that 15-minute exposures with the lowresolution G140L grating provided high enough S/N to detect Lyman limit absorption with an optical depth at the Lyman limit of τ LL 0.2 (i.e., log N H I 16.4). Of the 140 proposed QSOs, 61 were observed; the redshift, RA, and DEC for each observed QSO are summarized in Table 1 .
Information on COS can be found in Green et al. (2012) and Holland et al. (2014) . In short, we used the G140L central wavelength setting λ c = 1280Å, giving wavelength coverage of λ = 900-2400Å (although the usable range is typically λ = 1100-2100Å). A detector gap from λ = 1165-1280Å is present, blocking access to the Lyman limit for absorbers at z ∼ 0.22-0.29. The data were processed with CALCOS (v 2.13.6). The resolution of the G140L grating is R ≈ 2300 at λ = 1280 A, and it has a dispersion of 80.3 mÅ pixel −1 . We rebin the data during analysis to R ≈ 1250, yielding a typical signal-to-noise ratio of S/N ∼ 2-10 per binned pixel (320 mÅ) in unabsorbed regions. This is sufficient to reveal H I Lyman continuum absorption at τ LL 0.2 and strong Lyman series lines.
We searched for one or more pLLSs/LLSs in the continuum of each QSO using the break at the Lyman limit as the indicator. We use the Lyman series lines to confirm the presence of a break, especially when a second break is present at a similar redshift, since the higherredshift break can partially obscure the depth of the flux decrement of the lower-redshift break. We found 32 sightlines with at least one pLLS or LLS, and have a total of 47 pLLSs and LLSs. Our search is sensitive to absorbers with log N H I 16.4, although it is incomplete below log N H I ≈ 16.8. Despite this, the study is still sensitive to all metallicities across the entire N H I range (i.e., we are not biased against low-or high-metallicity systems at low N H I ). Thus, our results are not biased due to this incompleteness.
In Figure 1 , we show the G140L spectra of 3 QSOs with examples of weak, moderate, and strong pLLSs/LLSs along their sightlines. The overplotted red curve is a composite QSO spectrum (Telfer et al. 2002) with the best adopted absorption model applied (see §2.3.1). The S/N is not sufficient enough to model the Lyman series lines to determine N H I , but is sufficient to accurately estimate N H I from the strength of the break at the Lyman limit (see §2.3.1). The recovery of flux at the blue end of the spectrum can provide useful constraints on the H I column density even when the absorption near the Lyman limit is strongly saturated. At the highest column densities (log N H I 18.0, depending on redshift), however, the recovery is not present, and we can only derive a lower limit on the H I column density. We finally note that the data at λ < 1165 A, blueward of the detector gap, generally do not have enough continuous wavelength coverage at high enough S/N to allow us to reliably find pLLSs and LLSs and measure their properties. Therefore, our survey only covers 0.4 ≤ z abs ≤ 1.0.
Ground-Based Observations
We targeted all sightlines containing at least one pLLS or LLS for ground-based follow-up observations to measure the strength of the Mg II λλ2796, 2803 doublet. We had a completion rate of 97% (31/32 pLLS-or LLSbearing sightlines). We used three spectrographs to collect the Mg II observations: the Multi-Object Double Spectrograph (MODS) on the Large Binocular Telescope, the Magellan Echellette Spectrograph (MagE) on Magellan, and the High Resolution Echelle Spectrometer (HIRES) on Keck I.
In Table 2 , we summarize the new sample of pLLSs+LLSs with basic measurements (z; N H I ; Mg II equivalent widths; N Mg II ; velocity integration ranges, [v 1 , v 2 ]; § §2.3 and 2.4 present these measurements and adopted results), the source of the Mg II data, and the absorbers that will be excluded from our W16 pLLSs+LLS sample (see §2.4).
S/N and Detection Limits
We acquired sufficient S/N in our spectra so any non-detections of Mg II were sensitive to metallicities [X/H] ≤ −1.3. Since this sensitivity limit depends on Figure 1 . Examples of low-resolution COS G140L spectra from our snapshot survey, showing a weak (top), moderate (middle), and strong (bottom) pLLS/LLS. The recovery of flux near the blue end is useful in constraining the strength of the flux decrement and hence the NH I of the pLLS/LLS. The lack of a recovery in the strongest LLS only allows us to determine a lower limit for the H I column density. The flux at 1150 λ 1300Å is missing due to the gap between the COS detectors. Examples of low-, moderate-, and high-column density Mg II absorption observed with the MODS spectrograph. With these low-resolution (R ≈ 4000), good S/N MODS spectra, we can detect Mg II absorption even for weak absorbers, and can perform moderate saturation correction using the ratio of the doublet lines.
N H I and the brightness of the QSO, there is a broad range of S/N for each instrument (see the sections that follow). Furthermore, for some MODS sightlines, we acquired additional follow-up exposures for non-detections with insufficient S/N; however, we did not need to follow up any sightlines if there was already a clear detection of Mg II. This further increases the range in S/N seen in the MODS data.
With this strategy, the metallicities in our sample are unbiased despite using spectrographs with different resolutions. A posteriori, we checked that neither the upper limits nor the lower limits on the metallicity were affected by the resolution and we saw no instrumental bias. Thus, the metallicity spread of the pLLSs and LLSs is an intrinsic property of these absorbers, not an artifact from using different instruments. We note, however, that for most pLLSs and a reasonable amount of telescope time, we are typically sensitive to the metallicity range −2
[X/H] −1.3; the only exception is toward J1500+4836 where, thanks to the relatively high N H I of this pLLS, we managed to push the limit to <−2.5 with additional HIRES observations.
MagE and HIRES Observations
The MagE spectrograph was used to observe 5 sightlines, which represents 6 pLLSs+LLSs. Of these, 4 pLLSs+LLSs are included in the W16 sample; 1/4 ultimately yielded a limit on N Mg II . The 2 excluded pLLSs/LLSs are above our N H I cutoff (see §2.4). For the MagE data, exposure times varied from 600 to 900 s. The final spectra were single exposures. The resolution of MagE is R ≈ 4100. The S/N of the MagE spectra range from 17 to 51 (median 35) per pixel. To reduce the MagE data, we used the MASE reduction pipeline written for the MagE spectrograph (Bochanski et al. 2009 ). The HIRES spectrograph was used to observe 14 sightlines, which represents 20 pLLSs+LLSs. Of these, 11 pLLSs+LLSs are included in the W16 sample; 6/11 ultimately yielded a limit on N Mg II . Of the excluded 9 pLLSs/LLSs, 2 are above our N H I cutoff and 7 have lower limits on both N H I and N Mg II simultaneously (see §2.4). For the HIRES data, exposure times varied from 1000 to 3000 s and typically was 1800 s. The final spectra were typically S/N-weighted coadditions of multiple exposures (occasionally they were single exposures). The resolution of HIRES using the C1 decker is R ≈ 45000 and using the C5 decker is R ≈ 34000 (about half of the data were collected with each). The S/N of the HIRES spectra range from 6 to 27 (median 14) per pixel. We used the XIDL HIRES Redux pipeline 3 to reduce the HIRES data (see, e.g., Lehner et al. 2014 and O'Meara et al. 2015 for more details). Details of the reduction pipeline can also be found in Bernstein et al. (2015) .
MODS Observations
The MODS spectrograph was used to observe 14 sightlines, which represents 21 pLLSs+LLSs.
4 Of these, 15 pLLSs+LLSs are included in the W16 sample (see §2.4); 6/15 ultimately yielded a limit on N Mg II . Of the excluded 6 pLLSs/LLSs, 3 are above our N H I cutoff and 3 have lower limits on both N H I and N Mg II simultaneously (see §2.4). Because the data reduction pipeline for the MODS spectrograph has been developed more recently, we describe the MODS setup and data reduction process in more detail; information can also be found in the MODS Instrument Manual.
5 The MODS double spectrograph has two modes of operation: singlechannel (blue or red) and dual, in which a dichroic splits the beam to simultaneously collect blue and red spectra. When in blue-only (red-only) mode, the G400L (G670L) grating is used with a central wavelength of 4000Å (7600Å) and has wavelength coverage λ = 3200-6000 A (5000-10000Å). When in place, the dichroic greatly reduces the sensitivity in the region where the blue and red bandpasses overlap near 5500Å, so MODS is used in single-channel mode when the Mg II absorption lines would lie near these wavelengths. With the dichroic in place, the blue G400L and red G670L gratings have effective wavelength coverages of λ = 3200-5650Å and 5650-10000Å, respectively.
Our data were acquired with the LS5×60×0.3 slitmask, a 0.3-arcsecond-wide longslit, with exposure times ranging from 2×600 s to 3×600 s. The resolution of MODS using the 0.3-arcsecond longslit is R ≈ 4000. The S/N in the reduced MODS spectra are roughly S/N ∼ 20-110 (median 47) per pixel. There is a large range in S/N because the clear detection of Mg II in a spectrum (i.e., not an upper limit) does not require high S/N to estimate its column density. Figure 2 shows examples of MODS spectra with low, moderate, and high Mg II column densities. The ratio of the lines of the doublet is useful for moderate saturation correction, as discussed in §2.3.2. For example, the leftmost plot in Figure 2 shows extremely weak (but detectable) unsaturated absorption, the middle plot shows unsaturated absorption, and the rightmost plot shows saturated Mg II absorption at a level we are able to correct.
To reduce the MODS data, we followed the MODS data preprocessing procedure (modsCCDRed), then processed the data with the reduction pipeline, modsIDL, developed at The Ohio State University. 5 The modsIDL pipeline is based on the LowREDUX reduction pipeline 6 written for longslit spectra, with additional features specific to the MODS spectrograph, including better treatment of sky subtraction for MODS data and mask slit-finding. When multiple spectra of an object were taken in consecutive exposures (on a single night), the raw images were coadded (S/N-weighted average) prior to being sent through the reduction pipeline. When multiple spectra of an object were collected on different nights, the final spectra were coadded postreduction to allow for variations in each night's calibrations. b There is evidence for several Mg II components at the redshift of the absorbers.
c We were unable to separate two breaks at the Lyman limit, despite evidence for two Mg II absorbers separated by ∼1000 km s −1 . Since we were unable to independently measure the H I column densities, we combined the Mg II column densities of the two systems to estimate the adopted N Mg II , and therefore the metallicity. If we were to only include the absorption from the Mg II system nearer the redshift of the predominant break at the Lyman limit in each case, the metallicity would only change by ∼0.1 dex. The velocity integration ranges for both systems are based on the redshift given for the first system.
Analysis 2.3.1. H I Column Density
We measure the optical depth at the Lyman limit, τ LL , to estimate the H I column density from the break at the Lyman limit (N H I = τ /σ, where σ = 6.3 × 10 −18 cm 2 is the absorption cross-section of the hydrogen atom at the Lyman limit (Spitzer 1978) ). We first identify the presence of a pLLS or LLS using the break at the Lyman limit, often with confirmation from Lyman series lines; no other lines (e.g., metal lines) are used in the identification or measurement of H I absorption. Next we determine the redshift using the Lyman series lines. To estimate N H I , we define the flux continuum on the red side of the break (λ ∼ 950-1250Å) using a composite, low-redshift, QSO spectrum (Telfer et al. 2002) , scaled to match the continuum level and spectral slope of the data. 7 A model break is applied at the Lyman limit to the composite QSO spectrum and the flux decrement on the blue side of the break is adjusted to match the observations, yielding an estimate for N H I . The errors on N H I were estimated by adjusting N H I higher and lower than the best fit until the model was clearly inconsistent with the observed flux; we took these to represent 2σ extrema (the errors reported in Table 2 are 1σ). Thus, since the redshift is set using the Lyman series lines and N H I is measured from the depth of the flux decrement of the break at the Lyman limit, z and N H I are independent measurements (and the uncertainties associated with each are independent, as well).
Two of us (C. B. W. and J. C. H.) independently identified and fit pLLSs/LLSs in the spectra. They then compared and reconciled their results, using the independent fits as a guideline to come to a consensus, for the number of pLLSs/LLSs in each QSO spectrum and their redshifts and column densities. There was generally a very good agreement between the independent identifications and measurements, with all redshifts and N H I agreeing to within 1σ. In one case there was significant disagreement regarding the presence of a secondary pLLS, so we consulted a third collaborator.
One challenge inherent in the process is fitting multiple breaks; for example, the break in flux of a pLLS or LLS (especially if it is a weak pLLS with log N H I ∼ 16.5) may be obscured if it has a similar redshift to the convergence of the Lyman series lines (in which the H I lines from 910-925Å blend together) from a lower-redshift pLLS or LLS. The Lyman series lines can be used to confirm the presence of a second absorber in a given sightline, although blending can sometimes make this difficult or impossible. Thus we have a bias against finding low N H I systems (log N H I < 17.2) within ∆z 0.01 of a lower-redshift LLS -the so-called "pLLS bias" (Prochaska et al. 2010) .
Our adopted H I column densities are summarized in Table 2 , and the distribution of column densities is shown in Figure 3 . Overall, since the W16 sample was H I-selected, the H I column densities are driven by the column density distribution function (see, e.g., Ribaudo et al. 2011; Prochaska et al. 2010) ; i.e., there was no a Figure 3 . H I column density distribution for the L13 sample (blue) and this work (orange). The hatched regions signify lower limits. The H I column densities now more-uniformly cover a broad range (16.1 < log NH I 18.5). We are less sensitive to low-NH I absorbers above z 0.8-1.1 due to lower S/N above λ ∼ 1700Å. Note that 3 systems from the L13 data set are not shown here, since they are above the log NH I = 17.7 cutoff.
priori bias against weak or strong absorbers, so there is a much larger number of pLLSs than LLSs. Combining our sample with that of L13, we have a stronger weighting to log N H I > 16.7 absorbers than the L13 sample alone. In Figure 4 we show the N H I distribution as a function of redshift. There is a small bias against weak N H I absorbers at high redshift (z 0.8-1.1), but this should not affect our results. Data included in our adopted sample (see §2.4) are plotted as filled circles, while excluded pLLSs/LLSs are shown as open circles.
Mg II Column Density
Measurement of the Mg II λλ2796, 2803 column densities was done using the apparent optical depth (AOD) method described in Savage & Sembach (1991) ,
where N a (v) is the apparent column density per unit velocity, f is the oscillator strength and λ is the wavelength of the transition inÅ from Morton (2003) , and F obs (v) and F c (v) are the observed and modeled continuum flux, respectively. To estimate F c (v), a continuum is applied to the spectrum by fitting absorption-free regions on either side of the Mg II absorption with a Legendre polynomial (typical orders of 2-4). Integrating over the N a (v) profile gives the total apparent column density. The integration is performed over the total width of the lines, except where no Mg II is found. In those cases, we assume the redshift from the Lyman limit (with an uncertainty of ±0.001, or ∼300 km s −1 ; see §2.2.1) and integrate the Mg II spectrum between characteristic velocities for each instrument (MODS: ±100 km s −1 , MagE: ±100 km s −1 , HIRES: ±30 km s −1 ) to get a 2σ upper limit, as described by Lehner et al. (2008) . These characteristic velocity full-widths were set based on the full-widths of the weakest Mg II absorbers observed with each spectrograph. For the MODS and MagE absorbers, our exact choice of redshift (within the uncertainty) does not affect the upper limit estimate. For the HIRES absorbers, we estimate the upper limits by statistically sampling over a redshift range defined by a Gaussian (with a full width at half maximum of 300 km s −1 ) and integrating over the characteristic ±30 km s −1 to derive an upper limit; we perform this 100 times for each HIRES sightline with an upper limit (4), and use the median values as our adopted upper limits. The velocity integration limits, equivalent widths, and column densities for Mg II λλ2796, 2803 are listed in Table 2 .
We take the following steps to determine the final adopted Mg II column density in Table 2 . If the Mg II λλ2796, 2803 measurements are both lower (upper) limits, the adopted column density is the higher (lower) apparent column density of the two transitions. If one line gives an upper limit and the other gives a detection consistent with that limit, the column density from the detected transition is adopted. For detections with nonzero flux in the absorption, we compare the Mg II column densities derived using the λ2803 and λ2796 lines. If the two column densities agree to within 1σ (the measurement error), we take the average of the two as our adopted column density. If the difference between the λ2803 and λ2796 lines is greater than 1σ and less than 0.127 dex, this is evidence for saturation at a level we can correct using the method described by Savage & Sembach (1991) . In that case, the adopted N Mg II reflects this correction. If the separation is 0.127 dex or greater between the strong and weak transitions, the saturation level is too high to reliably correct. In that case, we apply the maximum correction of 0.15 dex to the apparent column density of the λ2803 line, and treat it as a lower limit.
Adopted Sample
In Figure 5 , we plot the adopted column densities of Mg II against those of H I for all of our absorbers (orange circles) along with those of L13 (blue circles). Our goal is to estimate the metallicity, so absorbers with lower limits on N H I cannot be used (very high H I column density systems have much different ionization corrections than those in the log N H I < 18 regime). Additionally, for the remainder of this paper, absorbers with log N H I ≥ 17.7 are excluded from the analysis. Beyond log N H I 17.7, our ability to accurately derive H I and Mg II column densities simultaneously is very limited (and is redshiftand metallicity-dependent). First, determining N H I for these column densities requires z > 0.5 LLSs to place the recovery on the blue end of the COS spectrum (see §2.1). In most cases, we are therefore only able to assign lower limits to N H I beyond 17.7 dex, and hence we cannot exclude that they are damped Lyα absorbers (DLAs; log N H I ≥ 20.3) or super-Lyman limit systems (SLLSs, 19 log N H I < 20.3). Second, at these H I column densities, Mg II becomes saturated even for relatively low-metallicity absorbers, providing little or no information on the shape of the MDF. Since unsaturated Mg II could only be observed in the lowest-metallicity absorbers (at these N H I ), this effect is metallicity-dependent. Thus, we exclude these data from our statistical sample; these LLSs are shown with open circles in Figure 5 . For the highest S/N COS data, we can accurately estimate N H I down to log N H I ≥ 16.4, but we are incomplete below log N H I = 16.8 owing to the inhomogeneous S/N of the COS G140L data.
In Table 2 , we indicate the absorbers that are excluded from the measurable pLLS+LLS metallicity sample of this work. In total, 17 absorbers were excluded, so our "W16" statistical sample has 30 pLLSs+LLSs with measurable metallicities at 0.4 z 1.1. In Figure 5 , we also display the L13 sample of 25 pLLSs+LLSs at 0.1 z 1.1 (3 of the 28 pLLSs+LLSs in L13 were above log N H I = 17.7, so they are removed from the combined sample for consistency with the W16 sample definition). Thus, the combined "L13+W16" sample consists of 44 pLLSs and 11 LLSs at 0.1 z 1.1. The H I column density coverage of this sample (orange dots) plus the L13 sample (blue dots) is roughly double that of the L13 sample. The solid and dashed curves are metallicity estimates assuming z = 0.7. Above log NH I 17.7, we cannot reliably estimate the metallicity of the absorbers in the low-resolution sample because (1) the Mg II lines easily saturate, giving us a lower limit on NMg II, and (2) we are unable to reliably estimate the H I column densities, giving us also a lower limit on NH I. These systems (open circles) are excluded from our statistical sample ( §2.4).
DETERMINING THE METALLICITIES OF THE pLLSs AND LLSs
Since pLLSs and LLSs are almost entirely ionized and the column densities of only select metal ions and of H I are known, large ionization corrections are required to estimate their metallicities (L13). Owing to the low-resolution, low-S/N COS G140L spectra of our new sample, detailed ionization models requiring several ions to constrain the ionization parameter (U ; defined as the ionizing photon density/total hydrogen number density) and the metallicity cannot be applied. We introduce a new approach to estimating the metallicities of pLLSs/LLSs, and demonstrate that with a previouslyderived distribution of the ionization parameters for pLLSs and LLSs at z 1, we can accurately estimate the metallicity of an absorber using only observations of N H I (from our COS G140L observations of the break at the Lyman limit) and N Mg II (obtained from groundbased observations). Given that this method can make use of only low-resolution spectroscopy and provides a less-precise metallicity estimate than detailed modeling, we refer to these metallicity estimates hereafter as the "low-resolution metallicities."
Ionization Corrections
To determine the metallicity of an absorber, one would ideally use observations of all ionization states of a given species and of hydrogen. For example, to obtain the ratio of Mg/H, one would ideally use
However, we neither have access to all of the ionization states of the metals (in this case Mg 0 , Mg +2 , Mg +3 , Mg +4 , . . . ) nor to H + in absorption. In the predominantly-photoionized pLLSs/LLSs (Fumagalli et al. 2016) , the vast majority of the total H column density is in the form of H + . Thus, the available species, e.g., Mg II and H I, probe only a small fraction of the total metals and hydrogen in these systems.
Given that we do not have access to a majority of the ions that dominate the total column densities, we would be required make ionization corrections to the observed metal and H tracers to determine the metallicities of pLLSs/LLSs. We would do this by constructing photoionization models (e.g., using the Cloudy photoionization code ; Ferland et al. 2013) . We would use ratios of observed metal ions (e.g., O II, O III, C II, C III, Si II, Si III; see Lehner et al. 2013; Werk et al. 2014; Crighton et al. 2015; Fumagalli et al. 2016) to constrain the properties of the models. We would then use the output of these models to make corrections for unobserved ionization states, for example, writing the ratio of Mg/H:
where x(X +i ) is the ionization fraction for the atom or ion X +i , defined
a quantity that is derived from photoionization modeling. We would write the ionization correction factor (ICF) for converting the observed column densities to the ratio of the ionization fractions of H 0 and the ion of interest, X +i , as:
In the case of Mg/H, then, the gas-phase abundance of Mg relative to its solar system abundance is:
In what follows we adopt solar system abundances from Asplund et al. (2009) , i.e., for Mg, log(Mg/H) = −4.47.
This approach to estimating gas-phase abundances would be done on an absorber-by-absorber basis. Determining accurate column densities usually requires high resolution and high S/N for the detection of often-weak metal ion absorption and to assess potential line saturation, which can affect the validity of the column densities used for both modeling the ionization and ultimately determining the abundance of the gas. To sum up, high resolution, high S/N observations of multiple ionization states are required to constrain simultaneously the ionization parameter (U ) and the metallicity ([X/H]).
"Low-Resolution" Metallicities
Determining the ionization correction as described in §3.1 requires high-resolution observations (collected from space for absorbers with redshifts z 1) of several metal ions and H I to constrain U . While we can accurately estimate N H I in the COS G140L spectra ( §2.3.1), their resolution and S/N are too low to sensitively detect absorption from metal ions. Mg II is, however, accessible with ground-based observations and, as discussed in L13, it provides strong constraints on the metallicity of a pLLSs or LLSs once U is known.
With only a single metal ion in most cases (Mg I is rarely measurable, except in the strongest absorbers), we cannot constrain the ionization parameter with Cloudy simulations. However, from the work of L13 we know the properties of the distribution function of log U for pLLSs/LLSs at z 1, which is shown in Figure 6 as the green histogram.
8 This distribution is relatively well-confined, with log U = −3.1 ± 0.6 (standard deviation). In addition, the curves in Figure 6 show the ICF(Mg + ) for several H I column densities at a redshift z = 0.58 (the median redshift of our sample). The ICFs do not vary strongly over the range of log U probed by the z 1 pLLSs/LLSs; dropping the highest and lowest values for log U , the maximum change for a given N H I curve over the range of ionization parameters probed by the remaining L13 absorbers in Figure 6 is ∼0.5 dex. The relatively small variations in the ICF are due to the similarity of the ionization potentials of H I and Mg II and a lack of any strong spectral features in the typical UV radiation fields responsible for the ionization. Together these imply that instead of undertaking a detailed ionization model to match many constraints, we can derive a characteristic ICF for each pLLS/LLS based on the mean pLLS+LLS properties at z 1 that is not too far from the ICF that would be derived from detailed modeling. We will use the distribution of ion- Across −4 log U −2, the ICF is relatively flat, only varying by <0.5 dex. The histogram shows the log U distribution of the L13 sample, derived using detailed ionization corrections. It is relatively narrow, with the 68% confidence interval at ±0.6 dex. That is, the ionization parameter for a pLLS or LLS at z 1 is likely log U = −3.1 ± 0.6 (standard deviation). Thus, rather than using detailed corrections to constrain the ICF of an absorber, we can use the expectation value of the ICF probability distribution. We can apply this to our entire sample because the ICF remains relatively flat at each NH I in our sample for this range of U .
ization parameters found by L13 as an input probability distribution of log U values for each pLLS/LLS. While we do not know the ionization parameters for any of these individual systems, the errors we make in assigning a metallicity by using this relatively narrow log U distribution are not large given the limited variation in the ICFs with log U (see Figure 6) . Measurements of N H I and N Mg II then suffice to estimate the metallicities of the pLLSs and LLSs at z 1 in our sample.
For each absorber we calculate the ICF probability distribution, P (ICF[z, N H I ]), and from this the expectation value of the ICF, ICF[z, N H I ] . We assume the ICF predicted by a specific Cloudy model (v13.03; Ferland et al. 2013 ) has an intrinsic uncertainty of 0.1 dex, distributed normally. This assumption allows for uncertainties in the atomic data, input conditions, and simplifications of the models. The choice of the dispersion is motivated by the ability of Fumagalli et al. (2016) to recover input model results in their tests and by past experience modifying the assumptions in such models. We note that the shape and width of the output ICF distributions are not dominated by this choice. Thus, at each log U we assume the ICF is characterized by a Gaussian probability distribution, φ(ICF), with an intrinsic dispersion σ = 0.1 dex. We further assume that each absorber's ionization parameter is given by the distribution seen in the L13, φ(log U ), which we model as a Gaussian fitted to the observed distribution.
9 Finally, we note that the adopted log U distribution is independent of metallicity, N H I , and z, as demonstrated in Figure 7 , where we show log U as a function of these parameters for the L13 sample (using the L13 results). We note that 3 LLSs with log N H I > 17.7 have U values smaller than the mean, but the sample of these strong LLSs is small and those absorbers are not included in our statistical sample.
The resulting ICF probability distribution for each absorber is derived by integrating over the ionization parameter:
thus collapsing the equivalent of Figure 6 over the log U dimension. The expectation value of ICF for each absorber is then:
We use these expectation values to estimate the metallicity of each absorber according to Equation (7).
To demonstrate the properties of the predicted corrections, we show in Figure 8 the expectation value of ICF as a function of N H I as the thick black line (for the median redshift of our survey). The 68% and 95% confidence intervals are marked in blue and orange, respectively. Neither the expectation values nor the confidence intervals of the ICF vary strongly with N H I , with a full range of just ∼0.3 dex in the expectation values at the 68% confidence interval. At a fixed N H I , we expect only a mild evolution in the ICF with redshift, as the radiation field changes. The inset shows a probability distribution in log ICF for the absorber toward J0950+3025, which has both a redshift and H I column density very close to the median values from our sample. This P (ICF) distribution is typical of those derived for our absorbers. The expectation value is shown in black, while the 68% and 95% confidence intervals are again shown in blue and orange, respectively. The distribution is notably asymmetric, an effect largely due to 9 We performed a Kolmogorov-Smirnov test and found that the L13 log U distribution was not statistically distinguishable from a Gaussian distribution (p = 0.56). While these results do not imply that the log U distribution is Gaussian, its small variation from normal makes very little difference to the final results. We thus adopt a Gaussian with a mean log U = −3.094 and a standard deviation σ = 0.552 for simplicity. Ionization parameter, log U , as a function of: metallicity (left); H I column density (middle); and redshift (right) for the L13 pLLSs and LLSs at z 1. There is no trend between log U and any of these parameters.
concave shapes of the ICFs as a function of log U (see Figure 6 ). The confidence intervals are also asymmetric, although the sense of the asymmetry is often different for the 68% and 95% confidence intervals. Due to the extended tail seen at high ICF, the expectation value is at a slightly higher ICF than the maximum value (peak) of the P (ICF) distribution, as seen in the inset of Figure 8 .
To test this probabilistic approach to determining ICF against the typical detailed method, we show in Figure 9 the ICFs of the L13 sample derived using the typical method (blue histogram) and the sum of the predicted ICF distributions using the low-resolution method (orange curve) for the same sample. There is a very good agreement between these methods, suggesting that the derived ICF is primarily driven by redshift due to a changing ultraviolet background (UVB) radiation field. This suggests that the characteristic ICF for each pLLS/LLS based on the mean pLLS+LLS properties at z 1 is an appropriate estimate of the ionization properties of the absorbers.
Validating the "Low-Resolution" Method
To test the low-resolution method outlined above, we estimate the metallicity of a sample of 22 pLLSs/LLSs from L13 using our low-resolution method and compare those with the metallicities derived in L13 using detailed ionization corrections. We use 18 of the 19 Mg II measurements available in L13 (one absorber is above log N H I = 17.7 so is not included in the comparison), notably supplemented with new Mg II column densities for 5 additional absorbers for which L13 did not have Mg II measurements (one of these absorbers is also above log N H I = 17.7 so is not included in the comparison). The metallicities of these 5 systems were Figure 8 . Mean ICF as a function of NH I at z = 0.58 (the median redshift of our pLLSs+LLSs). The black line shows the ICF expectation value that would be adopted for an absorber at z = 0.58. The 68% and 95% confidence intervals are marked in blue and orange, respectively. The one-sidedness of the errors are due to the shape of the ICF as a function of log U . There is little variation in the ICF across NH I, rising by just ∼0.3 dex at higher H I column densities (log NH I > 18.0, beyond the NH I range of the L13+W16 sample). The adopted ICF is determined from the expectation value of the ICF probability distribution function, P (ICF). The inset shows an example of P (ICF) as a function of ICF for a specific absorber, with the ICF expectation value for that absorber marked as a black point.
derived by L13 using other ions (i.e., without knowledge of Mg II); Mg II was significant in constraining the majority of the other 19 systems. The properties of the 5 new Mg II measurements are listed in Table 3 . The remaining systems in L13 do not have any Mg II observations. To sum up, of the 19+5 absorbers with Mg II column density measurements, 18+4 are not beyond our ICFs derived using detailed modeling (blue histogram) and probabilistically-determined ICFs (orange curve) for the L13 data. There is a very good agreement between these methods, suggesting that the characteristic ICF for each pLLS/LLS based on the mean pLLS+LLS properties at z 1 is an appropriate estimate of the ionization properties of the absorbers. The P (log ICF) curve has been scaled to contain the same total area as the L13 ICF histogram.
cutoff of log N H I = 17.7, contributing 22 systems to this comparison. The remaining 4 absorbers in L13 do not have Mg II so cannot be used in this comparison. . Non-detections are denoted by "<" and are listed at 2σ upper limits. Lower limits are denoted by ">". a There is evidence for several Mg II components included in the adopted N Mg II . This absorber is excluded from the L13+W16 sample because log N H I > 17.7. b L13 included only the H I component associated with the pLLS, estimated to be log N H I = 16.24 ± 0.03. Near that pLLS, there are two more components spreading from −200 to +120 km s −1 , with in particular a strong absorption in the metal lines (e.g., C III and O III) at −125 km s −1 . With the MODS observations, Mg II is not resolved and it is apparent there is extra absorption at negative velocities. We therefore estimate the total N H I in that absorber to compare with Mg II and estimate the metallicity using the low-resolution method. Table 4 lists the absorber redshifts, Mg II column densities, and metallicities derived in both ways for these 22 pLLSs/LLSs. Figure 10 plots the metallicities derived using the low-resolution method against those derived with the detailed ionization models of L13. In this figure, the error bars on the low-resolution [Mg/H] abundances represent the 68% confidence interval in the applied ICFs added in quadrature with any uncertainty in the column density measurements not already included in the [X/H] L13 error bars (i.e., for new Mg II measurements, the uncertainty in N Mg II is included). The diagonal error bars represent correlated uncertainty from column density measurements, affecting both the L13 and W16 metallicity estimates equally.
The two methods produce very good agreement for both low-and high-metallicity systems. The 4 out of 5 pLLSs+LLSs with no Mg II in L13 exhibit similar metallicities using the two methods. Whereas Mg II played a role in the L13 metallicity determinations for most absorbers, the metallicities derived here for these 5 systems share only the H I column densities with the L13 metallicities. The most discrepant value is toward SBS1122+594 where the metallicities differ by 0.35 dex between L13 and the low-resolution approach. This difference can be understood considering the highresolution COS observations from L13. Indeed, within 150 km s −1 of this pLLS, there are 2 other absorbers with log N H I = 15.90 and 16.01. The metallicity in the latter one is similar to the pLLS metallicity, but the one with log N H I = 15.90 has a metallicity [X/H] −0.35 (J. Ribaudo et al. 2016, in prep.) . For the low-resolution method, we have to consider these 3 absorbers together, yielding a metallicity intermediate between the actual pLLS metallicity and the higher metallicity absorber. This demonstrates a limitation of the low-resolution method, but on the other hand this only affected 1 absorber in 22. Figure 10 , are consistent with our expectations given the ICF probability distributions; the 68% confidence interval for the ICFs spans 0.29 dex on average, while the 68% confidence interval for ∆[X/H] spans 0.33 dex. The top panel of Figure 10 shows the residuals ∆[X/H] as a function of metallicity, where there is no evidence for any no- Table 4 continued The low-resolution metallicity method described here provides a new approach to determining the metallicity of pLLSs and LLSs at z 1 without the need to measure a large suite of metal ions. The ion Mg II is especially advantageous for this method both because of its observational characteristics -its doublet nature makes its identification reliable and straightforward, in addition to providing the ability to correct for moderate saturation -and its ionization characteristics, which show that the derived ionization corrections do not depend strongly on the ionization parameter ( Figure 6 ). Additionally, Mg is an α-element, so its abundance should follow the same nucleosynthesis α-element pattern as the metals used in L13 at z 1. Finally, dust depletion of Mg at these N H I values is unlikely to be important (see L13 and Fumagalli et al. 2016 ).
There are some limitations to the method, however. While the strength of the Mg II λλ2796, 2803 doublet is an asset for detecting low-metallicity gas at z 1, it saturates quickly at all metallicities for equivalent widths of W 0 (2796) 200 mÅ. Without the suite of ions available in the UV, the low-resolution approach only enables us to derive a lower limit for the metallicity in that situation. Finally, with low-resolution data, we are unable to study the detailed velocity structure of the absorbers. We compare the entire Mg II column density with the entire H I column density, assuming a constant metallicity across all velocity components. This could lead to inaccurate metallicities if there are multiple systems with different metallicities very close in redshift. We in fact clearly observe that effect in 1 case (see above), and some absorbers with discrepancies of 0.2-0.3 dex may also be the result of a variation of the metallicity across the velocity profiles near the pLLSs/LLSs. However, this effect remains small (typically <0.2-0.3 dex on the metallicity) and hence the MDF of the pLLSs and LLSs can still be reliably determined using the low-resolution method at z 1.
We note that the low-resolution method would be more challenging at z 1 because the MDF at higher redshift exhibits lower metallicities on average (see, e.g., Lehner et al. 2016; Fumagalli et al. 2016) ; it is much more difficult (i.e., it requires much higher S/N data) to place stringent limits on the Mg II column density for very low-metallicity absorbers with [X/H] < −2 that are common at higher redshifts. As described in §3.3, the low-resolution method works well for the pLLSs and LLSs explored in L13. Although the N H I distributions in this work and L13 are not the same, there is significant overlap over the range of N H I studied here (see Figure 3 ; all but one of the L13 absorbers in our adopted sample were pLLSs). There is no evidence from L13 that the log U distribution is different for the higher values of N H I (see Figure 7) . We therefore apply the low-resolution method described in §3.2 to our 30 pLLSs+LLSs to derive their metallicities (including 13 upper limits, confined to [X/H] < −1, and 6 lower limits, confined to [X/H] ≥ −1). We summarize our results in Table 5 , and in Figure 11 we show the MDFs of the pLLSs and LLSs in our sample.
10 While the L13 sample included both pLLSs and LLSs, the approach taken here is different. We will show that the MDF of the optically-thick LLSs does not necessarily follow that of the optically-thin pLLSs. For this reason, we discuss these two populations separately.
As seen in Figure 11 , the metallicities of the pLLSs range from [X/H] < −2.4 to −0.1 (where "X" for the W16 sample is Mg), although absorbers with only lower or upper limits could reside beyond these bounds. The range of metallicities is similar to the L13 sample. The MDF of the W16 pLLSs is clearly bimodal, with a paucity of systems at [X/H] = −1, consistent with L13. We test the bimodality of the W16 pLLSs using the Gaussian Mixture Model (GMM; see Muratov & Gnedin 2010) and the dip statistic (Hartigan & Hartigan 1985) , as performed in L13. There is a 97.4% probability that the MDF of the W16 pLLSs is bimodal according to the dip test. The GMM test rejects a unimodal distribution at the 99.8% confidence level. In both tests, limits on the metallicities are treated as actual values; the means of the two peaks would separate further if the true metallicities of the limits were known.
To determine the mean metallicities of the lowmetallicity ([X/H] < −1) and high-metallicity ([X/H] ≥ −1) branches of the bimodal pLLS MDF, we use a survival analysis, which takes into account the large number of limits in the W16 sample. We are able to make use of a survival analysis because we cover a broad range in N H I in both the low-and high-metallicity branches. Except for the special case of J1500+4836 (where we obtained additional HIRES exposures to greatly improve the S/N in this [X/H] < −2.5 pLLS; see §5), the upper and lower limits are evenly-distributed across their metallicity branches, [X/H] < −1 and [X/H] ≥ −1, respectively. The limits are a mixture of MODS, MagE, and HIRES observations at similar metallicities. There is no evidence for a difference in the sensitivity to upper limits (and, to an extent, lower limits) based on the instrument used (i.e., based on the resolution of the spectra), which would otherwise cause a bias. We therefore apply the Kaplan-Meier product limit estimator as described by Feigelson & Nelson (1985) and Isobe et al. (1986) and implemented in ASURV Rev 1.2 program (LaValley, Isobe, & Feigelson 1992) .
The mean metallicity of the low-metallicity branch of the pLLS MDF is [X/H] = −1.96 ± 0.16 (1.1% solar) and of the high-metallicity branch is [X/H] = −0.36 ± 0.05 (44% solar) using the Kaplan-Meier estimator. The errors quoted are the Kaplan-Meier errors on the mean value. The mean of the low-metallicity branch is biased slightly high because the lowest-metallicity point, an upper limit, is considered a detection in the KaplanMeier estimator. To check for consistency with the survival analysis, we use the GMM algorithm to estimate the means of the two metallicity branches using a homoscedastic split. This yields ∆[X/H] ≤ −1.74 ± 0.09 for the low-metallicity branch and ∆[X/H] ≥ −0.42 ± 0.06 for the high-metallicity branch of the W16 pLLSs. The dispersion in each branch is σ 1 ≡ σ 2 = 0.23 ± 0.05. Since the GMM does not properly treat the upper and lower limits, the means of the low-and high-metallicity peaks derived with the test are taken as upper and lower limits, respectively, consistent with the values derived using the Kaplan-Meier estimator.
In contrast to the pLLSs, the MDF of the opticallythick W16 LLSs is not clearly bimodal. While the number of LLSs is still too small to robustly describe the shape of the MDF, we infer some tentative results: (1) 10 In two cases, we were unable to separate two Lyman limit breaks, despite evidence for two Mg II absorbers separated by ∼1000 km s −1 . These are marked in Table 2 with "N H I = . . . ". Since we were unable to independently measure the H I column densities, we combined the Mg II column densities of the two systems to estimate the adopted N Mg II , and therefore the metallicity. If we were to only include the absorption from the Mg II system nearer the redshift of the predominant Lyman limit break in each case, the metallicity would only change by ∼0.1 dex. The goals of our study are to increase the original sample of L13 in order to more robustly determine the metallicity distribution of the pLLSs and LLSs at z 1 and to build a more representative sample in H I column density (see §4.1 and Figure 3) . The combined L13+W16 sample consists of 55 pLLSs and LLSs, doubling the L13 sample and providing a much better sampling in the range 16.7 < log N H I < 17.7.
In Figure 12 we show separately the MDFs of the L13+W16 pLLSs and the LLSs. With 44 absorbers, the MDF of the pLLSs is consistent with a bimodal distribution. The probability that the MDF of the joint L13+W16 pLLS sample is bimodal is 95.3% according to the dip test, and the GMM test rejects a unimodal distribution at the >99.9% confidence level. Limits on the metallicities are treated as values in both tests. There are 25 pLLSs with [X/H] < −1 and 19 with [X/H] ≥ −1. Hence the fraction of pLLSs in the low-metallicity branch of the MDF is (57 ± 8)% (68% confidence interval using the Wilson score interval). Using the Kaplan-Meier statistic (see §4.1), we derive [X/H] = −1.87 ± 0.11 and [X/H] = −0.32 ± 0.07 as the means of the low-and high-metallicity branches, respectively, of the L13+W16 pLLS MDF. To compare Figure 11 . Metallicity distribution functions (MDFs) of the W16 pLLSs (20; top) and the LLSs (10; bottom) at 0.4 z 1.1. The MDF of the pLLSs is double-peaked, with a 97.4% probability that it is bimodal. The shape of the W16 LLS MDF is unclear owing to the sparsity of data and the high fraction (40%) of lower limits. The vertical lines are the means of the low-and high-metallicity branches of the pLLSs derived from a survival analysis.
this with the results of L13, we recalculate the means of the L13 pLLSs using the Kaplan-Meier statistic and find [X/H] = −1.68 ± 0.08 and [X/H] = −0.32 ± 0.11 for the low-and high-metallicity branches, respectively. The means of the L13+W16 pLLSs are consistent with those of the L13 pLLSs.
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Since the adopted L13 sample only adds one LLS to the combined L13+W16 sample, the shape of the LLS metallicity distribution is still difficult to assess. The conclusions drawn from the W16 sample in §4.1 still apply. We also note that, if we were to include the LLSs with 17.7 < log N H I < 18.5 (see §4.3), we would reach a similar conclusion, strengthening the inference that the metallicity distribution of the LLSs is different from that of the pLLSs.
Since the MDF in L13 contained both pLLSs 11 The mean of the low-metallicity branch of the W16 pLLSs is influenced by the strong outlier at [X/H] < −2.5, which partly explains the difference between the meants of the L13+W16 pLLSs and the L13 pLLSs. When this outlier is removed, we derive a mean for the low-metallicity branch of the L13+W16 pLLSs of [X/H] = −1.73 ± 0.06, in good agreement with that of the L13 low-metallicity branch. and LLSs, we show in Figure 13 the MDF of the pLLSs+LLSs in the L13+W16 sample. The MDF is double-peaked with a dip around [X/H] ≈ −1, consistent with the results of L13. The fraction of pLLSs+LLSs in the low-metallicity branch of the MDF is (56 ± 8)% (68% confidence interval using the Wilson score interval). The probability that the L13+W16 pLLS+LLS MDF is bimodal is 82.4% according to the dip test (this number was 88% in L13). The GMM test rejects a unimodal distribution at the 99.6% confidence level. In both tests, limits on the metallicities are treated as actual values; the means of the two peaks would separate further if the true metallicities of the limits were known. While the dip test suggests that the pLLS+LLS distribution is bimodal, it has a lower level of confidence than the MDF of the pLLSs alone (or than that of L13, which had only a few LLSs). This is primarily due to the differences between the pLLS and LLS populations, with 3-4 LLSs at −1.2 [X/H] −0.8, filling the metallicity gap of the pLLSs. Both simulations and observations suggest that the conditions of the gas being probed change as one looks at CGM absorbers of increasing N H I , from pLLSs through DLAs. For example, in the studies of the low-redshift CGM compiled by L13, the DLAs, SLLSs, and LLSs probed different ranges of impact parameters relative to their identified hosts, though with significant overlap (see their Figure 9 ). The pLLSs and LLSs in that sample were associated with galaxies projected 30-130 kpc from the QSO sightline (well within the virial radius, R vir ); the SLLS were found 10-85 kpc from their host galaxies; and the DLAs were found at impact parameters of only 5-25 kpc. Simulations at z ∼ 2-3.5 (e.g., Fumagalli et al. 2011a; Faucher-Giguère & Kereš 2011; van de Voort et al. 2012) show similar results: (1) most of the cross-section for DLAs is within the inner regions of halos; (2) gas with log N H I 19 (including pLLSs and LLSs) comprises most of the cross-section of cold accretion streams within R vir ; and (3) less than half of the cross-section for SLLSs is in accretion streams, suggesting they are intermediate to LLSs and DLAs. Furthermore, the ionization levels observed in absorbers from pLLSs through DLAs imply the level of ionization generally decreases with increasing H I column density. For photoionized gas, this corresponds to an increasing density with increased H I column density. LLSs typically have lower densities than those found in higher-N H I absorbers (see, e.g., Schaye 2001, though at z ∼ 3). While the connection is somewhat crude, examining the MDF for absorbers covering a broad range of H I column densities provides a measure of how the origins of the gas are changing with environment (impact parameter and density) within galaxy halos.
In Figure 14 we show the metallicity distribution of the pLLSs and LLSs from the L13+W16 sample (filled blue circles) as a function of N H I . The unbinned data show a clear deficit of pLLSs near [X/H] ∼ −1 and two clusters centered around −0.3 and −1.7 dex, fully consistent with our conclusions in §4.2. The open blue circles represent the data excluded from our statistical sample (see §2.4) for which we are able to derive the metallicity (or limit on the metallicity). In this figure we also show the metallicities of the SLLSs and DLAs at z 1, which are from the compilation made by L13 (see their Table 1 and references therein). The black square in the figure represents the mean metallicity of z < 1 SLLSs from the new analysis of Fumagalli et al. (2016) , where the horizontal bar indicates the range of the N H I bin and the vertical error bar represents the 25th/75th percentile of the composite posterior PDF. There is no clear indication that the MDF of Fumagalli et al. (2016) is inconsistent with a unimodal distribution.
The distribution of the data points for the SLLSs and DLAs in Figure 14 differ significantly from the pLLSs and LLSs, as already noted by L13. The metallicities of the SLLSs and DLAs are consistent with unimodal distributions, and their distributions largely overlap. There is a clear absence of DLAs and SLLSs with [X/H] < −1.4, where a large number of pLLSs are observed. We thus define "very metal-poor" absorbers as those with metallicities 2σ below the mean of the DLAs compiled by L13; i.e., those at [X/H] < −1.4, where we expect to find just 2.5% of DLAs. Examining Figure 14 , we also note that the transition between the bimodal and unimodal MDFs likely occurs between 17.2 log N H I < 19.0, since we have shown the distributions toward lower and higher N H I to be bimodal and unimodal, respectively.
To quantify the similarities and differences between different types of absorbers, we now estimate and compare the means and ranges of the metallicity distributions of pLLSs, LLSs, SLLSs, and DLAs at z 1. The mean of the DLA sample, treating the upper limits with the Kaplan-Meier statistic, is [X/H] = −0.66 ± 0.07. The mean metallicity of the SLLSs assembled by L13 is difficult to assess owing to the larger number of upper and lower limits, so we consider instead the results of Fumagalli et al. (2016) the Kaplan-Meier statistic necessarily treats the highest point (a lower limit) as a detection. There is an overall agreement between the means of the DLAs, SLLSs (contrasting the results of Som et al. 2015) , and the upper end of the LLSs (the mean of the LLSs may be biased low). The mean metallicity of the high-metallicity branch of the pLLSs using the Kaplan-Meier statistic is [X/H] = −0.32 ± 0.07. Thus, the high-metallicity branch of the pLLSs has a statistically higher mean than that of the DLAs and LLSs (and a higher mean than that of the SLLSs, though this is not statisticallysignificant), which is explained by the lack of pLLSs with −1.2 < [X/H] < −0.8 (the dip of the MDF of the pLLSs) where many DLAs and LLSs are observed (see Figure 14) .
To understand how the distribution of low-metallicity and high-metallicity gas might change with environment, we compare in Table 6 the fractions of pLLSs, LLSs, SLLSs, and DLAs that are below or above various metallicity thresholds.
12 There is a smaller fraction of very metal-poor ([X/H] −1.4) LLSs than of very metal-poor pLLSs (1-27% vs. 35-51%, respectively, at the 68% confidence level). However, the fractions of LLSs and pLLSs with [X/H] < −1 (or >−1) are quite similar, as are the fractions with [X/H] > −0.5 (given the above caveat) or −1.0. Thus, very metal-poor gas with [X/H] −1.4 is seen more frequently in pLLSs than in LLSs.
In Table 6 we also list these fractions for the SLLSs and DLAs. The lack of low-metallicity DLAs at z 1 is striking, with very few having [X/H] < −1. This is in clear contrast with the pLLSs and LLSs, where many very metal-poor absorbers are found. The results are less clear for the SLLSs, though it is apparent there is also an overall lack of SLLSs with [X/H] < −1.4 (see Table 6 and Figure 14 ; see also the recent work at z < 1.25 by Quiret et al. 2016) . The overall picture from this analysis at z 1 is that very metal-poor gas ([X/H] −1.4) is mostly confined to absorbers with log N H I 17.2 and metal-poor gas ([X/H] −1) to absorbers with log N H I 18.5. 
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−3 % (27 ± 9) % (73 ± 9) % (53 ± 10) % Table 6 continued 12 While the upper limits above (or lower limits below) these thresholds are necessarily excluded (since we cannot determine on which side of the threshold they exist), including them would change the fractions only sightly in all but one case; due to the 
DISCUSSION
We have studied the MDF of an H I-selected sample of absorbers with 16.4 log N H I ≤ 17.7 because these are the most likely to be associated with flows through the CGM at z 1 (e.g., Hafen et al. 2016; van de Voort et al. 2012; Fumagalli et al. 2011a) . L13 have shown the gas associated with the H I in these systems has temperatures of a few×10
4 K, and 9/10 of their pLLSs and LLSs with a measured impact parameter lie within ρ ∼ 125 kpc of galaxies (the host galaxy of 1 pLLS has perhaps not yet been correctly identified, and the remaining 18 have not been identified; see L13). Further, the overdensity probed by a pLLS/LLS at z = 0.7 (δρ m ∼ 900; see §1) is in line with the overdensities of galaxy halos seen in simulations and analytically (Schaye 2001) , with δρ m ∼ few × 10 2 -10 3 . This work has doubled the sample of H I-selected 0.1 z 1.1 pLLSs+LLSs with measured metallicities, in particular probing a more representative N H I distribution above log N H I ∼ 16.8 than the previous work of L13. The MDF of the combined L13+W16 pLLS+LLS sample is still statistically consistent with a bimodal distribution. We find a unimodal distribution is rejected at the 99.6% confidence level, and there is a 82.4% probability that the distribution is bimodal, consistent with the results of L13. Further, 31 of the 55 absorbers, (56±8)%, are associated with the low-metallicity branch ([X/H] < −1). Absorbers in the low-metallicity branch have on average a metallicity ∼20× lower than those in the high-metallicity branch.
5.1. The Bimodality of CGM Metallicities at z 1 When we look separately at the pLLSs from the combined L13+W16 sample, there is a 95.3% probability that the pLLS MDF is bimodal, according to the dip test. We find that (57 ± 8)% of the pLLSs are associated with the low-metallicity branch ([X/H] < −1). A similar fraction of LLSs have metallicities [X/H] < −1. However, only 1/11 LLSs has a metallicity [X/H] < −1.4 (2σ below the mean metallicity of the DLAs; see §4.3), while ∼43% of pLLSs have such low metallicities. Hence, while the sample of LLSs is quite small, there is a strong suggestion with our new sample that the LLS MDF is different from the pLLS MDF. At even higher H I column densities, the SLLS and DLA populations have unimodal distributions with relatively high mean metallicities, similar to that of the high-metallicity branch of the pLLSs. However, the high-N H I systems lack the low-metallicity gas with [X/H] < −1 that is common in the lower H I column density material. Thus, Figure 14 and Table 6 demonstrate that the metallicity distribution of absorbers across the column density regime 16.4 ≤ log N H I 22.0 varies significantly. It implies there is a fundamental change in the physical origins with H I column density.
The bimodal distribution must transition to a unimodal distribution in the regime where we have relatively few absorbers, 17.2 log N H I 19.0. Since the MDF of the LLSs does not appear to match that of the pLLSs, our data suggest that the transition is beginning in the LLS regime. This transition is likely associated with changes in the structures probed on average by CGM absorbers as one looks to higher and higher column densities. We expect that the lower column density systems in Figure 14 are probing more diffuse material farther from the central galaxy, whereas the SLLSs and DLAs are probing material at smaller impact parameters (e.g., L13; Meiring et al. 2011; Battisti et al. 2012; Tumlinson et al. 2013) .
With our new survey, we have also discovered the lowest-metallicity gas yet observed at z < 1, with no detection of Mg II. This pLLS is found toward J1500+4836 at z ∼ 0.9 and has a metallicity [X/H] < −2.48 or Z < 0.3%Z . This is a factor >5 lower than the mean metallicities of the low-metallicity branch of the pLLSs and a factor >100 lower than the mean metallicity of the DLAs at z < 1. With future high-resolution, high-S/N ground-based and HST observations, we will search for any evidence of metals (e.g., Mg II, C III), but this limit already hints that there are regions in the universe that have remained uncontaminated for over 6 billion years.
The High-Metallicity Branch of the Bimodal MDF
The MDF of the pLLSs suggests the absorbers probe two distinct gas populations. The high-metallicity population has a mean metallicity of ∼50% solar metallicity, similar to the present-day metallicity of the Large Magellanic Cloud (Russell & Dopita 1992) . This significantly metal-enriched gas has properties consistent with those expected for cold matter entrained in feedbackdriven outflows (similar to the outflows traced in galaxy spectroscopy, e.g., by Rubin et al. 2014; Chisholm et al. 2016 , and others), for matter being tidally-stripped from satellite galaxies (Lehner et al. 2009) , and with simulated material tracing the remnants of earlier outflows that are being "recycled" through the CGM (e.g., Oppenheimer et al. 2010; Ford et al. 2013) .
This broad range of potential origins for the highmetallicity absorbers reflects both the uncertainties in the properties of the galaxies associated with each absorber (esp. their metallicities) and the wide range of metallicities spanned by this peak, from 0.1 to 2 Z . There are individual cases where specific mechanisms have been associated with the absorbers. For example, Tripp et al. (2011) have argued an LLS is tracing cold gas in an outflow from a z ≈ 0.92 galaxy on the basis of a very large velocity spread (∆v ≈ 1200 km s −1 ), a super-solar metallicity, and the presence of large amounts of warm-hot gas traced by O VI and Ne VIII. Lehner et al. (2009) similarly identified a metal-rich LLS ([O/H] = −0.6) that they argued traced tidal detritus about a galaxy at z ≈ 0.2. In simulations at z ∼ 2-4 (e.g., Fumagalli et al. 2011a; Kimm et al. 2011; Shen et al. 2013) , outflows and recycling gas show a range of H I column densities, from those of pLLSs to DLAs. The expectation is that these outflows should have metallicities comparable to their host galaxies or higher, although this depends on the amount of coronal matter that is cooled as it interacts with the outflowing material. For example, the outflowing gas in the simulations of Shen et al. (2013) has a mean metallicity of [X/H] = −0.25, comparable to our results, albeit at z ∼ 3. The very broad metallicity range exhibited by the pLLSs in the metal-rich branch of our MDF could be a consequence both of contributions from a range of these phenomena, as well as a potentially broad range of metallicities in the host galaxies driving outflows or losing gas to stripping.
The Low-Metallicity Branch of the Bimodal MDF
The other half of the pLLSs has a mean metallicity of a few percent solar, extending to metallicities well below 1% solar. This material has experienced very little enrichment, although in every case yet tested (10 absorbers) they reside within the virial radius of a relatively luminous galaxy (see L13). Like the more metalrich population, the H I in these systems is cool, of order ∼10 4 K, and certainly much less than the virial temperature (expected to be of order T vir ∼ 10 6 K for galaxies like those in the L13 sample; Dekel & Birnboim 2006 ). This matter is very unlikely to be part of a galaxy in its current form. The H I column densities are too low to be part of the interstellar medium of a dwarf galaxy (Ott et al. 2012) , and the metallicities are so low that they would generally not be associated with typical dwarf galaxies on the standard mass-metallicity relationship (Lian et al. 2016; Jimmy et al. 2015) . While there are some extremely low-metallicity dwarfs (Skillman et al. 2013) , these systems tend to be exceedingly rare (Izotov et al. 2012 ) and would produce very few absorbers unless their cross-sections represented many times their virial radii.
As discussed by L13, the low-metallicity branch has column densities, temperatures, and enrichment levels consistent with cold accretion. Recent simulations have emphasized that the H I column density range expected for cold accretion streams overlaps the pLLS/LLS regime studied here (e.g., Hafen et al. 2016; Fumagalli et al. 2011a; van de Voort et al. 2012; Shen et al. 2013; Stewart et al. 2011a ). The metallicity of such streams is expected to be low, but not zero. Dwarf galaxies are expected to enrich the gas that ultimately accretes onto central galaxies beyond the enrichment expected from Population III, with metallicities of a few percent solar predicted. For example, Fumagalli et al. (2011a) find that cold accretion streams at z = 1.3-4 in the form of LLSs have metallicities of [X/H] ≈ −1.8 ± 0.5, while van de Voort et al. (2012) found LLSs at z = 3 tracing cold accretion at metallicities [X/H] −1.5. Shen et al. (2013) find that the metallicities of inflowing pLLSs and LLSs at z ∼ 3 are centered around [X/H] = −1.3, higher than the lowmetallicity absorbers in our sample, though the infall seen in these simulations may include a substantial fraction of high-metallicity gas recycling back onto the disk. Recently, Hafen et al. (2016) used zoom-in Feedback In Realistic Environments (FIRE) simulations at z < 1 to study the metallicity distribution of the pLLSs and LLSs in a redshift interval similar to our survey. A comparison between their MDF and the observed MDF shows striking differences: (1) in their simulation the MDF is not bimodal and has a metallicity plateau between about −1.3 and −0.5, (2) low metallicity pLLSs and LLSs are prevalent in the observations but not in their simulations, and a large majority of the simulated pLLSs and LLSs have metallicities between −1.5 and −0.3 dex.
While it is beyond the scope of this paper to understand the origin(s) of the differences between observations and simulations, it seems that the recycling and mixing of the gas are too efficient in the FIRE simulations to allow for the presence of widespread lowmetallicity pLLSs. Inflowing and outflowing gas are seen in these simulations, notably in the high-metallicity gas, which is consistent with our interpretation that highmetallicity gas probed by pLLSs and LLSs must trace outflowing gas and recycling (infalling) gas. In their FIRE simulations, there is about equal probability of metal-rich outflowing and inflowing gas. For the lowmetallicity pLLSs/LLSs ([X/H] −0.9), the gas seen in these simulations is more likely to probe metal-poor inflows, but there is also an outflow component.
However, cold accretion -accretion from the intergalactic medium (IGM) that is never heated to the virial temperature of a galaxy -is not the only interpretation of the low-metallicity branch absorbers. If accreted material is shock-heated while encountering a galaxy's halo, it may eventually cool from the hot gas and fall toward the center of the galaxy (e.g., Voit & Donahue 2015) . Such material could be detected in the form of cool H I with column densities similar to pLLSs/LLSs. However, the metallicities we detect are so low that the cooling times of the gas at these metallicities may be exceedingly long. While the cooling times for gas at T = 10 6 K and densities characteristic of LLSs (L13) are only t cool ∼ 1-3 Gyr (depending on the assumptions and with cooling efficiencies from Oppenheimer & Schaye 2013; Gnat & Sternberg 2007) , these have densities well in excess of that expected for the hot gas from which they may have cooled. In fact, we expect this gas to cool isobarically given its very long cooling times relative to reasonable crossing times (Gnat & Sternberg 2007) ; thus the cooling time from its original state is likely to be a factor of 100× larger than this. Therefore, cooling of such low-metallicity gas from a hot state (e.g., T = T vir ) is likely to be very difficult. It seems more likely that it has stayed cold from the outset. Whatever the source of this population, it is clear that dense, lowmetallicity gas is prevalent in the halos of low-redshift galaxies. The global mass density of gas with low metallicity is at least as much as that of gas tracing outflow phenomena (given the relative number of low-and highmetallicity systems in our MDF).
Paucity of pLLSs+LLSs at [X/H] = −1
One of the striking elements of the MDF shown in Figures 13 and 12 is the paucity of pLLSs at [X/H] = −1, which is also seen in the L13 sample alone. As discussed in L13 and Shen et al. (2013) , the interpretation of the gap in this log-scale plot has to be interpreted with some care. For example, the mixture of equal amounts of zeroand solar-metallicity gas would wind up well within the high-metallicity branch of the MDF. Additionally, lowmetallicity gas may be effectively hidden by overlapping high-metallicity gas unless the H I columns are much stronger in the low-metallicity matter. However, the lack of systems in the [X/H] = −1 regime raises the question of whether or not there is strong mixing between the two populations. At the very least, the lowmetallicity gas likely traces a population of unmixed gas.
The lack of obvious mixing between the two gas populations could be caused by a temporal separation of infalling and outflowing gas around individual galaxies. If accretion fuels star formation that drives large-scale outflows, accreting gas would be present in the galaxy's halo prior to a star formation event that drives strong outflows. If the accretion then either simply ends prior to outflow or is choked off by shock-heating shortly after interacting with outflows, it would no longer be observable as a cool, low-metallicity pLLS or LLS. This clean separation between the metal-rich and -poor absorbers could also be related to a true physical separation for the low-and high-metallicity gas. For example, the metal-rich population could contain a significant contribution from outflows along the host galaxies' minor axes (as expected for outflows and winds), while the metal-poor population could trace matter preferentially infalling along the major axes (along the disk plane; see Stewart et al. 2011a ). We note, however, that if tidallystripped material (or perhaps even recycling material) contributes significantly, there should be little reason to expect an azimuthal dependence in the distribution of that gas.
This potential azimuthal dependence brings to mind recent studies that have identified an azimuthal dependence (with respect to the host galaxy) of absorber properties. For example, the Mg II-selected observations of Kacprzak et al. (2011a) ; Bordoloi et al. (2011 Bordoloi et al. ( , 2014 ; Bouché et al. (2012) suggest an azimuthal dependence of CGM absorption properties, with a preference for Mg II absorption along the major and minor axes of galaxies. Indeed, Kacprzak et al. (2012a) find that 40% of their observed Mg II absorption is along the galaxies' major axes, and they interpret these as infalling systems. Similarly, Bouché et al. (2013) have studied major-axis absorption from a high-redshift galaxy where the metalline absorption is offset from the systemic velocity in the same sense as the rotation of the galaxy. They argue this gas is being accreted along the disk plane (although their absorber is more metal-rich than one might naively expect for infall from the IGM).
Low-Resolution Method
In this work we have presented a new approach for estimating the metallicities of pLLSs and LLSs at z 1 that relies on the adoption of an empirical distribution of ionization parameters to estimate metallicities using only Mg II and H I observations. Its primary advan-tage is the greatly-reduced observational cost, requiring a factor of ∼10 less space-based telescope time than the method typically employed (i.e., high-resolution UV spectroscopy of many ions). It requires only lowresolution UV spectra to obtain the H I column density and low-or medium-resolution optical spectra to estimate the Mg II column density. As demonstrated in Figure 10 , our "low-resolution" method is able to accurately reproduce the metallicities derived using the standard method of ionization modeling using high-resolution observations. This method works both because the distribution in log U is relatively narrow and because the ICFs to transform [Mg II/H I] to [Mg/H] do not vary largely over the range of ionization parameters observed in LLSs. While this statement and our derived ICFs depend somewhat on the choice for the shape of the ultraviolet background (UVB) radiation field, choosing among the several currently-popular radiation fields does not alter our results significantly (see the Appendix and L13). Furthermore, Fumagalli et al. (2016) investigated this problem in some detail and found that their derived LLS metallicities do not depend sensitively on their choice of UVB, so uncertainties in our method should have a similarly-small effect.
The low-resolution technique is more limited when there are poor estimates of either H I or Mg II column density (esp. due to non-detections or saturated lines). First, this technique would be more challenging for z 1 pLLSs and LLSs. At higher redshift, the metallicity distribution of these systems tends toward lower metallicities (Lehner et al. 2016 ). As such, it requires higher S/N Mg II spectra to place stringent limits on very lowmetallicity absorbers with [X/H] < −2 that are common at higher redshifts. Second, we have a limited range over which we can make use of saturated Mg II systems for determining lower limits due to the saturation of the break at the Lyman limit. Our method is more susceptible to metal saturation issues than the standard technique because we use only one metal ion. Mg II is strong, leading to saturation at lower metallicity, especially in the LLS regime. For example, there are no lower limits in the L13 sample, while there are 19 lower limits in this work (6 in the statistical W16 sample); all are due to Mg II saturation. It may also skew the statistics of the metallicity peaks, though the use of survival analysis should negate this effect in part. Finally, we note also that determining H I for 18.0 log N H I 19.0 limits the H I column density range over which we can study metallicities. Overall, we excluded 10 systems due to simultaneous lower limits on N H I and N Mg II . Finally, using this method we must assume there is no variation of the metallicity in blended absorbers. However, as discussed above, this effect typically leads to differences of <0.2-0.3 dex on the metallicity.
All this being said, our low-resolution metallicity determination potentially has several important uses. In particular, because one only needs low-resolution UV spectroscopy, the number of QSOs against which it is possible to study the metallicities of LLSs is greatly increased. This should allow us to study the LLSs around rarer classes of galaxies, ones for which the number of UV-bright QSO-galaxy pairs is otherwise very low. Our approach is limited to studying absorbers in the column density range 16.4 log N H I 17.7 or so, but this range in H I column densities has proven to be particularly interesting given the observed bimodal MDF and the potential association with inflows and outflows through the CGM.
6. SUMMARY Using our snapshot HST COS G140L survey of 61 QSOs, we have identified 30 new pLLSs and LLSs at z 1 for which we could reliably estimate the H I column density from the break at the Lyman limit. All of these systems are H I-selected using the break at the Lyman limit to identify them. We complemented the COS observations with ground-based spectroscopic observations of Mg II to estimate the metallicities of the pLLSs and LLSs. We show that with a prior knowledge of the ionization parameter (U ) distribution (from L13), we can accurately estimate or place a constraining limit on the metallicities of the pLLSs and LLSs at z 1. This new approach (the "low-resolution" method) is powerful for estimating their metallicities, requiring a factor of ∼10 less space-based observing time. Combined with the L13 sample, we now have 55 pLLSs+LLSs with 16.1 < log N H I 17.7 (44 pLLSs and 11 LLSs). Our main results are as follows:
1. With a sample twice as large as that of L13, we show that the metallicity distribution of the optically-thin pLLSs at 0.1 z 1.1 is bimodal, with a 95.3% confidence and a clear dip between the two branches at [X/H] −1. The two peaks are centered at [X/H] = −1.87±0.11 (1.3% solar metallicity) and [X/H] = −0.32 ± 0.07 (48% solar metallicity). There are (57 ± 8)% of the pLLSs in the low-metallicity peak, suggesting that cool, dense, low-metallicity CGM gas is not uncommon within the virial radius of z 1 galaxies.
2. The metallicity distribution of the optically-thick LLSs is more difficult to assess owing to the small sample size (11 LLSs) and prevalence of lower limits (4/11). However, there is only 1 LLS that is very metal-poor (i.e., with [X/H] < −1.4), while for the pLLSs there are 19/44. Additionally, there are 4/11 LLSs between −1.2 < [X/H] < −0.8, i.e., in the metallicity gap of the pLLSs. Together, these suggest there may be a difference between the metallicity distributions of the pLLSs and the LLSs.
3. The bimodal MDF of the pLLSs contrasts remarkably with the MDF of the DLAs (log N H I ≥ 20.3) and 19 log N H I < 20.3), which have unimodal distributions that overlap the high-metallicity branch of the pLLSs. There tend to be fewer very metal-poor (with [X/H] < −1.4) LLSs than pLLSs, but the LLSs still exhibit a different metallicity distribution from the DLAs, with a large fraction (∼55%) of LLSs with [X/H] < −1 compared to 8% for the DLAs. Hence the MDF of gas in and around galaxies depends sensitively on the H I column density. The transition between the bimodal and unimodal MDF is perhaps beginning as low as log N H I = 17.2 and must be in place by log N H I ∼ 19.0.
4. There is a substantial fraction (35-51% at the 68% confidence interval) of very metal-poor pLLSs with [X/H] −1.4, 2σ below the mean of the DLAs at z < 1. The pLLSs are therefore unique probes of very metal-poor gas at z 1. Since typically SLLSs and DLAs probe gas closer to (or in) galaxies than do pLLSs, the change of [X/H] with N H I likely suggests a changing mixture of the physical origins of the gas with distance from galaxies' centers.
5. We conclude that the high-metallicity branch of the pLLS MDF likely traces galactic winds, recycled gas, and tidally-stripped gas; i.e., it traces gas that had previously been processed for a while in a galaxy. The low-metallicity pLLSs are probably the best candidates of metal-poor accretion seen in cosmological simulations: they have all the properties expected for metal-poor infalling matter, including the temperature, ionization structure, kinematic properties, and metallicity. Regardless of the exact origin of the low-metallicity pLLSs/LLSs with [X/H] < −1, their large fraction (∼56%) implies there is a significant mass of cool, dense, low-metallicity gas at z 1 that may be available as fuel for continuing star formation in galaxies over cosmic time and to control the abundance trends seen in galaxies.
