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0. Introduction
SupposeX is a finite type scheme over a field k, with structural morphism
π. Consider the twisted inverse image functor π! : D+c (k) → D
+
c (X) of
Grothendieck Duality Theory (see [RD]). The residue complex K·X is defined
to be the Cousin complex of π!k. It is a bounded complex of quasi-coherent
OX-modules, possessing remarkable functorial properties. In this paper we
provide an explicit construction of K·X . This construction reveals some
new properties of K·X , and also has applications in other areas of algebraic
geometry.
Grothendieck Duality, as developed by Hartshorne in [RD], is an abstract
theory, stated in the language of derived categories. Even though this ab-
straction is suitable for many important applications, often one wants more
explicit information. Thus a significant amount of work was directed at
finding a presentation of duality in terms of differential forms and residues.
Mostly the focus was on the dualizing sheaf ωX , in various circumstances.
The structure of ωX as a coherent OX -module and its variance properties
are thoroughly understood by now, thanks to an extended effort including
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[Kl], [KW], [Li], [HK1], [HK2], [LS] and [HS]. Regarding an explicit pre-
sentation of the full duality theory of dualizing complexes, there have been
some advances in recent years, notably in the papers [Ye1], [SY], [Hu], [Hg]
and [Sa].
In this paper we give a totally new construction of the residue complex
K·X , when k is a perfect field of any characteristic and X is any finite type k-
scheme. The main idea is the use of Beilinson Completion Algebras (BCAs),
which were introduced in [Ye2]. These algebras are generalizations of com-
plete local rings, and they carry a mixed algebraic-analytic structure. A
review of BCAs and their properties is included in Section 1, for the reader’s
convenience.
Given a point x ∈ X, the complete local ring ÔX,x = OX,(x) is a BCA, so
according to [Ye2] it has a dual module K(OX,(x)). This module is a canonical
model for the injective hull of the residue field k(x). If (x, y) is a saturated
chain of points (i.e. y is an immediate specialization of x) then there is a
BCA OX,(x,y) and homomorphisms q : K(OX,(x)) → K(OX,(x,y)) and Tr :
K(OX,(x,y))→ K(OX,(y)). The dual modules K(−) and the homomorphisms
q and Tr have explicit formulas in terms of differential forms and coefficient
fields. Set δ(x,y) := Tr q : K(OX,(x)) → K(OX,(y)). Define a graded quasi-
coherent sheaf K·X by
KqX :=
⊕
dim {x}=−q
K(OX,(x))
and a degree 1 homomorphism
δ := (−1)q+1
∑
(x,y)
δ(x,y).
It turns out that (K·X , δ) is a residual complex on X, and it is canonically
isomorphic to π!k in the derived category D(X). Hence it is the residue com-
plex of X, as defined in the first paragraph. The functorial properties of K·X
w.r.t. proper and e´tale morphisms are obtained directly from corresponding
properties of BCAs, and therefore are reduced to explicit formulas. All this
is worked out in Sections 2 and 3.
An OX -module M has a dual complex DualM := Hom
·
OX
(M,K·X ).
Suppose d : M → N is a differential operator (DO). In Theorem 4.1 we
prove there is a dual operator Dual(d) : DualN → DualM, which commutes
with δ. The existence of Dual(d) does not follow from formal considerations
of duality theory; it is a consequence of our particular construction using
BCAs (but cf. Remarks 4.6 and 4.7). The construction also provides explicit
formulas for Dual(d) in terms of differential operators and residues, which
are used in the applications in Sections 6 and 7.
Suppose A is a finite type k-algebra, and let D(A) be the ring of differen-
tial operators of A. As an immediate application of Theorem 4.1 we obtain
a description of the opposite ring D(A)◦, as the ring of DOs on K·A which
commute with δ (Theorem 4.8). In the case of a Gorenstein algebra it follows
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that the opposite ring D(A)◦ is naturally isomorphic to ωA⊗AD(A)⊗Aω
−1
A
(Corollary 4.9).
Applying Theorem 4.1 to the De Rham complex Ω·X/k we obtain the De
Rham-residue complex F·X = Dual Ω
·
X/k. Up to signs this coincides with El-
Zein’s complex K·,∗X of [EZ] (Corollary 5.9). The fundamental class CZ ∈ F
·
X ,
for a closed subscheme Z ⊂ X, is easily described in this context (Definition
5.10).
The construction above works also for a formal scheme X which is of
formally finite type over k, in the sense of [Ye3]. An example of such a
formal scheme is the completion X = Y/X , where X is a locally closed subset
of the finite type k-scheme Y . Therefore we get a complex F·X = Dual Ω̂
·
X/k.
When X ⊂ X is a smooth formal embedding (see Definition 6.5) we prove
that the cohomology modules Hq(X,F·X) are independent of X. This is
done by analyzing the E1 term of the niveau spectral sequence converging
to H·(X,F·X) (Theorem 6.16). Here we assume char k = 0. The upshot is
that Hq(X,F·X) = H
DR
−q (X), the De Rham homology. There is an advantage
in using smooth formal embeddings. If U → X is any e´tale morphism, then
there is an e´tale morphism U → X s.t. U = U ×XX, so U ⊂ U is a smooth
formal embedding. From this we conclude that HDR· (−) is a contravariant
functor on Xet, the small e´tale site. Previously it was only known that
HDR· (−) is contravariant for open immersions (cf. [BlO] Example 2.2).
Suppose X is smooth, and let HpDR be the sheafification of the presheaf
U 7→ HpDR(U) on XZar. Bloch-Ogus [BlO] give a flasque resolution of H
p
DR,
the arithmetic resolution. It involves the sheaves ix∗H
qΩ·k(x)/k where ix :
{x} → X is the inclusion map. Our analysis of the niveau spectral sequence
shows that the coboundary operator of this resolution is a sum of Parshin
residues (Corollary 6.24).
Our final application of the new construction of the residue complex is
to describe the intersection cohomology D-module L(X,Y ), when X is an
integral curve embedded in a smooth n-dimensional variety Y (see [BrK]).
Again we assume k has characteristic 0. In fact we are able to describe
all coherent DY -submodules of H
n−1
X OY in terms of the singularities of X
(Corollary 7.6). This description is an algebraic version of Vilonen’s work
in [Vi], replacing complex analysis with BCAs and algebraic residues. It
is our hope that a similar description will be found in the general case,
namely dimX > 1. Furthermore, we hope to give in the future an explicit
description of the Cousin complex of DRL(X,Y ) = Ω·Y/k ⊗ L(X,Y ). Note
that for X = Y one has L(X,Y ) = OX , so this Cousin complex is nothing
but F·X .
Acknowledgments. I wish to thank J. Lipman and S. Kleiman for their
continued interest in this work. Thanks also to P. Sastry, R. Hu¨bl, V. Hinich,
V. Berkovich, H. Esnault, K. Smith and K. Vilonen for helpful conversations,
and thanks to the referee for valuable advice on Sections 4 and 7.
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1. Review of Beilinson Completion Algebras
Let us begin by reviewing some facts about Topological Local Fields
(TLFs) and Beilinson Completion Algebras (BCAs) from the papers [Ye1]
and [Ye2].
A semi-topological (ST) ring is a ring A, with a linear topology on its
underlying additive group, such that for every a ∈ A the multiplication (on
either side) a : A→ A is continuous.
Let K be a field. We say K is an n-dimensional local field if there is a
sequence of complete discrete valuation rings O1, . . . ,On, where the fraction
field of O1 is K, and the residue field of Oi is the fraction field of Oi+1.
Fix a perfect field k. A topological local field of dimension n over k is
a k-algebra K with structures of semi-topological ring and n-dimensional
local field, satisfying the following parameterization condition: there exists
an isomorphism of k-algebras K ∼= F ((s1, . . . , sn)) for some field F , finitely
generated over k, which respects the two structures. Here F ((s1, . . . , sn)) =
F ((sn)) · · · ((s1)) is the field of iterated Laurent series, with its inherent
topology and valuation rings (F is discrete). One should remark that for
n = 1 we are in the classical situation, whereas for n ≥ 2, F ((s1, . . . , sn)) is
not a topological ring.
TLFs make up a category TLF(k), where a morphism K → L is a con-
tinuous k-algebra homomorphism which preserves the valuations, and the
induced homomorphism of the last residue fields is finite. Write Ωsep,·K/k
for the separated algebra of differentials; with the parameterization above
Ωsep,·K/k
∼= K ⊗F Ω
·
F [ s ]/k. Then there is a functorial residue map ResL/K :
Ωsep,·L/k → Ω
sep,·
K/k which is Ω
sep,·
K/k -linear and lowers degree by dimL/K. For
instance if L = K((t)) then
ResL/K
(∑
i
tidt ∧ αi
)
= α−1 ∈ Ω
sep,·
K/k .(1.1)
TLFs and residues were initially developed by Parshin and Lomadze, and
the theory was enhanced in [Ye1].
The notion of a Beilinson completion algebra was introduced in [Ye2]. A
BCA is a semi-local, semi-topological k-algebra, each of whose residue fields
A/m is a topological local field. Again there is a parameterization condition:
when A is local, there should exist a surjection
F ((s))[[ t ]] = F ((s))[[t1, . . . , tm]]։ A
which is strict topologically (i.e. A has the quotient topology) and respects
the valuations. Here F ((s)) is as above and F ((s))[[ t ]] is the ring of formal
power series over F ((s)). The notion of BCA is an abstraction of the algebra
gotten by Beilinson’s completion, cf. Lemma 1.5.
There are two distinguished kinds of homomorphisms between BCAs.
The first kind is a morphism of BCAs f : A → B (see [Ye2] Definition
2.5), and the category they constitute is denoted BCA(k). A morphism is
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continuous, respects the valuations on the residue fields, but in general is not
a local homomorphism. For instance, the homomorphisms k → k[[s, t]] →
k((s))[[t]] → k((s))((t)) are all morphisms. TLF(k) is a full subcategory of
BCA(k), consisting of those BCAs which are fields.
The second kind of homomorphism is an intensification homomorphism
u : A→ Â (see [Ye2] Definition 3.6). An intensification is flat, topologically
e´tale (relative to k) and unramified (in the appropriate sense). It can be
viewed as a sort of localization or completion. Here examples are k(s)[[t]]→
k((s))[[t]] and k(s, t)→ k(s)((t))→ k((s))((t)).
Suppose f : A → B is a morphism of BCAs and u : A → Â is an
intensification. The Intensification Base Change Theorem ([Ye2] Theorem
3.8) says there is a BCA B̂ = B ⊗
(∧)
A Â, a morphism f̂ : Â → B̂ and
an intensification v : B → B̂, with vf = f̂u. These are determined
up to isomorphism and satisfy certain universal properties. For instance,
k((s))[[t]] = k(s)[[t]]⊗
(∧)
k(s) k((s)).
According to [Ye2] Theorem 6.14, every A ∈ BCA(k) has a dual module
K(A). The module K(A) is a ST A-module. Algebraically it is an injective
hull of A/r, where r is the Jacobson radical. K(A) is also a right D(A)-
module, where D(A) denotes the ring of continuous differential operators of
A (relative to k). For a ST A-moduleM let DualAM := Hom
cont
A (M,K(A)).
The dual modules have variance properties w.r.t. morphisms and in-
tensifications. Given a morphism of BCAs f : A → B, according to
[Ye2] Theorem 7.4 there is an A-linear map Trf : K(B) → K(A). This
induces an isomorphism K(B) ∼= HomcontA (B,K(A)). Given an intensi-
fication homomorphism u : A → Â, according to [Ye2] Proposition 7.2
there is an A-linear map qu : K(A) → K(Â). It induces an isomorphism
K(Â) ∼= Â⊗A K(A). Furthermore Tr and q commute across intensification
base change: TrB̂/Â qB/B̂ = qÂ/A TrB/A.
In case of a TLF K, one has K(K) = ω(K) = Ωp,sepK/k , where p =
rankΩ1,sepK/k . For a morphism of TLFs f : K → L one has Trf = Resf ,
whereas for an intensification u : K → K̂ the homomorphism qu : Ω
p,sep
K/k →
Ωp,sep
K̂/k
is the canonical inclusion for a topologically e´tale extension of fields.
Example 1.2. Take L := k(s, t), L̂ := k(s)((t)), A := k(s)[[t]], Â :=
k((s))[[t]], K := k(s) and K̂ := k((s)). The inclusions L → L̂, K → K̂
and A → Â are intensifications, whereas K → A → L̂ and K̂ → Â are
morphisms. Using the isomorphism K(A) ∼= HomcontK (A,Ω
1,sep
K/k ) induced by
TrA/K , we see that for α ∈ Ω
2,sep
L̂/k
the element Tr
L̂/A
(α) ∈ K(A) is rep-
resented by the functional a 7→ Res
L̂/K
(aα), a ∈ A. Also for φ ∈ K(A)
the element φ̂ = q
Â/A
(φ) ∈ K(Â) is represented by the unique K̂-linear
functional φ̂ : Â→ Ω1,sep
K̂/k
extending φ.
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Remark 1.3. The proof of existence of dual modules with their variance
properties in [Ye2] is straightforward, using Taylor series expansions, differ-
ential operators and the residue pairing.
Let A be a noetherian ring and p a prime ideal. Consider the exact functor
on A-modules M 7→ M(p) := Âp ⊗A M . For M finitely generated we have
M(p) ∼= lim←iMp/p
iMp, and if M = limα→Mα, then M(p) ∼= limα→(Mα)(p).
This was generalized by Beilinson (cf. [Be]) as follows.
Definition 1.4. Let M be an A-module and let ξ = (p0, . . . , pn) be a chain
of prime ideals, namely pi ⊂ pi+1. Define the Beilinson completion Mξ by
recursion on n, n ≥ −1.
1. If n = −1 (i.e. ξ = ∅), let Mξ := M with the discrete topology.
2. If n ≥ 0 and M is finitely generated, let
M(p0,... ,pn) := lim←i
(Mp0/p
i
0Mp0)(p1,... ,pn).
3. For arbitrary M , let {Mα} be the set of finitely generated submodules
of M , and let
M(p0,... ,pn) := limα→
(Mα)(p0,... ,pn).
A chain ξ = (p0, . . . , pn) is saturated if pi+1 has height 1 in A/pi.
Lemma 1.5. If ξ = (p, . . . ) is a saturated chain then Aξ is a Beilinson
completion algebra.
Proof. By [Ye1] Corollary 3.3.5, Aξ is a complete semi-local noetherian ring
with Jacobson radical pξ, and Aξ/pξ = Kξ, where K := Ap/pp. Choose a
coefficient field σ : K → Âp = A(p). By [Ye1] Proposition 3.3.6, Kξ is a
finite product of TLFs, and by the proof of [Ye1] Theorem 3.3.8, σ extends
to a lifting σξ : Kξ → Aξ. Sending t1, . . . , tm to generators of the ideal p,
we get a topologically strict surjection Kξ[[t1, . . . , tm]]։ Aξ.
2. Construction of the Residue Complex K·X
Let k be a perfect field, and let X be a scheme of finite type over k. By
a chain of points in X we mean a sequence ξ = (x0, . . . , xn) of points with
xi+1 ∈ {xi}.
Definition 2.1. For any quasi-coherent OX-module M, define the Beilin-
son completionMξ by taking an affine open neighborhood U = SpecA ⊂ X
of xn, and setting Mξ := Γ(U,M)ξ as in Definition 1.4.
These completions first appeared as the local factors of Beilinson’s adeles
in [Be], and were studied in detail in [Ye1].
According to Lemma 1.5, if ξ = (x0, . . . , xn) is saturated, i.e. {xi+1} ⊂
{xi} has codimension 1, then OX,ξ is a BCA. We shall be interested in the
covertex maps
∂− : OX,(x0) → OX,ξ
∂+ : OX,(xn) → OX,ξ
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which arise naturally from the completion process (cf. [Ye1] §3.1).
Lemma 2.2. ∂+ is flat, topologically e´tale relative to k, and a morphism
in BCA(k). ∂− is an intensification homomorphism.
Proof. By definition ∂− = ∂1 ◦ · · · ◦ ∂n and ∂+ = ∂0 ◦ · · · ◦ ∂0, where ∂i :
OX,∂iξ → OX,ξ is the i-th coface operator. First let us prove that ∂
0 :
OX,∂0ξ → OX,ξ is a morphism of BCAs. This follows from [Ye1] Theorem
3.3.2 (d), since we may assume that X is integral with generic point x0. By
part (b) of the same theorem, ∂n : OX,∂nξ → OX,ξ is finitely ramified and
radically unramified (in the sense of [Ye2] Definition 3.1).
Now according to [Ye1] Corollary 3.2.8, ∂i : OX,∂iξ → OX,ξ is topolog-
ically e´tale relative to k, for any i. We claim it is also flat. For i = 0,
OX,∂0ξ → (OX,∂0ξ)x0 = (OX,x0)∂0ξ is a localization, so it’s flat. The map
from (OX,x0)∂0ξ to its mx0-adic completion OX,ξ is also flat (these rings are
noetherian). For i > 0, by induction on the length of chains, OX,∂0∂iξ →
OX,∂0ξ is flat, and hence so is (OX,x0)∂0∂iξ → (OX,x0)∂0ξ. Now use [CA]
Chapter III §5.4 Proposition 4 to conclude that
OX,∂iξ = lim
←j
(OX,x0/m
j
x0)∂0∂iξ → lim←j
(OX,x0/m
j
x0)∂0ξ = OX,ξ
is flat.
Example 2.3. Take X = A2 := Spec k[s, t], x := (0), y := (t) and z :=
(s, t). Then with L := k(x) = OX,(x), L̂ := k(x)(y) = OX,(x,y), A := OX,(y),
Â := OX,(y,z) K := k(y) and K̂ := k(y)(z) we are exactly in the situation of
Example 1.2.
Definition 2.4. Given a point x in X, let KX(x) be the skyscraper sheaf
with support {x} and group of sections K(OX,(x)).
The sheaf KX(x) is a quasi-coherent OX -module, and is an injective hull
of k(x) in the category Mod(X) of OX -modules.
Definition 2.5. Given a saturated chain ξ = (x, . . . , y) in X, define an
OX-linear homomorphism δξ : KX(x)→ KX(y), called the coboundary map
along ξ, by
δξ : K(OX,(x))
q∂−−−→ K(OX,ξ)
Tr∂+−−−→ K(OX,(y)).
Throughout sections 2 and 3 the following convention shall be used. Let
f : X → Y be a morphism of schemes, and let x ∈ X, y ∈ Y be points.
We will write x | y to indicate that x is a closed point in the fiber Xy :=
X ×Y Speck(y) ∼= f
−1(y). Similarly for chains: we write (x0, . . . , xn) |
(y0, . . . , yn) if xi | yi for all i.
Lemma 2.6. Suppose x | y. Then f∗ : OY,(y) → OX,(x) is a morphism of
BCAs. If f is quasi-finite then f∗ is finite, and if f is e´tale then f∗ is an
intensification.
Proof. Immediate from the definitions.
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Lemma 2.7. Suppose f : X → Y is a quasi-finite morphism. Let η =
(y0, . . . , yn) be a saturated chain in Y and let x ∈ X, x | yn. Consider the
(finite) set of chains in X:
Ξ := {ξ = (x0, . . . , xn) | ξ | η and xn = x}.
Then there is a canonical isomorphism of BCAs∏
ξ∈Ξ
OX,ξ ∼= OY,η ⊗OY,(yn) OX,(x).
Proof. Set X̂ := SpecOX,(x) and Ŷ := SpecOY,(yn), so the induced mor-
phism f̂ : X̂ → Ŷ is finite. Let us denote by ξ, ξ̂, η̂ variable saturated chains
in X, X̂, Ŷ respectively. For any η̂ | η one has∏
ξ̂|η̂
O
X̂,ξ̂
∼= OŶ ,η̂ ⊗OY,(yn) OX,(x),(2.8)
by [Ye1] Proposition 3.2.3; note that the completion is defined on any noe-
therian scheme. Now from ibid. Corollary 3.3.13 one has OX,ξ ∼=
∏
ξ̂|ξ
O
X̂,ξ̂
,
so taking the product over all ξ ∈ Ξ and η̂ | η the lemma is proved.
Definition 2.9. Given an e´tale morphism g : X → Y and a point x ∈ X,
let y := g(x), so g∗ : OY,(y) → OX,(x) is an intensification. Define
qg : KY (y)→ g∗KX(x)
to be the OY -linear homomorphism corresponding to qg∗ : K(OY,(y)) →
K(OX,(x)) of [Ye2] Proposition 7.2.
Proposition 2.10. Let g : X → Y be an e´tale morphism.
(a) Given a point y ∈ Y , the homomorphism 1 ⊗ qg : g
∗KY (y) →⊕
x|y KX(x) is an isomorphism of OX -modules.
(b) Let η = (y0, . . . , yn) be a saturated chain in Y . Then
(1⊗ qg) ◦ g
∗(δη) = (
∑
ξ|η
δξ) ◦ (1⊗ qg)
as homomorphisms g∗KY (y0)→
⊕
xn|yn
KX(xn).
Proof. (a) Because KY (y) is an artinian OY,y-module, and g is quasi-finite,
we find that
g∗KY (y) =
⊕
x|y
OX,(x) ⊗OY,(y) KY (y) .
Now use [Ye2] Proposition 7.2 (i).
(b) From Lemma 2.7 and from [Ye2] Theorem 3.8 we see that for every ξ | η,
f∗ : OY,η → OX,ξ is both a finite morphism and an intensification. By the
definition of the coboundary maps, it suffices to verify that the diagram
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K(OY,(y0))
q
−−−→ K(OY,η)
Tr
−−−→ K(OY,(yn))
q
y qy qy⊕
x0|y0
K(OX,(x0))
q
−−−→
⊕
ξ|η K(OX,ξ)
Tr
−−−→
⊕
xn|yn
K(OX,(xn))
commutes. The left square commutes by [Ye2] Proposition 7.2 (iv), whereas
the right square commutes by Lemma 2.7 and [Ye2] Theorem 7.4 (ii).
Definition 2.11. Let f : X → Y be a morphism between finite type k-
schemes, let x ∈ X be a point, and let y := f(x). Define an OY -linear
homomorphism
Trf : f∗KX(x)→ KY (y)
as follows:
(i) If x is closed in its fiber Xy, then f
∗ : OY,(y) → OX,(x) is a morphism
in BCA(k). Let Trf be the homomorphism corresponding to Trf∗ :
K(OX,(x))→ K(OY,(y)) of [Ye2] Theorem 7.4.
(ii) If x is not closed in its fiber, set Trf := 0.
Proposition 2.12. Let f : X → Y be a finite morphism.
(a) For any y ∈ Y the homomorphism of OY -modules⊕
x|y
f∗KX(x)→ HomOY (f∗OX ,KY (y))
induced by Trf is an isomorphism.
(b) Let η = (y0, . . . , yn) be a saturated chain in Y . Then
δη Trf = Trf
∑
ξ|η
f∗(δξ) :
⊕
x0|y0
f∗KX(x0)→ KY (yn).
The sums are over saturated chains ξ = (x0, . . . , xn) in X.
Proof. (a) By [Ye1] Proposition 3.2.3 we have
∏
x|yOX,(x)
∼= (f∗OX)(y). Now
use [Ye2] Theorem 7.4 (iv).
(b) Use the same diagram which appears in the proof of Proposition 2.10,
only reverse the vertical arrows and label them Trf . Then the commutativity
follows from [Ye2] Theorem 7.4 (i), (ii).
In [Ye1] §4.3 the notion of a system of residue data on a reduced scheme
was introduced.
Proposition 2.13. Suppose X is a reduced scheme. Then ({KX (x)}, {δξ},
{Ψ−1σ }), where x runs over the points of X, ξ runs over the saturated chains
in X, and σ : k(x) → OX,(x) runs over all possible coefficient fields, is a
system of residue data on X.
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Proof. We must check condition (†) of [Ye1] Definition 4.3.10. So let ξ =
(x, . . . , y) be a saturated chain, and let σ : k(x) → OX,(x) and τ : k(y) →
OX,(y) be compatible coefficient fields. Denote also by τ the composed mor-
phism ∂+τ : k(y) → OX,ξ. Then we get a coefficient field σξ : k(ξ) =
k(x)ξ → OX,ξ extending σ, which is a k(y)-algebra map via τ . Consider the
diagram:
K(OX,(x))
q
−−−→ K(OX,ξ)
=
−−−→ K(OX,ξ)
Tr
−−−→ K(OX,(y))
Ψσ
y Ψσξy Ψτy Ψτy
DualσOX,(x)
qσ
−−−→ Dualσξ OX,ξ
h
−−−→ Dualτ OX,ξ
Trτ−−−→ Dualτ OX,(y)
where for a k(ξ)-linear homomorphism φ : OX,ξ → ω(k(ξ)), h(φ) =
Resk(ξ)/k(y) φ (cf. [Ye2] Theorem 6.14). The left square commutes by [Ye2]
Proposition 7.2 (iii); the middle square commutes by ibid. Theorem 6.14 (i);
and the right square commutes by ibid. Theorem 7.4 (i), (iii). But going
along the bottom of the diagram we get Trτ hqσ = δξ,σ/τ , as defined in [Ye1]
Lemma 4.3.3.
Lemma 2.14. Let ξ = (x, . . . , y) and η = (y, . . . , z) be saturated chains
in the scheme X, and let ξ ∨ ∂0η := (x, . . . , y, . . . , z) be the concatenated
chain. Then there is a canonical isomorphism of BCAs
OX,ξ∨∂0η
∼= OX,ξ ⊗
(∧)
OX,(y)
OX,η
(intensification base change).
Proof. Choose a coefficient field σ : k(y)→ OX,(y). This induces a coefficient
ring ση : k(η) → OX,η, and using [Ye2] Theorem 3.8 and [Ye1] Theorem
4.1.12 one gets
OX,ξ∨∂0η
∼= OX,ξ ⊗
(∧)
k(y) k(η)
∼= OX,ξ ⊗
(∧)
OX,(y)
OX,η .
Lemma 2.15. 1. Let ξ = (x, . . . , y) and η = (y, . . . , z) be saturated
chains and let ξ ∨ ∂0η = (x, . . . , y, . . . , z). Then δηδξ = δξ∨∂0η.
2. Given a point x ∈ X and an element α ∈ KX(x), for all but finitely
many saturated chains ξ = (x, . . . ) in X one has δξ(α) = 0.
3. (Residue Theorem) Let x, z ∈ X be points s.t. z ∈ {x} and codim({z},
{x}) = 2. Then
∑
y δ(x,y,z) = 0.
Proof. Using Lemma 2.14 we see that part 1 is a consequence of the base
change property of traces, cf. [Ye2] Theorem 7.4 (ii). Assertions 2 and 3 are
local, by Proposition 2.10, so we may assume there is a closed immersion
f : X → Ank . By Proposition 2.12, we can replace X with A
n
k , and so
assume that X is reduced. Now according to Proposition 2.13 and [Ye1]
Lemma 4.3.19, both 2 and 3 hold.
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Definition 2.16. For any integer q define a quasi-coherent sheaf
KqX :=
⊕
dim {x}=−q
KX(x).
By Lemma 2.15 there an OX-linear homomorphism
δ := (−1)q+1
∑
(x,y)
δ(x,y) : K
q
X → K
q+1
X ,
satisfying δ2 = 0. The complex (K·X , δ) is called the Grothendieck residue
complex of X.
In Corollary 3.8 we will prove that K·X is canonically isomorphic (in the
derived category D(X)) to π!k, where π : X → Spec k is the structural
morphism.
Remark 2.17. A heuristic for the negative grading of K·X and the sign
(−1)q+1 is that the residue complex is the “k-linear dual” of a hypothetical
“complex of localizations” · · ·
∏
OX,y →
∏
OX,x → · · · . Actually, there
is a naturally defined complex which is built up from all localizations and
completions: the Beilinson adeles A·red(OX) (cf. [Be] and [HY1]). A
·
red(OX)
is a DGA, and K·X is naturally a right DG-module over it. See [Ye4], and
cf. also Remark 6.22.
Definition 2.18. 1. Let f : X → Y be a morphism of schemes. Define a
homomorphism of graded OY -modules Trf : f∗K
·
X → K
·
Y by summing
the local trace maps of Definition 2.11.
2. Let g : U → X be an e´tale morphism. Define qg : K
·
X → g∗K
·
U by
summing all local homomorphisms qg of Definition 2.9.
Theorem 2.19. Let X be a k-scheme of finite type.
(a) (K·X , δ) is a residual complex on X (cf. [RD] Chapter VI §1).
(b) If g : U → X is an e´tale morphism, then 1 ⊗ qg : g
∗K·X → K
·
U is an
isomorphism of complexes.
(c) If f : X → Y is a finite morphism, then Trf : f∗K
·
X → K
·
Y is a
homomorphism of complexes, and the induced map
f∗K
·
X →HomOY (f∗OX ,K
·
Y )
is an isomorphism of complexes.
(d) If X is reduced, then (K·X , δ) is canonically isomorphic to the complex
constructed in [Ye1] §4.3. In particular, if X is smooth irreducible of
dimension n, there is a quasi-isomorphism CX : Ω
n
X/k[n]→ K
·
X .
Proof. Parts (b), (c), (d) are immediate consequences of Propositions 2.10,
2.12 and 2.13 here, and [Ye1] Theorem 4.5.2. (Note that the sign of δ in
[Ye1] is different.) As for part (a), clearly K·X is a direct sum of injective
hulls of all the residue fields in X, with multiplicities 1. It remains to prove
that K·X has coherent cohomology. Since this is a local question, we can
assume using part (b) that X is a closed subscheme of Ank . According to
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parts (c) and (d) of this theorem and [Ye1] Corollary 4.5.6, K·X has coherent
cohomology.
From part (b) of the theorem we get:
Corollary 2.20. The presheaf U 7→ Γ(U,K·U ) is a sheaf on Xet, the small
e´tale site over X.
Definition 2.21. For an OX-module M define dual complex
DualXM := Hom
·
OX (M,K
·
X ).
Observe that since K·X is complex of injectives the derived functor DualX :
D(X)◦ → D(X) is defined. Moreover, since K·X is dualizing, the adjunction
morphism 1→ DualX DualX is an isomorphism on D
b
c (X). We shall some-
times write DualM instead of DualXM.
3. Duality for Proper Morphisms
In this section we prove that if f : X → Y is a proper morphism of k-
schemes, then the trace map Trf of Definition 2.11 is a homomorphism of
complexes, and it induces a duality in the derived categories.
Proposition 3.1. Let f : X → Y be a proper morphism between finite type
k-schemes, and let η = (y0, . . . , yn) be a saturated chain in Y . Then there
exists a canonical isomorphism of BCAs∏
ξ|η
OX,ξ ∼=
∏
x0|y0
OX,(x0) ⊗
(∧)
OY,(y0)
OY,η ,
where ξ = (x0, . . . , xn) denotes a variable chain in X lying over η.
Proof. The proof is by induction on n. For n = 0 this is trivial. Assume
n = 1. Let Z := {x0}red, so OZ,x1 is a 1-dimensional local ring inside k(Z) =
k(x0). Considering the integral closure of OZ,x1 we see that k((x0, x1)) =
k(x0)(x1) = k(x0)⊗OZ,(x1) is the product of the completions of k(x0) at all
discrete valuations centered on x1 ∈ Z (cf. [Ye1] Theorem 3.3.2). So by the
valuative criterion for properness we get∏
(x0,x1)|(y0,y1)
k(x0)(x1)
∼=
∏
x0|y0
k(x0)⊗k(y0) k(y0)(y1).(3.2)
For i ≥ 1 the morphism of BCAs∏
x0|y0
(OX,x0/m
i
x0)⊗OY,(y0) OY,(y0,y1) →
∏
(x0,x1)|(y0,y1)
OX,(x0,x1)/m
i
(x0,x1)
is bijective, since both sides are flat over OX,x0/m
i
x0 , and by equation (3.2)
(cf. [Ye2] Proposition 3.5). Passing to the inverse limit in i we get an iso-
morphism of BCAs∏
x0|y0
OX,(x0) ⊗
(∧)
OY,(y0)
OY,(y0,y1)
∼=
∏
(x0,x1)|(y0,y1)
OX,(x0,x1) .(3.3)
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Now suppose n ≥ 2. Then we get∏
x0|y0
OX,(x0) ⊗
(∧)
OY,(y0)
OY,η
∼=
∏
(x0,x1)|(y0,y1)
OX,(x0,x1) ⊗
(∧)
OY,(y0,y1)
OY,η (i)
∼=
∏
(x0,x1)|(y0,y1)
OX,(x0,x1) ⊗
(∧)
OY,(y1)
OY,∂0η (ii)
∼=
∏
ξ|ηOX,(x0,x1) ⊗
(∧)
OX,(x1)
OX,∂0ξ (iii)
∼=
∏
ξ|ηOX,ξ (iv)
where associativity of intensification base change ([Ye2] Proposition 3.10)
is used repeatedly; in (i) we use formula (3.3); in (ii) we use Lemma 2.14
applied to OY,η; in (iii) we use the induction hypothesis; and (iv) is another
application of Lemma 2.14.
The next theorem is our version of [RD] Ch. VII Theorem 2.1:
Theorem 3.4. (Global Residue Theorem) Let f : X → Y be a proper
morphism between k-schemes of finite type. Then Trf : f∗K
·
X → K
·
Y is a
homomorphism of complexes.
Proof. Fix a point x0 ∈ X, and let y0 := f(x0). First assume that x0 is
closed in its fiber Xy0 = f
−1(y0). Let y1 be an immediate specialization of
y0. By Proposition 3.1 we have∏
x1|y1
OX,(x0,x1)
∼= OX,(x0) ⊗
(∧)
OY,(y0)
OY,(y0,y1),
so just as in Proposition 2.12 (b), we get
δ(y0,y1)Trf =
∑
x1|y1
Trf δ(x0,x1) : f∗KX(x0)→ KY (y1).
Next assume x0, y0 are as above, but x0 is not closed in the fiber Xy0 .
The only possibility to have an immediate specialization x1 of x0 which is
closed in its fiber, is if x1 ∈ Xy0 and Z := {x0}red ⊂ Xy0 is a curve. We
have to show that∑
x1|y0
Trf δ(x0,x1) = 0 : f∗KX(x0)→ KY (y0).(3.5)
Since KZ(x0) ⊂ KX(x0) is an essential submodule over OY,y0 it suffices to
check (3.5) on KZ(x0). Thus we may assume X = {x0}red and Y = {y0}red.
After factoring X → Y through a suitable finite radiciel morphism X → X˜,
and using Proposition 2.12, we may further assume that K = k(Y )→ k(X)
is separable. Now
Trf δ(x0,x1) = Resk((x0,x1))/K : Ω
n+1
k(X)/k → Ω
n
K/k.
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Since Ωn+1k(X)/k = Ω
1
k(X)/k ∧ Ω
n
K/k, it suffices to check that∑
x1∈X
Resk((x0,x1))/K = 0 : Ω
1
k(X)/k → K.
Let K ′ be the maximal purely inseparable extension of K in an algebraic
closure, and let X ′ := X ×K K
′. So
k((x0, x1))⊗K K
′ ∼=
∏
(x′0,x
′
1)|(x0,x1)
k((x′0, x
′
1))
where (x′0, x
′
1) are chains in X
′. According to [Ye1] Lemma 2.4.14 we may
assume k = K = K ′. Since now K is perfect, we are in the position to use
the well known Residue Theorem for curves (cf. [Ye1] Theorem 4.2.15).
Corollary 3.6. Let f : X → Y be a morphism between k-schemes of finite
type, and let Z ⊂ X be a closed subscheme which is proper over Y . Then
Trf : f∗ΓZK
·
X → K
·
Y is a homomorphism of complexes.
Proof. Let I ⊂ OX be the ideal sheaf of Z, and define Zn := SpecOX/I
n+1,
n ≥ 0. The trace maps K·Z0 → · · · → K
·
Zn
→ · · · → K·X of Proposition 2.12
induce a filtration by subcomplexes ΓZK
·
X =
⋃∞
n=0K
·
Zn
. Now since each
morphism Zn → Y is proper, Trf : f∗K
·
Zn
→ K·Y is a homomorphism of
complexes.
Theorem 3.7. (Duality) Let f : X → Y be a proper morphism between
finite type k-schemes. Then for any complex M· ∈ Dbc (X), the homomor-
phism
HomD(X)(M
·,K·X)→ HomD(Y )(Rf∗M
·,K·Y )
induced by Trf : f∗K
·
X → K
·
Y is an isomorphism.
Proof. The proof uses a relative version of Sastry’s notion of “residue pairs”
and “pointwise residue pairs”, cf. [Ye1] Appendix. Define a residue pair
relative to f and K·Y , to be a pair (R
·, t), with R· a residual complex on X,
and with t : f∗R
· → K·Y a homomorphism of complexes, which represent
the functor M· 7→ HomD(Y )(Rf∗M
·,K·Y ) on D
b
c (X). Such pairs exist; for
instance, we may take R· to be the Cousin complex f△K·Y associated to the
dualizing complex f !K·Y (cf. [RD] ch. VII §3, or ibid. Appendix no. 4).
A pointwise residue pair relative to f and K·Y , is by definition a pair (R
·, t)
as above, but satisfying the condition: for any closed point x ∈ X, and any
coherent OX -module M supported on {x}, the map HomOX (M,R
·) →
HomOY (f∗M,K
·
Y ) induced by t is an isomorphism. By the definition of
the trace map Trf , the pair (K
·
X ,Trf ) is a pointwise residue pair. In fact,
k → OY,(f(x)) → OX,(x) are morphisms in BCA(k), and by [Ye2] Theorem
7.4 (i),(iv) we get
HomOX (M,K
·
X)
∼= HomOY (f∗M,K
·
Y )
∼= Homk(Mx, k).
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The proof of [Ye1] Appendix Theorem 2 goes through also in the rela-
tive situation: the morphism Trf : f∗K
·
X → K
·
Y in D(Y ) corresponds to a
morphism ζ : K·X → R
· in D(X). But since both K·X and R
· are residual
complexes, ζ is an actual, unique homomorphism of complexes (cf. [RD] Ch.
IV Lemma 3.2). By testing on OX-modules M as above we see that ζ is
indeed an isomorphism of complexes. So (K·X ,Trf ) is a residue pair.
Let π : X → Speck be the structural morphism. In [RD] §VII.3 we find
the twisted inverse image functor π! : D+c (k)→ D
+
c (X).
Corollary 3.8. There is a canonical isomorphism ζX : K
·
X
≃
→ π!k in D(X).
It is compatible with proper and e´tale morphisms. If π is proper then
Trpi = Tr
RD
pi Rπ∗(ζX) : π∗K
·
X → k
where TrRDpi : Rπ∗π
!k → k is the trace map of [RD] §VII.3.
Proof. The uniqueness of ζX follows from considering closed subschemes
iZ : Z →֒ X finite over k. This is because any endomorphism a of K
·
X
in D(X) is a global section of OX , and a = 1 iff i
∗
Z(a) = 1 for all such
Z. Existence is proved by covering X with compactifiable (e.g. affine) open
sets and using Theorem 3.7, cf. [Ye1] Appendix Theorem 3 and subsequent
Exercise. In particular ζX is seen to be compatible with open immersions.
Compatibility with proper morphisms follows from the transitivity of traces.
As for an e´tale morphism g : U → X, one has g∗K·X
∼= K·U by Theorem
2.19 (b), and also g∗π!k = g!π!k = (πg)!k. Testing the isomorphisms on
subschemes Z ⊂ U finite over k shows that g∗(ζX) = ζU .
4. Duals of Differential Operators
Let X be a k-scheme of finite type, where k is a perfect field of any
characteristic. Suppose M,N are OX-modules. By a differential operator
(DO) D : M → N over OX , relative to k, we mean in the sense of [EGA]
IV §16.8. Thus D has order ≤ 0 if D is OX -linear, and D has order ≤ d if
for all a ∈ OX , the commutator [D, a] has order ≤ d− 1.
Recall that the dual of an OX -moduleM is DualM = Hom
·
OX
(M,K·X ).
In this section we prove the existence of the dual operator Dual(D), in
terms of BCAs and residues. This explicit description of Dual(D) will be
needed for the applications in Sections 5-7. For direct proofs of existence cf.
Remarks 4.6 and 4.7.
Theorem 4.1. Let M,N be two OX -modules, and let D : M → N be a
differential operator of order ≤ d. Then there is a homomorphism of graded
sheaves
Dual(D) : DualN → DualM
having the properties below:
(i) Dual(D) is a DO of order ≤ d.
(ii) Dual(D) is a homomorphism of complexes.
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(iii) Functoriality: if E : N → L is another DO, then Dual(ED) =
Dual(D) Dual(E).
(iv) If d = 0, i.e. D is OX -linear, then Dual(D)(φ) = φ ◦ D for any φ ∈
Hom·OX (N ,K
·
X).
(v) Adjunction: under the homomorphisms M→ DualDualM and N →
DualDualN , one has D 7→ Dual(Dual(D)).
Proof. By [RD] Theorem II.7.8, an OX -module M
′ is noetherian iff there
is a surjection
⊕n
i=1OUi ։ M
′, for some open sets U1, . . . , Un. Here OUi
is extended by 0 to a sheaf on X. One has M = limα→Mα, where {Mα}
is the set of noetherian submodules of M. (We did not assume M,N are
quasi-coherent!) So
HomOX (M,K
q
X )
∼= lim
←α
HomOX (Mα,K
q
X).
Since the sheaf PdX/k of principal parts is coherent, and D : Mα → N
induces
n⊕
i=1
(PdX/k ⊗OUi)։ P
d
X/k ⊗Mα → N ,
we conclude that the module Nα := OX · D(Mα) ⊂ N is also noetherian.
Therefore we may assume that both M,N are noetherian.
We have
Hom·OX (M,K
·
X ) =
⊕
x
HomOX (M,KX (x)),
and HomOX (M,KX(x)) is a constant sheaf with support {x} and module
HomOX,x(Mx,KX(x)) = HomA(M,K(A)) = DualAM,
where A := ÔX,x = OX,(x) and M := A ⊗Mx. Note that M is a finitely
generated A-module. D : Mx → Nx induces a continuous DO D : M →
N = A ⊗ Nx (for the m-adic topology). According to [Ye2] Theorem 8.6
there is a continuous DO
DualA(D) : DualAN → DualAM.
Properties (i), (iii), (iv) and (v) follows directly from [Ye2] Theorem
8.6 and Corollary 8.8. As for property (ii), consider any saturated chain
ξ = (x, . . . , y). Since ∂− : OX,(x) → OX,ξ is an intensification homomor-
phism, and since ∂+ : OX,(y) → OX,ξ is a morphism in BCA(k) which is also
topologically e´tale, we see that property (ii) is a consequence of [Ye2] Thm.
8.6 and Cor. 8.12.
Let DX := DiffOX/k(OX ,OX) be the sheaf of differential operators on X.
By definition OX is a left DX-module.
Corollary 4.2. If M is a left (resp. right) DX-module, then DualM is
a complex of right (resp. left) DX -modules. In particular this is true for
K·X = DualOX .
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Corollary 4.3. Suppose M· is a complex sheaves, where each Mq is an
OX-module, and d : M
q → Mq+1 is a DO. Then there is a dual complex
DualM·.
Specifically, (DualM·,D) is the simple complex associated to the double
complex (DualM·)p,q := HomOX (M
−p,KqX). The operator is D = D
′+D′′,
where
D′ := (−1)p+q+1Dual(d) : (DualM·)p,q → (DualM·)p+1,q,
D′′ := δ : (DualM·)p,q → (DualM·)p,q+1.
It is well known that if char k = 0 and X is smooth of dimension n, then
ωX = Ω
n
X/k is a right DX -module.
Proposition 4.4. Suppose char k = 0 and X is smooth of dimension n.
Then CX : Ω
n
X/k → K
−n
X (the inclusion) is DX-linear.
Proof. It suffice to prove that any ∂ ∈ TX (the tangent sheaf), which we
view as a DO ∂ : OX → OX , satisfies Dual(∂)(α) = −L∂(α), where L∂
is the Lie derivative, and α ∈ ΩnX/k. Localizing at the generic point of X
we get ∂ ∈ D(k(X)) and α ∈ ω(k(X)). Now use [Ye2] Definition 8.1 and
Proposition 4.2.
Remark 4.5. Proposition 4.4 says that in the case char k = 0 and X
smooth, the DX -module structure on K
·
X coincides with the standard one,
which is obtained as follows. The quasi-isomorphism CX : Ω
n
X/k → K
·
X [−n]
identifies K·X [−n] with the Cousin complex of Ω
n
X/k, which is computed in
the category Ab(X) (cf. [Ha] Section I.2). Since any D ∈ DX acts Z-linearly
on ΩnX/k, it also acts on K
·
X [−n].
Remark 4.6. According to [Sai] there is a direct way to obtain Theorem 4.1
in characteristic 0. Say X ⊂ Y , with Y smooth. Then Hom·OX (M,K
·
X)
∼=
Hom·OY (M,K
·
Y ). Now by [Sai] §2.2.3 any DO D : M → N of order ≤ d
can be viewed as
D ∈ HomOY (M,N ⊗OY D
d
Y ) ⊂ HomDY (M⊗OY DY ,N ⊗OY DY )
(right DY -modules). Since K
q
Y is a DY -module (cf. Remark 4.5), we get
HomOY (M,K
q
Y )
∼= HomDY (M⊗OY DY ,K
q
Y )
and so we obtain the dual operator Dual(D). I thank the referee for pointing
out this fact to me.
Remark 4.7. Suppose char k = p > 0. Then a k-linear map D : M→ N
is a DO over OX iff it is OX(pn/k)-linear, for n≫ 0. Here X
(p/k) → X is the
Frobenius morphism relative to k, cf. [Ye1] Theorem 1.4.9. Since Tr induces
an isomorphism
Hom·OX (M,K
·
X )
∼= Hom·O
X(p
n/k)
(M,K·
X(p
n/k))
we obtain the dual operator Dual(D).
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Let us finish this section with an application to rings of differential oper-
ators. Given a finitely generated (commutative) k-algebra A, denote by
D(A) := DiffA/k(A,A) the ring of differential operators over A. Such
rings are of interest for ring theorists (cf. [MR] and [HoSt]). It is well
known that if char k = 0 and A is smooth, then the opposite ring D(A)◦ ∼=
ωA ⊗A D(A) ⊗A ω
−1
A , where ωA = Ω
n
A/k. The next theorem is a vast gener-
alization of this fact.
Given complexes M ·, N · of A-modules let Diff ·A/k(M
·, N ·) be the com-
plex of k-modules which in degree n is
∏
pDiffA/k(M
p, Np+n). Let K·A :=
Γ(X,K·X) with X := SpecA. By Corollary 4.2, it is a complex of right
D(A)-modules.
Theorem 4.8. There is a natural isomorphism of filtered k-algebras
D(A)◦ ∼= H0Diff ·A/k(K
·
A,K
·
A).
Proof. First observe that since DOs preserve support, DiffA/k(K
p
A,K
p−1
A ) =
0 for all p. This means that every local section D ∈ H0Diff ·A/k(K
·
A,K
·
A) is
a well defined DO D : K·A → K
·
A which commutes with the coboundary δ.
Applying Dual and taking 0-th cohomology we obtain a DO
D∨ = H0Dual(D) : H0DualK·A → H
0DualK·A.
But H0DualK·A = A, so D
∨ ∈ D(A). Finally according to Theorem 4.1 (v),
D = D∨∨ for D ∈ H0Diff ·A/k(K
·
A,K
·
A) or D ∈ D(A).
Recall that an n-dimensional integral domain A is a Gorenstein algebra
iff ωA = H
−nK·A → K
·
A[−n] is a quasi-isomorphism, and ωA is invertible.
Corollary 4.9. If A is a Gorenstein k-algebra, there is a canonical isomor-
phism of filtered k-algebras
D(A)◦ ∼= DiffA/k(ωA, ωA) ∼= ωA ⊗A D(A)⊗A ω
−1
A .
Remark 4.10. In [Ho], the right D(A)-module structure on ωA was ex-
hibited, when X = SpecA is a curve. Corollary 4.9 was proved there for
complete intersection curves.
5. The De Rham-Residue Complex
As before k is a perfect field of any characteristic. Let X be a k-scheme
of finite type. In this section we define a canonical complex on X, the De
Rham-residue complex F·X . As we shall see in Corollary 5.9, F
·
X coincides
(up to indices and signs) with the double complex K·,∗X of [EZ].
According to Theorem 4.1, if M· is a complex of sheaves, with each Mq
an OX -module and d : M
q → Mq+1 a DO, then DualM· is a complex of
the same kind.
Definition 5.1. The De Rham-residue complex on X is the complex
F·X := DualΩ
·
X/k.
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of Corollary 4.3.
Note that the double complex F··X is concentrated in the third quadrant
of the (p, q)-plane.
Proposition 5.2. F·X is a right DG module over Ω
·
X/k.
Proof. The graded module structure is clear. It remains to check that
D(φ · α) = (Dφ) · α+ (−1)p+qφ · (dα)
for φ ∈ Fp,qX and α ∈ Ω
p′
X/k. But this is a straightforward computation using
Theorem 4.1.
Proposition 5.3. Let g : U → X be e´tale. Then there is a homomorphism
of complexes qg : F
·
X → g∗F
·
U , which induces an isomorphism of graded
sheaves 1⊗ qg : g
∗F·X
≃
→ F·U .
Proof. Consider the isomorphisms g∗Ω·X/k
∼= Ω·U/k and 1⊗ qg : g
∗K·X → K
·
U
of Theorem 2.19. Clearly 1 ⊗ qg : g
∗Fp,qX → F
p,q
U is an isomorphism. In
light of [Ye2] Theorem 8.6 (iv), qg : F
·
X → g∗F
·
U is a homomorphism of
complexes.
Let f : X → Y be a morphism of schemes. Define a homomorphism of
graded sheaves Trf : f∗F
·
X → F
·
Y by composing f
∗ : Ω·Y/k → f∗Ω
·
X/k with
Trf : f∗K
·
X → K
·
Y of Definition 2.11.
Proposition 5.4. Trf commutes with D
′. If f is proper then Trf also com-
mutes with D′′.
Proof. Let y ∈ Y and let x be a closed point in f−1(y). Then f∗ : OY,(y) →
OX,(x) is a morphism in BCA(k). Applying [Ye2] Cor. 8.12 to the DOs
df∗ = f∗d : Ωp
Y/k,(y)
→ Ωp+1
X/k,(x)
we get a dual homomorphism
Dualf∗(df
∗) = Dualf∗(f
∗d) : DualOX,(x) Ω
p+1
X/k,(x) → DualOY,(y) Ω
p
Y/k,(y),
which equals both Trf DualX(d) and DualY (d)Trf . The commutation of D
′′
with Trf in the proper case is immediate from Thm. 3.4.
Of course if f : X → Y is a closed immersion, then Trf is injective, and
it identifies F·X with the subsheaf HomΩ·
Y/k
(Ω·X/k,F
·
Y ) of F
·
Y . Just as in
Corollary 3.6 we get:
Corollary 5.5. Let f : X → Y be a morphism of schemes, and let Z ⊂ X
be a closed subscheme which is proper over Y . Then the trace map Trf :
f∗ΓZF
·
X → F
·
Y is a homomorphism of complexes.
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Suppose X is an integral scheme of dimension n. The canonical homo-
morphism
CX : Ω
n
X/k → K
−n
X = k(X)⊗OX Ω
n
X/k(5.6)
can be viewed as a global section of F−n,−nX .
Lemma 5.7. Suppose X is an integral scheme. Then D′(CX) = D
′′(CX) =
0.
Proof. By [Ye1] Section 4.5, D′′(CX) = ±δ(CX) = 0. Next, let K := k(X).
Choose t1, . . . tn ∈ K such that Ω
1
K/k =
⊕
K ·dti. Taking products of the dti
as bases of Ωn−1K/k and Ω
n
K/k, we see from [Ye2] Theorem 8.6 and Definition
8.1 that DualK(CX) = 0.
Proposition 5.8. If X is smooth irreducible of dimension n, then the DG
homomorphism Ω·X/k → F
·
X [−2n], α 7→ CX · α, is a quasi-isomorphism.
Proof. First note that D(CX) = 0, so this is indeed a DG homomorphism.
Filtering these complexes according to the p-degree we reduce to looking
at ΩpX/k[n] → F
p−n,·
X . That is a quasi-isomorphism by Theorem 2.19 part
d.
Corollary 5.9. The complex F·X is the same as the complex K
·,∗
X of [EZ],
up to signs and indexing.
Proof. If X is smooth of dimension n this is because F·X
∼= Ω·X/k[n]⊗K
·
X is
the Cousin complex of
⊕
ΩpX/k[p], and D
′ is (up to sign) the Cousin functor
applied to d. If X is a general scheme embedded in a smooth scheme Y , use
Proposition 5.4.
Definition 5.10. Given a scheme X, let X1, . . . ,Xr be its irreducible com-
ponents, with their induced reduced subscheme structures. For each i let xi
be the generic point of Xi, and let fi : Xi → X be the inclusion morphism.
We define the fundamental class CX by:
CX :=
r∑
i=1
length(OX,xi)Trfi(CXi) ∈ F
·
X .
The next proposition is easily verified using Propositions 5.4 and 5.3. It
should be compared to [EZ] Theorem III.3.1.
Proposition 5.11. For any scheme X, the fundamental class CX ∈
Γ(X,F·X) is annihilated by D
′ and D′′. If X has pure dimension n, then
CX has bidegree (−n,−n). If f : X → Y is a proper, surjective, generically
finite morphism between integral schemes, then Trf (CX) = deg(f)CY . If
g : U → X is e´tale, then CU = qg(CX).
Remark 5.12. In [Ye4] it is shown that F·X is a right DG module over
the DGA of Beilinson adeles A·X = A
·
red(Ω
·
X/k). Now let E be a locally
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free OX -module of rank r, and let Z ⊂ X be the zero locus of a regular
section of E . According to the adelic Chern-Weil theory of [HY2] there is an
adelic connection ∇ on E such that the Chern form cr(E ;∇) ∈ A
2r
X satisfies
CZ = ±CX · cr(E ;∇) ∈ F
·
X .
6. De Rham Homology and the Niveau Spectral Sequence
Let X be a finite type scheme over a field k of characteristic 0. In [Ye3]
it is shown that if X ⊂ X is a smooth formal embedding (see below) then
the De Rham complex Ω̂·
X/k calculates the De Rham cohomology H
·
DR(X).
In this section we will show that the De Rham-residue complex F·X of X
calculates the De Rham homology HDR· (X). This is done by computing
the niveau spectral sequence converging to H·(X,F·X) (Theorem 6.16). We
will draw a few conclusions, including the contravariance of homology w.r.t.
e´tale morphisms (Theorem 6.23). As a reference for algebraic De Rham
(co)homology we suggest [Ha].
Given a noetherian adic formal scheme X and a defining ideal I ⊂ OX, let
Xn be the (usual) noetherian scheme (X,OX/I
n+1). Suppose f : X → Y is
a morphism between such formal schemes, and let I ⊂ OX and J ⊂ OY be
defining ideals such that f−1J · OX ⊂ I. Such ideals are always available.
We get a morphism of (usual) schemes f0 : X0 → Y0.
Definition 6.1. A morphism f : X→ Y between (noetherian) adic formal
schemes is called formally finite type (resp. formally finite or formally proper)
if the morphism f0 : X0 → Y0 is finite type (resp. finite or proper).
Obviously these notions are independent of the particular defining ideals
chosen.
Example 6.2. If X → Y is a finite type morphism of noetherian schemes,
X0 ⊂ X is a locally closed subset and X = X/X0 is the formal completion,
then X→ Y is formally finite type. Such a morphism is called algebraizable.
Definition 6.3. A morphism of formal schemes X → Y is said to be for-
mally smooth (resp. formally e´tale) if, given a (usual) affine scheme Z and a
closed subscheme Z0 ⊂ Z defined by a nilpotent ideal, the map HomY(Z,X)
→ HomY(Z0,X) is surjective (resp. bijective).
This is the definition of formal smoothness used in [EGA] IV Section 17.1.
We shall also require the next notion.
Definition 6.4. A morphism g : X → Y between noetherian formal sche-
mes is called e´tale if it is of finite type (see [EGA] I §10.13) and formally
e´tale.
Note that if Y is a usual scheme, then so is X, and g is an e´tale morphism
of schemes.
Definition 6.5. A smooth formal embedding of X (over k) is a closed im-
mersion of X into a formal scheme X, which induces a homeomorphism on
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the underlying topological spaces, and such that X is of formally finite type
and formally smooth over k.
Example 6.6. If X is smooth over Y = Speck andX0,X are as in Example
6.2, then X0 ⊂ X is a smooth formal embedding.
Let ξ = (x0, . . . , xq) be a saturated chain of points in the formal scheme
X. Choose a defining ideal I, and let Xn be as above. Define the Beilinson
completion OX,ξ := lim←nOXn,ξ (which of course is independent of I).
Lemma 6.7. Let X be formally finite type over k, and let ξ be a saturated
chain in X. Then OX,ξ is a BCA over k. If X = X/X0 , then OX,ξ
∼= OX,ξ.
Proof. First assume X = X/X0 . Taking I to be the ideal of X0 in X, we
have
OX,ξ = lim
←n
(OX/I
n)ξ ∼= lim
←m,n
OX,ξ/(I
nOX,ξ +m
m
ξ )
∼= lim
←m
OX,ξ/m
m
ξ = OX,ξ.
Now by [Ye3] Proposition 1.20 and Lemma 1.1, locally there is a closed
immersion X ⊂ Y, with Y algebraizable (i.e. Y = Y/Y0). So there is a
surjection OY,ξ → OX,ξ, and this implies that OX,ξ is a BCA.
One can construct the complexes K·X and F
·
X for a formally finite type
formal scheme X, as follows. Define KX(x) := K(OX,(x)). Now let (x, y)
be a saturated chain. Then there is an intensification homomorphism ∂− :
OX,(x) → OX,(x,y) and a morphism of BCAs ∂
+ : OX,(y) → OX,(x,y). There-
fore we get a homomorphism of OX-modules δ(x,y) : KX(x)→ KX(y). Define
a graded sheaf K·X =
⊕
x∈XKX(x) on X, as in §1. Let Ω̂
·
X/k be the complete
De Rham complex on X, and set Fp,qX := HomOX (Ω̂
−p
X/k,K
q
X).
Proposition 6.8. Let X be a formally finite type formal scheme over k.
1. F·X is a complex.
2. If g : U → X is e´tale, then there is a homomorphism of complexes
qg : F
·
X → g∗F
·
U, which induces an isomorphism of graded sheaves
1⊗ qg : g
∗F·X
≃
→ F·U.
3. If f : X → Y is formally proper, then there is a homomorphism of
complexes Trf : f
∗F·X → F
·
Y.
Proof. 1. Let Xn ⊂ X be as before. Then one has F
·
X =
⋃
F·Xn , so this is a
complex.
2. Take Un := U×XXn; then each Un → Xn is an e´tale morphism of schemes,
and we can use Proposition 5.3.
3. Apply Proposition 5.4 to Xn → Yn.
Proposition 6.9. Assume X = Y/X for some smooth irreducible scheme Y
of dimension n and closed set X ⊂ Y . Then there is a natural isomorphism
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of complexes
F·X
∼= ΓXF
·
Y .(6.10)
Hence F·X
∼= RΓXΩ
·
Y/k[2n] in the derived category D(Ab(Y )), and conse-
quently
H−q(X,F·X)
∼= H
2n−q
X (Y,Ω
·
Y/k) = H
DR
q (X).
Proof. The isomorphism (6.10) is immediate from Lemma 6.7. But accord-
ing to Proposition 5.8, F·Y is a flasque resolution of Ω
·
Y/k[2n] in Ab(Y ).
We need some algebraic results, phrased in the terminology of [Ye1]
§1. Let K be a complete, separated semi-topological (ST) commutative
k-algebra, and let t = (t1, . . . , tn) be a sequence of indeterminates. Let
K[[ t ]] and K((t)) be the rings of formal power series, and of iterated Lau-
rent series, respectively. These are complete, separated ST k-algebras. Let
T be the free k-module with basis α1, . . . , αn and let
∧·
k T be the exterior
algebra over k.
Lemma 6.11. (“Poincare´ Lemma”) The DGA homomorphisms
Ω·,sepK/k → Ω
·,sep
K[[ t ]]/k
and
Ω·,sepK/k ⊗k
∧·
k
T → Ω·,sepK((t))/k, αi 7→ dlog ti
are quasi-isomorphisms.
Proof. Since
Ω·,sepK[[ t ]]/k
∼= K[[ t ]]⊗k[ t ] Ω
·
k[ t ]/k
the homotopy operator (“integration”) of the Poincare´ Lemma for the graded
polynomial algebra k[ t ] works here also.
For K((t)) (i.e. n = 1) we have
Ω·,sepK((t))/k
∼= Ω
·,sep
K[[t]]/k ⊕ Ω
·,sep
K[t−1]/k
∧ dlog t
so we have a quasi-isomorphism. For n > 1 use induction on n and the
Ku¨nneth formula.
Lemma 6.12. Suppose A is a local BCA and σ, σ′ : K → A are two coeffi-
cient fields. Then
H(σ) = H(σ′) : HΩ·,sep
K/k
→ HΩ·,sep
A/k
.
Proof. Choosing generators for the maximal ideal of A, σ induces a surjec-
tion of BCAs A˜ = K[[ t ]] → A. Denote by σ˜ : K → A˜ the inclusion. The
coefficient field σ′ lifts to some coefficient field σ˜′ : K → A˜. It suffices to
show that H(σ˜) = H(σ˜′). But by Lemma 6.11 both of these are bijective,
and using the projection A˜→ K we see they are in fact equal.
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Given a saturated chain ξ = (x, . . . , y) in X and a coefficient field σ :
k(y)→ OX,(y), there is the Parshin residue map
Resξ,σ : Ω
·
k(x)/k → Ω
·
k(y)/k
(cf. [Ye1] Definition 4.1.3). It is a map of DG k-modules of degree equal to
−(length of ξ).
Proposition 6.13. Let ξ = (x, . . . , y) be a saturated chain in X. Then the
map of graded k-modules
Resξ := H(Resξ,σ) : HΩ
·
k(x)/k → HΩ
·
k(y)/k
is independent of the coefficient field σ.
Proof. Say ξ has length n. Let L be one of the local factors of k(ξ) = k(x)ξ,
so it is an n-dimensional topological local field (TLF). Let K := κn(L),
the last residue field of L, which is a finite separable k(y)-algebra. Then
σ extends uniquely to a morphism of TLFs σ : K → L, and it is certainly
enough to check that
H(ResL/K;σ) : HΩ
·,sep
L/k → HΩ
·,sep
K/k(6.14)
is independent of σ.
After choosing a regular system of parameters t = (t1, . . . , tn) in L we
get L ∼= K((t)). According to Lemma 6.11, H(σ) induces an isomorphism
of k-algebras
HΩ·K/k ⊗k
∧·
k
T ∼= HΩ
·,sep
L/k .(6.15)
But by Lemma 6.12 this isomorphism is independent of σ. The map (6.14) is
HΩ·K/k-linear, and it sends
∧p
k T to 0 if p < n, and dlog t1∧· · ·∧dlog tn 7→ 1.
Hence (6.14) is independent of σ.
The topological space X has an increasing filtration by families of sup-
ports ∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · , where
Xq := {Z ⊂ X | Z is closed and dimZ ≤ q}.
We write x ∈ Xq/Xq−1 if {x} ∈ Xq −Xq−1, and the set Xq/Xq−1 is called
the q-skeleton of X. (This notation is in accordance with [BlO]; in [Ye1] Xq
denotes the q-skeleton.) The niveau filtration on F·X is NqF
·
X := ΓXqF
·
X. Let
us write Xq/Xq+1 := X−q/X−q−1 and N
q := N−q, so {N
qF·X} is a decreasing
filtration.
Theorem 6.16. Suppose char k = 0 and X ⊂ X is a smooth formal embed-
ding. Then in the niveau spectral sequence converging to H·(X,F·X), the E1
term is (in the notation of [ML] Chapter XI):
Ep,q1 = H
p+q
Xp/Xp+1
(X,F·X)
∼=
⊕
x∈Xp/Xp+1
Hq−pΩ·k(x)/k,
and the coboundary operator is (−1)p+1
∑
(x,y)Res(x,y).
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Proof. We shall substitute indices (p, q) 7→ (−q,−p); this puts us in the first
quadrant. Because F·X is a complex of flasque sheaves, one has
E−q,−p1 = H
−p−q
X−q/X−q+1
(X,F·X)
∼=
⊕
x∈Xq/Xq−1
H−pHom·OX
(
Ω̂·X/k,KX(x)
)
(the operator δ is trivial on the q-skeleton). Fix a point x of dimension q
and let B := OX,(x). Then Ω̂
·
X/k,(x)
∼= Ω
·,sep
B/k and by definition
Hom·OX
(
Ω̂·X/k,KX(x)
)
∼= DualB Ω
·,sep
B/k .
Choose a coefficient field σ : K = k(x)→ B. By [Ye2] Theorem 8.6 there is
an isomorphism of complexes
Ψσ : DualB Ω
·,sep
B/k
≃
→ Dualσ Ω
·,sep
B/k = Hom
cont
K;σ(Ω
·,sep
B/k , ω(K)).
Here ω(K) = ΩqK/k and the operator on the right is Dualσ(d) of [Ye2] Defi-
nition 8.1.
According to [Ye3] §3, k → B is formally smooth; so B is a regular
local ring, and hence B ∼= K[[ t ]]. Put a grading on Ω·K[ t ]/k by declaring
deg ti = deg dti = 1, and let Vl ⊂ Ω
·
K[ t ]/k be the homogeneous component
of degree l. In particular V0 = Ω
·
K/k. Since d preserves each Vl, from the
definition of Dualσ(d) we see that
Dualσ Ω
·,sep
B/k =
∞⊕
l=0
HomK(Vl, ω(K))
as complexes. Because the K-linear homotopy operator in the proof of
Lemma 6.11 also preserves Vl we get HHomK(Vl, ω(K)) = 0 for l 6= 0, and
hence
H−pDualσ Ω
·,sep
B/k
∼= H−pHomK(Ω
·
K/k, ω(K))
∼= Hq−pΩ·K/k(6.17)
(cf. proof of Lemma 5.7).
It remains to check that the coboundary maps match up. Given an im-
mediate specialization (x, y), choose a pair of compatible coefficient fields
σ : k(x)→ OX,(x) = B and τ : k(y)→ OX,(y) = A (cf. [Ye1] Definition 4.1.5).
Set B̂ := OX,(x,y), so f : A→ B̂ is a morphism of BCAs. A cohomology class
[φ] ∈ H−pDualB Ω
·,sep
B/k
is sent under the isomorphism (6.17) to the class [β]
of some form β ∈ Ωq−pk(x)/k, such that dβ = 0 and on σ(Ω
·
k(x)/k) ⊂ Ω
·,sep
B/k , φ
acts like left multiplication by β. So for α ∈ Ωpk(y)/k,
TrA/k(y)TrB̂/A φfτ(α) = Resk((x,y))/k(y);τ (β ∧ τ(α))
= Resk((x,y))/k(y);τ (β) ∧ α.
This says that under the isomorphism
H−pDualAΩ
·,sep
A/k
∼= Hq−p−1Ω·k(y)/k,
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the class δ(x,y)([φ]) is sent to Res(x,y)([β]).
Remark 6.18. Theorem 6.16, but with RΓXΩ
·
Y/k instead of F
·
X (cf. Propo-
sition 6.9), was discovered by Grothendieck (see [Gr] Footnotes 8,9), and
proved by Bloch-Ogus [BlO]. Our proof is completely different from that in
[BlO], and in particular we obtain the formula for the coboundary operator
as a sum of Parshin residues. On the other hand the proof in [BlO] is valid for
a general homology theory (including l-adic homology). Bloch-Ogus went
on to prove additional important results, such as the degeneration of the
sheafified spectral sequence Ep,qr at r = 2, for X smooth.
The next result is a generalization of [Ha] Theorem II.3.2. Suppose X ⊂
Y is another smooth formal embedding. By a morphism of embeddings
f : X→ Y we mean a morphism of formal schemes inducing the identity on
X. Since f is formally finite, according to Proposition 6.8, Trf : F
·
X → F
·
Y
is a map of complexes in Ab(X).
Corollary 6.19. Let f : X→ Y be a morphism of embeddings of X. Then
Trf : Γ(X,F
·
X)→ Γ(X,F
·
Y) is a quasi-isomorphism. If g : X→ Y is another
such morphism, then H(Trf ) = H(Trg).
Proof. Trf induces a map of niveau spectral sequences E
p,q
r (X) → E
p,q
r (Y).
The theorem and its proof imply that these spectral sequences coincide for
r ≥ 1, hence H·(Trf ) is an isomorphism. The other statement is proved like
in [Ye3] Theorem 2.7 (cf. next corollary).
Corollary 6.20. The k-module Hq(X,F·X) is independent of the smooth
formal embedding X ⊂ X.
Proof. As shown in [Ye3], given any two embeddings X ⊂ X and X ⊂ Y,
the completion of their product along the diagonal (X ×k Y)/X is also a
smooth formal embedding of X, and it projects to both X and Y. Therefore
by Corollary 6.19, Hq(X,F·X) and H
q(X,F·Y) are isomorphic. Using triple
products we see this isomorphism is canonical.
Remark 6.21. We can use Corollary 6.20 to define HDR· (X) if some smooth
formal embedding exists. For a definition of HDR· (X) in general, using a
system of local embeddings, see [Ye3] (cf. [Ha] pp. 28-29).
Remark 6.22. In [Ye4] it is shown that F·X is naturally a DG module
over the adele-De Rham complex A·X = A
·
red(Ω̂
·
X/k), and this multiplication
induces the cap product of H·DR(X) on H
DR
· (X).
The next result is new (cf. [BlO] Example 2.2):
Theorem 6.23. De Rham homology HDR· (−) is contravariant w.r.t. e´tale
morphisms.
Proof. The “topological invariance of e´tale morphisms” (see [Mi] Theorem
I.3.23) implies that the smooth formal embedding X ⊂ X induces an “em-
bedding of e´tale sites” Xet ⊂ Xet. By this we mean that for every e´tale
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morphism U → X there is some e´tale morphism U → X, unique up to
isomorphism, s.t. U ∼= U ×X X (see [Ye3]). Then U ⊂ U is a smooth for-
mal embedding. From Proposition 6.8 we see there is a complex of sheaves
F·Xet on Xet with F
·
Xet
|U ∼= F
·
U
∼= g∗F·X for every g : U → X e´tale (cf. [Mi]
Corollary II.1.6). But by Corollary 6.20, HDR· (U) = H
·(U,F·U).
Say X is smooth irreducible of dimension n. Define the sheaf HpDR on
XZar to be the sheafification of the presheaf U 7→ H
p
DR(U). For any point
x ∈ X let ix : {x} → X be the inclusion. Let x0 be the generic point, so
Xn/Xn−1 = {x0}. According to [BlO] there is an exact sequence of sheaves
0→HpDR → ix0 ∗H
pΩ·k(x0)/k → · · · →
⊕
x∈Xq/Xq−1
ix∗H
p+q−nΩ·k(x)/k → · · ·
called the arithmetic resolution. Observe that this is a flasque resolution.
Corollary 6.24. The coboundary operator in the arithmetic resolution of
HpDR is
(−1)q+1
∑
(x,y)
Res(x,y)
where Res(x,y) is the Parshin residue of Proposition 6.13.
Proof. Take X = X in Theorem 6.16, and use [BlO] Theorem 4.2.
7. The Intersection Cohomology D-module of a Curve
Suppose Y is an n-dimensional smooth algebraic variety over C and X is
a subvariety of codimension d. Let HdXOY be the sheaf of d-th cohomology
of OY with support in X. According to [BrK], the holonomic DY -module
HdXOY has a unique simple coherent submodule L(X,Y ), and the De Rham
complex DRL(X,Y ) = L(X,Y )⊗Ω·Y an [n] is the middle perversity intersec-
tion cohomology sheaf IC·Xan . Here Y
an is the associated complex manifold.
The module L(X,Y ) was described explicitly using complex-analytic meth-
ods by Vilonen [Vi] and Barlet-Kashiwara [BaK]. These descriptions show
that the fundamental class CX/Y lies in L(X,Y )⊗Ω
d
Y/k, a fact proved earlier
by Kashiwara using the Riemann-Hilbert correspondence and the decompo-
sition theorem of Beilinson-Bernstein-Deligne-Gabber (see [Br]).
Now let k be any field of characteristic 0, Y an n-dimensional smooth
variety over k, and X ⊂ Y an integral curve with arbitrary singularities.
In this section we give a description of L(X,Y ) ⊂ Hn−1X OY in terms of
algebraic residues. As references on D-modules we suggest [Bj] and [Bo]
Chapter VI.
Denote by w the generic point of X. Pick any coefficient field σ : k(w)→
ÔY,w = OY,(w). As in [Hu] Section 1 there is a residue map
Reslcw,σ : H
n−1
w Ω
n
Y/k → Ω
1
k(w)/k
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(“lc” is for local cohomology) defined as follows. Choose a regular system
of parameters f1, . . . , fn−1 in OY,w, so that OY,(w) ∼= k(w)[[f1, . . . , fn−1]].
Then for a generalized fraction, with α ∈ Ω1k(X)/k, we have
Reslcw,σ
[
σ(α) ∧ df1 ∧ · · · ∧ dfn−1
f i11 · · · f
in−1
n−1
]
=
{
α if (i1, . . . , in−1) = (1, . . . , 1)
0 otherwise.
Let π : X˜ → X be the normalization, and let w˜ be the generic point of X˜.
For any closed point x˜ ∈ X˜ the residue field k(x˜) is e´tale over k, so it lifts
into OX˜,(x˜). Hence we get canonical morphisms of BCAs k(x˜) → OX˜,(x˜) →
k(w˜)(x˜), and a residue map
Res(w˜,x˜) : Ω
1
k(w)/k → Ω
1,sep
k(w˜)(x˜)/k
→ k(w˜).
Define
Reslc(w˜,x˜) : H
n−1
w Ω
n
Y/k
Reslcw,σ
−−−−→ Ω1k(w)/k
Res(w˜,x˜)
−−−−−→ k(x˜).
We shall see later that Reslc(w˜,x˜) is independent of σ. Note that H
n−1
w Ω
n
Y/k =
(Hn−1X Ω
n
Y/k)w.
Theorem 7.1. Let x ∈ X be a closed point and let a ∈ (Hn−1X OY )x. Then
a ∈ L(X,Y )x iff Res
lc
(w˜,x˜)(aα) = 0 for all α ∈ Ω
n
Y/k,x and x˜ ∈ π
−1(x).
This is our algebraic counterpart of Vilonen’s formula in [Vi]. The proof
of the theorem appears later in this section.
Fix a closed point x ∈ X. Write B := OY,(w,x) and L :=
∏
x˜∈pi−1(x) k(x˜).
Lemma 7.2. There is a canonical morphism of BCAs L → B, and B ∼=
L((g))[[f1, . . . , fn−1]] for indeterminates g, f1, . . . , fn−1.
Proof. Because OX˜,(x˜) is a regular local ring we get OX˜,(x˜)
∼= k(x˜)[[g]]. It
is well known (cf. [Ye1] Theorem 3.3.2) that k(w)(x) = k(w) ⊗ OX,(x) ∼=∏
k(w˜)(x˜), hence k(w)(x) ∼= L((g)).
Choose a coefficient field σ : k(w) → OY,(w). It extends to a lifting σ(x) :
k(w)(x) → OY,(w,x) = B (cf. [Ye1] Lemma 3.3.9), and L→ B is independent
of σ. Taking a system of regular parameters f1, . . . , fn−1 ∈ OY,w we obtain
the desired isomorphism.
The BCA A := OY,(x) is canonically an algebra over K := k(x), so there
is a morphism of BCAs L⊗K A→ B. Define a homomorphism
Tx : K(B)
Tr
−→ K(L⊗K A) ∼= L⊗K K(A).
Since A → L ⊗K A → B are topologically e´tale (relative to k), it follows
that Tx is a homomorphism of D(A)-modules.
Define
V (x) := Coker (K → L) .
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Observe that V (x) = 0 iff x is either a smooth point or a geometrically
unibranch singularity. We have V (x)∗ ⊂ L∗, where (−)∗ := Homk(−, k).
The isomorphism L∗ ∼= L induced by TrL/k identifies V (x)
∗ ∼= Ker(L
Tr
−→ K).
Since ΩnY/k[n]→ K
·
Y is a quasi-isomorphism we get a short exact sequence
0→ (Hn−1X Ω
n
Y/k)x → KY (w)
δ
−→ KY (x)→ 0.(7.3)
Also we see that K(A) = KY (x) ∼= H
n
xΩ
n
Y/k. Now KY (w) = K(OY,(w)) ⊂
K(B). Because the composed map
KY (w)
Tx−→ L⊗K KY (x)
TrL/K ⊗1
−−−−−−→ KY (x)
coincides with δ, and by the sequence (7.3), we obtain a homomorphism of
DY,x-modules
Tx : (H
n−1
X Ω
n
Y/k)x → V (x)
∗ ⊗K H
n
xΩ
n
Y/k.(7.4)
Theorem 7.5. The homomorphism Tx induces a bijection between the lat-
tice of nonzero DY,x-submodules of (H
n−1
X Ω
n
Y/k)x and the lattice of k(x)-
submodules of V (x)∗.
The proof of the theorem is given later in this section.
In order to globalize we introduce the following notation. Let Z be
the reduced subscheme supported on the singular locus Xsing, so OZ =∏
x∈Xsing
k(x). Then V :=
⊕
x∈Xsing
V (x) and HnZOY =
⊕
x∈Xsing
Hn{x}OY
areOZ -modules. Using Ω
n
Y/k⊗ to switch between left and right DY -modules,
and identifying V (x)∗ ∼= V (x) by the trace pairing, we see that Theorem 7.5
implies
Corollary 7.6. The homomorphism of DY -modules
T :=
∑
x
Tx : H
n−1
X OY → (H
n
ZOY )⊗OZ V
induces a bijection between the lattice of nonzero coherent DY -submodules
of Hn−1X OY and the lattice of OZ-submodules of V.
Since Hn{x}OY is a simple DY -submodule, as immediate corollaries we get:
Corollary 7.7. Hn−1X OY has a unique simple coherent DY -submodule
L(X,Y ), and the sequence
0→ L(X,Y )→Hn−1X OY
T
−→ (HnZOY )⊗OZ V → 0(7.8)
is exact.
Corollary 7.9. Hn−1X OY is a simple coherent DY -module iff the singulari-
ties of X are all geometrically unibranch.
According to Proposition 5.11 the fundamental class CX/Y is a double
cocycle in Hom(Ω1Y/k,K
−1
Y ), so it determines a class in (H
n−1
X OY )⊗OY Ω
n−1
Y/k .
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Theorem 7.10. CX/Y ∈ L(X,Y )⊗OY Ω
n−1
Y/k .
This of course implies that if α1, . . . , αn is a local basis of Ω
n−1
Y/k and
CX/Y =
∑
ai⊗αi, then any nonzero ai generates L(X,Y ) as a DY -module.
The proof of the theorem is given later in this section.
Remark 7.11. As the referee points out, when k = C, Corollary 7.6 fol-
lows easily from the Riemann-Hilbert correspondence. In that case we may
consider the sheaf V on the analytic spaceXan, given by V := Coker(CXan →
πan∗ CX˜an). Now ICXan
∼= πan∗ CX˜an [1]. The triangle V → CXan [1] →
ICXan
+1
−→ is an exact sequence in the category of perverse sheaves, and
it is the image of (7.8) under the functor Sol = RHomDY an ((−)
an,OY an [n]).
Nonetheless ours seems to be the first purely algebraic proof Theorem 7.5
and its corollaries (but cf. next remark).
Remark 7.12. When Y = A2 (i.e. X is an affine plane curve) and k is
algebraically closed, Corollary 7.9 was partially proved by S.P. Smith [Sm],
using the ring structure of D(X). Specifically, he proved that if X has
unibranch singularities, then H1XOY is simple.
Example 7.13. Let X be the nodal curve in Y = A2 = Speck[s, t] defined
by f = s2(s + 1) − t2, and let x be the origin. Take r := t/s ∈ OY,w, so
s = (r + 1)(r − 1). We see that X˜ = Speck[r] and r + 1, r − 1 are regular
parameters at x˜1, x˜2 respectively on X˜. For any coefficient field σ,
Reslcw,σ
[
ds ∧ dt
f
]
= Reslcw,σ
[
−d(r + 1) ∧ df
(r + 1)(r − 1)f
]
=
−d(r + 1)
(r + 1)(r − 1)
and hence
Reslc(w˜,x˜1)
[
ds ∧ dt
f
]
= Res(w˜,x˜1)
−d(r + 1)
(r + 1)(r − 1)
= 2.
Likewise Reslc(w˜,x˜2)
[
ds∧dt
f
]
= −2. Therefore
[
ds∧dt
f
]
/∈ L(X,Y ) ⊗ Ω2Y/k. The
fundamental class is CX/Y =
[df
f
]
, and as generator of L(X,Y ) ⊗ Ω2Y/k we
may take
[ds∧df
f
]
.
Before getting to the proofs we need some general results. Let A be a
BCA over k. The fine topology on an A-module M is the quotient topology
w.r.t. any surjection
⊕
A ։ M . The fine topology on M is k-linear, mak-
ing it a topological k-module (but only a semi-topological (ST) A-module).
According to [Ye2] Proposition 2.11.c, A is a Zariski ST ring (cf. ibid. Defi-
nition 1.7). This means that any finitely generated A-module with the fine
topology is separated, and any homomorphism M → N between such mod-
ules is topologically strict. Furthermore if M is finitely generated then it is
complete, so it is a complete linearly topologized k-vector space in the sense
of [Ko].
RESIDUES ON SCHEMES 31
Lemma 7.14. Let A be a BCA. Suppose M is a countably generated ST
A-module with the fine topology. Then M is separated, and any submodule
M ′ ⊂M is closed.
Proof. Write M =
⋃∞
i=1Mi with Mi finitely generated. Suppose we put the
fine topology on Mi. Then each Mi is separated and Mi → Mi+1 is strict.
By [Ye1] Corollary 1.2.6 we have M ∼= limi→Mi topologically, so by ibid.
Proposition 1.1.7, M is separated. By the same token M/M ′ is separated
too, so M ′ is closed.
Proposition 7.15. Let A→ B be a morphism of BCAs, N a finitely gen-
erated B-module with the fine topology, and M ⊂ N a finitely generated
A-module. Then the topology on M induced by N equals the fine A-module
topology, and M is closed in N .
Proof. Since A is a Zariski ST ring we may replace M by any finitely gen-
erated A module M ′, M ⊂ M ′ ⊂ N . Therefore we can assume N = BM
and M =
⊕
n∈MaxBM ∩ Nn. So in fact we may assume A,B are both lo-
cal. Like in the proof of [Ye2] Theorem 7.4 we may further assume that
res.dim(A→ B) ≤ 1.
Put on M the fine A-module topology. Let N¯i := N/n
iN and M¯i :=
M/(M ∩ niN) with the quotient topologies. We claim M¯i → N¯i is a strict
monomorphism. This is so because as A-modules both have the fine topol-
ogy, M¯i is finitely generated and N¯i is countably generated (cf. part 1 in
the proof of [Ye1] Theorem 3.2.14). Just as in part 2 of loc. cit. we get
topological isomorphisms M ∼= lim←i M¯i and N ∼= lim←i N¯i, so M → N is
a strict monomorphism. But M is complete and N is separated, so M must
be closed.
Given a topological k-module M we set M∗ := Homcontk (M,k) (without
a topology).
Lemma 7.16. Suppose M is a separated topological k-module. Then:
1. For any subset S ⊂M∗ its perpendicular S⊥ ⊂M is a closed submod-
ule.
2. Given a closed submodule M1 ⊂M , one has M
⊥⊥
1 =M1.
3. Suppose M1 ⊂M2 ⊂M are closed submodules. Then there is an exact
sequence (of untopologized k-modules)
0→M⊥2 →M
⊥
1 → (M2/M1)
∗ → 0.
Proof. See [Ko] Section 10.4, 10.8.
LetM,N be complete separated topological k-modules, and 〈−,−〉 : M×
N → k a continuous pairing. We say 〈−,−〉 is a topological perfect pairing
if it induces isomorphisms N ∼=M∗ and M ∼= N∗.
Proposition 7.17. Assume k → A is a morphism of BCAs. Then the
residue pairing 〈−,−〉A/k : A × K(A) → k, 〈a, φ〉A/k = TrA/k(aφ), is a
topological perfect pairing.
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Proof. We may assume A is local. Then A = lim←iA/m
i and K(A) =
limi→K(A/m
i) topologically. Let K → A be a coefficient field, so both
A/mi and K(A/mi) ∼= HomK(A/m
i, ω(K)) are finite K-modules with the
fine topology. By [Ye1] Theorem 2.4.22 the pairing is perfect.
From here to the end of this section we consider an integral curve X em-
bedded as a closed subscheme in a smooth irreducible n-dimensional variety
Y . Fix a closed point x ∈ X, and set A := OY,(x) and K := k(x). Choos-
ing a regular system of parameters at x, say t = (t1, . . . , tn), allows us to
write A = K[[ t ]]. Let D(A) := DiffcontA/k(A,A). Since both K[ t ] → A and
OY,x → A are topologically e´tale relative to k, we have
D(A) ∼= A⊗K K[
∂
∂t1
, . . . , ∂∂tn ]
∼= A⊗OY,x DY,x
(cf. [Ye2] Section 4).
Define B := OY,(w,x). Since A→ B is topologically e´tale relative to k, we
get a k-algebra homomorphism D(A) → D(B). In particular, B and K(B)
are D(A)-modules. Define L :=
∏
x˜∈pi−1(x) k(x˜) as before.
Lemma 7.18. The multiplication map A⊗K L→ B is injective. Its image
is a D(A)-submodule of B. Any D(A)-submodule of B which is finitely
generated over A equals A⊗K W for some K-submodule W ⊂ L.
Proof. By [Kz] Proposition 8.9, if M is any D(A)-module which is finitely
generated over A, then M = A⊗K W , where W ⊂ M is the K-submodule
consisting of all elements killed by the derivations ∂∂ti . Note that Ω
1,sep
B/k is
free with basis dt1, . . . ,dtn. Thus it suffices to prove that
L = {b ∈ B | ∂∂t1 b = · · · =
∂
∂tn
b = 0} = H0Ω·,sepB/k .(7.19)
We know that B ∼= L((g))[[f1, . . . , fn−1]], so B is topologically e´tale over the
polynomial algebra k[g, f1, . . . , fn−1] (relative to k), and hence dg,df1, . . . ,
dfn−1 is also a basis of Ω
1,sep
B/k . It follows that H
0Ω·,sepB/k = L.
Proof. (of Theorem 7.5) SetM := Hn−1X Ω
n
Y/k and defineM := A⊗OY,xMx.
Tensoring the exact sequence (7.3) with A we get an exact sequence of
D(A)-modules
0→M → K(B)
δ
−→ K(A)→ 0.(7.20)
The proof will use repeatedly the residue pairing 〈−,−〉B/k : B×K(B)→ k.
By definition of δ (cf. Definition 2.5 and [Ye2] Section 7) we see that M =
A⊥. Consider the closed k-submodules A ⊂ A ⊗K L ⊂ B (cf. Proposition
7.15). Applying Lemma 7.16 to them, and using V (x) = L/K and K(A) ∼=
A∗, we get an exact sequence of D(A)-modules
0→ (A⊗K L)
⊥ →M
T ′
−→ V (x)∗ ⊗K K(A)→ 0.
Keeping track of the operations we see that in fact T ′ = Tx|M .
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Put the fine A-module topology onM and K(A), soM → V (x)∗⊗KK(A)
is continuous. By [Ye1] Proposition 1.1.8, Mx → M is dense. Since K(A)
is discrete we conclude that Mx → V (x)
∗ ⊗K K(A) is a surjection of DY,x-
modules. Thus any K-module W ⊂ V (x)∗ determines a distinct nonzero
DY,x-module Nx ⊂Mx.
Conversely, say Nx ⊂ Mx is a nonzero DY,x-module. On any open set
U ⊂ Y s.t. U∩X is smooth the moduleM|U is a simple coherent DU -module
(by Kashiwara’s Theorem it corresponds to the DX∩U -module Ω
1
(X∩U)/k).
Therefore the finitely generated DY,x-module C defined by
0→ Nx →Mx → C → 0(7.21)
is supported on {x}. It follows that C ∼= K(A)r for some number r. Ten-
soring (7.21) with A we get an exact sequence of D(A)-modules
0→ N →M → C → 0
with N ⊂ M ⊂ K(B). By faithful flatness of OY,x → A we see that Nx =
Mx ∩N .
We put on M,N the topology induced from K(B), and on C the quotient
topology from M . Now K(B) has the fine A-module topology and it is
countably generated over A (cf. proof of Proposition 7.15), so by Lemma
7.14 both M,N are closed in K(B). Using Lemma 7.16 and the fact that
M⊥ = A we obtain the exact sequence
0→ A→ N⊥ → C∗ → 0,
with N⊥ ⊂ B. We do not know what the topology on C is; but it is a
ST A-module. Hence the identity map K(A)r → C is continuous, and it
induces an A-linear injection C∗ → Ar. Therefore C∗, and thus also N⊥,
are finitely generated over A. According to Lemma 7.18, N⊥ = A⊗KW for
some K-module W , K ⊂W ⊂ L. But N is closed, so N = (N⊥)⊥.
Proof. (of Theorem 7.10) For each x˜ ∈ π−1(x) define a homomorphism
T(w˜,x˜) : K(B)
Tr
−→ K(L⊗K A) ∼= L⊗K K(A)→ k(x˜)⊗K K(A),
so Tx =
∑
T(w˜,x˜). From the proof of Theorem 7.5 we see that the theorem
amounts to the claim that Tx˜(CX/Y (α)) = 0 for every x˜ and α ∈ Ω
1
Y/k,x.
But CX/Y is the image of CX ∈ Hom(Ω
1
X/k,K
−1
X (w)), so we can reduce our
residue calculation to the curve X˜ . In fact it suffices to show that for every
α ∈ Ω1X/k,x one has Res(w˜,x˜) α = 0. Since α ∈ Ω
1
X˜/k,x˜
this is obvious.
Proof. (of Theorem 7.1) According to [SY] Corollary 0.2.11 (or [Hu] Theo-
rem 2.2) one has
Reslc(w˜,x˜) = (1⊗ TrA/K)T(w˜,x˜) : H
n−1
w Ω
n
Y/k → k(x˜),
which shows that Reslc(w˜,x˜) is independent of σ. Now use Theorem 7.5.
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Problem 7.22. What is the generalization to dimX > 1? To be specific,
assume X has only an isolated singularity at x. Then we know there is an
exact sequence
0→ L(X,Y )→HdXOY
T
−→ Hn{x}OY ⊗k(x) V (x)→ 0
for some k(x)-module V (x). What is the geometric data determining V (x)
and T ? Is it true that T =
∑
Tξ, a sum of “residues” along chains ξ ∈
π−1(x), for a suitable resolution of singularities π : X˜ → X?
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