Abstract. In statistical inference methods, bayesian method is a method of great influence . This paper introduces the basic idea of the bayesian method . However, the widespread popularity of MCMC samplers is largely due to their impact on solving statistical computation problems related to Bayesian inference. Markov chain Monte Carlo method is essentially a Monte Carlo synthesis procedure. The random sample of it is related to a Markov chain. It is a widely used stochastic simulation method. This paper mainly introduces Gibbs sampling,and its application in Bayesian statistics. We use a simple example to illustrate how to tackle a typical Bayesian problem via the MCMC method
Introduction
Bayesian statistical originated in the eighteenth century British scholar Bayesian. His method was later developed into a system of statistical inference method. By the 1930 s has formed a bayesian school of thought, To 50 ~ 60 s has developed into an influential school of statistics, the effects are still growing. An important unfavorable factors hampering the bayesian method widely used in the further, that is obtaining the posterior distribution is often complex, high dimension, no standard form, the function on the integral calculation is often very difficult. Recently,several approaches short of direct integration have been proposed . we focus here on Markov Chain Monte Carlo methods. Markov chain monte carlo method, the basic idea is through the establishment of a stationary distribution ( ) x S for markov chains to get the samples, And then based on these samples can do all kinds of statistical inference. .
Bayesian statistical inference method and bayesian formula
The basic point of bayesian school is: Any unknown quantity T can be regarded as random variables, A probability distribution is available to describe it, this distribution as prior distribution, denoted by ( ) S T .suppose ( | ) p x T is conditional density function depend on the parameters T . Our mission is to make statistical decision for T ,According to the bayesian school point of view that should be divided into the following steps 
The parameter space of T is 4 the ( ) m x does not contain T any priori information. Therefore can be used to make statistical decision to T is only conditional distribution of ( | ) x
This is a density function of the bayesian formula. This is under the condition of the given samples, the conditional distribution of T , Called the posterior distribution of T .It focus on the sample and all information related to the T in the prior distribution. It is more close to the actual situation than prior distribution ( ) S T .So using posterior distribution ( | )
to make statistical decision may be improved.
Example 1 Gelfand and Smith, consider the following example. Set a test may have five as a result, the probability of their occurrence, respectively 
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On the convergence of Markov chains
To make the markov chain monte carlo method is applied to practical problems, to determine Markov chains when to converge to the stationary distribution. convergence of markov chains is a property in theory,i.e. There is always a time t, Markov chains convergence to a stationary distribution when ' t t ! . We generally through a special markov chains to judge whether the convergence, but state is usually high dimension, and so it is difficult to estimate. Most judge convergence of the method is based on the monitoring of one or some state the number of functions, The most common way is as time increases, simply draw these functions, and then on intuitive determine when to stationary distribution Example 3 Gelfand and Smith to Gibbs sampling data in case 1. they judge convergence adopt the mean value of ergodic, Every 10 data in the markov chain, take a sample, Calculate a traverse the mean every 20 sample. After 5000 times of the calculation, the Gibbs sampling has converged, Get the following estimate 
Conclusion
to integrate complex and high dimensional functions is extremely difficulty in Bayesian statistics, however,the Markov chain Monte Carlo method provides a good way, we sample from the posterior directly,and obtain sample estimates of the quantities of interest,thereby performing the integration implicitly.This method is also applicable to other fields, has the widespread application prospect ICEICE 2016 01050-p.3
