Метод синтезу математичних моделей коливних процесів з некратними частотами by Горбійчук, М. І. & Шуфнарович, М. А.
Контроль, автоматика та електротехніка 
 
 105 ISSN 1993—9965.  Науковий вісник ІФНТУНГ.  2010.  № 1(23) 
 
Проблема створення математичних моде-
лей складних техніко-екологічних процесів 
ґрунтовно розглянута у низці праць А.Г.Івах-
ненком та його учнями [1, 2]. Ідейну сторону 
розв’язання даної проблеми складає теорема 
Геделя. Геделівський підхід до синтезу моделей 
дістав назву індуктивного методу самооргані-
зації моделей. 
Реалізація індуктивного методу самоорга-
нізації моделей здійснюється поетапно: перший 
етап – генерація моделей-претендентів (у пев-
ному порядку підвищення складності); другий 
етап – відбір найкращої моделі за критерієм 
селекції. 
Розрізняють три способи генерації моде-
лей-претендентів. Перший із них – комбінатор-
ний метод, який вибирає моделі із певного ви-
разу шляхом прирівнювання до нуля деяких 
його коефіцієнтів. Таким чином, отримуємо 
сукупність моделей. Вибір найкращої моделі 
здійснюється на основі одного із критеріїв се-
лекції. Другий - порогів спосіб, відомий як ме-
тод групового врахування аргументів (МГУА), 
у якому генерація моделей здійснюється на  
основі багаторядної процедури. Третій метод 
подібний до другого. Різниця полягає лише у 
тому, що на кожному ряді селекції часткові  
моделі утворюють шляхом прирівнювання до 
нуля певного числа їх коефіцієнтів. 
Недоліком комбінаторного методу селекції 
моделей є необхідність перебору великого чис-
ла моделей. Якщо вихідною моделлю вибраний 
повний поліном степені m , то загальне число 
моделей-претендентів складає 12M  , де M  – 
загальне число членів повного полінома степе-
ня m . Навіть сучасні ЕОМ не здатні реалізува-
ти такі алгоритми при значному числові змін-
них і високому степені полінома. МГВА поро-
джує моделі, у яких фігурують проміжні змінні 
кожного із рядів селекції, що значно ускладнює 
процес переходу до вхідних змінних системи, 
що моделюється. Сказане стосується і третього 
методу, оскільки він, по-суті, є модифікацією 
МГВА. 
Із усіх трьох методів найпривабливішим є 
комбінаторний метод, оскільки він дає можли-
вість отримати модель, де аргументами висту-
пають вхідні величини системи. В даній роботі 
для зняття проблеми великої розмірності засто-
суємо генетичний підхід до побудови складних 
моделей екологічних процесів. Як приклад, 
розглянута методика побудови математичної 
моделі зміни рівня води у річці Бистриця.  
Р. Бистриця невелика за довжиною (17 км) 
[3]. Вона утворюється від злиття трьох гілок-
рік: Бистриці Надвірнянської, Бистриці Солот-
винської і Ворони, устя яких знаходяться у  
Карпатах. Вздовж берегів р. Бистриця ведеться 
активна господарська діяльність. Як приклад, 
можна навести м. Надвірну, провідне місце у 
економіці якого займають видобуток нафти, 
деревообробна і легка промисловість. Тут зна-
ходиться експедиція Прикарпатського управ-
ління бурових робіт, НВГУ «Надвірнанафто-
газ», нафтопереробний завод, нафтобаза та ін.  
У басейні р. Бистриця руслоформуючі па-
водки характеризуються досить інтенсивними 
підйомами, що загалом відповідає режиму 
Українських Карпат. Такі паводки можуть бути 
значними і навіть катастрофічними, як це тра-
пилось улітку 2008 р. Тому актуальною про-
блемою є прогнозування зміни рівня води у  
р. Бистриця на основі спостережень за паводко-
вою ситуацією і з врахуванням погодних умов. 
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Розроблено метод синтезу математичних моделей коливних процесів з некратними частотами на за-
садах генетичних алгоритмів. Метод знайде застосування для підвищення точності прогнозів коливних 
процесів, наприклад, рівня ріки Бистриця Надвірнянська. 
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Разработан метод синтеза математических моделей колебательных процессов с некратными час-
тотами по принципу генетических алгоритмов. Метод найдет применение для повышения точности про-
гнозирования колебательных процессов, например, уровня реки Быстрица Надворнянская. 
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The method of the synthesis of mathematic models of oscillating processes with aliquant frequencies on basis 
of genetic algorithms is worked out. This method will find the application for increasing the accuracy of prognosis 
concerning the oscillating processes, for example the level of the river Bistritsia Naddvirnianska. 
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У 2007 р. протягом березня – серпня фік-
сувались погодні умови та рівень води р. Бист-
риця Надвірнянська поблизу с. Черніїв. Спо-
стереження здійснювались щоденно. Реєстру-
вались такі показники: рівень води, середньо-
добові температура, кількість опадів, швидкість 
тиску і барометричний тиск. 
Аналіз зміни рівня води у р. Бистриця На-
двірнянська за вказаний період свідчить, що тут 
існує гармонічний тренд, тобто математичну 
модель такої зміни будемо шукати у вигляді 
 tGHH~ tt  ,                     (1) 
де: tH
~
 – поточний рівень води, см; 
 tG  – гармонічна складова рівня води, см. 
Складову  tG подамо у вигляді гармоніч-
ного ряду [6] з некратними частотами 
      


m
1j
jjjj0 tcosBtsinAAtG , (2) 
де: t  – такти відліку часу, N,...,3,2,1t  ; 
0A , jA , jB  – параметри гармонічного ря-
ду (2);  
j1jj    – некратні частоти, 
,...3,2,1j   . 
Для того, щоб за спостереженнями можна 
було б оцінити параметри ряду (2), необхідне 
виконання умови [4] 1m3N  .  
Суму декількох гармонік ряду (2), у якому 
коефіцієнти 0A , jA , jB  визначені за методом 
найменших квадратів, а число гармонік і їх час-
тоти вибрані так, щоб отримати мінімум деяко-
го зовнішнього критерію селекції, називають 
[4] гармонічним трендом оптимальної складно-
сті. 
Виберемо деяку фіксовану точку it   і до-
вільне p . Знайдемо суму функцій  pig   і 
 pig  , використовуючи відомі тригономет-
ричні співвідношення [5],  
    pigpig                    (3) 
      j
m
j
jjjj piBiA  coscossin2
1


  . 
Візьмемо суму за всіма 1m,1p   від лі-
вої і правої частин рівняння (3) з ваговими кое-
фіцієнтами p . Вагові коефіцієнти p  вибе-
ремо таким чином [4], щоб задовольнялась 
умова 
   



1m
1p
jjp0 mcospcos , m,1j  . (4) 
Знайдемо 
      
    .
1
0
migmig
migpigpig
m
p
p





    (5) 
Величина 
        migpigpigmigb
1m
0p
pi  


, 
 mN,1mi                        (6) 
характеризує точність, з якою коливний процес 
виражається через задану суму гармонічних 
складових. Іншими словами, значення функції 
 tg  у моменти часу, що симетрично розміщені 
відносно довільної точки i , повинні задоволь-
няти отриманому рівнянню балансу (5). Якщо 
ця умова виконується, то 0bi  . 
Рівняння (4) для довільної частоти 
   



1m
1p
p0 mcospcos  за допомогою 
рекурентного співвідношення [4] 
        2pcoscos1pcos2pcos , де 
m,2p   приводиться до алгебраїчного рівнян-
ня m -го степеня відносно cos  
0PzP...zPzP 01
1m
1m
m
m 

 ,     (7) 
де   cosz . 
Рівняння (7) має m  коренів, які однознач-
но визначають частоти j , m,1j  . 
Таким чином, для знаходження параметрів 
0A , jA , jB  і j , m,1j   гармонічного тренда 
необхідно спочатку визначити вагові коефіціє-
нти p . Балансові коефіцієнти знаходять [4] із 
умови мінімізації нев’язки 




mN
1mi
2
ibB ,                            (8) 
де ib  визначається рівнянням (6), у якому ве-
личини g відповідних дискретних аргументів 
замінені на tg . 
Отже, будемо розв’язувати задачу 
 
2
mN
1mi
1m
0p
p,ipm,i gzJ:min  












 ,   (9) 
де:  T1m10 ,...,,   – вектор вагових  
коефіцієнтів;  
   migmigz m,i  ; 
   pigpigg p,i  ;  
T  – символ транспонування матриць. 
Задачу (9) запишемо у матрично-векторній 
формі 
     

mm
T
mm FzFzJ:min ,   (10) 
де:  
   
   
   















m2NgNg
...
2g2m2g
1g1m2g
zm ; 
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Мінімізація виразу (10) приводить до нор-
мального рівняння Гауса, яке у матричній фор-
мі матиме такий вигляд: 
m
T
mm
T
m zFFF  .                    (11) 
Із останнього рівняння можна знайти 
   mTm1mTm zFFF  .                 (12) 
Використовувати формулу (12) можна ли-
ше тоді, коли розмірність вектора   невелика і 
матриця m
T
m FF  є добре обумовленою. Якщо 
така умова не виконується, то для знаходження 
  слід розв’язувати рівняння (11) одним із чи-
слових методів, наприклад, методом Гауса зі 
зворотнім ходом [6]. 
Знаючи вагові коефіцієнти p , можемо 
скласти рівняння (7), розв’язок якого відносно 
z  дає змогу однозначно визначити частоти га-
рмонік j , m,1j  . Тепер задача полягає в 
оптимальному синтезі гармонічного ряду (2). 
Відомі два підходи [4] до вирішення по-
ставленої задачі. Перший з них передбачає ви-
креслювання гармонік у різних комбінаціях із 
повного ряду j , mj ,1 .  
Другий метод ґрунтується на ідеях багато-
рядних алгоритмів групового урахування аргу-
ментів (МГУА). У відповідності з цим методом 
число гармонік, що включаються у модель, по-
стійно зростає до тих пір поки це призводить до 
зменшення критерію селекції. Найпростішим є 
алгоритм з послідовним виділенням найкращої 
моделі у кожному ряду. Але ефективнішим є 
алгоритм, коли виділяється кілька гармонік у 
кожному ряду. Недоліком першого підходу до 
вирішення поставленої задачі є необхідність 
перебору великого числа варіантів, яке визна-
чається як сума 


m
1i
i
mv CS . Відомо, що  
  



 
n
1i
iini
n
n
0i
niini
n
n baCabaCba . 
 Якщо 1ba  , то 


m
i
mi
mC
1
12 .  
Отже, 12  mvS .  
Наприклад, при 20m   необхідно пере-
брати 1048575 варіантів, що потребує значних 
затрат машинного часу. Для другого підходу 
характерним є те, що у результаті реалізації 
багаторядного алгоритму МГУА неможливо 
отримати математичну модель у явному вигля-
ді і це є суттєвим недоліком такого методу. 
Нами запропонований інший підхід побудо-
ви математичних моделей коливних процесів, 
який базується на ідеях генетичних алгоритмів. 
Суть такого підходу полягає у наступному. 
Вся реалізація вихідної величини процесу 
або явища розбивається на три частини у такій 
пропорції [3]: N7.0N R  , NNQ 2.0  і 
NN R 1.0 . Для множини даних QR NN   ви-
значаються вагові коефіцієнти p  як розв’язок 
лінійного алгебраїчного рівняння (11) за мето-
дом виключення Гауса з вибором головного 
елемента [6]. Розв’язок рівняння (7) відносно 
змінної z  дає можливість знайти частоти j , 
m,1j  . За відомими частотами j  на множи-
ні точок QR NN   необхідно знайти параметри 
моделі (2) 0A , jA , jB . Поставлену задачу бу-
демо розв’язувати, використовуючи генетичні 
алгоритми [7]. Утворимо упорядковану струк-
туру довжиною m , в якій на i -тому місці буде 
стояти нуль або одиниця в залежності від того 
чи частота j  вилучена із вибраного повного 
ряду m , чи залишена. У теорії генетичних ал-
горитмів така упорядкована послідовність має 
назву хромосоми або особи, а атомарний еле-
мент хромосоми (одиниця або нуль) – це ген. 
Набір хромосом утворює популяцію. Важливим 
поняттям у теорії генетичних алгоритмів є фу-
нкція пристосування, яка визначає ступінь при-
стосування окремих осіб у популяції. Вона дає 
змогу із всієї популяції вибрати особи, які є 
найбільш пристосованими, тобто ті, що мають 
найбільше (найменше) значення функції при-
стосування. У задачі синтезу моделей коливних 
процесів функцією пристосованості виступає 
комбінований критерій селекції [2] 
22
d Bn  ,                    (13) 
де: 2dn  – критерій зміщення, який обчислюєть-
ся за такою формулою: 
    






N
1i
2
i
N
1i
2
ii
2
d
g
SgRg
n ;              (14) 
B  – функція нев’язки, що визначається як 
(8); 
 Rg i ,  Sg i  – величини, значення яких 
обчислені відповідно на множині точок N  за 
формулою (2), а коефіцієнти моделі (2) знайде-
ні відповідно на множинах QR NN   і SN . 
Таким чином, задачу синтезу моделі коли-
вного процесу сформуємо так: із початкової 
популяції хромосом шляхом еволюційного від-
бору вибрати таку, хромосому, яка забезпечує 
             
             
             















1m2Ng1Ng...2mNg2mNg1mNg1mNgmNg2
...............
3g1m2g...mg4mg1mg3mg2mg2
2gm2g...1mg3mgmg2mg1mg2
Fm . 
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найкраще значення функції пристосування  
(мінімальне значення критерію селекції (14). 
Генетичний алгоритм складається із таких 
кроків [7]. 
К1. Формування початкової популяції (іні-
ціалізація). На першому кроці роботи алгорит-
му випадковим чином формується популяція із 
I  осіб, кожна із яких є хромосомою довжиною 
m . 
К2. Оцінка пристосованості хромосоми у 
популяції. Для кожної хромосоми обчислюєть-
ся критерій селекції (14). Здійснюється така 
процедура так. У відповідності з моделлю (2) 
формується матриця (15). 
У сформованій хромосомі подвоюємо оди-
ниці і нулі. Наприклад, якщо згенерована на 
першому кроці хромосома була такою: 
 1001011Ch  , то після виконання операції 
подвоєння вона набуде такого вигляду: 
 11111100001100Chd  . 
Оскільки у моделі (2) завжди присутній 
коефіцієнт 0A , то до хромосоми dCh  на першу 
позицію додаємо одиничний ген. У результаті 
отримаємо  011111110000110Ch 0d  . 
Необхідність операції подвоєння поясню-
ється тим, що кожній частоті j  відповідає 
пара коефіцієнтів jA , jB . У відповідності до 
сформованої хромосоми 0dCh  із матриці F  
формуємо нову матрицю newF  шляхом вилу-
чення тих стовпців із матриці F , які асоційо-
вані із нулями хромосоми 0dCh . Із отриманої 
матриці утворимо дві матриці AF  і BF  розмі-
рами   1QR mNN   і 1S mN  . Матрицю RF  
утворюють перші QR NN   стовпці матриці 
newF , а другу – останні SN  стовпці матриці 
newF . На множинах точок QR NN   і SN  об-
числюються ненульові коефіцієнти 0A , jA , jB  
моделі (2) шляхом розв’язання нормального 
рівняння Гаусса  
R
T
RRR
T
R gFAFF  ,                    (16) 
S
T
SSS
T
S gFAFF  ,                    (17) 
де:               TRmRmRRRRRR BABABAAA 11 ,,...,,,,, 22110 , 
              TSmSmSSSSSS BABABAAA 11 ,,...,,,,, 22110  – 
вектори параметрів моделі, яка асоційована з 
черговою хромосомою із початкової популяції і 
обчислені за формулами (16) і (17); 
      TQNRN21
R g,...,g,gg 




, 
      TSN21S g,...,g,gg   – вектори експе-
риментальних даних на множині точок 
QR NN   і SN . 
За відомою сукупністю коефіцієнтів RA  і 
SA  моделі (2) на множині точок N  обчислю-
ють так 
  Rnew AFRg  , 
  Snew AFSg  . 
За формулою (13) обчислюють критерій 
селекції, де B  знаходять у відповідності з (6) і 
(8). Значення критерію селекції обчислюють 
для кожної хромосоми, і в результаті отриму-
ють множину значень i , M,1i  , де M  –  
кількість хромосом у популяції. 
К3. Перевірка умови зупинки алгоритму. 
Визначають  
i
Mi
min min

.                       (18) 
Якщо мінімальне значення (18) критерію 
селекції (13) не перевищує деякого додатного 
значення  , то відбувається зупинка алгорит-
му. Зупинка алгоритму також може відбутися у 
випадку, коли його виконання не призводить до 
покращення функції пристосування або у тому 
випадку, коли алгоритмом уже виконано задане 
число ітерацій.  
Після виконання однієї із трьох умов із по-
пуляції вибирається хромосома *Ch , для якої 
виконується умова (18). Після операції подво-
єння і приєднання одиничного гену до хромо-
соми *dCh  отримуємо 
*
0dCh . Ця хромосома за-
дає структуру моделі оптимальної складності і 
формує матрицю *F таким чином, що із почат-
кової матриці F  вилучаються стовпці, які асо-
ційовані з нульовими генами хромосоми *0dCh . 
Перерахунок параметрів моделі (2) здійснюєть-
ся на множині всіх точок початкового масиву 
даних. 
К4. Селекція хромосом. За розрахованими 
на другому кроці значеннями функції присто-
сування здійснюється відбір тих хромосом, які 
будуть брати участь в створенні нащадків для 
наступної популяції. Такий вибір проводиться у 
відповідності з принципом природного відбору, 
коли найбільші шанси у створенні нової попу-
ляції мають хромосоми з найкращим значенням 
функції пристосування, тобто такі, що забезпе-
чують мінімальне значення критеріїв селекції 
(13). Найбільш поширеними методами селекції 
[4] є метод рулетки і метод турнірної селекції. 
           
            

















mm2211
mm2211
mm2211
NcosNsin...NcosNsinNcosNsin1
........................
2cos2sin...2cos2sin2cos2sin1
cossin...cossincossin1
F .       (15) 
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Турнірний метод можна використовувати 
як у задачах максимізації, так і у задачах міні-
мізації функцій. При турнірній селекції всі 
хромосоми розбиваються на підгрупи з пода-
льшим вибором із кожної утвореної підгрупи 
хромосоми з найкращою пристосованістю. Під-
групи можуть мати довільний розмір, але най-
частіше популяції ділять на підгрупи по 2–3 
особи у кожній.  
К5. Формування нової популяції потомків 
здійснюється за допомогою двох основних опе-
раторів: схрещування і мутації. Слід зауважити, 
що оператор мутації  відіграє другорядну роль 
у порівнянні з оператором схрещування. Це 
означає, що у генетичному алгоритмі схрещу-
вання проводиться майже завжди, а мутація – 
досить рідко. Вірогідність схрещування досить 
велика  1P5.0 c  , тоді як ймовірність мута-
ції вибирається досить малою  1.0P0 m  . 
Оператор мутації з ймовірністю mP  змінює 
значення гена в хромосомі на протилежне, тоб-
то з 1 на 0 чи з 0 на 1. Ймовірність мутації mP  
може емалюватись випадковим чином випадко-
вим вибором числа із інтервалу [0;1] для кож-
ного гена і відбором для виконання цієї опера-
ції тих генів, для яких розігране число виявить-
ся меншим або рівним mP . Мутація може здій-
снюватись як над пулом родичів, так і над пу-
лом нащадків. 
Оператор схрещування складається із двох 
етапів. На першому етапі формуються підгрупи 
із z осіб, звідки вибирається найкраща хромо-
сома за критерієм селекції 
   i,0d
i
*
0d ChRminChR  . У результаті отримує-
мо нову популяцію хромосом, до якої застосо-
вують оператор другого етапу. 
На другому етапі здійснюється схрещуван-
ня. Для цього із пулу родичів  kM  випадко-
вим чином з ймовірністю cP  утворюють пари у 
такий спосіб. Із популяції осіб випадковим чи-
ном вибирається пара хромосом. Генерується 
випадкове число zP  із інтервалу [0; 1] і якщо 
його значення не більше, ніж cP , то над парою 
хромосом здійснюється схрещування. У проти-
лежному випадку пара хромосом залишається 
без зміни.  Потім для кожної пари родичів розі-
грується позиція гена (локус) в хромосомі, яка 
визначає точку схрещування. Якщо хромосома 
кожного із родичів включає у себе m  генів, то 
точка схрещування cL  – це натуральне число, 
менше m . Тому фіксація точки схрещування 
зводиться до випадкового вибору цілого числа 
із інтервалу  1L;1 c  . Дія оператора схрещу-
вання призводить до того, що із пари родичів 
утворюється нова пара нащадків у такий спо-
сіб: перший нащадок у парі, хромосома якого 
на позиціях від 1 до cL  складається із ген пер-
шого родича, а на позиції від 1Lc   до m  – із 
ген другого родича; другий нащадок у парі, 
хромосома якого на позиціях від 1 до cL  скла-
дається із ген другого родича, а на позиції від 
1Lc    – до m  із ген першого родича. 
Після виконання оператора схрещування 
відбувається перехід до К2.  
Із числового ряду tH
~
 виділяємо стаціона-
рну складову коливного процесу (рис. 1). З ви-
користанням розробленого методу у середовищі 
MatLab написана програма виділення гармоні-
чного тренду з некратними частотами. Було ви-
брано максимальне число частот 20m  ; число 
точок спостережень 184N  . Ймовірність 
схрещування 9.0Pc  , а ймовірність мутації 
склала 1.0Pm  . Таким чином, максимальне 
число коефіцієнтів моделі (2), які визначались, 
склало 411m2  ; із них – 16 нульові. Резуль-
тат роботи програми відтворює рис. 1, на якому 
знаком «о» відмічені експериментальні дані, а 
«+» – результат розрахунку за формулою (2). 
Будемо розглядати ділянку ріки, за якою 
ведеться спостереження разом зі спостерігачем, 
як деяку систему, що характеризується сукуп-
ністю вхідних величин  Tk21 x,...,x,xx   і ви-
хідною величиною y  (рис. 2). У нашому випа-
дку t1 Tx  , tfx 2 , 1t3 fx  , 2t4 fx  , 
3t5 fx  , t6x  , t7 px  , tHy  . 
 
Рисунок 1 – Гармонічний тренд коливного процесу (р. Бистриця Надвірнянська) 
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Рисунок 2 – Структурна схема системи  
«ділянка ріки – спостерігач» 
 
Величину tH , яка є функцією параметрів, 
що визначають погодні умови у районі спосте-
режень, будемо шукати у вигляді полінома  
 

 

1M
0i
k
1j
jiS
ji xay ,                (19) 
де: M  – кількість членів полінома; ia  – кое-
фіцієнти полінома; jis  – степені аргументів, які 
повинні задовольняти обмеженню – 


n
1j
ji ms . 
Число членів M  полінома (19) визначають за 
формулою [8]: 
 
!n!m
!nm
M

 .                       (20) 
Значення величини tt HY   визначені у 
дискретні моменти часу N,1t  . Вхідні вели-
чини jx , k,1j  , які є аргументами виходу си-
стеми y , у кожному спостереженні t  прийма-
ють певне значення так, що їх сукупність утво-
рює матрицю X . 
Припустимо, що нам відомі параметри ia , 
1M,1i   моделі  (19). Тоді за відомими зна-
ченнями величин  ijx  можна обчислити  
   

 

1M
0i
k
1j
jist
jit xay , N,1t  .          (21) 
Систему рівнянь (21) зручно подати у мат-
рично-векторній формі 
aFy  ,                             (22) 
де:  TN21 y,...,y,yy   – обчислене значення 
виходу моделі (19) у кожній точці спостережень; 
F  – матриця розміром MN  , елементи 
якої добутки аргументів для параметрів ia ; 
 T1M10 a,...,a,aa   – вектор параметрів 
моделі (19). 
За відомими tY  і ty , N,1i   можна обчис-
лити критерій апроксимації 
   


N
1t
2
tt yYaJ .                  (23) 
Мінімізація критерію (23) призводить до 
співвідношення 
YFaFF TT  ,                        (24) 
яке називають нормальним рівнянням методу 
найменших квадратів (МНК). 
Безпосередньо із рівняння (24) можна 
знайти 
  YFFFa T1T  .                   (25) 
Використовувати формулу (25) можна ли-
ше тоді, коли розмірність вектора параметрів a  
невелика, і матриця FF T  є добре обумовле-
ною [9]. Якщо така умова не виконується, то 
для розв’язання рівняння (25) слід використо-
вувати один із числових методів, наприклад, 
метод Гауса з вибором головного елемента [6]. 
У більшості випадів на вихід системи y  
накладається перешкода e , так що спостерігачу 
доступна тільки величина eyY  . Якщо до-
пустити, що e  адитивна і має нормальний за-
кон розподілу, то оцінки параметрів моделі (25) 
є незміщеними і ефективними [4]. 
На практиці, як правило, структура моделі 
(21) невідома, що призводить до необхідності 
довільного вибору як числа функцій, так і ви-
гляду самих функцій у моделі (21). Критерій 
(23), який використовується для визначення 
параметрів моделі (21) за формулою (25) є вну-
трішнім критерієм [4], і його використання 
призводить до помилкового правила: чим скла-
дніша модель, тим вона точніша. Складність 
моделі, наприклад поліноміальної, визначаєть-
ся числом членів і найвищим ступенем поліно-
ма: чим більше членів полінома, тим менше 
значення критерію апроксимації (23). 
Тому для вибору структури моделі (21) був 
запропонований індуктивний метод самоорга-
нізації моделей [4], ідейний бік якого визначає 
теорема Геделя. У відповідності з цією теоре-
мою жодна система аксіом не може бути логіч-
но замкнутою: завжди можна знайти таку тео-
рему, для доведення якої необхідне зовнішнє 
доповнення – розширення початкової системи 
аксіом. Стосовно задачі визначення структури 
моделі (21), геделівський підхід означає засто-
сування зовнішнього критерію, який уможлив-
лює однозначний вибів єдиної моделі із задано-
го класу моделей. Критерій називають зовніш-
нім, якщо його визначення засновано на засто-
суванні нових даних, які не використовувались 
під час синтезу моделі (21). Це означає, що всі 
дані, отримані у результаті експерименту, роз-
биваються на дві частини RN  і QN . Перша із 
них – навчальна, а друга – перевірочна. 
У більшості випадків для вибору структури 
моделі використовують критерії регулярності 
 
 






QN
1i
2
i
QN
1i
2
ii
2
Y
yY
Q                    (26) 
і мінімуму зміщення 
 
    






N
1i
2
i
N
1i
2
ii
2
Y
QyRy
Q,R .           (27) 
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Якщо вибраний критерій регулярності (26), 
то вибирають такий розподіл даних експериме-
нту [1]: N7.0N R   і N3.0NQ  , а при виборі 
критерію (27) – N5.0N R   і N5.0NQ  . 
Реалізація індуктивного методу самоорга-
нізації моделей здійснюється поетапно: перший 
етап – генерація моделей-претендентів (у пев-
ному порядку підвищення складності); другий 
етап – відбір найкращої моделі за критерієм 
селекції (26) або (27). 
Розрізняють три способи генерації моде-
лей-претендентів.  
Перший із них – комбінаторний метод, 
який вибирає моделі із виразу (21) шляхом 
прирівнювання до нуля деяких його коефіцієн-
тів. Таким чином, отримуємо сукупність моде-
лей. Вибір найкращої моделі здійснюється на 
основі одного із критеріїв селекції. 
Другий порогів спосіб відомий як метод 
групового урахування аргументів (МГУА), у 
якому генерація моделей здійснюється на осно-
ві багаторядної процедури.  
Третій метод подібний до другого. Різниця 
полягає лише у тому, що на кожному ряді селе-
кції часткові моделі утворюють шляхом прирі-
внювання до нуля певного числа їх коефіцієн-
тів. 
Недоліком комбінаторного методу селекції 
моделей є необхідність перебору великого чис-
ла моделей. Якщо вихідною моделлю вибраний 
повний поліном степені m , то загальне число 
моделей-претендентів складає 12M  , де M  – 
загальне число членів повного полінома степені 
m . Навіть сучасні ЕОМ не здатні реалізувати 
такі алгоритми за значного числа змінних і ви-
сокої степені полінома. МГУА породжує моде-
лі, у яких фігурують проміжні змінні кожного 
із рядів селекції, що значно ускладнює процес 
переходу до вхідних змінних системи, що мо-
делюється. Сказане відноситься і до третього 
методу, оскільки він, по-суті, є модифікацією 
МГУА. 
Із усіх трьох методів найпривабливішим є 
комбінаторний метод, оскільки він дає можли-
вість отримати модель, де аргументами висту-
пають вхідні величини системи.  
Як і раніше, для зняття проблеми великої 
розмірності застосуємо генетичний підхід. Як 
емпіричну модель будемо розглядати поліном 
(21) степеня m . При комбінаторному методі 
синтезу моделі із повного полінома (21) отри-
мують емпіричну модель, де частина парамет-
рів приймає значення нуль. Параметри, що за-
лишились, не дорівнюватимуть нулеві. Утво-
римо упорядковану структуру довжиною M , в 
якій на i -тому місці  буде стояти одиниця або 
нуль залежно від того, чи параметр ia , M,1i   
моделі (21) відмінний від нуля, чи нульовий.  
Таким чином, задачу синтезу емпіричної 
моделі сформуємо так: із початкової популяції 
хромосом шляхом еволюційного відбору виб-
рати таку хромосому, що забезпечує найкраще 
значення функції пристосування (мінімальне 
значення критерію селекції (26) або (27)). 
Алгоритм розв’язку поставленої задачі 
аналогічний раніше розробленому для виділен-
ня гармонічного тренду з тією лише різницею, 
що не здійснюється операція подвоєння генів у 
хромосомах.  
На основі розробленого алгоритму була 
написана програма у середовищі MatLab для 
побудови математичної моделі залишку, який 
отримали після вилучення лінійного і гармоні-
чного трендів. Було вибрано 4m  . З викорис-
танням розробленої програми синтезована мо-
дель, яка вміщує 177 ненульових і 330-177=153 
нульових параметрів ia , 1M,0i   полінома 
(21). Результати роботи програми відтворює 
рис. 3, де через «○» позначені експерименталь-
ні дані, а через «+» - значення y , які обчислені 
як вихід синтезованої моделі. 
Зауважимо, якщо б модель будували ком-
бінаторним методом, то довелось би перебрати 
12M   моделей. У відповідності з формулою 
(19) для 7n   і 4m  , 330M  . Тоді 
99M 101873.212   варіантів, що практично 
неможливо реалізувати за допомогою сучасних 
персональних комп’ютерів. 
Адекватність моделі перевірялась за допо-
могою коефіцієнта кореляції YyK між значен-
нями iY  та її виходом 
 iy . Було отримано: 
98746,0KYy  , що свідчить про високий сту-
пінь кореляції між величинами iY  і 
 iy . 
Залежності  tG  і ty  дають можливість 
знайти 
  tt ytGH€  ,                   (28) 
де  tG  і ty  – обчислювались відповідно за фо-
рмулами (2) і (22). 
Графік залежності (28) зображений на  
рис. 4, де «+» позначені обчисленні значення за 
формулою (28), а значком «о» відмічені експе-
риментальні значення рівня води у р. Бистриця 
Надвірнянська. Із графіка видно, що існують 
досить задовільні збіги між розрахунковими і 
експериментальними даними. 
Таким чином, застосування ідей генетич-
них алгоритмів до побудови математичної мо-
делі зміни рівня води у р. Бистриця Надвірнян-
ська дало змогу отримати адекватну модель і 
значно зменшити об’єм обчислень. Остання 
обставина відкриває широкі можливості для 
побудови складних моделей як фізичних явищ, 
так і технологічних процесів. 
Отримана модель зміни рівня води у р. Би-
стриця Надвірнянська залежно від погодних 
умов може бути використана для прогнозуванні 
повеней, що, як засвідчили події 2008 р., є до-
сить актуальним завданням для Прикарпатсь-
кого регіону. 
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Рисунок 3 – Залежності рівня води від параметрів погодних умов  
(після вилучення гармонічного тренду) 
 
 
Рисунок 4 – Залежність рівня води у р. Бистриця Надвірнянська від погодних умов 
 
 
