for 3 e ≥ . This number is same as measured by Dai but arrived at with a different condition for maximum period. Our way of counting gives an explicit method for construction of such polynomials. Furthermore, The number of different sequences corresponding to such IRRs of maximum period is also presented.
IntroductIon
In order to measure the security of sequences generated by any pseudorandom number generator, designers have to count the number of possible seeds and properties of feedback polynomial for the generator. In the case of k-stage linear feedback shift register (LFSR), number of possible seeds and number of feedback polynomials for maximum period 2 1 k − are well known 1, 2 . The feedback polynomial of degree k which generates sequences of period 2 1 k − is a primitive polynomial of degree k over the finite field (2) . GF We know the number of primitive polynomials of degree k over the finite field , where Φ is the Euler's totient function.
Also the number of different sequences of period 2 1 k − generated by k -stage LFSR is equal to the number of primitive polynomials of degree k over the finite field (2) . GF For a given sequence over a finite field, the Berlekamp-Massey algorithm 3 finds the shortest linear feedback shift register that can generate the sequence.
Integer recurrence relations (equivalently Lagged Fibonacci Generators (LFG)) have been used as pseudorandom number generators 4 and became popular in recent years. The streams generated by the recurrence relation are integer sequences over the ring 2 e  , 1 e ≥ . In 1933 Ward 5 proposed a condition for maximum period of a sequence and condition for maximum period was nicely presented in 1992 by Dai 6 . Dai 6 also counted the number of feedback polynomials over the ring 2 [ ] e x  for a k -stage IRR with the condition proposed by Ward. Also another but independent condition for maximum period of a sequence over the ring e  The synthesis algorithm to find the shortest linear (integer) recurrence relation that can generate a given sequence over the finite ring modulo , m ( m is an integer) was given by Reeds and Sloane 7 . For LFSR, primitive feedback polynomial of degree k over (2) GF covers all states except zero state i.e. (2 1) k − states. But in case of IRR, this is not the case; that means a primitive polynomial of degree k over the ring 2 e  can generate ( 1) ( 1) 2 e k − − shift distinct sequences as given in references 6, 8 . This paper focuses on the number of polynomials which generate sequences of maximum period with respect to Brent's 4 condition and corresponding number of different sequences of maximum period for a k -stage IRR. Another contribution of the paper is that it explicitly gives a method for construction of primitive polynomials of degree k over the ring 2 e  which satisfies Brent's condition for maximum period.
PrelImInarIes
In this section, we give some notations and definitions for integer recurrence relations that will be used in the subsequent sections. These notations are basically related to the paper of 
be a non-zero polynomial of degree k . If 
, = + + be a primitive polynomial modulo 2, then either k is odd and l is even or k is even and l is odd or both , k l are odd. If we take both , k l even then ( ) f x becomes reducible polynomial modulo 2 as for
in modulo 2. Therefore, we discuss only three cases of primitive trinomial mod 2. The condition of equivalence between ( ) f x and ( ) g x modulo 2 is given by the following obvious lemma. .
, then it is not necessary that nontrivial sequences generated by ( ) g x have maximum possible period.
For instance To prove Theorem 1, we first prove the following lemmas.
lemma 2
.
Let ( ) f x be a primitive trinomial mod 2 of degree , k for k odd, l even and
if and only if i. 
Proof of theorem 1
From Equation (2), the period of sequences corresponding to ( ) g x is less than the maximum possible for 3 e ≥ if and only if either Equation (4) holds or Equation (7) ( 2) 1 2 .
Therefore, the number of ( ) g x which generate sequences of maximum period is 
2(2 2 ).(2 ).(2 ).(2 ) 2 , =
which is equal to the formula, given in Corollary 1. Therefore, the number of primitive polynomials 
Thus for a unique primitive trinomial modulo 2, there are huge number of different sequences of maximum possible period. Furthermore, for a primitive trinomial modulo 2, all of the forms can be determined explicitly using Theorem 1, 2, and 3.
other than trInomIal of degree k>2
In this section, we will enumerate the number of polynomials over e− choices. Thus number of different polynomials which generate sequences of maximum period is 2 3 2 .
e−
corollary 9
The number of different sequences corresponding to 2-degree IRR of maximum possible period for 3 e ≥ is 3 4 2 . For each case, the number of different polynomials of maximum period is 2) for maximum period as given in references 4, 9 . Therefore Lemma 5 holds only for one choice of ( ), g x out of total 2 k choices of ( 10 and the references cited there. The way of counting (as explained in previous part of this paper) the number of desired polynomials also describes an explicit method for the construction of polynomials for maximum period.
conclusIon
Integer recurrence relations are being used in cryptographic applications as pseudo random number sequence generators. For a given primitive polynomial modulo 2 satisfying the condition of maximum period given by Brent, there exist many different polynomials in the ring 2 [ ] e x  with same period and this number is huge. It will be difficult for a cryptanalyst to find out the exact one used in the designed system. We have counted the number of such polynomials and also given an explicit method for construction of such polynomials.
