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Abstract
The four dimensional gauged supergravities descending from non-geometric string compactifica-
tions involve a wide class of flux objects which are needed to make the theory invariant under
duality transformations at the effective level. Additionally, complex algebraic conditions involving
these fluxes arise from Bianchi identities and tadpole cancellations in the effective theory. In this
work we study a simple T and S-duality invariant gauged supergravity, that of a type IIB string
compactified on a T6/Z2 × Z2 orientifold with O3/O7-planes. We build upon the results of recent
works and develop a systematic method for solving all the flux constraints based on the algebra
structure underlying the fluxes. Starting with the T-duality invariant supergravity, we find that
the fluxes needed to restore S-duality can be simply implemented as linear deformations of the
gauge subalgebra by an element of its second cohomology class. Algebraic geometry techniques
are extensively used to solve these constraints and supersymmetric vacua, centering our attention
on Minkowski solutions, become systematically computable and are also provided to clarify the
methods.
ae-mail: adolfo.guarino@uam.es
be-mail: gjw@soton.ac.uk
Contents
1 Introduction. 2
2 The T6/Z2 × Z2 IIB orientifold with O3/O7-planes. 4
2.1 Conventions and 3-form fluxes. . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Moduli, dual fluxes and flux-induced superpotential. . . . . . . . . . . . . . . 6
2.3 The isotropic ansatz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Overview of the T-duality invariant 4d effective theory. 11
3.1 Fluxes and Lie algebras: The results. . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Fluxes and Lie algebras: The methods. . . . . . . . . . . . . . . . . . . . . . 13
3.3 Tadpole cancellation conditions. . . . . . . . . . . . . . . . . . . . . . . . . . 16
4 S-duality on top of T-duality. 17
4.1 An ansatz for S-duality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 S-duality and the tadpole cancellation conditions. . . . . . . . . . . . . . . . 18
5 The non-geometric background fluxes. 19
5.1 A note on deformations of Lie algebras. . . . . . . . . . . . . . . . . . . . . . 19
5.2 Solving the integrability condition. . . . . . . . . . . . . . . . . . . . . . . . 21
5.3 Solving the cohomology condition. . . . . . . . . . . . . . . . . . . . . . . . . 22
6 The H¯3 and F¯3 background fluxes. 24
7 Supersymmetric solutions. 27
7.1 Our example: gQ = su(2) + u(1)
3 deformed by gP = so(4). . . . . . . . . . . 30
7.1.1 Simple type A AdS4 solutions. . . . . . . . . . . . . . . . . . . . . . . 32
7.1.2 Simple type B Minkowski solutions. . . . . . . . . . . . . . . . . . . . 34
7.2 More type B Minkowski vacua examples. . . . . . . . . . . . . . . . . . . . . 35
7.2.1 Example 1: vacua with unstabilized complex structure modulus. . . . 35
7.2.2 Example 2: vacua with a hierarchy of fluxes. . . . . . . . . . . . . . . 36
7.2.3 Example 3: vacua with a non vanishing flux-induced C ′8 tadpole. . . . 38
7.2.4 Example 4: vacua with a non defined flux-induced C8 tadpole sign. . 39
8 Summary. 41
1
1 Introduction.
Fluxes have played an important role in string theory research since the second string the-
ory revolution in the mid 1990s. Orbifolds and their later extension, orientifolds, provide
explicit constructions of spaces which are intimately linked to Calabi Yau manifolds but
allow for specific calculation of the dynamics of the space and the fields which live within
them. By constructing N = 1 orientifolds from, in the case of this paper, type IIB string
compactifications, important properties and dynamics of the space can be investigated in a
background which is easier to describe than that of the Calabi Yaus.
Much work [1, 2] has been done on categorising the properties, such as the number of
Ka¨hler and complex structure moduli, of orbifolds constructed from six dimensional tori
following the Kaluza Klein compactification of a full ten dimensional theory. In this paper
we will turn our attention to one of the most studied cases, that of the Z2 × Z2 orbifold.
A long standing problem in string theory phenomenology is the stabilization of such mod-
uli fields. These are flat directions of the theory to all orders in perturbation theory and
because of the relation between the vacuum expectation values (VEVs) of these fields with
physical quantities, such as string coupling constant or internal space volumes, mechanisms
for them to acquire a mass become of principal interest. One such proposed mechanism [3] is
based on the inclusion of background fluxes compatible with the orientifold symmetries and
a lot of papers have appeared in recent years working out effective theories with a potential
generated for these moduli fields as well as studying their stabilization1. Effective theories
with NS-NS, R-R and geometric ω fluxes were deeply studied in type IIA [5–10], where
these fluxes were enough to stabilize all moduli in a well defined vacuum. However, this was
not the case for type IIB because Ka¨hler moduli do not enter in the effective potential and
so remain unstabilized. To recover T-duality symmetry between type IIA and IIB string
theories at the effective level, non-geometric fluxes were introduced [11].
Many papers [11–15] have examined the nature of these non-geometric fluxes and their
vacua, as well as the mapping between type IIA and IIB scenarios [16, 17]. This has been
done in general and also with the assumption of isotropy, where the space is a triple copy
of a two dimensional toric orientifold. We will confine ourselves to the isotropic case of this
orientifold but the methods discussed here readily extend to the full anisotropic orientifold.
1For reviews and references therein, see [4].
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With the NS-NS background flux H¯3 turned on successive T-dualities on the six circular
dimensions take the space from one having a well defined metric everywhere to one with
successively more and more ‘pathological’ descriptions, ultimately losing any notion of a lo-
cally definable metric [11]. A large obstacle to investigating this and other orbifolds is that
the fluxes obey non-trivial polynomial constraints through Bianchi identities of the resultant
gauged Supergravity (SUGRA) [18–20]. Additionally, non-zero flux-induced tadpoles relate
the fluxes to the localized sources living in the space. This is further complicated when we
consider S-duality transformations which introduce new flux objects, as well as superposi-
tions of fluxes of the same tensor type. This means that they each contribute to both the
Bianchi and the tadpole constraints. The full set of constraints, including all non-geometric
fluxes, for the deeply studied Z2 × Z2 orbifold are outlined in [17].
Algebraic geometry is the mathematical discipline which involves the study of polyno-
mial systems and their solution spaces. Recent papers [21–23] demonstrate how previously
unwieldy techniques, due to the size and complexity of the equations found in the SUGRA
descriptions, of algebraic geometry can be applied to finding solutions to the aforementioned
flux constraints through such programs as Singular [24], thanks to the continued increase
in computer speeds and memories. Useful background material for the methods used in this
paper can be found in the appendix of [21] or the first few chapters of [25]. Ref. [23] provides
a way of applying algebraic geometry to SUGRA without having to learn the specifics of
Singular or similar programs. Though the procedures outlined in [21–23] will be used in
part, new applications of the underlying algebraic geometry methods were used in [27] to
find parametrised supersymmetric vacua in the Z2×Z2 orbifold when T-duality is imposed.
Unfortunately, the algorithms native to [23] do not immediately lend themselves to some of
these methods. However, there is another interface [26] between Mathematica and Singular
which allows for direct access to many of Singular ’s algorithms and the methods in this
paper and [27] can be implemented using it.
The present work mainly follows the line started in [27] and extends it to include the
new non-geometric flux objects induced by S-duality when both S and T dualities are con-
sidered. These algebraic geometry techniques are explained in more detail and also a new
insight into the role played by these new S-duality induced fluxes is presented.
The structure of this paper is the following: The starting point is a type IIB string
theory compactified on a simple T6/Z2 × Z2 orientifold with O3/O7-planes. In section 2
3
we define our notations and conventions, which are mainly those of [27]. Non-geometric
Qabc and P
ab
c flux objects, induced by T and S-duality transformations respectively, are
then introduced. A rederivation of the T and S-duality invariant four dimensional effective
theory is given, both in general and in the isotropic case. Section 3 is a short explanation of
the main results concerning algebra structures, tadpole cancellation relations and methods
in [27] for the T-duality invariant effective theory. The methods used later in the paper
directly derive from the methodology of [27] and for the sake of completeness are included
here. Section 4 describes the implications that S-duality transformations have for Bianchi
constraints as well as for tadpole cancellation conditions from an algebraic point of view.
Section 5 is devoted to clarifying the role played by the S-duality induced P flux as well
as a reinterpretation of Bianchi constraints involving the non-geometric fluxes in terms
of integrability and cohomology conditions. We are able to solve these conditions and
obtain geometric restrictions on certain modular variables induced by the non-geometric
fluxes. In section 6 we solve the remaining singlet Bianchi constraint and find that two
types of non-geometric flux configurations exist, labelled as type A and B configurations.
Finally, in section 7, we give a family of supersymmetric AdS4 solution without flux-induced
tadpoles, followed by a systematic search of supersymmetric Minkowski solutions in terms
of parametrised families of vacua. Some of them are related to previous results found in the
literature.
2 The T6/Z2 × Z2 IIB orientifold with O3/O7-planes.
In this section we introduce the conventions adopted throughout this work and rederive the
four dimensional type IIB effective field theory worked out in [17] that becomes invariant
under both T and S-duality transformations.
2.1 Conventions and 3-form fluxes.
We start by constructing our orbifold and defining our notation, much of which is similar or
identical to that put forth in [11–13, 27]. We are working with a type IIB string compact-
ification on the Z2 × Z2 orbifold considered in [11, 17, 27], where the space-time topology
is M10 = M4 ×M6, M6 our compact internal space, initially a 6-torus, T6 and M4 the
noncompact space-time.
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The orbifold quotient group generators act on the tangent 1-forms ηa of M6 as
θ1 : ( η
1 , η2 , η3 , η4 , η5 , η6 ) → ( η1 , η2 , −η3 , −η4 , −η5 , −η6 ) ,
θ2 : ( η
1 , η2 , η3 , η4 , η5 , η6 ) → ( −η1 , −η2 , η3 , η4 , −η5 , −η6 ) . (2.1)
There is another order-two element θ3 = θ1 θ2. This orbifold group leads to the six
dimensional torus factorisation
T6 = T21 × T22 × T23 . (2.2)
We choose our basis ηa with this factorisation in mind,
T6 = T21 × T22 × T23 .
(η1 , η2) (η3 , η4) (η5 , η6)
(2.3)
To make the space into an orientifold we quotient the space by an extra Z2 involution
action, σ [17, 27],
σ : ( η1 , η2 , η3 , η4 , η5 , η6 ) → ( −η1 , −η2 , −η3 , −η4 , −η5 , −η6 ) . (2.4)
This results in an orientifold which has three Ka¨hler moduli and three complex structure
moduli parameterizing the size and shape of the internal space.
The method and ramifications in terms of supersymmetry multiplets and string actions
are discussed in depth in [13]. The orientifold creates O-planes which contribute to tadpole
constraints. Aside from the O3, O6 and O9 planes discussed in [11–13], there are O4 and
O7 planes discussed in [17, 27].
Under the Z2 × Z2 orbifold action, the invariant 3-forms are
α0 = η
135 α1 = η
235 α2 = η
451 α3 = η
613 ,
β0 = η246 β1 = η146 β2 = η362 β3 = η524 ,
(2.5)
which are all odd under the orientifold involution σ. The invariant 2-forms and 4-forms
basis elements come in dual pairs,
2-forms : ω1 = η
12 ω2 = η
34 ω3 = η
56 ,
4-forms : ω˜1 = η3456 ω˜2 = η1256 ω˜3 = η1234 ,
(2.6)
and are even under σ. Here we take our basis of forms to be that used in [27], with notation
ηabc = ηa ∧ ηb ∧ ηc, etc. Denoting the volume of the internal space as V6, we fix our volume
orientation and normalization by ∫
M6
η123456 = V6 , (2.7)
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and so the basis satisfies∫
M6
α0 ∧ β0 = −V6 ,
∫
M6
αI ∧ βJ =
∫
M6
ωI ∧ ω˜J = V6 δJI , I, J = 1, 2, 3. (2.8)
With these properties the holomorphic 3-form of the compact internal space, Ω, has a
convenient expansion in terms of the 3-form basis (2.5),
Ω = (η1 + τ1η
2) ∧ (η3 + τ2η4) ∧ (η5 + τ3η6) = α0 + τKαK + βK τ1τ2τ3
τK
+ β0τ1τ2τ3 . (2.9)
The NS-NS H3 and the R-R F3 fields are odd under the orientifold action σ. Then,
consistent background fluxes can be expanded in terms of (2.5) as
H¯3 = b3 α0 + b
(I)
2 αI + b
(I)
1 β
I + b0 β
0 , (2.10)
F¯3 = a3 α0 + a
(I)
2 αI + a
(I)
1 β
I + a0 β
0 , (2.11)
with I = 1, 2, 3. All flux coefficients are integers because the integrals of H¯3 and F¯3 over
3-cycles are quantized. To avoid subtleties with exotic orientifold planes we take all fluxes
to be even [28, 29].
2.2 Moduli, dual fluxes and flux-induced superpotential.
We define our moduli fields to be S = C0 + ie
−φ, the 4d complex axiodilaton, where C0 is
the R-R 0-form and φ the 10d dilaton, UI = τI our complex structure moduli and then TI ,
our Ka¨hler moduli, via the expansion of the complexified Ka¨hler 4-form J = −∑TIw˜I .
The Ka¨hler potential, to tree level, is therefore given as
K = −
3∑
I=1
ln
(
− i(TI − T¯I)
)
− ln
(
− i(S − S¯)
)
−
3∑
I=1
ln
(
− i(UI − U¯I)
)
. (2.12)
Therefore, working with only the two 3-form fluxes, the NS-NS H¯3 and the R-R F¯3, we
have the standard GVW superpotential,
W =
∫
M6
(F¯3 − S H¯3) ∧ Ω . (2.13)
Due to the lack of TI moduli in this superpotential expression, it would not be possible
to obtain stable vacua with all moduli stabilized without the inclusion of non-perturbative
effects such as gaugino condensation. However, considerable discussion [11–13,17] has been
done on the effect of T-duality on such orientifolds and the fluxes within them. Upon
considering the algebra of the generators of gauge choices, Xa, on the NS-NS B field and
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diffeomorphisms, Zb, on the metric of the space under multiple T-dualities, it has been found
that the orientifold possesses a twelve dimensional algebra of these generators in terms of
NS-NS H¯3, geometric ω and generalized non-geometric Q and R fluxes. The non-geometric
Q flux gives rise to a background that is locally but not globally geometric while the R flux
yields a background that is not even locally geometric.
From now on, we will always restrict our considerations to the IIB orientifold with
O3/O7-planes which excludes the geometric ω and the non-geometric R fluxes and reduces
the algebra to
[Za, Zb] = H¯abcX
c
[Za, X
b] = Qbca Zc (2.14)
[Xa, Xb] = Qabc X
c
involving the NS-NS H¯3 and the non-geometric Q background fluxes.
We are able to include this new non-geometric Q flux in the superpotential by contracting
it with J ,
(Q · J )abc = 1
2
Qde[a (J )bc]de ⇒
∫
M6
(Q · J ) ∧ Ω ⊂W . (2.15)
As a 3-form, Q · J can be expanded in the basis (2.5),
Q · J = TK
(
c
(K)
3 α0 − C(IK)2 αI − C(IK)1 βI + c(K)0 β0
)
, (2.16)
where C1 and C2 are the non-geometric Q flux matrices
C1 =

−c˜ (1)1 cˇ (3)1 cˆ (2)1
cˆ
(3)
1 −c˜ (2)1 cˇ (1)1
cˇ
(2)
1 cˆ
(1)
1 −c˜ (3)1
 , C2 =

−c˜ (1)2 cˇ (3)2 cˆ (2)2
cˆ
(3)
2 −c˜ (2)2 cˇ (1)2
cˇ
(2)
2 cˆ
(1)
2 −c˜ (3)2
 . (2.17)
This T-duality invariant 4d effective theory involving the H¯3, F¯3 andQ fluxes is described
by the superpotential,
W =
∫
M6
(F¯3 − S H¯3 +Q · J ) ∧ Ω . (2.18)
However, we wish to consider S-duality on top of T-duality and in seeing how the known
fluxes of the superpotential behave under S-duality, we can infer the existence of new fluxes
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and new constraints. The dynamics of the moduli can be computed from the bosonic scalar
potential, VF , when D terms are neglected. VF is a functional of the Ka¨hler function G,
which is itself a functional of the superpotential and the Ka¨hler potential,
VF = e
GGab¯∂aG∂bG = e
K
(
Kab¯DaWDbW − 3|W |2
)
, G ≡ K + ln |W |2 , (2.19)
where Gab is the inverse of ∂a∂¯bG and likewise for K
ab.
We wish to impose a symmetry, that of S-duality, where the transformation has a non
linear action S → k S+ l
mS+n
, defined by an element ΘS =
(
k l
m n
)
∈ SL(2,Z)S. In order
for G to be invariant under this transformation, the superpotential must transform in a
particular way,
W (S)→W
(
kS + l
mS + n
)
=
1
mS + n
W (S) . (2.20)
Therefore the fluxes must themselves transform in such a way as to satisfy this and they
must transform in multiplets. Therefore, having non-trivial H¯3 or F¯3 flux means allowing
for both 3-form fluxes being non-zero following such a transformation in S,
F¯3 − S H¯3 → F¯ ′3 −
(
kS + l
mS + n
)
H¯ ′3 =
1
mS + n
(
(nF¯ ′3 − lH¯ ′3)− S(kH¯ ′3 −mF¯ ′3)
)
. (2.21)
Solving for F¯ ′3 and H¯
′
3 in terms of F¯3 and H¯3 we have that the S-duality action on the
3-form fluxes is (
F¯ ′3
H¯ ′3
)
= ΘS
(
F¯3
H¯3
)
=
(
kF¯3 + lH¯3
mF¯3 + nH¯3
)
. (2.22)
Similarly, Q needs to be partnered with another flux of the same tensor type and we are
forced to turn on another non-geometric flux, P , which is multiplied by the axiodilaton in
order to give the same doublet mixing,(
Q′
P ′
)
= ΘS
(
Q
P
)
=
(
kQ+ lP
mQ + nP
)
. (2.23)
With the inclusion of this additional non-geometric P flux, we are lead to a both T
and S-duality invariant 4d effective theory. It involves the H¯3, F¯3, Q and P fluxes and is
described by the superpotential,
W =
∫
M6
(
F¯3 − S H¯3 + (Q− S P ) · J
)
∧ Ω . (2.24)
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Further terms occur in the superpotential if ω,R 6= 0 [17], such as in IIB with O9-planes
and they must come in similar doublets. Here we will be working with the IIB orientifold
with O3/O7-planes that excludes a background for these fluxes.
As with Q · J , P · J can be expanded in the 3-form basis (2.5),
P · J = TK
(
d
(K)
3 α0 −D(IK)2 αI −D(IK)1 βI + d(K)0 β0
)
, (2.25)
where D1 and D2 are the new non-geometric P flux matrices,
D1 =

−d˜ (1)1 dˇ (3)1 dˆ (2)1
dˆ
(3)
1 −d˜ (2)1 dˇ (1)1
dˇ
(2)
1 dˆ
(1)
1 −d˜ (3)1
 , D2 =

−d˜ (1)2 dˇ (3)2 dˆ (2)2
dˆ
(3)
2 −d˜ (2)2 dˇ (1)2
dˇ
(2)
2 dˆ
(1)
2 −d˜ (3)2
 . (2.26)
The locations of these flux entries within the non-geometric fluxes Q and P are shown
in table 1. Their S-duality doublet partners in P are found by the exchanges Q ↔ P and
c ↔ d. In line with [27] we will use Greek indices α, β, γ for horizontal “ − ” x-like di-
rections (η1, η3, η5) and Latin indices i, j, k for vertical “|” y-like directions (η2, η4, η6) in
the 2-tori and we choose our ai , . . . , dj appear in locations with positive index permutations.
The superpotential (2.24) depends on the seven untwisted closed string moduli and takes
the form
W = P1(U) + P2(U)S +
3∑
K=1
P
(K)
3 (U) TK + S
3∑
K=1
P
(K)
4 (U) TK , (2.27)
involving cubic polynomials in the complex structure moduli given by
P1(U) = a0 −
3∑
K=1
a
(K)
1 UK +
3∑
K=1
a
(K)
2
U1U2U3
UK
− a3U1U2U3 , (2.28)
P2(U) = −b0 +
3∑
K=1
b
(K)
1 UK −
3∑
K=1
b
(K)
2
U1U2U3
UK
+ b3U1U2U3 , (2.29)
P
(K)
3 (U) = c
(K)
0 +
3∑
L=1
C (LK)1 UL −
3∑
L=1
C (LK)2
U1U2U3
UL
− c (K)3 U1U2U3 , (2.30)
P
(K)
4 (U) = −d (K)0 −
3∑
L=1
D (LK)1 UL +
3∑
L=1
D (LK)2
U1U2U3
UL
+ d
(K)
3 U1U2U3 . (2.31)
We have defined P2(U) and P4(U) so that the coefficient of S in (2.27) is +1, rather than
the −1 in (2.24).
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Type Components Fluxes
Q−−− ≡ Qβγα Q351 , Q513 , Q135 c˜ (1)1 , c˜ (2)1 , c˜ (3)1
Q
|−
| ≡ Qiβk Q614 , Q236 , Q452 cˆ (1)1 , cˆ (2)1 , cˆ (3)1
Q
−|
| ≡ Qαjk Q146 , Q362 , Q524 cˇ (1)1 , cˇ (2)1 , cˇ (3)1
Q−−| ≡ Qαβk Q352 , Q514 , Q136 c (1)0 , c (2)0 , c (3)0
Q
||
− ≡ Qijγ Q461 , Q623 , Q245 c (1)3 , c (2)3 , c (3)3
Q
|−
− ≡ Qiβγ Q235 , Q451 , Q613 cˇ (1)2 , cˇ (2)2 , cˇ (3)2
Q
−|
− ≡ Qγiβ Q523 , Q145 , Q361 cˆ (1)2 , cˆ (2)2 , cˆ (3)2
Q
||
| ≡ Qijk Q462 , Q624 , Q246 c˜ (1)2 , c˜ (2)2 , c˜ (3)2
Table 1: Non-geometric Q-flux. P flux is defined by replacing c with d.
2.3 The isotropic ansatz.
Looking for algebra structures behind non-geometric fluxes in the general case is a diffi-
cult task, beyond the scope of this work. Therefore, for simplicity, we are considering the
isotropic orbifold, where the three 2-tori are identical, giving T6 = (T2)3. This additional
symmetry reduces the number of independent flux entries. From now on, we will restrict
ourselves to the isotropic flux configurations shown in tables 2, 3 and 4, all compatible with
the isotropic moduli vacua ansatz, Ui → U and Ti → T .
F¯−−− F¯|−− F¯−|| F¯||| H¯−−− H¯|−− H¯−|| H¯|||
a3 a2 a1 a0 b3 b2 b1 b0
Table 2: R-R and NS-NS isotropic fluxes.
Q−−− Q
|−
| Q
−|
| Q
−−
| Q
||
− Q
|−
− Q
−|
− Q
||
|
c˜1 cˆ1 cˇ1 c0 c3 cˇ2 cˆ2 c˜2
Table 3: Non-geometric Q isotropic flux.
A further reduction in the number of flux entries is discussed in [12, 27]. We are con-
sidering real integer flux entries and in order to have c˜i, d˜i ∈ R for i = 1, 2, we have the
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P−−− P
|−
| P
−|
| P
−−
| P
||
− P
|−
− P
−|
− P
||
|
d˜1 dˆ1 dˇ1 d0 d3 dˇ2 dˆ2 d˜2
Table 4: Non-geometric P isotropic flux.
constraints
cˆi = cˇi ≡ ci , dˆi = dˇi ≡ di . (2.32)
After this reduction in both the number of independent flux entries and moduli fields
the superpotential (2.27) becomes
W = P1(U) + S P2(U) + T P3(U) + S T P4(U) , (2.33)
where the polynomials have simplified to
P1(U) = a0 − 3 a1U + 3 a2U2 − a3U3 , (2.34)
P2(U) = −b0 + 3 b1U − 3 b2U2 + b3U3 , (2.35)
P3(U) = 3
(
c0 + (2 c1 − c˜1)U − (2 c2 − c˜2)U2 − c3U3
)
, (2.36)
P4(U) = 3
(
−d0 − (2 d1 − d˜1)U + (2 d2 − d˜2)U2 + d3U3
)
. (2.37)
For convenience, the factors of 3 arise from the summation over TK in (2.27) have been
absorbed into the polynomials. Under the isotropic ansatz, the Ka¨hler potential reduces to
K = −3 ln
(
− i(T − T¯ )
)
− ln
(
− i(S − S¯)
)
− 3 ln
(
− i(U − U¯)
)
. (2.38)
3 Overview of the T-duality invariant 4d effective the-
ory.
Without considering S-duality, we restrict the system to having P = 0. This case has been
deeply studied in [27] and here we present the main results as well as the methods used.
These methods will become crucial to exploring the algebraic structure once the P flux has
been included.
3.1 Fluxes and Lie algebras: The results.
The coefficients appearing in the polynomials are subject to certain Lie algebra constraints
because the fluxes are structure constants in the algebra (2.14). Recent work [27] has pro-
vided a method to address these constraints in a general and algorithmic way and which
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readily extends to other orbifolds.
Working in type IIB with O3/O7-planes, we first address the constraint equations gen-
erated by the remaining non-zero fluxes, as derived in [13]
Q[abe Q
c]e
d ≡ QQ = 0 , Qed[a H¯bc]d ≡ QH¯3 = 0 . (3.1)
These constraints can be viewed in two manners. Firstly, they can be viewed as generated
by the commutation relations in (2.14) needing to satisfy Jacobi identities for Lie algebras.
For instance if the three generators in the Jacobi identity are all X generators then the
equation becomes the first constraint above. This is of particular interest to us because the
Xa form a six dimensional subalgebra. Secondly, they can be viewed as Bianchi constraints
which arise from requiring nilpotency, D2 = 0, on the operator D = d + H¯3 ∧ +Q· on the
torus, where the fluxes act as contributions to torsion, as discussed in [12]. This second
method is used in [30] to solve such constraints on a Z4 orbifold.
First we focus on Qabc , which has the additional properties Q
ab
b = 0 and Q
ab
c = −Qbac
and is playing the role of a structure constant in a six dimensional Xa gauge subalgebra of
(2.14). In terms of the Q flux entries, QQ = 0 becomes
c0 (c2 − c˜2) + c1 (c1 − c˜1) = 0 ,
c2 (c2 − c˜2) + c3 (c1 − c˜1) = 0 , (3.2)
c0c3 − c1c2 = 0 .
Due to the isotropic orientifold symmetries, the internal space tangent form basis ηa
can be split into two 3 dimensional systems, ηa → (ξI , ξ˜I), which are invariant under the
permutation ξ1 → ξ2 → ξ3 → ξ1, and similarly for ξ˜I , which is required for isotropy. Also,
the Cartan-Killing metric built from the Q flux by
Hab = Qadc Qbcd (3.3)
has a 3 + 3 block diagonal structure. There are only five isotropic non-trivial Lie algebras
with such properties; so(4) ∼ su(2)2, so(3, 1), su(2) + u(1)3, iso(3) and nil2. We do not
consider the abelian u(1)6 since it is equivalent to a trivial Q = 0 background flux. All these
algebras are quasi-classical Lie algebras, ie. they have an invariant non-degenerate metric
2where nil ≡ n 3.5 in [16]. A complete classification of six dimensional real nilpotent Lie algebras is
given in [32].
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built from their quadratic Casimir operator [31]. In the redefined 1-form (ξI , ξ˜I) basis, these
algebras have the canonical form shown in table 5, where an antisymmetric structure ǫIJK
is always understood.
Algebra dξI dξ˜I
so(4) ∼ su(2)2 ξJ ∧ ξK ξ˜J ∧ ξ˜K
so(3, 1) ξJ ∧ ξK − ξ˜J ∧ ξ˜K ξJ ∧ ξ˜K
su(2) + u(1)3 ξJ ∧ ξK 0
iso(3) ξJ ∧ ξK ξJ ∧ ξK + ξJ ∧ ξ˜K
nil 0 ξJ ∧ ξK
Table 5: Canonic non-geometric Q algebras.
A complete study of the vacua relating to each algebra was performed in [27]. These
were also related to the localized sources that have to be present in the theory.
Once the Q flux is chosen to be the transformed structure constant of one of the above
algebras, the NS-NS flux is easily calculated from the system QH¯3 = 0, which is linear on
the NS-NS flux entries bi,
−c2 b0 + (c1 − c˜1) b1 + c0 b2 = 0 ,
−c2 b1 + (c1 − c˜1) b2 + c0 b3 = 0 ,
−c3 b0 − (c2 − c˜2) b1 + c1 b2 = 0 ,
−c3 b1 − (c2 − c˜2) b2 + c1 b3 = 0 .
(3.4)
The problem is then reduced to computing the 2 dimensional kernel of this linear system.
3.2 Fluxes and Lie algebras: The methods.
The method of finding a parametrised solution to (3.1) consists of selecting one of the Lie
algebras, g, in table 5 and reading its canonical structure constants, gJKI , from there. Then,
by performing a change of basis on the algebra3,
Q =M−1M−1 g M , (3.5)
3Instead of changing the 1-form basis M−1 : (ηa)→ (ξI , ξ˜I), we will move to its dual, the X generators
basis, with the transformation M : (Xa)→ (EI , E˜I).
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we are able to cover all possibilities for the algebra g to be embedded within the Q flux.
This matrix M must satisfy the isotropy symmetry and so we have that M = I3 ⊗M2 ,
where the four parameters matrix M2 ∈ SL(2,R) acts equally in each 2-torus,(
EI
E˜I
)
=
1
|ΓM |2
(
−α β
−γ δ
)(
X2I−1
X2I
)
, (3.6)
for all I = 1, 2, 3. Here |ΓM | = αδ − βγ, and it must be that |ΓM | 6= 0. In the following, we
will refer to the (α, β, γ, δ) parameters as the modular parameters.
Applying this, we find the parametrizations presented in [27],
• Semisimple so(4)
c0 = β δ (β + δ) ; c3 = −α γ (α + γ) ,
c1 = β δ (α+ γ) ; c2 = −α γ (β + δ) ,
c˜2 = γ
2 β + α2 δ ; c˜1 = − (γ β2 + α δ2) .
(3.7)
• Semisimple so(3, 1)
c0 = −β (β2 + δ2) ; c3 = α (α2 + γ2) ,
c1 = −α (β2 + δ2) ; c2 = β (α2 + γ2) ,
c˜2 = −β (α2 − γ2)− 2 γ δ α ; c˜1 = α(β2 − δ2) + 2 β γ δ .
(3.8)
• Non semisimple (ie. direct sum) su(2) + u(1)3
c0 = β δ
2 ; c3 = −α γ2 ,
c1 = β δ γ ; c2 = −α γ δ ,
c˜2 = γ
2 β ; c˜1 = −α δ2 .
(3.9)
• Non solvable (ie. semidirect sum) iso(3)
c0 = −δ2 (β − δ) ; c3 = γ2 (α− γ) ,
c1 = −δ2 (α− γ) ; c2 = γ2 (β − δ) ,
c˜2 = γ
2 (β + δ)− 2 γ δ α ; c˜1 = −δ2 (α + γ) + 2 γ δ β .
(3.10)
• Solvable (ie. nilpotent) nil
c0 = δ
3 ; c3 = −γ3 ,
c1 = δ
2 γ ; c2 = −δ γ2 ,
c˜2 = δ γ
2 ; c˜1 = −δ2 γ .
(3.11)
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It is straightforward to check that these flux configurations satisfy (3.2). Despite the
requirement that the entries in the fluxes are integers, the entries in M are not restricted
to being integers. Starting with a configuration where ci ∈ Z, because the ci have a cubic
dependence on the modular parameters, we see that M ′ = 3
√
nM with n ∈ Z still gives us
c′i = n ci ∈ Z.
When using these parameterisations for the entries in Q, the roots of P3(U) can be ex-
pressed in terms of the modular parameters and the roots structure, namely the number and
type of coincident roots, becomes manifest. Further simplifications can be made by writing
the polynomial in terms of the modular variable Z = αU+β
γ U+δ
. This demonstrates that it is
not possible to do an SL(2,Z) transformation which alters this, different algebras lead to
different root structures (see table 6).
Algebra P3(Z) ≡ P3(U)3 (γ U+δ)3 Modular roots
so(4) Z(Z + 1) Z = 0 , ∞ , −1
so(3, 1) −Z(Z2 + 1) Z = 0 , +i , −i
su(2) + u(1)3 Z Z = 0 , ∞ (double)
iso(3) 1−Z Z =∞ (double) , +1
nil 1 Z∞ =∞ (triple)
Table 6: Algebras and their flux-induced polynomials.
To analyse this we define the following 2-dimensional vectors,
Z0 = (α, β) , Z∞ = (γ, δ) ,
Z−1 = (α+ γ, β + δ) , Z+1 = (α− γ, β − δ) , (3.12)
Z+i = i
(√
α2 + γ2,
(αβ + γδ) + i|ΓM |√
α2 + γ2
)
, Z−i = i
(√
α2 + γ2,
(αβ + γδ)− i|ΓM |√
α2 + γ2
)
,
in such a way that they carry the information about the roots values once they are con-
tracted with
(
U
1
)
. Then the flux-induced polynomial P3(U) for each algebra can be easily
reconstructed from its roots structure as
P3(U) = 3
∏
=roots
Z
(
U
1
)
, (3.13)
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with  ≡ 0,∞,−1,+1,+i,−i according with the modular roots, as it is shown in table 6.
As an example, we reconstruct the cubic P3(U) for the algebra so(4). In this case, (3.13)
reads
P3(U) = 3Z0
(
U
1
)
· Z∞
(
U
1
)
· Z−1
(
U
1
)
=
= 3 (αU + β) (γ U + δ) [(α + γ)U + (β + δ)] =
= 3 (γ U + δ)3Z (Z + 1) . (3.14)
Note that so(3, 1) is unique in the above results, in that it generates a polynomial whose
roots are certain to be complex, given the real and non-degenerate nature of ΓM .
3.3 Tadpole cancellation conditions.
In this IIB orientifold, the Bianchi identities for R-R fluxes can be rephrased as tadpole
cancellation conditions for the R-R 4-form C4 and the 8-form C8 which couple to the O3/O7-
planes sources allowed by the orientifold group. In the case of C4, the flux-induced tadpole
arises from the coupling ∫
M10
C4 ∧ H¯3 ∧ F¯3 . (3.15)
The total orientifold charge is -32, due to 64 O3-planes located at the fixed points of the
Z32 orientifold involution. Also, it is possible to add D3-branes, of charge +1, leading to the
cancellation condition
a0 b3 − a(K)1 b(K)2 + a(K)2 b(K)1 − a3 b0 = N3 , (3.16)
where N3 = 32−ND3 and ND3 is the number of D3-branes.
Taking into account the flux-induced tadpole for the C8 components of type C8 ∼ dvol4∧
ω˜I , where dvol4 is the space-time M4 volume 4-form,∫
M10
C8 ∧ (Q · F¯3) , (3.17)
and expanding the 2-form (Q · F¯3) in the basis of 2-forms,
(Q · F¯3)I = a0 c(I)3 + a(K)1 C(KI)2 − a(K)2 C(KI)1 − a3 c(I)0 , (3.18)
we end up with the three tadpole cancellation conditions
a0 c
(I)
3 + a
(K)
1 C
(KI)
2 − a(K)2 C(KI)1 − a3 c(I)0 = N7I . (3.19)
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Here N7I = −32 + ND7I , where ND7I is the number of D7-branes which can be added
wrapping the I th 4-cycle dual to the 2-torus T2I .
Going to the isotropic case, this set of conditions reduces to
a0 b3 − 3 a1 b2 + 3 a2 b1 − a3 b0 = N3 , (3.20)
a0 c3 + a1 (2 c2 − c˜2)− a2 (2 c1 − c˜1)− a3 c0 = N7 . (3.21)
4 S-duality on top of T-duality.
S-duality for this orbifold was explored in [17]. All the constraints induced by S-duality,
including tadpoles, were derived under the ansatz of systematically applying S-duality trans-
formations to the T-duality invariant constraints. First, we shall focus on the S-dualization
of the Bianchi identities (3.1) and then we will consider the new constraints coming from
the S-dualization of the tadpole cancellation conditions.
4.1 An ansatz for S-duality.
Applying an S-duality transformation (2.23) to the non-geometric Q flux, the QQ = 0
Bianchi identity in (3.1) gives rise to an SL(2,Z)S triplet of constraints involving the Q and
P fluxes,
Q
[ab
d Q
c]d
e = 0 , P
[ab
d P
c]d
e = 0 , Q
[ab
d P
c]d
e + P
[ab
d Q
c]d
e = 0 , (4.1)
which, as before, we will denote as QQ = 0, PP = 0 and QP + PQ = 0. In terms of flux
entries, the first condition results in that of (3.2) and the second one reduces to (3.2) under
Q → P , c → d. The third element of the triplet gives the mixing between the Q and P
fluxes, which in terms of their entries reduces to
c3d0 − c2d1 − c1d2 + c0d3 = 0 ,
c1(d1 − d˜1) + c0(d2 − d˜2) + d0(c2 − c˜2) + d1(c1 − c˜1) = 0 , (4.2)
c3(d1 − d˜1) + c2(d2 − d˜2) + d2(c2 − c˜2) + d3(c1 − c˜1) = 0 .
At this point we want to emphasize that the Bianchi constraints (4.1) have been obtained
by applying an S-duality transformation to the Bianchi constraint QQ = 0 of the T-duality
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invariant effective theory. Starting with an SL(2,Z)7-duality invariant algebra [33] involv-
ing the Q, P , H¯3 and F¯3 background fluxes, these conditions result slightly modified
4 to
QQ = PP = 0 together with QP = PQ = 0. However, these modified constraints can be
understood as a particular case of (4.1).
We now turn to the second Bianchi constraint on the fluxes, QH¯3 = 0, and consider
what effect S-duality has on it. This constraint equation is extended to mix all of the four
fluxes in the IIB with O3/O7-planes space. As derived in [17],
Qab[c H¯de]b = 0 → Qab[c H¯de]b − P ab[c F¯de]b = 0 . (4.3)
Once more, we will refer to as QH¯3 − PF¯3 = 0. This is an SL(2,Z)S singlet and in terms
of the flux entries it reads
−c2 b0 + (c1 − c˜1) b1 + c0 b2 + d2 a0 − (d1 − d˜1) a1 − d0 a2 = 0 ,
−c2 b1 + (c1 − c˜1) b2 + c0 b3 + d2 a1 − (d1 − d˜1) a2 − d0 a3 = 0 ,
−c3 b0 − (c2 − c˜2) b1 + c1 b2 + d3 a0 + (d2 − d˜2) a1 − d1 a2 = 0 ,
−c3 b1 − (c2 − c˜2) b2 + c1 b3 + d3 a1 + (d2 − d˜2) a2 − d1 a3 = 0 .
(4.4)
4.2 S-duality and the tadpole cancellation conditions.
Tadpole constraints were derived in [17] for the full non-isotropic case. There are two kinds
of flux-induced tadpoles: tadpoles which exist in an SL(2,Z)S triplet [34] and arise from the
(Q · F¯3) tadpole in (3.17),∫
M10
C8 ∧ (Q · F¯3) ,
∫
M10
C˜8 ∧ (P · H¯3) ,
∫
M10
C ′8 ∧ (Q · H¯3 + P · F¯3) , (4.5)
and the singlet tadpole in (3.15) which remains unchanged from the T-duality invariant
effective theory.
Using the expansions
(P · H¯3)I = b0 d(I)3 + b(K)1 D(KI)2 − b(K)2 D(KI)1 − b3 d(I)0 , (4.6)
(Q · H¯3)I = b0 c(I)3 + b(K)1 C(KI)2 − b(K)2 C(KI)1 − b3 c(I)0 , (4.7)
(P · F¯3)I = a0 d(I)3 + a(K)1 D(KI)2 − a(K)2 D(KI)1 − a3 d(I)0 , (4.8)
the new tadpole cancellation conditions for the C˜8 and C
′
8 potentials read
b0 d
(I)
3 + b
(K)
1 D(KI)2 − b(K)2 D(KI)1 − b3 d(I)0 = N˜7I (4.9)
4We thank to P. G. Ca´mara for discussions on this point.
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and
b0 c
(I)
3 + b
(K)
1 C(KI)2 − b(K)2 C(KI)1 − b3 c(I)0 +
a0 d
(I)
3 + a
(K)
1 D(KI)2 − a(K)2 D(KI)1 − a3 d(I)0 = N ′7I (4.10)
respectively, where N˜7I accounts for the number of NS7-branes and N
′
7I
is related to the
number of I7-branes (bound states [34] of D7 and NS7 branes) which can be added to the
system wrapping the I th 4-cycle dual to the 2-torus T2I .
Restricting ourselves to the case of isotropic fluxes, these conditions simplify to
b0 d3 + b1 (2 d2 − d˜2)− b2 (2 d1 − d˜1)− b3 d0 = N˜7 (4.11)
and
b0 c3 + b1 (2 c2 − c˜2)− b2 (2 c1 − c˜1)− b3 c0 +
a0 d3 + a1 (2 d2 − d˜2)− a2 (2 d1 − d˜1)− a3 d0 = N ′7 . (4.12)
A further simplification can be made, as noted in [17],
QH¯3 = 0⇒ Q · H¯3 = 0 , P F¯3 = 0⇒ P · F¯3 = 0 . (4.13)
5 The non-geometric background fluxes.
In this section, we try to clarify the role played by the non-geometric P flux in terms
of deformations of Lie algebras. Before considering the algebraic problem of solving the
constraints PP = 0 and QP + PQ = 0, we focus our attention on understanding the
problem from a different point of view, that of the effect of the P flux over the T-duality
invariant gauge subalgebra generated by the Q flux.
5.1 A note on deformations of Lie algebras.
To start with, we present a brief introduction to the topic of deformations of Lie algebras,
in which we take the notation and conventions from [31]. Let us start with a general Lie
algebra L defined by its brackets5
[Xa, Xb] = Cabc X
c . (5.1)
5We define generators with an upper index in analogy with the commutation relations [Xa, Xb] = Qabc X
c
we are dealing with.
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These relations define an algebra iff Jacobi identities are fulfilled, namely C
[ab
e C
c]e
d = 0.
For our purposes, it will be interesting to define the second cohomology class of the algebra,
H2(L,L). It contains 2-cocycles ϕ ∈ H2(L,L) that are closed under the action of an exterior
derivation d without being coboundaries. More formally, a cocycle ϕ ∈ H2(L,L) is a bilinear
antisymmetric form that satisfies the constraint
dϕ(Xa, Xb, Xc) := [Xa, ϕ(Xb, Xc)] + [Xc, ϕ(Xa, Xb)] + [Xb, ϕ(Xc, Xa)] + (5.2)
+ ϕ(Xa, [Xb, Xc]) + ϕ(Xc, [Xa, Xb]) + ϕ(Xb, [Xc, Xa]) = 0 ,
for any Xa, Xb, Xc of L.
Moreover, for ϕ to define a deformation of L that is also a Lie algebra, i.e. it also
satisfies the new Jacobi identities, an additional integrability condition has to be imposed.
The 2-cocycle ϕ is integrable if it satisfies
ϕ(ϕ(Xa, Xb), Xc) + ϕ(ϕ(Xc, Xa), Xb) + ϕ(ϕ(Xb, Xc), Xa) = 0 . (5.3)
If both conditions, named the cohomology and the integrability conditions, are fulfilled
then the linear deformation L+ϕ is also a Lie algebra [35], which we will denote as Lϕ with
the deformed bracket
[Xa, Xb]ϕ = C
ab
c X
c + ϕ(Xa, Xb) . (5.4)
In particular, nullity of H2(L,L) implies that any deformation Lϕ is isomorphic to L
and in that case L is called rigid or stable. However, in general, Lϕ and L are not isomorphic.
To clarify the utility of deformed Lie algebras in the problem of S-duality and non-
geometric fluxes, let us consider a deformation ϕ(Xa, Xb) := αabc X
c with αabc = −αbac , so
the cohomology condition (5.2) can be rewritten as
C [abe α
c]e
d + α
[ab
e C
c]e
d = 0 , (5.5)
while the integrability condition results in
α[abe α
c]e
d = 0 . (5.6)
At this point, the role of the non-geometric P flux becomes clear by identifying Cabc =
Qabc and α
ab
c = P
ab
c . The non-geometric Q flux defines the gauge subalgebra of the T-
duality invariant effective theory while the non-geometric P flux can be implemented as
deformations of this subalgebra by an element of its second cohomology class. The PP = 0
20
and QP + PQ = 0 constraints in (4.1) are simply the integrability (5.6) and cohomology
(5.5) conditions for the non-geometric P flux to define such deformations. The T-duality
invariant gauge subalgebra is trivially recovered when the deformation vanishes, i.e. P = 0,
and just the original condition QQ = 0 remains unchanged. Another possibility to recover
it is to fix P = Q, which is related to the P = 0 case by the SL(2,Z)S transformation
ΘS =
(
0 −1
1 −1
)
. This can be interpreted as a deformation of the T-duality invariant gauge
subalgebra by itself.
5.2 Solving the integrability condition.
The integrability condition PP = 0 is straightforwardly solved by imposing that P becomes
the structure constants of a Lie algebra gP belonging to the set of non trivial six dimen-
sional Lie algebras compatibles with the orbifold symmetries, in analogy with the QQ = 0
condition. To solve both the QQ = 0 and PP = 0 conditions simultaneously, we pick two
algebras, gQ and gP , from table 5 and equate the Q and P fluxes to the transformed gQ and
gP structure constants,
Q =M−1Q M
−1
Q gQ MQ , P =M
−1
P M
−1
P gP MP , (5.7)
with specific modular parameters
ΓQ =
(
αq βq
γq δq
)
and ΓP =
(
αp βp
γp δp
)
, (5.8)
entering in MQ and MP defined as in (3.6). We end up with a general parametrization of
the non-geometric fluxes, ie. Q = Q(αq, βq, γq, δq) and P = P (αp, βp, γp, δp), analogous to
those of (3.7)-(3.11).
Recalling (5.8), we can now define the two modular variables
ZQ = αq U + βq
γq U + δq
, ZP = αp U + βp
γp U + δp
. (5.9)
Expressing the superpotential polynomials due to Q and P in terms of these, we have
P3(ZQ) ≡ P3(U)/3(γq U + δq)3 and P4(ZP ) ≡ −P4(U)/3(γp U + δp)3, where the polynomials
relating to gQ and gP can be simply read off from table 6, upon replacing Z by ZQ and ZP
respectively.
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5.3 Solving the cohomology condition.
In terms of the flux entries, the cohomology QP + PQ = 0 constraints are those of (4.2).
Since the expressions for the entries of Q and P are in terms of the modular parameters the
cohomology condition puts constraints on their possible values. Finding the space of valid
flux entries is difficult because the constraints are polynomials in terms of the 8 modular
parameters. However, these polynomials form the generators of the ideal 〈QP +PQ〉 in the
ring of polynomials C[αq, . . . , δp] and so we can use an algebraic geometry method of prime
decomposition to split 〈QP + PQ〉 into its prime ideals, Ji. One such method is the GTZ
algorithm, which is implemented within Singular. Each prime ideal has a solution space,
the variety Vi, which is a subset of V, the variety of 〈QP +PQ〉 and because we are working
with prime ideals, their varieties do not intersect other than at a finite number of disjoint
points. Therefore, given the decomposition
〈 QP + PQ 〉 = J1 ∩ . . . ∩ Jn , (5.10)
in order to satisfy QP + PQ = 0, we need only to solve the set of equations fi,j = 0, where
Ji = 〈 fi,1, fi,2, . . . , fi,m 〉, though to completely account for all possible solutions each prime
ideal must be analysed. An ideal automatically has at least one prime ideal but in the case
of some of the (gQ, gP ) pairings, we find as many as three prime ideals of varying complexity.
These relate the ΓQ and ΓP modular matrices and so restrict the transformations which are
needed to bring the Q and P fluxes (understood as structure constants) to their canonical
form.
For purpose of illustration we consider the example gQ = su(2) + u(1)
3 and gP = so(4).
We have individual parametrization of the following format,
• Q flux fixing the gauge subalgebra in the T-duality invariant supergravity to be gQ =
su(2) + u(1)3,
c0 = βq δ
2
q ; c3 = −αq γ2q ,
c1 = βq δq γq ; c2 = −αq γq δq ,
c˜2 = γ
2
q βq ; c˜1 = −αq δ2q .
(5.11)
• P flux fixing the original gauge subalgebra in the T-duality invariant supergravity to
be deformed by gP = so(4),
d0 = βp δp (βp + δp) ; d3 = −αp γp (αp + γp) ,
d1 = βp δp (αp + γp) ; d2 = −αp γp (βp + δp) ,
d˜2 = γ
2
p βp + α
2
p δp ; d˜1 = − (γp β2p + αp δ2p) .
(5.12)
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This leads to a 〈QP + PQ〉 cohomology condition ideal which has three prime ideals in
its decomposition,
J1 = 〈 αqβp − βqαp , γqδp − δqγp 〉 ,
J2 = 〈 αqδp − βqγp , γqβp − δqαp 〉 , (5.13)
J3 = 〈 γq(βp + δp)− δq(αp + γp) 〉 .
These constraints can be rewritten in terms of entries in 2 dimensional vectors
u =
(
u1
u2
)
, v =
(
v1
v2
)
⇒ u1v2 − u2v1 = 0 ⇔ u× v = 0 . (5.14)
If two vectors satisfy u×v = 0 then they are parallel, which we denote by u ‖ v. With this
notation and using the vectors given in (3.12), the cohomology condition becomes
J1 = 〈 ZQ0 × ZP0 , ZQ∞ × ZP∞ 〉 ⇔ ZQ0 ‖ ZP0 , ZQ∞ ‖ ZP∞ .
J2 = 〈 ZQ0 × ZP∞ , ZQ∞ × ZP0 〉 ⇔ ZQ0 ‖ ZP∞ , ZQ∞ ‖ ZP0 .
J3 = 〈 ZQ∞ ×ZP−1 〉 ⇔ ZQ∞ ‖ ZP−1 .
(5.15)
In each case the prime ideal’s generating functions can be rewritten as a vanishing cross
product. Infact, this happens for all prime ideals of all possible pairings (gQ, gP ). Therefore,
the prime ideals of 〈QP +PQ〉 can be viewed as geometric constraints on the position of the
vectors representing the roots of the cubic polynomials P3(U) and P4(U). Specifically, when
the polynomials themselves are computed, this is equivalent to P3(U) and P4(U) sharing
some roots.
It is worth noticing here that the J1 = 0 and J2 = 0 solutions also imply the piecewise
vanishing QP = PQ = 0, unlike J3 = 0. Moreover, J1 = 0 can be translated into ZP ∝ ZQ
while J2 = 0 implies ZP ∝ SZQ, where S is the inversion generator of SL(2,Z).
The full list of the vector alignments arising from the different prime ideals of the coho-
mology condition are given in table 7 for each algebra pairing (gQ, gP ). Most of these solu-
tions (those labelled by (∗)) disappear under the more restrictive condition QP = PQ = 0,
or equivalently, not all the pairings are allowed in the SL(2,Z)7-duality invariant theory.
Apart from each algebra being deformed by itself, there are the following possibilities
in an SL(2,Z)7-duality invariant supergravity: so(4) can be deformed by su(2) + u(1)3 ;
su(2) + u(1)3 can be deformed by so(4) and by nil ; iso(3) can be deformed by nil and nil
can be deformed by su(2) + u(1)3 and by iso(3).
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gP deformation
gQ original so(4) so(3,1) su(2) + u(1)
3 iso(3) nil
ZQ
0
‖ ZP
0
, ZQ∞ ‖ ZP∞ ZQ0 ‖ ZP0 , ZQ∞ ‖ ZP∞
so(4) ZQ
0
‖ ZP
∞
, ZQ∞ ‖ ZP0 ZQ−1 ‖ ZP0 (∗) ZQ0 ‖ ZP∞ , ZQ∞ ‖ ZP0 ZQ−1 ‖ ZP+1 (∗) ZQ−1 ‖ ZP∞ (∗)
ZQ
−1
‖ ZP
−1
(∗) ZQ
−1
‖ ZP
∞
(∗)
ZQ
+i ‖ ZP+i , ZQ−i ‖ ZP−i
so(3,1) ZQ
0
‖ ZP
−1
(∗) ZQ
+i ‖ ZP−i , ZQ−i ‖ ZP+i ZQ0 ‖ ZP∞ (∗) ZQ0 ‖ ZP+1 (∗) ZQ0 ‖ ZP∞ (∗)
ZQ
0
‖ ZP
0
(∗)
ZQ
0
‖ ZP
0
, ZQ∞ ‖ ZP∞ ZQ0 ‖ ZP∞ , ZQ∞ ‖ ZP0
su(2) + u(1)3 ZQ
0
‖ ZP
∞
, ZQ∞ ‖ ZP0 ZQ∞ ‖ ZP0 (∗) ZQ∞ ‖ ZP+1 (∗) ZQ∞ ‖ ZP∞
ZQ∞ ‖ ZP−1 (∗) ZQ∞ ‖ ZP∞
ZQ∞ ‖ ZP∞ ZQ∞ ‖ ZP∞
iso(3) ZQ
+1
‖ ZP
−1
(∗) ZQ
+1
‖ ZP
0
(∗) ZQ
+1
‖ ZP
∞
(∗)
ZQ
+1
‖ ZP
+1
(∗) ZQ
+1
‖ ZP
∞
(∗)
ZQ∞ ‖ ZP∞
nil ZQ∞ ‖ ZP−1 (∗) ZQ∞ ‖ ZP0 (∗) ZQ∞ ‖ ZP∞ ZQ∞ ‖ ZP∞
ZQ∞ ‖ ZP+1 (∗)
Table 7: Cohomology condition in terms of the root alignments. The branches labelled
by (∗) disappear under the more restrictive condition QP = PQ = 0. Under the inversion
S → −1/S transformation, the algebras gQ and gP are exchanged resulting in the symmetry
of this table (and all the forthcoming ones).
We note how in several (gQ, gP ) pairings there are two, even three, different ways
(branches) to solve the cohomology condition. In section 7 we provide an example based on
gQ = su(2) + u(1)
3 and gP = so(4) for which supersymmetric Minkowski vacua only exist
in one of these branches, i.e. ZQ∞ ‖ ZP−1. However, supersymmetric AdS4 solutions can be
found in the other branches, i.e. ZQ0 ‖ ZP0 together with ZQ∞ ‖ ZP∞.
6 The H¯3 and F¯3 background fluxes.
Now, we shall proceed to solve the set of constraints (4.4) coming from the SL(2,Z)S singlet
Bianchi equation. Schematically, these constraints can be written as a linear system
(ΦQ)
j
i bj = (ΦP )
j
i aj , (6.1)
where ΦQ and ΦP are 4 × 4 rank two matrices depending on the non-geometric Q and P
fluxes respectively.
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Since modular variables are more transparent to work with, we decide to use a universal
parametrization for NS-NS and R-R fluxes based on the complete decomposition
P2(U) = (γq U + δq)
3P2(ZQ) , P1(U) = −(γp U + δp)3P1(ZP ) , (6.2)
with P2(ZQ) =
∑3
i=0 ǫiZ iQ and P1(ZP ) =
∑3
i=0 ρiZ iP . Under this decomposition, the
NS-NS H¯3 flux entries are parametrised as
b0
b1
b2
b3
 =

−β3q −βqδ2q −β2q δq −δ3q
αqβ
2
q
1
3
δq (2βqγq + αqδq)
1
3
βq (βqγq + 2αqδq) γqδ
2
q
−α2qβq −13γq (βqγq + 2αqδq) −13αq (2βqγq + αqδq) −γ2q δq
α3q αqγ
2
q α
2
qγq γ
3
q


ǫ0
ǫ1
ǫ2
ǫ3

(6.3)
and those for R-R F¯3 flux, ai, have the same form
6 upon replacing the subscript q → p and
ǫi → ρi.
Fixing a pairing (gQ, gP ) and substituting (5.7) and (6.3) into (6.1), we obtain
(Φ˜Q)
j
i ǫj = (Φ˜P )
j
i ρj , (6.4)
where Φ˜Q and Φ˜P depend on the modular matrices ΓQ and ΓP defined in (5.8). Both Φ˜Q
and Φ˜P are linear transformations and therefore the solutions space of (6.4) can be obtained
from the intersection of their images
IQP ≡ Im(Φ˜Q) ∩ Im(Φ˜P ) . (6.5)
The parameters ǫi and ρj belong to the Φ˜Q and Φ˜P antimages of IQP respectively,
~ǫ ∈ Φ˜−1Q (IQP ) ,
~ρ ∈ Φ˜−1P (IQP ) .
(6.6)
Therefore we denote a background for the H¯3 and F¯3 fluxes solving (6.4), by a pair of
vectors (~ǫ, ~ρ ) satisfying (6.6). The main features of this background, such as its dimension or
its flux-induced C ′8 tadpole, are severely restricted by the non-geometric background we have
previously imposed. Furthermore, we are able to distinguish between two non-geometric flux
configurations by seeing whether or not IQP becomes trivial.
6These universal parametrizations are well defined because their Jacobians have determinants −|ΓQ|6/9
and −|ΓP |6/9 so they never vanish, provided the isomorphisms used for bringing non-geometric fluxes to
their canonical form are not singular.
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• Non-geometric type A configuration: A non-geometric background satisfying
IQP = {0} , (6.7)
fixes the NS-NS and R-R background fluxes to be ~ǫ ∈ ker(Φ˜Q) (QH¯3 = 0) and ~ρ ∈
ker(Φ˜P ) (PF¯3 = 0). This has dimension 4 and, according to (4.13), does not generate
a flux-induced C ′8 tadpole,
N ′7 = 0 (typeA). (6.8)
• Non-geometric type B configuration: A non-geometric background satisfying
IQP 6= {0} , (6.9)
results in a less restricted one for the NS-NS and R-R fluxes. It is a 6 dimensional
background for which a flux-induced C ′8 tadpole can be generated. This can always
be written as
N ′7 = ∆Q |ΓQ|3 +∆P |ΓP |3 (typeB) , (6.10)
with ∆Q and ∆P depending on ǫi and ρi respectively
7 and vanishing in the special
case of ~ǫ ∈ ker(Φ˜Q) and ~ρ ∈ ker(Φ˜P ).
Let us explain a little bit more about the preceding classification. Starting with a non-
geometric background for the Q and P fluxes, that satisfies both the integrability and the
cohomology conditions, it will be either a type A or a type B configuration. For this to
be a type B it has to fulfil (6.9), which can be rephrased as a single roots alignment, as
shown in table 8 for all the possible pairings (gQ, gP ). If the non-geometric background
we are working with generates that alignment, we are dealing with a type B configuration.
Otherwise it is type A configuration. This is determined by the way (branch) we followed
for solving the cohomology condition (see table 7).
To illustrate this, we consider an example where gQ = su(2) + u(1)
3 and gP = so(4).
Solving the cohomology condition through the ZQ∞||ZP−1 branch (see table 7), leaves us with
a non-geometric type B configuration (see table 8). The ker(Φ˜Q) is expanded by (ǫ0, ǫ3) while
that of Φ˜(gP ) is expanded by (ρ0, ρ3) for this pairing. In this case, the NS-NS and R-R fluxes
account for six degrees of freedom and generate a flux-induced C ′8 tadpole given by (6.10)
with ∆Q = ǫ2/3 and ∆P = (ρ2 − ρ1)/3.
7ker(Φ˜Q), ker(Φ˜P ), ∆Q and ∆P differ for each pairing (gQ, gP ), being easily computed in each case.
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gP deformation
gQ original so(4) so(3, 1) su(2) + u(1)
3 iso(3) nil
so(4) ZQ
−1 ‖ ZP−1 ZQ−1 ‖ ZP0 ZQ−1 ‖ ZP∞ ZQ−1 ‖ ZP+1 ZQ−1 ‖ ZP∞
so(3, 1) ZQ0 ‖ ZP−1 ZQ0 ‖ ZP0 ZQ0 ‖ ZP∞ ZQ0 ‖ ZP+1 ZQ0 ‖ ZP∞
su(2) + u(1)3 ZQ
∞
‖ ZP
−1 ZQ∞ ‖ ZP0 ZQ∞ ‖ ZP∞ ZQ∞ ‖ ZP+1 ZQ∞ ‖ ZP∞
iso(3) ZQ+1 ‖ ZP−1 ZQ+1 ‖ ZP0 ZQ+1 ‖ ZP∞ ZQ+1 ‖ ZP+1 ZQ+1 ‖ ZP∞
nil ZQ
∞
‖ ZP
−1 ZQ∞ ‖ ZP0 ZQ∞ ‖ ZP∞ ZQ∞ ‖ ZP+1 ZQ∞ ‖ ZP∞
Table 8: Roots alignment in non-geometric type B configurations.
The H¯3 and F¯3 background fluxes determine the flux-induced P2(ZQ) and P1(ZP ) poly-
nomials in the superpotential. Fixing a non-geometric type A configuration, P2(ZQ) is
shown in table 9 for each gQ algebra. The equivalent expression for the polynomial P1(ZP ),
resulting from the gP algebra, is obtained upon replacing ǫi ↔ ρi and ZQ ↔ ZP .
7 Supersymmetric solutions.
In this section, we provide some examples of supersymmetric vacua of the T and S-duality
invariant effective supergravity given by the standard Ka¨hler potential and the moduli po-
tential induced by R-R F¯3, NS-NS H¯3 and non-geometric Q and P fluxes using the methods
we have developed in this work. We will focus on solutions with the axiodilaton S and
Ka¨hler T moduli being completely stabilized.
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gQ P2(ZQ) ≡ P2(U)(γq U+δq)3
so(4) ǫ3Z3Q + ǫ0
so(3, 1) ǫ3Z3Q − 3 ǫ0Z2Q − 3 ǫ3ZQ + ǫ0
su(2) + u(1)3 ǫ3Z3Q + ǫ0
iso(3) ǫ1ZQ + ǫ0
nil ǫ1ZQ + ǫ0
Table 9: NS-NS flux-induced polynomials in the non-geometric type A configurations.
The starting point is the 4d effective theory defined by the Ka¨hler potential
K = −3 ln
(
− i(T − T¯ )
)
− ln
(
− i(S − S¯)
)
− 3 ln
(
− i(U − U¯)
)
(7.1)
and the superpotential (2.33), which can be rewritten as
W = −(γp U + δp)3
[( 3∑
i=0
ρiZ iP
)
+ 3 T S P4(ZP )
]
+
+ (γq U + δq)
3
[
S
( 3∑
i=0
ǫiZ iQ
)
+ 3 T P3(ZQ)
]
, (7.2)
with P3(ZQ), P4(ZP ) taken from table 6 according with a fixed pairing (gQ, gP ) and ZQ and
ZP the modular variables from (5.9). In general, ZQ 6= ZP , and we will have to deal with
two modular variables instead of just one, Z. Each pairing (gQ, gP ) gives rise to a specific
superpotential due to the relationship between the roots structure of a polynomial and its
associated algebra.
A supersymmetric vacuum implies the vanishing of the F-terms
FT = ∂TW +
3iW
2 ImT
= 0 ,
FS = ∂SW +
iW
2 ImS
= 0 , (7.3)
FU = ∂UW +
3iW
2 ImU
= 0 ,
bringing about either Minkowski or AdS4 solutions because the potential (2.19) at the
minimum is given by V0 = −3eK0|W0|2 ≤ 0. Restricting our search to Minkowski solutions,
i.e. V0 = 0, simplifies (7.3) to
∂SW = ∂TW = ∂UW =W = 0 . (7.4)
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Working with the generic expression (2.33) for the superpotential, the Ka¨hler moduli
and axiodilaton equations of motion fix both moduli to
S0 = −P3(U0)
P4(U0)
=
(
γq U + δq
γp U + δp
)3 P3(ZQ)
P4(ZP )
∣∣∣∣
U0
,
(7.5)
T0 = −P2(U0)
P4(U0)
=
(
γq U + δq
γp U + δp
)3 ∑3
i=0 ǫiZ iQ
P4(ZP )
∣∣∣∣∣
U0
,
where S0, T0 and U0 are moduli values at the vacuum. These values are subject to physical
considerations. ImS0 must be positive because it is the inverse of the string coupling con-
stant gs. ImT0 = e
−φA where A is the area of a 4-dimensional subtorus, so it also has to
be positive. Also, for the modular variables ZQ and ZP at the minimum, it happens that
ImZQ =ImU0|ΓQ|/|γqU0 + δq|2 and ImZP =ImU0|ΓP |/|γpU0 + δp|2 . Therefore, necessarily
ImZQ 6= 0 and ImZP 6= 0 because for ImU0 = 0 the internal space is degenerate. Without
loss of generality, we choose ImU0 > 0.
Finally, an interesting question is whether the VEVs for the moduli give rise to an ef-
fective supergravity that is a reliable approximation to string theory. In order to exclude
non-perturbative string effects, the string coupling constant gs = 1/ImS0 is expected to be
small. However, the conventionally expected large internal volume Vint = (ImT0/ImS0)
3/2
required to neglect corrections in α′ becomes a more delicate issue in the presence of non-
geometric fluxes. For instance, in a non-geometric solution the internal space might be a
T-fold [36,37] and therefore a large internal volume could imply small cycles, related by T-
duality, with light winding modes associated. These new effects are still not well understood
and therefore a large internal volume is physically motivated just for geometric solutions
(or those that can be described geometrically in some duality frame). In this work we will
limit ourselves to searching supersymmetric solutions of an effective field theory without
speculating on their lifting to solutions of the full string theory.
The remaining W = 0 and ∂UW = 0 conditions can be rewritten, using (7.5), as
E(U0) = P1(U0)P4(U0)− P2(U0)P3(U0) = 0 , (7.6)
E ′(U0) = 0 , (7.7)
provided8 P4(U0) 6= 0. The prime denotes differentiation with respect to U and, therefore,
E(U) has a double root. The root must, given our definition for the Ka¨hler potential, be
8This has to be the case for ImU0 6= 0 in all gP but gP = so(3, 1) that has complex roots ZP = ±i. For
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complex and therefore E(U) contains a double copy of complex conjugate pairs, accounting
for 4 of its 6 roots. Therefore, we have the following factorisation property of E(U),
E(U) = (f2 U
2 + f1 U + f0) E˜(U) , (7.8)
with E˜(U) ≡ (g2U2 + g1 U + g0)2 accounting for the double root that becomes complex iff
g21 − 4 g2 g0 < 0.
Information about the nature of the six roots of E(U) can be immediately obtained from
the generic superpotential polynomials once a (gQ, gP ) pairing is chosen and the full set of
Bianchi identities, ie. integrability, cohomology and singlet Bianchi constraints, are applied.
Four cases are automatically discarded because their E(U) possesses at least four real roots,
so they can never have a double complex root for the Minkowski vacua to be physically
viable, i.e. ImU0 6= 0. The number of real roots for each (gQ, gP ) pairing is summarized9
in table 10. A priori, all branches with E(U) having a number of real roots less than three
could accommodate supersymmetric Minkowski solutions. This is a necessary but not suffi-
cient condition for the existence of Minkowski vacua because for E(U) to split into the form
(7.8), additional constraints on H¯3 and F¯3 fluxes are needed. Therefore, several branches
in table 10 will exclude Minkowski vacua, even though they have a sufficient number of
complex roots and we will provide an example of this.
Despite this, several results can be read from table 10 : i) There are no supersymmetric
Minkowski solutions in the (nil, nil) case because all E(U) roots become real for this pairing.
ii) For supersymmetric Minkowski solutions to exist in (iso(3), iso(3)), (iso(3), nil) and
(nil, iso(3)) pairings, it is necessary to have non-geometric type B configurations (see table
8), generating an eventually non vanishing flux-induced C ′8 tadpole. iii) The rest of the
pairings are richer and supersymmetric Minkowski solutions could, in principle, exist in all
branches that solve the cohomology condition (see table 7).
7.1 Our example: gQ = su(2) + u(1)
3 deformed by gP = so(4).
For our first example, we shall continue to investigate the case gQ = su(2) + u(1)
3 deformed
by gP = so(4), in order to show how simple supersymmetric solutions can be easily obtained
this singular case, P4(U0) = 0 implies Pi(U0) = 0 for i = 1, 2, 3, 4 as can be seen from (7.4). Then S and T
cannot be simultaneously stabilized in a supersymmetric Minkowski vacuum.
9Entries in table 10 are in one to one correspondence with entries in table 7.
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gP deformation
gQ original so(4) so(3, 1) su(2) + u(1)
3 iso(3) nil
2 2
so(4) 2 1 2 1 1
1 1
2
so(3, 1) 1 2 1 1 1
1
2 2
su(2) + u(1)3 2 1 1 2
1 2
4 4
iso(3) 1 1 1
1 1
4
nil 1 1 2 6
1
Table 10: Number of real roots of E(U) defined in (7.8) after imposing the full set of Bianchi
constraints.
using these methods.
For the sake of simplicity, we will look for H¯3 and F¯3 background fluxes with ~ǫ ∈ ker(Φ˜Q)
and ~ρ ∈ ker(Φ˜P ), so N ′7 = 0 but the net charges N7 and N˜7 are considered as free variables.
In these solutions, P2(ZQ) and P1(ZP ) can be obtained from table 9 leaving us with a set
(ǫ0, ǫ3 ; ρ0, ρ3) of free parameters in the superpotential determining the H¯3 and F¯3 back-
ground fluxes.
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Taking the relevant polynomials from tables 6 and 9, the superpotential (7.2) becomes
W = −(γp U + δp)3
[
(ρ3Z3P + ρ0) + 3 T S ZP (ZP + 1)
]
+
+ (γq U + δq)
3
[
S (ǫ3Z3Q + ǫ0) + 3 T ZQ
]
(7.9)
and the tadpole cancellation conditions can be expressed in terms of the roots as
N3 = A33 (ZQ0 × ZP0 )3 + A30 (ZQ∞ × ZP0 )3 + A03 (ZQ0 × ZP∞)3 + A00 (ZQ∞ ×ZP∞)3 ,
N7 = ρ3 (ZQ0 × ZP0 ) (ZQ∞ × ZP0 )2 + ρ0 (ZQ0 ×ZP∞) (ZQ∞ ×ZP∞)2 , (7.10)
N˜7 = −ǫ3 (ZQ0 × ZP0 ) (ZQ0 ×ZP∞) (ZQ0 ×ZP−1)− ǫ0 (ZQ∞ × ZP0 ) (ZQ∞ × ZP∞) (ZQ∞ × ZP−1) ,
with Aij = −ρi ǫj . We now impose the constraints from one of the prime ideals of the
cohomology condition, of which there are three to choose for this pairing, as shown in
table 7 and explicitly stated in (5.15). The case J1 = 0 is automatically fulfilled with an
embedding ΓP = ΓQ ≡ Γ, or equivalently ZP = ZQ ≡ Z, while the J2 = 0 results are
equivalent to this after applying a T-duality transformation Z → −1/Z. The case J3 = 0 is
a little bit different from the previous ones. It cannot be transformed into J1,2 = 0 and the
resultant solutions are distinct from those of the first two branches. We will solve for each
of the three branches and clarify their relation to the existence of both AdS4 and Minkowski
vacua.
7.1.1 Simple type A AdS4 solutions.
Imposing10 J1 = 0 and just fixing the modular embeddings to be
ΓP = ΓQ ≡ Γ =
(
α β
γ δ
)
, (7.11)
provides us with a much simplified superpotential, given by
W
(γ U + δ)3
= −(ρ3 Z3 + ρ0) + S (ǫ3Z3 + ǫ0) + 3 T Z − 3 T S Z (Z + 1) . (7.12)
Under the transformation U → Z, we have eKW → eKW with
K = −3 ln
(
− i(T − T¯ )
)
− ln
(
− i(S − S¯)
)
− 3 ln
(
− i(Z − Z¯)
)
, (7.13)
W = |Γ|3/2 [−(ρ3 Z3 + ρ0) + S (ǫ3Z3 + ǫ0) + 3 T Z − 3 T S Z (Z + 1)] (7.14)
10Imposing J2 = 0 is T-dual to J1 = 0 just with Z → −1/Z.
and the tadpole cancellation conditions (7.10) simplify to
N3 = |Γ|3(A03 − A30) = |Γ|3(ǫ0 ρ3 − ǫ3 ρ0) , (7.15)
N7 = N˜7 = 0 . (7.16)
It is worth noting that, by simply imposing the embedding (7.11), it becomes impossi-
ble to have non-geometric type B configurations, as we can see from table 8. Indeed, the
alignment Z∞||Z−1 results in |Γ| = 0 and the isomorphism is no longer valid. So whenever
we impose (7.11), automatically ǫ1 = ǫ2 = ρ1 = ρ2 = 0 and then N
′
7 = N7 = N˜7 = 0.
It can also be proven that this system does not possess Minkowski vacua. To do this,
let us compute restrictions on the NS-NS H¯3 and R-R F¯3 background fluxes needed for the
polynomial E(U) to be factorized as (7.8). From table 10 we know that E(U) has at least
two real roots. Factorising out and dropping these real roots, E(U) → E˜(U), it can be
shown that for E˜(U) to possess a double complex root, the H¯3 and F¯3 background fluxes
must satisfy
8 ǫ0 ρ3 + (ǫ3 − 9 ρ3) ρ0 = 0 , (7.17)
(ǫ3 − ρ3)3 − 8 ρ23 ρ0 = 0 , (7.18)
and so g21−4 g2 g0 = 12
(
ρ
1/3
3 ρ
1/3
0
)2
≥ 0, fixing all six roots of E(U) to be real and producing
non physical vacua, i.e. ImU0 = 0.
However, we find that supersymmetric AdS4 vacua can exist without introducing local-
ized sources. This result is new compared to the T-duality invariant effective theory which
was deeply studied in [27]. Let us fix ǫ3 = ρ3 = 0 so as to have N3 = 0 and, for instance,
ρ0 = 2 ǫ0. Solving the F-flat conditions (7.3) we obtain
Z0 = −1.0434+0.4758 i , S0 = −2.3802+4.1685 i , ǫ−10 T0 = −0.4022+1.1483 i , (7.19)
with a vacuum energy V0 ǫ0/|Γ|3 = −2.3958 and with N3 = N7 = N˜7 = N ′7 = 0. In
terms of the original complex structure modulus, U0 = Γ
−1Z0 with Γ the modular matrix
given in (7.11). Fixing for example β = γ = 0, this solution corresponds to a0 = −2 ǫ0 δ3,
b0 = −ǫ0 δ3, c˜1 = d˜1 = −α δ2 and d˜2 = α2 δ. Large positive values of the ǫ0 parameter
translate into large absolute values of the NS-NS and R-R fluxes and also a large internal
volume.
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7.1.2 Simple type B Minkowski solutions.
Now we explore the case J3 = 0, or equivalently ZQ∞||ZP−1. As an example of this alignment
involving just two modular parameters let us take
ΓQ =
(
α −δ
α δ
)
, ΓP =
(
α 0
0 δ
)
. (7.20)
This results in a two dimensional family of non-geometric type B configurations. Sub-
stituting directly in (7.5) we obtain
T0 =
1
3α δ
ǫ3 (αU0 − δ)3 + ǫ0 (δ + αU0)3
U0 (δ + αU0)
, S0 =
αU0
δ
− δ
αU0
. (7.21)
Let us compute again restrictions on the NS-NS H¯3 and R-R F¯3 background fluxes needed
for the polynomial E(U) to be factorized as (7.8). From table 10, this time E(U) has at
least one real root. Factorising out this real root, E(U)→ (f1 U + f0) E˜(U), this imposes
ρ0 = 0 , ǫ0 = −ǫ3 = ρ3
8
, f1 = g1 = 0 ,
g0
g2
=
(
δ
α
)2
(7.22)
and therefore g21 − 4 g2 g0 < 0, producing physical vacua U0 = i
(
δ
α
)
. Substituting directly
in (7.21), the moduli get stabilized to
U0 =
(
δ
α
)
i , S0 = 2 i , T0 =
ρ3
12
(1 + i) . (7.23)
This family is physical for ρ3 > 0 and |ΓP | > 0. The tadpole conditions for these
supersymmetric Minkowski vacua are
N3 =
ρ3
4
, N7 = ρ3 , N˜7 = |ΓP |3 ρ
2
3
4
, (7.24)
with |ΓP | = α δ, so N3 > 0, N7 > 0 and N˜7 > 0 is required.
In terms of the original fluxes, this solution corresponds to c3 = −α3, c2 = c˜2 = −d˜2 =
−α2 δ, c1 = c˜1 = d˜1 = −α δ2 and c0 = −δ3 for non-geometric fluxes; b0 = −δ3 ρ34 and
b2 = −α2 δ ρ34 for the NS-NS flux; and a3 = α3 ρ3 for the R-R flux. Again, large values of the
ρ3 parameter translate into large absolute values of the NS-NS and R-R fluxes and a large
internal volume. However, this also increases the number of localized sources and therefore
their backreaction, which we are not taking into account.
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7.2 More type B Minkowski vacua examples.
In our previous example, we gave simple Minkowski solutions with all moduli stabilized in
a physical vacuum with a vanishing flux-induced C ′8 tadpole, ie. N
′
7 = 0. Now, we provide
Minkowski solutions with N ′7 6= 0 (examples 3 and 4).
Our main goal in this work has been to develop a systematic method to compute su-
persymmetric Minkowski vacua based on different (gQ, gP ) pairings which fulfil all algebraic
constraints. To show how these methods work, we conclude by presenting several simple
non-geometric type B configurations involving all the six dimensional Lie algebras compat-
ible with the orbifold symmetries. Besides finding analytic VEVs for the moduli, we also
relate them to the net charge of localized sources which can exist, as well as some features
of such vacua.
7.2.1 Example 1: vacua with unstabilized complex structure modulus.
Let us work out a simple family of Minkowski solutions with a vanishing flux-induced C ′8
tadpole for which all the moduli but the complex structure modulus are fixed by the fluxes.
These solutions were previously found in [38] and we now clarify their flux structure.
Let us fix the non-geometric Q and P fluxes to be isomorphic to gQ = so(4) and gP =
iso(3) respectively11 under the modular embeddings
ΓQ =
(
αq 0
0 δq
)
, ΓP =
(
αp βp
0 δp
)
. (7.25)
The cohomology condition for this pairing has an unique branch (see table 7) implying
ZQ−1 ‖ ZP+1 and it is a type B configuration, as is shown in table 8. This relates the modular
matrices (7.25) so that, αq = λαp and δq = λ (βp − δp) .
Taking for simplicity ~ǫ ∈ ker(Φ˜Q) and ~ρ ∈ ker(Φ˜P ) results in ǫ1 = ǫ2 = ρ2 = ρ3 = 0.
Moreover, we will also fix ǫ3 = 0 and therefore, substituting into (7.5), we obtain
S0 = −λ3
(
αp
δ2p
)
(βp − δp)U0 , T0 = − λ
3 ǫ0 (βp − δp)3
3 δ2p (αp U0 + (βp − δp))
. (7.26)
Upon substituting these axiodilaton and Ka¨hler moduli VEVs into the superpotential
11In this case, ∆Q = (ǫ2 − ǫ1)/3 and ∆P = −ρ3 − ρ2/3.
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we have
W (U0) = −
(
αp
δ2p
) (
λ6 (βp − δp)4 ǫ0 + δ4p ρ1
)
U0 − δ2p
(
δp ρ0 + βp ρ1
)
. (7.27)
For Minkowski solutions to exist ∂UW = W = 0 . Moreover, because of αp δp 6= 0
(otherwise |ΓP | = 0), Minkowski vacua with complex structure modulus unstabilized do
exist provided
λ6 (βp − δp)4 ǫ0 + δ4p ρ1 = 0 , (7.28)
δp ρ0 + βp ρ1 = 0 . (7.29)
Under these restrictions for ρ0 and ρ1, the tadpole cancellation conditions simplify to
N3 = N˜7 = N
′
7 = 0 , (7.30)
N7 =
λ9 ǫ0
3
(
α3p
δ2p
)
(βp − δp)5 . (7.31)
From the axiodilaton and Ka¨hler stabilization (7.26), taking a physical vacuum with
ImU0 > 0 implies
λαp (βp − δp) < 0 , (7.32)
λαp (βp − δp) ǫ0 > 0 , (7.33)
for ImS0 > 0 and ImT0 > 0 and therefore ǫ0 < 0. Otherwise the vacuum is not physical.
Therefore N7 > 0 and so D7-branes are needed. Several configurations of these necessary
D7-branes were presented in [38]. Large values of |λ| and |ǫ0| favor a small string coupling
constant and increase the internal volume, ie. gs ∝ 1/|λ|3 and Vint ∝ |ǫ0|3/2, for a fixed ΓP
modular matrix and a given VEV for the complex structure modulus, U0.
7.2.2 Example 2: vacua with a hierarchy of fluxes.
In this example we work out a family of solutions with a richer structure of localized sources.
This time we fix the non-geometric Q and P fluxes to be isomorphic to gQ = so(4) and
gP = so(4) respectively
12.
Just to illustrate some vacua with this algebraic structure, we fix the modular embed-
dings to be
ΓQ =
(
α δ
−λα λ δ
)
, ΓP =
(
(1− λ)α 0
0 (1 + λ) δ
)
, (7.34)
12In this case ∆Q = (ǫ2 − ǫ1)/3 and ∆P = (ρ2 − ρ1)/3.
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with α δ 6= 0 and λ (1− λ2) 6= 0 for the isomorphism to be well defined.
The cohomology condition has three branches, as seen in table 7, and the embeddings
(7.34) satisfy ZQ−1 ‖ ZP−1 , giving a type B configuration (see table 8). For simplicity we will
fix again ~ǫ ∈ ker(Φ˜Q) and ~ρ ∈ ker(Φ˜P ), and so this time ǫ1 = ǫ2 = ρ1 = ρ2 = 0 which results
in N ′7 = 0. Under this fluxes choice, E(U) has 1 real root, as table 10 shows. We find that
E(U) can be factorized as (7.8) with g1 = 0 and
ǫ3 =
1− λ2
8λ
(
(λ− 1)3ρ3 + (λ+ 1)3ρ0
)
, (7.35)
ǫ0 =
1− λ2
8λ4
(
(λ− 1)3ρ3 − (λ+ 1)3ρ0
)
, (7.36)
g0
g2
=
(
δ
α
)2
,
f0
f1
= −
(
δ
α
)
(λ− 1)3ρ3
(λ+ 1)3ρ0
. (7.37)
Since g21 − 4 g2 g0 < 0, these are physical vacua with U0 = i
(
δ
α
)
. From (7.5), the
axiodilaton and Ka¨hler moduli get stabilized to
S0 =
(
2λ
λ2 − 1
)
i ,
(7.38)
T0 =
λ2 − 1
12λ(λ2 + 1)
( (λ+ 1)4
λ2 − 1 ρ0 −
(λ− 1)4
λ2 − 1 ρ3 + i
(
(λ− 1)2 ρ3 + (λ+ 1)2ρ0
) )
.
The resultant tadpole conditions for these vacua are
N3 =
|ΓQ|3
2λ2
(λ2 − 1) ( (λ− 1)6 ρ˜23 + (λ+ 1)6 ρ˜20 ) , (7.39)
N7 =
|ΓQ|3
2λ
(λ2 − 1) ( (λ− 1)2 ρ˜3 + (λ+ 1)2 ρ˜0 ) , (7.40)
N˜7 =
|ΓQ|3
8λ3
(
λ2 − 1)3 ( (λ− 1)2 ρ˜3 + (λ+ 1)2 ρ˜0 ) , (7.41)
with ρ3 = 4λρ˜3 and ρ0 = 4λρ˜0. Then N3 > 0, N7 > 0 and N˜7 > 0 is necessary for vacua to
be physical13.
In terms of the original fluxes, this solution corresponds to c3 = −α3 λ (λ−1), c2 = c˜2 =
α2 δ λ (λ + 1), c1 = c˜1 = −α δ2 λ (λ − 1), c0 = δ3 λ (λ + 1) and d˜1 = α δ2 (λ2 − 1) (λ + 1),
13Fixing |ΓQ| > 0 implies λ > 0 for ImU0 > 0, (λ2− 1) > 0 for ImS0 > 0 and (λ− 1)2 ρ˜3+(λ+1)2 ρ˜0 > 0
for ImT0 > 0. This fixes the net charge of the tadpoles.
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d˜2 = α
2 δ (λ2 − 1) (λ − 1) for non-geometric fluxes; b0 = δ3 (λ2 − 1) (λ − 1)3 ρ˜3, b1 =
−α δ2 (λ2 − 1) (λ+ 1)3 ρ˜0, b2 = α2 δ (λ2 − 1) (λ− 1)3 ρ˜3 and b3 = −α3 (λ2 − 1) (λ+ 1)3 ρ˜0 for
NS-NS flux and a0 = −4 δ3 λ (λ+ 1)3 ρ˜0 and a3 = −4α3 λ (λ− 1)3 ρ˜3 for R-R flux.
By considering the fluxes’ dependency on the parameter λ, we note that generically a
hierarchy between F¯3, H¯3 and non-geometric Q,P fluxes occurs, in which the NS-NS and
R-R fluxes, i.e. ai ∝ λ4, bj ∝ λ5 are large compared to the non-geometric fluxes, i.e. ci ∝ λ2,
dj ∝ λ3, given λ > 1 for ImS0 > 0. However, there is a critical value λ0 = 1+
√
2 for which
gs ≥ 1 if λ ≥ λ0. Hence, there is a narrow range, 1 < λ < λ0, for which non-perturbative
string effects can be neglected, ie. λ = 2 implies gs = 3/4. Finally, large values of the ρ˜0
and ρ˜3 parameters favor a large internal volume.
7.2.3 Example 3: vacua with a non vanishing flux-induced C ′8 tadpole.
We now consider a simple family of solutions with a non vanishing flux-induced C ′8 tadpole
for which all moduli get stabilized. Let us fix the non-geometric Q and P fluxes to be iso-
morphic to gQ = so(3, 1) and gP = so(4) respectively
14. Examples belonging to this pairing
were also found in [17].
For simplicity, we fix the modular embeddings to be
ΓQ =
(
α δ
α −δ
)
, ΓP =
(
α 0
0 δ
)
. (7.42)
The cohomology condition for this pairing has an unique branch ZQ0 ‖ ZP−1 as is shown
in table 7. It is a non-geometric type B configuration (see table 8) and therefore, has a
potentially non vanishing flux-induced C ′8 tadpole. The modular embeddings (7.42) belong
to this branch.
First of all, we will redefine our NS-NS flux parameters as
ǫ′3
ǫ′1
ǫ′2
ǫ′0
 = 8

3 1 0 0
3 −1 0 0
0 0 −1 3
0 0 1 3


ǫ3
ǫ1
ǫ2
ǫ0
 . (7.43)
14In this case ∆Q = −ǫ2/3− ǫ0 = −ǫ′0/24 and ∆P = (ρ2 − ρ1)/3.
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Solutions with NS-NS and R-R fluxes for which ~ǫ /∈ ker(Φ˜Q) and ~ρ /∈ ker(Φ˜P ) can be
given parametrically in terms of the (κ1, κ2) parameters as
ǫ′3 = κ1 + κ2 , ǫ
′
0 = κ1 − κ2 , ρ1 = κ2 , ρ2 = κ1 , (7.44)
with (ǫ′1, ǫ
′
2) expanding the ker(Φ˜Q) and (ρ0, ρ3) expanding the ker(Φ˜P ) being completely
free. For simplicity, we will deal just with a non vanishing κ2 parameter plus the R-R fluxes
ρ0 and ρ3. All the Bianchi identities are by construction satisfied. In general, E(U) has 1
real root (see table 10) for this algebra pairing, but under this specific fluxes configuration,
it has two real roots. Factorising out these real roots, E(U) → E˜(U), and requiring it to
factorise as (7.8) we find
f1 = g1 = ρ0 = 0 , ρ3 =
4
3
κ2 ,
g0
g2
=
(
δ√
2α
)2
, f0 g
2
2 = −16α4 δ κ2 . (7.45)
These values give g21 − 4 g2 g0 < 0, producing physical vacua with U0 = i
(
δ√
2α
)
.
Using (7.5), the moduli get stabilized to
U0 = (
δ√
2α
) i , S0 =
√
2 i , T0 = −κ2
27
(1 +
√
2 i) , (7.46)
which is physical for κ2 < 0 and |ΓP | > 0. The tadpole conditions for these vacua are
N˜7 = 0 , (7.47)
N3 =
κ2
15
N7 = −κ2
3
N ′7 =
2
9
|ΓP |3 κ22 , (7.48)
with |ΓP | = α δ, so N3 > 0, N7 < 0 and N ′7 > 0 is required.
In terms of the original fluxes, this solution corresponds to c3 = 2α
3, c2 = c˜2 = 2 d˜2 =
2α2 δ, c1 = c˜1 = 2 d˜1 = −2α δ2 and c0 = −2 δ3 for non-geometric fluxes; b0 = −κ26 δ3 for
NS-NS flux and a3 =
4
3
κ2 α
3, a1 =
1
3
κ2 α δ
2 for R-R flux. The string coupling constant
turns out to be gs = 1/
√
2 and the internal volume increases for large values of |κ2|. This
also increases the number of localized sources cancelling the flux-induced tadpoles.
7.2.4 Example 4: vacua with a non defined flux-induced C8 tadpole sign.
Finally, and for the sake of completeness, we fix the non-geometric Q and P fluxes to be
isomorphic to gQ = so(4) and gP = nil respectively
15.
15In this case ∆Q = (ǫ2 − ǫ1)/3 and ∆P = −ρ3.
39
Now we fix the modular embeddings to be
ΓQ =
(
α 0
0 δ
)
, ΓP =
(
α −δ
α δ
)
, (7.49)
with α δ 6= 0 for the isomorphism to be well defined.
In this case, we obtained a single cohomology condition, see table 7, ZQ−1 ‖ ZP∞ which
is satisfied by (7.49) and is again a type B configuration (see table 8). Once more, solu-
tions with NS-NS and R-R fluxes for which ~ǫ /∈ ker(Φ˜Q) and ~ρ /∈ ker(Φ˜P ) can be given
parametrically,
ǫ1 = −4 (κ1 − 3 κ2) , ǫ2 = −4 (κ1 + 3 κ2) , ρ3 = κ2 , ρ2 = κ1 , (7.50)
depending on the (κ1, κ2) parameters and with (ǫ0, ǫ3) expanding the ker(Φ˜Q) and (ρ0, ρ1)
expanding the ker(Φ˜P ), being completely free.
For this pairing, E(U) has 1 real root as was shown in table 10. Again, we find that
E(U) can be factorized as (7.8) with g1 = f1 = 0 and
ǫ3 =
2B2
A
− 2B + 4A , ǫ0 = −4A , (7.51)
g0
g2
=
(
δ
α
)2
A
B
, f0g
2
0 = −2Aδ5 , (7.52)
κ1 =
1
4
(B − 5A) , κ2 = B − A
4
, (7.53)
with A = ρ1 − ρ0 and B = ρ1 − 5ρ0. Then g21 − 4 g2 g0 < 0 provided AB > 0 and there are
physical vacua with U0 = i
(
δ
α
) (√
A√
B
)
. From (7.5), the axiodilaton and Ka¨hler moduli get
stabilized to
S0 =
√
A
√
B
(A +B)2
(
2
√
A
√
B + i (B −A)
)
, T0 =
4A
3(A+B)
(
A+ i
√
A
√
B
)
. (7.54)
The resultant tadpole conditions for these vacua are
N3 =
16
3
|ΓQ|3
(
(B − A)2 + AB ) , (7.55)
N7 = −2
3
|ΓQ|3(B − 2A) , (7.56)
N˜7 = −|ΓQ|32(A+B)
2
A
, (7.57)
N ′7 = −4|ΓQ|3(B − A) , (7.58)
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from which it follows that N3 > 0, N7 has no defined sign, N˜7 < 0 and N
′
7 < 0 is required
for physical vacua16.
In terms of the original fluxes, this solution corresponds to d3 = −α3, −d2 = d˜2 =
c˜2 = α
2 δ, d1 = −d˜1 = −c˜1 = α δ2 and d0 = δ3 for non-geometric fluxes; b0 = 4 δ3A,
b1 =
2
3
α δ2 (A+B), b2 =
4
3
α2 δ (B − 2A) and b3 = 2α3
(
(B−A)2
A
+ (A+B)
)
for NS-NS flux
and a0 = 2 δ
3A, a2 =
2
3
α2 δ (B − 2A) for R-R flux. This family of solutions gives rise to
gs > 1 for A,B > 0 and then, non-perturbative string effects cannot be neglected.
8 Summary.
In this work we have studied the role played by the non-geometric fluxes in type IIB string
theory compactified on the T6/Z2 × Z2 orientifold with O3/O7-planes. We discussed the
role of the non-geometric Q flux which arises from considering T-duality on orbifolds with
a non-trivial NS-NS H¯3 background flux and the need to match type IIA and IIB effective
theories. We then introduced a non-geometric P flux, produced as a S-duality partner of
Q. Centering our discussion on the isotropic space, so as to deal with only the three moduli
fields T , S and U , we followed the work initiated by [27] and developed methods to address
the new scenarios S-duality introduced to the space.
The non-geometric Q and P together with the NS-NS H¯3 and R-R F¯3 background fluxes
were known to define a twelve dimensional algebra, resulting from the reduction of the
original metric and B field, with the diffeomorphisms and gauge backgrounds symmetry
generators being the generators of the Lie algebra. A complete classification of the gauge
Lie subalgebras compatible with the orientifold symmetries was carried out in [27] for the
T-duality invariant effective theory, without the P flux. A systematic approach to solving
Bianchi identities arising from both the six dimensional gauge subalgebra and the twelve
dimensional T-duality invariant algebra (which results in a linear system), was explained
there, as well as relations between physically viable vacua with net charges of localized
sources as O-planes and D-branes.
At this point we went one step further and investigated the effect of applying S-duality
16Fixing |ΓQ| > 0, then A,B > 0 for ImT0 > 0 and (B − A) > 0 for ImS0 > 0. This fixes the net
charge of tadpoles but N7 depends on the sign of (B − 2A), with N7 > 0 for (B − 2A) < 0 and N7 < 0 for
(B − 2A) > 0.
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transformations to the constraints on fluxes, ie. Bianchi identities and tadpole cancellations,
in the T-duality invariant effective theory. New Bianchi identities appeared involving the
non-geometric Q and P fluxes and we were able to identify them as integrability and coho-
mology conditions needed for the P flux to define deformations of the T-duality invariant
gauge subalgebra by an element of its second cohomology class.
The problem of solving the integrability condition forced the non-geometric P flux to
define another six dimensional Lie algebra compatible with the orientifold symmetries, in
analogy with the non-geometric Q flux. Even though both Lie algebras for Q and P fluxes
could be chosen independently, their embeddings were restricted by the cohomology condi-
tion. This restriction, far from being trivial to fulfil, determined the form of the modular
transformation matrices ΓQ and ΓP , defining how the Lie algebras could be embedded within
isotropic fluxes.
At this point, algebraic geometry techniques were required. We made extensive use of
the free software Singular to compute all solutions to the cohomology condition, breaking
it into several families or branches with different physical implications. Different branches
of solutions to the integrability and cohomology conditions were interpreted geometrically,
as root alignments between the non-geometric flux-induced polynomials entering into the
effective superpotential.
New Bianchi identities of the twelve dimensional algebra involving NS-NS H¯3 and R-R
F¯3 background fluxes remained a linear system. This fact allowed us to split non-geometric
background fluxes into what we referred to as type A and B configurations. The type B
configurations were found to be those for which a non vanishing flux-induced C ′8 tadpole
might be generated.
To clarify each step along the paper, we always worked with an example, namely
gQ = su(2) + u(1)
3 for the non-geometric Q flux, with the algebra for the P flux initially
being the trivial case of u(1)6 before moving onto other, richer, examples as our results
developed, particularly so(4), which illustrated many important physical vacua properties.
Using our methods for that algebra pairing, supersymmetric solutions were simple to com-
pute. We presented a simple AdS4 solution with all moduli stabilized and for which no
localized sources are needed at all to cancel tadpoles, as well as several supersymmetric
Minkowski solutions. Because of the importance of the latter from the phenomenological
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point of view, we further presented some families of supersymmetric type B Minkowski so-
lutions based on different pairings and identified examples already found in the literature
within our construction. Supersymmetric Minkowski solutions can be easily and systemat-
ically worked out using these methods.
The methods developed in this work can be extended to a general non-isotropic setup or
even to a different orbifold once the six dimensional algebras compatible with the orbifold
symmetries have been identified. However, less restricted orbifolds would increase the num-
ber of fluxes and probably translate into higher computational costs when using Singular.
Even so, the ever increasing power of computers is making such paths of research more and
more feasible.
We consider that this work could have two main extensions:
1. From the phenomenological point of view, a deeper study of vacua associated to each
pairing of non-geometric fluxes would be interesting to work out as well as a relation
between deformed algebras, well defined vacua and the necessity of certain types of lo-
calized sources. It is also interesting to explore possible non supersymmetric solutions,
their vacuum energy and SUSY breaking scale, as well as their mass spectra.
2. From a more theoretical approach, the identification of deformed algebras induced
by the non-geometric P flux has not been solved. In general, once the gQ algebra
is deformed by gP , the resulting algebra is no longer isomorphic to the original one
(unless the deformation becomes trivial). Also extending this approach to the twelve
dimensional algebra structure including H¯3 and F¯3 background fluxes could clarify
some aspects about the uplifting to ten dimensions.
In this work, we solved the Bianchi identities involving the non-geometric fluxes in-
duced by S-duality, viewing them as linear deformations of the gauge subalgebra of the
T-duality invariant effective theory. However, just a small subset of those solutions were
found to survive in the SL(2,Z)7-duality invariant supergravity (see table 7). Analyzing in
depth the origin of such solutions would also be interesting and is postponed for future work.
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