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Abstract
The anatomical location and retinotopic organisation of human V4 has been debated
almost from the outset of fMRI. Initially, a large amount of the debate centred around
whether V4 organisation in humans mimicked the organisation seen in macaque monkeys
and other non-human primates. In these animals, V4 is split into dorsal and ventral
components, representing the lower and upper visual quarterfields respectively. In humans
however, it appeared from early on that V4 was instead organised into a continuous
hemifield retinotopic map on the ventral surface, adjacent to ventral V3. The biggest
argument in favour of this was the simple fact that locating a dorsal component to V4 in
humans has never been done. In many hemispheres, an obvious hemifield map of V4 is
identifiable, but often this is not the case. Instead, V4 sometimes appears to map only
half to three quarters of the contralateral hemifield, with the last quarter – including the
lower vertical meridian – not being present. With the majority of the visual neuroscience
community accepting that V4 is indeed located solely on the ventral surface, the question
became why can we not identify a complete map in up to half of hemispheres? The line
of inquiry has focussed on the possibility that artefact from nearby draining veins disrupt
the signal along the lower boundary, obscuring this region of the map. There is some
support that this is the case in at least some hemispheres. The current work aims to
resolve incomplete V4 maps in humans. In Chapter 2, we examine the possibility that
obscured regions can be revealed by correcting time courses of voxels contaminated with
venous artefact. Chapter 3 considers the effect of the phase encoding direction of the MRI
scanner itself as a potential cause for incomplete V4 maps, and Chapter 4 examines V4
maps and venous artefact across cortical depth. We show that in some instances V4 maps
are recoverable using correction procedures, that the phase encoding direction can alter
the appearance of retinotopic maps of V4 and early visual cortex, and how retinotopic
maps and venous artefact change across cortical depth.
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Chapter 1
Introduction
For most people, vision is an essential medium of interaction between themselves and
the external world. Our everyday conversations are dressed with proverbs that rely on a
shared awareness of the importance of vision. It is hardly surprising therefore, that the
neuroscientific examination of vision in humans is a well-established and active field of
research.
About half of the cortical surface of the human brain is devoted to processing visual
information (Snowden et al., 2012). This, coupled with the fact that visual perception
entails numerous ‘basic’ functions, means neuroscientists working in this field can boast
a comparatively thorough understanding of the various bits and pieces that cohere to
produce visual perception.

1.1
1.1.1

Vision in humans
Where does vision begin?

Visual perception arises when a seeing individual senses the 3D world. Moment to moment, what is seen of the world is restricted to the relatively small area within the scope of
an individual’s view. This area is referred to as the visual field, and it can be halved along
the vertical axis into left and right hemifields. Each hemifield can be divided horizontally
into a dorsal (upper) and ventral (lower) quarterfield (Figure 1.1). These distinctions are
significant in visual neuroscience because they are made by the eye and the brain of humans and many other mammals (especially non-human primates (NHP)), and constitute
a way by which visual information is parcellated for processing.
Visual processing begins when the eye transforms light into electrical impulses, which
are then transmitted throughout the brain via neurons. The lens of the eye focuses an
inverted image of the visual field onto the retina, which conducts it to the primary visual
1
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Figure 1.1: The visual field (left), preferably occupied by good doggos, is divided by the
brain into hemifields (middle-left) and then into upper (middle-right) and lower (right)
quarterfields.
cortex via the optic nerve (Gennari, 1782). Importantly, spatial relationships within the
visual field, and hence in a way the retinal image, remain intact throughout this process.
In the same way that a live stream shows what is being viewed by a camera lens, the
primary visual cortex can be thought of as a ‘biological screen’, where the dynamic image
of the visual field is projected onto the brain, and neighbouring points in the real world
map to neighbouring grey matter (Holmes, 1918; Horton & Hoyt, 1991; Inouye, 1909).

1.1.2

Visual areas in humans

The primary visual cortex (PVC) finds its home in the occipital cortex, the region of the
brain where much visual information is processed. However, the PVC is not the only
area of the brain located here. The occipital cortex is divided into multiple orderly and
hierarchical visual areas, of which the primary visual cortex (or V1) is considered the
first (Holmes, 1918; Horton & Hoyt, 1991; Zeki, 1978). V1 was described in the previous
subsection as being a ‘biological screen’ of the visual field. As V1 is the first of multiple
visual areas, one can imagine that these other areas would also be ‘screens’, making the
visual cortex akin to the television section of an electronics store (albeit more complex
and energy efficient; Figure 1.2).
Indeed, the visual field is represented multiple times throughout the brain in a series of
hierarchical and orderly visual field maps (more often called retinotopic maps). Generally
speaking, it is assumed that each retinotopic map contains a representation of the entire
visual field. In part, this assumption comes from evidence that areas which were proposed
to map less than the full visual field, for example VP and an early version of dorsal V3
which was proposed to only map the lower half of the visual field, were later proven to be
two halves of a single area – V3 – that, when combined, did in fact map the entire visual
field (Lyon & Kaas, 2002; Zeki, 2003).
The idea that a visual area might contain less than a full representation of the visual
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Figure 1.2: Perhaps the pinnacle of human accomplishment, convincingly being played
on some televisions.
field would also have implications for vision. For example, patients who experience damage
to the visual cortex in one cerebral hemisphere, can suffer from a condition known as
hemianopia, whereby they cannot see the region of the visual field that would ordinarily
be mapped by the damaged area of the brain (Gazzaniga et al., 2013). Depending on
the function of the area which did not map the full visual field, similar visual deficiencies
would be expected to exist. As such, the existence of visual areas that contain less
than a complete retinotopic map is considered improbable (Zeki, 2003) and searching
for a complete retinotopic representation is a popular method of defining visual areas
themselves (DeYoe et al., 1994; Engel et al., 1994; Sereno et al., 1995; Tweedale & Rosa,
2000; Wandell & Winawer, 2010; Zeki, 2003).
Each visual area is divided between the left and right cerebral hemispheres, which
process the contralateral visual hemifield; anatomically distinct quarterfield subdivisions
also occur for some areas, such as V2 and V3 (Wandell et al., 2007). Visual areas can
broadly be thought of as occupying discrete anatomical locations in the brain, and they
perform a variety of functions (DeYoe et al., 1994; Engel et al., 1994; Hubel & Wiesel,
1968; Sereno et al., 1995; Zeki, 1978; Zihl et al., 1983). Examples include sorting salient
from non-salient information, edge detection, face and object recognition, motion detection and colour detection (Baker et al., 1991; Bartels & Zeki, 2000; Hess et al., 1989;
Hubel & Wiesel, 1968; Kanwisher et al., 1997; McKeefry & Zeki, 1997; Sergent et al.,
1992; Zhaoping, 2014).
Functional hierarchy is exhibited by early visual areas performing more basic tasks
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(such as V1 creating a saliency map (Zhaoping, 2014)) and higher-order areas performing
more complex tasks (such as motion detection occurring in V5 (Beckers & Zeki, 1995;
Zihl et al., 1983)). Although visual areas are concentrated in the occipital, parietal and
temporal lobes, representations of visual space are repeated throughout the brain including in the lateral geniculate nucleus (LGB) and the frontal lobes (Benson & Winawer,
2018; Chen et al., 1999; Snowden et al., 2012).

1.1.3

The anatomical organisation of early visual cortex

The early visual cortex (EVC) typically refers to the first three (and the most obviously
anatomically hierarchical) visual areas – V1, V2 and V3. V1 is located in the calcarine
sulcus and contains direct connections to the LGN and eye (Gennari, 1782); V2 wraps
around V1 in a continuous ‘U’ (Felleman & Van, 1991; Fritsches & Rosa, 1996; Horton &
Hoyt, 1991; Zeki, 1978). The organisation of V3 forms a continuous ‘U’ that wraps around
the outside of V2, making these first three areas fit together almost like the bottom half
of Russian dolls (Figure 1.3) (DeYoe et al., 1994; Engel et al., 1997; Schira et al., 2009;
Sereno et al., 1995). While V1 represents the continuous, contralateral visual hemifield,
V2 and V3 are divided into quarterfields, with the upper quarterfield appearing on the
ventral (bottom) surface of the brain, and the lower quarterfield on the dorsal (upper)
surface of the brain.

Figure 1.3: Early visual cortex organisation in humans shows the hierarchical anatomical
organisation of these areas, which almost ‘stack’ inside one another. V1 is the only
uninterrupted area of these three, while the dorsal (d ) and ventral (v ) components of
V2 and V3 are anatomically distinct except at the foveal confluence. For both V2 and
V3, the dorsal component represents the lower visual quarterfield (LQF), and the ventral
component represents the upper visual quarterfield (UQF).

CHAPTER 1. INTRODUCTION

1.1.4

5

The functional organisation of early visual cortex

Although retinotopic maps appear throughout the entire brain, by far the most detailed
and extensively studied are those found in the occipital cortex, most often using functional magnetic resonance imaging (fMRI) (DeYoe et al., 1994; Engel et al., 1994). From
V1, visual information cascades to V2 and V3 (Felleman & Van, 1991; Markov et al.,
2014), with evidence suggesting that early visual cortex can be functionally classified as
sorting salient from non-salient information, and prioritising and passing along valuable
information to hierarchically dominant areas (Zhaoping, 2014).
The dorsal and ventral components of V2 and V3 may perform functions distinct to the
two-streams – i.e., separate pathways for perception and action (Goodale & Milner, 1992).
Beyond V3, multiple extrastriate areas perform higher-order functions; for example, face
recognition occurs in the fusiform face area and motion perception in MT+ (Beckers &
Zeki, 1995; Kanwisher et al., 1997; Zihl et al., 1983). Damage to early visual areas V1
and V2 results in blindness in the corresponding retinotopic region, while damage to a
higher-order visual area gives rise to specific types of visual agnosia, for example, motion
blindness (Beckers & Zeki, 1995; Zihl et al., 1983) or prosopagnosia (Kanwisher et al.,
1997). This domain specificity demonstrates the modularity that exists between visual
areas, meaning that while connected they are, to some degree, independent of one another.

1.1.5

Measuring and defining visual areas using retinotopic mapping

The representation of the visual field in each visual area is divided among subsets of
angles. For example, V1 in the left hemisphere contains a 180° map of the right hemifield,
defined by the upper and lower vertical meridians and containing the right horizontal
meridian. Boundaries of V2 and V3 are located at one or other of the vertical meridians
(90° or 270°), and one horizontal meridian (0° or 180°). Therefore, retinotopic mapping
procedures traditionally use a stimulus designed to map polar angles – usually a rotating
wedge or bowtie. This type of stimulus is hugely effective for defining visual areas, both
because it generates excellent retinotopic maps of early visual cortex, with clearly visible
boundaries between areas, and because it can be analysed with a fast Fourier transform
(FFT) – a robust and straightforward method (DeYoe et al., 1994; Engel et al., 1997;
Engel et al., 1994; Sereno et al., 1995).
A second stimulus traditionally used in retinotopic mapping consists of a series of
rings which begin very small in the centre of the visual field (the fovea) and gradually
become fuller as they expand toward the periphery (DeYoe et al., 1994; Engel et al., 1997;
Engel et al., 1994; Sereno et al., 1995). While the wedge stimulus provides the visual field
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angle for every measured voxel (3D pixel; the unit of measurement in fMRI), the ring
stimulus gives the eccentricity along that angle. Together the wedges and rings pinpoint
the precise visual field location that excites each measured voxel. Due to their sequential
nature, these stimuli are often called travelling wave stimuli. Figure 1.4 demonstrates
how polar angle and eccentricity information from travelling wave stimuli combine to
determine the excitatory visual field position of any given voxel.

Figure 1.4: Beginning with travelling wave retinotopic mapping stimuli, visual field maps
are obtained and displayed on a subject’s brain. The polar angle and eccentricity coordinates of every voxel collectively allow the visual field to be reconstructed. The star
represents a voxel in the brain and its respective polar angle and eccentricity representation.
Theoretically, travelling wave methods should induce smooth and orderly retinotopic
maps that allow visual areas to be delineated at their margins based on phase reversals,
which occur when the wedge/bowtie moves across visual area borders. Phase reversals fall
on either the horizontal or vertical meridian, depending on the anatomical organisation
of a given area. This is illustrated using real and simulated retinotopic maps of V1, V2
and V3 in Figure 1.5.

1.2

Organisation beyond V1, V2 and V3: V4

In Section 1.1.2, it was mentioned that a complete hemifield representation is often used to
inform visual area definitions; however, this is not the only method leaned on for helping to
establish visual area boundaries. While cytoarchitecture, physiological properties (such as
the firing patterns of neurons), connection patterns and more can be used to define visual
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Figure 1.5: Retinotopic maps of early visual cortex shown on a 3D reconstructed cortical
surface, where the square highlights the region shown in the magnified middle image.
The top-left inset shows a rotating bowtie stimulus, which is used to generate retinotopic
maps. On the right is a canonical model of retinotopic maps of V1, V2 and V3, based
on the obtained map. A seamless transition occurs between phases, as predicted by the
retinotopic organisation of the visual cortex. Reversals of the encoded region of visual
space occur at the boundaries of visual areas and are recognisable in retinotopic maps
by a corresponding reversal in the order of colours projected onto the surface, with each
colour representing a different angle of the visual field.
areas (Sereno & Allman, 1991; Zeki, 1978), the retinotopic and functional organisation of
visual areas in NHP has historically been a valuable resource in terms of informing visual
area definitions in humans, particularly for early visual cortex.

1.2.1

The history of identifying human V4

When early fMRI succeeded in displaying beautiful retinotopic maps of V1-V3, investigations of the fourth visual area – V4 – were proving difficult (Hadjikhani et al., 1998;
McKeefry & Zeki, 1997; Merigan, 1993; Tootell & Hadjikhani, 2001). Whilst V1, V2 and
(generally) V3 are homologous in humans and many non-human primate species (Maunsell & Van Essen, 1987; Newsome et al., 1986; Rosa & Tweedale, 2005; Sereno et al., 1995;
Tweedale & Rosa, 2000), there was speculation that this would not be the case for V4
(Merigan, 1993). Nevertheless, early studies aimed at establishing the layout of human
V4 understandably leant heavily on the organisation of macaque monkey V4 (Figure 1.6
(Hadjikhani et al., 1998; Tootell & Hadjikhani, 2001)).
Working in humans, McKeefry and Zeki (1997) sought to define the homologue of
macaque V4 by the region that is preferentially active to coloured stimuli (the functional
domain of macaque V4 (Zeki, 1978)). It appeared from this research that colour-defined
human V4 was not an anatomical homologue to macaque V4; instead, a complete hemifield
retinotopic map was identified on the ventral surface adjacent to V3v, rather than split
across the dorsal and ventral surfaces. However, the spatial resolution of fMRI at the
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Figure 1.6: Retinotopic organisation of
early visual cortex in macaque monkeys,
where V4 is organised into a dorsal and
ventral component, representing unequal
portions of the visual field. Unlike V2
and V3, the lower ventral boundary of
V4 in macaque monkeys is not defined by
a phase reversal at the horizontal meridian; rather the ventral component represents approximately three-quarters of the
contralateral hemifield, with the remaining quarter, including the lower vertical
meridian, located on the dorsal surface adjacent to V3d.

time, as well as the use of Talairach coordinates, meant it was unclear how precise this
definition was.
An alternative model of V4 in humans was promptly forwarded by Hadjikhani et al.
(1998), echoing the organisation of macaque V4. These authors proposed that the hemifield ‘colour area’ identified by McKeefry and Zeki (and confirmed in their paper) must
be adjacent to a ventral component of V4 and thus should be renamed V8 (Hadjikhani
et al., 1998; McKeefry & Zeki, 1997). It should be noted, however, that the same limitations constrained the study by Hadjikhani et al. (1998) as that of McKeefry and Zeki
(1997). Neither this paper nor subsequent work has overcome the challenge of finding a
dorsal component of V4 in humans (Hadjikhani et al., 1998; Hansen et al., 2007; Tootell
& Hadjikhani, 2001), despite explicit attempts being made to locate it (with one paper
going so far as to have the title ‘Where is ‘dorsal V4’ in human visual cortex?’ (Tootell
& Hadjikhani, 2001)).
The first evidence supporting the ventral hemifield organisation initially proposed by
McKeefry and Zeki (1997) came from Wade et al. (2002) and was quickly followed by
Brewer et al. (2005), marking a shift towards general acceptance that human V4 was not
an anatomical homologue of macaque V4. Wade et al. (2002) initiated referring to the
hemifield organisation of human V4 as hV4 to discriminate it from the macaque layout.
Furthermore, an examination of maps in Figure 6 of Tootell and Hadjikhani (2001) suggest
the V8 map they define may be what is now widely considered to be VO-1 (Brewer et al.,
2005). This suggestion was considered by Brewer et al. (2005) an attempt to reconcile
the split V4/V8 and hV4 models; the authors ultimately rejected the split model because
the ventral eccentricity representations simply matched the predictions of the hV4 model.
Although the steady pile up of evidence supporting the hV4 model has ultimately led
to its widespread acceptance, the precise retinotopic organisation of hV4 remains unclear.
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Moreover, a small group of split V4 proponents remain (see the V4 definition used at
gallantlab.org/brainviewer/huthetal2012/) (Hansen et al., 2007; Huth et al., 2012). The
hV4 and split/V8 models are compared in Figure 1.7.

Figure 1.7: Models of the V4 visual field map in humans. The hV4 model was initially
proposed by McKeefry and Zeki (1997) and later supported by Wade et al. (2002) and
Brewer et al. (2005). The split model reflects what has been identified as V4 in macaques,
though evidence that a dorsal component of human V4 as depicted here is limited (Hansen
et al., 2007; Tootell & Hadjikhani, 2001). This model was initially proposed in conjunction
with a hemifield ‘colour centre’ on the ventral surface adjacent to V4v, proposed by
Hadjikhani et al. (1998) to be named ‘V8’.

1.2.2

Incomplete hV4 maps

In Section 1.1.2, it was stated that each retinotopic map contains a representation of
the entire visual field ; an assertion based on decades worth of evidence regarding visual
processing in humans and non-humans (Zeki, 2003). However, a smooth, uninterrupted
hemifield map of V4 is not identifiable on the ventral surface in many cases (often up
to half) (Hadjikhani et al., 1998; Hansen et al., 2007; Winawer et al., 2010). Moreover,
these incomplete maps suspiciously appear to represent the precise region of the visual
field predicted by the split V4 model to be V4v. Interestingly, these incomplete maps do
not typically appear in both cerebral hemispheres of a single subject; rather, they appear
in one hemisphere of most individuals (Hansen et al., 2007; Tootell et al., 2003; Winawer
et al., 2010). The investigation of potential causes for these incomplete maps forms the
central thesis of this dissertation.
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The function of V4

In humans, the precise role of V4 is unknown. In macaque monkeys, V4 has been implicated in a wide variety of different functions, from colour perception McKeefry and Zeki,
1997 to feature, shape and motion detection (Desimone & Schein, 1987; Ferrera et al.,
1994; Mountcastle et al., 1987; Schein et al., 1982; Tolias et al., 2005). fMRI studies have
shown that activity in V4 in humans is enhanced during directed visual attention (Connor
et al., 1996; Connor et al., 1997; David et al., 2008). However, there are numerous reasons
to be cautious in assigning these varied roles to hV4.
Firstly, many of the studies cited above use imaging technology that is outstripped
by the resolution and localisation accuracy of today. More importantly, the majority of
studies on V4 function are conducted on animals in whom V4 may very well be organised
differently to humans, and thus their findings should not be assumed to apply to humans. Given that debate remains as to the anatomical location of human V4, then where
functional recordings were taken matters immensely in interpreting any data aimed at understanding V4 function. If V4 in humans is indeed located solely on the ventral surface,
findings extracted from dorsal areas such as those typical of macaque V4 recordings, may
not apply to human V4 (Roe et al., 2012; Tootell & Hadjikhani, 2001).
Plenty of evidence suggests that human V4 plays a primary role in colour perception
(Brewer et al., 2005; Goddard et al., 2011; McKeefry & Zeki, 1997; Wade et al., 2002).
As a potential functional specialisation, colour perception makes sense in terms of the
‘vision for perception’ pathway of the ventral processing stream, as well as coherence with
retinal anatomy and eccentricity measures. The cone cells responsible for colour vision are
densely grouped in the macula (the component of the retina responsible for the centre of
the visual field being viewed in fine spatial detail), and are less present in the periphery,
where rod cells are more abundant (Snowden et al., 2012). Rod cells function best in
low light where peripheral vision is better than central vision. It appears that hV4 has
an eccentricity representation confined mainly to the fovea and central 10° (Tyler et al.,
2005; Wade et al., 2002), which aligns with it serving a function closely tied to the central
visual field and cone receptors, such as colour perception.
Whatever the actual function of human V4 may be, understanding its precise anatomical layout is paramount to any investigation of the function of this (or any other) visual
area.

1.4

fMRI and the BOLD response

fMRI is one of the most well suited and popular methods for studying retinotopic maps
in humans. The past three decades have seen significant advances in the technological
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capacity to capture functional images of the in vivo brain, especially in terms of spatial
resolution, which now regularly achieves submillimetre voxel size (Dumoulin et al., 2018;
Fracasso et al., 2017; Kay et al., 2019; Puckett et al., 2016).
A standard fMRI experiment generally requires the acquisition of two types of scans; a
T1 weighted anatomical scan, which includes a high level of spatial detail, and a series of
functional images, often Echo Planar Images (EPIs). EPIs are less spatially detailed than
a T1w image, but show intensity (brightness) variations that correspond to the activity
of neuronal populations within any given voxel. Figure 1.8 shows an example of these two
image types. During processing, these images are aligned to one another to combine the
spatial specificity of the T1w image with the functional information provided by the EPI,
localising neuronal activity to precise anatomical points in the brain. Higher functional
resolutions provide more localised results.

Figure 1.8: A coronal slice of the occipital cortex of the human brain, shown with the
two image types required for an fMRI experiment. A T1w structural image shows more
anatomical detail while the functional scan (an EPI, in this case) shows variations in
brain activity, where brighter areas correspond to more activity than darker areas. Panel
3 shows the alignment of the anatomical and functional images from panels 1 and 2, where
the T1w is coloured blue, and the EPI is coloured red.

1.4.1

The blood-oxygen-level dependent (BOLD) response

Differences in the magnetic properties between oxygenated and deoxygenated blood enable
them to be differentiated using fMRI (Ogawa & Lee, 1990; Ogawa et al., 1990; Ogawa
et al., 1992). These differences give rise to the BOLD response, a widely used, indirect
measure of cortical activity (Ogawa & Lee, 1990; Ogawa et al., 1990). The BOLD response
relies on the theory of neurovascular coupling, where an increase in neural firing induces
changes in the metabolic rate of oxygen consumption, leading to active brain regions
being flooded with oxygenated blood (oHb) (Menon et al., 1993; Ogawa et al., 1992).
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The fluctuating level of oHb within a voxel is recorded across time during an fMRI scan,
tracing changes in underlying brain activity in response to stimuli (Menon et al., 1993).
This process is shown in Figure 1.9.

Figure 1.9: Fluctuations in the BOLD signal of a hypothetical voxel (white box in the
EPI), occurring across time in response to repeated visual stimulation. There is a delay of
approximately 6s between stimulus onset and time-to-peak in the BOLD response (DeYoe
et al., 1994). The post-stimulus undershoot likely represents an increase in deoxygenated
blood being drained from veins and capillaries in active regions before a compensatory
rise in local oHb (Chen & Pike, 2009).

1.5

Venous contributions to the BOLD response

As an indirect measure of cortical activity, the BOLD response is vulnerable to influences
outside of simple increases in local oHb. Whether the BOLD response is driven mainly by
contributions from macrovasculature (i.e. large arteries and veins) or smaller microvasculature, such as capillaries, was a question of almost immediate investigation in fMRI
(Lai et al., 1993; Menon, 2002; Menon & Goodyear, 1999; Menon et al., 1993). Higher
magnetic field strengths in the MRI scanner and higher spatial resolutions limit the contribution of large vessels to the BOLD response, yielding signals more tightly coupled to
neural activity (Menon & Goodyear, 1999). Nevertheless, the precise effect of larger vascular structures on the BOLD response, and subsequently on visual field maps recorded
using BOLD fMRI, remains an open area of investigation (Boubela et al., 2015; Puckett
et al., 2014; Winawer et al., 2010).
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B0 shifts and BOLD delays

One way vascular structures have been suggested to impact visual field maps is by inducing
a shift in the mean magnetic field (B0 ) of the MRI scanner, causing anomalous BOLD
signals in voxels close to large veins (Boubela et al., 2015; Jezzard & Balaban, 1995;
Jezzard & Clare, 1999; Ogawa et al., 1990; Olman et al., 2007; Winawer et al., 2010).
Large veins are particularly troublesome to the BOLD response due to the paramagnetic
property of deoxygenated blood, which veins contain in a high concentration (Gray &
Lewis, 1918; Jezzard & Balaban, 1995; Jezzard & Clare, 1999; Olman et al., 2007).
Essentially, this means that deoxygenated blood creates small but noticeable distortions
in regions of an image where large veins reside, disturbing the BOLD response.
Perhaps the most significant study to date examining the effect of veins on both the
BOLD signal and retinotopic maps is Winawer et al. (2010). By estimating the B0 shift
(i.e. changes in the Larmor frequency), at different distances from the Transverse sinuses
(TSs – a pair of large veins that form part of the confluence of sinuses at the occipital
pole) – Winawer et al. (2010) showed a relationship between the strength of the B0
shift and anomalous BOLD responses, which they describe as being significantly delayed.
Ordinarily, the time-to-peak for the BOLD response lags approximately 6s behind neural
activation (DeYoe et al., 1994). In contrast, Winawer et al. (2010) report far longer delays
in regions where the predicted B0 shift was greatest. Specifically, for voxels with a shift
greater than 2 Hz, delays of up to 12s were measured.
Another effect of the TSs was a general darkening in the intensity of mean maps
(which show the average EPI signal across a scan) in cortical areas corresponding to the
anatomical location of the sinuses (Winawer et al., 2010). This drop in mean intensity
is in part due to high levels of deoxyhaemoglobin, which alter the local magnetic field
experienced by voxels in close proximity to large veins. The resulting shift in the Larmor
frequency causes affected voxels to resonate at a different frequency than voxels unaffected
by the distorted B0 field, which then appear darker on mean intensity maps due to the
narrow passband for "on frequency" signals (Gholipour et al., 2011; Hutton et al., 2002;
Jezzard & Balaban, 1995; Jezzard & Clare, 1999; Schenck, 1996). Susceptibility artefacts
(section 1.5.3) further contribute to drops in mean intensity maps, because atoms in
affected voxels become de-phased (spin at different frequencies) and hence their signals
tend to cancel one another out, resulting in an overall loss in signal amplitude.
The mean intensity drop in the region of the TS was fittingly dubbed by Winawer et
al. the venous eclipse, and the authors demonstrate that the shadowing of hV4 maps due
to the overlying TS frequently occurs at the precise location where the often missing lower
45° of the hV4 hemifield should be. Furthermore, Winawer et al. (2010) were able to link
the position of the TS relative to the lower hV4 boundary to the completeness of measured
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maps. Specifically, the authors found that in hemispheres where the TS was displaced by
1cm or more from the lower boundary of hV4, complete maps were measured; maps were
incomplete if the TS was closer than this. Figure 1.10 demonstrates this finding.

Figure 1.10: Natural variability in the location of the TS relative to the retinotopic map
of hV4 is argued to explain the incomplete representations often reported for this area.
When the TS is within 1cm of the map it appears to represent roughly three-quarters
of the hemifield; however, if the TS is further away a full hemifield can be measured
(Winawer et al., 2010).

1.5.2

Inverted haemodynamic responses

An alternative interpretation to the delayed responses reported by Winawer et al. (2010)
is a second form of anomalous response also attributed to venous contributions: the
inverted haemodynamic response function (inverted HRF) (Olman et al., 2007; Puckett
et al., 2014). This should not be confused with the more heavily investigated Negative
BOLD Response (NBR). In fMRI experiments, a truncated portion of an individuals’
entire visual field is stimulated, resulting in positive BOLD responses in sub-parts of the
cortex that represent this region, and a NBR immediately adjacent to, but outside, the
range of stimulation (Devor et al., 2007; Klingner et al., 2011; Pasley et al., 2007; Shmuel
et al., 2002; Smith et al., 2004; Wade & Rowland, 2010). Inverted HRFs on the other
hand, are sprinkled within the positive region, and are characterised by a BOLD response
to stimulation that decreases in tandem with increases in surrounding voxels (Puckett
et al., 2014).
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Puckett et al. (2014) argue that the inverted HRF better explains the delays Winawer
et al. (2010) claim arise in voxels near the TS. In an extensive investigation into positive and inverted HRFs, Puckett et al. (2014) point out that inverted HRFs cluster in
anatomical locations corresponding with overlying macrovascular structures. They argue
that if the baseline BOLD response is not measured, then time courses of anomalously
responding voxels in the region of the TS could be misinterpreted, as it would be difficult to distinguish between a delayed and an inverted response. They use a positive
control stimulus, the full field flash, to enable this discrimination. A delayed and inverted
interpretation of the same BOLD response is shown in Figure 1.11.

Figure 1.11: Two interpretations of the same BOLD response could be made depending on
what the baseline response is. A significantly delayed response may peak 10-12s after the
onset of a stimulus, or this might instead represent the return to baseline of an inverted
response which peaks at the expected delay of 6s.
Two important points are raised by Puckett et al. (2014) in their discussion of inverted
voxels and venous contributions to the BOLD signal. First, that signal recorded in regions
affected by venous artefact may not be as noisy and unreliable as previously thought; and
secondly, that if there are stable inverted responses in venous regions, they should be
remediable. The authors go on to show that it is possible to ‘correct’ inverted responses
in V1 and doing so produces smoother, more coherent retinotopic maps.
Inverted HRFs and hV4
If Puckett et al. (2014) are correct that some voxels reliably respond with inverted waveforms, identifying and correcting these voxels in hV4 may reveal regions of its retinotopic
map considered to be irrecoverable due to contamination with TS artefact.

1.5.3

Geometric susceptibility artefacts

Water is abundant within all the various tissues of the human body. H-protons contained
in this water give each tissue its own particular magnetic susceptibility, based on the
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behaviour of the protons comprising it. Each protons can be thought of as tiny planet
Earth, rotating on an axis and having its own small magnetic field. When these protons are
placed within the strong magnetic field of an MRI scanner, their axes realign from random
orientations to either parallel or anti-parallel with the main magnetic field. Magnetic
resonance images are created by exploiting the inherent magnetic nature of each different
tissue type or substance that comprises the object being scanned.
MRI scanners work in a conceptually similar way to echolocation. A bat can create a
map of the world, despite not being able to see any of it, by emitting sound and listening
for echoes returning off nearby objects. Magnetic resonance images are created when
short radio frequency pulses are emitted that alter the phase of protons by a specified
angle, often 90° to their previous phase (i.e. proton axes are forced to point in a new
direction), and listening as they realign with the main magnetic field. Our bat emits
constant bursts of sound and knows which objects are closer to them by how quickly
echoes return; we know what part of a person or object is located in a particular area
based on what frequency the MRI scanner measures returning from its realigning protons.
However, MRI scanners are not perfect.
Since the earliest days of fMRI, physicists have been aware of the impact of susceptibility artefacts (SAs) on recorded images, which often occur as a result of the low bandwidth
in the phase encoding direction (Gholipour et al., 2011; Hutton et al., 2002; Jezzard &
Balaban, 1995; Jezzard & Clare, 1999; Schenck, 1996). Because biological tissues have
magnetic properties, they effectively create distortions in the local magnetic field surrounding them. These distortions are greater in areas where different tissues neighbour
one another, such as the boundary between grey matter and CSF or grey matter and
large veins like the TSs (Buxton, 2009). These small ‘knitting needle’ distortions cause
voxels in affected areas of the image to look as though they have been ‘pulled’ slightly
out of place (Czervionke et al., 1988; Jezzard & Balaban, 1995; Jezzard & Clare, 1999;
Schenck, 1996); Figure 1.12.
To date, no studies have investigated the specific effect of phase encoding SAs on
retinotopic maps on the human visual cortex. Based on evidence that SAs are worse in
areas where different tissues neighbour one another, it is possible that they are exacerbated
in the area of hV4 by its proximity to the TS.
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Figure 1.12: ‘Knitting needle’ artefacts around the edges of a pair of geometrically distorted coronal EPI slices, acquired with opposite phase encoding directions. Depending
on whether a left-right or right-left phase encoding direction is used, groups of voxels
around the edge of the EPI appear to have been ‘pulled’ out of place, like uneven edges
of knitting. The ROIs shown in these slices are V1 (white) and hV4 (black).

1.6

Avoiding venous artefact: Depth-dependent fMRI?

Large draining veins lie on top of the brain, and are fed by smaller intracortical veins
with penetrate grey matter (Duvernoy et al., 1981). Due to their large diameters, surface
veins have the ability to displace or distort fMRI signals in their vicinity (Duvernoy et
al., 1981; Olman et al., 2007; Winawer et al., 2010) – a major inconvenience when one
is trying to examine the parts of the brain that lie underneath them. Thankfully, over
time, the resolution of fMRI data has improved (Wandell & Winawer, 2010), resulting in
fewer voxels blemished by partial-volume effects (where a voxel samples from more than
one type of tissue, such as white and grey matter, or large venous structures and grey
matter). What would be especially helpful however, is a way to look directly underneath
large veins, firstly to determine whether they still influence signals all the way through
grey matter, and secondly, to see what hV4 maps look like when veins are no longer a
concern. This can be achieved with depth-dependent fMRI.
The human neocortex has a six-layer structure (Amunts & Zilles, 2015; Brodmann,
1909; Fatterpekar et al., 2002), the investigation of which has historically been limited
mainly to deceased brain tissue or single-cell physiology, due to the small spatial scale
at which these layers exist. Advances in fMRI technology, particularly improvements
in spatial resolution, increasingly allow imaging of the in vivo human brain at multiple
depths of grey matter (Dumoulin et al., 2018; Fracasso et al., 2016; Koopmans et al., 2011;
Polimeni et al., 2010; Ress et al., 2007). This is convenient, because large draining veins,
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with their ability to displace or distort the BOLD response, reside only on the surface of
the brain (Duvernoy et al., 1981; Olman et al., 2007; Winawer et al., 2010).
Spin echo EPI sequences are known to be less sensitive than GRE sequences to signals
arising from large veins; it is therefore noteworthy that in depth-dependent studies using
spin echo, the BOLD response peaks in layer IV (or roughly 3mm above the grey/white
boundary) (Goense & Logothetis, 2006; Harel et al., 2006). In GRE depth-dependent
work, the peak BOLD response is recorded at superficial layers (layer I and CSF), unless
voxels sampled from veins are excluded ; then, results align with those from spin echo studies (Koopmans et al., 2010; Puckett et al., 2016; Ress et al., 2007). Recent work examining
the contributions of veins across cortical depth by Kay et al. (2019), shows a systematic
decrease in the number of vertices characterised by venous contributions with cortical
depth. Therefore, depth-dependent fMRI offers a potential way to see underneath the
venous eclipse to the organisation of hV4. One potential issue here is that comparatively
few depth-dependent studies use surface based methods to visualise fMRI data.
Surface based depth-dependent fMRI posed a significant challenge to this research,
because shifts in the position of laminae due to variations in grey matter thickness in
gyri and sulci resulted in blurring (Koopmans et al., 2010). As such, depth-dependent
work was restricted to examining relatively small, straight sections of cortex. The first
surface based study of multiple cortical depths came from Polimeni et al. (2010), who
constructing a series of surfaces at fixed intervals from the grey/white boundary, using
the pial surface as an upper boundary. This method enabled the examination of responses
in V1 across the entire cortical sheet.
A significant advantage of surface based, depth-dependent fMRI is that it allows functional data to be displayed on surface meshes in much the same way as traditional surfacebased fMRI. Paired with traditional retinotopic mapping procedures, depth-dependent
fMRI should permit the visualisation of retinotopic maps in humans at different cortical depths. Furthermore, although many depth-dependent studies use 7T MR scanners,
Koopmans et al. (2010) have demonstrated the feasibility of conducting laminar fMRI in
humans using 3T MR scanners. All taken together, the groundwork is laid to examine
retinotopic maps and venous eclipses at multiple cortical depths; what effect this might
have in terms of revealing more about the organisation or limitations of mapping human
V4 remains unknown.

1.7

Aims and outline

The history of mapping human V4 is arguably more complex than other visual areas,
and more than two decades after the first study to suggest that V4 in humans was a
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ventral hemifield, questions remain. Not just about whether the ventral hemifield layout is
correct, but if it is why it has been so difficult to ascertain and why, in some hemispheres,
is this layout unidentifiable? This thesis aims to consider both of these questions. In
three experimental chapters, the various phenomena that have been introduced here are
examined in relation to retinotopic maps of human V4.
Chapter 2 specifically examines venous eclipses and inverted haemodynamic responses
in hV4 maps. Then, based on the findings of that chapter, the possibility that geometric
distortions in functional images impact hV4 maps is studied. By taking advantage of
the often-overlooked phase encoding direction to reverse the direction of distortion in
two sets of fMRI data, changes in hV4 maps within the same hemispheres are assessed.
Chapter 4 then aims to establish the feasibility of surface-based fMRI analysis at 3T,
and to examine hV4 maps, venous eclipses and inverted responses across grey matter
depth. Finally, Chapter 5 discusses the challenges that have historically plagued accurate
hV4 mapping, future research possibilities and a summary of the new findings relating to
human V4 derived from this work.

Chapter 2
Vascular effects on the BOLD response:
hV4 and the venous eclipse
Section 1.5.2 of Chapter 1 introduced a theory that veins such as the transverse sinuses
invert the haemodynamic response function of proximate voxels. The present chapter
comprises an investigation of venous artefact and inverted voxels in visual field maps of
human V4.
This chapter contains work that has been peer reviewed and published in the following
article, which was written based on work entirely done as part of this PhD:
Boyd Taylor, H., Puckett, A., Isherwood, Z., & Schira, M. (2019). Vascular effects on
the BOLD response and the retinotopic mapping of hV4. PLOS ONE, 14, e0204388.
https://doi.org/10.1371/journal.pone.0204388
Modifications have been made to the published content so it conforms with the thesis
format.
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Introduction

Theories regarding the retinotopic organisation of human V4 (hV4) hinge on repeatedly
observed ‘incomplete’ visual field maps, countering expectations derived from complete
maps existing in all other reliably measured areas (Hadjikhani et al., 1998; Hansen et al.,
2007; Larsson & Heeger, 2006; Tyler et al., 2005; Wade et al., 2002; Winawer et al., 2010;
Zeki, 2003). Insufficient evidence for a dorsal component of V4 in humans, along with
complete hV4 maps identifiable in approximately 50% of hemispheres, favours the ventral
hemifield model of this area (Goddard et al., 2011; Wade et al., 2002; Winawer et al.,
2010). This model postulates that V4 in humans is comprised of a single, uninterrupted
hemifield map on the ventral surface (Brewer et al., 2005; McKeefry & Zeki, 1997; Wade
et al., 2002).
Anatomically, hV4 is located close to the transverse sinuses (TSs), a pair of large veins
that drain deoxygenated blood (dHb) from the back of the head Gray and Lewis, 1918.
According to Winawer et al. (2010), the TSs can be located directly above the portion
of the hV4 map that would enable researchers to distinguish between the hV4 and split
V4 models (see Figure 1.7). Winawer et al. (2010) argue that the TSs disrupt underlying
BOLD signals, making otherwise complete ventral hemifield hV4 maps appear incomplete.
They call this disruption the venous eclipse, after the shadows of macrovascular structures
that appear in mean intensity maps of fMRI data (Figure 2.1).

Figure 2.1: Venous eclipses shown on an inflated 3D brain surface, displaying mean intensity fMRI data. Venous eclipses look like shadows due to the darkening effect of
deoxygenated blood, which is present in high concentrations within veins. Image from
Mapping hV4 and ventral occipital cortex: The venous eclipse by Winawer et al. (2010).
When a vessel contains a large proportion of dHB, its paramagnetic properties induce
distortions in the local mean magnetic field (B0) (Ogawa et al., 1990). This is the mechanism by which Winawer et al. (2010) argue that TS artefact influences the BOLD signal,
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and disrupts measurements of hV4. The magnitude of the B0 shift depends on multiple
factors; the diameter of the vessel and its orientation within the B0 field each contribute,
with vessels running perpendicular to B0 and those with larger diameters inducing the
greatest distortions (Li et al., 2012; Ogawa et al., 1990). Higher magnetic field strengths
(such as 7 Tesla) and spatial resolutions, as well as the type of image sequence, also affect
the strength of distortions, with gradient echo sequences liable to more severe artefact
than spin echo sequences (Ogawa et al., 1990).
Winawer et al. (2010) predicted the size of B0 shifts in their data by fitting a series of
cylinders to the dural sinuses (TS, Straight Sinus and Superior Sagittal Sinus), as identified
in the T1w scans of their subjects. With estimates of the diameter of these vessels, and
measurements of the B0 field within the scanner at the time of data acquisition, they
convincingly show that the venous eclipse (as identified in mean intensity maps) appears
in the precise location where B0 shifts are predicted to be largest (see Figure 4 in Winawer
et al. (2010)).
Crucially, Winawer et al. (2010) also show that the responses of voxels in the region
of the TS and B0 shifts do not accurately measure cortical activity – they respond 180°
out-of-phase (i.e. between stimulus cycles) – rather than at the typical 6s BOLD delay
(DeYoe et al., 1994). This was true when equal ON/OFF periods of 12s and 18s were
used, indicating the counter phase voxels do not have consistently delayed latencies (Lee
et al., 1995). What is missing from the interpretation of Winawer et al. (2010) however,
is any theoretical explanation as to how B0 shifts would induce such significant delays in
the BOLD response (i.e. 12-18s), and why the delay would change based on the timing
of a stimulus.
Counterphase delays in the measured BOLD response along the lower hV4 boundary,
such as those proposed by Winawer et al. (2010), are one interpretation of time courses
disrupted by venous artefact. However, another explanation exists. As the BOLD signal
is driven by changes in oxygen levels in blood (Ogawa et al., 1990; Ogawa et al., 1992),
with oxygenated blood producing positive BOLD responses (PBRs), veins draining deoxygenated blood would theoretically result in a decrease in the mean intensity of nearby
voxels. Therefore, the haemodynamic response of voxels disturbed by venous artefact may
be more accurately characterised as in phase but ‘inverted’ Duyn et al. (1995), Olman
et al. (2007), and Puckett et al. (2014).
In a comprehensive examination of inverted haemodynamic responses, Puckett et al.
(2014) correlated time series from a full field control stimulus with a reference haemodynamic waveform. Ordinarily, the BOLD response is coupled with neural firing; thus, the
simultaneous stimulation of the whole visual field should result in all the voxels within
the range of the stimulus exhibiting PBRs, thereby producing smooth, orderly visual field
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maps (Puckett et al., 2014; Winawer et al., 2010). However, this is not always the case.
Puckett et al. (2014) demonstrated that many voxels lying within both the boundary
of stimulation, and the region of the venous eclipse, exhibit an inverted response (that is,
the response decreased with stimulation), rather than a delayed response. Furthermore, it
was shown that the corresponding regions of polar angle maps were disrupted rather than
smooth and orderly, as would be expected based on the principle of retinotopic mapping.
The authors further showed that in V1, time courses of voxels exhibiting inverted responses
could be successfully corrected, and that doing so restored the order of the previously
disturbed visual field maps. Whilst the same procedure was not applied to inverted
voxels in hV4, this area was shown to have a distinctly different inverted haemodynamic
response compared with other areas, as well as having more inverted responses than early
visual areas V1–V3 (Puckett et al., 2014). This suggests that correcting inverted voxels
in hV4 may enable a more accurate measure of its visual field map in the region of the
venous eclipse than has previously been possible.
Based on current evidence, it is likely that human V4 is organised in a single, continuous hemifield adjacent to ventral V3 (Wade et al., 2002) (hereafter called ‘hV4’, following
accepted nomenclature for this model), and incomplete maps are due to insufficiencies in
measurement rather than being genuine portrayals of the existing retinotopic map (Goddard et al., 2011; Larsson & Heeger, 2006; Winawer et al., 2010; Winawer & Witthoft,
2015).
Here, the consistency of the venous eclipse and inverted voxel hypotheses proposed by
Winawer et al. (2010) and Puckett et al. (2014), are investigated in relation to retinotopic
maps of hV4. Based on the V4 literature in humans, we hypothesised that we would
identify complete hV4 maps on the ventral surface of some hemispheres and incomplete
maps in others. Furthermore, when an incomplete map was identified, it was hypothesised
that a cause should be found, namely that a venous eclipse would also be present on or
near the lower boundary of hV4, consistent with the hypothesis of Winawer et al. (2010).
Additionally, it was predicted that in the region of the venous eclipse, voxels would
present with on-time but inverted BOLD responses, as proposed by Puckett et al. (2014).
Correcting these responses was predicted to result in the subsequent restoration of hV4
maps where they were affected by inverted voxels, potentially allowing a complete hemifield map to be identified where an incomplete map was initially measured. We further
expected that any anomalous voxel responses, that is inverted, delayed or random responses, should be identifiable using a full field flash stimulus, as this should serve as a
control that will distinguish voxels that fail to exhibit the expected BOLD response.
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Materials and methods
Subjects

11 healthy subjects (five female), aged 21-26 years with normal or corrected-to-normal
vision participated in the study. Data from one subject was excluded due to excessive
noise present in the hV4 visual field maps. As such, the data presented here are from
the remaining ten subjects. The experiment was conducted with the understanding and
written consent of each subject and was approved by the University of New South Wales
Human Research Advisory Panel (HC14262).

2.2.2

Visual field mapping

Four types of stimuli were used in this experiment – clockwise rotating bowties, expanding
rings, a full field flash and drifting bars (Figure 2.2). Stimuli were presented on a shielded
19 inch LCD screen, located behind the scanner. Subjects viewed the screen via a mirror
mounted on the head coil at a viewing distance of 1.5m, resulting in a display spanning
a diameter of 11° (or 5.5° eccentricity).

Figure 2.2: Stimuli. Top row: Rotating bowtie, expanding rings and full field flash stimuli.
Bottom row: Drifting bar stimulus at three different time points, showing two of the eight
bar directions and a blank luminance block. Arrows indicate the direction of movement.
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A mid-grey background was present underneath the stimuli, which – with the exception of the drifting bars – were composed of a flickering chequerboard pattern under
an extended grey fixation grid, with colours randomly changing every 0.25ms. Previous
studies have shown the efficacy of using a persistent fixation grid to allow a high level of
fixation accuracy for healthy subjects viewing retinotopic mapping stimuli (Schira et al.,
2007; Tyler et al., 2005).
Subjects were instructed to press and hold a button when a 3x3 pixel fixation dot was
red, which required steady fixation while not being very demanding. This dot changed
colours every 3-8s.
Rotating bowties
The bowtie stimulus consisted of two mirrored wedges, rotating clockwise. It ran for 15
cycles of 24s each, resulting in a total running time of 360s. One cycle consisted of a full
rotation of the bowtie.
Expanding rings
The expanding ring stimulus ran for 12 cycles, 28s per cycle, totalling 336s in duration.
Each cycle was comprised of 12 rings, which began very small in the centre of the visual
field and expanded, becoming wider and larger every 4s, to account for cortical magnification. This way, approximately the same amount of cortex was activated by each ring
size (Schira et al., 2009).
Additional stimuli: Full field flash and drifting bars
Two further types of stimuli were used to enable additional analyses. The first of these
was a full field flash, which was composed of the same flickering chequerboard pattern and
fixation grid as the bowties and rings. It was presented for 12 cycles per scan, where each
cycle comprised an ON period of 4s and an OFF period of 16s. The other stimulus was
a drifting bar, adapted from the same stimulus used in Dumoulin and Wandell (2008),
with the addition of a grey fixation grid (Schira et al., 2009). The bar was composed of
two black and white chequered bars, one inside the other, coasting in opposite directions.
The bar was presented at four orientations (0°, 45°, 90° and 115°) and travelled in the
two directions perpendicular to each, for a total of eight directions. Each bar sweep took
40s, and there were four periods of a blank luminance block, each lasting 20s, inserted
between every second sweep.
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Stimulus presentation

Stimuli were generated using MATLAB R2012a and Psychophysics Toolbox (Brainard,
1997; Pelli, 1997). Total stimuli presentation and scan time per subject varied, with two
subjects viewing only one presentation of each stimulus, resulting in a viewing time of
approximately 24m, and the remaining eight subjects viewing each stimulus up to four
times, resulting in a total scan time of between 1.5-2h. For five of these subjects, data
collection was split across two scanning sessions, one of 25m and the other 1h; the three
remaining subjects were scanned in one 2h session.

2.2.4

Data acquisition

Functional EPI data were collected using a Philips 3T Achieva TX Magnetic Resonance
Scanner, fitted with Quasar Dual gradients and a 32-channel head coil. 32 oblique, ascending coronal slices covering the occipital pole and ventral occipital cortex, were acquired
at a voxel resolution of 1.5mm3 , a 128 x 128 matrix, and a field of view (FOV) of 192mm.
Images were acquired with a repetition time of 2s, echo time of 25ms and acceleration
(SENSE) factor of 2.
Higher resolution T1 anatomical images were collected at a resolution of 0.75mm3 ,
using a 3D magnetisation-prepared rapid acquisition with gradient echo (MPRAGE) protocol, with a matrix size of a 340 x 340, a FOV of 256mm and a TR of 6s. The number
of volumes collected varied by stimulus. The bowties, rings and full field scans had some
initial volumes discarded to compensate for the initial pulse of the scanner, and enable the
BOLD response to reach baseline. Details of volumes are as follows — Bowties: 186 volumes, first six discarded; Rings: 174 volumes, first six discarded; Full field: 124 volumes,
first four discarded. Zero volumes were discarded from the bars, as this stimulus began
with an extended baseline (blank luminance block and fixation grid) of 20s. A venogram
from Subject 4 was collected using the same parameters as the T1 anatomy scans.

2.2.5

Cortical surface reconstructions

The cortical grey/white boundary of seven subjects was segmented automatically using
FreeSurfer (Fischl et al., 2002; Fischl et al., 2004) and then manually corrected using
ITKGray (Yoo et al., 2002). For three subjects, segmentations were done entirely manually using ITKGray. Segmentations were installed in mrVISTA, and 3D cortical surface reconstructions of the left and right hemispheres were created and displayed using mrMESH,
which was also used to visualise fMRI data on the cortical surface (Stanford University,
Stanford, CA; http://white.stanford.edu/software/). For Subject 4, the venous anatomy,
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including the TSs, Superior Sagittal Sinus, Straight Sinus and the confluence of sinuses,
were manually segmented from the venogram using ITKGray.

2.2.6

Preprocessing

Preprocessing of EPI images was performed using SPM8 . Data were motion corrected
using a rigid body transform and 7th degree B-spline interpolation. It is often the case in
the fMRI experiments that there is a lag between when measurements are recorded from
the first slice of the brain and the last slice. In this experiment, this time was 2s. To
account for this, functional images were slice scan time corrected using the first image as
the reference slice, with subsequent images shifted in time to match the reference image.
Essentially, this means statistical analyses can be performed on the data as though each
slice were recorded at the same moment in time.

2.2.7

Population receptive field (pRF) modelling

The bowtie, ring and bar stimuli were analysed using a population receptive field (pRF)
method, whereby a parametrised model of the underlying neuronal response is used to
calculate the predicted BOLD response. Essentially, this is a special adaptation of linear
regression, or the General Linear Model (GLM) — a standard technique in fMRI analysis
(Friston et al., 1994). The goodness-of-fit of this response is estimated using the residual
sum of squares (RSS), which is minimised in a series of two-stage, coarse-to-fine searches,
until the optimum pRF parameters (position and size) are found. Further detail on this
analysis can be found in Dumoulin and Wandell (2008).

2.2.8

Fast Fourier transform and correlation analyses

A fast Fourier transform (FFT) analysis was performed on the bowtie, ring and full field
stimuli using inbuilt mrVISTA functions. Mean time courses from the full field stimulus
were additionally analysed using a correlation analysis between the empirical waveform
and a reference waveform, which was created by convolving the stimulus timing with a
canonical model of the haemodynamic response function (HRF), using the WAV model of
AFNI’s 3dDeconvolve (Cox, 1996). To ensure the integrity of this waveform, the analyses
were compared with an ideal wave generated using the BLOCK model from 3dDeconvolve, which produced comparable results. The in-built MATLAB function ‘corcoeff’ was
used to estimate the correlation between voxel time courses and the reference waveform;
voxels responding with ‘positive’ and ‘inverted’ HRFs were identified by the sign of their
correlation value.
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Data integration across cortical depth

Data were restricted to the 3mm of voxels above the grey/white boundary (as defined by
the segmentation), and averaged depth-wise to create normalised mean maps, correlation
maps and retinotopic maps.

2.2.10

Mean maps

Depth-integrated mean maps (which show the average EPI signal amplitude, or EPI
brightness) were constructed by voxel-wise averaging of the EPI time course within the
grey matter, and normalised by dividing the value of each voxel by the value of the voxel
with the maximum intensity. The normalised mean maps were then used to identify venous eclipses, which have a lower intensity due to the higher concentration of deoxygenated
blood in veins.
Regions of interest (ROIs) were hand drawn around any venous eclipse that was identified and subsequently projected onto the surface displaying the correlation analysis data,
to check whether voxels with inverted responses clustered in the region of the venous
eclipse. In determining whether a venous eclipse was present, the shape and location
of intensity drops were considered, as venous eclipses are known to correspond with the
anatomical locations of the Superior Sagittal Sinus and TSs, and resemble the elongated
shadow of a blood vessel.
As it has not been firmly established in the literature the extent to which artefact from
the venous eclipse can spread, or the nature of the impact it may have on nearby voxels,
we took a conservative approach toward classifying venous eclipses as having the ability
to impact the lower hV4 boundary. As such, we considered the venous eclipse to have the
ability to impact the visual field coverage of hV4 if it was present anywhere close to the
hV4 map (images of all normalised mean intensity and polar angle maps are included as
figures in Appendix A).

2.2.11

Defining visual areas V1, V2, V3 and hV4

All visual areas were defined on the mrVista surface meshes using depth-integrated polar
angle retinotopic maps, as measured by the pRF modelling, with reference to the retinotopic maps generated by the FFT analysis. These two sets of maps matched up extremely
well for V1, V2 and V3. The retinotopic map of hV4 was defined by a phase reversal in
the polar angle maps at the lower vertical meridian or close to it if it was not present,
following the ventral hemifield model (Brewer et al., 2005; Wade et al., 2002; Winawer &
Witthoft, 2015). The ‘inverted U’ in polar angle maps demarcating the hV4/VO1 boundary, expected eccentricity reversals between hV4 and VO1 in eccentricity maps, and the
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location of the ptCos sulcus were also used in guiding the definition of hV4 boundaries
(Winawer & Witthoft, 2015; Witthoft et al., 2013).
It is well documented that voxels in regions directly outside the outermost eccentricity
of the visual stimulus exhibit a ‘Negative BOLD Response’ (NBR) (Smith et al., 2000;
Smith et al., 2004; Wade & Rowland, 2010). It is important here to discriminate NBRs,
which typically signify a reduction in the neural response just outside the stimulated
region of the visual field (Smith et al., 2000; Smith et al., 2004; Wade & Rowland, 2010),
from inverted voxels, which exhibit a negative correlation to visual stimulation in regions
where the expected response is positive (Puckett et al., 2014). We defined ROIs of NBRs
immediately outside V1 in all hemispheres. To ensure these voxels were excluded from
analyses, visual area ROIs were cropped at the periphery of the mapped visual field,
before the occurrence of NBRs however, it must be noted that because the mechanism/s
that give rise to inverted HRFs are still unclear, and may be shared with some of the same
mechanisms that give rise to NBRs, removing NBRs in this manner does not guarantee
that all remaining negatively correlated responses are inverted.

2.2.12

Identifying incomplete hV4 maps

To classify hV4 maps as either ‘complete’ or ‘incomplete’, we divided each visual hemifield
into quadrants which we refer to, beginning from the upper vertical meridian, as follows:
the ‘upper’ quadrant, the ‘middle-upper’ quadrant, the ‘middle-lower’ quadrant and the
‘lower’ quadrant. The breakdown of these quadrants for the entire visual field is shown in
Figure 2.3. From here, we measured the percentage of visual field coverage present in each
hemifield quadrant based on a binarised version of a normalised pRF maximum profile
plot, thresholded to include only regions of the visual field with a maximum profile of 0.8
and above. We used a cut-off of 20% coverage (rounded to the nearest whole number) as
the criterion for ‘completeness’ within a quadrant. This cut-off was determined based on
visual inspection of the coverage present in three very clear cases of ‘incomplete’ hV4 maps
in the lower quadrant (LH; Subjects 4, 6 & 10), as for each of these, percent coverage fell
below 20% (min = 1.3%; max = 17.4%). Raw percent coverage of each quadrant and all
subjects is presented in Tables A.1, A.2, A.3 and A.4 of Appendix A.

2.2.13

Correcting time courses and inverted voxel counts

Custom MATLAB scripts were used to flip the time courses of negatively correlated
voxels in the bowtie, ring, bar and full field scans. Note that this procedure flips the
time courses of all voxels exhibiting a negative correlation, i.e. NBRs and inverted voxels.
Voxels with a positive correlation were left untouched. It is important to note that only
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Figure 2.3: The division of hemifields
into quadrants. The left hemifield is
shown in light grey and the right hemifield in dark grey.
negatively correlated voxels within the cropped visual area ROIs were included in analyses,
unless otherwise stated, in order to prevent the presence of NBRs from influencing results
pertaining only to inverted voxels. Corrected time courses were re-analysed using the
pRF method, resulting in a set of original and corrected pRF models.

2.2.14

Measuring the smoothness of hV4 maps

A fundamental principle of retinotopic mapping is that neighbouring voxels map neighbouring regions of the visual field. Theoretically, this should result in an orderly transition
between polar angles, represented by coherent and smooth retinotopic maps. To test the
smoothness of hV4 maps, an image of each hV4 map was taken as it was displayed on the
surface mesh, coloured with MATLAB’s ‘gray’ colour map. Maps were oriented so that
polar angles were as horizontal as possible. These images were then cropped to include
only the hV4 map, surrounded by a transparent background.
These images were imported into MATLAB and normalised using the ‘rbg2gray’ function. Normalised RMS contrast was then calculated and plotted for each column across
the width of the image (px). We obtained a measure of the overall smoothness of hV4 maps
by calculating the absolute gradient of the plotted line, where the closer the smoothness
value is to one, the smoother the map is. To test this procedure, we modelled a ‘smooth’
hV4 map using a rectangle filled with a black-to-white horizontal gradient. Some random
noise was added to represent disturbances in phase that would be expected as a result of
inverted voxels and represent a ‘non-smooth’ map. Figure 2.4 shows these model maps
and the resulting smoothness measures.
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Figure 2.4: Model of a ‘non-smooth’ and ‘smooth’ retinotopic map, with RMS contrast
plots and a corresponding ‘smoothness’ measure, based on the absolute gradient of the
plotted line.

2.2.15

Statistical analyses

All additional statistical analyses were conducted using jamovi 0.9 (jamovi project, 2018).

2.3

Results

We aimed to evaluate 1) The consistency of hypotheses that venous artefact obscures
part of the lower quarterfield representation of the visual field in hV4, by resulting in
either delayed (Winawer et al., 2010) or inverted responses (Puckett et al., 2014); and 2)
Whether it is possible to correct venous artefact in this area to more reliably measure
visual field responses along the lower hV4 boundary.
The main findings were that venous eclipses did not always correspond with hV4 map
coverage; the absence of venous artefact coincided with incomplete hV4 maps, whilst
complete maps were found despite venous artefact being present. Improvements and deteriorations in hV4 maps were noted after correcting inverted voxels, but overall corrected
maps were smoother than the original maps, and contained increased visual field coverage
in the lower quadrant of the left hemisphere. Note that while we include results from
all contralateral hemifield quadrants in both the body of this Chapter and in Appendix
A, the results are focused mainly on the lower quadrant as this is the region most often
reported to be ‘missing’ from hV4 maps.

2.3.1

hV4 visual field coverage

We identified visual field maps of hV4 in both cerebral hemispheres of all ten subjects.
In total there were 13 complete and seven incomplete lower quadrants in the hV4 maps.
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The left hemisphere was disproportionately represented, with 6/10 lower quadrants being
incomplete, compared to 1/10 in the right hemisphere. Incomplete coverage in the upper,
middle upper and middle lower quadrants was relatively rare (7/60 quadrants). Table
2.1 summarises the completeness of each hemifield quadrant, and includes the presence or
absence of a venous eclipse near hV4. It is worth noting that in cases where hV4 maps were
incomplete, there does not appear to be a functional ‘hole’ in the coverage just beyond the
identified lower hV4 boundary. For example, in Figures 2.6 and 2.8, the boundary appears
to pass through the middle of a purple zone representing the middle of the lower quarter
field, meaning the coverage of the most inferior half of the lower quadrant is deficient
entirely in this region of the ventral surface. It also worth noting the time courses in the
region just beyond the boundary of hV4 for these incomplete maps were of comparable
quality to the region immediately adjacent to them, within hV4 (Appendix A).

Upper

Middle upper

Middle lower

Venous eclipse

sub-01
Complete
sub-02*
Complete
sub-03
Complete
sub-04
Incomplete
sub-05
Complete
sub-06
Complete
sub-08*
Incomplete
sub-09
Complete
sub-10*
Complete
sub-11*
Complete
Total I/P
2/10

Left
Complete
Complete
Complete
Complete
Complete
Complete
Incomplete
Complete
Complete
Complete
1/10

Complete
Complete
Incomplete
Incomplete
Incomplete
Incomplete
Complete
Complete
Incomplete
Incomplete
6/10

Absent
Present
Present
Present
Present
Present
Present
Absent
Absent
Absent
6/10

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08*
sub-09 *
sub-10
sub-11
Total I/P

Right Hemisphere
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Incomplete
Incomplete Incomplete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
1/10
1/10
1/10

Absent
Absent
Absent
Absent
Present
Absent
Present
Present
Absent
Absent
3/10

Complete
Complete
Incomplete
Complete
Incomplete
Complete
Complete
Complete
Complete
Complete
2/10

Hemisphere
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
0/10

Lower
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* Indicates incongruent pairings between the lower quadrant coverage and presence of a venous eclipse.
Note: This table does not include data from Subject 7 as this subject was excluded from analyses.

CHAPTER 2. HV4 AND THE VENOUS ECLIPSE

Table 2.1: hV4 visual field coverage of each hemifield quadrant and venous eclipse presence in or near hV4.
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A 2x4x4 repeated measures ANOVA was conducted to test for differences in the percentage of visual field coverage between hemispheres (left and right), visual areas (V1-V4)
and hemifield quadrants (upper, middle-upper, middle-lower and lower). The assumption
of sphericity was violated for visual area and the hemisphere x quadrant interaction, therefore, results reported for those effects have been Greenhouse-Geisser corrected. Significant
main effects were found for visual area (F(1.24,11.29) = 53.82, p < .001, η p 2 = 0.857)
and quadrant (F(3,27) = 12.41, p < .001, η p 2 = 0.58). Significant interaction effects were
present for hemisphere x quadrant (F(3,27) = 5.07, p =0.006, η p 2 = 0.36) and visual area
x quadrant (F(3.37,30.31) = 11.61, p < .001, η p 2 = 0.563).
Previous literature has shown that in hV4, a portion of the lower visual quarterfield,
including the lower vertical meridian, is often missing from maps (Hadjikhani et al., 1998;
Hansen et al., 2007; Winawer et al., 2010). As hV4 is unique among early visual areas in
terms of a consistent finding that it often appears to map less than a complete hemifield,
and in light of the main effect of visual area reported here, post-hoc tests were conducted
which showed that coverage in the lower quadrant of hV4 was significantly less than the
lower quadrants of V1 (Mdiff = 35.04%, t(27) = 10.34, p < .001), V2 (Mdiff = 36.39%,
t(27) = 10.74, p < .001) and V3 (Mdiff = 33.81%, t(27) = 9.98, p < .001) – all Bonferroni
adjusted for multiple comparisons. Further to this, it has been shown that the problem of
incomplete hV4 maps is often worse in the left hemisphere (Winawer et al., 2010). As such,
a paired samples t-test was conducted between the percent coverage of the lower quadrant
in the left (M = 23.8%, SD = 18.4) and right (M = 51%, SD = 28.5) hemispheres. Results
showed a significant difference was present, in favour of the right hemisphere having more
coverage (M=54.8%, SE=5.8) than the left hemisphere (M=23.8%, SE=9) (t(9) = -2.81,
p =0.02).

2.3.2

Venous eclipses

Using the normalised mean maps, we identified venous eclipses in 19 hemispheres, with
nine of these being on the ventral surface close to the measured hV4 maps. Of these
nine, six were in the left hemisphere. There was no difference between the left and right
hemispheres in terms of the total number of venous eclipses present.
We did not find a clear relationship between the presence of a venous eclipse near
hV4 and the degree of visual field coverage represented. Whilst incomplete hV4 maps
corresponded with the presence of a venous eclipse in some hemispheres, instances of
incomplete hV4 maps despite the absence of a venous eclipse were also identified. Likewise,
instances of complete maps of hV4 in the presence of a venous eclipse were found; these
are referred to as ‘incongruent’ pairings (denoted by * in Table 2.1).
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Correcting hV4 maps

In general, correcting inverted voxels had a positive impact on retinotopic maps of hV4.
On average, corrected left hemisphere maps were 9.2% smoother than original maps, while
corrected right hemisphere maps were 7.7% smoother. Smoothness plots and measurements for all hV4 maps are included as figures in Appendix A. Correcting inverted voxels
reversed the classification of coverage from ‘incomplete’ to ‘complete’ in 3/6 lower quadrants (LH; sub-03, sub-05 and sub-10). A summary of quadrant completeness in hV4 after
correcting inverted voxels is presented in Table 2.2.

Upper

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Total Incomplete

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Total Incomplete

Middle upper

Middle lower

Lower

Complete
Complete
Complete
Incomplete
Complete
Complete
Incomplete
Complete
Complete
Complete
2/10

Left Hemisphere
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Incomplete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
1/10
0/10

Complete
Complete
Complete*
Incomplete
Complete*
Incomplete
Complete
Complete
Complete*
Incomplete
3/10

Complete
Complete
Incomplete
Complete
Incomplete
Complete
Complete
Complete
Complete
Incomplete*
3/10

Right Hemisphere
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Incomplete
Incomplete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
1/10
1/10

Complete
Complete
Complete
Complete
Incomplete
Complete
Complete
Complete
Complete
Complete
1/10
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Bold* indicates changes from the uncorrected maps.
Note: This table does not include data from Subject 7 as this subject was excluded from analyses.
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Table 2.2: hV4 visual field coverage after correcting inverted voxels.
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A dramatic improvement was seen post correction in the left hemisphere of Subject
10, which was restored from 11% coverage in the lower quadrant to 81.6%, post correction (Figure 2.5). Other maps showed improvements in smoothness and phase mapping
despite lower quadrants remaining incomplete in some instances (Figure 2.6 & Figure
2.7). Despite these improvements, a small number of maps showed a deterioration in
smoothness post correction (Figure 2.8).
A paired samples t-test was conducted on the percent coverage of the lower quadrant
of hV4 maps post correction, to test if correcting inverted voxels affected the hemispheric
bias noted for uncorrected data. The results showed that after correction, no significant
difference in coverage was present between the right (M = 55.9%, SE = 7.9) and left (M
= 34.4%, SE = 8.33) hemispheres (t = -2.21, p =0.054). Pre and post correction results
for all hV4 polar angle maps, smoothness measures and percent quadrant coverage are
presented in Appendix A.

2.3.4

Inverted voxels

Inverted voxels were present in all visual areas examined and always, though not exclusively, clustered in regions corresponding with venous artefact. Because venous artefact
is associated both with a drop in mean intensity and inverted responses (Boubela et al.,
2015; Curtis et al., 2014; Menon, 2011; Olman et al., 2007; Puckett et al., 2014; Winawer
et al., 2010), a correlation analysis was conducted on the mean intensity and correlation
values of voxels, in V1-V4 ROIs (combined across hemispheres) for all subjects. There
was a moderate relationship between these values (r = 0.25, p < .001, N = 215 001); a
2D histogram of mean intensity vs correlation is included in Appendix A.
Inverted voxels did not always strictly adhere to the region of the venous eclipse, with
inverted voxel clusters extending into neighbouring regions (Figure 2.9; mean intensity
and correlation maps for all subjects are included in Appendix A). Percentages of inverted
voxels across visual areas and hemispheres are presented in Table 2.3.
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Figure 2.5: Restoration of coverage in the lower quadrant of hV4 was seen in the left
hemisphere of Subject 10. The original phase map shows that coverage does not extend
much beyond 45°. In the corrected pRF map, hV4 coverage extends further, almost
reaching the lower vertical meridian. Normalised pRF coverage plots reflect the phase
mapping and lower quadrant coverage in the original (11%) vs corrected map (86%).
Smoothness also improved post correction. In addition to these changes, coverage of the
ipsilateral hemifield at 135° in the original map is not present in the corrected map.
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Figure 2.6: Improvements in the left hemisphere hV4 map of Subject 6 were noted post
correction of inverted voxels. Initially, a disturbed polar angle map was recorded along
the lower boundary, which was restored after flipping inverted voxels. The normalised
pRF coverage plot for the corrected map shows fewer voxels appearing to respond to the
ipsilateral hemifield, and the corrected map is 83.5% smoother, though still incomplete.
Note the area just beyond the lower hV4 boundary is also deficient in covering the most
inferior portion of the visual hemifield.
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Figure 2.7: Coverage in the lower quadrant of Subject 3 (LH) increased from 19.1% to
25.8% post correction. Polar angle mapping shows minimal changes and improvements
in map smoothness post correction are inconsequential. Regions of improvement are
highlighted by the white circles.
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Figure 2.8: Deterioration of hV4 was present in the left hemisphere of Subject 2 post correction, where a large amount of ipsilateral representation appeared in the pRF coverage
plot, and the polar angle map is considerably disturbed (17.4% less smooth after correction). However, these effects largely disappeared after correcting only inverted voxels
with a correlation stronger than -0.1. Note the area just beyond the lower hV4 boundary
is also deficient in covering the most inferior portion of the visual hemifield.
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Figure 2.9: Inverted voxels tended to cluster in regions of the venous eclipse, as shown
here in the right hemisphere of Subject 5, where the venous eclipse is defined in white on
the normalised mean map. The correlation map shows a cluster of negatively correlated
voxels in the same location; however, these extend beyond the venous eclipse to regions of
the mean map which do show a lower mean intensity compared the locations of positive
voxels, but are brighter than the venous eclipse.

V1
Hemisphere
Total # Voxels
% Inverted

Left
36 158
7.63

Right
32 968
7.36

V2
Left
31 774
12.57

Right
34 373
15.74

V3
Left
27 938
10.61

Right
29 879
13.71

hV4
Left
11 555
10.52

Right
10 358
10.39
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Table 2.3: Normalised percentages of inverted voxels in visual areas V1–V4, averaged across subjects.
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Impulse response functions (IRFs) were calculated for the full field stimulus to examine
time courses of positive vs inverted voxels (Figure 2.10). No differences between the
left and right hemisphere IRFs were apparent, therefore data displayed here is collapsed
across hemispheres. Voxels exhibiting an inverted BOLD response in hV4 have the lowest
percent signal change of all areas; a lower percent signal change is also present in V1-V3
for inverted voxels compared to positive voxels. Positive responses did not vary across
visual areas, exhibiting a consistent time-to-peak of 8s after stimulus onset. Inverted
responses showed some slight variation, with a time-to-peak of 6s for V1-V3, while the
time-to-peak for V4 was 8s.

2.3.5

Inverted voxels vs. Negative BOLD Responses

Although our main hypotheses concerned hV4, an ancillary effect of performing the correction procedure on negatively correlated voxels outside this area was noted for visual
areas V1, V2 and V3. Instead of corresponding to the venous eclipse, a large number
of voxels exhibiting a negative correlation to the full field stimulus could be classified
as Negative BOLD Responses (NBRs). These represent neuronal suppression and are
usually located just outside (and in some cases just within) the stimulated region (Saad
et al., 2001; Smith et al., 2004; Wade & Rowland, 2010).
We consistently found NBRs located just outside the eccentricity range of visual stimulation (i.e. 5.5° eccentricity) for V1-V3. These voxels corresponded to correlation values
that were almost as strong in the negative direction as positively correlated voxels that
were within the range of visual stimulation (Figure 2.11). NBRs outside V1 had a higher
normalised mean intensity compared to inverted voxels within V1 (0.73, SE = 0.01 vs
0.54, SE = 0.03, averaged across subjects). We also find time courses of inverted voxels
to be noisier than NBRs, showing stronger percent signal change and higher variability
(Figure 2.12).
Substantial improvements in polar angle maps were observed at the periphery of V1V3 after flipping the time courses of NBRs. This was particularly noticeable in V1, where
large clusters of NBRs were often present in regions immediately adjacent to the region
of cortex being stimulated. Here, the correction procedure (i.e. flipping all negatively
correlated time courses) had a striking effect, where coverage of the visual field map was
extended beyond the furthest eccentricity of the stimulus (Figure 2.13). This demonstrates
the potential to retinotopically map visual cortex beyond the often limited eccentricity
range of MR visual display systems.
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Figure 2.10: Positive and inverted IRFs for V1–V4, averaged across subjects and hemispheres. Voxel counts are displayed in brackets. Error bars represent +-1 SEM.
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Figure 2.11: Right hemisphere correlation and mean intensity maps from Subject 5, showing ROIs of NBRs (red), V1 (black) and inverted voxels within V1 (white). Note the
stronger negative correlation values of the NBRs vs. the inverted voxels in the correlation
map, in addition to the stronger mean intensity values of the NBRs vs. the inverted voxels
in the mean intensity map.

Figure 2.12: Average full field time course from inverted V1 voxels and NBRs, averaged
across the left and right hemispheres of all subjects. The time course of inverted voxels
is noisier and shows stronger variability and percent signal change compared to the NBR
time course. Error bars represent +-1 SEM. Grey blocks indicate stimulus ON periods.
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Figure 2.13: Retinotopic map of V1 (white) in the left hemisphere of Subject 4, before
and after flipping negatively correlated time courses. The white circles indicate the same
regions in the ‘original’ and ‘corrected’ data. The extension to the V1 map is indicated by
the black dotted line in the ‘inverted NBR’ image. Note that how far out this correction
goes will vary depending on the eccentricity of the stimulus used.
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Discussion

The primary aim of this chapter was to evaluate the consistency of venous eclipses and
inverted voxels as limitations to accurately measuring retinotopic maps of hV4 (Puckett
et al., 2014; Winawer et al., 2010). Results pertaining to hV4 maps, venous eclipses and
inverted voxels are reported.

2.4.1

Correcting inverted voxels can restore the lower boundary
of hV4 in some hemispheres

Consistent with previous studies (Goddard et al., 2011; Hansen et al., 2007; Tootell &
Hadjikhani, 2001; Winawer & Witthoft, 2015), we found that coverage in hV4 maps often
does not extend over the entire hemifield. Specifically, we find 7/20 lower quadrants in hV4
to cover < 20% of that region, with six of these being in the left hemisphere. Attempts to
restore these maps by flipping the time courses of inverted voxels showed that it is possible
to improve some of the incomplete maps, convincingly restoring a hemifield representation
in the left hemisphere of Subject 10, and increasing the coverage above 20% in the left
hemispheres of Subjects 3 and 5. Furthermore, hV4 maps in additional subjects were
smoother post correction, despite coverage in the lower quadrants remaining incomplete.
The case of Subject 10 serves as a clear example of a complete hemifield representation
in hV4 that was obscured by inadequacies of standard BOLD fMRI measurements. The
successful correction of this hV4 map highlights that some incomplete maps seem to be
caused by inverted voxels being present along the lower boundary. These inverted voxels
may be the result of venous artefact and can be accounted for using appropriate techniques. Nevertheless, we were unable to restore lower quadrant coverage in 4/7 incomplete
hV4 maps.

2.4.2

Correcting inverted voxels does not always improve hV4
maps

In contrast to the improvements seen in some hV4 maps, most changes post correction
were inconsequential however, some deterioration was present in three maps (LH & RH;
Subject 2; LH; Subject 9 – these maps are presented in Appendix A). This is likely due to
the correction of voxels with very weak, random negative correlations, as evidenced by the
results of thresholding the correction for the two subjects whom this affected. Here, we
ran pRF models which only corrected inverted voxels with negative correlations stronger
than -0.1; the resulting maps did not suffer from the same deterioration present in the
maps generated by the non-thresholded correction (Figure 2.8).
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It should be noted here that whilst for some subjects, weak negative correlations may
be indicative of noisy voxels which cannot be corrected by inverting their time courses,
the same may not be true of all such correlations. It is therefore difficult to conclude that
thresholding the correction is always appropriate, or to determine the extent a thresholding procedure could be equally applied across subjects.
Furthermore, the assumption that the response of a voxel to the full field stimulus
is indicative of its response to other stimuli may not be sound, and there is some indication that responses between differential protocols (like travelling wave stimuli) and
single condition protocols (like a full field flash) are discrepant (Olman et al., 2007). This
potentially explains some odd instances where inverted responses are prevalent in a map,
yet the polar angle representations are affirmative of what we would expect based on the
principles of retinotopic mapping. It may also explain why the inverted response correction failed in some hemispheres – perhaps inverted responses resulting from veins cannot
be reliably corrected, but those originating outside of them can. Regardless, if correcting
inverted responses sensibly results in an hV4 map flipping from incomplete to complete,
it is reasonable to consider the corrected map as being representative of the underlying
response. The reasons for this are that inverted responses are incoherent with what is
known about how the visual cortex responds to stimulation, and how hV4 maps appear
in most hemispheres.

2.4.3

Venous eclipses do not always coincide with incomplete hV4
maps

We found little concordance between hV4 map coverage and the presence of venous eclipses
in the mean intensity maps, with six incongruent pairings existing in the data. Furthermore, four cases of incomplete hV4 maps with no visible venous eclipse in the vicinity
(LH; Subjects 10 & 11; RH; Subject 3) were found – close to half of the incomplete maps
identified.
A potential explanation for this unexpected discrepancy is that the intensity drop
characteristic of venous artefact may be limited to voxels in the upper layers of grey
matter, due to their closer proximity to surface veins. Averaging the responses of these
superficial voxels with those from deeper layers of grey matter may obscure or weaken
the amplitude drop of the venous eclipse, to the extent it disappears or becomes difficult
to identify. Essentially, not seeing venous artefact clearly in mean intensity maps may
not signify its absence. The use of surface based, depth-dependent fMRI may provide
information as to the impact of venous artefact at different cortical depths.
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Clusters of inverted voxels are present in the region of the
venous eclipse

Inverted voxels were found to cluster in and around the venous eclipse in most hemispheres
(see Figure 2.9 and Appendix A for examples), replicating the same finding by Puckett
et al. (2014). We find similar percentages of inverted voxels in hV4 as Puckett et al. (2014)
however, we note higher percentages in V1, V2 and V3.
Although it seems clear that inverted voxels are present at higher frequencies near
venous artefact, it is difficult to ascertain whether voxels that appear close to, but outside,
the venous eclipse, are actually in interstices created by the averaging of data from multiple
grey layers. These inverted voxels may be contaminated by venous artefact which is
unidentifiable in depth-integrated mean intensity maps. An alternative possibility is that
the venous eclipse spuriously affects the time courses of voxels that lie lateral to its
location, in addition to beneath it.

2.4.5

Inverted voxels affect most visual areas equally

In contrast to Puckett et al. (2014), we do not find percentages of inverted voxels to be
higher in hV4 compared to V1, V2 and V3. This discrepancy with earlier work may be
due to our larger pool of young adult subjects (N=10, aged 21-26), compared to Puckett
et al. (2014), whose sample differed in size and age range (N=4, aged 21-61). This is a
potentially important difference, as neurovascular decoupling (where neural activity is not
accompanied by compensatory changes in the dilation and constriction of blood vessels),
has been reported to induce inverted BOLD responses in regions where blood vessels are
impeded as a function of ageing and disease (Donahue et al., 2016; Krejza et al., 1999)).
The smaller number of subjects in Puckett et al. (2014) may also explain this, as the
TS has some natural variability in its proximity to hV4 (Winawer et al., 2010). A larger
percentage of inverted voxels in one hV4 map due to closer proximity to the TS, may skew
the overall findings more easily than in our pool of ten subjects.
Additionally, a different amount of visual cortex was stimulated in the present study
compared to Puckett et al. (2014) (10° vs 20°), in addition to differences with the stimuli
and timing, which may account for the discrepancy in results. We do not find inverted
voxel percentages to differ between the left and right hemisphere; this is consistent with
an absence of differences in the number of venous eclipses between hemispheres.
Relatedly, hV4 is not the only area to be affected by reasonably high percentages of
inverted responses. Puckett et al. (2014) find that V3A/B has a similar percentage of
such responses as hV4. Whilst this area and additional areas that likewise show higher
percentages of inverted responses were not investigated here, it is possible that these are
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similarly due to venous artefact. V3A/B in particular is in a location that may make it
susceptible to artefact from the Superior Sagittal Sinus. Unlike hV4 however, there is no
history of problematic retinotopic maps in these regions. This somewhat complicates the
idea that venous artefact is the cause of incomplete or problematic hV4 maps. It may
be that there are other factors that might contribute to the difficulty in mapping hV4.
Winawer et al. (2010) point out that the orthogonal orientation of the TS while a subject
is lying supine in a scanner exacerbates the shifts in the Larmor frequency in the region
close to the vein. Other, currently unknown factors may be implicated here as well, which
are discussed below.

2.4.6

Hemispheric asymmetry in hV4 map coverage cannot be explained by a corresponding asymmetry in venous anatomy

Having been noted in previous work and corroborated here, the bias towards left hemisphere hV4 maps being incomplete more frequently than right hemisphere maps is a robust
finding that warrants explanation. Given that the TS (and large surface veins in general)
give rise to the venous eclipse, consideration is due to the physical anatomy of veins in the
occipital cortex. Individual variations exist at the torcular Herophili (tH; the confluence
of sinuses at the occipital pole) (Bisaria, 1985; Saiki et al., 2013), where variations are
separated into three broad categories, depicted in Figure 2.14. Of particular note is Type
1, where there is an absence of a confluence, and the right and left transverse sinuses
connect to only one of the superior sagittal sinus (SSS) and straight sinus (SS) (Bisaria,
1985; Saiki et al., 2013) (see ‘Type 1’ in Figure 2.14).
Differences at the tH are important to note, as research has shown the signal recorded
in areas of large draining veins may be reflective of changes in distal regions of cortex
(Olman et al., 2007). As such, in subjects where the SSS and SS drain into separate TSs,
the responses being measured in the region of the TS come from non-homologous regions
of each cerebral hemisphere. Specifically, the SSS would be fed by lateral regions of the
anterior cerebral hemisphere, and the SS by the cerebellum and centre of the head (Gray
& Lewis, 1918). For hV4 maps belonging to subjects with this venous anatomy, signal
recorded in the region of hV4 in the left and right hemispheres may be asymmetric, as
the blood in the TSs would be originating from two distinct brain regions. However, it
is important to note that Type 1 represents only 24.5% of cases, and the considerable
variability of TS anatomy is difficult to reconcile with the relatively consistent finding of
more incomplete left hemisphere hV4 maps.
Alternatively, a bias in TS size, whereby the left TS tends to be larger could serve as
a potential explanation, as a higher concentration of deoxygenated blood near left hemisphere hV4 maps should increase the chances of finding incomplete hemifields. However,
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Figure 2.14: Three main variations of the venous anatomy of the dural sinuses. Percentages refer to the frequency with which each type is seen. In Type 1, the SSS connects to
one TS, and the SS to the other, with the two TSs completely separate from one another.
In Type 2, the SSS and SS are forked, with the left forks connecting to the left TS, and
the right forks to the right TS. In Type 3, there is some variation of a confluence of
the sinuses. A) A ‘pad-like dural elevation’ in the tH (Bisaria, 1985). B) A confluence
connects sinuses at the occipital pole. C) A partial partition extends from the SSS into
the confluence of sinuses. This partition can be closer to the left or the right wall of
the SSS. D) A full partition extends from the SSS diagonally through the tH to the SS.
The full partition can extend diagonally across, from being closer to the left or the right
wall of the SSS. This figure was created by segmenting the venous anatomy from the
venogram of Subject 4, who had Type 3A. Other variations were approximated based on
the descriptions in (Bisaria, 1985).
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an investigation of 110 adult cadavers found the opposite – a (small) bias towards the
right TS being larger – a finding that has been replicated recently (Bisaria, 1985; Saiki
et al., 2013). Together, this suggests that a strong association between hV4 map coverage
and venous anatomy is yet to be consolidated and further work in this area is required.

2.4.7

Susceptibility artefacts may account for hemispheric asymmetry

There is a low likelihood that hV4 maps genuinely vary so considerably in their representation of the visual field between the left and right hemispheres as found here and
elsewhere (Zeki, 2003). As such, this finding warrants explanation. The possibility of
venous asymmetry has been discussed, but is just one of multiple potential explanations;
another is the phase encoding direction (also known as the ‘blip’ or ‘fat-shift’ direction),
which in this study was left-right.
The phase encoding direction is well documented to distort EPIs in its direction (Jezzard & Balaban, 1995; Jezzard & Clare, 1999), and though it has barely been investigated,
preliminarily findings suggest it does affect fMRI data to the extent that reversing it may
significantly change the interpretation of results (Mori et al., 2018). It is possible therefore, that the phase encoding direction influences the coverage of hV4 maps. This question
is addressed in the next chapter of this thesis.
Though sufficient as a hypothesis for our data, the same leftwards asymmetry reported
by Winawer et al. (2010) may not be attributable to a left-right phase encoding direction,
as this data was acquired using a spiral sequence, and details regarding the phase encoding
or direction of the spiral are not reported. Nevertheless, the direction of phase encoding
is worth taking into consideration when interpreting findings of hemispheric asymmetry
in fMRI data, especially when no known explanation for the asymmetry exists.

2.4.8

Negative BOLD responses versus inverted voxels

Thus far, we have been considering the impact of inverted voxels on retinotopic maps; it
is important to distinguish these inverted voxels from Negative BOLD Responses (Figure
2.15). We found that voxels showing NBRs were arranged in large clusters located adjacent
to, but mostly outside, the region of cortex that fell within the eccentricity of our stimuli.
While many details of the specific drivers of NBRs are still a matter of debate, they are
likely due to neural mechanisms and a reduction of neuronal activity (Pasley et al., 2007;
Puckett et al., 2014; Smith et al., 2004; Wade & Rowland, 2010), as opposed to the
haemodynamic mechanism proposed to cause inverted voxels (Puckett et al., 2014).
The dense clustering of NBRs in the region immediately bordering the outside edge
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Figure 2.15: Negative BOLD responses occur immediately peripheral to visually stimulated regions of cortex, while inverted voxels are interspersed within regions where the
expected BOLD response is positive.
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of the stimulus – where lateral inhibitory effects would be expected – clearly demarcates
these responses from inverted voxels that lie within the stimulated region of cortex, where
such effects would be unexpected. Although we are unable to guarantee that ‘inverted’
voxels are not being selectively inhibited despite encoding a stimulated region of the
visual field, this would stand in disagreement with what is known about physiology and
retinotopic mapping, and hence it is likely that ‘inverted’ voxels and NBRs have different
causal mechanisms (DeYoe et al., 1994; Engel et al., 1997; Heeger et al., 2000; Puckett
et al., 2014; Rees et al., 2000; Victor et al., 1994).
Besides the differences in their location, we note several additional differences between
‘inverted’ voxels and NBRs. NBRs have stronger correlations and higher mean intensities
than inverted voxels, often on par with positive adjacent voxels that encode positions
within the stimulated region of the visual field (see Figure 2.11). Inverted voxels also
appear more sporadically and in smaller clusters than NBRs (except where they clearly
lie within regions likely to be affected by venous artefact from overlying sinuses (see Figure
2.9)). Time courses of inverted voxels additionally tend to be noisier, and there are fewer
of them than NBRs (see Figure 2.12).
The strong and reliable signal recorded from voxels exhibiting NBRs enabled the
convincing extension of retinotopic maps of early visual areas after flipping negatively
correlated time courses. This allowed for the delineation of the visual field map of V1
beyond the range of our visual display system. As we did not directly stimulate this region
of the visual field, these extensions should not be thought of as analogous to directly
measured retinotopic representations, until a formal relationship between these has been
established. Nevertheless, we are confident that the region shown in the ‘extended’ V1
map in Figure 2.13 is in retinotopic cortex, as we only stimulated 10° of the visual field.
Our results support previous suggestions that NBRs result from suppression, likely caused
by lateral inhibition (Shmuel et al., 2002; Wade & Rowland, 2010). Neurophysiologically,
this may occur via the stimulation of suppressive surrounds of voxels whose pRF centre is
just outside the stimulus boundary. Another possibility is vascular ‘steal’, whereby blood
from inactive regions immediately outside the stimulus boundary is taken up by active,
neighbouring voxels, therefore resulting in the recorded decrease in the BOLD response
(Puckett et al., 2014).

2.4.9

Implications and future work

In this study, we replicate and extend findings from Puckett et al. (2014) suggesting that
inverted voxels can be corrected to produce smoother retinotopic maps in early visual
cortex. While this procedure did not resolve every incomplete map of hV4, it may be a
useful method to apply in cases where inverted voxels cause disturbances in the order of
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retinotopic maps.
The bias toward left hemisphere hV4 maps being disproportionately incomplete also
warrants explanation. It is possible that in the present study, this bias was due to the use
of a left-right phase encoding direction. Comparing hV4 completeness between datasets
collected with opposite phase encoding directions could help assess this possibility, and is
the focus of Chapter 3 of this dissertation.
While it seems clear from both the results reported here and by Winawer et al. (2010)
and Puckett et al. (2014) that venous artefact impacts nearby voxel responses, it is unknown the extent to which this artefact ‘spreads’, both tangentially across the surface,
and through cortical depth. To gain a more thorough understanding of the impact of
venous artefact across cortical depth, surface based depth-dependent fMRI would be a
useful tool, one that is utilised to examine this question in Chapter 4.

2.5

Conclusion

We demonstrate a hemispheric asymmetry that is biased towards incomplete maps of hV4
appearing predominantly in the left hemisphere, a finding that has never been thoroughly
discussed despite being corroborated in multiple earlier studies, and for which an explanation is wanting (Hansen et al., 2007; Tootell & Hadjikhani, 2001; Winawer & Witthoft,
2015). The leftwards bias found for incomplete hV4 maps cannot be explained by a corresponding anatomical bias of the TS (Bisaria, 1985), suggesting that venous eclipses can
explain some – but not all – incomplete hV4 maps. It appears to be the case that an
additional, more consistent source of the hemispheric asymmetry must exist to explain
these incomplete maps, and this cause should be more consistently biased towards the
left.
Venous eclipses and inverted voxels have both been proposed as explanations for incomplete maps of hV4 (Puckett et al., 2014; Winawer et al., 2010). We confirm and
support previous findings identifying cases where inverted voxels cluster in regions of
the venous eclipse. Correcting time courses of inverted voxels convincingly restored a
complete hemifield map of hV4 in the left hemisphere of Subject 10, and improved the
disrupted retinotopic maps and hV4 coverage in several others. This strongly supports
the notion that hV4 maps are complete but may appear incomplete due to inadequacies
in measurement, rather than the underlying retinotopic organisation being incomplete.

Chapter 3
Set phases to encode: The effect of
reversing the phase encoding direction
on retinotopic maps
In Chapter 2, a difference in hV4 visual field coverage between the left and right hemispheres of the brain was noted. This chapter aims to investigate whether the phase
encoding direction used while scanning can explain this asymmetry. Two retinotopic
mapping datasets with opposite phase encoding directions (left-right and right-left) were
collected and compared for four subjects. hV4 visual field estimates were significantly
more impacted by phase encoding direction than V1–V3. Individual differences in hV4
coverage were found between datasets; however, the results are insufficient to establish
whether the phase encoding direction can explain the hemispheric asymmetry found for
hV4 in Chapter 2.
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Introduction

Echo planar imaging (EPI) is capable of recording changes the in vivo brain in as little
as 50ms, and its speed makes it a popular choice in fMRI studies. But for these images
to be meaningful, the origin of the fMRI signal needs to be accurately localised. This
is accomplished by three gradient coils within the MRI scanner, pointing in different
directions. Each coil generates a separate, weak magnetic field with a gradual linear
change (Mansfield, 1977). These x, y and z gradients create a unique magnetic field
in every voxel, allowing each part of the functional images to be pieced together in the
correct order but still distinguished from one another, like pieces of a jigsaw puzzle.
But unlike a jigsaw puzzle, where information such as colours and patterns are used
to assemble pieces, EPIs are built by encoding information about proton atoms in various
body tissues. Specifically, their phase (i.e. the direction they point) and their frequency
(the speed at which they spin) (Elster & Burdette, 2001). One of these factors is encoded
along the x-axis of each EPI slice, and the other along the y-axis. This encoding is essential
to recording functional activity in the brain and other regions of the body however, along
the phase encoding direction in particular, it creates images that are ubiquitously affected
by susceptibility artefacts.
Susceptibility artefacts (SAs) primarily occur in the phase encoding direction of EPIs
because of its low bandwidth (Gholipour et al., 2011; Hutton et al., 2002; Jezzard & Clare,
1999). They are more severe in regions where different types of body tissue neighbour
one another (such as the boundary between grey matter and CSF), due to differences in
the magnetic properties of biological tissues (Ludeke et al., 1985).
An important point to note about phase encoding is that it can be applied in either
direction along any one of three axes. Typically, this is either left-right/right-left or
anterior-posterior/posterior-anterior, but can also be foot-head/head-foot. Depending on
which plane of the body one is imaging in, and preferences around what area is being
investigated, the phase encoding direction can be set to limit SAs in areas of interest.
However, in psychology and neuroscience the phase encoding direction is generally not
acknowledged and likely not considered when collecting fMRI data (Mori et al., 2018).
This is potentially problematic, as depending on the direction of phase encoding,
resulting EPIs will have different patterns of distortion, and there is evidence to suggest
this influences fMRI results (Mori et al., 2018). For example, in gradient-echo cartesian
EPI, a phase encoding direction applied from left-right will create compression artefacts
on the left of the image and stretching on the right; a right-left phase encoding direction
will do the opposite (Ludeke et al., 1985). Given that the brain is often sliced along
the coronal plane in fMRI studies, a left-right or right-left phase encoding direction will
result in a systematic difference in the distortion between the left and right hemispheres,
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which could manifest in results as an apparent functional difference between them. If the
distortion is bad enough, it can displace the brain signal by several voxels, potentially
even pulling data from one hemisphere of the brain to the other (Kay et al., 2019).

3.1.1

hV4 and geometric distortion

The lower boundary of hV4 is anatomically located towards the lateral edge of the ventral
occipital cortex compared with the rest of the hV4 map, making it vulnerable to geometric
susceptibility artefacts arising in the phase encoding direction (Figure 3.1).

Figure 3.1: hV4 is in a location that makes it particularly susceptible to geometric distortions arising from a left-right or right-left phase encoding direction.
In Chapter 2, left hemisphere hV4 maps were disproportionately incomplete compared
to right hemisphere maps – a finding with a precedent in hV4 literature but without explanation or companionship (Winawer et al., 2010); lateralisation of retinotopic maps
between hemispheres has not been reported for any other area. An explanation is warranted, so in Chapter 2, the left-right phase encoding direction was suggested as a possible
cause of the hemispheric asymmetry. Furthermore, any explanation should likewise entail
an asymmetry – in this case a difference between the left and right hemispheres or the
left and right sides of the EPI. The phase encoding direction is therefore worth investigating as a source of difference between hemispheres, particularly in hV4, due to its location
relative to regions where geometric susceptibility artefacts are worse (Ludeke et al., 1985).
To test the impact of geometric susceptibility artefacts on hV4, matching retinotopic
mapping datasets with opposite phase encoding directions were collected. Two primary
hypotheses are investigated; the first, that hV4 will suffer more from geometric distortion
than V1, V2 and V3, due to its location in the EPI slice. Secondly, that just under half
of hV4 maps will be incomplete, with left hemisphere coverage affected by a left-right
phase encoding direction and right hemisphere coverage by a right-left phase encoding
direction. It is further predicted that combining data from both phase encoding directions
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will improve hV4 maps by minimising differences between EPIs in vulnerable regions.

3.2
3.2.1

Materials and methods
Subjects

Six healthy subjects (three female; three male), aged 20-35 (average 25) with normal
or corrected-to-normal vision participated in the study. One subject was removed from
the scanner prior to undergoing functional scanning, as they reported pain arising from
a titanium jaw insert. Data from one further subject was excluded as they exhibited
excessive movement throughout scanning, leaving four subjects (two female; two male).
The study was approved by the Human Ethics Committee at the University of Queensland
and conducted per the guidelines of the Australian National Health and Medical Research
Council.

3.2.2

Data acquisition and processing

T1w anatomical images
Anatomical and functional data were collected at the Centre for Advanced Imaging at
the University of Queensland, using a Siemens MAGNETOM Trio 3T MRI scanner with
a 32-channel head coil.
Two T1-weighted full-brain anatomical images were collected from each subject, one
at a resolution of 0.75mm3 and the other at 0.54mm3 . The anatomical images were
aligned to one another using SPM12 (http://www.fil.ion.ucl.ac.uk/spm/), via a rigid body
transform with six degrees of freedom. Images were then resampled to 0.6mm3 and
averaged together, creating the final anatomy for use in data analysis. This anatomy
image was segmented using FreeSurfer (v 6.0.0), and the brain was extracted using HDBET; both analyses were performed on an iMac running OSX El Capitan (Fischl et al.,
2002; Fischl et al., 2004; Isensee et al., 2019). Segmentations were manually corrected
using ITKGray (Yoo et al., 2002) and installed in mrVISTA (v. 3159). 3D cortical
surface reconstructions of the left and right hemispheres were created and displayed using
mrMESH, which was also used to visualise fMRI data on the cortical surface.

3.2.3

Echo-planar images

Functional data were acquired in 36 oblique, ascending and interleaved coronal slices,
covering the occipital pole and ventral occipital cortex, at a voxel resolution of 1mm3 . A
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gradient-echo sequence was used, with a matrix size of 240x240, a FOV of 192mm and a
flip angle of 90°. A 3s TR and 30s TE were used, with an echo spacing of 1.31ms.
To test whether visual field coverage in hV4 is influenced by the phase encoding direction, data was collected using two phase encoding directions: left-right and right-left.
Data from each phase encoding direction was collected in a block, with two blocks per
scanning session (one left-right, and one right-left). Two scanning sessions were collected
per subject.

3.2.4

Visual field mapping and stimulus presentation

Visual stimuli were presented on a white screen using an LCD projector and viewed using
a mirror mounted on the head coil. The display extended to 15° eccentricity. Stimuli
were generated using MATLAB R2012a and presented using Psychophysics Toolbox (v 3)
(Brainard, 1997; Pelli, 1997).
A mid-grey background was present underneath the stimuli, which were composed
of the same flickering chequerboard pattern, under an extended grey fixation grid, as
described in Section 2.2.2), with colours randomly changing every 0.25ms (Schira et al.,
2007; Tyler et al., 2005).
Subjects performed the same attention task (pressing and holding a button when a
centre dot turned red), according to the same methods described in Section 2.2.2.
This experiment used very similar stimuli as Chapter 2 – i.e. bowties, rings and
drifting bars – with the adjustments detailed below.
Travelling wave stimuli
One issue with polar angle mapping is that depending on the direction of stimulus rotation, vertical meridian representations can be compressed differently due to BOLD travelling waves (Aquino et al., 2012; Infanti & Schwarzkopf, 2020). Therefore, the acquired
retinotopic map is not independent of the stimuli used. Thus, two forms of bowtie and
ring stimuli were used in the current experiment; a set of counter-clockwise bowties and
clockwise rotating bowties, and a set of expanding rings and contracting rings. In the
present study, this has the drawback of introducing a confound in the interpretation of
differences in phase encoding direction between maps. To account for this, the pairing
of stimulus direction with phase encoding direction was changed between subjects, and
whenever it was possible to collect extra scans from a single subject, the stimulus/phase
encoding pair was switched.
Both the bowtie and ring stimuli had 124 frames and ran for 372s. The bowties had
15 cycles whilst the rings had six. To account for the initial scanner pulse and to allow
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the BOLD response to reach baseline, the first four frames were clipped from these scans
prior to analysis.
Log-scaled drifting bars
This experiment used a bar stimulus comprised of the same flickering chequerboard as the
bowtie and ring stimuli. The bars were log scaled so that they became narrower as they
moved toward the fovea, and thicker as they moved into the periphery. This was intended
to produce more accurate pRF estimates at lower eccentricities and in lower visual areas,
which have smaller population receptive field sizes. The bars ran for a total of 564s and
consisted of 188 frames. Between every second bar sweep was a blank block, showing only
the grey background and fixation grid. The first four frames of the scans were clipped to
allow T1 saturation to stabilise prior to analysis.

3.2.5

Preprocessing functional images

Functional scans were divided into three datasets per subject. Firstly, data was sorted
by EPI phase encoding direction and processed into a left-right dataset and a right-left
dataset. These datasets were aligned independently. A third, combined dataset was made
comprised of one scanning session from each subject (containing half left-right and half
right-left scans). Scanning sessions from Subjects 1, 3 and 4 were of comparable quality,
therefore the combined dataset was made using the first scanning session. For Subject 2,
the second scanning session was used, because some data was excluded from the first due
to excessive movement.
Using only one scanning session for the combined datasets ensured that results between
all three datasets were comparable in terms of the amount of data averaged together. Any
differences between the combined and single phase encoding sessions are therefore likely
attributable to the combination of phase encoding directions.
Preprocessing of EPI images was performed using SPM12. Data were first realigned
using a two-pass procedure that registers the images to the mean EPI of all scans after the
initial realignment. Motion correction was then performed using a rigid body transform
and 7th degree B-spline interpolation. It is often the case in the fMRI experiments that
there is a lag between when measurements are recorded from the first slice of the brain
and the last slice. In this experiment, this time was 3s. To account for this, functional
images were slice scan time corrected using the first image as the reference slice, with
subsequent images shifted in time to match the reference image. Essentially, this means
statistical analyses can be performed on the data as though each slice were recorded at
the same moment in time.
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Data analysis

pRF mapping
Time courses of repeated scans were averaged, and two pRF analyses were conducted for
each dataset, using the same procedure described in Section 2.2.7. The first estimated
visual field maps based on the bar, bowtie and ring scans, and the second based the estimates only on the bar scans. As there have been preliminary reports that the BOLD
response can change upon variations to the same stimulus (i.e. a clockwise and counterclockwise rotating bowtie may have different BOLD responses (Infanti & Schwarzkopf,
2020)), the bar-only pRF model provided a means to estimate distortion between the
datasets while removing the confounding factor of stimulus direction, as the same version of the stimulus was used for scans acquired with both phase encoding directions.
Differences between the left-right and right-left bar-only pRF models should therefore be
attributable to the phase encoding direction.
Combined dataset pRF model
As the bowtie and ring stimuli had two versions, both of which were used in a single
scanning session, time series’ for the clockwise bowtie and contracting ring scans were
reversed and shifted to align with the anti-clockwise bowtie and expanding ring scans.
Time series’ for the bar scans did not need to be shifted prior to averaging. Averaged
bowtie, ring and bar scans were used to generate the combined pRF model.

3.2.7

Defining visual areas

The process used to define visual area boundaries for V1–V3 was identical to that reported
in Section 2.2.11.
Defining hV4
Three separate hV4 definitions per hemisphere were used in this study, one based on each
of the three datasets. As a result, the precise boundary of hV4 changes with each pRF
model, but the general location is the same. Because this study needed to have an independent, unbiased hV4 map to directly compare the left-right and right-left datasets, all
analyses involving hV4 were conducted using the ROI definition on the combined dataset,
except one. To fairly compare hV4 coverage, ROIs needed to account for differences in
boundary locations between datasets. Therefore, when assessing hV4 coverage, ROIs defined on individual datasets were used (e.g. left-right hV4 coverage reflects the left-right
hV4 ROI).
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An independent V1 map can be defined using automated parcellation schemes based on
cortical folding (Swisher et al., 2012). While some attempt has been made to identify hV4
based on cortical folding patterns (Witthoft et al., 2013), borders of hV4 defined solely by
anatomy does not exist, therefore using either brain anatomy was deemed inappropriate
for defining hV4 here. Likewise, the use of a global brain atlas would potentially obscure
individual differences in hV4 boundaries and once again be inappropriate for assessing
visual field coverage in individual subjects (Brewer et al., 2005).

3.2.8

Measuring distortion in visual areas

The visual field position encoded by a voxel should remain relatively stable over time.
Small changes indicate differences in visual field estimates are not much affected by the
phase encoding direction, whilst larger changes would indicate a stronger susceptibility
to estimates being affected by the phase encoding direction. Therefore, to measure the
distortion in visual areas, the absolute values of the x and y coordinates were extracted
from the bars-only pRF models and the difference between visual field position estimates
was calculated using the Pythagorean formula:
c=

√

a2 + b 2

where c is the magnitude of the difference, a is the difference in x coordinates between
datasets and b is the difference in y coordinates between datasets. To determine the effect
of the phase encoding direction in each visual area, the median difference was computed
across all voxels in the visual area ROI.

3.2.9

Measuring hV4 map smoothness and completeness

Assessments of the overall quality of the (combined) hV4 maps were made based on
measures of map smoothness. Estimates of smoothness were obtained by acquiring images
of the hV4 polar angle map from each dataset, from the same camera angle and zoom.
The images were cropped to just hV4 and rotated where necessary so that phases were
horizontal. These adjusted images were read into MATLAB where they were transformed
to greyscale using the MATLAB function RGB2Gray. The normalised root-mean-square
contrast was calculated and plotted along each column of pixels across the image. The
smoothness measure was obtained by taking the mean value of the absolute gradient of
the plotted line.
hV4 completeness was based on pRF coverage reaching or exceeding 20%, as this is
the same threshold as was used in Chapter 2. Although the stimuli used here measured
out to 15°, only the central 10° of eccentricity was used in evaluating hV4 completeness,
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as hV4 has a truncated eccentricity representation typically spanning 10° (Tyler et al.,
2005; Wade et al., 2002). The process of calculating the amount of visual field coverage
present in the hV4 ROI is the same as described in Section 2.2.12.

3.2.10

Statistical analyses

All statistical analyses were conducted using jamovi, v. 0.9 (jamovi project, 2018).

3.3

Results

In Chapter 2, the left-right phase encoding direction used during scanning was proposed
to have contributed to the finding that hV4 maps were disproportionately incomplete
in the left hemisphere. In the current experiment, two datasets with opposite phase
encoding directions were acquired, with the aim to 1) test whether the phase encoding
direction impacts hV4 visual field estimates and 2) determine if incomplete hV4 maps can
be attributed to the phase encoding direction, as geometric distortion is known to occur
as a result of this parameter.

3.3.1

Geometric distortion in functional images

To determine the position of the lower hV4 boundary relative to the EPI slice, the lower
boundary of the combined dataset hV4 ROIs was defined and displayed, along with the
main hV4 ROI, on the mean EPIs from both phase encoding datasets (Figure 3.2). These
images show that relative to the rest of the hV4 ROI, the lower boundary is in a more vulnerable location relative to the worst affected regions of the EPI, that being the air/tissue
interface around the brain. Figure 3.3 further highlights the deterioration of the EPI at
the lateral edge of the brain, and the difference in how this impacts hV4 compared to V1.
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Figure 3.2: Paired slices with opposite distortion directions are shown with the lower
hV4 boundary is outlined in white, with the entire hV4 ROI in black. Note: The ROIs
displayed are those defined in the combined datasets while the EPIs are from the left-right
and right-left datasets, and have slightly different alignments. In all subjects, the lower
hV4 boundary is closer to the edge of the EPI slice.
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Figure 3.3: T1w and mean EPIs from the left-right and right-left datasets are shown for
each subject, with ROIs of V1 (white) and V4 (black) displayed. The left-right EPIs are
overlaid with the outline of the corresponding right-left EPI and vice versa. Examination
of these images shows that the edges of the EPI slice are more impacted by the reversal
in phase encoding than regions in the middle of the brain. The proximate position of hV4
relative to these changes highlights how vulnerable it is to geometric distortion.
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Changes in visual field estimates between phase encoding
directions

The greatest differences in visual field position estimates between datasets occurred for
hV4 (Figure 3.4). A repeated measures ANOVA was conducted on the median difference
in visual field position estimates for the bars-only pRF model between the left-right and
right-left datasets. The assumption of sphericity was violated for visual area, therefore
results reported here use a Greenhouse-Geisser correction. There was a significant main
effect of visual area (F(1.02,3.06) = 11.57, p = .043, η p 2 = 0.79) but not of hemisphere.
There was no significant interaction effect between hemisphere and visual area. See Appendix B for examples of pRF position estimates from individual voxels which differ
between the left-right and right-left phase encoding directions.

Figure 3.4: Median differences in the visual field position estimates between visual areas.
hV4 was significantly more affected by distortion compared to V1, V2 and V3. Error bars
represent +- 1 SEM.
Post hoc t-tests comparing the distortion between visual areas showed that the largest
distortion was present for hV4 (Mdiff = 1.72, SD = 0.58) followed by V1 (Mdiff = 1.24, SD
= 0.26), V3 (Mdiff = 1.11, SD = 0.12) and V2 (Mdiff = 1.05, SD = 0.08). hV4 differed
significantly at a Bonferroni adjusted α from V1 (t(9) = -3.68 p = .03), V2 (t(9) = -5.18,
p = .003) and V3 (t(9) = -4.73, p = .006). Differences between other areas were not
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significant.

3.3.3

hV4 coverage between datasets and hemispheres

Visual field coverage of hV4 for the pRF models was estimated for the left-right, rightleft and combined datasets. Based on pRF sizes, the coverage in the combined models
should be reasonably comparable to the left-right and right-left models. Visual field
coverage of each hemifield quadrant was calculated based on pRF coverage plots showing
the maximum profile of pRF Gaussian functions, which range from 0-1. These were
thresholded to exclude coverage with a maximum profile below 0.8, and include pRFs
spanning up to 10° of eccentricity.
A repeated measures ANOVA was conducted on the coverage of the lower quadrant
of the hV4 hemifield to test for differences between phase encoding sessions (left-right,
right-left and combined) and hemispheres (left and right). No statistically significant
main effects or interaction effects were found, although the main effect of hemisphere was
approaching significance (F(1,3) = 7.53, p = .071), with coverage in the left hemisphere
tending to be higher than the right hemisphere. This data is presented in Figure 3.5.

Figure 3.5: Coverage in the lower hemifield quadrant of hV4. There was no significant
difference between datasets however the main effect of hemisphere approached significance.
Importantly, we did not find the same degree of incomplete hemifield hV4 maps as
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in Chapter 2. Instead, we find only a single incomplete map, in the right hemisphere
(Subject 2, right-left dataset). These results are presented in Table 3.1.
Table 3.1: hV4 visual field coverage of each hemifield quadrant in hV4, for the left-right,
right-left and combined datasets. 20% or over is considered ‘complete’.
Dataset

sub-01
sub-02
sub-03
sub-04

sub-01
sub-02
sub-03
sub-04

left-right
right-left
combined
left-right
right-left
combined
left-right
right-left
combined
left-right
right-left
combined
left-right
right-left
combined
left-right
right-left
combined
left-right
right-left
combined
left-right
right-left
combined

Upper

Middle Upper

Left Hemisphere
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Incomplete
Complete
Complete
Complete
Complete
Complete
Right Hemisphere
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete

Middle Lower

Lower

Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete

Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete

Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete
Complete

Complete
Complete
Complete
Complete
Incomplete
Complete
Complete
Complete
Complete
Complete
Complete
Complete

While no trend was observed in terms of an effect of the phase encoding direction on
hV4 visual field coverage, differences did exist between datasets for individual subjects.
pRF coverage of left hemisphere of Subject 1, shown in Figure 3.6, is the closest to the
hypothesised outcome of the left hemisphere having more complete coverage in the rightleft dataset (78%)compared to the left-right dataset (39%). The retinotopic maps of the
right hemisphere appear to show the opposite, with the left-right map having stronger
representation of the lower vertical meridian than the right-left dataset. However, the
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pRF coverage is relatively stable (48%, 47% & 44% lower quadrant coverage in the leftright, right-left and combined datasets, respectively). It appears that when the lower
vertical meridian is stronger, the upper vertical meridian is weaker; this is true of both
the left and the right hemisphere.

Figure 3.6: hV4 maps of the left and right hemispheres of Subject 1. The coverage in
hV4 changes between the three datasets. A comparison of the left hemisphere left-right
and right-left maps especially highlights the real possibility that hemispheric asymmetry
in hV4 could be due, at least in some cases, to the phase encoding direction.
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Smoothness in hV4

Correlation analyses between the median difference in visual field position across hV4
ROIs and smoothness measures showed that there was no correlation between distortion
and the smoothness of hV4 maps.
Comparing mean smoothness between the left-right, right-left and combined datasets
(Figure 3.7A) showed the combined dataset resulted in the smoothest V4 maps, although
a repeated measures ANOVA showed these differences not to be significant. Likewise, no
significant differences were present between hemispheres. There was however a significant
interaction between hemisphere and dataset (F(2,6) = 6.17, p = .035, η p 2 = 0.67), which
is shown in Figure 3.7B. Here, the left hemisphere maps were significantly smoother in
the combined dataset (M = 2.72, SD = 0.53) compared with the left-right (M = 3.8, SD
= 0.24; t(10.5) = 2.79, p = .018) and right-left datasets (M = 3.65, SD = 0.82; t(10.5)
= 2.42, p = .035). Note that a lower value indicates a smoother map.
Examples of difference in hV4 map quality between phase encoding directions are
shown in Figure 3.8. In the right-left dataset, the hV4 map is much noisier and less smooth
than the left-right dataset, while the right hemisphere again remains fairly consistent in
terms of overall quality despite changes in the appearance of the map itself.
Another example for this effect is the left hemisphere of Subject 3, where both the
left-right and right-left phase encoding sessions had hV4 maps containing some patches of
noise, which disappear in the combined session. These maps and corresponding smoothness plots are presented in Figure 3.9.
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Figure 3.7: (A) Smoothness of hV4 maps indicates a potential benefit of combining data
from reverse phase encoding directions on smoothness of retinotopic maps, however differences between datasets were not significant. (B) The left hemisphere gained more than
the right hemisphere from combining data from reverse phase encoding directions, being
significantly smoother in the combined dataset compared with the left-right and right-left
datasets. Note a smaller smoothness value indicates a smoother map. Error bars represent +- 1 SEM.
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Figure 3.8: Retinotopic maps and smoothness plots of hV4 from the left hemisphere of
Subject 2, where there is a stark difference in hV4 map quality between phase encoding
directions.
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Figure 3.9: Retinotopic maps and smoothness plots of hV4 from the left hemisphere of
Subject 3. Patches of noise are present in both maps from the individual phase encoding
sessions, which are not present in the combined map. This improvement is also reflected
in the smoothness measures.
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Discussion

This chapter aimed to assess whether the hemispheric asymmetry that was present between left and right hV4 maps in Chapter 2 could have been due to the phase encoding
direction of the data. Furthermore, the anatomical location of hV4 relative to the edge
of the grey matter/CSF interface at the edge of the brain would theoretically make hV4
more vulnerable to distortion than V1–V3. Therefore, in this chapter pairs of images
were collected with opposite phase encoding directions, and retinotopic maps of V1–V4
were estimated using pRF analyses. It was hypothesised that hV4 would be more affected
by phase encoding direction than V1–V3, and that whether the left or right hemisphere
would house more incomplete hV4 maps would depend on which phase encoding direction
was used. Results confirmed the first hypothesis however, as the hV4 map was complete
in every hemisphere, and almost every dataset (with the exception of the RH, right-left
dataset of Subject 2), we were effectively unable to test the second hypothesis. Nevertheless, hV4 maps were demonstrated to vary within a single hemisphere. As such it is
not possible to exclude the phase encoding direction as being capable of influencing hV4
coverage.

3.4.1

hV4 is impacted by geometric distortion

In Figure 3.3, the position of hV4 relative to the lateral edge of the brain was shown for
all subjects. From these images, it is apparent that hV4 is located in an area that makes
it more vulnerable to the effects of geometric distortion. Furthermore, of the entire hV4
map the lower boundary is the closest to the lateral edge of the brain (see Figure 3.2).
These observations lend credence to the idea that the venous eclipse is not the only source
of artefact that can impact coverage in hV4.
The fact that hV4 is more susceptible to the effects of geometric distortion arising from
the phase encoding direction, is solidified in comparisons of visual field estimates between
datasets. Comparing the absolute magnitude of the difference in phase mapping estimates
between the left-right and right-left datasets, shows that the difference is significantly
greater in hV4 compared to V1, V2 and V3. It can be safely assumed that where phase
encoding results in large differences in visual field position estimates across a ROI, that it
has a detrimental impact on the appearance of maps themselves. This too, is supported
by findings presented in this chapter.
It should be noted that whilst the lower hV4 boundary is closer to the lateral edge of
the brain than the remainder of the map, other visual areas would theoretically be more
affected by geometric distortion than hV4 due to their more lateral locations (for example
Lateral Occipital Cortex). LOC has been found to exhibit only weak retinotopy and what
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is known of its organisation in humans is relatively limited compared to early visual areas
and to functionally homologous regions in macaque (Grill-Spector et al., 2001). As such,
investigating whether geometric distortion impacts our ability to measure laterally lying
areas using fMRI would be beneficial in terms of understanding how phase encoding can
impact the interpretation of fMRI data, as well as potentially improving our knowledge
of how these areas are organised retinotopically.

3.4.2

hV4 maps can vary within a single hemisphere

hV4 coverage
In Chapter 2, 6/10 left hemisphere hV4 maps were incomplete. Based on this, and on a
similar finding reported by Winawer et al. (2010), it was predicted that approximately
half of hV4 maps in the present chapter would also be incomplete. However, this was not
the case. Instead, a complete hV4 map was recorded in every hemisphere, with only one
hemisphere demonstrating a complete/incomplete hV4 map in different datasets. Nevertheless, that hV4 maps can vary considerably in appearance within a single hemisphere
is demonstrated in the majority of hemispheres examined here.
A prominent example of this variation was the left hemisphere maps of Subject 1.
In the left-right dataset, lower quadrant coverage in this hV4 map was 39%. When the
phase encoding direction was right-left however, coverage of the same quadrant was 78%.
In Chapter 2, a threshold of 20% lower quadrant coverage was used to classify maps as
complete or incomplete. However, this is an arbitrary threshold, designed to make the
qualitative observations of incomplete hV4 maps quantitatively assessable. It does not
stretch the imagination too far to consider that the lower quadrant coverage of an hV4
map could easily fall above and below this threshold when phase encoding directions are
reversed. In hindsight, a better way to test the hypothesis that phase encoding may
explain some number of incomplete hV4 maps, would have been to recruit subjects in
whom an incomplete map had already been measured. Doing so would likely give more
conclusive results than what it is possible to achieve with the data acquired for this
chapter.
Why all the complete hV4 maps?
Given the aims of this chapter, it is ironically necessary to try and offer an explanation
for why only complete hV4 maps were measured in this data. The paucity of incomplete
hemifield maps in this chapter effectively prevented the examination of the hypothesis
that the hemispheric asymmetry in hV4 completeness may result from the phase encoding
direction, though it does lend further evidence supportive of the ventral hemifield model
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of human V4. In the context of this work however, that no incomplete hV4 maps were
found warrants some discussion. Besides the possibility that these maps are all simply
accurate representations of the genuine hV4 map, which just happened to free of any
artefact, several other explanations can be considered. Given that this chapter had a
smaller pool of subjects compared to Chapter 2 (four vs. ten), the result is not entirely
surprising. Of the 14 subjects used between the present chapter and Chapter 2, 7/28
hemispheres contained incomplete hV4 maps. Considering only the left hemisphere, this
becomes 6/14. This means there is approximately a 6% chance that four random subjects
will have two complete hV4 maps, and a 10% chance that all left hemisphere maps will
be complete. This may not be satisfying, but these are not improbable odds. It could
also be possible that the pool of subjects in Chapter 2 had more incomplete hV4 maps
than would ordinarily be expected, and that the present study has less.
It may also be possible that the resolution of the current data (1mm isotropic) played
a role. If at least some incomplete hV4 maps arise due to venous artefact, the smaller
voxel size used in this study compared not only to Chapter 2, but other studies reporting
incomplete hV4 maps, might reduce the chances of recording incomplete maps. Generally speaking, functional fMRI data is acquired at resolutions of between 1.5 – 3mm (at
least, this was the case for studies conducted prior to the increasingly widespread use
of submillimetre, laminar fMRI). Given that partial volume effects from large veins can
explain some component of venous artefact, larger voxel sizes may make it harder to avoid
contamination from large veins and, therefore, may increase the chances of recording incomplete hV4 maps. Smaller voxels on the other hand, would avoid more of these effects,
thus reducing the potential for venous artefact to affect the coverage of hV4 maps.
Combining phase encoding datasets may have benefits for hV4 map quality
In additional to it appearing that coverage of hV4 can indeed be affected by the phase
encoding direction, it also appears that the quality and appearance of hV4 more generally
can vary dramatically within a single hemisphere. This was most apparent in the left
hemisphere of Subject 2, where a clearly definable hV4 map was present in the left-right
data, yet in the right-left data the same anatomical location was extremely noisy, and a
coherent hV4 map was unrecognisable (see Figure 3.8). Combining data from opposite
phase encoding directions resulted in a better quality hV4 map in this hemisphere. A
similar result to this was also seen in the left hemisphere hV4 map of Subject 3 (Figure
3.9). Given the dramatic increase in the smoothness of hV4 in the left hemisphere when
both phase encoding directions were combined, it is possible that by acquiring pairs of
oppositely distorted images may have benefits in terms of improving the quality of maps.
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Phase encoding and fMRI

Mori et al. (2018) conducted one of the only studies explicitly designed to examine the
impact of phase encoding on fMRI data. In this work, the authors acquire two sets of
functional images – one with an anterior-posterior phase encoding direction and one with
a posterior-anterior phase encoding direction. The data were acquired during a restingstate fMRI experiment and results showed that functional connectivity estimation not only
differed significantly between phase encoding directions, but the effects were not limited
to regions where changes in phase encoding lead to signal drop out, but were widespread.
The authors warn that for resting-state fMRI, the direction of phase encoding should be
reported.
Similar to the study by Mori et al. (2018), which was the first to their knowledge to
examine the effect of reversing the phase encoding direction on functional connectivity
patterns, to the best of the authors’ knowledge, the effect of reversing the phase encoding
direction on retinotopic maps has not be investigated. This is not particularly surprising,
when one considers how rarely the phase encoding direction used in a study is recorded. An
assessment of the methods sections from 50 gradient echo, cartesian EPI studies showed
that only nine reported the phase encoding direction. Of these, five reported using either
a right-left (Sanchez-Panchuelo et al., 2010; Sánchez-Panchuelo et al., 2014; Swisher et al.,
2012) or left-right (Barth & Norris, 2007; Harmer et al., 2012) phase encoding direction.
Three used an anterior-posterior (Aquino et al., 2019; Boyacioǧlu et al., 2014) or posterioranterior direction (Gau et al., 2020), and one was foot-head (Beckett et al., 2012). The
consolidated list of studies included in this review is presented in Appendix B.1.
Although it cannot be said with certainty based only on this work that the phase
encoding direction influences hV4 map coverage in a systematic way, there is a very real
possibility that it at least influences maps more generally. Given the potential implications
of results, not just from the visual cortex but other brain areas, being misinterpreted
as arising from the brain when they may be a result of external factors, reporting the
phase encoding direction should be considered. Further research should also be conducted
to more firmly establish a formal relationship between recorded hV4 maps and phase
encoding.

3.4.4

Accounting for geometric distortion

Distortion is hugely dependent on many factors external to the subject. Recorded functional images ultimately depend on a combination of factors, including, but not limited
to, the B0 field, EPI slice orientation, the shape of the subjects’ brain and the angle of the
cortex relative to the B0 field (Fracasso et al., 2017; Gagnon et al., 2015; Holland et al.,
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2009a). These factors certainly create individual variability in data recorded using the
same scanner and sequences. It is likely that replicating the same combination of factors
is difficult within the same subject over different scanning sessions. To demonstrate this,
Figure 3.10 shows the left-right and right-left mean EPIs from scanning sessions 1 and 2
of Subject 1 of the present study. The differences between scanning sessions around the
lower hV4 boundary are more substantial between sessions than between phase encoding
directions. As such, correcting able to correct the distortion present in functional images
is appealing.
Geometric distortion may be an unavoidable by-product of cartesian EPIs, but it
is not irremediable. The problem of geometric distortion has long been acknowledged
in functional imaging (Jezzard & Balaban, 1995; Jezzard & Clare, 1999; Ludeke et al.,
1985), and there have been multiple proposals for how to reduce and correct it. Advances
in MRI hardware have scanning sequences have eliminated the worst of the distortion,
which was therefore more prevalent in early fMRI studies (Polimeni et al., 2018). Various
correction methods are also available. Some of these involve the use of B0 maps to
calculate the distortion field and account for its presence in functional images (Hutton et
al., 2002; Jezzard & Balaban, 1995; Reber et al., 1998). However, this can be problematic
because the B0 field can change during a single scanning session if the subject moves.
Another proposed method involves acquiring a T1w image (which only suffer minimally
from geometric distortion), that is distorted in the same manner as the functional images
(Polimeni et al., 2018). The utility of this method would depend on whether it was
acceptable for some region of the brain be distorted, based on the aims of the study.
Perhaps the most prevalent type of distortion correction methods however, involve
using pairs of oppositely distorted images to create a single, corrected image (Andersson et al., 2003; Chang & Fitzpatrick, 1992; Duong et al., 2020; Holland et al., 2009b;
Ruthotto et al., 2013). Two of more well-known and available of these are HySCO, which
is implemented in SPM (Ruthotto et al., 2013), and TOPUP, which has been integrated
into FSL (Andersson et al., 2003) however, both of these were designed for diffusion tensor
images, not fMRI. Given that geometric susceptibility artefacts are worse in high resolution fMRI at high field strengths, and that studies using ultra-high field strengths and
depth-dependent methods are becoming more popular, distortion correction is becoming a
more crucial topic (Duong et al., 2020). As such, there is every possibility that whatever
the precise effect of phase encoding on retinotopic maps of hV4 may be (or have been
historically), future studies may more easily overcome this measurement problem.

CHAPTER 3. SET PHASES TO ENCODE

81

Figure 3.10: Mean EPIs from Subject 1, sessions 1 and 2 of scanning. Note the differences
in the region indicated by the arrows in all four images, which are more pronounced
between scanning sessions than between phase encoding directions. The lower boundary
of the hV4 ROI is highlighted in white; the whole hV4 ROI is shown in black. The location
of the lower boundary highlights why this area might be more susceptible to effects arising
from the phase encoding direction than the rest of the hV4 map.
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Conclusion

Although this chapter was not sufficient to establish a firm link between phase encoding
direction and hemispheric asymmetry in hV4 maps, the possibility that this link exists
cannot be ruled out. Furthermore, the changes in hV4 maps in the same hemisphere with
a different phase encoding direction show that this area is highly vulnerable to impacts of
this scanning parameter. The differences seen in multiple hV4 maps are backed up by the
larger magnitude difference in hV4 visual field estimates between phase encoding directions, compared to early visual areas. Taken together, the results of this chapter indicate
that the phase encoding direction may be another source of measurement insufficiency
which, like the venous eclipse, has hindered the ability of researchers to accurately assess
the retinotopic organisation of hV4.

Chapter 4
As above, so below? Depth-dependent
effects of anomalous responses
In Chapter 2, we demonstrated a link between inverted haemodynamic responses and the
venous eclipse, supporting similar findings from previous authors (Olman et al., 2007;
Puckett et al., 2014). Anomalous responses were also linked to disruptions in the orderly
appearance of retinotopic maps, which were restored or improved in many hemispheres by
correcting inverted time courses. Nevertheless, questions remained unanswered – such as
the extent to which the venous eclipse is capable of impacting responses in neighbouring
areas and how far it penetrates through layers of grey matter. This chapter aims to
address these questions by examining venous eclipses, inverted haemodynamic responses
and retinotopic maps across cortical depth.
Approximately 10% of findings in this chapter were published in preliminary format
(with two subjects) in the following article, which was written based on work entirely
done as part of this PhD:
Boyd Taylor, H., Puckett, A., Isherwood, Z., & Schira, M. (2019). Vascular effects on
the BOLD response and the retinotopic mapping of hV4. PLOS ONE, 14, e0204388.
https://doi.org/10.1371/journal.pone.0204388
Here, these findings are significantly extended, now including most of the subjects
from Chapter 2, as well comprising a thorough statistical examination of retinotopic
maps, inverted and positive haemodynamic responses and venous eclipses across cortical
depth.
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Introduction

Menon (2011) summarises what he calls the brain vs. vein debate, highlighting the fact
that the contribution of veins – including the overlying macrovasculature – was regarded
early on as a problem in functional brain imaging. Characterising the response of voxels
dominated by venous artefact remains an active area of investigation (Kay et al., 2019).
Typically, these voxels are regarded as being dominated by noise, having high variances
and strong BOLD signal change, with some authors suggesting they can also display an
inverted response (Duyn et al., 1995; Kay et al., 2019; Lee et al., 1995; Menon et al.,
1993; Olman et al., 2007; Puckett et al., 2014). These identifying characteristics provide
a series of criteria by which anomalous voxels may be excluded from analyses in order to
improve the overall accuracy of results.
The identification of venous eclipses in the visual cortex by Winawer et al. (2010)
brought the contributions of draining veins into surface based fMRI. In particular, these
authors demonstrated that venous eclipses coincide with both the anatomical location
of macrovasculature structures and noisy regions of retinotopic maps. The term ‘venous
eclipse’ is apt, given they appear on the cortical surface as dark, elongated shadows in
mean intensity maps. This is due to the high concentration of dHB in veins, that results
in a lower luminance in these voxels compared to grey matter voxels.
In Chapter 2, the role of venous eclipses in potentially obscuring underlying retinotopic
organisation in human V4 was a central thesis. Findings supported work by Puckett et
al. (2014) and Olman et al. (2007) that voxels containing venous artefact coincide with
inverted voxels. While Winawer et al. (2010) suggest that hV4 maps are incomplete when
the transverse sinus (TS) is within 1cm of the lower vertical boundary of hV4, it has not
been precisely established whether the presence of a venous eclipse can alter neighbouring
responses. Therefore in Chapter 2, we were conservative in assigning a pairing between
the venous eclipse being present and the completeness of hV4 maps. We assumed that
a venous eclipse had the potential to impact any nearby regions, not just those directly
underneath or next to the vein, therefore attributing some incomplete hV4 maps to venous
eclipses that were nearby, but not directly on top of, the lower hV4 boundary.
Venous eclipses were identified in 9/20 hemispheres in Chapter 2, where they were
often disjointed and ambiguous (seen in Figure 4.1, which shows an example of a typical
‘venous eclipse’ identified in Chapter 2). It was speculated that partial volume effects
and depth-wise averaging of grey matter responses might have reduced the visibility of
venous eclipses, and led to the appearance of interstices in what may otherwise have been
elongated shadows on the cortical surface. The use of gradient echo EPI sequences (which
are overall more sensitive to signals arising from veins) to conduct depth-dependent fMRI
routinely show the strongest signal modulations at depths closest to the pial surface, where
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macrovascular structures lie (Fracasso et al., 2016; Koopmans et al., 2010; Polimeni et al.,
2010; Puckett et al., 2016). Depth-dependent, surface based fMRI should therefore be
an ideal method for investigating venous eclipses in greater detail than is possible with
traditional depth-wise analyses.

Figure 4.1: Depth-wise averaged mean intensity map from the right hemisphere of Subject
5 (Chapter 2), showing what appears to be a venous eclipse (outlined in white) however,
it does not conform to the elongated, vessel-like shadow that might be expected based on
macrovascular venous anatomy.
This chapter primarily aims to examine venous artefact and inverted haemodynamic
responses in depth-dependent layers of grey matter, with the intent on establishing how
far this artefact spreads, both laterally across a surface and perpendicular through cortical
depth. We hypothesise that venous eclipses will appear most strongly in the uppermost
surface, as this will be closest to the pial surface and the macrovasculature. We further hypothesise that the effect of the venous eclipse will diminish systematically with increasing
cortical depth, as responses are recorded further away from overlying veins. We predict
higher percentages in inverted responses will be present in the uppermost surface, and
will be more heavily concentrated in the venous eclipse than surrounding it. We further
expect a diminishing impact of the venous eclipse with increasing lateral distance from
it. A secondary aim of this chapter is to examine hV4 maps across cortical depth. Here,
we expect that hV4 coverage will be worse in the uppermost surface due to its proximity
to the transverse sinuses.
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Materials and methods
Subjects

Subjects and data included in this chapter are the same as in Chapter 2, with the exception
of two – due to a data corruption issue we were not able to perform analyses on Subjects
9 and 11. As such, eight healthy subjects (five female), aged 21–26 years with normal
or corrected-to-normal vision participated in the study. The experiment was conducted
with the understanding and written consent of each subject and was approved by the
University of New South Wales Human Research Advisory Panel (HC14262).

4.2.2

Experimental protocols shared with Chapter 2

The visual field mapping, stimulus presentation, data acquisition, preprocessing and cortical surface reconstruction procedures used here are identical to those described in detail
in Chapter 2.2.

4.2.3

Depth-dependent surface reconstructions

To examine the response of voxels at independent cortical depths, a series of three parallel
cortical surfaces were constructed at the following grey matter depths: 0mm (the initial
grey/white surface segmentation), 1mm and 2.5mm (Figure 4.2). To achieve this, the
grey/white segmentation for each subject was imported into Caret, v. 5.65 (Van Essen
et al., 2001), which was chosen as it can generate precise surfaces located parallel to the
defined surface at each vertex, using non-integer coordinates for node locations. These
expanded surfaces are comprised of the same number of edges and nodes as the original,
manually defined surface, and share a single topography. This simplifies analyses by
enabling the direct comparison of data between surfaces.

Figure 4.2: Grey/White, 1mm and 2.5mm surfaces generated by Caret (shown: RH,
Subject 1).
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Although most subjects had segmentations initially constructed using Freesurfer, some
were done entirely manually. Therefore, we chose to use a surface expanded 2.5mm
from the grey/white segmentation as our uppermost surface, instead of the pial surface
generated by Freesurfer. Given the human visual cortex is on average 2–3mm thick (Fischl
& Dale, 2000), the 2.5mm surface should be located in the upper grey matter layers while
avoiding sampling directly from CSF or large venous structures. Nevertheless, we cannot
guarantee that no volume or partial volume effects are present, particularly in V1 which
has a thinner layer of grey matter (2–2.5mm thick (Adler–Wagstyl et al., 2015; Scholtens
et al., 2015). In contrast, the 1mm surface would be located roughly in mid grey matter,
where it would be expected to both avoid macrovascular venous artefact and benefit from
a higher SNR and less signal variability than the 2.5mm surface (Polimeni et al., 2010).

4.2.4

Data analysis

fMRI data were manually aligned to the anatomical data using mrVista, v. 3159. Time
courses were averaged across repeated runs for the bowties, rings and full field scans, and
then linearly interpolated from the mrVista volume space onto the depth-dependent surfaces using MATLAB R2012B. FFT analyses were performed for the interpolated bowtie
and ring time courses, and correlation analyses were computed for the full field time
courses. Normalised mean intensity maps using the full field data were also generated.

4.2.5

Defining Regions of Interest and visual areas

Defining V1–V4
Results were displayed on the surfaces using mrMesh. Although visual area ROIs for
V1–V4 were defined previously in Chapter 2, it was necessary to redefine them for this
chapter, as the caret surfaces are defined by a list of nodes, rather than a set of coordinates
as mrVista surfaces are. As such, the original ROIs could not simply be displayed on the
depth-dependent surfaces, which unavoidably results in slight differences between the
precise boundaries of visual areas between this chapter and Chapter 2. However, we have
attempted to minimise this by including the original, depth-integrated ROIs defined in
Chapter 2 as an additional criterion in guiding ROI definition here. As the mrVISTA
and caret surfaces are not being directly compared, minor differences in precise boundary
locations is of limited concern. What is more important is the capacity to directly compare
responses within the same ROI across surfaces, and as caret surfaces at different depths
have the same node, a given ROI has only to be defined once and then transferred across
depths, allowing this critical comparison to take place. ROIs of visual areas V1–V4 were
defined on the 2.5mm surface, according to the same criteria presented in Section 2.2.11.
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Removing Negative BOLD Responses
To limit the influence of Negative BOLD Responses (NBRs) on our results, NBR ROIs
were defined outside early visual area ROIs (just beyond the eccentricity range of the
visual display system), for each subject and hemisphere, based on correlation maps from
the full field data. Visual area ROIs for V1–V3 were then cropped, excluding any voxels
that overlapped between these and the NBR ROIs. To remove NBRs from V4 ROIs, we
excluded vertices containing eccentricity values equal to or larger than 5.5°, as this was
the maximum eccentricity of our stimuli. For the majority of V4 ROIs, no voxels required
removal – the maximum number of vertices removed from any V4 ROI was six. This
highlights the limited eccentricity range covered by V4 (Tyler et al., 2005; Wade et al.,
2002).
Defining the venous eclipse
Because a primary aim of this chapter is to investigate the penetration of the venous
eclipse, both through grey matter depth and laterally across a surface, defining accurate
and tightly restricted ROIs around venous eclipses was imperative. To achieve this, venous
eclipses were defined automatically based on normalised mean intensity values from mean
maps of the full field flash stimulus. Based on the appearance of venous eclipses on the
2.5mm surface maps, a mean intensity value of 0.65 was chosen as an upper limit, and
vertices with a lower value than this were defined as a venous eclipse. The resulting
ROIs were carefully checked using visual inspection to ensure that they were reasonable
definitions of the venous eclipse; we find that this resulted in a very accurate definition
of these regions. Figure 4.3 shows three examples of the venous eclipse ROIs. To restrict
our analyses to V1–V4, any indices from venous eclipse ROIs that fell outside the visual
area ROIs were removed.

CHAPTER 4. AS ABOVE, SO BELOW?
Figure 4.3: Examples of the venous eclipse ROIs as defined by normalised mean intensity values. The full venous eclipse ROIs are
outlined in black on the 2.5mm surfaces for three hemispheres. NB. The right hemisphere of Subject 5 is depicted here and in Figure
4.1 of this chapter, where it was shown using the depth-integrated data from Chapter 2. These ROIs have been cropped to exclude
vertices lying outside V1–V4.
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Removing the venous eclipse from visual area ROIs
Regardless of whether any signal is recoverable from fMRI data containing venous artefact,
it is desirable to examine the effect and efficacy of removing signal dominated by venous
contributions from fMRI data. Previous studies have achieved this by excluding data
based on time course characteristics associated with veins – i.e. strong signal amplitudes
and high variance (Olman et al., 2007), or the use of additional scans such as venograms
to identify locations that should be excluded (Koopmans et al., 2010). Here, we use a
surface-based method of defining the venous eclipse and could therefore easily remove
overlapping indices from the venous eclipse and visual area ROIs, thereby creating a set
of visual areas ROIs with the venous eclipse present and absent. These ROIs were used
to compare responses before and after removal of the venous eclipse, and to gauge the
efficacy of venous artefact removal using a surface based method, without reference to the
anatomy or the need for additional scans such as venograms.

4.2.6

Measuring distance

To gain an understanding of how far the effects of the venous eclipse can spread tangentially across a surface, it was necessary to ‘grow’ the venous eclipse ROIs in Euclidean
distance, to account for the gyrification of the surface. To achieve this, a series of ROIs
spanning 1mm were grown around the venous eclipse ROI in 1mm increments, up to
a distance of 5mm away. This procedure followed the shortest path from the venous
eclipse ROI to the surrounding mesh nodes, using a fast-marching algorithm, which was
implemented in MATLAB R2012b (Puckett et al., 2016; Sethian, 1999).

4.2.7

hV4 smoothness across cortical depth

To test the smoothness of V4 maps across cortical depth, the same procedure was used
as that described in Sections 2.2.14 and 3.2.9.
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Results

This chapter aimed to examine the impact of venous artefact on the fMRI signal across
cortical depth and tangentially across the cortical surface. In Chapter 2, venous artefact
was shown to be associated with an inverted haemodynamic response to a control stimulus
in the form of a full field flash. Thus, vertices (as a proxy for voxels in this chapter) are
categorised into inverted and positive haemodynamic responses, and the inverted vertices
are used as an indicator of venous contamination. We find that venous artefact is most
prominent at the 2.5mm surface and decreases with cortical depth, both in terms of
the overall number of inverted vertices and the strength of the inverted haemodynamic
response. Additionally, we find that venous contamination is tightly coupled with the
venous eclipse itself, and spreads minimally outside of it across the surface. In terms of
retinotopic maps, we find disrupted areas to be the most prominent on the 2.5mm surface
within the venous eclipse ROI, but outside these areas, this uppermost surface produces
the smoothest hV4 maps.

4.3.1

Venous eclipses across cortical depth

Normalised mean maps for the 2.5mm surfaces show clearly and in detail what appear to
be venous eclipses caused by the superior sagittal sinus (SSS) and TSs in all hemispheres.
The intensity of the venous eclipse and its effect on haemodynamic response functions
varied between subjects. Figure 4.4 presents normalised mean maps from two subjects –
one with the highest number of inverted vertices present in the venous eclipse (Subject
6) and one with one of the lowest (Subject 4). Inverted vertice percentages within the
venous eclipse for these subjects were 14.7% and 1.8% respectively, averaged over the left
and right hemispheres.
The clarity of venous eclipses in the 2.5mm data is in contrast to the depth-integrated
mean maps presented in Chapter 2, where averaging the response from the 3mm above
the grey/white boundary was suspected of weakening the appearance of the venous eclipse
in some places, to the extent that it often could not be identified. In the depth-dependent
maps, venous eclipses increasingly weaken in appearance with depth, frequently disappearing entirely at the grey/white surface. Mean intensity maps for all subjects are presented
in Appendix C.

CHAPTER 4. AS ABOVE, SO BELOW?
Figure 4.4: Venous eclipses appear strongly 2.5mm from the grey/white boundary, dropping dramatically 1.5mm lower, at the 1mm
surface, and all but disappear at the grey/white surface. Differences exist between subjects in normalised mean intensity and the
drop in intensity through depth, both inside and outside the venous eclipse.
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A reduction in the overall mean intensity is apparent with decreasing cortical depth
in many subjects, which likely reflects the fact that the mean EPI signal is generally
stronger in layers of grey matter closer to the pial surface. Strikingly, responses in regions
immediately surrounding the venous eclipse show a high mean intensity despite being
adjacent to venous artefact; this was particularly evident in the 2.5mm and 1mm data.

4.3.2

Inverted haemodynamic responses

In Chapter 2, it was observed that correcting the time course of every inverted voxel
resulted in some maps appearing worse post correction, with this problem largely disappearing when the correction was limited to voxels with correlations less than -0.1. It is
likely that most correlations weaker than this, in both a positive and negative direction,
are random, therefore for all the analyses conducted in the present chapter, positive and
inverted vertices are restricted to those with correlations stronger than 0.1/-0.1.
We tested for differences between the right and left hemispheres for all the analyses
included below. No significant differences were found, therefore all results presented here
are averaged across hemispheres.
Inverted haemodynamic response frequency across cortical depth
To examine inverted responses across cortical depth, and inside and outside the venous
eclipse, a repeated measures ANOVA was used to compare the percentages of inverted
vertices between the 2.5mm, 1mm and grey/white surfaces in combined V1–V4 ROIs,
before and after removing venous eclipse vertices. The assumption of sphericity was
violated for surface and the surface*visual area interaction thus, results reported here
have been Greenhouse-Geisser corrected. There was no significant difference in inverted
response frequency between surfaces however, there was a significant difference in the
percentage of inverted vertices present before and after removing venous eclipse vertices
(F(1,7) = 5.68, p = .049). The average number of inverted vertices decreased from 2.07%
(SD = 1.62) to 1.40% (SD = 1.54) after removing the venous eclipse.
A significant interaction between surface and venous eclipse presence was also found
(F(1.15,8.06) = 10.34, p = .011, ηp2 = 0.596), with post-hoc comparisons showing a significant drop in the percentage of inverted vertices for the 2.5mm surface after removal of
venous eclipse vertices (t(14) = 4.464, p = .008; Figure 4.5).
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Figure 4.5: Removal of venous eclipse vertices from V1–V4 resulted in significantly fewer
inverted responses at the 2.5mm surface. ** indicates significance at a Bonferroni adjusted
α of .01. Error bars represent +-1 SEM across subjects.

Inverted haemodynamic responses accounted for by the venous eclipse
In Chapter 2, inverted responses clustered in the region of the venous eclipse. Therefore,
to test the extent to which the venous eclipse accounts for the total number of inverted
vertices, a repeated measures ANOVA was conducted on the percentage of inverted vertices contained within the venous eclipse for the 2.5mm, 1mm and grey/white surfaces, as
a function of the total number of inverted vertices in V1–V4. Recall that in this experiment, venous eclipse ROIs were defined by a mean intensity and then cropped to include
only the regions within combined V1–V4 ROIs.
We find a significant main effect for surface (F(2,14) = 27.5, p <.001, ηp2 = 0.797),
where for the 2.5mm data, 65.8% of all inverted vertices within V1–V4 were located inside
the venous eclipse (SD = 25). This reduced to 40.8% (SD = 28.3) for the 1mm surface and
22.8% (SD = 18.5) for the grey/white surface (Figure 4.6). Bonferroni adjusted post hoc
comparisons show the differences between each surface to be significant, with the most
significant difference being between the grey/white and 2.5mm surfaces (t(14) = -7.38,
p < .001), followed by the 1mm and 2.5mm surfaces (t(14) = -4.29, p = 0.002) and the
grey/white and 1mm surfaces (t = -3.09, p = 0.024).
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Figure 4.6: The proportion of inverted responses accounted for by the venous eclipse
reduces with cortical depth. * indicates significance at a Bonferroni adjusted α of .05; **
indicates significance at a Bonferroni adjusted α of .01. Error bars represent +-1 SEM
across subjects.
Inverted vertices and disturbed polar angle maps within the venous eclipse
Depth-dependent correlation maps show that inverted responses are tightly restricted to
locations within the venous eclipse, but not outside of it, at the 2.5mm surface. This
indicates that whilst responses immediately beneath surface vessels behave anomalously,
those directly adjacent to them behave with expected, positive responses. This effect
is still mostly present at the 1mm surface however, there are altogether fewer inverted
vertices within the venous eclipse at this cortical depth. At the grey/white surface this
reduces further, with more inverted responses appearing outside the venous eclipse.
Correlation maps from Subjects 4 and 6 that correspond to the mean intensity maps
presented in Figure 4.4 are shown in Figures 4.7 and 4.8. Here, the reduction in inverted
vertices can be seen clearly in Subject 6 (in whom the highest percentage of inverted
vertices within the venous eclipse was present) however, in Subject 4 (in whom the venous
eclipse was weaker at the 2.5mm surface), the same effect is not present. Outside the
venous eclipse, correlations are strongest for the 2.5mm surfaces, becoming less so with
increasing cortical depth. This appears true of both positive and inverted responses, as
well as negative BOLD responses.
As with the strength of the venous eclipse and number of inverted responses, the
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effects of the venous eclipse on polar angle maps differs between these two subjects. In
the 2.5mm polar angle maps of Subject 6, the orderly arrangement of phases is disturbed
in regions corresponding to inverted responses (see black arrows in Figure 4.7), with these
same regions becoming smoother for the 1mm and grey/white surfaces. In contrast, this
disturbance is not present in the polar angle maps of Subject 4, in whom the percentage
of inverted vertices within the venous eclipse was low.

CHAPTER 4. AS ABOVE, SO BELOW?
Figure 4.7: Correlation and polar angle maps of Subject 6 (LH), with the venous eclipse ROI outlined in black. At 2.5mm, inverted
responses are tightly coupled to the venous eclipse, becoming less so with increasing cortical depth. Likewise, disturbances in the
polar angle map in this region are most prominent for the 2.5mm surface, reverting to sensible phases for the 1mm and grey/white
surfaces.
97
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Figure 4.8: Correlation and polar angle maps of Subject 4 (LH), with the venous eclipse ROI outlined in black. Despite the presence
of the venous eclipse, comparatively few inverted vertices are present in this region, and polar angle maps do not appear to be
affected by this artefact.
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Inverted vertices and geodesic distance from the venous eclipse
Having determined that inverted responses cluster heavily within the venous eclipse, especially at the 2.5mm surface, we sought to compare to what extent the venous eclipse
influences response sign laterally across the surface. Inverted haemodynamic response
frequency was calculated as a percentage of total responses within the venous eclipse and
in incremental geodesic ROIs surrounding the venous eclipse (1, 2, 3, 4 and 5mm distant).
Results were examined using a 3-way repeated measures ANOVA.

Figure 4.9: Depth-dependent comparison of the percentage of inverted vertices at increasing distances from the venous eclipse in geodesic space. The venous eclipse ROI at the
2.5mm surface had significantly more inverted vertices than every other surface*distance
measure. Within the venous eclipse, the 2.5mm surface differed significantly from both
the 1mm and grey/white surfaces (Bonferroni adjusted p <.001). ** indicates significance
at a Bonferroni adjusted α of 0.01. Error bars represent +-1 SEM across subjects.
A significant main effect was found for distance from the venous eclipse (F(5,35)
= 4.838, p = 0.002, ηp2 = 0.41); there were no significant differences between surfaces.
Bonferroni adjusted post-hoc comparisons show the percentage of inverted vertices in
the venous eclipse differed significantly from all surrounding distances, indicating a drop
in the percentage of inverted vertices immediately neighbouring the venous eclipse in
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geodesic space. Regions surrounding the venous eclipse did not significantly differ from
one another. The results of these post hoc tests are presented in Table C.4 of Appendix
C.
There was also a significant interaction between surface and distance from the venous
eclipse (F(10,70) = 9.123, p <.001, ηp2 = 0.566; Figure 4.9). A significant drop-off as
present in the percentage of inverted vertices within the venous eclipse compared to 1mm
outside it for the 2.5mm surface (p <.001, Bonferroni adjusted – see Table C.6 of Appendix
C for full statistical results). The effect is visible but less prominent (and not significant)
at the 1mm surface and not present at the grey/white surface. This finding reflects the
correlation maps from Subject 6 that were presented in Figure 4.7, showing the tight
coupling of inverted vertices to the venous eclipse ROI, but not outside it, at the 2.5mm
surface. This correlation becomes less coupled with increasing cortical depth, suggesting
a causal difference between inverted vertices within the venous eclipse and those outside
of it. Within the venous eclipse, there were significant differences between the 2.5mm and
1mm surfaces (p <.001) and between the 2.5mm and grey/white surfaces (p <.001).

4.3.3

Response intensity, amplitude and correlation at increasing
geodesic distance from the venous eclipse

The impact of the venous eclipse on neighbouring grey matter has not been well documented. To determine this impact, the mean intensity, correlation and amplitude values
in response to the full field stimulus were analysed. Each of these responses was averaged across subjects, and compared between the venous eclipse and the five surrounding
geodesic distance ROIs, using repeated measures ANOVAs. Figure 4.10 presents the
results of these analyses.
For all three measures, significant main effects (p < .001) were found for surface
(grey/white, 1mm and 2.5mm) and distance (within the venous eclipse, and at 1, 2, 3,
4 and 5mm away). Please see Tables C.1, C.2 and C.3 in Appendix C for full statistical
results. There were also significant surface*distance interaction effects for mean intensity
(F(10,70) = 138.1, p <.001, ηp2 = 0.952), amplitude (F(10,70) = 9.41, p <.001, ηp2 = 0.57)
and correlation (F(10,70) = 23.1, p <.001, ηp2 = 0.77), which are explored in a series of
post hoc t-tests, all Bonferroni adjusted for multiple comparisons.
Overall, the post-hoc results indicate that the venous eclipse has minimal ability to
affect responses at distances as little as 1mm away, and its effects are overwhelmingly
restricted to the 2.5mm surface. At 2.5mm, the venous eclipse had significantly lower
mean intensities than the surrounding 1mm (t(52.3) = -18.916, p <.001). This was also
true for the 1mm surface, though the effect was not as strong (t(52.3) = 7.172, p <.001;
Figure 4.10A). At the grey/white surface, mean intensity did not vary between the venous
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Figure 4.10: Mean intensity, amplitude and correlation values within the venous eclipse
and increasing geodesic distances away. * indicates significance at a Bonferroni adjusted
α of .05; ** indicates significance at a Bonferroni adjusted α of .01. Error bars represent
+-1 SEM across subjects.

CHAPTER 4. AS ABOVE, SO BELOW?

102

eclipse and any surrounding distances.
Responses within veins have consistently been shown to have higher amplitudes than
other responses. This is reflected in the amplitude values within the venous eclipse compared to the immediately adjacent responses. Amplitudes within the venous eclipse at
the 2.5mm surface were significantly higher than surrounding 1mm amplitudes (t(84.5)
= 5.54, p <.001). The same effect was not present for the 1mm and grey/white surfaces
(Figure 4.10B).
A similar interaction between surface and distance is seen for correlation values as for
mean intensity, whereby there is a significant difference between the venous eclipse and
surrounding 1mm for both the 2.5mm and 1mm surfaces (t(51) = -7.32, p <.001 and
t(51) = -4.07, p = .025, respectively). At the grey/white surface, correlations within the
venous eclipse did not significantly differ from the surrounding 5mm (Figure 4.10C.
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4.3.4

Impulse response functions across depth

The following section presents impulse response functions (IRFs) for positive and inverted
vertices, which were averaged across subjects for each surface.
Within the venous eclipse, inverted IRFs broadly conform to the same shape and
pattern of a typical IRF. At the 2.5mm surface, response amplitude was much greater than
for the 1mm and grey/white surfaces for both positive and inverted IRFs. Excepting this
large discrepancy, amplitudes of both responses still scale with cortical depth, becoming
weaker toward the grey/white boundary (Figure 4.11). Impulse response functions for
V1–V4 before and after removing venous eclipse vertices are shown in Figure 4.12; vertice
counts for all IRFs are presented in Table 4.1.

Figure 4.11: Positive and inverted impulse response functions for the venous eclipse, across grey matter depth.
Both positive and inverted responses
within the venous eclipse scale with
cortical depth, being strongest at the
2.5mm surface, followed by the 1mm
and grey/white surfaces. Responses
within the venous eclipse are more variable than responses in visual areas V1–
V4 (see Figure 4.12). Error bars represent +-1 SEM across subjects.
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Figure 4.12: Positive and inverted impulse response functions for V1–V4, before and after removing venous eclipse vertices from
ROIs. Inverted responses scale with cortical depth, having the strongest amplitudes at the 2.5mm surface. However, this only
appears to be the case when the venous eclipse is included in the ROI. This indicates that the strongest inverted responses are being
driven by the venous eclipse, though there is a subset of weaker inverted responses outside of it. Error bars represent +-1 SEM
across subjects.
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IRFs show that both positive and inverted responses scaled with cortical depth in V1–
V4, being strongest at the 2.5mm surface for all ROIs. There was a general weakening of
the response amplitude with increasing visual area hierarchy. In V1 and V2, the scaling
effect was present for inverted IRFs at 1mm and the grey/white surface, but this seems to
disappear in V3 and V4. Higher variability and weaker responses characterised inverted
IRFs compared to positive IRFs for all areas and surfaces. It appears as though the scaling
of inverted responses across cortical depth disappears once the venous eclipse is removed.
To examine this more closely, mean amplitudes for positive and inverted responses
before and after removing the venous eclipse were calculated for combined V1–V4 ROIs,
and are presented in Figure 4.13. Vertice counts for these plots are presented in Table
4.2. These findings reinforce that the venous eclipse is driving the strongest inverted
responses however, this is mostly restricted to responses at the 2.5mm surface. Removing
the venous eclipse dramatically reduces amplitudes at 2.5mm, but inverted responses still
scale with cortical depth, becoming weaker closer to the grey/white boundary. Inverted
amplitudes are lower compared to positive responses.

Figure 4.13: Amplitudes from V1–V4 (combined) before and after removing the venous
eclipse ROI, averaged across subjects. Positive response amplitude decreases slightly at
the 2.5mm surface after removing the venous eclipse, while the inverted amplitude drops
significantly at the 2.5mm surface. However, inverted responses still scale with depth,
even after removal of the venous eclipse. Error bars represent +-1 SEM across subjects.

Grey/White

1mm

2.5mm

ROI

Positive

Inverted

Positive

Inverted

Positive

Inverted

Venous eclipse
V1
V2
V3
V4
V1 ven eclipse removed
V2 ven eclipse removed
V3 ven eclipse removed
V4 ven eclipse removed

19 148
35 657
28 329
26 308
7 944
27 989
22 051
22 759
6 918

383
349
613
732
246
280
470
654
167

18 379
37 859
31 086
30 668
9 661
30 650
25 265
27 009
8 612

648
331
544
359
173
143
237
303
83

13 451
35 104
29 575
31 147
10 007
30 194
25 163
28 405
9 096

16 679
838
962
385
273
220
256
221
132
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Table 4.1: Total vertice counts across all subjects for impulse response functions
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Grey/White

Before removal of venous eclipse
After removal of venous eclipse

1mm

2.5mm

Positive

Inverted

Positive

Inverted

Positive

Inverted

98 238
79 717

1 940
1 571

109 274
91 536

1 407
766

105 833
92 858

2 458
829
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Table 4.2: Total vertice counts across all subjects and ROIs for amplitudes, before and after removing the venous eclipse
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Together, all of these findings indicate that there are two separate groups of inverted
responses that appear in the visual cortex. A group of strong inverted responses that
cluster inside the venous eclipse and dominate at depths closer to overlying macrovascular
structures and a second subset of that exists outside the venous eclipse. This second group
increase in frequency with grey-matter depth away from the pial surface and towards the
grey/white boundary. They are also weaker than those within the venous eclipse, and
scale with cortical depth just as positive responses do.

4.3.5

Retinotopic maps across cortical depth

Retinotopic maps of V1–V4 were displayed on the depth-dependent surfaces and mainly
assessed via visual inspection. The depth-dependent polar angle maps were of comparable
quality to FFT maps generated using depth-integrated methodology for early visual areas. hV4 tended to be more difficult to identify. Regardless, changes were clearly present
between surfaces in some hV4 maps. Figure 4.14 shows polar angle maps from the right
hemisphere of Subject 3 and the left hemisphere of Subject 10. In both instances, careful
examination of the lower hV4 boundary reveals that it becomes tighter and more defined
at the 1mm surface compared to the 2.5mm surface. This holds for the grey/white surface however, at this layer the orderly phases become more disturbed. This indicates
that depth-dependent polar angle data may allow more accurate assessments to be made
regarding the organisation of hV4, especially as earlier results in this chapter show that
venous artefact can be avoided in deeper layers. Polar angle maps for all subjects and
hemispheres are presented in Appendix C.
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Figure 4.14: Retinotopic maps of V1–V4 across cortical depth show that the 2.5mm and 1mm surfaces are generally smoother for
all visual areas, although even at the grey/white surface V1–V3 maps are of high quality. V4 appears to become less smooth with
increasing cortical depth, and the region anterior to V4 that corresponds with areas VO1/VO2 appears to especially suffer with
increasing depth (highlighted by arrows). The lower boundary of V4 becomes more pronounced at the 1mm and grey/white surfaces
in both these subjects, but especially for Subject 3 (top row).
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Smoothness across cortical depth
Smoothness in hV4 was compared between hemispheres and grey matter depths using a
repeated measures ANOVA, with results indicating significant main effects of hemisphere
(F(1,7) = 5.67, p = .049, η p 2 = 0.447) and depth (F(2,14) = 5.5, p = .017, η p 2 = 0.44).
Bonferroni adjusted post-hoc comparisons showed the left hemisphere (M = 2.54, SD =
0.47) to be smoother than the right hemisphere (M = 3.27, SD = 0.74; t(7) = -2.38,
p = .049). Across grey matter depths, the 2.5mm surface was the smoothest (M = 2.79,
SD = 0.66), significantly differing from the grey/white surface (M = 3.06, SD = 0.86;
t(14) = 3.235, p = .018). There was no significant difference between the 2.5mm and
1mm surfaces or the 1mm and grey/white surfaces. Comparisons of smoothness between
hemispheres and surfaces are shown in Figure 4.15.
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Figure 4.15: Mean smoothness across subjects; a smaller value indicates a smoother
map. A) The left hemisphere was smoother than the right hemisphere; B) Smoothness
decreased with cortical depth, with the 2.5mm surface being significantly smoother than
the grey/white surface. Error bars represent +-1 SEM across subjects.
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hV4 maps across cortical depth

Because the depth-dependent polar angle maps are generated from FFT analyses rather
than the pRF analyses used in Chapter 2, the same assessments of hV4 completeness
– based on the pRF coverage plots – cannot be made here. Furthermore, the use of a
bowtie stimulus instead of a single wedge prevents the discrimination of the left and right
hemifields in polar angle phase estimates from the FFT, meaning standard visual field
position plots could not be generated. As such, assessments of hV4 completeness are
avoided in favour of comparing the appearance of the lower hV4 boundary between the
three surfaces, with the aid of polar angle histograms showing the distribution of phases
present within the displayed hV4 maps. The following section is something of a case study
of three hV4 maps, which in Chapter 2 were all classified as incomplete. hV4 maps from
all subjects are presented in Appendix C.
In Chapter 2, left hemisphere hV4 maps of Subjects 3, 6 and 10 were typical of ‘incomplete’ maps – with coverage extending from the upper vertical meridian to approximately
3/4 of the visual hemifield. Yet, these subjects each represented different outcomes in
terms of the results from Chapter 2 (which are reproduced in Figure 4.16). For Subject 3,
the depth-integrated mean maps showed a venous eclipse directly over part of the lower
hV4 boundary, and correcting inverted responses restored part of the missing hV4 coverage in this region. For Subject 6, no venous eclipse was apparent near hV4, yet visual field
coverage was incomplete, and a hemifield was not restored post correction (although the
map did get smoother – see Figure 2.6 in Chapter 2). For Subject 10, no venous eclipse
was apparent near hV4 yet correcting inverted voxels did restore a complete hemifield. To
gain a deeper understanding of these three cases, careful visual examination of the mean
intensity, correlation and polar angle maps was conducted across the 2.5mm, 1mm and
grey/white surfaces, which are shown in Figures 4.17, 4.18 and 4.19.
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Figure 4.16: Depth-integrated mean intensity and polar angle maps of hV4 from the left
hemispheres of Subjects 3, 6 and 10, which were presented in Chapter 2.
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Figure 4.17: Depth-dependent maps of Subject 3, LH, showing mean intensity, correlation and polar angle. The venous eclipse and
inverted responses/low correlations penetrate all the way through to the grey/white surface. Venous artefact is located along the
lower boundary of hV4 (black). The severity of this artefact may explain this incomplete hV4 map. In Chapter 2, correcting inverted
voxels restored the lower quadrant coverage of this map from 19.1% to 25.8% (with 20% being the threshold for ‘complete’). The
arrows highlight a tiny representation of the lower vertical meridian that appears in the grey/white data. This is reflected in the
histograms of polar angle coverage, where there is slightly more representation of the lower quadrant (angles of approximately 1-3
radians) for the grey/white surface.
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Figure 4.18: A minor reduction in intensity is present along the left/lower boundary area of hV4 of Subject 6 (indicated by arrows)
however, it does not appear severe enough to cause inverted responses in this region. The polar angle map is incomplete (stopping
approximately 1/4 away from the lower vertical meridian). What might be a polar angle representation of the lower vertical meridian
appears just beneath the defined lower hV4 boundary in the 1mm and grey/white surfaces. The V3/hV4 boundary also becomes
stronger with increasing depth in this subject. The cluster of negatively correlated responses marked by the * on the 2.5mm
correlation map are most likely NBRs (see Figure 4.7 earlier in this chapter for full correlation map of this subject).
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Figure 4.19: No venous artefact is present along the lower hV4 boundary of Subject 10 however, correlations are generally weak along
this border for all surfaces. Despite this, at the 1mm surface the map appears to extend to the lower vertical meridian. In Chapter 2,
correcting inverted voxels restored this incomplete map from 11% to 86% coverage in the lower hemifield quadrant. Across cortical
depth, it appears as though this may have been driven by the correction of inverted voxels at lower depths, which are unlikely to be
caused by surface macrovasculature.
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When venous eclipses are present at the 2.5mm surface but disappear at the 1mm
surface, an incomplete map of hV4 can switch to a complete map. This is shown in
Figure 4.20. This confirms the hypothesis of Winawer et al. (2010) that venous eclipses
can obscure the lower hV4 boundary in some subjects, but also highlights this can be
avoided using depth-dependent fMRI.
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Figure 4.20: A venous eclipse obscures part of the hV4 boundary at the 2.5mm surface, but disappears at the 1mm surface, where
coverage extends all the way to the lower vertical meridian. This is reflected in the polar angle histograms representing the spread
of angles within each map, where for the grey/white surface there is a far more homogenous distribution of phases and a strong
representation of the lower quadrant, including the lower vertical meridian (polar angles of approximately 2-3 radians).
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Discussion

In Chapter 2, correcting inverted responses was shown to improve coverage near the lower
hV4 boundary in some hemispheres. However, it was not always possible to link these
responses with a venous eclipse. This raised the question of whether venous artefact was
present in the corrected responses but undetectable in mean intensity maps, or whether
the venous eclipse could simply not explain every incomplete map we recorded. The current chapter aimed to clarify these questions. Based on the results, we can add four major
points to the conclusions drawn in Chapter 2. Firstly, the venous eclipse is strongest in
cortical grey matter closer to the pial surface. Secondly, it has minimal ability to spread
throughout neighbouring grey matter. Thirdly, there are two distinct groups of inverted
responses, one associated with venous artefact and one not, but each is nevertheless capable of impacting hV4 maps. Finally, by utilising depth-dependent methodology, venous
artefact near hV4 can be avoided.

4.4.1

The venous eclipse is most easily identifiable in upper grey
matter

It was predicted that venous eclipses would appear most strongly at the 2.5mm surface,
due to its proximity to the TSs and other large surface veins. Based on the mean intensity
maps shown in Figure 4.4, this certainly appears to be the case. Multiple studies have
associated venous artefact with low mean intensities (Kay et al., 2019; Winawer et al.,
2010). Here, definitions of the venous eclipse based on a normalised mean intensity value
of 0.65 were found to give highly accurate portrayals of the venous eclipse on the 2.5mm
surface. This is a somewhat qualitative method for defining venous artefact, being initially
informed by visual inspection. More quantitative methods for segregating venous artefact
from other responses are documented.
Kay et al. (2019) used a Gaussian Mixture Model to determine the likelihood of a vertex
belonging to a distribution of dark intensities, and determined that a normalised mean
intensity value of 0.75 classified so-called ‘dark vertices’. As with results reported here,
these authors find dark vertices to be more prevalent at outer cortical depths compared to
middle and lower grey matter. Like Winawer et al. (2010), Kay et al. (2019) convincingly
demonstrate that veins are the primary contributor of mean intensity drops. However, Kay
et al. (2019) also accurately point out that the appearance of dark vertices at outer cortical
depths may not only be due to deoxyhaemoglobin-induced susceptibility effects arising
from veins. Partial volume effects from CSF, EPI distortion, poor surface reconstructions
or other inaccuracies in image processing could cause a darkening of intensity at upper
cortical depths.
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In this Chapter, we focussed on the analysis of maps exactly as they appear on the
cortical surface. As such, we did not collect venograms or map the coincidence of the
mean intensity drops with the venous anatomy of each subject like the two aforementioned
studies. As such, we cannot guarantee that all of the effects present on the surface are
due solely to veins. However, it is clearly demonstrated that where these effects appear
in mean intensity maps, they are often reflected in polar angle and correlation maps.
Additionally, it is shown that these responses can easily be removed by thresholding data
based on mean intensity, or avoided by looking instead at data from mid-grey matter.
Another point relating to the appearance of venous eclipses/dark vertices, is that they
varied in intensity between subjects. For example, Subject 6 showed very low-intensity
responses throughout much of the venous eclipse, whereas in Subject 4 there were only
small regions of extremely low intensity values – see Figure 4.4. Like with the results
indicated in Chapter 3 and the discussion involving the dural sinus anatomy in Chapter
2, this shows that individual differences in brain maps are common, and adds a layer of
nuance to results that is generally not acknowledged in fMRI studies.

4.4.2

The venous eclipse has limited lateral spread

Available research suggests that the venous eclipse can impact hV4 from as far as 1cm
away from the lower edge of the map (Winawer et al., 2010). The actual evidence available
for this however, is limited to an observation by Winawer and colleagues, which is not
really discussed, nor is an explanation given for why this may be the case. As such, in
this chapter we sought to assess the impact of venous artefact in regions surrounding the
venous eclipse, and to determine more precisely how localised its effects may be.
Consistently, our findings indicate that as little as 1mm outside the venous eclipse
there is little reason to think that responses are unreliable. On measures of amplitude,
mean intensity and correlation, there is a sharp change in the response within the venous
eclipse compared to the 1mm immediately surrounding it. This varies slightly depending
on the measure that was analysed, but even in instances where there was still an effect
1mm away, on every indicator, no trace of venous artefact was present 2mm away. This is
still significantly closer than the 1cm reported by Winawer et al. (2010). So what might
account for this discrepancy, and what does it mean for hV4?
A significant point of difference between this study and Winawer and colleagues’, is
the fMRI sequence used. Here, we use a gradient echo cartesian EPI, which as discussed
in Chapter 3, causes distortion in susceptible regions of the image. On the other hand,
Winawer and colleages’ use a spiral sequence which blur images instead of distorting them
(Block & Frahm, 2005; Glover, 2011; Sangill et al., 2006). Notably, this blurring is more
pronounced in regions where susceptibility artefacts arise, such as those due to the TSs.
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What this means is that, because spiral images would be more blurred around the TS,
the resulting impact on the fMRI response may spread beyond the venous eclipse to more
distal areas. Essentially, spiral sequences may blur data around the lower boundary of
hV4 more than the same region is distorted in cartesian EPIs.
For data presented in this thesis, this means that unless a venous eclipse is directly
lying atop the lower vertical meridian representation of hV4, there is no reason to expect
the hV4 map to be incomplete if incomplete maps are solely caused by the venous eclipse.
As we find multiple incomplete maps with no venous eclipse across the lower boundary,
other explanations for these maps must be considered. One example was indicated in this
chapter by the data from Subject 10, for whom the incomplete left hV4 map appeared to
be driven by inverted responses in lower grey matter, and for which no cause is known.
Evidence presented in Chapter 3 indicates that geometric distortion related to phase
encoding can also significantly alter hV4 maps (see Figure 3.6).

4.4.3

Inverted responses differ inside and outside the venous eclipse

Numerous studies have linked inverted haemodynamic responses with veins (Duyn et al.,
1995; Olman et al., 2007; Puckett et al., 2014). However, results from the present chapter
indicate a further breakdown of responses with negative time courses within activated
brain regions – those occurring within the venous eclipse, and those outside. Within the
venous eclipse, inverted responses are likely due to concentrations of deoxyhaemoglobin
inducing a signal change in grey matter directly underlying large veins.
In this chapter, we show that although the majority of inverted responses at the 2.5mm
surface occurred within the venous eclipse, however, this was not the case for the 1mm
and grey/white surfaces. Removing the venous eclipse from visual area ROIs had no
effect on the percentage of inverted vertices at the grey/white surface. This indicates that
here, the venous eclipse may not be the cause of inverted responses found even within
the venous eclipse ROI. Indeed, considering that there is little darkening at this layer
when studying mean intensity maps, it is highly likely that inverted responses at the
grey/white boundary have an entirely different cause. Given that removing the venous
eclipse vertices from ROIs resulted in a shift away from the 2.5mm surface having the
most inverted vertices, to the grey/white surface (see Figure 4.5), learning more about
these two different types of inverted response will help to determine whether and how
they can be remedied or avoided in the future.
As it stands, we can for now only speculate. Observation of the correlation maps at the
1mm and grey/white surfaces show that outside the venous eclipse, inverted responses are
distributed randomly and tend not to cluster the way they do within the venous eclipse
in upper layers. This distribution points to towards a more random cause. Though we
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cannot say with certainty what that might be, they may simply be due to a lower SNR
in deeper grey matter, which increases the frequency of random negative correlations,
potentially including some strong negative correlations (recall that we excluded responses
with correlations between -0.1 – 0.1). Like the venous eclipse however, these responses
may also be the result of deoxyhaemoglobin-induced signal change in small veins. In lower
cortical layers, these smaller veins dive through the grey matter from the cortical surface
before bending at a right angle upon reaching the white matter and branching back up
into lower grey layers (Duvernoy et al., 1981) (Figure 4.21). This explanation fits with
recent modelling of the laminar BOLD response, showing leakage of deoxyhaemoglobin
occurs from lower to upper cortical depths (Havlicek & Uludag, 2019). It is also possible
that these responses are being selectively inhibited, potentially due to functional and
connectivity differences between the various layers of grey matter (Huber et al., 2017;
Muckli et al., 2015).

Figure 4.21: Schematic of arteries and veins of the human cortex. Veins (blue) dive
through the grey matter and then bend at a right angle at the white matter and reach
back toward the pial surface.

4.4.4

The venous eclipse can be avoided using depth-dependent
fMRI

The effects of the venous eclipse diminish with cortical depth. This is true for measures
of amplitude, correlation, mean intensity and inverted response frequency. For some of
these measures (i.e. mean intensity and amplitude), differences between surfaces are still
significant for inner grey matter depths (i.e., between grey/white and 1mm) however, this
is not the case for either the percentage of inverted vertices within the venous eclipse,
or the mean correlation. Although there are nuances in assessments of the effect of the
venous eclipse across depth, depending on which measures are looked at, in all instances
the 1mm surface is significantly less impacted by artefact than the 2.5mm surface.
Whilst inverted responses cluster densely within the venous eclipse in upper grey matter, they drop off with increasing depth, constituting less than half (40.8%) of all inverted
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vertices at the 1mm surface, and 22.8% at the grey/white surface. Furthermore, careful examination of Figure 4.10 shows that at distances of 1-1.5mm away from the venous
eclipse, regardless of whether this occurs parallel (i.e. across the surface) or perpendicular
(through grey matter depth) to the ROI, the effect of the venous eclipse has dissipated.
The implication of this being that by utilising depth-dependent methods, the venous
eclipse can be avoided – even at the moderate fMRI resolution of 1.5mm3 .

4.4.5

Positive and inverted impulse response functions scale across
cortical depth

Magnitudes of the positive BOLD response in V1 or for small, straight sections of cortex
have been shown in numerous studies to decrease systematically with cortical depth (De
Martino et al., 2013; Fracasso et al., 2017; Goense & Logothetis, 2006; Polimeni et al.,
2010; Puckett et al., 2016; Ress et al., 2007; Zhao et al., 2004). We find the same pattern
of responses for positive impulse response functions, with the strongest response at the
2.5mm surface, followed by the 1mm and then grey/white surfaces, in V1–V4. Removal
of venous eclipse vertices does not affect PBRs, with the strongest signals still recorded
for 2.5mm. Koopmans et al. (2010) reported that removal of venous responses from data
resulted in a shift in the peak (positive) response from the pial surface towards mid-grey
matter. This is consistent with our findings, where the uppermost depth examined was in
mid-ish-grey matter. Previous work that used a maximum upper distance of 3.2mm from
the grey/white boundary reported the strongest signal at the 2.5mm surface (Puckett
et al., 2016).
Whilst NBRs have likewise been shown to scale with cortical depth (Fracasso et al.,
2017), inverted HRFs have not been investigated. We show that in V1–V4, inverted
responses scale with cortical depth in the same fashion as their positive counterparts.
There was large difference in the amplitude of inverted responses between the 2.5mm
and 1mm surfaces prior to removing the venous eclipse however, this disappears after
its removal. This points to the proximity to overlying veins as driving the strongest
inverted responses recorded in the visual cortex. The change in mean amplitude of inverted
responses at 2.5mm after removal of the venous eclipse further points to a difference in
the cause of these responses inside and outside the venous eclipse. We find that signal
amplitudes within the venous eclipse tend to be stronger and more variable than those
outside it, which is consistent with previous literature indicating stronger signal change
(i.e. a highly variable response) in venous regions (Duyn et al., 1995; Lee et al., 1995).
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Polar angle maps and hV4 across cortical depth

Non-homologous disturbances in the polar angle maps of early visual areas were present,
where they coincided with venous artefact and inverted responses (Figure 4.7). These
disturbances contribute to the appearance that these regions map non-neighbouring points
in the visual field, contrary to what is understood about the organisation of visual cortex.
This is in agreement with the same finding reported for V1 in previous studies (Puckett
et al., 2014; Winawer et al., 2010). Furthermore, these minor disturbances were corrected
by flipping the time courses of inverted responses in the work of Puckett et al. (2014). In
Chapter 2, it was discussed that responses to the full field flash may not necessarily be
indicative of responses in differential stimuli (Olman et al., 2007), and as such there was a
question about how legitimate the inverted response correction might be. In the present
chapter however, it is shown where minor disturbances appear in the 2.5mm phase maps,
they revert in the 1mm and grey/white data, as venous artefact dissipated and inverted
responses flipped to positive. This indicates that the correction procedure applied by
Puckett and colleagues and in Chapter 2 of this work is likely to be efficacious, at least
insofar as it applies to correcting inverted responses which arise from venous artefact.
A similar result occurs outside the venous eclipse in some areas, when inverted responses are more prominent at the grey/white boundary than at the 1mm and 2.5mm
surfaces. In the case of Subject 10 (LH), the map of hV4 was complete at the 2.5mm
surface, but with the appearance of inverted responses along the lower boundary at increasing depths unrelated to a venous eclipse, the lower vertical meridian representation
disappeared. The cause of these inverted responses might dictate whether correcting them
results in a more accurate hV4 map; though arguably, the organisation present at 2.5mm
should match what is present at the grey/white surface and as such, the corrected version
of this map should be considered reliable.
In the three hV4 maps presented in Figures 4.17, 4.18 and 4.19, which were all incomplete in Chapter 2, candidates for the lower vertical meridian of hV4 appear at different
cortical depths, depending on the source of inverted responses near this representation.
This is especially noteworthy, because it further points to the potential of depth-dependent
fMRI being a means to avoid venous artefact and gain a more accurate picture of the existing hV4 map.
Related to the general appearance of retinotopic maps across depth is the smoothness
of hV4 maps. Smoothness was shown to decrease between the 2.5mm and grey/white
surfaces however, the 2.5mm and 1mm surfaces were comparable. This coincides with
correlation maps and inverted vertice frequency showing the grey/white boundary to have
higher numbers of inverted responses (outside the venous eclipse) compared to the 1mm
and 2.5mm surfaces. hV4 maps in the right hemisphere were less smooth than those in
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the left hemisphere however, this should be interpreted with caution. Whilst it is the case
that the TS is often larger in the RH and therefore it is reasonable to predict RH maps
to appear worse, the smoothness measure is not particularly well suited to comparing
between different hV4 maps. This is because it depends on the geometry and size of the
map, which varies between hemispheres and subjects.
Traditionally, the quality of retinotopic maps has not been evaluated quantitatively.
Kay et al. (2019) reasonably critique that surface visualisations are somewhat qualitative
and therefore, it is difficult to assess the reliability of results displayed in this manner.
A more robust measure of the smoothness or coherence of retinotopic maps that would
allow them to be easily compared between subjects and hemispheres would be needed to
establish the validity of smoothness results reported here.
In general, retinotopic maps of V1–V4 across cortical depth are easily identifiable and
fairly consistent in appearance. However, the region anterior to hV4, where VO1 and VO2
are located, appears to deteriorate from upper to lower layers of grey matter. Dumoulin
and Wandell (2008) pointed out the importance of factoring in pRF size when mapping
visual areas, especially those with larger population receptive fields. As these higher order
areas on average have larger pRFs compared to V1–V4, the implementation of pRF maps
across cortical depth will likely improve the appearance of this region in the future.

4.4.7

Limitations and future work

This chapter aimed to establish a baseline level of understanding of how the venous eclipse
affects responses of perpendicular and tangential grey matter, and the resulting impacts
on retinotopic maps, particularly of hV4. The work presented here contributes several new
findings to existing work on the impact of veins in depth-dependent fMRI. For example,
it is shown that the inverted responses seen throughout cortical depth different depending
on whether they occur inside or outside venous eclipses. Furthermore, these can impact
the apparent coverage of hV4 just as inverted responses within the venous eclipse can. It is
also shown that at a moderate functional resolution (1.5mm), venous effects can be more
clearly articulated using surface-based methods, even with a limited number of cortical
depths. Doing so provides additional information that is useful when interpreting the
apparent completeness of hV4. Nevertheless, higher resolution data and the examination
of more surfaces may extend these findings further.

4.5

Conclusion

Winawer et al. (2010) stated that venous artefact from the TSs can obscure the lower
portion of the hV4 visual field map, including the lower vertical meridian, when this
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vein is anatomically within 1cm of the lower boundary. To determine this, the authors
obtained and segmented venograms of each subject so that the position of the TS relative
to hV4 could be explicitly determined. The various costs involved in fMRI data collection
makes this a somewhat unideal method for assessing which region of the brain responses
are unreliable due to veins on the surface. As such, a method that can be easily applied
retrospectively and without the need for additional scans would be beneficial.
Using surface based depth-dependent fMRI at 3T, very clear images of the venous
eclipse can be obtained and easily excluded from analyses. Although the venous eclipse
can impact underlying responses (through to 1mm above the grey/white boundary, and
potentially further in some subjects), it has minimal capacity to influence responses lying
laterally to it. This means that its ability to obscure the lower hV4 boundary is potentially
less profound that previously thought, at least in gradient echo, cartesian EPI sequences.
Two populations of inverted responses are identified, disturbing the order of human
visual cortex. The presence of these responses stands in contrast to what is known about
the orderly retinotopic organisation of the human visual cortex. In one example, inverted
responses located outside the venous eclipse appear to cause an incomplete map of hV4
– which was successfully corrected in Chapter 2 by flipping inverted voxel time courses.
Here, a similar result is seen in the hV4 map at 2.5mm, where responses were positive.
It increasingly appears that problems mapping hV4 are compound, and as elegant an
explanation as the venous eclipse is, it simply does not tell the full story.

Chapter 5
Discussion
5.1

General summary

The aim of this work was to investigate several factors that potentially confound accurate
fMRI measurements of retinotopic maps, with the goal of deepening our understanding of
what impacts the appearance of areal boundaries of human V4. Prior to this undertaking,
there was some evidence to suggest the transverse sinuses (TSs) can occlude measurements
of the lower V4 boundary in some hemispheres (Winawer et al., 2010). Tangentially,
there was a suggestion that this occlusion could potentially be lifted by identifying and
correcting responses of inverted voxels in hV4, which were shown to be more frequent here
compared to V1–V3 (Puckett et al., 2014).
Thus, Chapter 2 examined the coincidence of venous eclipses and inverted responses
around retinotopic maps of hV4 and whether correcting such responses could restore ‘missing’ parts of the map. It was discovered that incomplete hV4 maps could not always be
explained by a nearby venous eclipses. Correcting inverted responses could sometimes,
but not always restore the lower quarter of incomplete hV4 maps. Notably, the left hemisphere disproportionately housed incomplete hV4 maps compared to the right hemisphere,
a finding seen in other work, though not discussed (Winawer et al., 2010).
It was speculated that the left-right phase encoding direction used for data acquired
for Chapter 2 may have been to blame. This was investigated in Chapter 3 by collecting retinotopic mapping data with reverse phase-encoding directions, and examining the
completeness of hV4 maps. Results from this chapter were somewhat inconclusive. While
dramatic differences were present in some maps when the phase-encoding direction was
reversed, an absence of incomplete hV4 maps and small subject pool meant we could not
conclusively link the hemispheric asymmetry to the phase encoding direction. However,
results did show that compared to V1, V2 and V3, hV4 is disproportionately impacted
by the phase encoding direction, as measured by the difference in visual field position
127

CHAPTER 5. DISCUSSION

128

estimates between the left-right and right-left datasets.
Returning to venous eclipses and inverted responses, particularly the relationship between them and how it varies with distance, in Chapter 4 the ability of the venous eclipse to
impact neighbouring responses was explored. It was shown that whilst the venous eclipse
does seem capable of influencing responses in underlying grey matter, largely at 2.5mm
above the grey/white boundary, it appears to have minimal ability to spread laterally
across the surface. This is an important piece of information, and offers an opportunity
to re-evaluate findings from Chapter 2, where the necessarily conservative answer to the
question ‘Is that venous eclipse close enough to explain this incomplete hV4 map?’ was
‘Based on the limited evidence available, we must assume so’.
Chapter 4 also showed that inverted responses can be broken down into at least two
groups – those that fall within the venous eclipse and those outside. It seems apparent
from the results of this chapter that these two groups of responses have different properties
and probably different causes, though what drives inverted responses outside the venous
eclipse is unknown. Furthermore, it seems these non-venous inverted responses are also
capable of causing incomplete hV4 maps and potentially explain pairings of incomplete
maps when no venous eclipse is present along the lower hV4 boundary.

5.2

Great expectations

Modern visual neuroscience has its origins in the aftermath of the Russo-Japanese War.
Japanese opthalmologist Tatsuji Inouye worked with surviving soldiers who had sustained
bullet wounds to their visual cortex. He reconstructed what remained of their visual field,
and determined which part of their brain was damaged based on the path of the bullet that
hit them. In doing so, Inouye described the first visual field map of human V1 (Inouye,
1909). Inouye’s work was replicated and refined by other studies of wounded soliders in
WWI, most notably by Gordon Holmes, whose work was more accessible (Holmes, 1918).
Then, in 1991, Jonathan Horton and William Hoyt revisited Holmes’ map of V1, further
refining our understanding of this area (Horton & Hoyt, 1991).
With these exceptions however, the systematic investigation of visual field maps in
humans was virtually non-existent until functional imaging technologies were developed.
Though vastly limited compared to what we know about the visual cortex today, what
Inouye, Holmes and others taught us about human V1 by the sixties was enough to prompt
the investigation of a potentially similar organisation of the visual cortex in non-human
primates (NHP). As a proxy to further understand the human brain, research began on
the visual cortex of various species, most notably macaque monkeys, and it is here that
things become a little ironic. The map of V1 in humans lead to the concept that NHP
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might also have a primary visual cortex. Then, the seminal discovery by Semir Zeki in
1969 that V1 was actually the first of multiple, repeated visual field maps in macaque
monkeys lead us back to humans, where speculation began that maps of V2 and V3 might
also exist in our brain (Zeki, 1969).
When fMRI not only made it possible to obtain clear, detailed retinotopic maps of the
human visual cortex, there was already an expectation for how these maps should appear.
Not only did early fMRI studies confirm what was already known about the organisation
of V1 based on human research, but also the existence of human V2 and V3, just as
described in macaque monkeys (Dobelle et al., 1979; Essen et al., 1992; Essen et al., 1984;
Tootell et al., 1988; Zeki, 1969; Zeki & Sandeman, 1976). Thus validated, fMRI research
hit the ground running.
It is probably not surprising therefore, that when we expected to find human homologues, not just of macaque V1, V2 and V3, but also VP and dorsal and ventral V4,
candidates for all these areas were visible in images (Sereno et al., 1995). Early studies
were also in "substantial" agreement about these areas (Engel et al., 1997), although the
observation that "human and simian cortical organisation may begin to differ in extrastriate cortex at, or beyond V3A and V4" was made (DeYoe et al., 1996). Nevertheless,
the idea that human V4 was organised differently to macaque V4 did not gain widespread
acceptance for over a decade.
Some limited evidence for chromatic responses in human dorsal cortex (Wade et al.,
2008) along with the asymmetric representation of V4 in macaque cortex (Gattass et
al., 1988) mean a vestigial V4d in humans cannot be ruled out, retinotopic mapping
studies from the mid-1990s onwards increasingly indicated that human V4 was a ventral
hemifield, in spite of the frequent recording of incomplete hV4 maps (Brewer et al., 2005;
Goddard et al., 2011; McKeefry & Zeki, 1997; Tootell & Hadjikhani, 2001; Wade et al.,
2002; Winawer et al., 2010). Now decades on from when the problem of mapping V4
first presented itself, there remains no concrete answer. So why is mapping human V4
so tricky? This thesis has attempted to address this question, as well as to investigate
potential ways to overcome some noted problems when mapping human V4.

5.3

Why is mapping human V4 so difficult?

There is no straight or easy answer to the question of why mapping human V4 has
proved so problematic. Musings of measurement insufficiencies dot the literature, but the
phenomenon of incomplete maps has mostly been answered with a shrug and the hope
that future technologies will be more fruitful at getting to the answer than present ones.
So have they?
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hV4 and the venous eclipse

One hope came with the now familiar method of population receptive field mapping, first
proposed by Dumoulin and Wandell (2008). Attempting to uncover the secrets of human
V4 with this new method, Winawer et al. (2010) instead discovered the venous eclipse and
its supposed ability to obfuscate the lower boundary of hV4. According to Winawer et
al., when the large, overlying transverse sinus was within 1cm of the lower hV4 boundary,
incomplete maps were recorded; further away than this and hV4 was complete. As an
explanation both for why mapping hV4 has been difficult historically and for incomplete
maps themselves, the venous eclipse is rather neat. But as shown in Chapters 2 and 4 of
the present work, this is insufficient to explain all incomplete hV4 maps.
There are three points regarding the venous eclipse that arise from Winawer et al.
(2010).
1. What specific structure causes the venous eclipse?
2. Why would venous eclipses impact left and right hV4 maps differently?
3. Can the venous eclipse affect responses up to 1cm away and if so, why?
The first is the simplest to address. In their paper, Winawer et al. (2010) do not
explicitly define the venous eclipse as being the result of only the transverse sinus, though
its orientation within the magnetic field does create more severe signal loss around this
vein than the other dural sinuses. This implies that retinotopic maps of hV4 would be hit
harder by venous artefact than early visual field maps.
It is arguable however, that it is not the case that hV4 is more susceptible to venous
artefact than early visual areas. While inverted responses are more frequent under the
venous eclipse, no difference in inverted voxel frequency was found for V4 compared to V1,
V2 and V3 in Chapter 2 of this work. Furthermore, in Figure 10 of Winawer et al. (2010),
they point out large B0 shifts and phase errors along the V1/V2 boundary, very similar
to results presented in Figure 4.7 of Chapter 4. This artefact most likely comes from the
superior sagittal sinus, despite its orientation within the scanner being less orthogonal
to the B0 field, and therefore less likely to distort it than the TSs (Ogawa et al., 1990;
Winawer et al., 2010).
However, even if venous eclipses can arise from any large surface veins, and even if hV4
is disproportionately impacted by venous artefact compared to V1–V3, this does not explain the hemispheric asymmetry in hV4 coverage asymmetry described in Winawer et al.
(2010), and confirmed in this work. These authors found hV4 maps were incomplete more
often in the left hemisphere than in the right hemisphere. This is in complete agreement
with the findings presented in Chapter 2. Yet there is no currently understood reason for
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this asymmetry. Why the venous eclipse (or the TSs) would impact left hemisphere hV4
maps more than right hemisphere maps is not only unknown, but it does not accord with
reports of the TS anatomy, where the available evidence suggests that if anything, right
hV4 maps should be incomplete more often than left maps, because the right TS is larger
than the left in most individuals (Bisaria, 1985; Saiki et al., 2013). A potential explanation for why the opposite is the case may lie in the possibility of a systematic difference
between the left and right TSs, and their precise orientation within the scanner.
Because there is an interaction between the orientation of a cylinder filled with deoxygenated blood and the mean magnetic field, differences in the orientation of the two
TSs could exacerbate the effects in one hemisphere over the other. If the left TS were
more orthogonal to the direction of the B0 field than the right TS, left hemisphere hV4
maps might be disproportionately impacted (Ogawa et al., 1990; Winawer et al., 2010).
Another possibility could be that there are differences in the relative anatomical positions
of the TS and hV4 maps between hemispheres. If the left TS tended to be closer to hV4,
maps in this hemisphere would reasonably be incomplete more often. However, neither
of these possibilities have been examined.
The third point about the venous eclipse, relating to the distance from which it can
impact hV4, is contradicted by evidence presented in this thesis. While Winawer et al.
(2010) claim that when the transverse sinus was within 1cm of the lower hV4 boundary
incomplete maps were measured, there is no explanation given for how this conclusion
was reached (i.e., whether it was based on geodesic space and the physical position of the
transverse sinus, or the position of venous eclipses relative to hV4 on the surface). Neither
was it explained how the venous eclipse would be able to affect responses so far away. In
the results presented in their paper, even regions with the largest absolute shift in the B0
field (up to 10 Hz) occupy relatively small widths of cortex, certainly smaller than 1cm.
Furthermore, responses outside this narrow region appear completely normal (see Figures
4 and 10 of Winawer et al. (2010)), much like the many maps shown in Chapter 4 of this
work.
In Chapter 4, it was shown that the lateral spread of the venous eclipse is minimal.
Even as little as 1mm outside the venous eclipse ROI, the effects on the fMRI response
seen within it dissipate for most measures (mean intensity, amplitude and correlation),
and any detectable effect of the venous eclipse disappears completely 2mm away (see
Figures 4.10 and 4.9). This indicates that unless there is a venous eclipse directly on top
of the lower vertical meridian representation of hV4, it cannot explain incomplete maps.
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Overcoming the venous eclipse: inverted response correction
Multiple authors have noted the coincidence of inverted haemodynamic responses and
large veins (Duyn et al., 1995; Olman et al., 2007), but Puckett et al. (2016) were the first
to try and correct these responses. They showed that where inverted responses disturbed
polar angle maps of V1, correcting them could bring these regions to order. Though
Winawer et al. (2010) characterised anomalous responses in the venous eclipse as delayed,
we show in Chapter 2 that these responses can more accurately be classified as inverted.
Furthermore, correcting these responses convincingly restored the missing lower quarter
of hV4 in some incomplete maps (see Figures 2.5 and 2.7).
Inverted responses may not only be due to the TS or other large surface veins. In
Chapter 4, excluding the venous eclipse from visual area ROIs did not entirely remove
inverted responses. Instead, it appears that there are two separate groups of inverted
responses. Those within the venous eclipse account for the majority of responses in outer
layers of grey matter, while in mid and deep grey matter more inverted responses reside
outside the venous eclipse.
Because large veins can de-localise the fMRI signal, one might argue that correcting
inverted responses in veins is fruitless (Olman et al., 2007). However, if hV4 is disturbed
due to inverted responses that are too distant from veins, either laterally or perpendicularly, for their signal to be displaced, correcting inverted responses should make these hV4
maps more reliable. This seems to have been the case for the corrected map of Subject
10 in Chapters 2 and 4.
Based only on the results presented in Chapter 2, there was some reason to doubt
the efficacy of correcting inverted responses, because the process assumes that responses
to the full field accurately predict inverted responses occurring in the same voxels in
other stimuli, which may not be accurate (Olman et al., 2007). However, the depthdependent results presented in Chapter 4 indicate the correction procedure is reliable.
This is because the effect of flipping inverted time courses on improving disturbed polar
angle maps is remarkably similar to the effect of measuring polar angle maps across layers
of grey matter at different distances from venous artefact (Figure 4.7). Disturbed polar
angle maps close to the pial surface are ‘corrected’ at middle and deep grey matter, simply
by being far enough away from surface artefact to avoid its effects. These results provide
further evidence that correcting inverted responses is a legitimate way to overcome venous
artefact (Puckett et al., 2016).
Overcoming the venous eclipse: depth-dependent fMRI
A characteristic of venous artefact that emerged in the results of Chapter 4 is that venous eclipses (and the inverted responses within them) are upper layer phenomena. This
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suggests that even if venous eclipse do obscure the lower boundary of hV4 in some hemispheres, the retinotopic organisation of these individual maps should be more apparent in
lower depths. As depth-dependent studies become more frequent, the organisation of hV4
may become clearer, because any incomplete maps that are genuinely caused by venous
artefacts should disappear if this artefact is not present at mid-grey matter depths and
towards the grey/white boundary.
Population receptive field analyses may improve maps of these higher-order areas,
which have larger pRFs than V1–V3 (Winawer & Witthoft, 2015), not to mention that
pRF sizes vary at different cortical depths (Fracasso et al., 2016).

5.3.2

hV4 and geometric distortion

The results of this work showed maps of hV4 are significantly more vulnerable to geometric distortion than maps of V1, V2 and V3 (see Figure 3.4). The larger difference in
visual field position estimates in hV4 between a left-right and right-left phase encoding
direction demonstrates that maps of hV4 are less reliable than maps of V1–V3. If geometric distortion impacts maps of a visual area, then those maps would certainly not be
better for it.
The disproportionate effect of phase encoding on hV4 may explain general difficulties
in mapping this area, but there are two specific questions that need to be considered.
1. Why do unreliable images manifest as incomplete hV4 maps?
2. What might explain the left/right asymmetry that has been found using both types
of sequence?
As far as the first question goes, the only reasonable explanation as to why problematic
hV4 maps manifest as incomplete is if the lower boundary of hV4 were anatomically
located in a position more susceptible to either distortion or blurring artefacts compared
to the rest of map. As shown in Figure 3.2, the lower hV4 boundary is the part of the
map that is closest to the edge of the EPI slice, making it the most vulnerable region
in terms of geometric susceptibility artefacts. Compared to the venous eclipse, which is
mostly restricted to upper layers and appears unable to influence responses outside it,
incomplete maps arising due to EPI artefacts is a more robust explanation, particularly
for those maps where no venous eclipse is present near the lower hV4 boundary.
The consistent finding that left hemisphere hV4 maps are incomplete more often than
right hemisphere maps is more challenging to answer. In cartesian EPIs, geometric distortions in the phase encoding direction can certainly affect hV4 – this much is clear from
simply looking at the functional images themselves (Figure 3.2). That phase encoding
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can shift visual field estimates is also apparent, and while it was not possible to establish
a clear link between phase encoding direction and hV4 completeness in this work, there
are clearly subjects in whom hV4 coverage was markedly different when switching phase
encoding direction (Figure 3.6).
It stands to reason that in a larger pool of subjects than we had access to for Chapter
3, examples of incomplete maps in one hemisphere and not the other might be linked to
geometric distortions induced by phase encoding artefacts. Furthermore, that any impact
of phase encoding on hV4 is detrimental to the quality of recorded maps is a reasonable
assumption, regardless of the precise way it might manifest; this however, does not really
answer for the asymmetry.
Addressing geometric distortion
There are existing methods which may reduce this problem, for example, the acquisition
of the B0 field map which can be used to unwarp EPIs. However, in the only study to date
(to the authors awareness) to examine differences in results induced by phase encoding
directions (Anterior-Posterior/Posterior-Anterior in this study) (Mori et al., 2018), B0
field maps were acquired and unwarping of the images was performed, yet the results
still indicated significant differences between the pairs of oppositely-distorted images. It
is difficult to say without conducting further studies to determine the extent to which
phase encoding direction influences results, however multiple tools have been developed
to correct geometric distortion based on the acquisition of oppositely encoded image pairs,
some of which show promising results. For example, the HySCO and TOPUP (Andersson
et al., 2003; Ruthotto et al., 2013). However, as mentioned in Section 3.4.4, these methods
were developed for DTI images, not EPIs, and have their drawbacks – mainly, whilst they
do a reasonably good job of correcting the geometric distortion, they introduce a large
amount of blurring into the images, which undermines much of the advantage gained from
distortion correction (see Figures 8 and 9 in Duong et al. (2020)).
Compared to the EPIs, T1w anatomy images are far less susceptible to geometric
distortion, and thus the use of the T1w image in the distortion correction process brings
significant advantages in terms of the quality of distortion correction. For example, in
comparisons to HySCO and TOPUP, a new method – T1w guided Inverse phase encoding
Susceptibility Artefact Correction (TISAC) – developed by Duong et al. (2020) uses the
T1w anatomy and a series of coarse to fine optimisations to correct geometric distortion
without introducing the same amount of blurring into the image. Results obtained using
this method are particularly noteworthy for submillimetre 7T fMRI data, where geometric
distortions are worse than standard 3T, medium resolution data (between 1-3mm3 ).
In the absence of such tools or where they are not sufficient to correct the images, it
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may be beneficial for researchers to acquire two pairs of images (though this comes with
significant costs in terms of time required for scanning and thus the cost of scanning).
Nevertheless, this problem requires addressing, both to assess the extent that geometric
distortion affects data quality, and to improve methods to correct it. Something that
can be done at no additional cost is to simply report the phase encoding direction that
is used. However, geometric distortion is something that it is rarely acknowledged as
an issue in the neuroscientific and psychological literature, where fMRI is utilised. Instead, it remains largely confined to discussions relating to fMRI engineering and physics.
For example, when reviewing the methods of 55 gradient echo EPI studies, it was clear
that phase encoding direction is rarely reported. Of the nine studies that did report it,
five used either a left-right or right-left phase encoding direction and three used either
anterior-posterior or posterior-anterior. While from this it appears there might be a slight
preference towards left-right/right-left directions, it is far from clear. Thus, the likelihood
that all datasets containing more incomplete hV4 maps in the left hemisphere used a leftright phase encoding direction is probably low. One way to know with certainty would be
if more studies reported this parameter; as it stands it cannot be concluded that the leftright phase encoding direction can explain the hemispheric asymmetry found in Chapter
2, but neither can it be ruled it out.
hV4 and fMRI sequences
One argument against the idea that geometric distortion can result in poor or incomplete
hV4 maps is that these issues are still present in spiral EPI sequences, which are not
geometrically distorted. But that is not to say that spiral sequences would not be similarly
hampered. As with cartesian EPIs, spiral sequences suffer from phase errors arising from
susceptibility differences in tissues however, instead of creating geometric distortion in
the phase encoding direction, spiral sequences result in images that are blurred (Block
& Frahm, 2005; Glover, 2011; Sangill et al., 2006). Moreover, in a comparison of spiral
and cartesian EPI sequences, Sangill et al. (2006) note that signals from spiral sequences
lose strength in regions with high susceptibility field gradients – like areas with large
veins or air/tissue interfaces. Confidence levels in spiral data for these regions should,
consequently, be lower (Sangill et al., 2006).
This is not to say that spiral sequences are worse than cartesian EPIs; both have
advantages and disadvantages. However, if one were to use a spiral sequence when trying
to image a visual area that happened to be close to, for example, the transverse sinus
and/or the air/tissue interface at the edge of the brain, it may not result in any more
accurate images than those acquired using a cartesian EPI sequence. They would simply
be blurred instead of geometrically distorted (Glover, 2011).
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The spiral sequence used by Winawer et al. (2010) may explain why these authors
report that the TS artefact could impact hV4 boundaries up to 1cm away (nearly ten
times what was found in Chapter 4). The blurring of spiral images could result in TS
artefact spreading further than it does in cartesian EPIs. If this is the case, it might
be that venous eclipses can impact hV4 from further away using a spiral sequence. If
this is case, it would imply that fewer incomplete hV4 maps should be recorded using
cartesian EPI sequences, because the alignment of the TS to the lower hV4 boundary
would need to be more precise and is, therefore, less likely to occur. This may be the
case however, in Chapter 2 approximately the same ratio of incomplete to complete hV4
maps were recorded the left and right hemispheres as in Winawer et al. (2010), somewhat
undermining this idea. however, additional work directly comparing the same hV4 maps
acquired with spiral and cartesian EPI sequences will be required to determine this.
But what of the hemispheric asymmetry in hV4 reported in both spiral and cartesian
EPI studies? The fact this asymmetry exists for both sequences potentially complicates
the phase encoding hypothesis examined in this work. Although, spiral sequences are still
asymmetric (the spiral can be read out in a clockwise or anti-clockwise direction), and it
is not clear how this might affect images or data. As is the case with the phase encoding
direction, the direction of the spiral read-out is not reported in the methods of studies
using these sequences (Hu & Glover, 2007; Katyal & Ress, 2014; Ress & Chandrasekaran,
2013; Winawer et al., 2010).
There is hope on the horizon for dealing with issues related to distorted and blurred
functional images. The burgeoning popularity of high resolution fMRI has lead to an
increased interest in the development and use of distortion correction to improve cartesian
EPIs (Duong et al., 2020; Polimeni et al., 2018; Ruthotto et al., 2013). The use of
spiral in/out sequences can compensate somewhat for the blurring present in these images
(Preston et al., 2004), and newer sequences at higher field strengths significantly improve
on older acquisition sequences (Kasper et al., 2017). In the absence of these improvements
however, maps of hV4 would be similarly unreliable regardless of whether they are acquired
with a spiral or cartesian EPI sequences, despite the mechanisms for the problematic maps
being different.
The possibility of hemispheric asymmetry in hV4
A possible explanation for the hemispheric asymmetry that needs to be mentioned is
that it could genuinely exist in some individuals. Functional lateralisation does exist
in the human brain (Broca’s and Wernicke’s areas, for example Purves et al. (2011)).
Lateralisation between the left and right hemispheres has been shown for VO1 where
colour responses are more robust in the right hemisphere of a group of all right handed
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subjects however, the authors rightfully caution that until methodological sources are
investigated the finding should not be read into (Brewer et al., 2005). As far as retinotopic
organisation goes however, to the knowledge of the author, no hemispheric differences have
been demonstrated for any area besides hV4.
There are further reasons to doubt the viability of this asymmetry being native to the
brain. In this thesis, it has been demonstrated that incomplete maps can be restored by
correcting inverted time courses. Many subjects also have two complete hV4 maps and
again, Chapter 3 demonstrated how susceptible hV4 maps (and particularly the lower
boundary) are to ubiquitous EPI distortion.
Limitations of fMRI in measuring hV4
Given the limitations of fMRI in this regard, it may be that the type of evidence required
to make the argument of hV4 containing hemispheric asymmetries convincing would best
come from other modalities. Arterial Spin Labelling (ASL) is one modality that could
provide clarification on hV4, though when it has been used no incomplete hV4 maps have
been found (Cavusoglu et al., 2012). Another method could combine fMRI with electroencephalography (EEG) in subjects for whom an incomplete map has been measured in one
hemisphere. The use of EEG and event related potentials (ERPs) to distinguish between
the upper and lower quarterfields of visual areas V1-V3 has been shown in numerous
studies (Ales et al., 2009; Ales et al., 2010, 2012; Capilla et al., 2016).
Ales et al. (2010) conducted an EEG experiment that stimulated the dorsal and ventral
visual quarterfields separately and identified visual evoked potentials (VEPs) arising from
the dorsal and ventral components V1-V3 (as identified using fMRI and standard retinotopic mapping stimuli). They found that at multiple scalp locations within V2 and V3,
the predicted scalp topographies exhibit polarity reversals between the upper and lower
quarterfield. Theoretically, this methodology could be applied to area V4. In a subject
with an incomplete hV4 map, stimuli designed to activate the same portion of the visual
field that is identifiable (for example, the first 3/4 of the visual hemifield), separately to
the remainder of the visual field, could be used to ‘find’ the missing portion of the map.
In this instance, when the ‘missing’ region of the visual field is stimulated, it would be
predicted that if the corresponding portion of the hV4 map is in fact located on the dorsal
surface, then this would be reflected by a change in the polarity of the VEP, and visible
in the predicted scalp topographies (see Figure 5 of Ales et al. (2010) for reference). If
it were necessary, a potential location for an ROI of the dorsal component of V4 in the
individual hemispheres could be guided by the macaque V4 organisation.
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Where would dorsal V4 in humans be located?
Areas that are divided across the dorsal and ventral surfaces are still anatomically connected in humans (Schira et al., 2009), and models of V4v and V4d in macaque monkey
are still anatomically joined at the foveal confluence. This would suggest that the dorsal component of human V4 would have to start in the foveal confluence, immediately
adjacent to V3.
However, functional area definitions in human lateral occipital cortex, where a dorsal
component of human V4 would most likely be located, have settled mainly on the labels of
LO1 and LO2, which cannot be reconciled with a dorsal component to human V4 (Kolster
et al., 2010; Larsson & Heeger, 2006). The cytoarchitecture of this region supports these
functional definitions (Malikovic et al., 2015) however, it should be noted that many
areas defined in the region neighbouring hV4 and LO2 are putative (Kolster et al., 2010);
it is therefore far from clear whether individual differences in either single subjects or
hemispheres could amount to a dorsal component to human V4 existing nearby hV4.
Whether differences between individuals or between the left and right hemispheres
within some individuals are genuine or not, the fact that there is individual variability
in the precise location and organisation of some structures in the cortex is generally
overlooked in fMRI studies. For example, as discussed in Chapter 2.4.6, there are multiple
configurations of the torcular Herophili and the size and anatomy of large surface veins
around the occipital cortex (Bisaria, 1985; Saiki et al., 2013); how these differences might
affect acquired fMRI data is entirely unknown. The size and shape of an individuals
brain, the precise location and size of visual areas, even the angle of the folded cortical
surface (Fracasso et al., 2017; Gagnon et al., 2015) can combine with the B0 field in the
MRI scanner to produce the final EPIs could all contribute to some hV4 maps appearing
incomplete. Moreover, the precise conditions that give rise to a set of retinotopic maps
in an individual (like the position of the head and hence orientation of sinuses and the
B0 field) are not perfectly replicable even within individuals across scanning sessions (or
potentially within the same session depending on subject movement). These are areas
that this thesis has shown might affect mapping hV4, and have not yet been investigated.
It is clear from this work that challenges facing the accurate mapping of hV4 have
existed as long as fMRI and in fact, are likely to have been worse when the technology
was in its infancy and when the human V4 battle lines were drawn. Scanner hardware
improvements have reduced the amount of geometric distortion in GRE EPI; however,
they remain ubiquitous and largely ignored. Spiral sequences too have improved significantly in recent years (Kasper et al., 2017; Polimeni et al., 2018). Whether these changes
will amount to less frequent observations of problematic hV4 maps is as yet unclear.
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Implications, limitations and future work

‘Mapping hV4 and ventral occipital cortex: The venous eclipse’ by Winawer et al. (2010)
was the first paper to openly spell out that the problem with hV4 may not be our understanding and interpretation of noisy neuronal activity maps, so much as a systematic
shortfall of BOLD retinotopic maps representing activity in some parts of the brain better
than in others. Essentially, just because BOLD retintopic mapping seems to work well for
V1–V3, does not mean it must work equally well elsewhere. From a broadly conceptual
standpoint, the most significant contribution of the venous eclipse paper was not so much
its conclusions about hV4, but its demonstration that measurement artefacts do not affect
all areas equally.
Although the venous eclipse was specifically investigated in this work, and despite some
mechanisms and conclusions about hV4 reached in Winawer and colleagues’ paper being
disputed in Chapters 2 and 4 (i.e., that the venous eclipse results in delayed responses or
that it can explain every incomplete hV4 map), the idea that measurement insufficiencies
explicitly impact the lower hV4 boundary is the key thesis of this work. Alongside the
venous eclipse, two additional sources of artefact have been proposed and investigated
for their potential to obscure the lower hV4 boundary – inverted responses and geometric
distortion.
In upper layers of grey matter, inverted responses are overwhelmingly restricted to
regions where the mean intensity of the fMRI signal is weak, likely due to venous artefact.
But in middle and lower layers, inverted responses exist outside these regions, and also
potentially disturb polar angle maps. Whether they are due to lower SNRs, partial volume
effects from white matter or artefact from small veins that penetrate through grey matter,
these responses can disturb maps of hV4 and the rest of the visual cortex.
In Chapter 4, the data resolution limited the number of grey layers that could be
examined independently to just three. Nevertheless, the results showed that inverted
responses were least frequent 1mm above the grey/white boundary (Figure 4.5). Future
work with higher resolution data and more depth-dependent layers will contribute towards
a better understanding of how inverted responses from both upper and lower grey matter
depths affect hV4 maps, while mid-grey matter depths may provide more accurate data
of this area. Nevertheless, at moderate fMRI resolutions it is still possible to use depthdependent methods to avoid the most severe impacts of venous artefacts.
As depth-dependent studies represent a significant step forward in advancing fMRI
methods and our understanding of the human visual cortex, strides are also being made
in improving technology and methods to account for and correct geometric distortion,
both during scanning and in post processing, as laid out in Chapter 3 (Bause et al., 2019;
Duong et al., 2020; Polimeni et al., 2018). These methods can serve to either reduce,
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correct or identify (and therefore avoid), voxels that suffer from geometric distortions.
This should result in more accurate maps in regions of the brain that are typically susceptible to susceptibility artefacts, including hV4. With a higher degree of certainty in
the accuracy of acquired maps, questions about whether there are individual differences
in the organisation of hV4, the authenticity of apparent hemispheric asymmetries and the
function of hV4 can be more readily answered.

5.5

Conclusion

This dissertation aimed to investigate several factors that potentially confound accurate
fMRI measurements of retinotopic maps, to deepen our understanding of what impacts
the appearance of areal boundaries of human V4. Before this undertaking, there was
some evidence to suggest the transverse sinuses (TSs) can occlude measurements of the
lower V4 boundary in some hemispheres (Winawer et al., 2010). Tangentially, there was
a suggestion that this occlusion could potentially be lifted by identifying and correcting
responses of inverted voxels in hV4, which were shown to appear more strongly in hV4,
possibly due to the location of this area relative to the TSs (Puckett et al., 2014).
Overall, the results presented in this dissertation indicate that obtaining accurate maps
of hV4 using fMRI involves overcoming multiple – and potentially compound – problems,
with variance existing between individuals, hemispheres and even between scanning sessions, sequences and protocols. This work has laid out ways in which measurements of
hV4 maps may have been hampered in the past, and offered explanations for the general
difficulty in accurately mapping this region. Furthermore, explains for some potential
causes of incomplete maps in individual hemispheres are put forward, as well as ways
these problems may be addressed in the short term. These include correcting inverted
responses, leveraging depth-dependent methods to avoid artefact in upper and lower grey
matter depths, and via the collection of data with opposite phase encoding directions.
Although it seems that no single explanation can account for every incomplete hV4
map that may be recorded, with novel data collection and correction methods as well as
future improvements in the quality of fMRI data, there is a better chance than ever that
obtained maps of hV4 can tell a clear story – even if that means the conclusion turns out
to be complicated as the rest.
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Appendix A
Chapter 2: A different debate: Delayed
or inverted voxels?
This appendix contains four maps of hV4 for each hemisphere of the 10 subjects included
in Chapter 2 -– mean intensity, correlation, polar angle pRF and corrected polar angle
pRF maps, visual field coverage plots and smoothness plots of hV4 from the original and
corrected analyses and tables of the raw percentages of hemifield quadrant coverage in
V1-V4 for all subjects, as well as V4 post correction percent coverage.
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Figure A.1: Subject 1 LH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.2: Subject 1 RH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.

APPENDIX A.

165

Figure A.3: Subject 2 LH. The correlation map shows a large number of inverted voxels
in hV4 however this is not reflected in the form of disturbed polar angle map prior to
flipping inverted voxels. Venous artefact can be seen surrounding the hV4 map in the
left hemisphere. hV4 mapping and smoothness are worse after correcting inverted voxels.
Thresholding out weak correlations improves this.
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Figure A.4: Subject 2 RH. Minimal changes are present in the hV4 map after flipping
inverted voxels; there is slightly more ipsilateratal coverage present in the correcting map,
which improves after thresholding weak negative correlations (<-0.1).
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Figure A.5: Subject 3 LH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.6: Subject 3 RH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.7: Subject 4 LH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.8: Subject 4 RH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.9: Subject 5 LH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.10: Subject 5 RH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.11: Subject 6 LH: A disturbed polar angle map is recorded along the lower
boundary prior to flipping inverted voxels, which is corrected after flipping inverted voxels.
This is reflected in fewer voxels appearing to respond to the ipsilateral hemifield in the
visual field coverage plot and a much smoother map post-correction.
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Figure A.12: Subject 6 RH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.13: Subject 8 LH: Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.14: Subject 8 RH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.15: Subject 9 LH: Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.16: Subject 9 RH. Flipping inverted voxels results in more ipsilateral coverage
post correction, which is somewhat improved by only correction inverted voxels with a
correlation > -0.1 however, the resulting pRF plot is still less accurate after correction.
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Figure A.17: Subject 10 LH. A stronger lower visual quarterfield is represented in the polar
angle map after flipping inverted voxels. The visual field coverage plot is dramatically
improved by the inversion procedure, correcting the ipsilateral visual field representation
and extending the lower quarterfield coverage to the lower vertical meridian. The corrected
map is also much more smooth than the original.
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Figure A.18: Subject 10 RH. A clearer upper vertical meridian is distinguished in the
polar angle map after flipping inverted voxels, in addition to the map being smoother
overall. The visual field coverage plot shows less ipsilateral visual field coverage.
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Figure A.19: Subject 11 LH. Minimal changes are seen in hV4 after flipping inverted voxel
time courses.
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Figure A.20: Subject 11 RH. A clearer upper vertical meridian is distinguishable in the
polar angle map after flipping inverted voxels, as well as the lower boundary not being disturbed by an apparent upper quarterfield representation. This is reflected in the
smoothness measure post correction, with an improvement of 30.3% in map smoothness.
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Figure A.21: 2D histogram: Voxels from combined V1—-V4 left and right hemisphere
ROIs from all subjects as a function of their mean intensity and correlation values. Voxels
with a positive correlation tend to have stronger mean intensities. There is a moderate
correlation between these values (r = 0.25, p<0.001, Nvoxels = 215 001).
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Table A.1: Percentage of visual field covered in each hemifield quadrant – V1.
V1
Upper

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

Mid-upper

Mid-lower

Lower

89.9
88.4
78.6
95.8
95.8
87.1
95.7
85.6
90.0
89.8
89.7

Left Hemisphere
93.9
88.0
92.7
97.4
95.9
90.8
96.9
95.3
93.9
85.0
93.0

97.6
95.6
96.9
97.8
86.4
98.6
97.4
98.6
98.6
84.8
95.2

98.5
98.6
74.5
97.6
84.6
98.6
96.1
98.6
98.6
47.5
89.3

94.5
89.5
82.9
78.1
86.3
83.9
87.9
94.6
94.6
64.0
85.6

Right Hemisphere
94.4
94.6
84.1
90.3
76.8
90.6
89.2
94.7
94.7
86.8
89.6

88.0
95.8
85.6
91.5
89.5
95.8
95.4
95.0
90.8
95.8
92.3

75.0
97.4
97.4
96.1
84.1
90.3
97.4
94.3
90.3
97.4
92.0
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Table A.2: Percentage of visual field covered in each hemifield quadrant - V2.
V2
Upper

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

Mid-upper

Mid-lower

Lower

95.8
78.9
84.8
95.6
88.1
95.8
79.2
74.5
93.9
95.7
88.2

Left Hemisphere
97.4
97.4
96.7
94.4
82.3
93.5
90.8
97.4
97.4
97.4
94.5

98.6
93.0
93.6
97.0
74.2
98.3
92.3
98.6
98.6
94.2
93.8

98.6
87.8
98.6
96.1
73.7
97.8
98.4
98.6
98.6
83.3
93.1

85.3
94.7
91.5
80.2
89.2
74.9
73.9
94.7
81.4
93.3
85.9

Right Hemisphere
93.1
94.7
94.4
93.0
86.0
94.7
91.9
94.7
94.7
94.7
93.2

95.5
95.8
95.3
86.5
88.8
94.4
85.5
95.8
95.8
95.8
92.9

97.4
97.4
95.0
97.4
90.9
97.4
93.8
97.2
97.4
94.9
95.9
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Table A.3: Percentage of visual field covered in each hemifield quadrant - V3.
V3
Upper

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

Mid-upper

Mid-lower

Lower

93.3
95.8
95.8
95.8
95.8
93.3
38.0
95.8
95.8
95.8
89.5

Left Hemisphere
97.4
97.4
97.4
97.0
97.4
97.4
97.4
97.4
97.4
94.2
97.1

85.4
93.4
88.7
90.3
69.9
94.3
78.3
98.6
97.7
97.5
89.4

98.6
98.5
92.3
68.3
69.4
68.9
87.8
98.6
98.6
92.0
87.3

94.7
81.6
84.7
83.4
49.9
81.5
84.1
89.9
91.8
86.3
82.8

Right Hemisphere
94.0
94.7
94.7
91.2
57.6
94.7
94.7
94.7
94.7
94.7
90.6

94.4
95.8
84.0
72.8
95.8
95.8
95.8
95.8
95.7
72.5
89.8

95.7
97.4
97.4
97.4
89.9
97.4
97.4
97.4
97.4
37.0
90.5

187

APPENDIX A.
Table A.4: Percentage of visual field covered in each hemifield quadrant - V4.
V4
Upper

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

Mid-upper

Mid-lower

Lower

50.2
92.0
24.3
15.4
49.1
38.6
5.8
64.0
58.0
35.9
43.3

Left Hemisphere
97.4
96.7
78.6
44.8
25.3
55.8
13.7
97.4
96.0
40.3
64.6

95.1
98.6
63.9
56.9
46.7
98.0
55.2
98.6
82.5
44.6
74.0

35.8
48.8
19.1
1.3
7.8
17.4
50.5
40.1
11.0
6.7
23.8

94.4
25.4
8.1
64.3
14.0
80.4
49.5
21.6
72.2
27.8
45.8

Right Hemisphere
94.7
26.8
65.2
78.4
16.3
84.3
94.7
74.8
93.7
27.5
65.6

75.7
92.1
95.8
58.5
15.8
95.8
92.8
85.9
94.9
36.3
74.4

50.2
50.3
51.8
92.0
11.7
67.6
74.8
28.3
97.4
24.4
54.8

*Bold font in subject row indicates an incomplete hemifield quadrant.
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Table A.5: Percentage of visual field covered in each hemifield quadrant - V4 post correction.
V4
Upper

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

sub-01
sub-02
sub-03
sub-04
sub-05
sub-06
sub-08
sub-09
sub-10
sub-11
Average

Mid-upper

Mid-lower

Lower

47.5
91.2
24.8
18.9
49.3
38.6
4.8
64.0
70.1
40.7
44.0

Left Hemisphere
97.4
97.4
77.4
40.3
25.3
51.7
13.7
97.4
97.4
35.1
63.3

98.0
98.6
61.8
59.0
46.7
82.4
53.2
98.6
98.6
40.1
73.7

42.2
48.7
25.8
3.3
31.4
11.3
48.9
40.5
86.1
5.3
34.4

92.4
26.2
8.1
70.7
14.0
80.4
46.6
23.2
94.6
14.5
47.1

Right Hemisphere
94.7
29.0
62.6
83.4
16.3
84.7
93.8
87.4
94.7
31.4
67.8

82.2
94.9
95.8
57.3
15.8
95.8
92.7
95.6
95.6
33.0
75.9

44.7
48.2
51.8
91.7
11.7
66.6
73.5
57.3
91.2
22.1
55.9

*Bold font in subject row indicates a change from an incomplete to
a complete hemifield quadrant.
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Figure B.1: pRF positions compared between the left-right and right-left phase encoding
directions from three hV4 voxels in subject 1.
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Studies reviewed when gauging how often phase
encoding direction is reported in gradient echo fMRI
studies on humans
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Appendix C
Chapter 4: As above, so below?
Depth-dependent effects of anomalous
responses
This appendix contains images of the hV4 map from every hemisphere, at depths of
2.5mm, 1mm and 0mm above the grey/white boundary. It also includes detailed tables
of statistics that were not printed in the main chapter.
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Sum of Squares
0.119
0.017

Mean Square
0.059
0.001

d.f.
2
14

F
48.5

p
<.001

ηp2
0.874

Distance from venous eclipse
Residual

0.513
0.057

0.103
0.002

5
35

62.2

<.001

0.899

Surface*Distance from venous eclipse
Residual

0.273
0.014

0.0272
1.97e-4

10
70

138.1

<.001

0.952

Surface
Residual
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Table C.1: Mean intensity and distance from the venous eclipse: RM ANOVA main effects

Table C.2: Amplitude and distance from the venous eclipse: RM ANOVA main effects
Sum of Squares
8.366
0.237

Mean Square
4.183
0.017

d.f.
2
14

F
247.45

p
.001

ηp2
0.972

Distance from VE
Residual

1.375
0.857

0.275
0.024

5
35

11.23

.001

0.616

Surface*Distance from VE
Residual

0.884
0.658

0.088
0.009

10
70

9.41

.001

0.573

Surface
Residual
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Sum of Squares
0.195
0.085

Mean Square
0.098
0.006

d.f.
2
14

F
16.1

p
.001

ηp2
0.697

Distance from VE
Residual

0.337
0.174

0.067
0.005

5
35

13.6

.001

0.66

Surface*Distance from VE
Residual

0.127
0.039

0.013
.0005

10
70

23.1

.001

0.767

Surface
Residual
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Table C.3: Correlation and distance from the venous eclipse: RM ANOVA main effects
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Surface
Grey/White

1mm

2.5mm

Geodesic distance
from venous eclipse

x across subjects
(% inverted vertices)

StdDev

Venous eclipse
1mm
2mm
3mm
4mm
5mm
Venous eclipse
1mm
2mm
3mm
4mm
5mm
Venous eclipse
1mm
2mm
3mm
4mm
5mm

1.42
1.21
1.35
1.22
1.48
1.13
2.24
0.81
1.00
0.66
0.57
0.75
5.62
1.23
0.93
0.63
0.56
0.60

1.06
1.83
1.69
1.87
1.95
1.40
2.68
0.70
0.97
0.96
0.81
0.77
4.49
1.07
0.81
0.70
0.80
0.74
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Table C.4: Comparisons of inverted vertice frequency at increasing distances from the venous eclipse
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x diff across
Geodesic distance
subjects (% inver–
from venous eclipse
ted vertices)
1mm
2mm
3mm
4mm
5mm

2.01
1.99
2.26
2.22
2.26

d.f.

t

p (Bonferroni)

35
35
35
35
35

3.53
3.51
3.96
3.90
3.97

0.018
0.019
0.005
0.006
0.005
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Table C.5: Post hoc comparisons of inverted vertice frequency between the venous eclipse ROI and 1mm incremental ROIs of geodesic
distance from the venous eclipse
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Surface/Distance
from venous eclipse

Surface/Distance
from venous eclipse

Grey/White/Venous eclipse
Grey/White/1mm
Grey/White/2mm
Grey/White/3mm
Grey/White/4mm
Grey/White/5mm
1mm/Venous eclipse
1mm/1mm
1mm/2mm
1mm/3mm
1mm/4mm
1mm/5mm
2.5mm/Venous eclipse
2.5mm/Venous eclipse
2.5mm/Venous eclipse
2.5mm/Venous eclipse
2.5mm/Venous eclipse

2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/Venous
2.5mm/1mm
2.5mm/2mm
2.5mm/3mm
2.5mm/4mm
2.5mm/5mm

eclipse
eclipse
eclipse
eclipse
eclipse
eclipse
eclipse
eclipse
eclipse
eclipse
eclipse
eclipse

x diff across
subjects (% in–
verted vertices)
-4.20
-4.41
-4.27
-4.40
-4.14
-4.48
-3.38
-4.81
-4.62
-4.96
-5.05
-4.87
4.38
4.69
4.99
5.06
5.02

d.f.

t

p (Bon–
ferroni)

41.9
65
65
65
65
65
41.9
65
65
65
65
65
66.9
66.9
66.9
66.9
66.9

-6.66
-5.47
-5.30
-5.45
-5.13
-5.56
-5.35
-5.97
-5.73
-6.16
-6.26
-6.04
6.39
6.83
7.27
7.31
7.31

<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
<.001
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Table C.6: Post hoc comparisons of significant Surface/Distance from venous eclipse interaction effects for inverted vertice frequency
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Depth-dependent hV4 maps

The following maps show mean intensity, correlation and polar angle maps for the 2.5mm,
1mm and grey/white surfaces. In all images, the hV4 ROI is shown in black; the venous
eclipse is outlined in white.

Figure C.1: The map of hV4 extends to the lower vertical meridian. In the 2.5mm data
some inverted responses are present despite no venous eclipse above them (indicated by
arrows). The effect of these responses is apparent in the polar angle map, but disappears
with depth.
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Figure C.2: The hV4 map extends the vast majority of the way to the lower vertical
meridian however, the lower part of the V4 map is fairly noisy in all layers, and inverted
responses are present in the corresponding area.
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Figure C.3: A venous eclipse is extremely close to the lower boundary of hV4, but does
not obscure any part of the map. Coverage extends to the lower vertical meridian.
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Figure C.4: A venous eclipse covers part of the lower hV4 boundary. The polar angle hV4
map is disturbed in this region at the 2.5mm surface, but this improves with increasing
cortical depth. Coverage extends to the lower vertical meridian.
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Figure C.5: A strong venous eclipse appears right next to the hV4 map, overlapping with
part of it near the V3v/V4 boundary. Despite this, the lower vertical meridian is present
at the 2.5mm surface, but weakens with depth.
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Figure C.6: A beautiful hemifield hV4 map.
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Figure C.7: A venous eclipse occupies a large area of the hV4 map, including the lower
boundary. The phase map is disturbed, though coverage does appear to extend to the
lower vertical meridian. The venous eclipse and associated inverted responses are still
visible on the grey/white surface.
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Figure C.8: Strong inverted responses appear along the lower boundary of the hV4 map
despite this same area not showing strong venous artefact like surrounding regions do.
Despite this, the polar angle map extends to the lower vertical meridian. It is possible in
this instance the signal measured near the transverse sinus is displaced to neighbouring
regions, accounting for the result.
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Figure C.9: A nice hemifield hV4 map.
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Figure C.10: Strong venous artefact thoroughly disturbs the polar angle maps. Though
this improves with depth, it does not entirely dissipate.
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Figure C.11: A venous eclipse overlaps part of the lower hV4 boundary, but weakens
with cortical depth. Responses in the region are still overwhelmingly positive. The lower
vertical meridian of hV4 (lime green) gets stronger with increasing depth.
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Figure C.12: Yet another beautiful hemifield hV4 map.

