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顔表情は、コミュニケーションにおいて感情や意図を伝達するための重要な非言語的情報の 1つであ
り、HCIや医療などの幅広い分野で活用されている。本稿では、我々が開発した動画像を利用した顔
表情認識手法を紹介する。
従来の動画からの表情認識手法として、hand-craft特徴を用いた手法や DNNを用いた手法が提案さ
れている。Panらは、CNNを用いて単一画像から空間的特徴を抽出し、得られた特徴の時間的特徴を
LSTMによって抽出することによって表情を認識している。この手法では、空間的特徴と時間的特徴が
別のモジュールによって抽出されているため、時空間を同時に表現した特徴を得ることができない。ま
た、LSTMは、時間方向に展開され、層が時間方向に深くなることからいわゆる勾配消失が起きやすく、
さらに、より古い情報を保持することが難しいという問題もある。
本研究では、convolutional LSTM (ConvLSTM)において、時空間方向それぞれに skip connection
を導入することによって ConvLSTMの構造を変更する。また、それを用いた表情認識手法を提案する。
本研究では、勾配消失を抑制し、より過去の情報を利用できるように改良した Enhanced ConvLSTM
を提案する。Enhanced ConvLSTMは従来の ConvLSTMに図 1の赤線、青線のパスを追加すること
によって実現される。赤点線のパスが Temporal skip connectionを表しており、これによって時間方
向の誤差逆伝搬の際の勾配消失の抑制と 2フレーム前の情報を利用することができる。また、青破線が
Spatial skip connectionを表しており、これにより空間方向の誤差逆伝搬の際の勾配消失を抑制する。
提案する表情認識手法の概要を図１に示す。本手法は、2 つの Enhanced ConvLSTM ストリームと
2 つの ResNet ストリームから構成される。Enhanced ConvLSTM ストリームでは、ミクロな動きの
特徴、ResNet ストリームでは、マクロな動きの特徴を抽出する。CNNと LSTMを組み合わせた手法
では、空間的、時間的特徴が別のモジュールにより抽出されているため時間的特徴が抽出できない。こ
れに対して、本手法では、Enhanced ConvLSTMを積み重ねることによって時空間的特徴を抽出する。
この新アルゴリズムの性能を、eNTERFACE05 databaseを用いて評価した。このデータベースは、
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図１　提案する表情認識手法の概要
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43名の被験者から取得した 1290本の動画が格納されており、anger、disgust、fear、joy、sadness、
surpriseの 6種類の表情が教師信号として与えられている。実験では、被験者を 5グループに分割し、
Leave-One-Subject-Group-Outによって評価した。性能は 5回の認識率の平均値として表した。
結果を表 1に示す。skip connectionの有効性を確認するために、それの有無による精度を比較し
たところ、skip connectionを追加した Enhanced CovnLSTM (c)の認識率は 44.28%であり、従来の
ConvLSTM (b)に比べて 4.44%向上した。次に (c)に ResNetストリーム (a)を追加した場合と (c)を比
較した。(a)のみでは、33.70%と認識率が低いが、(c)に (a)を加えることによって認識率は 45.29%に
向上し、Enhanced ConvLSTM(c)のみの場合に比べて 1.01%向上した。また提案手法と従来手法の認
識率を比較したところ、提案手法の認識率は 45.29%であり、従来手法に比べ、2.31%向上したことが
確認できた（表 2）。
今後は、マルチタイムスケールを考慮した認識システムのあり方を検討する予定である。
表 1　提案手法の構成要素の各組合せの認識率
表 2　提案手法と従来手法の認識率
