Abstract-The Euler-Poinsot rigid body problem is a well known model of left-invariant metrics on SO(3). In the present paper we discuss the properties of two related reduced 2D models: the sub-Riemanian metric of a system of three coupled spins and the Riemannian metric associated to the EulerPoinsot problem via the Serret-Andoyer reduction. We explicitly construct Jacobi fields and explain the structure of conjugate loci in the Riemannian case and give the first numerical results for the spin dynamics case.
I. INTRODUCTION
The Euler-Poinsot rigid body problem describes the motions of a rigid body fixed in its center of mass. It is one of the most famous problems in Classical Mechanics having many important applications, for instance, in attitude control of satellites in space engineering or in quantum systems.
The motions of the body are solutions to the Hamiltonian system associated to the Hamiltonian H = 1 2
where I i , i = 1, 2, 3 are the principal momenta of inertia, and H i are the components of the angular momentum vector written in the moving frame that coincides with the principal axes of inertia of the body ( [1] ). This vector is related to the angular velocity vector (u 1 , u 2 , u 3 ) via the formula H i = u i I i .
The system of equations of the Euler-Poinsot motion is Liouville integrable, and every trajectory is determined by the values of two first integrals:
i . Thus in the space of momenta H i the motion of the body can be described by the curves of intersections of the energy ellipsoid H = const with the sphere of angular momentum G = const called polhodes in Classical Mechanics. Except the so-called separating polhodes, every trajectory evolves on a 2D torus, where the motion is pseudo-periodic with one frequency equal to zero.
From the optimal control point of view, the motions of the rigid body are the extremals of the following optimal control problem: ([6] ). Here R(t) ∈ SO(3) is the matrix of directional cosines describing rotations of the moving frame with respect to some inertial frame, and T > 0 is fixed. In the optimal control context, one of the most important tasks is the calculation of conjugate and cut loci of the trajectories, i.e., the sets in the state space where the extremals stop to be optimal (in the local or in the global sense). Computing these sets is equivalent to solving the Hamilton-Jacobi-Bellman equation, and in general it is a very difficult mathematical problem. In this paper we consider two particular models, where the dynamics of the system can be reduced to a 2D manifold: the problem of three spin-1/2 particles, which leads to an almost-Riemannian metric on S 2 , and the metric related to the Serret-Andoyer reduction.
R(t) = R(t)
The Serret-Andoyer reduction allows to integrate the Euler Poinsot problem by using a set of appropriate symplectic variables ( [4] , [8] ). The new 2D problem defines a Riemmanian metric in the factor space, which admits the polar form ds 2 = dϕ 2 + m(ϕ)dθ 2 . In Sections II we describe the properties of this reduction and of the associated Riemannian metric. The conjugate times can be computed explicitly due to the integrability property. On the other hand, using the polar form of the metric we explicitly construct the Jacobi fields and obtain an exhaustive description of the conjugate locus.
In Section III, we present our numerical results concerning the cut and conjugate loci of the spin problem using the HamPath code. This 2D model can be seen as the limit case of the original Euler-Poinsot problem when I 2 → ∞, or as a deformation of the well known Grushin metric. We consider our results as the first step toward the computation of the conjugate locus in the full 3D Euler-Poinsot problem. 
II. THE SERRET-ANDOYER
where y = arctan(
and C = I −1 3 . A further canonical transformation is needed to get the standard action-angle representation ( [7] ). Instead, in this paper we use the Serret-Andoyer reduction to transform the EulerPoinsot problem into a 2D Riemmanian problem. Denoting z(y) = 2(A sin 2 y + B cos 2 y), H a takes the form
Observe that if the momenta of inertia of the body are ordered as A < B < C, then z(y) ∈ [2A, 2B] and 2C − z(y) > 0, therefore H a is positive and it defines the Riemannian metric
which is referred as the Serret-Andoyer metric in the sequel.
Since H a does not depend on w, p w = const is a first integral associated to the cyclic variable w. The reduced dynamics on the (x, y) plane is described by the Hamiltonian equationsẋ
where x is another cyclic variable and p x is a first integral. Note that the dynamics on the plane (y, p y ) is described by a standard pendulum-type phase portrait. Indeed, H a is π-periodic with respect to y, it verifies the symmetry relations:
and p y = 0, y = kπ 2 , k = 0, 1 are its points of equilibrium. A standard computation shows that the equilibrium y = 0, p y = 0 is a saddle, while y = π 2 , p y = 0 is a stable equilibrium of center type. In particular, it follows that in order to parametrize all phase trajectories on the (y, p y )-plane it would be sufficient to consider trajectories starting at y(0) = 
B. Polar representation of the Serret-Andoyer metric
In what follows we assume that the principal momenta of inertia verify A < B < C. In order to obtain the Darboux normal form g a = dϕ 2 + µ(ϕ)dθ 2 for the metric (3), we must solve the pair of equations
The second equation implies that θ = x modulo a rotation by a fixed angle x, so that in the sequel we assume x ≡ θ . As for ϕ, according to Section II, we set y 0 = π 2 . Let ζ = sin y, then ζ (0) = 1 and
,
Denoting α = √ C − A and choosing ϕ 0 = 0, we finally obtain a standard elliptic integral
Thus sin y = ζ = cn(−αϕ|k) = cn(αϕ|k), which implies z = 2(A sin 2 y + B cos 2 y) = 2(Acn 2 (αϕ|k) + Bsn 2 (αϕ|k)). So, we can now formulate the following Proposition 2. The Serret-Andoyer metric g a can be put into the Darboux normal form dϕ 2 
In what follows ′ denotes the derivative w.r.t. ϕ. The standard Gauss curvature formulae for Darboux-type metrics
Corollary 1. The Gauss curvature of g a is given by
where z(ϕ) = 2(Acn 2 (αϕ|k) + Bsn 2 (αϕ|k)) and
α -periodic and reflectionally symmetric:
α and ϕ = 0, and a minimum at the point ϕ * such that z(ϕ * ) =
These results are illustrated in Fig.1 .
C. Jacobi fields for Riemannian metrics on 2D surfaces of revolution
In this section, using the Hamiltonian formalism, we construct the Jacobi fields for the Darboux-type metrics. As a by-product, we obtain the conjugate points equation.
Taking a local chart in an open domain U, the Riemannian metric on a two-dimensional surface of revolution can be written in polar coordinates in the form g = dϕ 2 + m(ϕ)dθ 2 where m(ϕ) > 0. Let q = (ϕ, θ ) ∈ U denote the state 
, and the geodesics are projections on U of the extremal curves -solutions to the Hamiltonian systeṁ
where p θ is the first integral: p θ = const. System (6) admits two particular types of solutions: meridian curves with p θ = 0 and θ (t) = θ 0 , and parallel solutions characterized bẏ ϕ(0) = p ϕ (0) = 0 and ϕ(t) = ϕ 0 , which, by (6) , is equivalent to µ ′ (0) = 0.
In what follows we assume that (A 1 ) ϕ = 0 is a parallel solution (i.e. µ ′ (0) = 0); (A 2 ) µ(ϕ) = µ(−ϕ), and µ ′′ (0) > 0. Then on every energy level set H = h > 0 in a neighborhood of ϕ = 0 there is a family of periodic solutions to the equatioṅ ϕ 2 = 2h − p 2 θ µ(ϕ) describing the evolution of ϕ(·) along geodesics. Note that ϕ(t) ∈ [−φ ,φ ], whereφ : p 2 θ µ(φ ) = 2h. The Hamiltonian function H defines a quadratic form on the cotangent bundle T * U, we denote by H the associated Hamiltonian vector field and by e t H the Hamiltonian flow generated by H.
Definition 1. Let t → γ(t), t ∈ [0, T ], be a solution of (6). The variational system associated to (6) along γ(·) is called the Jacobi equation. The Jacobi field J : [0, T ] → T γ(·) (T * U) is a non-trivial solution of the Jacobi equation J(t) = e t H * J(0). In practice, the computation of Jacobi fields reduces to the integration of the linearized Hamiltonian systemẇ(t) = ∂ H(γ(t))
∂ z w(t), where w = δ z. Setting w 1 = δ p ϕ , w 2 = δ p θ , w 3 = δ ϕ and w 4 = δ θ from (6) we geṫ
It follows that w 2 = const, and moreover, (7) reduces to the second order equation
where ϕ = ϕ(t) is a known function along γ(t), while p θ and w 2 are constant. Once w 3 (t) is found, we immediately get w 1 =ẇ 3 , and w 4 (t) = w 4 
D. Solving equation (8).
Let us rewrite (8) in the formẍ + Φ(t)x = Ψ(t), where x = w 3 , Φ(t) = 1 2 p 2 θ µ ′′ (ϕ(t)), and Ψ(t) = −p θ µ ′ (ϕ(t))w 2 . This equation can be integrated in a rather standard way if we know a solution to the homogeneous equationẅ(t) + Φ(t)w(t) = 0. In our case, in view of (6), w(t) = p ϕ (t) satisfies this condition. Then (8) can be solved via the following procedure:
Step 1. Let y be such shat x = wy, and denote ξ =ẏ. Theṅ
Then (x(t)M(t))˙= b(t)M(t), which yields ξ
Step 2. Taking w(t) = p ϕ (t) and using the definitions of Φ and Ψ, we get
, and hence
The final expression for y(t) can be now computed via the quadrature:
The whole basis of Jacobi vector fields can be now written by varying the initial conditions w i (0), i = 1 . . . 4. Observe that the first three Jacobi fields can be easily recovered from the well known properties of the Hamiltonian systems associated to Riemannian metrics. Indeed, (8) admits two obvious solutions with w 2 = 0: the Hamiltonian vector fields J 1 = H and J 2 = p θ = ∂ θ , which are both invariant with respect to the tangent flow e t H * . These two fields emanate from the horizontal part of the basis at t = 0.
The remaining two fields can be obtained by taking vertical initial conditions w 3 (0) = w 4 (0) = 0, w 2 = 0. Observe that if p ϕ (0) = 0 and w 1 (0) = 0, then ξ (0) = 0. Setting ξ (0) = 1 and w 2 = p θ is equivalent to take the Euler field E = p ϕ ∂ ϕ + p θ ∂ θ as the generator of the solution. Since [ H, E] = − H, and all Lie brackets of higher order are zero, we get J 3 (t) = E + t H.
The computation of the only non-trivial Jacobi field J 4 (t) can be simplified by an appropriate choice of ξ (0). For instance, we can take
. Then, setting w 2 = 1, taking into account that w 3 = p ϕ y and w 1 =ẇ 3 , after all necessary simplifications, we get
Extremal curves of the Serret-Andoyer metric
where
Remark 1. Though the above computation is valid under the assumption w(t) = p ϕ (t) = 0 (see Step 1), J 4 (t) can be continuously extended tot such that p ϕ (t) = 0 (and hence µ(ϕ(t)) = 2hp −2 θ ). Indeed, some additional work yields
) where the function K 1 (t) is bounded as t →t.
We resume our computation in the following Proposition 3. The vector fields J 1 , J 2 , J 3 (t) and J 4 (t) form a basis of Jacobi fields along a given solution (ϕ(t), θ (t), p ϕ (t), p θ ) of (6).
Corollary 2. Consider a Darboux type metric g verifying (A1), (A2).
Then the conjugate (to 0) times along any periodic trajectory issued from the point (θ 0 , ϕ 0 ) with p ϕ (0) = 0 are solutions to the equation
The points (θ , ±φ ), where ±φ are the extremities of the variation of ϕ, are conjugate to each other.
Proof. By definition, the time t * is said conjugate to t 0 = 0 if the differential of the end-point mapping E t q 0 : p(0) → q(t) degenerates at t = t * . Written in terms of Jacobi fields, this definition is equivalent to the following condition:
Computing, we get ∆ t = 2 ht p ϕ (t)Λ(ϕ(t)). Then, by (10), the conjugate time is a solution to Λ(ϕ(t)) = 0 for trajectories with p ϕ (0) = 0. On the other hand, any periodic trajectory starting at (θ 0 , ±φ ) has p ϕ (0) = p ϕ ( T 2 ) = 0, where T is the period. This fact, in view of (10), implies the second statement. Remark 2. By re-parameterizing θ by ϕ instead of time t, it is easy to show that
, which is the conjugate times equation obtained in [10] and analyzed in [2] .
E. Conjugate locus of the Serret-Andoyer metric
The extremals of the metric g a are shown in Fig. 2 , where h = 1 2 and p θ ∈ [0, √ I 1 ]: the thick dashed curves correspond to permanent rotations around the minor axis of inertia, and the thick continuous curves to the separating polhoded. Note that physically meaningful solutions of the Euler-Poinsot problem concern |p θ | ∈ [ √ I 3 , √ I 1 ] (trajectories comprises between thick dashed curves). The Gauss curvature is positive in the gray stripe along the horizontal axis. It changes sign along rotational trajectories, while it is positive along oscillating trajectories that remain sufficiently close to the horizontal axis. Such trajectories correspond to the polhodes around the major axis of the energy ellipsoid.
In view of Proposition 2, µ(ϕ) ∈ [A, B]. The metric g a is invariant with respect to rotations by angle θ , it possesses the reflectional symmetry induced by µ(−ϕ) = µ(ϕ), and µ ′ (ϕ) = 0 for ϕ ∈ (0, K(k)α −1 ). In particular, (A 1 ), (A 2 ) are both verified. Putting the expression for µ(ϕ) into (11), we can obtain the exhaustive description of the conjugate locus. We refer to our recent paper [3] for the technical details and present directly the result, illustrated in Fig. 3 : Denote now by (ϕ * (· ; ϕ 0 ), θ * (· ; ϕ 0 )) a smooth parametrization of the conjugate locus to the point (ϕ 0 , θ 0 ). Then the classical Poincaré result ( [9] ) on the minimal distance to the conugate locus implies that along arc-length parametrized geodesics (h = 1/2)
.
III. OPTIMAL CONTROL MODEL OF A SYSTEM OF THREE COUPLED SPIN-1/2 PARTICLES

A. Problem statement
In [11] and [12] the authors proposed the mehod that reduces the minimal time optimal control problem for a system of three spin-1/2 particles with unequal Ising couplings to the sub-Riemannian problem on S0(3):
where T > 0 is fixed. It turns out that this problem can be transformed into an certaint singular Riemannian problem on the sphere S 2 . Indeed, denote r i = R 1i , then since r = 1, we obtain the metric having singularity at r 2 = 0. In the spherical coordinates r 1 = sin ϕ cos θ , r 2 = cos ϕ, r 3 = sin ϕ sin θ , the Hamiltonian of this metric takes the form locus of the original 3D problem since the Serret-Adoyer transformation mixes the state and the co-state variables, it can be used to describe the dynamics of the Jacobi fields basis in of the Euler-Poinsot problem in 3D.
The numerical results on spin dynamics, presented in Section III, significantly improve the results of [12] . They also give an idea about the complexity of the conjugate locus of the Euler-Poinsot problem in 3D, since this problem can be seen as a limit case I 2 → ∞. 
