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Abstract
We first introduce the notion of (p, q, r)-complemented subspaces in Banach spaces, where p,q, r ∈ N. Then, given a couple
of triples {(p, q, r), (s, t, u)} in N and putting Λ = (q + r − p)(t + u − s) − ru, we prove partially the following conjecture: For
every pair of Banach spaces X and Y such that X is (p, q, r)-complemented in Y and Y is (s, t, u)-complemented in X, we have
that X is isomorphic Y if and only if one of the following conditions holds:
(a) Λ = 0, Λ divides p − q and s − t , p = 1 or q = 1 or s = 1 or t = 1.
(b) p = q = s = t = 1 and gcd(r, u) = 1.
The case {(2,1,1), (2,1,1)} is the well-known Pełczyn´ski’s decomposition method. Our result leads naturally to some generaliza-
tions of the Schroeder–Bernstein problem for Banach spaces solved by W.T. Gowers in 1996.
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1. Introduction
Let X and Y be Banach spaces. We write X ∼ Y if X is isomorphic to Y . If n ∈ N = {1,2,3, . . .}, then Xn denotes
the sum of n copies of X, X ⊕ X ⊕ · · · ⊕ X. It will be useful to denote X0 = {0}. We recall that Y is isomorphic to
a complemented subspace of X (Y c↪→ X) if there exists a Banach space A such that X ∼ Y ⊕ A. In this case we say
that A is a supplemented subspace of X associated to Y .
Suppose now that X and Y are Banach spaces isomorphic to complemented subspaces of each other, that is
X
c
↪→ Y and Y c↪→ X. (1.1)
In 1996, W.T. Gowers [10] solved the so-called Schroeder–Bernstein problem for Banach spaces by showing that X
is not necessarily isomorphic to Y , see also [2–7,11]. This result suggests the following problem:
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(1.1) yields X ∼ Y ?
In this paper we present a natural approach to solve this problem in positive. Our investigation origins from the
fact that under the hypothesis (1.1), X is isomorphic to Y if and only if there exists a supplemented subspace A of X
associated to Y such that
X ∼ X ⊕ A. (1.2)
Indeed, in this case, it follows from (1.1) that there a Banach spaces B such that{
X ∼ Y ⊕ A,
Y ∼ X ⊕ B. (1.3)
Thus adding B to the both sides of (1.2) and using (1.3) we deduce
Y ∼ X ⊕ B ∼ X ⊕ A ⊕ B ∼ X ⊕ B ⊕ A ∼ Y ⊕ A ∼ X.
So inspired by (1.2) we strengthen the concept of complemented subspaces in Banach spaces by defining:
Definition 1.2. Let (p, q, r) be a triple in N. A Banach space Y is (p, q, r)-complemented in the Banach space X if
there exists a supplemented subspace A of X associated to Y such that
Xp ∼ Xq ⊕ Ar.
Notice that for many of the classical Banach spaces this definition is exactly the definition of complemented sub-
spaces. To see that, we recall that a Banach space X is said to be primary if for every direct sum decomposition
X = X1 ⊕ X2 of X, at least one of the summands is isomorphic to X. So we have:
Remark 1.3. Let X be a primary space isomorphic to its square X2. If Y is a complemented subspace of X, then Y is
(p, q, r)-complemented in X, for every p,q, r ∈ N.
Indeed, there exists a Banach space A such that
X ∼ Y ⊕ A. (1.4)
Adding X to both sides of (1.4) we obtain
X ∼ X2 ∼ Y ⊕ X ⊕ A.
Thus by primariness of X it follows that X ∼ Y or X ∼ X ⊕ A. In both the cases, according to (1.4) we conclude
X ∼ X ⊕ A. (1.5)
Now adding A to both sides of (1.5), we have
X ∼ X ⊕ A ∼ X ⊕ A2.
Hence by induction, X ∼ X ⊕ Ar . Since X ∼ X2, it follows that Xp ∼ Xq ⊕ Ar.
Remark 1.4. If X is (2,1,1)-complemented in Y and Y is (2,1,1)-complemented in X, then X is isomorphic to Y .
Indeed, by hypothesis there are Banach spaces A and B verifying (1.3) and the following Decomposition Scheme{
X2 ∼ X ⊕ A,
Y 2 ∼ Y ⊕ B. (1.6)
Thus adding A2 to both sides of the second isomorphism of (1.6) and using (1.3) we get
X ∼ Y ⊕ A ∼ X ⊕ B ⊕ A ∼ Y ⊕ A ⊕ B ⊕ A ∼ Y ⊕ B ⊕ A2 ∼ Y 2 ⊕ A2 ∼ X2.
Similarly we see that
Y ∼ Y 2.
Therefore by the well-known Pełczyn´ski’s decomposition method [1, p. 63], we infer that X is isomorphic to Y .
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Definition 1.5. Two triples {(p, q, r), (s, t, u)} in N is a couple of Schroeder–Bernstein Triples for Banach spaces
(in short, CSBT) if for every pair of Banach spaces X and Y such that X is (p, q, r)-complemented in Y and Y is
(s, t, u)-complemented in X, we have that X ∼ Y .
Or equivalently, {(p, q, r), (s, t, u)} in N is a CSBT when X ∼ Y whenever the Banach spaces X and Y satisfy
(1.3) for some Banach spaces A and B and the following Decomposition Scheme holds{
Xp ∼ Xq ⊕ Ar,
Y s ∼ Y t ⊕ Bu. (1.7)
We also say that Λ = (q + r −p)(t +u− s)− ru is the associated number to the couple of triples {(p, q, r), (s, t, u)}.
Unfortunately in nowadays we do not know enough pairs of non-isomorphic Banach spaces which are isomorphic
to complemented subspaces of each other to present a characterization of the CSBT. Nevertheless by using some
Banach spaces constructed by W.T. Gowers and B. Maurey in [11], a Banach spaces introduced by the author in [5]
and the main result of [8], we can prove partially the following conjectures which would characterize the couples of
triples in N which are CSBT.
Conjecture 1.6. Let {(p, q, r), (s, t, u)} be a couple of triples in N with Λ = 0. Then it is a CSBT if and only if Λ
divides p − q and s − t , p = 1 or q = 1 or s = 1 or t = 1.
Conjecture 1.7. Let {(p, q, r), (s, t, u)} be a couple of triples in N with Λ = 0. Then it is a CSBT if and only if
p = q = s = t = 1 and gcd(r, u) = 1.
To be more precise, from now on our main aim is to reduce the proof of these conjectures to the following gener-
alizations of Schroeder–Bernstein problem, see Theorems 3.1, 3.2 and 4.4 for the case Λ = 0 and Theorems 5.1, 6.1
and 6.2 for the case Λ = 0.
Generalized Schroeder–Bernstein problem for Λ = 0. Show that every couple of triple {(p, q, r), (s, t, u)} in N
with Λ = 0 such that Λ | (p − q), Λ | (s − t), p > 1, q > 1, s > 1 and t > 1 is not a CSBT.
Generalized Schroeder–Bernstein problem for Λ = 0. Show that every couple of triple {(p,p, r), (s, s, u)} in N
with p > 1, s > 1 and gcd(r, u) = 1 is not a CSBT.
2. Preliminaries
We start by recalling some results on Banach spaces which are isomorphic to complemented subspaces of each
other. If m,n are integer numbers, then m | n means that m divides n and gcd(m,n) denotes the greater common
divisor between m and n.
Remark 2.1. In [11, p. 563] it was constructed Banach spaces Xv , for every v ∈ N, v  2, having the following
property: Xmv ∼ Xnv , with m,n ∈ N, if and only if m is equal to n module v.
We recall that two Banach spaces X and Y are said to be totally incomparable if no infinite dimensional subspace
of X is isomorphic to a subspace of Y .
Remark 2.2. Fix two totally incomparable Banach spaces X and Y from the class of spaces constructed in [9]. Then
by [5] there exists a Banach spaces Z satisfying
(a) Z ∼ Z2 [5, p. 31];
(b) Z ∼ Z ⊕ Xm ⊕ Ym, ∀m ∈ N [5, p. 31];
(c) Z  Z ⊕ Xm, ∀m ∈ N [5, Theorem 3.4].
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nach spaces (in short, MSBQ) if X ∼ Y for any Banach spaces X, Y , A and B satisfying (1.3) and the following
Decomposition Scheme{
X ∼ Yp ⊕ Aq,
Y ∼ Xr ⊕ Bs.
[8, Theorem 3.1] states that if p = 1 and q  2, then (p, q, r, s) is a MSBQ if and only if r = 1 and gcd(q − 1,
s − 1) = 1.
We also need to stand out two simple results which will be later referred to.
Remark 2.4. Let X, Y , A and B be Banach spaces satisfying (1.3), then
X ∼ X ⊕ Aγ ⊕ Bγ and Y ∼ Y ⊕ Aγ ⊕ Bγ , ∀γ ∈ N ∪ {0}.
Remark 2.5. Let E and F be Banach spaces and η, μ and ξ in N with η μ satisfying
Eη ∼ Eμ ⊕ Fξ .
Then
Eη ∼ Eμ+i(μ−η) ⊕ F (i+1)ξ , ∀i ∈ N ∪ {0}.
3. Sufficient condition of Conjecture 1.6
The main goal of this section is to prove a sufficient condition to a couple of triples {(p, q, r), (s, t, u)} in N with
Λ = 0 and p = 1 or q = 1 to be a CSBT, see Theorems 3.1 and 3.2, respectively. Notice that these theorems prove
the sufficient condition of Conjecture 1.6, because a couple of triple {(p, q, r), (s, t, u)} in N is CSBT if and only if
{(s, t, u), (p, q, r)} is one.
Theorem 3.1. Every couple of triples {(p, q, r), (s, t, u)} in N with Λ = 0, Λ | (p − q), Λ | (s − t) and p = 1 is a
CSBT.
Proof. Let X, Y , A and B be Banach spaces satisfying (1.3) and the Decomposition Scheme (1.7). We will show that
X ∼ Y . We distinguish two cases: q = 1 and q > 1.
Case 1. q = 1. Thus Λ = r(t − s) divides t − s. So r = 1 and (p, q, r) = (1,1,1). Consequently (1.2) holds and
therefore X ∼ Y .
Case 2. q > 1. Observe that there are three possible subcases: s < t ; t  s  t + u; t + u < s. However note that
(a) if s < t then Λ = (q + r − 1)(t − s) + (q − 1)u > t − s;
(b) if t + u < s then since Λ = (q − 1)(t + u − s) + r(t − s), it follows that Λ < t − s < 0 and Λ < 1 − q .
Thus taking into account our hypothesis, it suffices to consider the subcase where t  s  t + u. There are two
subcases: Λ > 0 and Λ < 0.
Subcase 2.1. Λ > 0. Let m ∈ N and n ∈ N ∪ {0} such that q − 1 = mΛ and s − t = nΛ.
According to the first condition of the Decomposition Scheme (1.7) and the first condition of (1.3) we have
X ∼ (Y ⊕ A)q ⊕ Ar ∼ Yq ⊕ Aq+r . (3.1)
Adding B to both sides of (3.1), by (1.3) and Remark 2.4, we infer
Y ∼ X ⊕ B ∼ Yq ⊕ Aq+r ⊕ B ∼ Yq ⊕ Aq+r−1.
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Y ∼ Yq+i(q−1) ⊕ A(i+1)(q+r−1), ∀i ∈ N. (3.2)
On the other hand, adding Au to both sides of the second condition of the Decomposition Scheme (1.7), by Remark 2.5
we see that
Y t ∼ Y t ⊕ Au ⊕ Bu ∼ Y s ⊕ Au. (3.3)
According to Remark 2.5 with E = Y , F = A, η = t , μ = s and ξ = u we get
Y t ∼ Y s+(m−1)(s−t) ⊕ Amu. (3.4)
Fix k ∈ N such that q + k(q − 1) t . Thus by (3.2) with i = k and (3.4) we obtain
Y ∼ Yq+k(q−1)−t ⊕ Y s+(m−1)(s−t) ⊕ A(k+1)(q+r−1)+mu.
That is,
Y ∼ Yq+k(q−1)+m(s−t) ⊕ A(k+1)(q+r−1)+mu. (3.5)
Moreover, again by (3.2) with i = k + n, it follows that
Y ∼ Yq+k(q−1)+n(q−1) ⊕ A(k+1)(q+r−1)+n(q+r−1). (3.6)
Now by the choice of m and n we obtain m(s − t) = n(q − 1). Furthermore, since Λ = (t − s)(q + r − 1)+ (q − 1)u,
we deduce that mu = 1 +n(q + r − 1). So by using (3.6) in (3.5) we infer that Y ∼ Y ⊕A. Therefore by (1.3) Y ∼ X.
Subcase 2.2. Λ < 0. Let m ∈ N and n ∈ N ∪ {0} such that q − 1 = −mΛ and s − t = −nΛ. Proceeding as in the
Subcase 2.1 we obtain (3.5) and (3.6). Note also that holds m(s − t) = n(q − 1) and n(q + r − 1) = 1 +mu. Thus by
using (3.6) in (3.5) again we conclude that Y ∼ Y ⊕ A ∼ X. 
Theorem 3.2. Every couple of triples {(p, q, r), (s, t, u)} in N with Λ = 0, Λ | (p − q), Λ | (s − t) and q = 1, is a
CSBT.
Proof. Let X, Y , A and B be Banach spaces satisfying (1.3) and the Decomposition Scheme (1.7). We will show that
X ∼ Y . We distinguish two cases: p = 1 and p > 1.
Case 1. p = 1. Thus Λ = r(t − s) divides (t − s). Consequently r = 1 and (p, q, r) = (1,1,1). Therefore (1.2) holds
and thus X ∼ Y .
Case 2. p > 1. Note that Λ = (1 + r − p)(t − s) + (1 − p)u. Hence if (1 + r − p)(t − s) < 0, then Λ < 1 − p.
Therefore by our hypothesis, it is enough to consider the subcases where (1 + r − p)(t − s) 0. So we distinguish
two subcases: 1 + r − p  0 and t − s  0; 1 + r − p  0 and t − s  0.
Subcase 2.1. p  r + 1 and s  t . There are two subcases: Λ > 0 and Λ < 0.
Subcase 2.1.1. Λ > 0. Let m ∈ N and n ∈ N ∪ {0} such that p − 1 = mΛ and t − s = nΛ. Adding Br to both sides of
the first condition of the Decomposition Scheme (1.7), by Remark 2.4, we have
X ∼ X ⊕ Ar ⊕ Br ∼ Xp ⊕ Br ∼ (Y ⊕ A)p ⊕ Br ∼ Yp ⊕ Ap ⊕ Br. (3.7)
Now adding B to both sides of (3.7), by (1.3) and Remark 2.4, we infer
Y ∼ X ⊕ B ∼ Yp ⊕ Ap ⊕ Br+1 ∼ Yp ⊕ Ap ⊕ Bp ⊕ Br+1−p ∼ Yp ⊕ Br+1−p.
By Remark 2.5 with E = Y , F = B , η = 1, μ = p and ξ = r + 1 − p we have
Y ∼ Yp+i(p−1) ⊕ B(i+1)(r+1−p), ∀i ∈ N. (3.8)
658 E.M. Galego / J. Math. Anal. Appl. 338 (2008) 653–661On the other hand, by the second condition of the Decomposition Scheme (1.7) we know that Y s ∼ Y t ⊕ Bu. So
according to Remark 2.5 with E = Y , F = B , η = s, μ = t and ξ = u we conclude
Y s ∼ Y t+(m−1)(t−s) ⊕ Bmu. (3.9)
Fix k ∈ N such that p + k(p − 1) s. Thus by (3.8) with i = k and (3.9) we get
Y ∼ Yp+k(p−1)−s ⊕ Y t+(m−1)(t−s) ⊕ A(k+1)(r+1−p)+mu.
That is,
Y ∼ Yp+k(p−1)+m(t−s) ⊕ A(k+1)(r+1−p)+mu. (3.10)
Moreover, by (3.8) with i = k + n, it follows that
Y ∼ Yp+k(p−1)+n(p−1) ⊕ A(k+1)(r+1−p)+n(r+1−p). (3.11)
By the choice of m and n we obtain m(t − s) = n(p − 1). Furthermore, since Λ = (1 + r −p)(t − s) − (p − 1)u, we
deduce that n(1 + r − p) = 1 + mu. So by using (3.10) in (3.11) we infer that Y ∼ Y ⊕ A ∼ X.
Subcase 2.1.2. Λ < 0. Let m ∈ N and n ∈ N ∪ {0} such that p − 1 = −mΛ and t − s = −nΛ. Proceeding as in the
Subcase 2.1.1 we obtain (3.10) and (3.11). Note that also holds m(t − s) = n(p − 1) and mu = 1 + n(1 + r − p).
Thus by using (3.11) in (3.10) again we conclude that Y ∼ Y ⊕ A ∼ X.
Subcase 2.2. p  r + 1 and t  s. There are two subcases: Λ > 0 and Λ < 0.
Subcase 2.2.1. Λ > 0. Let m ∈ N and n ∈ N ∪ {0} and n ∈ N such that p − 1 = mΛ and s − t = nΛ.
Adding Br to both sides of the first condition of the Decomposition Scheme (1.7), by Remark 2.5 we have
X ∼ X ⊕ Ar ⊕ Br ∼ (Y ⊕ A)p ⊕ Br ∼ Yp ⊕ Ap−r ⊕ Ar ⊕ Br ∼ Yp ⊕ Ap−r . (3.12)
Now adding B to both sides of (3.12), again by Remark 2.4, we infer
Y ∼ X ⊕ B ∼ Yq ⊕ Ap−r ⊕ B ∼ Yq ⊕ Ap−r−1 ⊕ A ⊕ B ∼ Yp ⊕ Ap−r−1.
By Remark 2.5 with E = Y , F = A, η = 1, μ = p and ξ = p − r − 1 we have
Y ∼ Yp+i(p−1) ⊕ A(i+1)(p−r−1), ∀i ∈ N. (3.13)
On the other hand, proceeding as in the proof of (3.9), we see that
Y t ∼ Y s+(m−1)(s−t) ⊕ Amu. (3.14)
Fix k ∈ N such that p + k(p − 1) t . Thus by (3.13) with i = k and (3.14) we get
Y ∼ Yp+k(p−1)−t ⊕ Y s+(m−1)(s−t) ⊕ A(k+1)(p−r−1)+mu.
That is,
Y ∼ Yp+k(p−1)+m(s−t) ⊕ A(k+1)(p−r−1)+mu. (3.15)
Moreover, by (3.13) with i = k + n, it follows that
Y ∼ Yp+k(p−1)+n(p−1) ⊕ A(k+1)(p−r−1)+n(p−r−1). (3.16)
By the choice of m and n we obtain m(s − t) = n(p − 1). Furthermore, since Λ = (1 + r −p)(t − s) − (p − 1)u, we
deduce that (1 + r − p)m = 1 + nu. So by using (3.15) in (3.16) we infer that Y ∼ Y ⊕ A ∼ X.
Subcase 2.2.2. Λ < 0. Let m ∈ N and n ∈ N ∪ {0} such that p − 1 = −mΛ and s − t = −nΛ. Proceeding as in the
Subcase 2.2.1 we obtain (3.15) and (3.16). Notice also that m(s − t) = n(p − 1) and mu = 1 + n(1 + r − p) hold.
Thus by using (3.16) in (3.15) again we conclude that Y ∼ Y ⊕ A ∼ X.
This completes the proof of the theorem. 
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The aim of this section is to furnish a necessary condition on the couple of triples in N with Λ = 0 to be CSBT, see
Theorem 4.4. Before to state this result we need the following lemma which will play a important role in this work.
Lemma 4.1. Let p,q, r, s, t, u ∈ N. Suppose that there exist i, j, v ∈ N with v  2 satisfying
(a) v divides i(q + r − p) − jr;
(b) v divides −iu + j (t + u − s);
(c) v does not divide j − i.
Then {(p, q, r), (s, t, u)} is not a CSBT.
Proof. Let n ∈ N such that nv−j +i > 0 and nv−i+j > 0. Since j +(nv−j +i)−i = nv and i+(nv−i+j)−j =
nv, we have by the property of Xv mentioned in Remark 2.1 and the conditions (a) and (b) that{
Xiv ∼ Xjv ⊕ Xnv−j+iv ,
X
j
v ∼ Xiv ⊕ Xnv−i+jv ,
{
X
ip
v ∼ Xiqv ⊕ X(nv−j+i)rv ,
X
js
v ∼ Xjtv ⊕ X(nv−i+j)uv .
Further according to condition (c) we conclude that Xiv is not isomorphic to Xjv . Consequently {(p, q, r), (s, t, u)} is
not a CSBT. 
Lemma 4.2. Let {(p, q, r), (s, t, u)} be a couple of triple in N with Λ 2. Suppose that there exist integers α and β
satisfying
(a) α(t + u − s) > −rβ;
(b) β(q + r − p) > −uα;
(c) Λ does not divide β(q − p) − α(t − s).
Then {(p, q, r), (s, t, u)} is not a CSBT.
Proof. Let v = Λ and consider the linear system{
i(q + r − p) − rj = αv,
−iu + j (t + u − s) = βv.
The only solution of this system is i = α(t + u − s) + rβ and j = β(q + r − p) + uα. It follows from (a)–(c) that
i > 0, j > 0 and v does not divide j − i = β(q − p) − α(t − s). Moreover, clearly v divides i(q + r − p) − jr and
−iu + j (t + u − s). Therefore Lemma 4.1 implies that {(p, q, r), (s, t, u)} is not a CSBT. 
Taking v = −Λ and proceeding as in the proof of Lemma 4.2 we obtain:
Lemma 4.3. Let {(p, q, r), (s, t, u)} be a couple of triple in N with Λ−2. Suppose that there exist integers α and
β satisfying
(a) −α(t + u − s) > rβ;
(b) −β(q + r − p) > uα;
(c) Λ does not divide β(q − p) − α(t − s).
Then {(p, q, r), (s, t, u)} is not a CSBT.
Theorem 4.4. If a couple of triples {(p, q, r), (s, t, u)} in N with Λ = 0 is a CSBT, then Λ | (p − q) and Λ | (s − t).
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We distinguish two cases: Λ 2 and Λ−2.
Case 1. Λ 2. Since Λ > 0, we have
(q + r − p)(t + u − s) > ru 1. (4.1)
There are two subcases: q + r − p > 0 and t + u − s > 0; q + r − p < 0 and t + u − s < 0.
Subcase 1.1. q + r − p > 0 and t + u − s > 0. By (4.1), u/(q + r − p) < (t + u − s)/r. Take α = q + r − p and
β = −u + 1. Therefore
−β
α
<
u
q + r − p <
t + u − s
r
,
and β(q − p) + α(s − t) = −Λ + q − p. Thus Lemma 4.2 implies that {(p, q, r), (s, t, u)} is not a CSBT.
Subcase 1.2. q + r − p < 0 and t + u − s < 0. By (4.1), (t + u − s)/r < u/(q + r − p). Now fix m ∈ N such that
t + u − s
r
<
u
q + r − p +
1
m(q + r − p) <
u
q + r − p
and take α = m(q+r−p) and β = −mu+1. Hence (t +u−s)/r < −β/α < u/(q+r−p) and β(q−p)−α(t −s) =
mΛ − q + p. Once more according to Lemma 4.2, {(p, q, r), (s, t, u)} is not a CSBT.
Case 2. Λ−2. Since Λ < 0, it follows that
(q + r − p)(t + u − s) < ru. (4.2)
In this case we distinguish tree subcases: q + r − p = 0; q + r − p > 0; q + r − p < 0.
Subcase 2.1. q + r −p = 0. Thus Λ = −ru. Take α = −r and β = t +u− s −1. Since r(t +u− s) > r(t +u− s −1)
and β(q −p)−α(t − s) = −ru+ r = −Λ+ q −p, again Lemma 4.3 implies that {(p, q, r), (s, t, u)} is not a CSBT.
Subcase 2.2. q + r −p > 0. By (4.2), (t +u− s)/r < u/(q + r −p). Take β = −u− 1 and α = q + r −p. Therefore
t + u − s
r
<
u
q + r − p <
−β
α
,
and β(q − p) + α(s − t) = −Λ + p − q . Thus Lemma 4.3 implies that {(p, q, r), (s, t, u)} is not a CSBT.
Subcase 2.3. q + r − p < 0. By (4.2), u/(q + r − p) < (t + u − s)/r . Pick m ∈ N such that
u
q + r − p <
u
q + r − p −
1
m(q + r − p) <
t + u − s
r
and take α = m(q + r − p) and β = −mu + 1. Hence (u)/(q + r − p) < −β/α < (t + u − s)/r and β(q − p) −
α(t − s) = −mΛq − p. Once more according to Lemma 4.3, {(p, q, r), (s, t, u)} is not a CSBT. 
5. Sufficient condition of Conjecture 1.7
In this short section we prove a sufficient condition on the couple of triple in N with Λ = 0 to be a CSBT.
Theorem 5.1. Every couple of triples {(1,1, r), (1,1, u)} in N with gcd(r, u) = 1 is a CSBT.
Proof. Let X, Y , A and B be Banach spaces satisfying (1.3) and the Decomposition Scheme (1.7) with p = q = s =
t = 1. Thus{
X ∼ X ⊕ Ar ∼ Y ⊕ A ⊕ Ar ∼ Y ⊕ Ar+1,
Y ∼ Y ⊕ Bu ∼ X ⊕ B ⊕ Bu ∼ X ⊕ Bu+1. (5.1)
On the other hand, by our hypothesis and the result mentioned in Remark 2.4, it follows that (1, r + 1,1, u + 1) is a
MSBQ. So according to (5.1), X ∼ Y and consequently {(p, q, r), (s, t, u)} is a CSBT. 
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The purpose of this section is to present some necessary conditions on the couples of triples in N with Λ = 0 to be
a CSBT.
Theorem 6.1. If a couple of triples {(p, q, r), (s, t, u)} in N with Λ = 0 is a CSBT, then p = q and s = t .
Proof. By the symmetry of the definition of CSBT it suffices to prove that p = q . Assume that p = q . Since Λ = 0, we
deduce that (q + r −p)(t +u− s) = ru > 0. Therefore we consider only the cases: q + r −p > 0 and q + r −p < 0.
Case 1. q + r − p > 0. Take i = r and j = q + r − p and v ∈ N, v  2 such that v does not divide q − p. So
i(q + r − p) − jr = 0 and since Λ = 0, it follows that −iu + j (t + u − s) = 0. Moreover j − i = q − p. Thus it is
enough to apply Lemma 4.1 to see that {(p, q, r), (s, t, u)} is not a CSBT.
Case 2. q + r −p < 0. Take m = r and n = p− r −q . Let X, Y and Z be the Banach spaces mentioned in Remark 2.2.
So by Remarks 2.2(a) and 2.2(b),{
Z ⊕ Xm ∼ Z ⊕ Yn ⊕ Z ⊕ Xm+n,
Z ⊕ Yn ∼ Z ⊕ Xm ⊕ Z ⊕ Ym+n.
Now observe that mp = mq + (m + n)r and since Λ = 0, ns = nt + (m + n)u. Thus it follows from Remark 2.2(a)
that {(
Z ⊕ Xm)p ∼ (Z ⊕ Xm)q ⊕ (Z ⊕ Xm+n)r ,(
Z ⊕ Yn)s ∼ (Z ⊕ Yn)t ⊕ (Z ⊕ Ym+n)u.
Next assume that
Z ⊕ Xm ∼ Z ⊕ Yn. (6.1)
Thus adding Xn to both sides of (6.1) and using Remark 2.2(b) we deduce
Z ⊕ Xm+n ∼ Z ⊕ Xn ⊕ Yn ∼ Z,
which is absurd by Remark 2.2(c), because m + n = p − q = 0. Therefore {(p, q, r), (s, t, u)} is not a CSBT. 
Theorem 6.2. If a couple of triples {(p, q, r), (s, t, u)} in N with Λ = 0 is a CSBT, then gcd(r, u) = 1.
Proof. According to Theorem 6.1, p = q and s = t . Assume that gcd(r, u) = 1. Take i = 1, j = 2 and v ∈ N, v  2
such that v divides r and u. So by Lemma 4.1 we conclude that {(p, q, r), (s, t, u)} is not a CSBT. 
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