Abstract-A promising feature of emerging wireless sensor networks is the opportunity for each spatially-distributed node to measure its local state and transmit only information relevant to effective global decision-making. An equally important design objective, as a result of each node's finite power, is for measurement processing to satisfy explicit constraints on, or perhaps make selective use of, the distributed algorithmic resources. We formulate this dual-objective design problem within the Bayesian decentralized detection paradigm, modeling resource constraints by a directed acyclic network with low-rate, unreliable communication links. Existing team theory establishes when necessary optimality conditions reduce to a convergent iterative algorithm to be executed offline (i.e., before measurements are processed). Even so, this offline algorithm has exponential complexity in the number of nodes and its distributed implementation assumes a fully-connected communication network. We state conditions by which the offline algorithm admits an efficient message-passing interpretation, featuring linear complexity in the number of nodes and a natural distributed implementation. We experiment with a simulated network of binary detectors, applying the message-passing algorithm to optimize the achievable tradeoff between global detection performance and network-wide online communication. The empirical analysis also exposes a design tradeoff between constraining in-network processing to preserve resources (per online measurement) and then having to consume resources (per offline reorganization) to maintain effective detection performance.
I. INTRODUCTION
The vision of "collaborative self-organizing wireless sensor networks," a confluence of emerging technology in both miniaturized devices and wireless communications, is of growing interest in a variety of scientific fields and engineering applications e.g., geology, biology, surveillance, fault-monitoring [1] - [4] . Their promising feature is the opportunity for each spatially-distributed node to receive measurements from its local environment and transmit information that is relevant for effective global decisionmaking. The finite power that drives each node creates incentives for prolonging operational lifetime, motivating measurement processing strategies that satisfy explicit resource constraints (on e.g., communication, computation, memory) in the network layer. One also anticipates intermittent reorganization by the network to stay connected (due to e.g., node dropouts, link failures), implying resource constraints can change accordingly and creating an incentive for intermittent re-optimization in the application layer. So unless the offline optimization algorithm is itself amenable to efficient distributed implementation, there is little hope for maintaining application-layer decision objectives without also rapidly diminishing the network-layer resources that remain for actual online measurement processing.
We explore these design challenges assuming the decision-making objective is optimal Bayesian detection and the dominant measurement processing constraints arise from the underlying communication medium. Our main model is illustrated in Fig. 1 , extending the canonical team-theoretic decentralized detection problem [5] - [7] in ways motivated by the vision of wireless sensor networks. Firstly, each spatially-distributed node i receives a noisy measurement Y i = y i related only to its local state process X i , which can be correlated with the states local to all other nodes, X −i = {X j ; j = i} [8] . Secondly, the network topology can be defined on any directed acyclic graph G, each edge (i, j) representing a feasible point-to-point, lowrate communication link from node i to child j ∈ χ(i) [8] , [9] . Thirdly, each node can employ a selective, or censored, transmission scheme and the multipoint-to-point channel into node i from parents π(i) can be unreliable (due to e.g., uncoded interference, packet loss) [10] - [13] .
The problem of optimal decentralized Bayesian detection is known to be NP-hard [5] , in general. Also known is a team-theoretic approximation (satisfying necessary but not sufficient optimality conditions) that, under certain model assumptions, analytically reduces to a convergent iterative algorithm to be executed offline [5] - [7] . The algorithm strives to couple all nodes' local rules such that there is minimal performance loss from the in-network processing constraints. However, it requires that all nodes are initialized with common knowledge of global statistics and iterative per-node computation scales exponentially with n.
We identify a class of models for which the convergent offline algorithm admits an efficient message-passing interpretation, equivalent to a sequence of purely-local computations interleaved with only nearest-neighbor communications [14] , [15] . In each offline iteration, every node adjusts its local rule (for subsequent online processing) based on incoming messages from its neighbors and, in turn, sends adjusted outgoing messages to its neighbors. Some of the messages received by each node define, in the context of its local objectives, a likelihood function for the symbols it may receive online (e.g., "what does the information from my neighbors mean to me") while the other messages define, in the context of all other nodes' objectives, a cost-to-go function for the symbols it may transmit online (e.g., "what does the information from me mean to my neighbors"). Each node need only be initialized with local statistics and iterative per-node computation becomes invariant to n (but scales exponentially with the number of neighbors, so the algorithm is well-suited for sparsely-connected networks). This paper is organized as follows. Section II reviews the theory of decentralized Bayesian detection in the generality implied by Fig. 1 . Section III defines the class of models for which the offline iterative algorithm discussed in Section II admits its efficient message-passing interpretation. In Section IV, we consider a simulated network of binary detectors and apply the message-passing algorithm to quantify the tradeoff between online communication and detection performance. The empirical analysis also exposes a design tradeoff between constraining in-network processing to preserve resources (per online measurement) and then having to consume resources (per offline reorganization) to maintain effective detection performance. Conclusions and questions for future research are discussed in Section V.
II. DECENTRALIZED DETECTION NETWORKS
This section reviews the theory of decentralized Bayesian detection [5] - [7] in the generality implied by Fig. 1 .
A. Dual-Objective Bayesian Formulation
For the model in Fig. 1 , let distribution p(x, y) jointly describe the hidden state process X and the noisy measurement process Y . Fig. 1(a) depicts how the centralized The Bayesian criterion assigns a numeric "cost" c(u,x, x) ≥ 0 to every possible realization of the joint process (U,X, X), penalizing any fixed strategy γ ∈ Γ by its expected cost i.e.,
(1) We focus on a dual-objective specialization of (1), assuming
where the constant λ ≥ 0 specifies the unit conversion between detection-related costs c(x, x) and communicationrelated costs c(u, x). Formally, our decentralized design problem is to find the strategy γ * ∈ Γ G such that
where the functions J d : Γ → R and J c : Γ → R quantify the detection penalty and communication penalty, respectively. The rest of this subsection further develops the underlying probabilistic model.
1) Centralized Strategies:
The problem in (2) specializes to the centralized design problem when online communication is both unconstrained and unpenalized i.e., when Γ G = Γ and λ = 0. Classical detection theory [16] states
Note that (i) the likelihood function p(Y |x) provides a sufficient statistic of Y and (ii) the optimal parameter values θ * (x, x) = p(x)c(x, x) can be computed offline. Minimizing J d (γ) over all Γ is thus equivalent to minimizing
over the space of distributions defined by parameters θ ∈ R |X |×|X | according to
Of course, these sums and integrals over vector spaces become difficult to compute, especially as n grows large.
2) Myopic Strategies:
The centralized strategy in (3) is clearly infeasible given the constraints of Fig. 1(b) , as it assumes the global sufficient statistic p(Y |x) is known at an individual processor and total computation scales exponentially with n. A simplest feasible strategy is for each node i to decide uponx i as if in isolation i.e., given distribution p(x i , y i ) and costs c(x i , x i ) involving only the local environment, the rule at node i is
We denote all such local rules by Γ i and the set of all such strategies by
no node transmits (receives) information on its the outgoing (incoming) links and total computation scales linearly with n. It follows that, for everyγ ∈ Γ n , we have J c (γ) = 0 in (2) and p(x|y;θ)
3) Decentralized Strategies: The set of decentralized strategies Γ G ⊂ Γ includes all myopic strategies Γ n , but excludes the (optimal) centralized strategyγ * . More precisely, assign to each edge (i, j) in graph G an integer d i→j ≥ 2, denoting the size of the symbol set supported by the link from node i to child j ∈ χ(i) (i.e., the link rate is log 2 d i→j bits per measurement). It follows that the information U i transmitted by node i can take at most
denotes the set of all feasible rules γ i :
and, in turn, the distribution to determine J(γ) in (1):
B. Offline Iterative Algorithm
In general, it is not known whether the strategy γ * in (2) lies in a finitely-parameterized subspace of Γ G . The team-theoretic approximation is to satisfy a set of necessary optimality conditions based on a simple observation: if a decentralized strategy γ * = (γ * 1 , . . . , γ * n ) is optimal over Γ G , then for each i and assuming rules γ *
We focus on models where
Simultaneously satisfying (8) for all i is not a sufficient optimality condition because, in general, it does not preclude a decrease in J via joint minimization over multiple nodes. Assumption 1 (Conditional Independence): Every node i measures a state-dependent deterministic signal corrupted by noise, where this local measurement noise is independent of both the local channel noise and the noise processes local to every other node j = i. i.e., for every i,
Lemma 1: Let Assumption 1 hold. For every strategy γ ∈ Γ G , the distribution in (7) specializes to
where for every i,
Proof: Substituting (9) into (6) and (7) results in
Because only the ith factor in the integrand involves variables (y i , z i ), global marginalization over (Y, Z) simplifies to n local marginalizations, each over (Y i , Z i ). Proposition 1: Let Assumption 1 hold. The ith component optimization in (8) reduces to
|Ui|×|Xi|×|X | are given by (12) . Proof: See [17] . It is instructive to note the similarity between a local rule γ * i in Proposition 1 and the centralized strategyγ * in (3). Both process an |X |-dimensional sufficient statistic of the available measurement with optimal parameter values to be computed offline. In rule γ * i , however, this offline computation is more than simple multiplication of probabilities p(x) and costs c(u,x, x): parameter values θ * i ∈ R |Ui|×|Xi|×|X |×|Zi| in (12) now involve conditional expectations, taken over distributions that depend on the fixed rules γ * −i of all other nodes j = i. Each such fixed rule γ * j is similarly of the form in Proposition 1, where fixing parameter values θ * j specifies p(u j ,x j |x, u π(j) ; θ * j ) local to node j through (10) and (11) .
Each ith minimization in (8) is thereby equivalent to minimizing
45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrIP15.4
over the parameterized space of distributions defined by
It follows that the simultaneous satisfaction of (8) at all nodes corresponds to solving for θ * = (θ * 1 , . . . , θ * n ) in a system of nonlinear equations expressed by (10)- (12) . Specifically, if we let f i (θ * −i ) denote the right-hand-side of (12) , then offline computation of a team-optimal strategy reduces to solving the fixed-point equations [18] . Because the real-valued, non-increasing sequence {J(γ k )} is also bounded below by J(γ * ) ≥ 0, it has a limit point.
In the absence of additional technical conditions (e.g., J is convex, f is contracting [18] ), Corollary 1 implies nothing about whether {J(γ k )} converges to the optimal performance J(γ * ), whether the achieved performance is invariant to the choice of initial strategy γ 0 , nor whether the associated sequence {θ k } converges. Also note that the proof to Corollary 1 assumes every node i can exactly compute the local marginalization of (10) . Some measurement models of practical interest lead to numerical or monte-carlo approximation of these marginalizations, and the extent to which the resulting errors affect convergence is not known.
The offline message-passing algorithm we develop in Section III (and experiment with in Section IV) is, in essence, an instance of Corollary 1 under some additional model assumptions. Thus, when these additional assumptions hold, it inherits the same theoretical convergence properties. Two interesting open problems are (i) whether the additional model assumptions allow for stronger theoretical convergence guarantees and (ii) whether the messagepassing algorithm provides a satisfactory approximation even when the additional model assumptions are violated.
III. MESSAGE-PASSING ALGORITHM
Online measurement processing implied by Proposition 1 is, by design, well-suited for distributed implementation. However, a number of practical difficulties remain:
• convergent offline optimization requires global knowledge of probabilities p(x), costs c(u,x, x) and statistics {p(u i ,x i |x, u π(i) ; θ k i )} in every iteration k; • total (offline and online) memory/computation requirements scale exponentially with the number of nodes n. In this section, we establish conditions so that convergent offline optimization can be executed in a recursive fashion: each node i starts with purely local knowledge (i.e., probabilities p(x π(i) , x i ) and costs c(u i ,x i , x i )) and exchanges rule-dependent statistics, or messages, with only its neighbors π(i) ∪ χ(i); yet, if generated appropriately, the sequence of messages received from its neighbors will converge to sufficient statistics of the required global knowledge. Moreover, total memory/computation requirements scale linearly with n. These results extend the computational theory discussed in [5] , [8] , [9] in the generality of Fig. 1 .
A. Online Efficiency
The online computation implied by Proposition 1 scales exponentially with n due to the dependence of (11) on the global state process X.
Assumption 2 (State Locality): In addition to the conditions of Assumption 1, both the measurement model and channel model local to node i are invariant to all non-local state processes X −i i.e., for every i,
Corollary 2: If Assumption 2 holds, then (11) and (12) in Proposition 1 specialize to
and (16), respectively.
Proof: Recognizing (14) to be the special case of (9) with p(y i |x) = p(y i |x i ) and p(z i |x, u π(i) ) = p(z i |x i , u π(i) ) for every i, (10) in Lemma 1 similarly specializes to
for every i. We then apply Proposition 1 with
It is instructive to note the similarity between γ * i in Corollary 2 and a local myopic ruleγ i in (5). Online computation is nearly identical, but with γ * i using parameters that reflect the composite decision space U i × X i and depend explicitly on the received information Z i = z i . This similarity is also apparent in the local computation of statistic p(u i ,x i |x i , z i ; φ * i ) for fixed parameters φ * i in (15), which per value z i ∈ Z i involves the same local marginalization over Y i by which one computes the statistic p(x i |x i ;φ i ) for fixed parametersφ i in (5).
B. Offline Efficiency
Efficiency in the offline iterative algorithm is grounded in the special probabilistic structure that results from the decentralized processing constraints in conjunction with Assumption 2. In particular, suppose the cost function c(u,x, x) in (16) decomposes in a manner compatible with the structured form of distribution p(u −i , z i ,x −i |x; γ * −i ) at node i. Then, for each candidate decision (u i ,x i ), the sums taken over vectors u −i andx −i can be separated into a collection of n − 1 partial sums, each jth such partial sum taken over (u π(j) , u j ) andx j , respectively. These types of recursive computations are known to be maximally efficient in a Markov tree structure [14] , [15] .
Assumption 3 (Tree Topology): Graph G is a polytree i.e., there is at most one path between any pair of nodes.
Assumption 4 (Cost Locality):
The Bayesian cost function is additive across the nodes of the network i.e., 
where P * i (z i |x i ) is given by (17) and
at node i, the forward message from parent j ∈ π(i) is
and the backward message from child
where
is given by (18) . Proof: See [17] . Proposition 2 implies the parameters φ * i local to node i no longer (explicitly) depend on full knowledge of statistics {p(u j ,x j |x j , u π(j) ; γ * j ); j = i}. Rather, it is sufficient for node i to know the messages P * π(i)→i = {P * j→i ; j ∈ π(i)} and C * χ(i)→i = {C * j→i ; j ∈ χ(i)} received from the parents and children, respectively. The forward messages P * π(i)→i define the likelihood function P * i , summarizing the rule statistics local to all ancestors of node i (i.e., the parents π(i), the parents' parents π(j) for j ∈ π(i) and so on), while the backward messages C * χ(i)→i define the cost-togo function C * i , summarizing the rule statistics local to all nodes other than these ancestors. Eliminating P * i , C * i and Q * χ(i)→i from the system of equations in Proposition 2 specializes (13) to the block-structured form . .} by iterating (19) in a repeated forward-backward pass through G e.g., Corollary 1. Each forward-backward pass in the partialorder implied by G ensures each iterate φ k is generated in a component-wise fashion required for convergence. Fig. 2 illustrates the iterative message-passing interpretation for which Corollary 3 applies. The simplification afforded by Proposition 2 is also apparent in the computation of the sequence {J(γ k )}. Specifically, the global penalty associated to iterate φ k is given by
for every i. That is, given the statistic P k+1 i is known local to each node i (which occurs upon completion of the forward pass in iteration k+1), the penalty J(γ k ) is additive across the nodes so its computation scales linearly in n.
IV. NUMERICAL EXPERIMENTS
This section summarizes experiments with the offline message-passing algorithm presented in Section III. The setup involves a simulated network of linear-Gaussian binary detectors and discrete erasure channels. Our results quantify the extent to which the message-passing algorithm improves upon the achievable tradeoff between detection penalty J d and communication penalty J c in (2). As we should expect, this potential for improvement is a function of the correlation between the distributed states, the noise level in the measurements and the erasure probabilities in the channels. Each node employs a selective transmission scheme, where a decision to not transmit on any particular link incurs zero communication cost. Our results show the team strategy exploiting this cost-free silence: even when actual symbols can be transmitted without penalty (i.e., when λ = 0 in (2)), a node's selective silence can convey valuable information to its children. We also seek to quantify the offline communication overhead associated with team-optimal performance: we empirically measure the average number of iterations to convergence, recognizing that per iteration k each link (i, j) must reliably communicate messages P k i→j and C k j→i , each a collection of up to |X i × U i | real numbers.
A. Simulation Model
We consider an instance of the model in Fig. 1 that both satisfies Assumptions 2-4 and depends on only a few parameters for ease of illustration (see Fig. 3 ): the signal-to-noise ratio in every node's measurement model is r ∈ (0, ∞), the per-transmission erasure probability in every link's channel model is q ∈ [0, 1], and the correlation between components of the spatially-distributed state process X is determined by w ∈ (0, 1). The specific parents π(i), children χ(i), likelihood p(y i |x i ) and channel p(z i |x i , u π(i) ) local to each node i are shown in Fig. 3(b)-(d) . Recall the offline messagepassing algorithm also assumes every node i is initialized with a local prior p(x π(i) , x i ), which in our experiments are obtained by appropriate marginalization of a global prior
where E denotes the edge set of the undirected graph illustrated in Fig. 3(a) and each non-negative function
specifies the correlation (i.e., negative, zero, or positive when w is less than, equal to, or greater than 0.5, respectively) between neighboring states X i and X j .
The costs c(u,x, x) are chosen to specialize the detection penalty J d to the node-error-rate and the communication penalty J c to the link-use-rate. Local to each node i,
Thus, in conjunction with the channel model in Fig. 3(d) , the symbol u i→j = 0 represents node i foregoing the opportunity to transmit a binary-valued message (designated by u i→j ∈ {−1, +1}) to child j, which avoids the potential for both a transmission cost and a symbol erasure. In turn, assuming q > 0 and upon receiving the symbol z i→j = 0, node j cannot conclusively determine whether parent i chose to be silent or link (i, j) just experienced an erasure. A final model consideration is the initial rule γ 0 i local to each node i. It is worth mentioning that initializing to a myopic ruleγ i in (5) prohibits the offline algorithm from making progress-in our model, the team-optimality conditions discussed in Section II is satisfied by this myopic strategy! Fig. 4 illustrates our choice of initial rule γ 0 i , which is motivated by the class of monotone threshold rules for binary detection networks [5] , [10] , [11] . We observe the algorithm making reliable progress from this initialization as long as the induced statistics at every node i satisfy
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B. Procedure and Results
Given values (w, r, q) in Fig. 3 , one purpose of our experiments is to quantify the achievable tradeoff between node-error-rate J d and link-use-rate J c . Specifically, let Another purpose of our experiments is to assess the offline communication overhead. We record the number of iterations to convergence each time we apply the messagepassing algorithm on a distinct value of λ. Let k * denote the empirical average number of iterations, taken over only the experimental runs with λ < λ * since the algorithm converges to myopic performance in typically two iterations otherwise. Per offline iteration, each link (i, j) must support the reliable transmission of 2|U i × X i | real numbers: hence, per offline reorganization, the network in the model of Fig. 3 must reliably transmit on the order of 228k * real numbers. 
] express the fractional link-use-rate (relative to full network capacity) and node-error-rate (relative to the gap between that of the myopic and centralized strategies), respectively.
V. CONCLUSION
A key challenge in modern sensor networks concerns the inherent design tradeoffs between application-layer decision performance and network-layer resource efficiency. We explored such tradeoffs for the decision-making objective of optimal Bayesian detection, assuming in-network processing constraints are dominated by a low-rate unreliable communication medium. Mitigating performance loss in the presence of such constraints demands an offline algorithm by which the processing rules local to all nodes are iteratively coupled in a manner driven by global problem statistics. We showed that, for a certain class of models, this offline algorithm admits an efficient message-passing interpretation: it can be implemented as a sequence of purelylocal computations interleaved with only nearest-neighbor communications. The algorithm was successfully applied to a simulated network of binary detectors, emphasizing how design decisions to reduce online resource overhead by imposing explicit in-network processing constraints must be balanced with the offline resource expenditure to preserve satisfactory performance subject to such constraints.
It is interesting to speculate on the use of our offline algorithm for models in which not all required assumptions are satisfied (e.g., a non-tree-structured graph); while the elementary convergence proof presented here no longer applies, the algorithm may still yield quality approximations. A related open question is the robustness of the offline 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 FrIP15.4 . It is seen from e.g., the curve for q = 0 in (a) that a decentralized team strategy, constrained to selectively use at most eleven bits of communication (per online global measurement), can recover roughly 40% of the centralized detection performance lost by the purely myopic strategy, employing active transmission rates of roughly 70%. Altogether, we see the team strategy (i) gracefully degrades the node-error-rate as we increase the multiplier λ on the associated link-use-rate and (ii) consistently exploits the selective silence to convey up to an extra half-bit of information over each unit-rate link (i.e., "no news provides news," in the sense that active transmissions are employed only a fraction of the time even when λ = 0 in which case online communication is penalty-free). However, with k * measuring between 4 and 5 iterations, achieving this satisfactory tradeoff depends upon the reliable communication of 912-1140 real numbers (per offline network reorganization). Note also that, all other things equal, λ * is inversely related to q, quantifying the diminishing value of active transmission as link reliability degrades. Moreover, comparing the cases in (a) with those in (b) and (c), it appears lower state correlation or lower measurement noise similarly diminish the value of active transmission.
message-passing algorithm to inexact local computations or non-ideal nearest-neighbor communications.
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