In this paper, we show that universal routing can be achieved with low overhead in distributed networks. The validity of our results rests on a new network called the fat-stack. We show that from a routing perspective the fat-stack is efficient and is suitable for use as a baseline distributed network and as a crucial benchmark architecture for evaluating the performance of specific distributed networks. We show that the fat-stack is efficient by proving it is universal. A requirement for the fat-stack to be universal is that link capacities double up the levels of the network. We use methods developed in the areas of VLSI and processor interconnect for much of our analysis. We then show how the fat-stack can be an effective benchmark architecture and how to scale the network from a VLSI graph layout to a large-scale distributed topology. Our universality proof shows that a fat-stack of area Θ(A) can simulate any competing network of area A with O(log 3 2 A) overhead independently of wire delay. The universality result implies that the fat-stack of a given size is nearly the best routing network of that size. The fat-stack is also the minimal universal network for an O(log 3 2 A) overhead in terms of number of links. Actual simulations show that the fat-stack outperforms a mesh-based distributed network of comparable hardware usage. Our work helps explain why some deployed networks function in the way they do in terms of routing. It also provides an exemplary network of proven efficiency and scalability for building new distributed systems.
Introduction
The topology of a network determines its efficiency on the first order. A network architecture can be considered as consisting of a distinct topology, varied link capacities, and a specific routing scheme. An architecture resembling practical networks provides not only a working model but also a foundation for studying different networks and for contriving novel network services. In this paper we prove analytically that a certain architecture is the best suitable for distributed networking and can be used as a baseline to assure that a network when built works to a certain performance level and to evaluate the performance of specific network topologies. The proofs are based on routing results and hardware layouts developed in the context of interconnection networks for parallel computers. It is both theoretically significant and desirable to ensure the proving premises and results to be valid across scales. We show how to scale a VLSI network up to represent a distributed network such that routing properties are retained.
An efficient network should move traffic speedily for the computing task and require no excessive hardware to build. We show that the fat-stack is such an efficient network by showing that it is universal, i.e. it can simulate any other network with an overhead of no more than (some power of) the logarithm of the area A of the hardware containing the network. This universality result implies that the fat-stack performs much better than or as well as most, if not all, of known networks. The choice of the term "fat-stack" stems from the observation that the network is a construct of identical atomic subnetwork units stacked up and tapering upwards. We will formally define the fat-stack network in Section 3.
Universal routing networks have been studied in the past in the context of interconnection networks.
Work on the fat-tree and the fat-pyramid has initiated some principles and methodologies for studying and designing universal routing networks [13, 15, 24] . To apply these tenets to large-scale distributed networks, it is crucial for the network to be scalable. We propose the fat-stack because its structure is amenable to scaling. It turns out that the fat-stack is versatile as well. In a previous paper [11] , we have reported the results of the fat-stack as an efficient interconnection network. The focus of this paper is to show that the universal property of the fat-stack applies to distributed networks.
A typical fat-tree assumes a 4-ary tree structure with link capacities doubling up the levels of the tree. The fat-pyramid inherits the 4-ary tree framework of the fat-tree and adds a mesh on each level of the nodes up the tree. Specific hardware layouts of the two networks and a fat-stack will be described in Section 3. The fat-tree is the first proved universal network [24] . But it is universal only under unit wire delay condition; its universality does not hold under nonunit wire delays [13] . The fat-pyramid has been proven to be universal under both unit and nonunit wire delay conditions [13] . The fat-tree has been used in the CM-5 parallel computer whereas the fat-pyramid has not been adopted for any machine.
Another clear advantage of the fat-pyramid over the fat-tree is its better absolute efficiency due to its hierarchical meshes. But these same meshes of the fat-pyramid increase its wire usage considerably and make it not scalable to represent a distributed network.
The fat-stack is relatively simple in structure, which makes it scalable to closely represent a distributed network. It can be constructed by stacking atomic subnetwork units following a fat-tree framework. A subnetwork unit is made of a ring of certain nodes and one or more upward links each from one node of the unit. These links connect to the same node of a subnetwork right above the unit. The network is built up recursively. We consider two variants of the fat-stack in this paper. The general fat-stack (GFS), the focus of this paper, has only one upward link from a subnetwork and the top level node is omitted. This variant is not strictly based on a tree due to the omission of some links.
The augmented fat-stack (AFS) has as many upward links as the number of nodes in the subnetwork.
In addition to scalability, another advantage of the fat-stack is that the GFS is the minimal universal network for the same asymptotic overhead. This notion of lower bound network is in terms of hardware usage. The GFS, AFS, and fat-pyramid all incur an O(log 3 2 A) overhead under nonunit wire delay assumption despite expectant variation in their absolute efficiencies. Also, the AFS represents a performance upper bound achievable when additional links were to be added up from the subnetworks in the GFS. In all, these three networks plus the fat-tree provide a range of performance attainments.
Routing schemes have direct impact on the universality of a network. The universality of the fatstack relys on routing capability in terms of a linear combination of congestion and distance that a packet travels. This capability applies to offline routing. But online routing should have the same efficiency in the unit wire delay case due to analysis of packet routing on a "leveled network" [20, 22] .
The fat-tree and fat-pyramid have been studied under the conditions of unit and nonunit wire delays and compact VLSI hardware texture. Under the same conditions, the fat-stack can be considered as resembling the fat-tree and fat-pyramid networks. The established results for the fat-tree and fatpyramid networks [13, 15, 24, 32] bear some useful implications on the universal properties of the fatstack. We prove the universality of the fat-stack using a similar physical layout and under both unit and nonunit wire delay conditions.
In addition, we prove that wire length (speed) does not change the efficiency of a network. This property is useful for scaling up the GFS from a VLSI-scale layout to a large-scale distributed network.
While much of our work is analytical proof, we also simulated the two variants of the fat-stack together with the fat-tree, the fat-pyramid, and a widely used mesh-based distributed network, in order to visualize and compare their performances in realistic terms. The simulations were carried out using the ns-2 network simulator. The nodes of the networks are thought as fitted on a template of reference, and the wires have nonunit delay. This type of simplification enables us to relate the experimental data to the analytical results. The simulations demonstrate that the AFS has a high performance improvement over the fat-tree. The GFS is shown to have much better performance than the mesh-based distributed network.
Our contributions implicated in this paper are the following: (1) We demonstrate that universal routing is achievable in distributed networks requiring only minimal connectivity. 
Related Work
The fat-tree architecture has found widespread application in parallel computers and switch fabrics since its advent [13, 15, 24, 26] . There has also been continued research on fat-tree networks. The bulk of the work either proposes new routing models in a VLSI fat-tree layout (e.g. [32] ), or casts the fattree onto a distributed setting to overcome certain impediments in some routing scenarios (e.g. [18] ).
Work by Greenberg and Oh shows that a fat-tree network of area Θ(A) can simulate any network of comparable area with O(log 3 A) slowdown when the networks run a wormhole routing algorithm [16] .
Recent work by Hung and Robertazzi studies scheduling issues in cluster and grid computing systems based on the fat-tree [17] .
The fat-stack can be usable for the aforementioned application scenarios of the fat-tree. The simple structure of the fat-stack ensures good scalability but offers higher performance. Furthermore, the fat-tree does not constitute a prevalent distributed architecture. Routing schemes specific to the fattree can be too restrictive for use to be the basis to compare and study the universality of networks.
The fat-stack, however, mimics current deployed networks at the switched LAN, WAN, regional, and continental scales. We will illustrate this similarity in Section 5.
On another front, important results have been obtained in work of devising routing schemes applicable to general networks and traffic loads. For example, Andrews et al. proposed a randomized greedy scheduling protocol with polynomial queue size and delay [2] . Other results include those published in [1, 9, 29] . In proving the universality of the fat-stack, we use a routing theorem that is general and indicates a better efficiency than even routing protocols designed for some specific networks. We did not, however, correlate this theorem to the others.
Some distributed networks such as the Internet would defy a unified routing scheme. But many aspects of the architecture of the Internet have been treated in a unified framework. Many services and solutions have been so obtained as exemplified by the works of [30, 31] . We seek to provide the fat-stack as a general exemplary framework that is applicable within variable scales. We think that this mechanism can impact traffic pattern, but the traffic is part of the total traffic aggregating onto the network. In our proofs, we use a a general routing theorem of Leighton et al.
The theorem is in terms of two summary measures and does not directly indicate network capacity and traffic sources. In our simulations, we used a routing construct that represents a workable paradigm on par with today's actual technology advance.
In scaling the fat-stack from a VLSI layout to large-scale distributed network, there is an uncertainty.
We resort to using an approach of extension by multiples. How much varying wire length and capacity affects routing efficiency is unresolved. Recent work by Borodin et al. addresses the effect on routing and stability when network links have capacities and slowdowns [7, 8] . They left as an open problem whether stability is preserved for either static capacities or slowdowns in a network running a certain scheduling protocol. But they did show that such a system remains stable with dynamic capacities and slowdowns.
Network Model
We now describe the topology of the fat-stack, a hardware layout, and a computation and communication framework on which routing is based.
The fat-stack is a hierarchical network, consisting of tiers or levels. Each level has one or more subnetworks. Each subnetwork is a ring. A fat-stack can have arbitrary levels of rings. A graphical representation of a GFS is shown in Figure 1 . It should be evident that this topology resembles a distributed system when the structure is to be spread out on a flat plane.
Let n be the number of nodes in a subnetwork. The base structure of an AFS is one of an n-ary tree in which each non-leaf node represents a switch and a leaf node represents a processor. The GFS does not contain an n-ary tree, but we will nonetheless use an n-ary framework to prove its universality. A bottom level node in a GFS can be a workstation or a hub of workstations. Figure 2 shows the hardware layout of a fat-tree, a fat-pyramid, and an AFS. The figure is adapted from Figure 1 of [13] . In these structures, each edge represents a wire of one unit of capacity. To increase capacity, extra edges and nodes of the same capacity are created. In analyzing distributed networks, it is often necessary to combine these separate edges and nodes to form a singular structure.
In a singular network graph such as Figure 1 , an edge will represent multiple units of capacities and corresponds to a channel consisting of a certain number of wires in the context of interconnection networks.
The channel capacities in the fat-tree in Figure 2 double at increasing levels of the underlying 4-ary tree inasmuch as all 4 child nodes connect to one parent node with a double redundancy at each level.
This capacity increment can be viewed as splitting the upper node into two and duplicating the four downward links once. We can do a reverse of the "split-and-duplicate" procedure to transform the fat-tree into a singular 4-ary tree structure by overlaying individual nodes and links and hence their capacities. We can perform the same overlay procedure on the fat-pyramid to get a 4-ary tree in which all the switch nodes at each level of the underlying tree are connected within a mesh. The procedure can also collapse the AFS layout into a singular structure.
The difference of the three networks lies in if and how the nodes at a level of the tree are interconnected. Unlike the fat-pyramid, the fat-tree has no connecting links among switches on the same levels. In the AFS, the switch nodes with the same parent are connected by a ring. The degree of connectivity deceases in the order of the fat-pyramid, the AFS, and the fat-tree.
In overlaying the nodes and links of the fat-pyramid, the capacities of the mesh links increase at the same rate as those of the other nodes and links. The overall capacity increase is 2 h times up the underlying fat-tree where h is the level number from the leaf nodes designated as level 0. We modulate the AFS with the same capacity distribution pattern as for the fat-tree and the fat-pyramid. Intuitively, compared to the fat-tree, the AFS merely possesses more connectivity due to the connected subnetwork nodes and thus can not be worse off in computing and routing efficiency.
An arbitrary number of capacity distributions can be specified for a fat-stack by combining two types of switches with a constant number of inputs and outputs as illustrated for the fat-tree in [25] .
Our study concerns routing improvement from a uniform network to a network with link capacities doubling upwards. Capacity doubling makes the fat-stack universal.
In proving the universality of the fat-pyramid, each leaf node is treated as a cluster of log 2 A processors each of area Θ(log A) in an H-tree layout (of size Θ(log A) × Θ(log A)) [13] . This condition will be modified to single-processor packing to prove the universality of the fat-stack.
We employ an abstract model of packet routing and operation. The basic mode of operation assumed of the fat-stack is the usual distributed random-access machine (DRAM) model [27] . In a DRAM, all memory is located at the processors and its access is made by messages routed through the routing interconnection network. Indivisible packets will be used for routing analysis and they can be perceived as the basic constituents of data traffic and as a convenient scalar quantity for mathematical analysis.
Large messages can be fragmented into packets.
The DRAM model is, of course, best suited for tightly coupled systems. To directly apply it to a distributed system, we would have to address the scaling-up issue which is exactly the same issue we will address in Section 5. Routing over large-scale distributed systems is routing in a DRAM uninhibited by link length between nodes. Throughout this paper, we say that network A can simulate network B with overhead µ if, for any t, the routing performed by B in time t can be performed by A in time µt.
Universality of the Fat-Stack
In this section, we prove the universality of the GFS. We first set forth the necessary postulates for the proofs and affirm the universal properties of the fat-tree, the fat-pyramid, and the AFS under single-processor configuration. We then prove the universality of the fat-stack under both unit and nonunit wire delay conditions.
Universality proofs for the fat-tree and the fat-pyramid are parameterized by hardware area or volume. A geometric bisecting method is used to decompose the competing network to match with the structure of the base network [13, 24] . We shall adopt this method in our proofs. This method has its basis in the theories and constructions of VLSI graph layouts [4, 5, 19] . The competing network can be in terms of a cube or an area in a two dimensional design space. Extension of computation analysis from two dimensions to three dimensions has been shown to be straightforward [12, 14] . The decomposition is to recursively cut the cube or area into two pieces in the direction of the shorter edges until each piece contains either zero or one processors. It has been proven that a balanced decomposition tree can always be obtained, in which the number of processors on either side of a given node (cut) is equal to within one [24] . In view of the decomposition tree, a valid assumption is that the number of packets that can enter or leave an area (equivalently a subtree) in unit time is proportional to the perimeter of the area.
In addition, our proofs will be based on the general but powerful routing results obtained by Leighton, Maggs, and Rao [20] [21] [22] [23] . The results pertain to offline algorithms that work under unit wire delay condition. Unit wire delay denotes that it takes unit time for a packet to move through a wire.
This assumption implies that a packet traverses a distance of at most one during a single routing step or one unit time, and that at most one packet can pass through a wire during one routing step. For the nonunit wire delay case, wires will be considered as transmission lines that pipeline bits (packets) and have delay (speed) variations. The following lemma will suffice to prove the universality of the fat-stack. In the lemma, the term congestion refers to the maximum number of packets that must traverse a single edge in one direction, and dilation refers to the maximum number of edges that must be traversed by a single packet. It has been shown that a fat-tree can efficiently (i.e. in no more than polylogarithmic slowdown) simulate any network of comparable volume or area under the unit wire delay assumption [3, 15, 20, 24] .
Using the bisection method, Lemma 4.1, and an H-tree processor packing, Greenberg proved in [13] that the fat-tree can simulate any network with an O(log A) overhead under unit wire delay condition, and that the fat-pyramid can simulate any network with an O(log A) overhead regardless of wire delays, provided that the base network and the competing network are of the same area A. With similar postulates, we showed in [11] that the AFS is universal with an O(log A) overhead under both unit and nonunit wire delay conditions and is in fact the minimal network for that efficiency.
We also want to make a modification of the processor packing used in [13] that each bottom level node is an H-tree layout of log 2 A processors each of area Θ(log A). In the subsequent analysis, each leaf node is thought to be of a single processor of area Θ(log A). Also, there is a local ring for nodes in a subnetwork at the bottom level.
Using single processor leaf nodes introduces a complication on the number of processors (N ) that can be packed in area Θ(A). Referring to Figure 2 , we can determine N by solving the following recursion for the side length S(N ):
The solution is
Since log N ≤ log A (because N ≤ A/ log A necessarily), taking approximation gives
Having obtained the above relation, we prove the universality of the fat-tree and its implications on the AFS and the fat-pyramid, before we discuss the GFS. In fact, processor packing has no effect on the universality overhead for the fat-tree as shown in the following theorem. Proof. Use the decomposition method discussed above. The perimeter of a piece of the competing network corresponding to a subtree of N/2 l processors in
. The capacity of a channel on top of a subtree of N/2 l processors in F is at least N/2 l and N = Ω(A/ log 2 A). Thus, the congestion on a wire in F at any unit time is the number of packets allocated to a subtree divided by the capacity of the channel which is O(log A). Also, a packet travels a distance of O(log A) in the tree.
By Lemma 4.1, the simulation overhead is O(log A).
Since the AFS and the fat-pyramid are all based on the fat-tree framework but only with more ring/mesh connections, we have the following corollary. One stark difference between the GFS and the AFS is that the AFS has a top level node and all subtending nodes have a link to an upper level node. To show that the GFS is universal, we retain the same framework as of the AFS and we examine the impact of the absence of a top node and extra links on the area and the number of packets on a wire in the GFS which is now directly the base network.
For a fixed N , we will retain a Θ(A) area for the GFS by imagining the existence of a top node and links but treating them as only "stuffing" dummy constituents in that they do not route packets. We can apply the same equal-area concept to address that there is now only one link (the joint link) connecting a subnetwork to its upper level.
We can now focus on the routing overloading on the GFS from a competing network to arrive at the following theorem. on the subnetwork, but that would be equivalent to extending the schedule length over the unit time constraint now being considered. Second, we could increase the capacity gradient to get a smaller c, but then d would still limit the overhead to be only as good as O(log A). Third, if any second link was added from a subtree node to the upper common node, then the load of O(n log A) could be amortized,
i.e. increased connectivity will reduce congestion.) Since a packet has to traverse O(n) extra (ring) links, the network dilation d is now O(n log A). This factor of n also occurs in overloading at the top level subnetwork of F . It is certainly reasonable to assume that n is fixed in all three cases. Then, by Lemma 4.1, the simulation overhead of F is O(log A). Note that Theorem 4.3 also implies Corollary 4.2. For both the AFS and the fat-pyramid, the n in the above proof does not occur, which also indicates that the two networks are more efficient than the GFS.
We now prove the universality of the GFS under nonunit wire delay assumption. We follow a similar procedure as in the fat-pyramid proof to create a regular layout which is shown in Figure 3 and is adapted from Figure 3 of [13] . The regular layout of the fat-pyramid is produced by embedding the base butterfly fat-tree into the graph of the tree of meshes, performing a "fold-and-squash" transformation, and adding the mesh connections of the fat-pyramid [13] .
The layout now obtained differs from the fat-pyramid layout in the following ways: (1) level 0 will have no switch nodes; (2) level 4 switch nodes are locally connected by a ring; (3) the four processors subtending each of the level 4 switch form a ring subnetwork and have only one node (i.e. the joint node) connected to the level 4 node via a link; and (4) there is only one node in a local level 4 ring that is connected to a level 2 switch. Note that to accommodate capacity splitting, each level 4 ring must have two nodes connecting to two level 2 switches. Also note that we retained the framework of the tree of meshes and added ring links. In the succeeding analysis, we should imagine some of the tree links are "dummy links" which affect only the n factor.
We shall need to define a linear wire delay condition in order to prove our universality theorem. Let w(δ) denote the wire delay function of wire length δ. Function w should be nondecreasing and satisfy the following condition: Proof. Let δ be the maximum physical distance that a message of a message set S travels in the competing network. The number of fat-stack edges which a message traverses is at most 2 log 2 δ, plus O(n) · 2 log 2 δ ring edges at each of the log 2 δ levels since on a subnetwork a packet traverses O(n) edges to get to the joint node. Since any link connected to a switch h levels up is of length O(2 h √ log A) and each ring edge is of length O( √ log A), 1 the routing path connecting processors at (horizontal) distance δ in the competing network is of length O(δ √ log A). Therefore, each of the 2 log 2 δ fat-stack edges should contain at most w(δ √ log A) real and imaginary switches. (Imaginary switches are auxiliary switches thought placed on each wire in number equal to the delay for that wire. Their inclusion enables us to use the unit wire delay result.) The total distance that a packet travels (hence the dilation) in F is O(w(δ √ log A) log δ). Now let T be the time required to deliver S. We have T ≥ w(δ). Also, the congestion caused by S in F is O(T log A) by the congestion argument in the proof of Theorem 4.3. The routing overhead µ can be obtained based on Lemma 4.1 as follows:
where the third line follows from the linear delay condition (Definition 4.1). Note that when √ log A < 1, ( √ log A) γ < 1, and then we can obtain µ ≤ O(log A). Proof. For the same δ as in the proof of Theorem 4.4, the number of fat-tree edges which a message traverses is still at most 2 log 2 δ, but the number of ring edges it traverses is now just 2 for either network. (The absence of n in the number of ring edges shows that these two networks can be far more efficient than the GFS.) Henceforth, the proof is the same as that for Theorem 4.4. No improvement on the asymptotic overhead is possible.
Evaluating Distributed Networks
Having shown that the GFS is universally efficient, we can now show how to scale it up. If its efficiency holds when expanded, then we can use the GFS as a benchmark to assure and evaluate the performance of large-scale distributed networks. In this section, we show that the GFS is scalable and discuss how to use it as a benchmark.
By using an equal-hardware approach, we showed that the GFS is also universal. Although it is less efficient than the AFS and the fat-pyramid, the GFS is a network that can possibly represent a distributed network. A distributed network is typically of much larger scale than an interconnection network implemented in VLSI. The links of a distributed network dominate its domain while in VLSI the processors and switches determine the densest packing. Thus this disparity has to be overcome to scale up the GFS.
Scaling the GFS
We first show how to scale the GFS from a VLSI layout to larger scales. This boils down to showing that network efficiency is preserved when the links become arbitrarily longer while keeping fixed capacities.
We shall prove the efficiency preservation in the standard packet routing context as in [21, 23] . We base our proof on Lemma 4.1 which holds for unit wire delay and capacity. We show a general result that works for all networks, not only for the GFS.
The link capacity requirement of the GFS is not an obstacle in using the lemma. This is because the GFS can be alternatively represented as wires of unit capacity and split nodes, as we discussed in Section 3. This representation is amenable to the logic of Lemma 4.1 as we now see.
Theorem 5.1. Let G be a network in the standard packet routing context that has congestion c and dilation d for a set of packets. Consider the network G derived from G by adding slowdowns in its edges but keeping all its nodes. Then G is asymptotically as efficient as G.
Proof. By definition, congestion is the maximum number of packets that must traverse a single edge (wire) in one direction, which corresponds to the maximum number of paths that use any one edge.
The same set of packets for G are now to be routed through G following the same directions but of longer paths. Essentially G is emulating the behavior of G. Each edge of G becomes a path of s e edges in G if the slowdown of edge e is s e . We assume we know the maximum speed possible for an edge (normalized to 1 packet/step). We also assume that s e is a positive integer. As each "new" edge in G is contained in the same number of packet paths as the "old" edge of G, the congestion is still c.
The dilation d of G is now the sum of the slowdowns on all the edges of the longest path. Let the edges of the longest path be indexed by 1, 2, ..., k and the slowdown of edge i by s i . Also let s max denote that maximum slowdown of all the edges. Then we have
It is certainly reasonable to regard s max as a constant. Then by Lemma 4.1, the theorem follows.
However, the delay caused by edge slowdowns can be as large as (s 
Performance Assurance
We now discuss how to apply the universality results obtained in the last section to evaluate the performance of some specific distributed networks from a routing perspective. We first discuss the importance of building and maintaining an efficient topology and how the GFS is a valid and useful benchmark architecture. We treat the GFS as an architecture consisting of distinct topology, varied link capacities, and routing scheme. In comparing the GFS to another topology or network, we are assuming that both networks employ the same routing mechanism such as IP and possess comparable link capacities.
Network topology predominates network efficiency. The GFS can serve as a baseline distributed network and as a benchmark architecture to evaluate other topologies. As the GFS is universal, it can undertake tasks that any network for the same set of processor nodes can do. In the worst case, the slowdown is O(log 3 2 A). This general property implicates that a deployed GFS-like network would do without topology change due to the finding of any more efficient practical topology, however unlikely such finding is.
Large-scale distributed networks as deployed today exhibit a topology of certain regularity despite their constant evolution. They contain a GFS-like topology which provides minimum and necessary connectivity to cover large areas. The existence of such a topology validates the applicability of our GFS design.
An example four-tier network resembling the GFS is illustrated in Figure 4 . The sources of network traffic are any data generating devices such as workstations and hubs of workstations. These hosts and their connections form the lowest tier of the network. In the case of hubs the constituent workstations are not regarded as leaf nodes. In the traditional network design literature, these edge components of the network are referred to as (local) access network [10] . Traditional access network design uses network cost such as the cost of node and link. Given a number of nodes, running the Esau-Williams algorithm or the Sharma algorithm, the resulted network usually assumes a topology resembling a very irregular tree with nodes connected in tandem by a single link.
The most widely-used architecture for local area network (LAN) is Ethernet, which is basically a long line that can be shared by hundreds of computers in a strict proximity. There is no switching involved in LANs. Traffic going out of the LAN is passed on to the upper-tier component through a bridge (Layer 2 low-capacity router) which also routes any incoming traffic to the intended workstation.
The structure and functions of a token bus or a token ring is very similar; they too use a router to connect the local connected nodes onto the upper tier. Since connecting both ends of a shared line in a close proximity is not prohibitive, we could represent the connecting pattern by a ring or linear mesh structure as in our GFS design. In doing so, we would also be assuming that there is a protocol In an enterprise network, LANs are connected in several ways. They can be connected through bridges, one for each LAN. The topology of the internetwork can be anything from a simple mesh to a spanning tree [33] . However, a tree is not the most efficient structure for fast communication and data transport. LANs are often connected by a backbone network. It is this backbone network design that we regard as the next tier of the tired network structure. A backbone network can itself be a LAN which can be implemented as Fiber Distributed Data Interface (a high-performance fiber optic ring) and Fast Ethernet (bit time is at 10 nsec). The main function of the backbone of LANs is to switch traffic among them. An embedded LAN is stripped of the data-generating functions.
Tier 3 and tier 4 backbone networks are similar to tier 2 backbones in structure. A tier 3 network connects several tier 2 networks whereas a tier 4 network connects several tier 3 networks. Tier 3 networks are at the regional scale. A Tier 4 network is national or continental and is a single ring.
Networks have been constantly evolving. There is a recent trend of upgrading due to the increase of network traffic. New networks are being installed to fulfill the requirement of Fiber To The Home technology. To carry VoIP and multimedia traffic, small routers/switches are being coalesced into or replaced by less number of large fast routers. Arbitrary topology change might cause loss of network efficiency. There can be idle traffic. Routers can be underutilized. Topology justification is ever more important. The GFS provides a viable guideline for topology upgrading.
It is worth noting that besides the structure itself the efficiency of the GFS relies on the routing schemes. Since they are higher up in the protocol stack, transport protocols, QoS, and service mechanisms regulate their influence completely onto the routing layer. Therefore, in all the application networks to be discussed below, it is either the physical network itself or the paths for the aggregate traffic within a network domain that assume a GFS structure.
The GFS is likely the most efficient among practical distributed network architectures as to be shown in Section 6. We have shown that varying wire delays can have only marginal effect on network efficiency. Thus, we can designate the GFS as a benchmark to evaluate other network topologies. The assumption of the Internet as a tiered network structure either logically or physically is fundamentally sound. Enterprise networks should also be deployed with GFS configurations. An overlay network that deviates from the GFS structure is susceptible to performance degradation. A structured peer-to-peer network can also use the GFS framework to guarantee efficiency.
Experimental Results
We did several experiments using the ns-2 network simulator to visualize and compare the performance of the networks discussed so far and a fifth network in realistic terms. There are two fixtures in the experiments. The nodes are considered as fixed on a template, and wiring the various links for each network does not bloat the template. This makes it easy to stipulate that the networks are of the same area. Secondly, a fixed traffic scenario of three traffic types is used to run through all the networks in order to obtain data on how well each performs.
We simulated the fat-tree, the AFS, the fat-pyramid, the GFS, and the fifth network. The fifth network is composed of linked small meshes and is referred to as the composite-mesh in the following discussions. This network is illustrated in Figure 5 . In the general template as shown in Figure 5 , there are 64 processor nodes (nodes 0 -63) and 21 switches as required by a 4-node subnetwork configuration.
The split wires and nodes used previously in discussing the fat-tree, the AFS, the fat-pyramid, Their effect on routing is immaterial since each of them would otherwise be confined to a local subnetwork and have one or more links to the subnetwork. Also note that the GFS does not include node 84 unlike the composite-mesh.
protocol, so in effect the simulations merely emulate IP routing. We used the adaptive link-state routing as the routing protocol so that routing responds to traffic loads on the links. Each network was simulated under all three traffic types. The duration of the simulations is all 120 seconds. During this period, 40 processor nodes generate traffic at start and end times generated at random. Traffic sinks are also randomly selected among the 64 processor nodes. There are a total of 60 connections or flows created during each simulation. The flows start and end at random times within the simulation duration.
The types of the traffic generated at the sources are of constant bit rate (CBR), exponential on/off, and Pareto on/off. The common attributes of the traffic types are that the packet size is 1,000 bytes and the average sending rate is 80 Kbps. Other attributes vary with the latter two types having bursty sending patterns. The queuing rule applied for all links is Stochastic Fair Queuing with default configuration parameters (maximum queue limit set at 40 packets and using 16 buckets for hashing each of the flows).
We extracted from the results of experiments the overall throughput and delay as the specific traffic moves through each network. They are calculated by obtaining the start time and the duration that each packet stayed in the network before arriving at its final destination. We use them as the metrics for comparison. The data are listed in Table 1 . The asymptotic nature of the simulation overheads we derived in Section 4 does not warrant a direct comparison of these numbers in terms of O(log A) although it is inferable that log A corresponds to log N (A is greater than N ). Therefore, without obscuring our analytical results, we can rate the performance of the networks relative to each other.
The data show that throughput increases and delay decreases in the order of the fat-tree, the AFS, and the fat-pyramid. This is because more and more intra-subnetwork links are added in that order.
The AFS performs better than the fat-tree by ∼ 23% in throughput and ∼ 73% in overall delay. (It is less efficient than the fat-pyramid by ∼ 31% in throughput and ∼ 34% in overall delay. But note that the fat-pyramid uses much more wires and thereby incurs more complexity for wiring and packaging.
In addition, the fat-pyramid does not scale to represent a distributed network.) By its affinity to the AFS, the performance of the GFS can increase considerably if additional links are added up from each subnetwork. The AFS will be the upper bound of this increase. In fact, these networks provide a range of performance attainments.
The GFS is one that resembles a distributed network. Each subnetwork has only one link to an upper tier node. Each of the subnetworks in the fat-tree, the AFS, and the fat-pyramid has four upward links, which makes them impractical for distributed layout. A distributed network is apt to resemble the composite-mesh in actual deployment. The data show that the GFS performs much better than the composite-mesh (∼ 23% in throughput and ∼ 35% in delay). So it is reasonable to infer that the performance of a composite-mesh can be much worse if the network is at a much larger scale, i.e. if it consists of much larger number of processor nodes.
As already indicated in arriving at the theorems of Section 4, the asymptotic overhead values are not good representation of absolute efficiency because some intermediate terms are omitted. Since the area of a network is always rather limited in real applications, these less powered terms can represent significant inefficiency of the network. Specifically, the n coefficient of delay for the GFS can be nontrivial when a subnetwork has a large number of nodes. Secondly, in the derivations for the fatpyramid, the dilation accounts for the longest possible path a packet has to travel, which turns out to be the same as that for the AFS. But in usual network operation, packets in the fat-pyramid can take the mesh edges between the subnetworks as short cuts which the AFS does not have. It would thus be discretionary to consider the precision of the overhead data and use them as a qualitative measure.
In this paper, we have shown that universal routing can be achieved in distributed networks of minimal connectivity with low overhead. The structures of the networks must imply a GFS for these results to be applicable. Most practical distributed networks do contain a GFS-like structure though with much more links than the GFS. We applied certain VLSI theory and methods to the larger-scale distributed setting. Then we substantiated this application by real-world examples, analysis, and experiments to emulate realistic routing scenarios as in IP networks. We showed that the GFS is universally efficient.
The GFS variant incurs some unsurmountable delay as each of its subnetworks has only one upward link, which results in a simulation overhead of O(log 3 2 A). However, the GFS can be scaled up and outperform a (or any) mesh-based distributed network. We showed how to apply the universality results to evaluate the performance of some specific distributed networks. A network that contains a GFS with substantially higher connectivity than the GFS can be as efficient as any known network such as a hypercube.
The regular layout used to prove the universality of the GFS imposes a restriction on the wire lengths ( Figure 3) . In that layout, any link connected to a switch h levels up is of length O(2 h √ log A)
and each ring edge is of length O( √ log A). The alternative scaling method we proposed in Section 4 still abides by the area limitation and uses extension by multiples. In the simulations, we used a template which in effect bypasses this restriction. However, we showed that the level of routing efficiency of a network does not change with varying wire length. We used that property to justify the scaling of the GFS to large scales.
The GFS captures a baseline architecture of distributed networks at various scales as discussed in Section 5. It can also be used as a paradigm for developing new distributed systems such as a structured peer-to-peer network. Using the GFS as a blueprint can ensure high efficiency, scalability, and easy implementation. Given minimal connectivity, the GFS is already universally efficient. Adding more links can make the network as efficient as any other network supposable while being scalable.
The importance of the GFS being universal is twofold. Universality implies that the GFS is nearly the most efficient routing network for the same number of links and nodes and hence for equivalent network complexity. A non-universal network lacks the basic efficiency to be much useful. Also, routing algorithms designed for another network architecture will get slow in a non-universal network, while the GFS being universal will ensure the algorithms work to their efficiency potentials. To our best knowledge, ours is the first to prove a distributed network universally efficient. The GFS could be a careful choice for a distributed architecture as there are no other networks that can be deployed distributedly and have theoretically guaranteed efficiency and practical scalability.
