We present a proper motion measurement for the halo globular cluster Pyxis, using HST/ACS data as the first epoch, and GeMS/GSAOI Adaptive Optics data as the second, separated by a baseline of ∼ 5 years. This is both the first measurement of the proper motion of Pyxis and the first calibration and use of Multi-Conjugate Adaptive Optics data to measure an absolute proper motion for a faint, distant halo object. Consequently, we present our analysis of the Adaptive Optics data in detail. We obtain a proper motion of µ α cos(δ) =1.09±0.31 mas yr −1 and µ δ =0.68±0.29 mas yr −1 . From the proper motion and the line-of-sight velocity we find the orbit of Pyxis is rather eccentric with its apocenter at more than 100 kpc and its pericenter at about 30 kpc. We also investigate two literature-proposed associations for Pyxis with the recently discovered ATLAS stream and the Magellanic system. Combining our measurements with dynamical modeling and cosmological numerical simulations we find it unlikely Pyxis is associated with either system. We examine other Milky Way satellites for possible association using the orbit, eccentricity, metallicity, and age as constraints and find no likely matches in satellites down to the mass of Leo II. We propose that Pyxis probably originated in an unknown galaxy, which today is fully disrupted. Assuming that Pyxis is bound and not on a first approach, we derive a 68% lower limit on the mass of the Milky Way of 0.95×10 12 M ⊙ .
INTRODUCTION
Of the globular clusters of the Milky Way, Pyxis (Da Costa 1995; Irwin et al. 1995 ) is one of the most distant (∼ 40 kpc; Sarajedini & Geisler 1996) . Even though the relatively high line-of-sight extinction of E(B-V)≈ 0.25 (Dotter et al. 2011 ) adds a large uncertainty on this measurement, Pyxis clearly resides in the halo. Pyxis has a metallicity of [Fe/H]= −1.45 ± 0.1; (Palma et al. 2000; Dotter et al. 2011; Saviane et al. 2012) and, from comparison to theoretical isochrones, is 11.5±1 Gyr old, roughly 2 Gyr younger than inner Milky Way globular clusters of the same metallicity (Dotter et al. 2011; Saviane et al. 2012) . Together, these measurements suggest that Pyxis belongs to the somewhat younger population of halo globular clusters that have likely been accreted by the Milky Way (Zinn 1993) .
Indeed, the three-dimensional location of Pyxis is quite suggestive of a complicated origin. Irwin et al. (1995) speculate that Pyxis originates from the Large Magellanic Cloud (LMC), based on the proximity of Pyxis to its orbital plane. More recently, Koposov et al. (2014) discovered the ATLAS stellar stream and three globular clusters, including Pyxis, were considered potential progenitors of the stream. The proper motions of both NGC 7006 and M 15 were inconsistent with the implied orbit of the stream, and Pyxis, with no proper motion measurement, became the most likely candidate. Both scenarios, an LMC origin and that Pyxis is being tidally stripped, can be tested with a proper motion measurement.
Validation of these scenarios has larger implications than just the origin of Pyxis. Detailed observations of stellar streams coupled with numerical simulations can be used to constrain the potential of the Milky Way halo (Koposov et al. 2010; Küpper et al. 2015; Bovy et al. 2016a) as well as the mass function of subhalos within it (Yoon et al. 2011; Erkal et al. 2016; Bovy et al. 2016b) . Longer streams improve such constraints: currently, the ATLAS stream is rather short (12 • Koposov et al. (2010) ), but if Pyxis is its progenitor system, then it would be one of the longest streams currently traced within the Milky Way halo. Three-dimensional motions for halo objects, like Pyxis, can also be used to constrain the rotation curve at relatively large distances and thus the mass of the Milky Way.
Absolute proper motions for halo objects have been obtained with ground-based seeing-limited observations with long time baselines (≥ 15 years; e.g., Dinescu et al. 1999; Fritz & Kallivayalil 2015) , or with the Hubble Space Telescope (HST) (e.g., Piatek et al. 2007; Kallivayalil et al. 2013 ), which permits measurements over shorter time scales due to its better spatial resolution (∼3-5 years). Ground-based adaptive optics have the potential to provide the HST-quality spatial resolution to enable shorter baseline proper motion measurements from the ground. Indeed, adaptive optics techniques have been well-established for proper motions (e.g., Gillessen et al. 2009 ) using single conjugated adaptive optics systems. Now, multiconjugated adaptive optics (MCAO) systems provide a larger field of view and have already been used for relative proper motions (Ortolani et al. 2011; Massari et al. 2016a) , in which the motion of a source is measured relative to another object in the Milky Way halo. The larger field-of-view of MCAO makes it possible to now also find faint background galaxies in the same images which can be used to get absolute motions, like what has been done already with seeing-limited images (e.g., Dinescu et al. 1997 ) and with HST (e.g., Kalirai et al. 2007; Sohn et al. 2013; Pryor et al. 2015) . The GeMS/GSAOI system in operation at Gemini South Carrasco et al. 2012 ) is the first AO system that combines the large sky-coverage of laser guide-stars with the wide diffraction-limited fieldof-view of MCAO (Davies & Kasper 2012) enabling observations of targets without bright stars which are necessary for a system without lasers.
In an on-going multi-year Gemini Large Program (LP-GS-2014B-2; PI: Fritz 1 ), we are using the GeMS/GSAOI system to measure absolute proper motions for a set of Milky Way halo tracers, including Pyxis. While systems like GeMS/GSAOI are currently rare, planned instrumentation for 30-meter class facilities include widefield AO imaging (one example being MICADO, see Davies et al. 2016 , for details) and AO-based proper motions from the ground will become more fruitful. The development of proper motion analysis techniques that use such instrumentation, thus, are valuable for future efforts.
The Gemini Large program is still ongoing (we require 3 year baselines) and the second epoch of AO imaging for Pyxis has not yet been obtained. We can, however, utilize archival optical HST imaging, taken in 2009, as our first epoch. This sets a five year baseline between the first optical observations and our second near-infrared AO imaging.
The paper is organized as follow: In Section 2 we present the data used in this study and in Section 3 we discuss our techniques to measure photometry and positions in our datasets. We describe the methods used in the measurement of the proper motion of Pyxis in Section 4. In Section 5 we use the proper motion to constrain its orbit and to explore the possible origin of Pyxis. We conclude in Section 6.
IMAGING DATA SET
In this section, we describe the imaging used to measure the proper motion of Pyxis. Technical details for our imaging datasets are summarized in Table 1 .
HST Imaging
The first epoch consists of archival HST ACS/WFC F 606W and F 814W data 2 . These images were obtained in 2009 (MJD = 55115.7) and provide a sufficient baseline in combination with our AO imaging. In each band, there are 4 'long' images of about 540 seconds exposure time, which we use for the main astrometry. To recover photometry for bright stars that were saturated in the long exposure images, we use single short exposure (≈53 s) images obtained in both filters. The individual frames are dithered by up to 17 ′′ , such that not all sources are contained in each individual exposure.
For astrometry and photometry, we use the flc data products produced by the MAST pipeline. The flc data products are bias-subtracted, dark-subtracted, flatfielded flt images with the pixel-based charge transfer efficiency (CTE) correction applied (Avila et al. 2016 ). The flc images have a pixel scale of 0.05 ′′ pixel −1 . The pipeline produced drz images for each filter are also used for visual inspection. For some purposes, we create our own chip-merged frames using a chip-separation of 50 pixels between the two ACS chips.
Generally, cosmic rays are flagged by the CALACS pipeline in individual flt/flc exposures in a given filter by comparison against other images of the same filter. The dithering between these exposures, however, leaves some area of the chip without a CR comparison image. In these cases, we flag cosmic rays manually by comparing this area to its counterpart in the other filter. The weight of pixels affected by cosmic rays is set to zero so that they do not affect our analysis.
Gemini Imaging
For the second epoch, we use the wide field AO system GeMS/GSAOI at Gemini South Carrasco et al. 2012 ). The Gemini Multi-Conjugate Adaptive Optics System (GeMS) is a multi-conjugate adaptive optics system (MCAO) designed for the Gemini-S telescope. For technical details on the AO system, we refer the reader to Rigaut et al. (2014) and for 2 Proposal ID GO11586 PI-Aaron Dotter. on-sky performance to Neichel et al. (2014) . The Gemini South Adaptive Optics Imager (GSAOI) instrument is designed to work with GeMS and provides diffraction limited images over the 0.9 to 2.5 µm wavelength range. The image plane is filled with a 2× 2 mosaic of Rockwell HAWAII-2RG 2048×2048 pixel arrays producing a 85
′′ × 85 ′′ field-of-view at 0.02 ′′ pixel −1 resolution. For additional technical details on GSAOI, we refer the reader to McGregor et al. (2004) for instrument design and to Carrasco et al. (2012) for commissioning performance.
The Pyxis field was chosen to both meet the technical requirements of the AO system (three nearby bright, R< 15.5 mag, stars for tip-tilt and plate-scale mode variations) and to provide maximal overlap with the HST frame for data validation and comparison purposes. We avoided the central part of the cluster where the density is high and background galaxies are more difficult to identify and fully characterize. The science data were obtained on 2015 January 7 (MJD = 57030.3) under good conditions, giving a 5-year baseline between the first (HST) and second (AO) epoch of imaging. The data set consists of 30 science K ′ -band images of 120 seconds each. In addition, off-field images were observed for sky subtraction. The observations of the science frames were divided in five groups of six images each. Within each group, the science images were observed using a small dither-steps (< 1 ′′ ) with the tip-anisoplanatic loop closed (accurate astrometry of the NGS probes in Canopus is derived before the loop is closed). Larger dithers of 5 ′′ were used between each group to cover the gap regions between detectors and to improve the derived distortion solution for the GeMS/GSAOI data. Offsets above 1
′′ requires to open tip-anisoplanatic loop, apply the large offset and re-do the astrometry of the NGS Canopus probes, before the observations can be continued. The sky images were obtained between the groups.
We reduce the individual GSAOI frames in the standard way using domeflats, dead pixel masks, and sky images. The sky is constructed from off-Pyxis images because the source density for on-Pyxis images is too high. The data is also corrected for non-linearity and craters caused by bright stars by setting the affected pixels to values above the saturation limits. We construct noise maps from the data and find these to be dominated by sky noise.
The four chips of the GSAOI images are arranged in a 2×2 grid with average separations of 120 pixels in both the x-and y-image dimensions. For the derivation of the distortion corrections, we treat the four chips mostly independently, see Section 4.2. For photometry and pixel positions, however, there are insufficient stars in Pyxis images: (left) 3-color image of the three high-resolution images used in this study (blue F 606W , green F 814W , red K ′ ); (right) GMOS-S i-band image, the GSAOI field is indicated in red and the HST field in blue. The GMOS-S image was also obtained as part of our Long Term Gemini program, but is not used for science in this paper.
any individual chip for the derivation of a point-spreadfunction (PSF). Thus, we must combine the four chips into a single frame for each exposure using the average chip separation. Our procedure assumes that the chips are perfectly aligned, which is not exactly true, and we will evaluate the impact of this misalignment in our PSF modeling (Section 3.2.2).
Most of our analysis is performed on the individual frames, but for some purposes, like source identification, we use the higher signal-to-noise combined mosaic image of the 30 individual science frames. The mosaic-ed combined image is constructed using the package THELI 3 . Astrometry and distortion correction are done using the program "SCAMP" (Bertin 2006 ) called from THELI. 
Available:
https://www.astro.uni-bonn.de/theli/ (Erben et al. 2005; Schirmer 2013) The reference catalog is constructed from an archival image obtained in J-band with the Visible and Infrared Survey Telescope for Astronomy (VISTA) and the VISTA InfraRed Camera (VIRCAM) located at Paranal Observatory. After the astrometry and distortion correction are derived, the sky background subtraction is performed on individual images in order to achieve a homogeneous zero background level across the multi-array GSAOI frames. Finally the images are resampled to a common position, mosaic-ed and then combined using the software Swarp (Bertin 2010) called from inside THELI. The internal astrometric errors in the final co-added mosaic-ed image are less than 10 mas. We did evaluate the use of this higher signal-to-noise image for our astrometric analysis, but found the distortion corrections applied to the individual images before co-addition were not sufficiently precise for our need of 1 mas precision. The individual source shapes, however, were not strongly impacted by the residual distortion in the co-added image, and thus the image provides higher S/N for morphology assessment than the individual frames. In Figure 2 , we demonstrate the quality of our mosaic with the FWHM and Strehl ratio computed across the field of view. As in Neichel et al. (2014) we use Yorick to measure these properties. The correction is relatively good with FWHM< 90 mas SR> 15% over most of the field. Figure 1 gives a summary of the imaging used for this project. The left panel of Figure 1 is a color composite image of the overlap between the HST optical and GeMS/GSAOI NIR imaging. Approximately 73% of our GeMS/GSAOI field has HST imaging. The right panel of Figure 1 uses a GMOS-S image of Pyxis (located in the center towards the right) showing the locations of the imaging used for this paper. While the HST pointing is on the center of the Pyxis cluster, our GSAOI field is offset to the North where the stellar density is lower. From visual inspection, the GSAOI images are of overall lower photometric depth than those of HST.
Image Overlap

PHOTOMETRY AND INITIAL POSITIONS
In this section, we describe the creation of Pyxis astrometric and photometric catalogs from the optical HST and near-infrared AO imaging. We sub-divide this process into the procedures for stellar photometry and those for galaxy photometry. Stellar photometry for HST imaging is described in Section 3.1. For the GSAOI images, we first develop appropriate PSF fitting techniques in Section 3.2, which are described in detail in those subsections. Our MCAO PSF is applied to stellar sources in Section 3.3. The estimation of galaxy positions is described in Section 3.4, which is done for HST and AO in concert. We determine corrections to the initial positions using a preliminary distortion correction and evaluate the effect of differential chromatic refraction (DCR) in Section 3.5. This process is summarized in Section 3.6.
Stellar Sources in HST
There exist already well-vetted codes for extracting astrometry and photometry from HST images and we follow those outlined in Anderson & King (2006) . For the photometry and astrometry, the flc data products were used instead of the provided drz data products since the latter involve an image resampling that degrades the astrometry. Starting with the flc images, we perform PSF fitting, utilizing empirical 'Anderson Core' PSFs constructed specifically for the F 606W and F 814W filters by Anderson & King (2006) , to create a catalog of pixel positions and photometry of all point sources for all exposures. Both stellar and non-stellar sources are included in this catalog, but the positions for galaxies will be refined by 2-dimensional galaxy fitting in Section 3.4.
We calibrate the photometry using the STScI provided zero points 4 of 26.406 and 25.520 mag in F 606W and F 814W , respectively, and use the 0.5 ′′ to infinity aperture-correct (0.091 mag in both bands from Sirianni et al. (2005) .
Derivation of AO PSFs Using Stellar Sources
In MCAO imaging the PSF varies over the field of view. Thus, the PSF needs to be derived as a function of the coordinate position. Because Starfinder (Diolaiti et al. 2000) derives only 1 PSF per attempt, it is a cumbersome tool to derive the PSF for the full field of view. Further, in our case of a low star density the advantage of Starfinder in the regime of a high star density is not valid. In contrast, the low star density, makes it more difficult to choose a local sample of stars, (as in Meyer et al. 2011; Neichel et al. 2014) , with sufficient number and spatial coverage. DAOPHOT (Stetson 1987 ) was used as an option in other works (Ortolani et al. 2011; Massari et al. 2016a) . We here opt to test another option, PSF Extractor (Bertin 2011) . First, we have to construct an initial high SNR stellar catalog from which the spatial and time-varying PSF can be derived (Section 3.2.1). Second, we use PSF Extractor (PSFeX) to build model PSF grids from which the PSF at any given location can be derived (Section 3.2.2). We evaluate the effectiveness of these models for astrometry in Section 3.2.4. Lastly, we develop model grids on the AO mosaic image for photometry in Section 3.2.5.
Source Classification
Our source list is generated from the THELImosaicked GSAOI images as these images set the limiting photometric depth of our analysis. For the initial selection of sources, we start with the function find in the dpuser image reduction 5 , which uses a globallyderived SNR criterion and FWHM to select stars. After an initial pass, additional SNR criteria based on the local noise around an individual source are applied;
4 They are obtained from http://www.stsci.edu/hst/acs/analysis/ zeropoints/old page/localZeropoints. Figure 2. Quality characteristics of the Pyxis data: On the left the FWHM is shown as a function of position, the unit is mas; on the right the Strehl Ratio is shown as a function of position, the unit is %. Both are measured on the mosaic image. The white stars of the triangle mark the used tip tilt stars.
this step ensures that most selected stellar sources are real. Lastly, each source is then examined by eye in the images to remove spurious sources, including false detection caused by close saturated stars, image artifacts, or sky noise, or real sources that are compromised due to any of the previous spurious sources. Thus, our final source list contains visually verified objects that are either stars or galaxies. Validation and addition of more galaxy candidates continues via a visual inspection of the K ′ -band mosaic. To ease detection of galaxies with lower surface brightness features, we first smooth the K ′ -band mosaic with a Gaussian of FWHM= 3 pixels and refine the initial classification of star or galaxy. Galaxy candidates are then fit individually with a two-dimensional Gaussian and the fit parameters are compared to those fits of neighboring stars. Only candidates that are clearly different from confirmed stars are considered galaxies in this step. Not all objects are clearly classified with a Gaussian fit and for these borderline cases we also consider the fit parameters from the Galfit code (Peng et al. 2002 ) (more detailed galaxy fitting will be provided in Section 3.4). We compare the χ 2 of a PSF fit and a Sersic fit and the obtained Sersic parameters. We exclude sources which are fit better by a Sersic, but for which the Sersic index is large, and the effective radius and the axis ratio are both small. These are unphysical parameters for galaxies and these objects are probably barely-resolved binary stars. Overall, only a few sources are reclassified in the second step. Due to the high spatial resolution there remain no borderline cases at the end.
We confirm the classifications with visual inspection of the HST imaging and we exclude a few red galaxies which are invisible in the HST images. Overall, 52 galaxies are confirmed in the GSAOI footprint. The four saturated stars in the AO imaging are added by hand to our star list. Overall, 450 stars are confirmed in the GSAOI footprint.
We note that both the star and galaxy samples were created conservatively owing to the needs of our analysis for clean samples of stars (for the proper motions) and galaxies (for the astrometric reference frame). The faintest sources (galaxy or stellar) contribute only with a very small weight to the overall analysis and the incompleteness of the sample does not affect our proper motion.
PSF estimation for AO images
We use PSF Extractor (PSFeX; Bertin 2011) to generate PSF models for the GSAOI imaging for use in both astrometry and photometry-based analyses. PSFeX is designed to automatically select point-like sources from SExtractor (Bertin & Arnouts 1996) catalogs and construct models of the point spread function (PSF) across an image. PSFeX models PSF variations as a userdefined polynomial function of position in an image. However, PSFex does not work directly on the images themselves. Instead, it operates on SExtractor catalogs that have a small image 'vignette' recorded for each detection. We will first describe general considerations for using PSFeX before we discuss the detailed generation of our PSF grids for astrometry and photometry.
We start by generating SExtractor catalogs for each of our AO frames. PSFeX automatically pre-selects sources from this SExtractor input catalog that are likely to be stellar based on source characteristics, such as half-light radius and ellipticity, while also rejecting contaminated or saturated objects identified in SExtractor. Each iteration of the PSF modeling consists of computing the PSF, comparing the vignettes to the reconstructed model, and excluding detections that show too much departure between the data and the model. We use a pixel-based Principal Component Analysis to build a χ 2 -minimized image basis vector to represent the PSF. PSFeX uses these custom basis vectors to interpolate PSF models at specific locations for an output grid with the same resolution and size as each input GSAOI image. Thus, there are two critical inputs for PSFeX: (i) the SExtractor catalog from which sources are selected and (ii) the interpolation scheme used to generate the model output grid.
Our GSAOI images are atypical of the normal PSFeX applications due to a very high degree of PSF variability across the frame and a source density that is overall too low for high-fidelity measurements of that variability. Thus, we bypass the "automatic" selection and used our confirmed stellar sample (Section 3.2.1) to optimize the basic PSFeX procedure for our GSAOI data in the following ways: (i) we use large image vignettes (VIGNET size and PSF SIZE) of 128x128 pixels, (ii) we require a minimum SNR of 20 in the central pixel, and (iii) we allow for large variations in both the maximum ellipticity (0-100%) and FWHM (2.5 -29.7 pixels) of the model sources. These modifications help to maximize the number of sources PSFeX uses to build the basis vectors and thus improve the accuracy of any higher-order interpolation to parts of the image where either the source identification is sparse or the background RMS is larger.
The size of the image vignettes we used to construct the model were chosen to fully encapsulate the spatial extent of the PSF for the used stars 6 The large range of acceptable source properties allowed to account for up to a 100% variation in the typical PSF size as a function of both time and seeing conditions (Dalessandro et al. 2016) . Typical values for the FWHM of accepted stars ranged from 5-7 pixels, with ellipticities that ranged from 5-10%. By carefully removing close binaries (within 600 mas) from the sample of stars used by PSFeX, we have also minimized any effects of contamination from neighboring sources when using a large image vignette. The reliability of our PSF generation is thus insensitive to image-by-image changes in the shape of the PSF.
For our purposes, the output grids are configured to have 32 model PSFs in either dimension across the full span of the chip-merged image. Once grids are made, we determine the properly modeled PSF at the location of a given source by interpolating bi-linearly between the nearest four PSFs of the model grid. We use these model PSFs determined at the location for each star as the inputs for the astrometric and photometric analyses to follow.
PSF Model Grids for Astrometry
Our astrometry is performed at the individual frame level and, thus, we must construct a model grid for each of the 30 GSAOI K ′ -band images of Pyxis independently. We build two model grids for each frame. The first (PSF1) uses a set of 'hand-selected' sources for the PSF modeling and employs a quadratic interpolation scheme to generate the output grid. The second (PSF2) uses a larger automated 'SExtractor-expanded' source list and employs a cubic interpolation scheme. We discuss the details of each model separately.
The 'hand-selected' (PSF1) source selection selects the highest SNR sources from our initial stellar list based on their properties in the individual frames. We perform an additional verification of the image shapes as they appear in the individual frames to remove saturation and close neighbors. Additionally, we exclude any stars within 35 pixels of the edges of each chip in an individual exposure to minimize the number of sources in the final list that would be greatly affected by the unreliable noise estimates there, and would thus be unreliable for building the PSF models.
Our 'hand-selected' PSF grids were generated using an average of 20 sources per image, with 100% of the sources passing the FWHM, SNR, and ellipticity selection criteria described above. A quadratic interpolation was preferred due to the small number of sources in each image, and, in particular, in some border regions of each GSAOI detector. We tested cubic interpolation, and while in many regions of the image it was reassuringly similar to quadratic, in sparser regions it showed too many artifacts.
Our 'SExtractor-expanded' PSF (PSF2) grids were generated using an average of 40 sources per image, with ∼ 98% of the sources passing the automated PSFeX selection criteria for FWHM, SNR, and ellipticity. This catalog is effectively 'blind' to our 'handselected' catalog, but since our 'hand-selected' catalog represents the 'best' stars in the frame, many of those stars will be included. Similar to the 'hand-selected' case, we do additional source verification checks on individual frames. For this expanded list of sources, we then choose a cubic interpolation scheme (higher order than for 'hand-selected') while all other parameters remained the same as in the generation of our 'hand-selected' grids (PSF1). The lower limit on the acceptable FWHM for each source is important to filter out any cosmic rays detected when using the 'SExtractor-expanded' (PSF2) source lists.
For both PSF1 and PSF2, the actual sources used for any given image will vary due to several factors. The main factors are (i) the SNR of a star on an image which varies due to conditions, and (ii) whether the star is close to a border. (Stars within 35 pixels of a chip border on a particular image are excluded.) Figure 3 shows the distribution of stars used by PSF1 and PSF2. Overall it is clear that the stars used to build both PSF models do a good job at sampling the entire image, and are not systematically biased to any one location on the images.
The overall SNR of our 'SExtractor-expanded' cubic PSF grid (PSF2) is slightly lower but comparable to our 'hand-selected' quadratic PSF grid (PSF1). In general, if the number of detected sources is constant one would expect a quadratic interpolation scheme to produce a model grid with a higher integrated SNR because less parameters need to be fit compared to a cubic interpolation scheme. The fact that the two grids have similar integrated properties shows us that higher-order interpolation schemes are much more robust when nearly twice as many sources per image are used to build the model grid.
Comparison of the PSF models for Astrometry
Only relative differences induced by the two PSF grids creates motion uncertainty. We compare velocities obtained with both PSFs to measure the contribution of the PSF modeling schemes adopted. For that we calculate our final velocity in Section 4.4 with both PSFs and use the difference between the two motions to the get the additional error terms of 0.07/0.09 mas yr −1 in R.A./Dec. The relatively small error indicates that the effects of our two different PSF models on the motion are not the dominating error terms. This uncertainty is probably even an overestimate of PSF effects, since the complex distortion correction can add additional effects. Using the two distortion corrections we also measure the astrometric scatter over the different detections. The astrometric scatter for each stellar source is overall similar in both PSFs; for our galaxies, however, the scatter is slightly smaller for PSF1. We average the resulting positions from PSF1 and PSF2 to obtain our final measurement. 
Model Grids for Photometry
Our photometry is performed on the higher S/N K ′ -band mosaic image and, thus, we also build PSF models for the THELI mosaic image. Due to the higher S/N, we follow the general scheme of the 'SExtractor-expanded' model to generate this PSF. More specifically, we chose a pixel-based PCA, cubic interpolation scheme, and a model accuracy threshold of 10% as with the individual frames. We modify the selection criteria to account for the higher S/N in the mosaic image and, thus, the range of allowed parameters for FWHM, MINSN, and MAXELLIP are tightened. We increased the minimum S/N to 400 and changed the FWHM range to 0 − 19.7 pixels. Cosmic rays were removed in the creation of the mosaic. Our mosaic PSF grid was generated using 40 input sources and we require that 100% of the sources pass the modified PSFeX selection criteria.
Application of AO PSFs to Stars
For the AO data we use Galfit to fit for the positions of the stars, due to the difficulty in adapting the HSTspecific codes (e.g., Section 3.1) for images obtained with a substantially different instrument. The stars are fit with the PSFs developed for the AO mosaic in Section 3.2.2. We first fit all objects on the mosaic us- ing the mosaic PSF grid (Section 3.2.5), which provides good initial values for the objects. We use a fit window of 101 pixels for stars and of 151 pixels for galaxies, which again includes secondary stars and galaxies. In all cases we check whether the primary source is well fit and make some adjustments in details like the starting values, especially the magnitudes.
We then use a preliminary version of an inverse distortion correction (Section 4.2) to predict the positions of our sources in the individual frames and bi-linearly interpolate the PSF grid to the location of the source. We combine these positions and PSF models with the preliminary fit results from the mosaic (as a starting guess) to fit all sources in each of the individual frames. We do this for both PSF grids. This method fails in a few cases for which the source has a much brighter neighbor. We evaluate sources that are flagged by Galfit as being overall less reliable with a * and find that the positions residuals are not significantly different from more reliable sources. Thus, we use them.
We exclude detections of individual stars whose derived magnitudes are more than 1 magnitude different from the magnitude of that star in the mosaic image. Further, we exclude those objects for which the centroid is outside a chip or the position error is larger than 20 pixels. The position errors of stars depend on the flux measured by Galfit because σ x ∝ 1/SNR (Lindegren 1978) . While noise is always well-measured the signal is not well-measured when the SNR is low. In this case, the position errors are too low or too high when the measured flux is too high or too low. Therefore, we multiply the position-errors measured by Galfit by the flux ratio between between its measured flux in the sin- gle image and its flux in the mosaic. Also, after adjustment, the position errors depend on the Strehl ratio and the noise of the single image. In this process, we also compare the Galfit positions for stars on HST images with the well-established Anderson & King (2006) techniques (Section 3.1), see Figure 5 . We obtain for stars with 20< m F814W <23, that the difference in position is on average 0.1 mas per image. Since more than one image is used the bias on the final positions is even smaller, and the scatter in position is 0.65 mas. Thus, the two codes agree sufficiently for our purposes.
To calibrate our photometry, we cross match our stellar photometric catalog to the VISTA Hemisphere Survey 7 (VISTA-VHS; McMahon et al. 2013 ) which is in turn tied to the 2MASS photometric system. There are 28 stars with reliable magnitudes measured in both catalogs. Figure 4 compares the zero-point derived for each of the 28 stars to its VISTA-VHS magnitude down to the limiting depth of the VISTA-VHS catalog of K s = 18.1 mag. To obtain a reduced χ 2 of 1, we must add 0.025 mag in quadrature to the reported photometric uncertainties in the VISTA-VHS catalog. The added value likely accounts for the GSAOI uncertainties, which are probably caused by imperfect PSF knowledge. We obtain a zero point of 25.453 ± 0.009 mag. The uncertainty is likely underestimated as several terms are not taken into account explicitly; for example, we do not consider the filter-curve differences between GSAOI and VISTA-VHS which will introduce color-dependent effects. Since we do not use K'-band photometry for source selection, the error underestimate does not affect our results.
Positions for Galaxies
For galaxies we require a method that can both account for the spatially varying PSFs across an individual image and provide consistent results with different PSFs on the different instruments. Specifically, the temporal variability of the AO corrections makes it important to decompose the effects of the PSF from intrinsic shape effects (see Fritz et al. 2016) .
Our approach uses Galfit for the astrometry and photometry of galaxies in both the HST and AO imaging. Galfit fits source models to the data by minimizing the χ 2 with a Levenberg-Marquardt algorithm, where the χ 2 is determined between the image and model under consideration of the associated uncertainties on a per pixel basis. The uncertainties for the output model parameters are based on diagonalizing and projecting the covariance matrix. We use Sersic profiles (Sersic 1968) as models for the galaxies. Even though this is a simplistic model, it is advantageous over more complicated models that are not point-symmetric and have less welldefined centers. In more complicated galaxy models, the galaxy center variations with wavelength might be even more problematic. We use a preliminary version of the inverse distortion correction (Section 4.2) to obtain starting centroids for Galfit and mask out bad pixels.
In a few cases, a multi-component (bulge and disc) Sersic improves the fit in the K ′ -band from visual inspection of the residual image and we fit also two Sersic components to the HST images. We force the two components to have the same center, but all other parameters are free in the fit.
Of the 52 galaxies in our initial list, we exclude one galaxy (number 27) due to its very peculiar shape (to be discussed further in Section 4.4). We then fit the other galaxies for all images and for all bands where they are present. Stars (as PSFs) or secondary galaxies (as 1 or 2 component Sersics) within the fitting window (a box 61 pixels on a side for HST) are also fit to take into account their influence on the primary galaxy. Diffraction spikes are fit as Sersics, albeit the resulting fit is very elongated. The fit fails in a few cases to obtain a reasonable result; reasons for that are (i) the galaxy is invisible in the image, (ii) the galaxy is too faint compared to other neighboring sources or (iii) image artifacts (usually diffraction spikes). In general, fainter galaxies have more problems and fits fail more often; this is particularly problematic in F 606W since our K ′ -band selected galaxies are typically fainter in that band. Since faint sources are not constraining astrometrically, that is not a problem.
Differential Chromatic Refraction
The atmosphere of the earth refracts light:
Therein ζ is the angle from zenith and α ′ is the deflection at 45
• . Most of the refraction is corrected for automatically in any linear transformation, see Section 4.2 and Fritz et al. (2010) , such that it does not impact relative astrometry. It is not possible this way to correct refraction which depends on the color of the source, differential chromatic refraction (DCR). The refraction depends in the following way on λ:
Specifically, the effective wavelength of the source within the used band sets the refraction. While DCR is large in the optical (Kaczmarczik et al. 2009; Fritz & Kallivayalil 2015) , it is much smaller in the infrared (Fritz et al. 2010) . Of the near infrared bands it is smallest in the K-band Fritz et al. 2016) . This is one of the reasons why we use K'-band observations. Since essentially all stars (especially the relatively blue Pyxis stars) are in the Rayleigh-Jeans tail in the K'-band the DCR effect between the stars in our observations is less than 0.2 mas even at ζ = 45
• (Fritz et al. 2010 (Fritz et al. , 2016 .
In contrast, galaxies have a longer effective wavelength because they are redshifted. We use the catalog of Galametz et al. (2013) to estimate the observed H − K s color of our reference galaxies from the K ′ magnitudes. We obtain that the mean color is H −K s = 0.79 (Vega) mag, and that the variation with magnitude is weak. From photometric redshift catalogs, like that of Ilbert et al. (2009) , it follows from their magnitudes that our galaxies have a redshift of about z= 0.9. Using redshifted spectra of galaxies as in Fritz et al. (2016) , we obtain that the H − K ′ color of such redshifted galaxies is consistent with the colors in Galametz et al. (2013) . We then use redshifted galaxies like in Fritz et al. (2016) to obtain that the typical DCR shift between blue stars and galaxies is about 0.5 mas at ζ = 45
• . This shift is probably overestimated, because the brighter, astrometrically more important galaxies, are slightly bluer and thus more similar to stars. Pyxis was observed with ζ between 7.2
• and 20.6
• . Since DCR scales as total atmospheric refraction, it follows from Equation 1 that the the DCR difference is at most 0.17 mas or 0.03 mas yr −1 . On average over the 30 images DCR is even smaller, it is 0.01 mas/yr in Dec. and even smaller in R.A. This is negligible compared to our other errors, especially the reference frame (to be discussed in Section 4.4), so we did not attempt to correct it.
Summary
We derive stellar photometry and astrometry from HST and AO imaging; for the former we use standard routines and for the latter we develop custom PSFs. We evaluate individual sources via visual inspection to classify spurious sources (e.g., cosmic ray hits), stellar sources, and non-point sources; the latter are quantitatively evaluated using Galfit and determined to be either unresolved binaries or galaxies. We use 2-d Sersic models to determine the true photocenters of galaxies in both the HST and AO imaging. We use a preliminary distortion correction to refine the locations of the sources for matching across catalogs and evaluate the impact of DCR. At the conclusion of this process, we have velocity measurements for 349 stars and 32 galaxies. That are less objects than detected in K'-band (Section 3.2.1) because some are outside of the HST field of view or could not be fit on the HST images due to faintness, complex source shape, or a too bright neighboring source or diffraction spike.
DERIVING THE PROPER MOTION OF THE PYXIS CLUSTER
We describe here how we derive the proper motion of Pyxis using HST and GSAOI data. For good proper motions a good distortion correction is necessary. Derivation of the distortion correction begins with classifying the stars as Pyxis members and non-members. The classification of stars in this way is an iterative process using both photometry and astrometry (Section 4.1). This analysis starts with an isochrone analysis. That classification is then used in the preliminary determination of the distortion and preliminary relative proper motions (Section 4.1). This then leads to a refinement of the membership classification using the preliminary proper motions. This cycle is then repeated until the membership uncertainty found is not an important source of proper motion error. The distortion correction is explained in detail in Section 4.2. This Section concludes with deriving position uncertainties and some additional checks for proper motion systematics. Then, we determine the final relative proper motions for the stellar sources, including a full evaluation of the astrometric reference frame (Section 4.3). We summarize our error budget in Section 4.5 before deriving the final absolute proper motion in Section 4.6.
Pyxis Membership Determination
Our observations contain both Pyxis stars and unassociated field stars. The latter are usually foreground stars in the Galactic disk, because there are few stars around the distance of Pyxis in the halo. The target star selection is important; firstly, because only Pyxis stars should be used for calculating the motion, and secondly, whether stars are members or not is relevant for how they are used in the distortion derivation (Section 4.2). Our selection is an iterative process using photometry and astrometry.
We start with photometry. We use the optical HST photometry, because it has higher SNR for the rather blue Pyxis stars. To select members we use the best fitting isochrone from Dotter et al. (2011) . We obtain this isochrone from the Dartmouth stellar evolution database (Dotter et al. 2008 ) which was also used by Dotter et al. (2011) . We determine by hand which offset needs to be added to the isochrone so that it matches the observed Pyxis star sequence. Since the majority of the blue stars are Pyxis members (see Figure 6 ), the details do not matter much for Pyxis star selection. We obtain offsets of 18.859 magnitudes in F 606W and 18.525 magnitudes in F 814W . This procedure corrects for distance, extinction and imperfect zeropoints. To select Pyxis stars we shift the isochrone slightly. The shift (0.062 mag at bright magnitudes and more at the faint end, see Figure 6 ) is chosen such that the box contains nearly all stars in the Pyxis sequence.
We then use this first sample for the first run of the distortion correction, which uses only Pyxis stars, see Section 4.2. However, we do not use stars brighter than m F814W = 20.7 in the first iteration because bright stars, which are not Pyxis members, can bias the distortion correction severely. We use then this preliminary distortion correction to calculate the preliminary relative proper motions, using the median position over all detections for the K'-band positions, and for HST positions, the average of all detections. The error of the proper motions is dominated by the scatter over the K'-detections. The error contribution from HST is relatively minor. In two iterations we then exclude stars whose motions diverge by more then 4σ or 0.4 pixels = 3.9 mas yr −1 from the Pyxis proper motion. That error is dominated by K ′ -band SNR, therefore it is a function of K-band magnitude, see Figure 6 . Four stars fainter than the limit are excluded with this cut. Of the stars brighter than this limit, three are clearly not members, two are clearly members, and two are borderline cases. We include them in our primary sample but we also check how the proper motion changes when we exclude them. The primary sample consists of 220 Pyxis stars.
As another test of whether our motion is sensitive to the Pyxis selection, we widen the selection box by a factor of three. That adds 18 stars, but 7 of them are astrometrically not Pyxis members. Thus, this variant only includes 11 additional stars, all of which are faint. . Final selection of Pyxis stars, using photometry and astrometry; stars need to fulfill both criteria to be identified as Pyxis Members (blue dots), otherwise they are nonmembers (red stars). Two are unclear (gray triangles). Top: Color magnitude diagram. The range of color is restricted on the red side, to make the plot in the Pyxis region clearer. The Pyxis isochrone (black) is from the Dartmouth stellar evolution database using the determination by Dotter et al. (2011) . The gray lines show the selection box. Bottom: 2D proper motion/2D offset compared to the mean Pyxis motion. The dashed green line shows the typical error as a function of magnitude. The solid black line shows our selection criterion, stars above it are excluded from the sample.
The impact of including these stars is smaller than of using the two bright stars, because these stars are of lower weight in the motion due to their SNR.
Finally we calculate whether the selection of Pyxis stars impacts the velocity of Pyxis. Therefore we repeat the calculation in Section 4.4 for the different Pyxis star samples. We obtain that the uncertainty in the selection of Pyxis stars adds an error of 0.05 mas yr −1 . As an additional test, we show here the color-color diagram of all our sources, not just the stars, see Figure 7 . We use galaxies as reference objects, because due to tip-tilt star constraints, it is not possible to select a field with a quasar. Also galaxies are less affected by residual distortion, because since we can use several of them, these systematics roughly average out. The galaxies are selected morphologically, see Section 3.2.1. For a given F 606W − F 814W color in Figure 7 , most galaxies are redder than stars in F 814W − K ′ . This is expected because galaxies are redshifted compared to the stars. Some galaxies overlap with the stellar sequence, as it is expected for these and similar colors, see e.g. Galametz et al. (2013) . Galaxies that are blue in F 814W − K ′ are all obviously extended in our images, such that it is clear from visual inspection that they are galaxies. In contrast, the more compact galaxies are all outside of the color-color stellar locus, which confirms our visual morphological selection.
We check also the locations of our stellar sources in the color-color diagram. The vast majority lie on the stellar locus and are thus obviously stars. There are two sources which are clearly redder in F 814W − K ′ as is expected for QSOs. We check these sources: one of them lies on a strong diffraction spike in the HST images, making its properties unreliable. The second source has a K ′ = 21.6 mag and an absolute proper motion of 4.7 mas yr −1 and we conclude that it is probably a star. Since the different optical and NIR imaging were not obtained simultaneously, it is also possibly that it is a variable star. Regardless, with a position uncertainty of about 0.5 mas yr −1 , the object has a low weight in the proper motion fitting and is not providing any useful constraints.
Distortion correction, image registration and position errors
For distortion correction we start with a similar approach as in Fritz & Kallivayalil (2015) , which assumes that one data set is clearly easier to correct for distortion. For this analysis, HST data is better than the GSAOI data because the distortion of ACS/WFC is well-characterized and stable in time apart from the linear terms (Anderson & King 2006 ). An STScIdeveloped code (Anderson & King 2006 ) was used to perform the geometric distortion correction of the source positions. This leaves offsets induced by the time dependence to be removed by a separate linear transformations. After applying this distortion correction we correct for all linear terms, including skew terms, by means of fully general 6-parameter transformations into the F 814W image, which has the largest overlap with the GSAOI imaging.
The distortion of GSAOI is not known for this study, because it is not stable on long time scales (Neichel et al. Figure 7 . Color-color diagram of the observed sources. It is clearly visible that essentially all morphologically-selected stars (dots, error bars are omitted for clarity) share the same sequence, the stellar locus. Galaxies (triangles with error bars) form mostly a cloud above this sequence. The 'used galaxies' show the reference sample against which the proper motion of Pyxis is obtained.
2014), thus we must derive the distortion solution empirically from our images. Our full distortion correction for GSAOI is a combination of using an external true reference (HST in our case; Section 4.2.1), as well as internal referencing within the GSAOI data itself (Section 4.2.3).
External Distortion Correction for Pyxis using HST
Since the HST data was observed at a different epoch, we can only use objects which have not moved relevantly as an external reference. Unfortunately, there are too few bright galaxies for the distortion correction. The non-Pyxis members of Section 4.1 are nearly all Galactic disk stars, which are likely to have larger proper motions than our distortion correction can tolerate. In other work,s often the members of the target satellite are used for distortion correction. The member stars in Pyxis have internal motion and thus move relative to each other. This motion could correspond to an additional error term which needs to be added to the other errors terms when a distortion solution is derived (for example as in Dalessandro et al. 2016; Massari et al. 2016a ). However, the relative importance of the internal motions can be ascertained from the internal velocity dispersion of Pyxis.
Since no measurement of the dispersion of Pyxis exists, we instead use data from other globular clusters to determine scaling relations for this quantity, using data from Harris (1996) . We start with the luminosity, finding that faint globular clusters like Pyxis have smaller dispersions. In addition, the dispersion depends on the mass concentration. We use as a measure for the size of the globular cluster the half light radius. We obtain that, as expected, σ ∝ (L/r half ) is valid. Using for Pyxis M V = −7.0 and r half = 17.7 pc (see Section 4.6) we obtain for Pyxis σ = 0.97 ± 0.16 km/s, where the error is from the scatter in the relation over the globular clusters with both measurements. The properties of Pyxis are somewhat uncertain, but it is clear that the dispersion of Pyxis is less than 2 km/s, which translates at its distance into a proper motion dispersion of less than 0.01 mas yr −1 . This is negligible compared to other terms (Section 4.2.3 and 4.5.), and thus we ignore it.
Similar to the approach in Fritz & Kallivayalil (2015) , we combine the determination of the distortion with the determination of the linear terms, which register the image and correct the image scale. For the fitting, we use the mpfit package (Markwardt 2009 ).
The linear terms can be described as follows,
and are as expected not stable. This is primarily due to airmass variation, but other effects, such as atmospheric turbulence and corrections made by the the AO system, contribute also to modulations of the image scale.
For the distortion correction, we fit both cubic and quadratic order polynomials finding that the χ 2 /d.o.f. of both are quasi-identical. This suggests that the cubic approach overfits the data and we therefore adopt a quadratic correction of the form:
Here the constant and linear terms are used to account for the offsets and scale differences between the four chips. Chip 1 is the reference, thus a 2 and b 3 are for chip 1 defined to be 1, and a 1 , a 3 , b 1 and b 2 are defined to be 0. As usual all distortion parameters are different for the four distinct chips. Equation 3 and 4 are also used in Section 4.2.3. In practice, we apply first the distortion correction (Equation 4) to the data and then apply the linear terms (Equation 3).
We test whether the four detectors should be treated independent of each other for the linear correction (Equation 3), but we find that in this case the errors are larger than when we fit these time-dependent linear terms to all four detectors simultaneously. The preference for coupled chips is also supported by fact that the χ 2 values are smaller when they are coupled. There are two reasons why fixing these two types of parameters is the better strategy: firstly, because the relative chip orientation is effectively stable. Secondly, because there are relatively few bright sources in the images, it is preferable to fit fewer terms.
Tests for Stability over Full Observation Window
We test whether the distortion is stable over the 2.5 hours over which we observed Pyxis (Fritz et al. 2016 ). Thereby, we solve for different distortion coefficients when the astrometric loop is closed (i.e., within each six-image set), versus considering all the 30 images, i.e., even when the astrometric loop is not closed. This test is done relative to our mosaic since it is then possible to treat all stars, also not Pyxis members, the same way. We find a slight decrease in the error floor in the x-dimension from 0.40 mas (when only one distortion solution is derived for all the 30 images) to 0.29 mas (when one distortion solution is derived for only the images in the closed loop) to 0.24 mas (when different distortion solutions are derived for each of the 30 images), and in the y-dimension from 0.26 mas to 0.24 mas to 0.22 mas, for the three cases respectively. Stated differently, we find a relatively small decrease in the error floor of 0.16 mas in x and 0.02 mas in y. While some improvement is expected when allowing these terms to vary (because the GeMS/GSAOI system is not stable; see discussions in Neichel et al. 2014 ) and/or (because of atmospheric variability; see discussions in Massari et al. 2016b) , it is surprising that the error floor decreases when all images are used versus when the astrometric loop is closed since during this time the distortion should be stable. Therefore, the improvement is probably caused by more degrees of freedom. Further, the decrease of the error floor is small when compared to other errors. We therefore assume the distortion solution is stable over the total observation window for the analyses to follow.
Internal Distortion Correction
It turns out that the Pyxis member-star sample does not obtain a sufficiently good distortion correction solution, due to the fact that the system is relatively sparse, and we find that when using only this sparse sample, the resulting offset between chips has a non-negligible uncertainty. The bulk of the Pyxis member-star sample has lower SNR (i.e., the bulk of the Pyxis stars are faint), while non-member stars are typically brighter. Thus we devise a method to leverage these brighter stars in the distortion solution. Since the non-members move, we cannot use their position on the HST image as reference. We must instead use their positions only within the GSAOI data which was all taken within the same epoch. We use the first GSAOI image as reference, because i) it is in the center of all images and thus has the biggest overlap with the other images, and ii) this image has also a relatively high Strehl ratio compared to the other images in the program. Since, the first GSAOI image is distorted as well, we also have to apply the same distortion correction to the positions in the first image, as described further below. This procedure adds 170 stars that we can use to help bootstrap the distortion terms. Overall, we end up using 390 of the 450 stars for deriving the distortion correction (5 stars are omitted because they are saturated or close to a saturated star in the first image and an additional 55 stars are excluded because they are not on the first image).
We can no longer use mpfit for this expanded sample, because for non-Pyxis members there are no true positions which remain unchanged between frames (i.e., the non-Pyxis stars have no known position, since they depend on the distortion which is yet to be determined). We instead develop our own Monte Carlo fitting method. As a starting point we use the distortion solution derived using only Pyxis stars. Because the fitted function contains 222 free parameters, the minimum cannot be reached in a sufficient time if all are allowed to remain free. After some initial iterations, we fix all parameters that affect only one image in the solution; these include all linear parameters to transform each individual GSAOI image to HST, with the exclusion of the parameters of the first GSAOI image, which is used as the 'reference' image for all non-Pyxis stars. It is expected that the influence of these parameters is reduced by √ N since N (up to 29) different images are used to calculate the final positions. After fixing these framespecific parameters, the 48 parameters are left to vary in the fit, which increases the speed of the procedure.
As a result of our custom Monte Carlo fitting procedure, the uncertainties for the fitted parameters in the distortion solution (e.g., the chip separations) are now small compared to the positional errors of the galaxies used to define the absolute frame. The impact of imperfect linear terms in the distortion solution (those held partly fixed in the fitting process) is included de facto for galaxy positions, because the total uncertainty in the position of an individual source is derived from its frame-to-frame scatter. The two PSF options (PSF1 and PSF2) obtain consistent proper motions.
Position Errors
Here we describe more fully the initial set-up and rejection criteria used for the Monte Carlo method above, and then give an estimate of the typical position errors that we achieve after distortion correction. For an initial set of input errors for the stars, we use the Galfit positional uncertainties. In the first iteration, we iden-tify the Pyxis members (Section 4.1). Since the Pyxis membership of a few stars is uncertain, we use two different samples, which include the uncertain stars or not. We also test positions obtained with both of our model PSFs. We then proceed with each possible combination of PSF and Pyxis membership sample.
We first clean each sample of outliers based on a comparison to its median position, defining a cutoff criterion as follows:
where ∆R x , i and ∆R y , i are the differences between the median position of the source and its position in the ith image, σ i is the positional scatter of this star and η is a scaling factor that is changed iteratively. The behavior of the solution is monitored with stricter cuts on η and, in our final iteration, we use η = 5. Then we measure the scatter over all detections of a star (i.e., in all the images for which it has a good detection). We also calculate 1.483× the median deviation of the stellar positions as a robust measure of the positional scatter, and adopt a ratio between the scatter and this median to adjust the final uncertainty for each source. However, sometimes low number statistics can cause nonphysically small scatter values, and to safeguard against this, we also keep track of the typical error expected for stars of a given magnitude (as coded basically by their SNR and quality of fit to the PSF), and use this typical value if it is higher than the scatter. We modify the process slightly for non-Pyxis stars. Already in our first iteration we include an error floor estimate, because for some bright stars the uncertainty scaled by the SNR is much smaller than realistic errors. In a second iteration, we then exclude outliers with R i > 5σ i and again adjust uncertainty using the scatter as before. To avoid any single star having a very large weight in the final fit, we set a minimum uncertainty of 0.5 mas. This is somewhat smaller than our error floor (≈ 1 mas) measured after the final iterations, see Figure 8. This floor is mainly caused by residual distortion, and its level is consistent with other measurements for GSAOI, see Neichel et al. (2014) .
We now present the typical positional errors we obtain after the distortion correction process is done. In subsequent analysis, we use the median position of a star in the GSAOI images, after application of the distortion correction, as the star's final position for the GSAOI epoch. The uncertainty in this position is defined as the robust scatter of the set of frame positions divided by the square root of the number of images in which the source appears. Because the distortion residuals probably do not average out over the small (1 ′′ ) dither between in- Figure 8 . GSAOI position scatter of the stars used in the transformation. Dots stand for the scatter in X (the X of the HST image), boxes for the scatter in Y. We use 1.483· the median deviation as a robust scatter measure. The scatter is measured after transformation into the HST reference frame, thus it contains also a contribution from residual distortion. Only the scatter for PSF1 is shown, but the difference between PSF1 and PSF2 is small.
dividual frames, but do average out over the large (7 ′′ ) dither between image sets, we add an additional error term of 1 mas (the error floor) divided by the square root of the number of image sets in which the source appears (maximum of 5). This estimate is conservative since there are fewer large dither steps (5) than there are images (30). In the best case, bright stars detected in 5 images sets, we obtain a precision of 0.4 mas in the star positions and of 0.08 mas yr −1 in the proper motions. The final uncertainties for star positions only affect the relative motions; for the absolute motions, the error contribution of the reference galaxies is the dominant term.
Comparison to Other GSAOI Distortion Solutions
We now analyze and compare our distortion field with those previously found in the literature. The maximum distortion vector of our distortion field is 12.9 pixel, which is 259 mas. To ease comparison with most literature, we set the average shift in our distortion map to zero by a linear transformation in the same way as Ammons et al. (2016) . We show the derived distortion map in Figure 9 . The standard deviation over the distortion field is 63 mas in x and 1.8 mas in y. A stronger distortion in x and a similar distortion field was also observed by Ammons et al. (2016) and Massari et al. (2016a) for GSAOI.
We compare our distortion field quantitatively with Ammons et al. (2016) 8 and Dalessandro et al. (2016) (we applied on their field a linear transformation in the same way as to our data). After the transformation, the distortion field of Dalessandro et al. (2016) is similar to the others and shows much larger shifts in x. We calculate the difference in the distortion field between us and the Ammons/Dalessandro field. This difference has similar distortion strengths in x and y, the scatter is in both about 4 mas for Ammons et al. (2016) and 3.5 mas for Dalessandro et al. (2016) . This difference is much smaller than the distortion in x, but it is clearly bigger than the errors in our and the other distortion determinations. The data used for the Ammons et al. (2016) distortion determination was obtained at the end of 2012, and the data of the Dalessandro et al. (2016) distortion determination was obtained around May 2013, both well before our observations. Thus, it is not surprising that the distortion fields differ, as it is known that the distortion of GSAOI is not stable on long time scales . The distortion also depends to some extent on the guide-star asterism used.
As additional checks for systematics we test, similarly to Bellini et al. (2014); Casetti- Dinescu & Girard (2016) , whether the proper motion varies as a function of magnitude and color, see Figure 10 . We use only Pyxis stars since the other stars have large peculiar motions such that this would hide any trend. It is clear that there is no trend as a function of magnitude or color.
Relative proper motions of stars
The positions and motions are first measured in pixel space. To transform them into the world coordinate system (WCS), we again utilize the VISTA-VHS data (McMahon et al. 2013 ) obtained in April 2012, which is astrometrically tied to 2MASS. As before, we only use stars that are isolated in the VHS data. A total of 23 stars are common to the VISTA-VHS observations and our HST footprint. We perform a fit to determine a linear transformation between final pixel positions and the VISTA-VHS WCS. The scatter between transformed HST positions and the VHS positions is 26/25 mas in R.A./Dec 9 . The positional uncertainty in the VISTA-VHS WCS must also be considered and this is about 100 mas
10 . The precise error in the WCS is not important for us since we are not interested in absolute astrometry, only in absolute motions. We compute the average motion of the 23 VISTA-VHS stars relative to Pyxis member stars finding it to be ∼16 mas. This difference does not impact our proper motion because we use the same WCS transformation on both the HST and GSAOI epochs. The position uncertainty in the VISTA-VHS frame causes an uncertainty in the overall image scale, which is a systematic uncertainty on the final proper motion. Since the sources used for the WCS transformation extend over 96/56 ′′ in R.A./Dec., the image scale uncertainty is at most 0.11/0.17% using the 100 mas error in the VISTA-VHS WCS. Without accounting for this error term, the motion uncertainty is 0.86% of the motion for the stars with the smallest fractional motion uncertainty. Thus, even in the most extreme case, the image scale error is smaller than the other error components (even more so for the absolute proper motion, see Section 4.4).
As test we calculate the error weighted average motion of the Pyxis members. We obtain µ α cos δ = −0.04 ± 0.02 mas yr −1 and µ δ = 0.01 ± 0.02 mas yr −1 . Given that Pyxis is the reference the motion should be exactly zero. It is not exactly zero because different stars have different weights in the distortion fit and here. However, the motion is much smaller than the measured absolute proper motion of Pyxis (Section 4.6). In Figure 11 we show the relative motions of the stars. It is visible that most non-member stars show offsets in the same direction. That is expected, because the main foreground population is in the galactic disk. All velocities are shown in Appendix A.
Potential Moving Group
There is a cluster of three to five stars with proper motions of ∼ −11 mas yr −1 in R.A. and ∼ 7 mas yr −1
in Dec., visible in Figure 11 . The properties of the stars are listed in Table 2 . Two of the stars (397 and 405) have motions which differ from the other three by more than the measured errors, and therefore are likely only a chance association, while the other three are consistent within 1σ/2σ in R.A./Dec. Two of the remaining stars (33 and 37) are close neighbors (distance 0.66 ′′ ), have consistent colors, and are bright; there are only 12 stars brighter over the full 9050 square arcsecond GSAOI footprint of our observations. Thus, these two stars are very likely associated and probably form a binary. If these stars are giants, i.e., luminous and distant, their high proper motions would imply high velocities, and thus that they are unbound from the Milky Way. Therefore, they are more likely nearby dwarfs. Using a solar metallicity isochrone from Dotter et al. (2008) and assuming that the stars have the same extinction as Pyxis, we obtain a distance of about 1000 pc and mass of about 0.5 M ⊙ each. That would imply a projected separation of 660 AU within the binary. The remaining star, 84, is fainter and slightly bluer. However, a co-evolved fainter dwarf star should be redder, instead of having about the same color as the other two bright stars. It is important to note that as a giant, this star would be also unbound. Photometric parallax predicts a distance of about 4000 pc and a similar mass compared to the binary stars. Thus, star 84 cannot belong to the same physical association as stars 33 and 37 and probably only has a nearly identical proper motion by chance, similar to stars 397 and 405.
Reference frame systematics and random errors
For each galaxy we calculate its position in the transformed reference frame. We therefore use the average of the positions. Following Equation 5, we exclude those positions (i) which are more than 5σ offset from the median position (as for stars we use the median deviation here). The uncertainty is obtained by calculating the standard deviation and dividing it by √ N or the number of used positions. All individual positions are given the same weight.
In contrast to most high-resolution studies which use galaxies as references (Sohn et al. 2012) , our images are not observed at the same wavelength in the two epochs. This is a potential problem, as galaxies are extended, and colors can vary intra-galaxy due to extinction and stellar-population effects. Therefore, the position of the photocenter of a galaxy can also vary across different band-passes. Here we describe our methods of Figure 12 . Example of galaxies. The top three show three astrometrically-bad galaxies. Relatively few galaxies are astrometrically bad. The bottom-most galaxy 44 is astrometrically good as the majority of the galaxies. both characterizing and minimizing the impact of the wavelength-dependent galaxy photocenter.
As a first check, we compare the shapes of the galaxy in the drizzled F 606W and F 814W images and the K ′ -band mosaic. One galaxy, number 27 (see Figure 12) , an edge-on disk, looks very different in the HST images: it is nearly invisible in F 606W and consists of two clearly- Figure 13 . Histograms of 2D-position offsets for galaxies with the two PSFs and Gaussian error. The different histograms are scaled in x and y to be roughly matching for 2D-offset< 2. It is visible that outliers with more than 3.5 σ are unlikely for a Gaussian distribution. We therefore exclude them as outliers.
separated subclumps in F 814W . Thus, given that its profile is already significantly different in the relatively closely-separated HST bandpasses, we exclude it from the galaxy sample.
There are other sources that despite having successful fits across all filters, have a photocenter that is clearly drifting as a function of wavelength. This is obvious for galaxies 28 and 36 (see Figure 12) , which seem to consist of two components whose relative contributions vary with wavelength. To further refine the sample of galaxies we look at the offset in the center of each galaxy in K ′ -band relative to the median offset for the full sample in both (K ′ -F 606W ) and (K ′ -F 814W ). We find that when F 606W is used as the reference for this median the random errors are larger and there are more outliers. That is not surprising, because due to F 606W 's larger difference in wavelength from K ′ -band, it is to be expected that the center varies more than compared to F 814W . Therefore, we use only F 814W positions from HST.
To determine which galaxies are affected by color effects, we make histograms using again Equation 5, to calculate offsets in σ. First, the offsets are calculated relative to the median offset, which is later refined to the error-weighted median which is similar. We also multiply the errors by a factor to obtain that the histogram has a similar shape to a Gaussian for offsets R < 2, see Figure 13 . That is reached by using a factor of 1.2. It is visible that there are outliers. We define all with R > 3.5 as outliers. For our sample size a larger offset occurs only with 5% probability. That has also the ad- Figure 14 . Velocities of all K ′ -band galaxies with a measurable F 814W HST counterpart. Error bars are 1-σ. Red encircled galaxies are excluded from the sample because they are outliers by more than 3.5-σ. The velocity shown on the Y -axis is measured relative to the mean error-weighted velocity of all good galaxies.
vantage that the same galaxies are outliers for PSF1 and PSF2. We exclude that way 8 of 32 galaxies. Among these are also the previously discussed galaxies 28 and 36. In Figure 14 , we show proper motion relative to the mean error-weighted proper motion for all good galaxies.
The fact that we need to scale up the errors to match the main histograms shows that all errors are slightly underestimated. Likely, that is due to a weak influence of color effects on all galaxies. To correct for it we calculate the reduced χ 2 over the good galaxies. We present statistics for PSF1 only, but using PSF2 obtains similar numbers. The reduced χ 2 is 1.98/1.80 in R.A./Dec. We then scale our errors such that the reduced χ 2 is 1 in both x and y. After rescaling of the reduced χ 2 we obtain errors of 0.296/0.267 mas yr −1 in R.A./Dec.
Error Budget for Proper Motion
There are several components that contribute to the uncertainty on our proper motion. We now summarize them. First, we have uncertainty from our PSF modeling of the GSAOI images. In Section 4.1, this was estimated to be 0.07/0.09 mas yr −1 in R.A./Dec. Second, we have the uncertainty in the selection of Pyxis member stars, which was derived to be 0.05 mas yr −1 in both R.A. and Dec. from Section 4.1. Lastly, we have the uncertainty in the absolute reference frame due to scatter in the individual measurements, which includes individual fitting uncertainties and distortion uncertainties. In Section 4.4, we derive 0.296/0.267 mas yr −1 in Figure 15 . Absolute velocity of Pyxis. Each blue dot stands for a velocity derived from a single background galaxy. The red box shows the weighted average velocity derived from all galaxies. Only galaxies with small errors are shown for clarity.
R.A./Dec and this is the dominant uncertainty in our measurement. The final uncertainty is the quadrature sum of these individual components which is 0.31/0.29 mas yr −1 in R.A./Dec.
Final Proper Motion and Galactocentric Velocity
The calculation of the average velocity of Pyxis uses the good galaxies with the discussed weights. The velocity of Pyxis is the error-weighted average of the galaxy velocities with the sign reversed plus the relative velocity of Pyxis (derived in Section 4.3). In total we obtain a motion of µ α cos δ =1.09±0.31 mas yr −1 and µ δ =0.68±0.29 mas yr −1 , see Figure 15 . To convert the proper motion to physical units we additionally require both the distance to Pyxis and the Solar position and velocity relative to the galactic center. For Pyxis we adopt a distance of 39.4 ± 4 kpc (Sarajedini & Geisler 1996) . The distance modulus uncertainty (σ µ = 0.22 mag) is determined based on the (i) uncertainty of the absolute magnitude of the red horizontal branch (RHB), (ii) uncertainties based on the sparseness of the RHB for Pyxis (and concerns of statistical decontamination), and (iii) the large reddening along this line of sight (and the potential for differential reddening; E(B-V)≈ 0.25). We repeated our analysis by doubling our uncertainty, and it did not influence the conclusions.
From the reflex motion of Sgr A* (Reid & Brunthaler 2004) , it is possible to infer the solar motion in the direction of the Galactic rotation (V') when the distance to the Galactic Center is known (R GC ).
The circular velocity at the position of the sun is not necessary for the conversion. Recent determinations of R GC are around 8 kpc, some slightly larger (Reid et al. 2014; Chatzopoulos et al. 2015) and slightly smaller (Boehle et al. 2016; Hunt et al. 2016) , while recent reviews (Bland-Hawthorn & Gerhard 2016; de Grijs & Bono 2016) obtain slightly larger values. We adopt R GC =8 kpc as in Bovy (2015) . The solar velocity relative to the local standard of the rest is well-determined in the radial (U) and vertical (W) direction (Reid & Brunthaler 2004; Schönrich et al. 2010; Bovy et al. 2012) , and thus we use these directly. The resulting solar motion with respect to the Galactic center is U/V'/W=11.0/241.9/7.3 km/s. To obtain the full Galactocentric velocity of Pyxis, it is necessary to use the line-of-sight velocity, for which we average Palma et al. (2000) and Saviane et al. (2012) to 35.7 ± 3 km/s heliocentric.
The uncertainties in parameters for the Sun are small compared to the uncertainties for Pyxis. We ignore the former in the following. To estimate uncertainties including correlations between them in Galactocentric positions and velocities 11 we add to the properties with the largest errors (proper motions, distance) Gaussian random numbers with the width of the error. We repeat this 100,000 times and then calculate the median and 1-σ median range for each parameter. We obtain for the position: X/Y/Z: −13.9 ± 0.6/−38.7 ± 3.9/4.8 ± 0.5 kpc and for the velocities V X /V Y /V Z : 52±55/227±11/245±61 km/s. The velocity is equivalent to Galactocentric V rad =-203±11 km/s and V tan =278±60 km/s in spherical coordinates. These and other properties are summarized in Table 3 .
ORBIT, ORIGIN, AND IMPLICATIONS
Having determined the three-dimensional Galactocentric position and velocity of Pyxis, we can proceed to determine the orbital parameters most consistent with these measurements (Section 5.1). The orbit, in turn, permits detailed exploration of the relationship between Pyxis and the ATLAS stellar stream proposed by Koposov et al. (2014) (Section 5.2) . We then use the orbit in conjunction with other properties of Pyxis to constrain its origin (Section 5.3). Lastly, we use our measured motions and the assumption that Pyxis is bound to the Milky Way to estimate the mass of the Milky Way (Section 5.4). (1995) concentration ( b Obtained from rcore and concentration with interpolation using a King (1962) model c The distance value is from Sarajedini & Geisler (1996) , and the error is from this work.
Orbit of Pyxis
d For the metallicity we do not use the photometric metallicity of Sarajedini & Geisler (1996) , because it is different from the newer photometric metallicity of Dotter et al. (2011) .
To estimate the orbit of Pyxis, we use an orbitintegrator approach. We integrate orbits with starting positions sampled from the uncertainty range for the current phase-space location using galpy (Bovy 2015) in the Milky-Way-like potential MWPotential2014, which is fit to the most recent dynamical constraints on the Milky Way. We generate 1000 different orbits by drawing all of the measured parameters with their uncertainties. The total velocity of Pyxis is 344±49 km s −1 . In the MWPotential2014, the motion of Pyxis is near the escape velocity at its position (≈ 360 km s −1 ). That causes that about 41% of the possible orbits are consistent with Pyxis being unbound, but the halo of MWPotential2014 is relatively light. It also has the consequence that the outer orbit parameters are unrealistic, because the calculation assumes that the Milky Way is isolated. Formally, we obtain median values of r peri =30.7 kpc, r apo =1560 kpc, e=0.96, and a period larger than the age of the universe.
The halo mass in MWPotential2014 is 8 × 10 11 M ⊙ , which is smaller than the estimates of Boylan-Kolchin et al. (2013) and van der Marel et al. (2012b) . They obtain a total MW mass of 1.6 × 10 12 M ⊙ . Therefore, we repeat the orbit integration process for a potential like MWPotential2014, but with the halo mass doubled to 1.6 × 10 12 M ⊙ . For this we obtain a most likely orbit of r peri =28.7 kpc, r apo =123 kpc, e=0.64 and a period of about 1.6 Gyr. Only the determination of perigalacticon is consistent with that of the unaltered MWPotential2014.
From this experiment, it is fair to conclude that the uncertainty in our knowledge of the Milky Way potential (mainly its total mass) creates large uncertainty in our ability to model the orbit of Pyxis. Indeed, only for the estimate of perigalacticon is the uncertainty in our measured parameters the dominant factor, producing an uncertainty of σ peri =6 kpc. Regardless, it is clear that Pyxis is on a quite eccentric orbit e 0.59 that does not come closer than R GC ≈22 kpc. For the median orbit of Pyxis there was no past perigalacticon passage for the less massive halo, since the most likely period is larger than the age of the universe. There is however enough uncertainty in the orbit, that it is possible then that Pyxis's first perigalacticon happened already in the past. It had about 7 passages for the more massive halo.
Connection of Pyxis with ATLAS Stream
In an evaluation of possible progenitors of the AT-LAS stream, Koposov et al. (2014) determined Pyxis to be the most likely candidate based on orbit in-tegrations consistent with the ATLAS stream located at (RA, Dec, distance) ≈ (20
• , −27
• , 20 kpc). Plausible ATLAS orbits pass near the observed spatial locations of several globular clusters, but only Pyxis could not be ruled out based on kinematics. We convert our proper motion into the celestial coordinate system aligned with the ATLAS stream defined by Koposov et al. ((φ 1 , φ 2 ) 2014) and determine (µ φ1 , µ φ2 ) = (0.38, 0.04) mas yr −1 . Comparing this value to Koposov et al. (2014) 's Figure  3 demonstrates that this proper motion is not aligned with orbits that go through both the ATLAS stream and Pyxis.
To investigate the ATLAS and other possible associations further, we have integrated the Pyxis orbits from the previous sub-section both backwards and forwards in MWPotential2014. A random subset (1.5%) of these orbits are shown in Figure 16 in the Koposov et al. (2014) celestial coordinate system (φ 1 , φ 2 ). Orbits are integrated until they reach φ 1 ≈ 0 with a maximum integration time of 10 Gyr. It is clear that orbits originating or ending in Pyxis' current phase-space location do not go close to ATLAS's three-dimensional position. Repeating this comparison with the altered MWPotential2014 with double the halo mass does not alter this conclusion. Thus, Pyxis is highly unlikely to be associated with the ATLAS stream. The progenitor of the ATLAS stream is either not yet identified, has already been fully tidally disrupted similar to conclusions drawn in regards to the Ophiuchus stream (Sesar et al. 2015) , or the stream itself is the stretched out progenitor as is sometimes found in extra-galactic streams (e.g., Martínez-Delgado et al. 2015) .
Origin of Pyxis
The class of young halo globular clusters, first defined by Zinn (1993) , does not follow the relatively strong correlation between age and metallicity of the inner globular clusters, and does not rotate with the Milky Way disk. These young halo clusters also appear to have an unusually low central concentration indicating that they never get close to the Milky Way (van den Bergh 1994). Two distinct populations of globular clusters are also seen in other galaxies (see Brodie & Strader 2006 , for a review of work on external galaxies). It is assumed that these young halo globular clusters did not form directly in the Milky Way, but in satellites which later merged with the Milky Way (Zinn 1993; Muratov & Gnedin 2010; Renaud et al. 2016 ). In the current epoch, the birth-satellites of the young globular clusters may be partially to fully disrupted. Sagittarius is an example which is in the process of being disrupted (Koposov et al. 2014 ). In the top panel, we show the stream on the sky in a custom system of angular coordinates that is aligned with the AT-LAS stream. Our measurement of the direction of Pyxis' proper motion in this coordinate system is indicated by the arrow. In the bottom panel, we display φ1 versus distance. In both plots, we show an ensemble of possible tracks exploring the errors with thin blue lines and the track of the measured properties with a thick yellow line. It is clear that Pyxis cannot be the progenitor of the ATLAS stream. (Majewski et al. 2003) , which likely donated some globular clusters to the Milky Way (Siegel et al. 2011) .
When it was discovered, Pyxis was classified as a young halo globular cluster (Da Costa 1995; Irwin et al. 1995) due to its distance, concentration, and color magnitude diagram. That was further strengthened by analysis of better color magnitude diagrams and spectroscopy (Sarajedini & Geisler 1996; Palma et al. 2000; Dotter et al. 2011) , which confirmed that the age (11.5 Gyrs) and metallicity combination is somewhat younger than that for the inner Milky Way clusters. The inner clusters are consistent with a wet merger origin (Li & Gnedin 2014; Weisz et al. 2016) . From our orbit analysis (Section 5.1) Pyxis spends most of its time at more than 60 kpc distance on average, and possibly at as much as 400 kpc. That implies that it is more distant than all but one of the old halo clusters (Zinn 1993) , and more distant than any of the wet merger clusters in the simulation of Renaud et al. (2016) . Thus, Pyxis probably formed in a dwarf galaxy that later fell into the Milky Way.
Identifying Candidate Former Hosts
We now use the properties of Pyxis to infer the proprieties of its original host galaxy and determine candidate hosts from known satellite galaxies. We consider three constraints: its luminosity, its metallicity, and its age. Luminosity: It is very likely that the host galaxy was more luminous than Pyxis (M V = −6.0) itself, which already excludes some of the ultrafaint spheroidal galaxies as the original hosts of Pyxis (McConnachie 2012) . Metallicity: Globular clusters should be no more metal-rich than their parent galaxy and, because Globular clusters are typically quite old, are likely to be more metal poor than the peak metallicity for the parent. That is the case for all globular clusters of the Fornax galaxy (Buonanno et al. 1999; Strader et al. 2003; Kirby et al. 2011; Battaglia et al. 2006) . This is also true for the known globular clusters of the Sagittarius dwarf galaxy, the core of which has a peak metallicity >-0.5 [Fe/H], but shows strong population gradients with radius (Majewski et al. 2013; Hyde et al. 2015; Gibbons et al. 2017, Hasselquist et al. in prep) 12 . Using the assumption that Pyxis has a lower metallicity than its host galaxy we can use the mass-metallicity relation for Local Group satellite galaxies measured by (Kirby et al. 2013 ) to estimate a lower mass limit. Using [Fe/H] = -1.45 ± 0.1 dex, we infer the host of Pyxis had a stellar mass of > 6.3 × 10 6 M ⊙ with a multiplicative uncertainty of 4.3. The uncertainty includes both the metallicity uncertainty of Pyxis and the scatter in the relation (the dominant term). Leaman et al. (2013, their figure 10 ). Pyxis matches very well to the relation for the LMC (2.9 × 10 9 M ⊙ ), but is inconsistent with the SMC, WLM, and Fornax. There is however, some scatter between different galaxies, for example, Fornax and WLM have essentially the same relation, although WLM is two times as massive (see discussion in Weisz et al. 2016 ). Thus, also galaxies with about 50% of the mass of the LMC are plausible former hosts.
We explore the range of galaxy size spanned by the constraints above, which means the former host galaxy mass is between between that of the LMC and Leo II. We now compare the dynamics for each of the candidate galaxies to that inferred for Pyxis, going down the mass scale.
Connection of Pyxis with the Magellanic Clouds
An association between Pyxis and the Magellanic Cloud system was proposed in the discovery (Irwin et al. 1995) and early characterization (Palma et al. 2000) . Also, in our analysis in the above Section 5.3.1, the Magellanic Clouds overlap with the properties of Pyxis. Therefore, we now test whether they could be the former host of Pyxis. Because the Small Magellanic Cloud (SMC) follows closely the orbit of the Large Magellanic Cloud (LMC) (Kallivayalil et al. 2013) , we concentrate our comparison on the LMC. Because the Magellanic system is rather complicated and the LMC is quite massive, a simple orbit-integration approach is not sufficient.
We use cosmological simulations of a MW-like halo from the Aquarius project (Springel et al. 2008 ) to predict likely locations and orbits of material stripped from an LMC-like satellite. From the set of 6 high-resolution dark matter halos in the Aquarius project, only one has an orbiting subhalo consistent with being an LMC. The analog subhalo shows orbital properties consistent with those measured for the LMC and is sufficiently massive (M vir = 3.4 × 10 10 M ⊙ ). Furthermore, this subhalo has had two pericenter passages around its host. Thus, we can evaluate a Pyxis-LMC association for Pyxis having been stripped from the LMC either after a first or second pericenter passage.
Tidal disruption of orbiting satellites distributes the unbound material not randomly, but rather along the orbit/energy of the progenitor system. The tidal disruption process imprints a relation between the area of the sky, the distance, and the velocity of all group mem-bers (see also Sales et al. 2011 Sales et al. , 2016 , in application to all dwarf satellites of the MW). Thus, if Pyxis was once part of the LMC system, we anticipate clear correlations between its phase-space and that occupied by the LMC over the course of its orbit.
We select all particles once part of the simulated LMC analog that lay on the sky within a circle of radius 5
• around the position of Pyxis, similar as in Sales et al. (2016) . The LMC is currently just passed its pericenter passage and is located in the Southern Galactic Hemisphere. Because Pyxis is in the Northern Hemisphere, it must fall along the leading arm of the system (i.e., the "future" for the LMC) and therefore corresponds to particles that show high positive radial velocities (moving away from the Milky Way). The galactocentric distance (r GC ) and velocities (radial or tangential velocity; V rad or V tan , respectively) of these particles is shown in Figure  17 as gray dots. We overplot in Figure 17 our measured values for Pyxis with blue squares and error bars, which show a reasonable agreement in the tangential velocity but a very different radial component. The situation is very similar if we study the second pericenter passage of the LMC analog instead. We conclude that Pyxis is unlikely to have been stripped from the LMC based on the LMC analog in the Aquarius simulation. The disagreement with V rad is so great that the fact that the LMC analog in the simulation is lighter than the real LMC (van der Marel & Kallivayalil 2014) makes no difference to this conclusion.
The incompatibility of Pyxis with the LMC is due to increased knowledge of both Pyxis and the LMC in contrast to earlier works; for the former, we have orbital parameters for Pyxis, and for the latter, we know the LMC and SMC to have a large tangential velocity (Kallivayalil et al. 2006 (Kallivayalil et al. , 2013 . The large tangential velocity of the Magellanic system implies the system has only recently fallen into the Galaxy (Besla et al. 2007 ). The argument of the periapsis can only evolve strongly over a larger number of orbits and, with the limited number implied for the Magellanic System, this cannot be reconciled with the Pyxis orbit. Therefore, neither the LMC nor the SMC can have been associated with Pyxis.
Other Known Milky Way Satellites as Former Hosts
We now explore whether one of the other satellites allowed by the constraints in Section 5.3.1 could be the former host. Since they are less massive than the LMC, a simple comparison of the orbits is sufficient.
Sagittarius:
The orbital plane of Sagittarius (Law & Majewski 2010b ) is misaligned by nearly 90 degrees compared to the Magellanic stream (Majewski et al. Figure 17 . Comparison of the Galactocentric motion of Pyxis with LMC analog debris at the coordinates of Pyxis assuming the LMC analog is on its first approach. The radial velocity (top) and tangential velocity (bottom) of LMC debris particles are shown as gray points with contours drawn to show the concentration. The motions of Pyxis are shown as the blue dot in both panels with the pink shading indicating the range of rGC for Pyxis. While the tangential motion is consistent with the LMC debris, the radial motion is inconsistent. This result is not demonstrably different assuming the LMC to be on a second passage.
2003; Pawlowski et al. 2015) . Pyxis shares the orbital plane of the Magellanic system. Sagittarius is thus excluded. Fornax: Several works measured the proper motion of Fornax, see Piatek et al. (2007) ; Méndez et al. (2011) . All agree that the most likely pericenter is at ≈ 150 kpc. Piatek et al. (2007) conclude that there is only a very small probability (2.5%) that the pericenter of Fornax is smaller than 66 kpc. That is clearly larger than the pericenter of Pyxis and would imply that the globular cluster Pyxis was at a distance of 40 kpc from Fornax when tides of the Milky Way separated them. That is larger than the distance of nearly all in-situ formed globular clusters Zinn (1993) ; Renaud et al. (2016) in the case of the Milky Way. In a smaller galaxy the distance of globular clusters is very likely smaller. Thus, Fornax cannot be the host galaxy of Pyxis. Leo I: Sohn et al. (2013) measured the proper motion of Leo I. From the proper motion it follows that Leo I is likely currently on first approach, or at most on its second approach in its orbit. The pericenter is 91 ± 36 kpc, which is clearly larger than in the case of Pyxis, and again makes the distance between Pyxis and its host galaxy unrealistically large. Further, Leo I shows signs of relatively recent star formation, which makes it unlikely that it is already on its second approach. In a first approach it is unlikely that a globular cluster is already separated by 270 kpc from its parent galaxy as in the case of Pyxis and Leo I. Finally, the orbital poles of their orbits deviate by 102
• , i.e., by about 4 σ, based on the measurement errors. Sculptor: Sculptor's proper motion was best measured by Piatek et al. (2006) . It orbits with the wrong sign compared to Pyxis. Thus, it cannot have been the host of Pyxis. Leo II: Leo II orbital pole disagrees only by 1.5 σ from the pole of Pyxis using the proper motion of Piatek et al. (2016) . However, according to that motion Leo II has a perigalacticon of less than 36 kpc only with 2.5% probability. That makes it unlikely that Leo II got close enough to the Milky Way for tidal disruption. Finally, Leo II is currently at 233 kpc (Bellazzini et al. 2005) , while based on our orbital analysis Pyxis will be close to pericenter when it will be close to the sky coordinates of Leo II. Thus, as for the LMC, the argument of the periapsis disagrees. Further, Leo II's period is probably quite large, since it is so distant. Therefore, Leo II is not associated with Pyxis.
While dynamical friction can change the orbits of dwarf galaxies, it acts to decrease the distance of a galaxy. Thus, if we were to include dynamical friction in our analysis, the past distances of the discussed galaxies would increase further compared to the distances used here. Since these distances are already too large to match Pyxis, the problem would only be exacerbated. We have exhausted the known Milky Way satellites with masses larger or slightly smaller than that implied assuming the metallicity of Pyxis places a lower limit on the mass of its host, and then using the mass-metallicity relationship for dwarf galaxies to constrain the mass.
Pyxis as the Debris of an Accretion Event
Having found no suitable former hosts among the known satellite galaxies, we now explore whether or not either the intact host, or the debris from the disrupted host, would be detectable.
Pyxis is located only 7
• off the Galactic plane. A galaxy which contains gas and on-going star formation, as would be the case if Pyxis were on first infall (Wetzel et al. 2015) , would be detected also within a 7
• distance from the Galactic plane. Thus, it is unlikely that Pyxis is on first infall towards the Milky Way, since no galaxy is detected there. On the other hand, a galaxy which contains only stars (i.e., no gas or active star formation markers) would be much more difficult to detect, even if it were not disrupted. However, that scenario is overall still unlikely since only in a small area of sky the galaxy would be undetectable.
More likely the parent galaxy of Pyxis has already been disrupted. It is in principle possible that a stream is left behind. For the former host we assume that it is as small possible (Section 5.3.1), similar to Leo II. Leo II has M V = −9.8 of Leo II (McConnachie 2012) and about m tot = 4 × 10 7 M ⊙ . We now check whether a stream produced by a galaxy with these properties would be detectable. We assume that the stream would be on a similar orbit as Pyxis.
From the fact that a stream as faint as Orphan 13 (34.6 magnitudes/arsec 2 Belokurov et al. (2007) ) has been detected, we conclude that streams down to a surface brightness of 34.6 magnitudes/arsec 2 are detectable in the SDSS. We utilize the analytical relations describing stellar stream debris derived in Johnston et al. (2001) , with the detection limit of SDSS, to place additional constraints. A stream of a galaxy with m tot = 4×10 7 M ⊙ should be 3
• wide, when the orbit is similar to Pyxis (r peri =30 kpc), and v circ =200 km/s (Küpper et al. 2015; Bovy et al. 2016b ). The pericenter of Pyxis's orbit is around R.A./Dec. of 170/0
• . If there were a stream belonging to Pyxis, the part of it that was at 35 kpc distance or less would be about 50
• long within the footprint of SDSS. From that we derive that the brightest undetectable stream has a total integrated m r ≈ 11.4 within the SDSS footprint.
Correcting that for distance (30 kpc), and using a factor of 7.6 for not including stars that are outside of the matched filter (Belokurov et al. 2007) , results in a limit-ing absolute magnitude of M r ≈ −8.2 for an undetected stream. That is a factor of 4 less than the luminosity of the Leo II like galaxy (M r ≈ −9.8). Since the full stream is not within the SDSS footprint, a stream produced by a Leo II like galaxy is probably at the detection limit. However, Leo II was our analog for the lowest luminosity dwarf galaxy that could have been the host for Pyxis. Therefore, any dwarf galaxy brighter than Leo II would produce streams that are even easier to detect, and thus we conclude that it is unlikely that the former host of Pyxis has a still-detectable stream associated with it.
Pyxis is on eccentric orbit (0.59< e < 1). Galaxies on eccentric orbits (e ≥ 0.86) usually produce shells after tidal disruption (Johnston et al. 2008; Hendel & Johnston 2015) . Thus, possibly the remnant of the host galaxy is more shell-like. In that case, it would be more difficult to detect in the Milky Way. Possibly, the recently discovered clouds, such as the Virgo overdensity (Vivas et al. 2001; Grillmair & Carlin 2016) are shells. Finally, the galaxy could have fallen in so early that its stellar distribution is now very diffuse (Johnston et al. 2008) .
Since destruction of galaxies is easier closer to the Milky Way, comparing Sagittarius (Law & Majewski 2010b) with Hercules (Küpper et al. 2016 ), a possible scenario is the following: assuming a separation of 10 kpc between Pyxis and its galaxy and a perigalacticon of 22 kpc for Pyxis (within the error range), a perigalaction of 12 kpc for the galaxy is possible. There the tides of the MW could have separated the two, later dynamical friction would have further decreased the distance of the host, further easing full destruction of the progenitor. That hypothesis could be confirmed by detecting more globular clusters (former members of that galaxy) on similar orbits.
Since the number of young halo globulars (30; Mackey & van den Bergh (2005) ) is smaller than the number of globular clusters for LMC-mass galaxies (about 50; (Zaritsky et al. 2016) ) it seems unlikely that an LMC-mass galaxy was accreted in the past, even taking into account uncertainties in both numbers.
Also, the absence of a classical bulge (Bland-Hawthorn & Gerhard 2016; Ness & Lang 2016) in the Milky Way makes an accretion of an LMC mass galaxy unlikely. Finally, the orbital information of the member stars of this galaxy would not be fully lost, thus when enough stars have good proper motions measured by Gaia, it should be possible to test this hypothesis further, and maybe also to determine the mass of the galaxy. A non-detection of any associated debris would be surprising, and would indicate that Pyxis formed in a different way.
Mass of Milky Way
Nearly all satellite-subhalos identified in simulations are bound to their parent (see e.g. Di Cintio et al. 2012; Boylan-Kolchin et al. 2013) . While Pyxis itself does probably not contain dark matter, it still very likely originated in a galaxy which contains dark matter and is thus a subhalo (Section 5.3). Therefore, Pyxis shares the orbital properties of subhalos. We now estimate the mass of the MW assuming that Pyxis is bound. Similar to Section 5.1, we use MWPotential2014 to fix both the disk and bulge, but allow the mass of the halo to vary. We obtain that the halo virial mass is with 68% probability larger than 0.58×10 12 M ⊙ , which corresponds to a total mass of 0.65×10 12 M ⊙ when including bulge and disk. The mass limit depends only very weakly on the concentration of the halo. Smaller concentrations like in van der Marel et al. (2012a) increase the mass of the limit, while larger would decrease it. Our concentrations of c = 15.3 is relatively large compared to e.g. Xue et al. (2008) , it is similar to the value of c = 16 obtained in the recent review of Bland-Hawthorn & Gerhard (2016) .
From our analysis in Section 5.3.4, it follows that Pyxis is likely not in its first approach after its formation 11.5 Gyrs ago. We repeat this analysis excluding cases when Pyxis is its first approach. This requires a more massive Milky Way. To calculate it we just exclude all cases which have not a recent enough first approach, that results in a halo mass lower limit of 0.88×10 12 M ⊙ for the virial mass (Virial radius of 245 kpc) and total mass lower limit of 0.95×10 12 M ⊙ . This mass depends slightly stronger on the concentration. However, even for the unlikely case of c = 6 the halo mass limit is still only 1.03 × 10 12 M ⊙ . That is in some tension with the recent measurement by Gibbons et al. (2014) 6. SUMMARY 1. We obtained near-infrared MCAO imaging of the Pyxis globular cluster with the GeMS/GSAOI imager on Gemini-S. These images provide a spatial resolution of 0.02 ′′ pixel −1 and sources have a FWHM of 0.08 ′′ over a 85 ′′ × 85 ′′ field-of-view. We combine this imaging with archival HST imaging of the Pyxis cluster in the F 606W and F 814W filters at 0.05 ′′ pixel −1 (Section 2).
2. We developed PSF modeling techniques for our MCAO imaging (Section 3.2.2) to take into account the position and time dependent PSF in the AO imaging. With this approach we produce positions precise to 0.4 mas relatively over the full 85 ′′ × 85 ′′ field-of-view. These efforts support future proper motion analyses with wide-field AO imaging planned for 30-meter class facilities.
3. We determined an absolute reference frame for MCAO-HST imaging using background galaxies for the first time. This method uses the PSFs and Sersic models to fit the galaxies.
4. We determined the first proper motion measurement of the Pyxis star cluster over a 5 year baseline. We obtain a proper motion of µ α cos(δ) =1.09±0.31 mas yr −1 and µ δ =0.68±0.29 mas yr −1 .
5. This proper motion and the line-of-sight velocity implies in an eccentric orbit, with an apogalacticon between about 120 and 1600 kpc (That Pyxis is unbound is also possible.) and a perigalacticon of 30±6 kpc. The uncertainty in the apogalacticon is dominated by uncertainty of the mass of the Milky Way.
6. Our orbit excludes Pyxis as the progenitor of the ATLAS stream, as was proposed by Koposov et al. (2014) .
7. The orbit also excludes that Pyxis was once a member of the LMC and of all Milky satellites down to at least the mass of Leo II.
8. The orbit, metallicity, and age points to an extragalactic origin of Pyxis, in a rather massive dwarf galaxy (in mass between Leo II and LMC). Because all known satellite galaxies in that mass range are excluded, the host is probably already disrupted. It is unlikely that a satellite on its first passage would be totally destroyed and, thus, it is unlikely that Pyxis is on its first approach.
9. We use the velocity of Pyxis, the assumption that it is bound to the Milky Way, and the assumption that it is likely not on first approach to obtain a 68% lower limit on the mass of the Milky Way of 0.95×10 12 M ⊙ . 
APPENDIX
A. ALL PROPER MOTIONS
Here, we present all the stellar proper motion in Table 4 in electronic form.
