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A Notion of Subgame Perfect Nash
Equilibrium under Knightian Uncertainty
by
Sérgio Ribeiro da Costa Werlang*
ABSTRACT.  We define a subgame perfect Nash equilibrium under Knightian
uncertainty for two players, by means of a recursive backward induction
procedure.  We prove an extension of the Zermelo-von Neumann-Kuhn Theorem
for games of perfect information, i. e., that the recursive procedure generates a
Nash equilibrium under uncertainty (Dow and Werlang(1994)) of the whole game.
We apply the notion for two well known games: the chain store and the centipede.
On the one hand, we show that subgame perfection under Knightian uncertainty
explains the chain store paradox in a one shot version.  On the other hand, we
show that subgame perfection under uncertainty does not account for the leaving
behavior observed in the centipede game.  This is in contrast to Dow, Orioli and
Werlang(1996) where we explain by means of Nash equilibria under uncertainty
(but not subgame perfect) the experiments of McKelvey and Palfrey(1992).
Finally, we show that there may be nontrivial subgame perfect equilibria under
uncertainty in more complex extensive form games, as in the case of the finitely
repeated prisoner's dilemma, which accounts for cooperation in early stages of the
game.
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1. Introduction
The most important model of Knightian uncertainty (heretofore simply
uncertainty) is due to David Schmeidler and Itzhak Gilboa, in a series of papers
(Schmeidler(1982, 1986, 1989), Gilboa(1987), Gilboa and Schmeidler(1989,
1993)).  Game theoretic models incorporating uncertainty were soon to come.  We
will concentrate on models which are akin to Dow and Werlang(1994) (for
example, the same type of model is used in Dow, Simonsen and Werlang(1993),
Eichberger and Kelsey(1994a), Mukerji(1994), Marinacci(1994), Lo(1995a), Boff
and Werlang(1996), and Dow, Orioli and Werlang(1996)).  Alternative definitions
can be found in Hendon, Jacobsen, Sloth and Tranæs(1993), Klibanoff(1995),
Lo(1994), Epstein(1995) and Ghirardato and Le Breton(1996).
In extensive form games, though, the story is different.  It is well known that
Schmeidler and Gilboa's model, with or without the leading updating rule (known
as Dempster-Shafer's updating rule) leads to dynamically inconsistent behavior in
one person decision problems (Dow and Werlang(1992b), Epstein and Le
Breton(1993), Eichberger and Kelsey(1994b)).  Thus, the quest for any equilibrium
which makes use of the dynamic structure of extensive form games seems to be
very hard.  Lo(1995b) attempts a first definition.  He imposes dynamically
consistent behavior on the equilibrium path.  However, off the equilibrium path,
nothing is assured.
If the backward induction procedure devised by Kuhn(1953) were to work,
then one could define a subgame perfect Nash equilibrium under uncertainty by
means of that mechanism.  There are two difficulties.  The first, is the fact that
there is no well established definition of independence.  We will use Gilboa and
Schmeidler's definition (Gilboa and Schmeidler(1993)), which is the most widely
accepted. The second is that Fubini's theorem does not apply to non additive
probabilities, even in the case one of the measures is additive.  Ghirardato(1994)
is an excellent reference on Fubini's theorem for non additive probabilities.  The
next section will show an example where the backward induction procedure does
not work even in a very simple game.
We also show in section two that in two person games of perfect
information it is possible to embed any Nash equilibrium under uncertainty of a
subgame in a Nash equilibrium under uncertainty of the larger game.  The trick is
that Fubini's theorem works for the case where one of the probabilities is additive
and concentrated in a point.  In section three we apply the construction to two
games: the chain-store paradox and the centipede.  While the procedure delivers
a very simple explanation for the chain store paradox, the same does not occur in
the centipede.  The centipede game is, however, justified by Nash equilibria of the
whole game, as Dow, Orioli and Werlang(1996) show.Another way to view the result above is that there are Nash equilibria under
uncertainty of the original game that are subgame perfect under the updating rule
of Dempster-Shafer (and which are nontrivial, i. e., with non zero uncertainty
aversion).  In fact, given that the construction uses explicitly the definition of
independence, the result is stronger: for any updating rule which is compatible
with the definition of independence, one would obtain subgame perfection.  Many
updating rules are compatible with Schmeidler-Gilboa's independence definition,
including Bayes' rule (Bayes' rule coincides with Dempster-Shafer's rule only for
additive probabilities).
Finally, although one cannot assure existence in general, in certain games
there are Nash equilibria under uncertainty which are subgame perfect when one
uses Dempster-Shafer's rule.  This is the case of the twice repeated prisoner's
dilemma of Dow and Werlang(1994).
2. The Theorem
We assume the reader is aware of the definition of Nash equilibrium under
uncertainty.  See Dow and Werlang(1994).  The backward induction procedure
was first used by Zermelo(1913) to prove that chess has a pure strategy Nash
equilibrium, and formalized by Kuhn(1953) in the context of a general extensive
form game. (For the sake of completeness, one should note that von Neumann
and Morgenstern(1953, 24.1.2) defined a general extensive form game with
perfect information, and proved the existence of a pure strategy equilibrium, by
means of backward induction, even for n-players.  However, they dismiss their
result for non zero sum games of two or more players as "unimportant", because
players could form coalitions.  In fact, Kuhn(1953) refers to the perfect information
application of the backward induction algorithm as Zermelo-von Neumann.)
Selten(1965) defines subgame perfection, whose existence comes from Kuhn's
result.  We will refer to the backward induction procedure as Zermelo-von
Neumann-Kuhn.
Why should not the same algorithm work for games with uncertainty
aversion?  Let us focus in the case of the game G in Figure 1.  There are two strict
subgames.  One starting at the second node of player 1.  Call it G(1).  The other
starting at the node where player 2 moves.  Call it G(2).  To solve G(1), notice that
player 1 strictly prefers R2 to L2.  To solve G(2), player 2's beliefs about player 1
(P(.)) have to be such that P(L2)=0, because R is a strict best response of player
1.  This is where the iterated optimality comes into play.  Assume P(R2)=0.9.  In
this case, the expected utility of player 2 in case r is chosen is 1+P(R2)(3-1) = 2.8.
On the other hand, if player 2 plays l, the payoff is 2.  Hence, r is a strict best
response.  If Q(.) represents the beliefs of player 1 about the play of 2, then
Q(l)=0.  In this game, in particular, for the expected utility of player 2 it is irrelevant
what is the value of Q(r).  We set it to be 0.9.  Given these beliefs, the expected
utility of player 1 in G(2) coincides with the expected utility of G(1), that is, if R2 is
played 2, if L2 is played 0.  Since player 1 plays R2, the expected utility is 2.  This
need not be so in a more general set up.  Now, let us focus on the game G.  Wesolved for the two smaller subgames.  It is now player 1's turn.  If the backward
induction procedure were to work, then if player 1 plays R1, the expected utility
should be 2, and if player 1 played L1 the expected utility should be -1.  This
means that R1 is a best response.  Therefore, any probability p such that
p(R1)=p=1, and p(L1)=0 would do as an equilibrium.  Unfortunately, this is not so.
Although it is easy to check the optimality of player 1, the response of player 2
may be different from r.
In order to see that, we have to compute the beliefs in the whole game G.
The strategy space of player 2 does not alter.  However, player 1's strategy set
now is {L1L2, L1R2, R1R2, R1L2}.  To extend the beliefs P(.) and p(.) to this set,
we use Gilboa-Schmeidler's independence definition: p˜P is defined by its core,
C(p˜P) = Convex hull of the set of probabilities p defined on {L1,R1}X{L2,R2},
such that p= p1˜p2, where p1˛C(p) and p2˛C(P).  Here, C(p) and C(P) are the
core of p and P respectilvely.  We now have to compute the expected value of
player 2's response.  It is easy to check that:
Eu2(r) = 1 + 0.9.(2-1) + 0.9.p.(3-2) = 1.9 + 0.9p, and Eu2(l) = 2.  It follows that as
long as p is small enough so that 0.9p<0.1, then r is not a best response anymore.
For example, p=0.01 would do.
What is wrong?  The answer is that we are always implicitly assuming
Fubini's theorem in our reasoning.  But Fubini's theorem is not valid for non
additive probabilities.  In fact, Fubini's theorem does not apply even in the case
one of the measures is additive.  Ghirardato(1994) is an excellent reference on
Fubini's theorem for non additive probabilities.  Notice, however, that if p is large
(close to 1) then r would still be a best response, and the backward induction
algorithm would work.  Before proving the main theorem, we need two lemmas.
Lemma 1 Assume that Q is a convex non additive probability defined on A and P
is an additive probability concentrated in a point b in B.  Then Fubini's theorem is




Lemma 2  Let P and Q be two non additive convex probabilities.  Then for any
pair2 suppP and suppQ, there is a support of P˜Q, such that:
suppP˜Q ￿ suppP X suppQ.
Proof.  If A is suppP, then P(Ac) = 0, which means that there is p in the core of P
with p(Ac) = 0.  Also, if B is suppQ, then there is q in the core of Q with q(Bc) = 0.
Hence, by the definition of independence, P˜Q((AXB)c) = 0.  In any set S such
that P˜Q(Sc) = 0 there is a support.  The result follows.
QED.Theorem (Extension of Zermelo-von Neumann-Kuhn) Let G be a two person game
of perfect information and G1 a subgame of G.  If G1 has a Nash equilibrium
under uncertainty (P,Q), then it is possible to construct a Nash equilibrium under
uncertainty of G such that its restriction1 to G1 coincides with (P,Q).
Proof.  The proof is by induction on the length of the tree.  It suffices to restrict
attention to the case where player 1 is choosing among n different alternatives
(call them, as in Figure 2, c1, ...,cn), and there are n different subgames, G1, ...,
Gn, each of them with a Nash equilibrium under uncertainty (Pi,Qi), i=1,...,n.  Also,
assume the strategy spaces are Ai for player 1 after choice ci, and Bi for player 2
after choice ci.  Then, G is a game such that the strategy space of player 1 is A =
{c1, ..., cn}XA1X...XAn, and the strategy space of player 2 is B = B1X...XBn.
Choose an optimal choice ci of player 1 such that the expected utility of player 1 in
subgame Gi is the largest among all the other subgames.  Note that there can be
several such choices, but we will choose only one.  Let p be the additive
probability defined on {c1, ..., cn} which puts mass 1 in {ci}.  We will show that the
pair P=p˜P1˜...˜Pn and Q=Q1˜...˜Qn is a Nash equilibrium under uncertainty
of the large game G.  By Lemma 2, we can choose suppP ￿ supp(p) X suppP1 X
... X suppPn, and suppQ ￿ suppQ1 X ... X suppQn.  To check the optimality of the
player 1's choice, note that for a=(cj, a1, ..., an)˛A, EQ[u1(a)] is by definition
EQj[u1(aj)].  Let â˛suppP.  Then, by the definition of ci and P,       â=(ci, â1, ..., ân)
and EQ[u1(â)] = EQj[u1(âj)] for all j=1, ..., n.  But for any j it is also true that,
because âj˛suppQj, EQj[u1(âj)] = EQj[u1(aj)] for all aj ˛ Aj.  Also, given any  a=(cj,
a1, ..., an)˛A, EQ[u1(a)] = EQj[u1(aj)].  Therefore, by joining all the inequalities
and equalities, we have that for all a˛A, EQ[u1(a)] = EQ[u1(â)].  Hence, player 1's
choices are optimal.  To check player 2's choices optimality, we apply Lemma 1 to
p and P1˜...˜Pn.  As a result, we get that, for all         b=(b1, ..., bn)˛B: EP[u2(b)]
= EPi[u2(bi)], which implies that player 2's choices are best responses.
QED.
3. Two Examples
The first example, in Figure 3, is the chain-store paradox.  The game was
introduced by Selten(1978).  As it is well known, the only subgame perfect
equilibrium of the game consists of the entrant entering the market and the
monopolist acquiescing, even if the game is repeated (finitely) many times.  Kreps
and Wilson(1982) and Milgrom and Roberts(1982) proposed the most widely
accepted solution to the paradox - they showed that the entrant may stay out if the
                                                  
1 We did not define the meaning of restriction, because we did mention what is the updating rule
that is to be used.  However, as we are building equilibria where there is independence, we may
use almost any rule.  In particular Dempster-Shafer rule will do.
2The definition of support of a nonadditive measure can be found in Dow and Werlang(1994).game is repeated many times, and there is a small chance that the monopolist is
irrational, in the sense that the monopolist might like to fight entry.  The payoffs
are self-explanatory: Pm the monopolistic profit, PC the Cournot duopoly profit per
firm and L the absolute value of the loss, in case the monopolist decides to fight
entry.  Clearly, the monopolist will acquiesce.  This means that the entrant will set
a zero probability of the monopolist fighting.  Let p be the probability that the
entrant assigns to the monopolist conceding.  Then, as long as p is greater than
L/(L+PC), the entrant enters.  However, if p is less than this value, the entrant
stays out, despite the fact that the monopolist would acquiesce (i. e., upon entry it
would be infinitely more likely for the monopolist to concede than to fight) if there
were entry.  The interpretation of p being less than some value is the same as
saying that the uncertainty aversion3 of the entrant is larger than PC/(L+PC).
Thus, the intuition is clear: if the profits after entry are not high with respect to the
potential losses in case there is a fight, then the entrant stays out.  This seems to
be a much more reasonable behavior on the part of the entrant.  Of course, the
same would occur in a repetition of this game.  Here we see a situation where the
backward induction algorithm works and delivers a very interesting result.
The next example is the centipede game, in Figure 4.  First described by
Rosenthal(1981), the centipede game has been tested experimentally (McKelvey
and Palfrey(1992)), and an "irrational" behavior explanation was found.  It is fair to
note that many other similar games have been analyzed, as the TOL (take-it-or-
leave-it) game of Reny(1986).  Dow, Orioli and Werlang(1996) explain the majority
of the observed phenomena in McKelvey and Palfrey's experiment by using the
Nash equilibrium under uncertainty of the whole game.  It is easy to prove that the
backward induction procedure that we devised here will select as a best response
for player 1 taking in the first round.  Therefore, it does not account for the
experimental results.
4. Conclusion
Our results are very partial, and show just that a class of subgame perfect
equilibria under uncertainty exists, despite the fact that the one person decision
problem under Knightian uncertainty is known to be (in general) inconsistent.  it is
also somewhat surprising that a backward induction algorithm akin to Zermelo-von
Neumann-Kuhn works for perfect information games.  Our results also point to the
fact that this class may be small, mainly because it fails to explain some observed
phenomena.
Dow and Werlang(1994) show that cooperation arises in the twice repeated
prisoner's dilemma.  In their equilibrium in the second stage the players never
cooperate.  Therefore, it is clear that there is a larger class of games for which the
subgame perfect equilibria under uncertainty exist. We believe that there are
several ways to proceed.  The most important is to prove a broader result that will
                                                  
3 The uncertainty aversion of a probability P at an event A is c(P,A)=1-P(A)-P(Ac).  It is usually
interpreted as the degree or the dislike of uncertainty - see Dow and Werlang(1992a).allow embedding any equilibrium of a subgame into the larger game (obviously,
with a different way to join the beliefs).  We also think that the problem of
existence of subgame perfect equilibria with arbitrary degree of uncertainty
(measured by the uncertainty aversion) in any subgame is interesting, and may
even be false in all generality.  The clear understanding of the reasons that
subgame perfection cannot explain some observed phenomena is also a
challenge for the theory.   Finally, another way to pursue is to follow along the
lines of Lo(1995b).
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