Abstract. We investigate {0, 1, . . . , t}-cliques of generators on dual polar graphs of finite classical polar spaces of rank d. These cliques are also known as Erdős-Ko-Rado sets in polar spaces of generators with pairwise intersections in at most codimension t. Our main result is that we classify all such cliques of maximum size for t ≤ 8d/5 − 2 if q ≥ 3, and t ≤ 8d/9 − 2 if q = 2. We have the following byproducts.
Introduction
A clique of a graph is a set of pairwise adjacent vertices of a graph. Determining the maximum size of a clique, the so-called clique number, is a classical problem in graph theory. For some graphs, cliques are traditionally called Erdős-Ko-Rado sets (EKR set). EKR sets were introduced by Erdős, Ko, and Rado [8] in 1961 as a family Y of k-element subsets of {1, . . . , n} where the elements of Y pairwise intersect in at least t elements. Erdős, Ko, and Rado classified all such Y of maximum size for t = 1. Theorem 1.1 (Theorem of Erdős, Ko, and Rado). Let n ≥ 2k. Let Y be an EKR set of k-element subsets of {1, . . . , n}. Then |Y | ≤ n − 1 k − 1 with equality for n > 2k if and only if Y is set of all k-sets containing a fixed element.
For general t, the theorem looks as follows. Theorem 1.2. Let n ≥ 2k. Let t ∈ {0, . . . , k}. Let Y be a set of k-element subsets of {1, . . . , n} such that |K ∩ K ′ | ≥ t for all K, K ′ ∈ Y . Then |Y | ≤ max n − t k − t , 2k − t k .
These tight upper bounds for all t on EKR sets of sets were given by Wilson in 1984 [24] . The classification of all examples of maximum size was completed by Ahlswede and Khachatrian in 1997 [1] . Many generalizations of the EKR problem exist for general t. For example for vector spaces [9, 13, 21] and permutation groups [16] .
With one exception, no attempts were made until now to investigate EKR sets of finite classical polar spaces in the general case. This exception is the investigation of 2010 Mathematics Subject Classification. 51E20; 05B25; 52C10. 1 {0, 1, 2}-cliques of dual polar graphs by Brouwer and Hemmeter [4] , where they classified all {0, 1, 2}-cliques on dual polar graphs in the non-Hermitian cases. This problem was modified by De Boeck [5] to EKR sets, where he classified EKR sets Y of planes (not necessarily generators) for d ∈ {3, 4, 5} and |Y | ≥ 3q 4 +3q 3 +2q 2 +q+1. Here q is the order of the polar space, that is the order of its underlying field. For the more restricted problem in sense of Theorem 1.1 Stanton proved upper bounds in [19] . The largest examples were mostly classified by Pepe, Storme, and Vanhove in [18] . For the remaining open case see [15, 17] Define a (d, t)-EKR set of generators of a polar space of rank d to be a set Y of generators of the polar space such that y 1 , y 2 ∈ Y implies codim(y 1 ∩ y 2 ) := d − dim(y 1 ∩ y 2 ) ≤ t. In this notation Brouwer and Hemmeter investigated (d, 2)-EKR sets of finite classical polar spaces. This paper is concerned about generalizing their work to (d, t)-EKR sets ({0, 1, . . . , t}-cliques) of maximum size for more values of t. We provide sharp upper bounds for (d, t)-EKR sets for t ≤ 8d/5 − 2 if q ≥ 3 and for t ≤ 8d/9 − 2 if q = 2 (Theorem 4.7, Theorem 5.9, and Theorem 1.3). These results imply upper bounds on the size of the second largest example, so they might provide a reasonable basis to classify the second largest maximal (d, t)-EKR sets as it was done for EKR sets of sets [10] , vector spaces [2] , and some special cases in polar spaces [6, 5] . Furthermore, we give non-trivial upper bounds for general t, q ≥ 3 (Theorem 8.6). As a side effect we determine the smallest, largest, and second largest eigenvalues of the adjacency matrix of the considered associated graph for q ≥ 3 in Theorem 7.4. These numbers alone are important parameters of a graph as they can be used easily to make non-trivial statements on many other properties of the graph such as the chromatic number or the convergence of random walks. Also noteworthy are the inequalities on the Gaussian coefficients and the number of generators of a polar space given in Section 6 which are more accurate than the usual approximations, but still so simple that they can be used easily for other combinatorial problems in polar spaces and vector spaces.
Our main result is the following. .
Beyond these results we hope that the used technique, which combines algebraic and geometrical arguments, is applicable to EKR problems in other interesting structures, and can be modified to classify all (d, t)-EKR sets of generators of maximum size for more values of d and t.
This paper is organized as follows. The main parts are Section 4 and Section 5, where we develop stability results for (d, t)-EKR sets (Theorem 4.7 and Theorem 5.9) which depend on the maximum size of (2t − 1, t)-and (2t − 2, t)-EKR sets. In Section 6 we calculate some inequalities on Gaussian coefficients and the number of generators of polar spaces. We use these to approximate Hoffman's bound for (d, t)-EKR sets in Section 8 for q ≥ 3. Finally, in Section 9 we prove Theorem 1.3. The other sections are devoted to definitions and tedious, but necessary calculations.
Remark. In order to increase the readability of the paper, we omit the proof for the case when q = 2, since this case requires different estimations. A proof can be found in the Ph.D. thesis of the first author [14] .
Combinatorial Properties of Polar Spaces
Finite classical polar spaces consist of the totally isotropic or totally singular subspaces of a non-degenerate sesquilinear, respectively, quadratic form on a vector space partially ordered by inclusion. For details we refer to standard references such as [12] . The maximal totally isotropic (or totally singular) subspaces of a finite classical polar space are called its generators. If the (vector space) dimension of a generator is larger than 3, then all finite polar spaces are classical. The dimension of all generators of a polar space is the same and this dimension is called the rank of a polar space.
For any prime power q, there exist the following types of polar spaces of rank d and order q: (a) The hyperbolic quadric Q + (2d − 1, q). Up to coordinate transformation it is defined by the quadratic form f (x) = x 0 x 1 + . . .
The parabolic quadric Q(2d, q). Up to coordinate transformation it is defined by the quadratic form
Up to coordinate transformation it is defined by the quadratic form f (x) = h(x 0 , x 1 ) + x 2 x 3 + . . . + x 2d x 2d+1 , where h(x 0 , x 1 ) is an irreducible homogenous quadratic polynomial over , 2 for Q + (2d − 1, q), H(2d − 1, q), Q(2d, q), W (2d − 1, q), H(2d, q), respectively, Q − (2d + 1, q). A polar space P of rank d, order q, and type e has exactly
generators, see Appendix VI in [12] . Remark 2.2. We shall use the following conventions. (a) Unless otherwise mentioned, we are always using vector space dimension and never projective dimension. This increases the readability of all the used eigenvalue formulas. (b) Whenever we say totally isotropic, then we mean totally singular if the considered polar space is a quadric. (c) The parameters e and q are always fixed. (d) Sometimes we write k-space, k-subspace, k-dimensional subspace for a subspace of dimension k.
For integers n and k define the Gaussian coefficient
We write n k instead of n k q when q is clear from the context. It is well-known that the number of k-dimensional subspaces of a vector space of dimension n equals n k . In particular, an n-dimensional vector space has exactly
subspaces of dimension k. A straightforward calculation shows
for integers k and n ≥ 0.
Lemma 2.5. Let n ≥ 1 and a ≥ 0. Then,
Proof. 
when t is even. (e) (a)
q and a y-dimensional subspace Y with Y ⊆ X. We want to choose a z-dimensional subspace Z, where
The number of ways choosing Z ∩ X is ψ 2 (x, z 2 , y, z 1 ). Then the number of ways choosing Z through a fixed subspace Z ∩ X is ψ 12 
These equations and (2.3) imply the first three assertions. The number ω(d, r) equals the number of generators in the quotient geometry of a (d − r)-space. That is a polar space of the same type with generators of rank r. The claim follows from (2.1).
A Property of (d, t)-EKR Sets
A (d, t)-EKR set is maximal if it is not a proper subset of another (d, t)-EKR set. We need the following basic result on maximal (d, t)-EKR sets. Suppose now that Y is a (d, t − 1)-EKR set with t > 0.
There exists a generator c through a 
′ is a totally isotropic subspace containing the generators a and b, contradiction.
EKR Sets, t even
Throughout this section we work in a finite classical polar space of rank d > 2 and given type e. We assume throughout this section that t is an even integer satisfying d ≥ 2t ≥ 0. 
for all elements c of Y , then Y has at most b t, and A a subspace of 
and
t, the argument in (a) shows that dim(U) = d and dim(ℓ ij ) = d − t for all i, j. For {i, j, k} = {1, 2, 3}, we have ℓ ij , ℓ ik ⊆ a i ∩ U, and so U = a i ∩ U, ℓ jk . Also a i ∩ U ∩ ℓ jk = a i ∩ ℓ jk = P , and hence
which implies that a i ∩ U = ℓ ij , ℓ ik . We have proved the first three statements. For the final part, consider b ∈ Y .
Hence, if a / ∈ Y 2 , then the hypothesis of the lemma implies that a ∈ Y 1 . Thus we have
The first part of Lemma 4.2 gives |Y 2 | ≤ b 0 1 . By hypothesis, there exists an element
for all a 1 ∈ Y 1 . Then the second part of Lemma 4.2 with A := a 2 ∩ P gives |Y 1 | ≤ b 0 2 and we are done. Consider any element
We want to show that a 1 ∩P, a 2 ∩P is a proper subspace of P . Suppose to the contrary that
Here we use dim(
. Hence a 1 ∩ P, a 2 ∩ P is a proper subspace of P and thus has dimension at most dim(P )
This completes the proof.
Example 4.6. The set consisting of all generators that meet a given generator in a subspace of dimension
Proof. As the given generator U has dimension d, the dimension formula shows that the meet of two elements of Y has dimension at least
T is a generator on R and in the quotient on R one sees that there exists a generator T ′′ on R with 
EKR Sets, t odd
Throughout this section we assume that we work in a finite classical polar space of rank d > 2 and given type e. We assume throughout this section that t ≥ 3 is an odd integer satisfying d ≥ 2t − 1. Recall that the case t = 1 is covered by Lemma 3.2. 
, and A a subspace of P with dim(A)
(c) Let G be a generator, and P a subspace of , we may assume that dim(P ) = d − is the number of subspaces U of P of codimension . (b) Suppose that equality holds in (a) and put ℓ ij = a i ∩ a j for different i, j ∈ {1, 2, 3}, U := ℓ 12 , ℓ 13 , ℓ 23 , and P = a 1 ∩ a 2 ∩ a 3 . Then one of the following cases occurs:
for some {i, j, k} = {1, 2, 3} (with the same order as in (ii)).
, the argument in (a) shows that dim(U) ∈ {d − 1, d}. Consider first the case that dim(U) = d − 1. Then the argument to prove the first part of the lemma yields dim(
, which implies that a i ∩ U = ℓ ij , ℓ ik . We have proved the first four statements for the case dim(U) = d − 1. The arguments for these for the corresponding statements in the case dim(U) = d are similar and omitted. The final part is proved for both cases together.
Consider b ∈ Y . We may assume that dim(a 1 ∩ a 2 ) = d − t. It follows from the first statement of the lemma that ℓ
. As P and ℓ
and equality implies that ℓ
Proof. Lemma 3.1 gives a 1 , a 2 ∈ Y with dim(a 1 ∩ a 2 ) = d − t. Consider a third element a 3 ∈ Y and put P := a 1 ∩ a 2 ∩ a 3 . Consider any element b ∈ Y . By hypothesis,
. As P and b ∩ a 1 ∩ a 2 lie in a 1 ∩ a 2 , the dimension formula shows that
As dim(P ) > d − )-spaces P, Q ⊆ U such that a ∈ Y implies the following:
for at least one element a of Y . Then |Y | ≤ 2b Proof. Define
. Hence, if a / ∈ Y 2 ∪ Y 3 , then the hypothesis of the lemma implies that a ∈ Y 1 . Thus we have proved that
. By symmetry, we may assume that a ∈ Y 2 . Define the following two subsets of Y 1 :
In the following, we use Lemma 5.2 to show that |S| ≤ b = dim(P ) − dim(a 1 ∩ P ) we have U = a 1 ∩ U, P . As P = a 1 ∩ P, a 2 ∩ P this implies that U = a 1 ∩ U, a 2 ∩ P and hence
By a 1 , a 2 ∈ Y , we have dim(a 1 ∩ a 2 ) ≥ d − t. As U has dimension d − 1, it follows that U and a 1 ∩ a 2 span a generator, which implies that dim(
. Clearly, G = U, U ⊥ ∩ a 2 and thus G is independent of the choice of a 1 ∈ S. Hence every element of S meets G in a subspace of dimension d − For a 1 ∈ T we have that a 1 ∩ P, a 2 ∩ P is a proper subspace of P and thus we can improve the previous estimate to dim(
. Then the second part of Lemma 5.2 again applied with A = a 2 ∩ P gives |T | ≤ b is a maximal (d, t)-EKR set.
Proof. As the given subspace U has dimension d − 1, the dimension formula shows that the meet any of two elements of Y has dimension at least
The subspace T ′ := R, R ⊥ ∩ T is a generator on R and in the quotient on R one sees that there exists a generator T ′′ on R with
We write P ijk for a i ∩ a j ∩ a k and U ijk for a i ∩ a j , a i ∩ a k , a j ∩ a k in the remaining parts of this section. Hereby we are allowed to substitute i, j, or k with other symbols. This is a purely formal convention. Each string P ijk or U ijk is only an expression if a i , a j , and a k are appropriately defined.
. Hence,
This shows the first part of the assertion. If for all a 1 , a 2 , a 3 of a maximal (d, t) -EKR set Y , which is not as in Example 5.6, 
As Y is not as in Example 5.6, there exists an a 5 ∈ Y with dim(a 5 ∩U)
. Hence, we can apply Lemma 5.5 with G 0 = U 123 and P = Q = P 123 . This shows |Y | ≤ 2b 
This is a contradiction. Hence, we have U ⊆ U 123 ∩ U 12i . Hence, by Lemma 5.7, all a i ∈ S satisfy
As Y is not as in Example 5.6, there exists an a 5 ∈ Y with dim(
. Thus we can apply Lemma 5.5 with G 0 = U, P = P 123 , and Q = P 124 . This shows |Y | ≤ 2b Proof. In the view of Lemma 5.4 we may assume that Y has distinct elements a 1 , a 2 , a 3 such that P := a 1 ∩a 2 ∩a 3 has dimension d − . Put U = a 1 ∩a 2 , a 1 ∩a 3 , a 2 ∩a 3 . We may suppose dim(U) = d −1 by Lemma 5.3 and Lemma 5.8. Lemma 5.3 shows that every
for all b ∈ Y , then the maximality of Y implies that Y is as in Example 5.6. Otherwise Lemma 5.5 shows that |Y | ≤ 2b 
Some Inequalities
We will need some upper and lower estimates for the number of generators in a polar space and for the Gaussian coefficients.
Lemma 6.2. Let q ≥ 2 and let f : [0, ∞) → R be the function
.
Then the first derivative f ′ of f is bounded by
In particular, f is monotonically increasing in x, i.e. f ′ (x) > 0 for all x ∈ (0, ∞).
Proof. We have
and Lemma 6.1 implies that
For fixed q, the function g is monotonically decreasing in x. Also the function g(0, q) is monotonically decreasing in q.
Proof. For fixed q ≥ 2, Lemma 6.2 shows that α(x, q) α(x, q) − 1 = 1 + 1 α(x, q) − 1 is monotonically decreasing in x. For fixed q ≥ 2 also the function x → 1 + q −x for x ≥ 0 is monotonically decreasing. Hence for fixed q, the function g is monotonically decreasing in x. The derivative of α(0,q) α(0,q)−1 with respect to q is − α(0, q) (α(0, q) − 1) 2 q(q + 1) log(1 + q −1 ) < 0.
As 1 + q −x = 2 > 1 for x = 0, this shows that g(0, q) is monotonically decreasing in q.
Lemma 6.4. Let P be a polar space of rank d and type e.
(a) The polar space P contains at least
Let x be the number of generators of P. Then
Furthermore, the second inequality holds for all e ∈ R.
Proof. The first claim is a trivial consequence of (2.1). We shall prove the second claim in the following. By Lemma 6.2, the hypothesis on α implies
for all i ≥ 0. Then
Hence,
Particularly, the upper bound in the previous result is noteworthy as it is much tighter for many choices of q and e than the standard upper bound
which holds for e ≥ 1 2
and q e ≥ 2. See [18, Lemma 11] for a proof of this standard bound.
Proof. Part (c) follows from the definition of the Gaussian coefficient. We have
For (a) and (b) we therefore have to show that
with α = 3 for q = 3 and α = 2 for q ≥ 4. This can easily be checked by hand for k ≤ 2.
For k ≥ 3 we use induction on k to prove the stronger statement
For k = 3, this is easily verified. The induction step follows from
if q = 3 and α = 3,
if q ≥ 4 and α = 2.
for k ≥ 3.
Lemma 6.8. For integers n > k > 0 we have
This proves the statement.
The Association Scheme of a Dual Polar Graph
We need some basic properties of association schemes of the dual polar graphs of rank d. A complete introduction to association schemes can be found in [3, Ch. 2].
Definition 7.1. Let X be a finite set. A d-class association scheme is a pair (X, R), where R = {R 0 , . . . , R d } is a set of non-empty symmetric binary relations on X with the following properties: (a) R is a partition of X × X.
The number n i := p 0 ii is called the i-valency of (X, R). The total number of elements of X is
The relations R i are described by their adjacency matrices A i ∈ C n,n defined by
The matrices A i have exactly d + 1 common eigenspaces V j with associated eigenvalues P ij (see [3, p. 45] ). There exist idempotent Hermitian matrices E j ∈ C n,n (hence they are positive semidefinite) with the properties
where J is the all-one matrix, and P = (P ij ) ∈ C d+1,d+1 and Q = (Q ij ) ∈ C d+1,d+1 are the so-called eigenmatrices of the association scheme.
In this paper, X will be the set of generators of a polar space of rank d. The relations R 0 , . . . R d are defined by
for generators x, y, and 0 ≤ i ≤ d. Formulas for the eigenvalues of these association schemes from polar spaces were calculated by Stanton [20] , Eisfeld [7] , and Vanhove [23, Theorem 4.3.6 ]. We will use Vanhove's version. 
By Lemma 2.2.1 (ii) of [3] , we see that P 0s is the number of generators which meet a fixed generator in codimension s. Hence, the previous formula yields the following well-known result. 
s=max(a−r+1,0) (−1) s A(r, s, a).
2 ) .
Hoffman's Bound
The famous bound by Hoffman on independent sets restricts the maximum size c d,t of a (d, t)-EKR set. It is known that this bound is sharp for t = d − 1 except when e = 1 2 and d is odd [18] . 
As a ≤ d − 2, the statement in (a) follows. For (b) we calculate
If a < d − 2, then by Corollary 7.5
If a = d − 2, then by d ≥ 3 and Corollary 7.5
This shows (b). , then A(r, s, a) < A(r, s + 1, a).
Proof. We investigate the sign of x := A(r, s, a) −A(r, s + 1, a) for integers s with max(a− r + 1, 0) ≤ s ≤ min(a, d − r) − 1.
we find that x = q 
Using q ≥ 3, we find that B > 0 if 2s + e − a ≥ A(1, a, a) , Corollary 8.6 shows that it is sufficient to show that A (1, a, a) ≥ A(r, s, a) for all integers s satisfying max(a − r + 1, 0) ≤ s ≤ min(a, d − r)}. Define
for all integers r, s with a + 1 ≤ r + s ≤ d. Using the definition of A(r, s, a) in Lemma 7.4, Lemma 6.8 and Lemma 6.5 give
A(r, s, a) ≤ 4q f (r,s) .
As q ≥ 3, it suffices therefore to show that f (1, a) ≥ f (r, s)+1 for all r, s with 2 ≤ r ≤ d−2 and a + 1 ≤ r + s ≤ d and 0 ≤ s ≤ a. Consider such a pair (r, s). An easy calculation gives
Denote the right hand side by g(r, s).
If s ∈ {0, 1}, then
since r ≤ d − 2 and a ≥ 0.
We have calculated the smallest eigenvalues and, therefore, Hoffman's bound can be applied. In order to simplify the approximations of the Hoffman's bound in Section 9, we provide a simpler formula for the smallest eigenvalue.
Theorem 8.7. Suppose that q ≥ 3 and define α by α log(1 + q −e−1 ) = log(1 + q −e ). Set γ = 2 if q = 3, and γ = 1 + 2q −1 otherwise. Let 0 < t < d. 
Proof. Here we have a = d − t − 1. An application of Hoffman's Bound, see Proposition 8.1, using λ min ≤ 0 shows that c d,t ≤ −nλ min /k. Theorem 7.4 shows that
Lemma 6.4 shows that
Using these estimations, we find the bound for c d,t given in (a). From Theorem 8.2 and Lemma 7.5. Using Lemma 6.5, we find
if t odd or e ≥ 1, and
if t even and e ≤ 1. Now (b) and (c) follow from (a).
Proof of the Main Theorem
In this section we want to specify the q, d, and t for which our results in the two sections are non-trivial statements. We shall do so by providing lower, respectively, upper bounds on all the parameters used in Theorem 4.7 and Theorem 5.9. For this we shall provide some upper estimates for b 
(b) If t is odd and 5t ≤ 2d + 1, then
)(
Proof. (a) For integers i with 1 ≤ i ≤ t 2 − 1, Lemma 6.5 shows that
This shows part (b).
Lemma 9.2. Suppose that t ≥ 2, and 5t ≤ 2d, and q ≥ 3. Then
Lemma 6.8 shows the remaining inequality.
All left to do is to compare b to the sizes of the examples (y 0 , respectively, y 1 ) using the given upper, respectively, lower bounds. Then Theorem 4.7 and Theorem 5.9 yield our last theorem. Hence, we compare all degrees of the bounds in q to y 0 , respectively, y 1 . This yields for q ≥ 3,
3 ) = e. These approximations make it clear that Theorem 4.7 and Theorem 5.9 are non-trivial for d large and t fixed. In the following we want to be more specific about the necessary size of d. Recall that γ = 2 if q = 3, and γ = 1 + 2q
Lemma 9.4. Let q be an integer with q ≥ 3.
We may assume that z = 3. In view of Corollary 6.3, we may also assume that e = 0. Then the inequality is easily checked when q = 3 and γ = 2. Suppose now that q ≥ 4 and γ = 1 + 2q −1 . The left hand side of the inequality is monotonically increasing in q. Each term γ 2 = (1 + 2/q) 2 , 1/(1 − q −2 ) and (1 + q −e ) α α−1 (with e = 0) on the right hand side is monotonically decreasing in q, for the last term this follows again from Corollary 6.3. It therefore remains to verify the inequality for q = 4 and e = 0. This is straightforward (b) We write the inequality in the form
α α−1 (2 + 1 1−q −2 ). For fixed q, Corollary 6.3 shows that the right hand side is monotonically decreasing in e, and γ ≥ 1 + q −1 implies that the left hand side is monotonically increasing in e. Hence it is sufficient to verify the inequality for e = 0. As γ ≤ 2, it then suffices to verify the inequality for e = 0 and z = 4. This is easily done by hand for q = 3. For q ≥ 4, we have γ = 1 + 2q −1 , and thus we have to prove that
On the right hand side, the first two factors are obviously monotonically decreasing in q and Lemma 6.3 shows the same for third factor. Since the left hand side is monotonically increasing in q, it suffices to verify the inequality for q = 4, which is easy.
Proof of Theorem 1.3. By hypothesis in Theorem 1.3 we have 8d ≥ 5t 2 + 20t + 20. Case t is even For t = 0, the assertion of Theorem 1.3 is trivial, so we may assume that t ≥ 2. In view of Theorem 4.7 and Lemma 9. d. So it would be sufficient to focus on these cases to improve the results significantly.
Conclusions
The authors started their work on this project in the hope that it would be reasonable simple to generalize the classification of (d, d − 1)-EKR sets of maximum size provided in [18] by applying Hoffman's bound or one of its generalizations since Hoffman's bound is tight in this case [20] if e = 1 2 . It turns out that for nearly all (d, t)-EKR sets Hoffman's bound is far larger than the largest known examples.
In general, linear programming could be used to obtain better algebraic bounds for all d. While computer results suggest that these upper bounds should be able to improve Theorem 1.3 to approximately t ≤ 2 √ 2d, even these bounds are still far away from the largest known examples. Hence, the authors had to rely explicitly on the geometrical properties of polar spaces for the classification. It might be very interesting to find a purely algebraical proof of the presented results, since our approach stops working as soon as t is too large compared to d, while techniques from algebraic combinatorics seem to work the best when t is large compared to d.
In general, a classification of all (d, t)-EKR sets seems to be very desirable, since we conjecture that it would turn out to be the following, nice looking result. 
