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Abstract
This dissertation addresses the load balancing problem for parallel computations
in the presence of time delays from a control system design perspective. Extensive
experiments in a parallel computing environment have been made to evaluate load
balancing strategies, and have driven the continued evolution of the parallel computation
model and the load balancing strategies.
The critical feature of the load balancing problem is the delayed receipt of information and transferred load. In this work, load balancing in a parallel computer architecture is first modeled as a deterministic time-delay system with saturations. Three
essential properties of the load balancing strategy, including consistency, stability, and
conservation of tasks, have been analyzed. The excess load on each sending node is
portioned out among the other nodes according to the amounts they are below the
sending node’s estimate of network average load. It is found that the feedback gain in
the controller (load balancer) on each node affects the performance of load balancing,
and a judicious choice of the feedback gain is necessary to achieve a faster balancing
response without breaking into oscillatory behavior.
Load distribution and task processing contend for the same resources on each computational element (node). A deterministic dynamic nonlinear system is developed to
model load balancing for parallel computations and incorporate both time delays and
resource constraints. This model accounts for the trade-off between using processor
resources to process tasks and the advantage of distributing the load evenly between

v

the nodes to reduce overall processing time. The model is shown to be consistent and
the open-loop system is Lyapunov stable, but not asymptotically stable. A distributed
closed-loop controller is proposed to balance load dynamically at each node by using
not only local estimates of loads at other nodes, but also estimates of the number of
tasks in transit to it. Experimental results have demonstrated substantial improvements
in performance using a controller based on the anticipated estimates of workloads over
using a controller based on the local workloads only.
The eventual size and the search requirements for DNA databases necessitate the
development of parallel DNA databases. This work presents the design of a parallel
DNA database, which is the motivation and an application of the presented load balancing strategies. DNA profiles are assigned in portions to each search engine node
of the parallel computer to form distributed databases to be searched in parallel. A
multi-threaded search server is designed and implemented to achieve high performance.
Experimental results for the parallel DNA database and parallel searches with load
balancing integrated with the database demonstrate both the efficiency of the parallel
database and the efficacy of the load balancing strategy.
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Chapter 1

Introduction
The focus of this research is load balancing in the field of parallel processing and its
applications for parallel and distributed databases. This introductory chapter briefly
introduces parallel processing and the importance of load balancing. Fundamental concepts are defined, and the existing work related to load balancing and parallel databases
is summarized in detail. Next, the motivations of this research are addressed, and the
tasks completed in this research are briefly described. Finally, an outline of the remainder of this document is presented as a detailed guide to the research findings and
experimental results.

1

1.1
1.1.1

Background and Literature Review
Parallel Processing

The goals of parallel processing are to reduce the wall-clock time required for computations and to increase the size of solvable problems. Parallel processing, also known
as parallel computing, refers to the use of multiple processors to speed-up a problem’s
solution by dividing the software into multiple fragments that can execute simultaneously on several processors. A program that is extended to run on a system of N
processors would ideally execute N times faster than when using a single processor.
Though this ideal speed-up is not achievable in most applications, load balancing is
one method of distributing the computational workload evenly among processors and
thereby optimizing performance.

1.1.1.1

Moore’s Law

The computer industry has been one of the fastest growing industries since the middle of the twentieth century. The rapid technological developments in the areas of
computer hardware and software have enabled the rapid advancement of information
management and have changed many aspects of our lives as well. The technological
advances in hardware include chip development and fabrication technologies, as well as
high bandwidth and low latency interconnected networks [39]. The software technologies, including operating systems, programming languages, development methodologies,
and support tools are also rapidly developing. This growth has enabled the development
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and deployment of extremely large applications for scientific and commercial needs.
In 1965, Gordon Moore predicted that the number of transistors on a chip would
double every year [158], and this is dubbed as Moore’s law. Ten years later, he revised
the law to predict doubling every two years. David House, an Intel executive at the time,
noted that the changes would cause computer performance to double every 18 months,
and this time constant has been widely quoted. The law predicts technological progress
and explains why the computer industry has been able consistently to come out with
products that are smaller, more powerful and less expensive than their predecessors.
However, Moore’s law is not a law of physics. It is merely a reasonably accurate
observation about the pace of steady improvements in manufacturing processes. In
other words, it is an assessment of what engineers, when organized properly, can do
with silicon. Unfortunately, the laws of physics guarantee that the pace cannot continue
indefinitely, as there is a physical limit to the density — transistors must be larger than
an atom. The fact that materials are made of atoms is a fundamental limit, and we will
get close to this limit in the not too distant future.
An important reason for creating and using parallel computers is that parallelism is
one of the best ways to overcome the speed bottleneck of a single processor. In addition,
the cost/performance ratio of a cluster of parallel computers is much smaller when compared to the economics of a supercomputer. In other words, developing and producing
parallel computing systems of moderate speed is much cheaper than implementing a
sequential computing system of the equivalent performance. This is one reason modern

3

supercomputers almost universally employ parallelism.

1.1.1.2

Goals of Parallel Processing

Many scientific problems require huge memory and computational resources. Examples
include linear algebra algorithms applied to super size matrices, finite element computing, and searches in very large databases. Such applications not only require Gigabytes
to Petabytes of memory, but also billions, or trillions and more, of floating point operations — performance that is larger than can reasonably be expected from a single
processor machine. Even when sufficient resources are available, the time required to
execute these applications can be unacceptably long on a single processor machine.
The goals of parallel processing are speed-up and scale-up. Speed-up means to
reduce the wall-clock time required before a user receives an answer to a computing
problem. Scale-up means to solve large problems that do not fit in the limited memory
of a single processor computer.
Parallel processing has its roots in the scientific world, and its reach is now extending
into the business world. The best candidates for parallel processing are projects that
require many computations with similar structure but different data. Single-processor
computers perform each computation sequentially. Using parallel processing, a computing system can perform several computations at once, drastically reducing the time it
takes to complete a project.
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1.1.1.3

Performance Measurement

To estimate performance improvement for parallel design and implementation, Amdahl’s
law has been widely used by researchers. It is a law governing the speed-up of using
parallel computers on a problem, versus using only one serial computer. The speed-up
is defined as the time it takes a program to execute in a serial computer divided by the
time it takes to execute in a parallel computing system of many processors. If s is the
fraction of a calculation that is serial and 1 − s the fraction that can be parallelized,
then the speed-up that can be achieved using N processors is [10]:

Speed-up = 1/(s + (1 − s)/N ),

which has a limiting value of 1/s.
Amdahl’s Law is a mathematical concept. It was originally applied to parallel computing, and had consequences throughout all of computer science and engineering. The
gist of the law is that an improvement to an infrequent stage in an operation will have
little impact on the overall operation. However, the negative way that the original law
was stated casts pessimism on the nature of parallel processing if one overestimates the
value of the serial fraction.
Researchers in parallel computing fields often observe impressive – almost linear –
speed-ups in some large applications. J. Gustafson reported linear speed-ups on a 1024processor hypercube for three practical applications (with s = 0.4 − 0.8%): 1021 for
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beam stress analysis, 1020 for baffled surface wave simulation, and 1016 for unstable
fluid flow [95]. An alternative formulation was proposed. If s and p represent serial and
parallel (fraction) times spent on the parallel system, then a serial system would require
time s + pN to perform the task [95]. Therefore,

Scaled speed-up = (s + pN )/(s + p) = s + (1 − s)N = N + (1 − N )s,

which is known as Gustafson’s Law.
Gustafson’s Law is a reply to the critics who used Amdahl’s Law to argue against
parallel systems. The difference is that Amdahl’s Law assumes the problem size is fixed,
while Gustafson’s Law assumes the problem is scaled to the number of processors. It is
Gustafson’s work that shows the bright future of parallel computing.
In summary, parallel computing can significantly reduce the wall-clock time of many
large applications by judiciously using of parallelism, but parallel computing also adds
complexity. Even writing and debugging software is quite complicated, and the overhead
of parallelism requires resources, including processor cycles, memory, and communication bandwidths. Parallelization of existing software, or design of parallel software
implementations, is not automated and does not have as many or as sophisticated tools
as those used for sequential software. Therefore, there is also a human cost. However,
for large problems and applications, parallel computing can be an enabling technology:
Without parallel computing, many current problems can not be solved.
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1.1.1.4

Parallel Architectures

Parallel processing extends computing to systems with many processors to obtain speedup in code execution. The efficiency and effectiveness of the parallelism are largely
dependent on the problems to be solved, the selected algorithms, and hardware architectures. Based on load distribution and synchronization implementations, singleinstruction multiple-data (SIMD), multiple-instruction multiple-data (MIMD), singleprogram multiple-data (SPMD), and many other “fashions” have been categorized.
SIMD machines are used mostly for special purpose applications. Typical examples
are some specially designed digital signal processors. MIMD computers are commonly
used and can be classified into [120][39]:

• Parallel Vector Processors (PVP)
A PVP system contains a small number of powerful custom-designed vector processors connected via a custom-designed, high-bandwidth switch network to a
number of shared-memory modules. Typical examples include the Cray X1 [57]
and the NEC SX-8 [162].
• Massively Parallel Processors (MPP)
An MPP system is a tightly coupled large-scale computing system architecture,
which typically consists of several hundred processors interconnected by a highspeed memory bus to a local memory and a high-speed, proprietary communication network. Representative machines have included the Connection Machine,
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the Intel Paragon and TFLOPS [153], and the Cray XT3 [57].
• Symmetric Multiprocessors (SMP)
An SMP system has typically 2 to 64 processors with each processor sharing the
global memory, bus, I/O, and other resources. A representative machine is the
Sun Fire 12K Server [194].
• Clusters of Computers
A cluster is a collection of workstations interconnected via a computer network,
which may range from a low-cost commodity network such as Gigabit Ethernet to
special-purpose low-latency networks such as Myrinet. Clusters are the low-cost
variations of MPPs in some cases. A typical example of clusters is the Virginia
Tech Terascale Cluster, which consists of 1, 100 Power Mac G5 connected through
24 Mellanox 10 Gbps switches [206].

Many modern parallel computers are built with commercially available, off-shelf
hardware and software components. Although these parallel computers rarely match the
performance of the most sophisticated leading edge special-purpose designs, they almost
always provide the best cost/performance ratio. A number of current installations
have demonstrated competitive performance at the highest end of the supercomputing
scale [203], such as the Thunder [143] that consists of 1, 024 Intel Itanium2 Tiger4
1.4GHz nodes, and the IBM BlueGene/L DD2 beta-System [121] that consists of 32, 768
PowerPC 0.7GHz nodes.
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1.1.2

Load Balancing

Both supercomputers and clusters of workstations need appropriate tuning to achieve
the expected level of performance. When the computations for a parallel application
are divided among a fixed number of processes that are to be executed on the parallel
nodes, each process performs a certain amount of work. However, it is quite possible
that some processors will complete tasks earlier than others and become idle because
the work is not evenly divided, or some processors may operate faster than others, and
thus finish earlier. Both situations can occur. Effective utilization of a parallel computer
architecture requires the computational load to be distributed evenly over the available
processors. One of the most important requirements of efficient parallel computing is to
keep all the nodes busy; ideally, this coincides with completion of the job in the shortest
possible time.
Minimizing load imbalance is a key activity in producing efficient implementations of
applications on parallel architectures. Distribution of computational load across available computing resources is referred to as the load balancing problem in the literature.
The objective of load balancing is to minimize execution time for a program. This is
achieved by a strategy that shifts tasks from heavily-loaded nodes to lightly-loaded ones.

1.1.2.1

Load Balancing Strategies

A load balancing strategy needs to resolve four issues:
• what load information (measurements) can be used,
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• when to invoke balancing, i.e., conditions to balance,
• which nodes make the load balancing decision,
• how load migrations are to be managed.
There is a large variety of load balancing strategies with different answers to and emphasis upon these four questions.
Load balancing can be done statically before the execution of any process starts, or
dynamically during the entire execution process. Static methods examine the global distribution of computational load and assign portions of the workload to resources before
processing begins. In contrast, dynamic methods examine the progress of the computation and the expected utilization of resources, and adjust the workload assignments as
computation progresses.
Static load balancing depends on locally available resources and usually is efficient
at the initial point of execution for some applications. However, because load balancing
is done just once at the initialization phase of the computation, static load balancing is
not suitable for computations that have a dynamically changing workload throughout
execution. Dynamic load balancing refers to redistribution of workload among the
parallel processors during the computation process, so that each processor has, more or
less, the same amount of work to do.
Dynamic load balancing strategies have an advantage over static strategies: The
system does not need an a priori determination of the run-time execution behavior.
Dynamic load balancing has been a focus of research in the field of parallel computing,
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and previous studies suggest dynamic strategies have greater potential for performance
improvement than static strategies. These studies are summarized below.

1.1.2.2

Dynamic Load Balancing

Dynamic load balancing is based on the redistribution of load among the processors
as the computation progresses. Various taxonomies of load balancing methods exist
in the literature [182][189]. Methods to balance computational load may be either
deterministic, depending on a predefined strategy, or stochastic, distributing load in a
random fashion.

Deterministic Methods
Deterministic methods perform in an iterative manner according to certain predefined strategies. A comparison of several deterministic methods is provided by WillebeekLeMair and Reeves [214]. Most deterministic methods can be classified into four categories: diffusion [58][212][55], dimension change [58][217], gradient model [146][159], and
minimum-direction methods [147][218]. With diffusion methods, a processor exchanges
workload with all its neighbors simultaneously at every step. With dimension change
methods, a processor goes around the table, exchanging workload with neighbors one
at a time and using the new workload for the exchange with the next neighbor. With
gradient model methods, a processor transfers the excess load along the direction of the
most lightly loaded processor in the system. With minimum-direction methods, the destination processor is chosen as the least loaded processor of the underlying domain (i.e.,
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a local minimum) instead of using a global minimum in the gradient model methods.
These deterministic methods are briefly discussed below.
• Diffusion
In diffusion methods, each overloaded processor transfers a portion of its excess
load to its underloaded neighbors to achieve a local load balance, in which load
balancing is modeled as an iterative diffusion process towards a steady balanced
state. The processors are arranged in a grid, as if they had spatial coordinates,
and load exchanges occur between nearest neighbors. The coordinate system can
correspond to parallel communication architectures, where processors “nearer”
each other can communicate relatively more easily. Under the synchronous assumption that a processor would not proceed into the next iteration until all the
workload transfers of the current iteration have completed, the dynamic behavior
of the diffusion method has been studied by modeling it as an iterative process by
Cybenko and others [58][212][55]. Specifically, let Lt = (l1t , l2t , . . . , lnt ) denote the
workload distribution in the network of n nodes at time t, and let A(i) be the set
of direct neighbors of the processor i. The change of workload at the processor i
in each iteration step of the diffusion method (from time t to time t + 1) is given
by
lit+1 = lit +

X

αij (ljt − lit ) + δit+1 − θit+1 .

(1.1)

jA(i)

The parameter αij (0 < αij < 1) is called the diffusion parameter of i and j, which
determines the amount of workload to be exchanged between the two processors;
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δit+1 and θit+1 denote the amounts of workload generated and completed at time
t + 1, respectively.
With the assumption that no new workload is generated or existing workload completed during the execution of the load balancing procedure (this does not always
hold, especially in multi-threaded applications), Cybenko shows that the diffusion
method is convergent given any initial workload distribution [58]. Then, without
the assumption, he shows that the diffusion method can control the growth of the
variance of the unbalanced workload distribution and keep it bounded. Similar results have been obtained in experiments on hypercubes [218] and in mesh networks
[220]. Willebeek-LeMair and Reeves study the behaviors of load balancing using
Sender Initiated Diffusion (SID) and Receiver Initiated Diffusion (RID) strategies,
depending on the determination of active processors [214]. An improved diffusion
method is presented in [115] to improve the slow convergence of this class of
method using global communication. Other work includes the study on the effectiveness of different diffusive load balancing strategies in [54][212]. The diffusion
method is based upon models in which a processor can communicate with all its
neighbors simultaneously. Therefore, this works best on hardware architectures
that support high-performance parallel communications over the interconnected
processors (e.g., SMP). In many other cases, communications among processors
are carried out sequentially, and the diffusion method becomes less effective.
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• Dimension exchange
The dimension exchange method was initially studied for parallel systems with
a hypercube topology, as each processor’s neighbors are inspected by following
each dimension of the hypercube [58]. Each processor examines and exchanges
its workload with those of its neighbors one at a time, and going through all the
neighbors (dimensions of the hypercube) once denotes a sweep of the iterative
process of the load balancing strategy. The dimension exchange method has been
extended to arbitrary architectures, other than hypercubes, using edge-coloring of
undirected graphs [114].
In the dimension exchange method, an exchange over a dimension of the hypercube
(i.e., an edge of the graph) will result in equal workloads in the two processors along
the selected dimension. This equal splitting of workload is found to be optimal
for hypercubes, but non-optimal for some other structures. Xu and Lau present a
generalized dimension exchange method using an exchange parameter β to control
the splitting of workload between a pair of directly connected processors [221]:
Consider a n-dimensional structure. If processors i and j are direct neighbors,
then the change of workload at processor i along the dimension with j is given by

lit+1 = (1 − β)lit + βljt ,

(1.2)

where 0 < β < 1 is the exchange parameter controlling workload splitting. This
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generalized dimension exchange method reduces to the ordinary dimension exchange (on hypercubes) when β = 1/2. For chain, ring, mesh and torus structures,
the optimal exchange parameters are derived in closed form [221].
Loads on processors are treated as real numbers in the work described above for
convergence analysis. The direct neighbor method, which uses a discrete load
model, is presented in [55]. Both the direct neighbor method and its extended
variant by the same authors, which uses non-nearest neighbors, are based upon
the dimension exchange philosophy. The dimension exchange method outperforms
the diffusion method on small and medium scale parallel architectures in which
the cost of the necessary global synchronization phase is not significant.
• Gradient model
In gradient model methods, a contour of the gradients is formed by the differences
in workloads of processors in the network. Load redistribution is restricted to occur
toward the direction of the most lightly loaded processors in the network [146].
The main difference between the gradient model and the dimension exchange
method is that load is migrated to the processor that has the lightest load in the
entire network, while only one neighbor processor is considered at each iteration
in the dimension exchange method.
The gradient model method has several drawbacks. As heavily loaded processors
transfer workload to lightly loaded processors only, much commotion will result
when a large portion of moderately loaded processors suddenly becomes lightly
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loaded (e.g., with current jobs just completed). And, if there are only a few lightly
loaded processors in the system, more than one overloaded processor may transfer
some load to the same underloaded processor; this causes an overflow effect. The
overflow effect may transform the originally underloaded processors immediately
to become overloaded. Extensions to the gradient model have been studied in
[149] and [159] to alleviate the overflow effect.
• Minimum-direction
In minimum-direction methods, the processor chooses the most underutilized processor within its domain as the destination of load transfer [189]. The domain
may range from a small group of two processors to the entire system with all
processors involved. Depending on the scope of the domain, the underutilized
processor chosen from the domain (i.e., a local minimum) may coincide with the
underutilized processor in the entire system, which is a global minimum. The
minimum-direction method uses global state information shared throughout the
parallel system to balance load, and a load information center or a job dispatcher
is therefore required.
A centralized load balancing strategy uses a central job dispatcher (LBC) to maintain the load information and dispatch workload among processors [147]. The
drawbacks of such centralized load balancing strategies are the bottleneck caused
by the central coordinator and fault-tolerance problems for large systems. A distributed load sharing scheme in [61] shows that distributed strategies are scalable.
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Stochastic Methods
Stochastic methods distribute workloads in a random fashion to drive the system into
an equilibrium state with high probability. Stochastic methods for load balancing can
be classified into three categories: randomized allocation [227], physical optimization
based [87][47][17], and queuing theory based methods [164][193][155][91]. Stochastic
methods for load balancing are briefly described as follows.
• Randomized allocation
In randomized allocation methods, a random choice of a processor is made to
migrate some workload. Several randomized load balancing methods are summarized in [227]; they use a threshold value as a trigger condition of load transfer,
and transfer load in a random fashion. These methods are less dependent on
system state information than deterministic methods. A processor may be randomly chosen among the direct neighbors only (local random methods) or among
all processors including remote neighbors (global random methods). Lüling et al.
compare local random and global random methods through simulation, and show
the superiority of global random methods [149]. While the randomized allocation
methods for load balancing show substantial performance improvement over no
load balancing in [78][149], a precise theoretical analysis is not yet available.
• Physical optimization
Physical optimization methods map the load balancing problem into a combinatorial optimization problem. Commonly used optimization methods include
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simulated annealing [47][87] and genetic algorithms [17][228]. The common drawback of physical optimization based balancing strategies is that the computations
are expensive, while dynamic load balancing requires the result yielded in limited
time.
• Queuing methods
Queuing methods attempt to solve the load balancing problem based on queuing
theory [133] and probabilities. An approximate performance model for queues
with load balancing in distributed systems is presented in [148], and a performance
analysis of the priority queues is given by Hać in [98]. Nelson and Philips derived
an approximation for the mean response time of a multiple queue system in which
shortest queue routing is used [164]. Two balancing strategies, Bernoulli splitting
and round robin, are used to reduce the mean response time, and the latter shows
better performance in simulations. Other work on routing arrivals to M parallel
queues are reported in [154][155].
The performance of three load balancing strategies discussed in [78] has been compared to two bounding cases: without load balancing (M/M/1 queues) and perfect
load sharing at zero cost (M/M/k queues) in homogeneous distributed systems.
A queuing theoretic model of optimal load balancing strategy is presented in [193].
For the optimal balancing strategy, in which the load differences, measured in the
number of tasks, is less than or equal to 1, in a distributed system consisting of
identical processors, results comparable to M/M/k are obtained from the model
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and simulations [193]. Recent studies include an approximate analysis of queuing
in ATM networks [91] and load balancing web servers [14].

In recent years, applications of control theory have also shown promise in information
technologies, including databases [72][108] and web services [4][180]. A recent overview
on applications of control and engineering in information technologies is presented in
[31]. Other studies on load balancing distributed web servers include methods based
upon packet routing [14] or mobile agents [42].

1.2

Parallel Database

The dramatic proliferation of information system technologies and applications in recent
years requires much larger databases. The use of parallel processing technology makes
it possible to meet those new and challenging requirements. The development of high
performance parallel computers holds a bright future for parallel database systems as
the next generation high-performance databases.

1.2.1

Parallel Database Server Architectures

Parallel database servers are built on parallel computing architectures. While the hardware architectures of parallel computers have been described in the previous section,
parallel database servers are usually divided according to the degree of distribution of
memory and disks to simplify the analysis. Parallel database servers can be divided
into three categories: shared-everything, shared-disks, and shared-nothing [70][205][89].
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Figure 1.1: Parallel database server architectures according to the distribution of memory and disks. (a) Shared-everything, (b) shared-disks, and (c) shared-nothing.

These three categories of parallel database server architectures are illustrated in Figure 1.1 and are briefly described below.

• Shared-everything. All processors share direct access to a global large main memory, and to all disks. Representative designs include the IBM/370 and the SMP
systems described above. The advantage for a shared-everything database server
is that load balancing can be automatically done on the parallel database in a
system of a small number of processors. The drawback for this kind of parallel
database servers is that they are difficult to scale up as the number of processors increases. Currently, this architecture has scalability limited to a few tens of
processors, i.e., normally ranging from 2 to 64.
• Shared-disks. Each processor has its own private memory, but has direct access to
all disks. Any processor can request data on any disk. This architecture generally
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has better scalability than the shared-everything architecture, while its major
drawback is the high traffic of data in the interconnected network.
• Shared-nothing. In this architecture, each processor has its own memory and manages its own disk (and data). Mass storage in such an architecture is distributed
among the processors, and all processors can access the data in parallel. This
architecture for parallel database servers is also known as the cluster of computers
described above. As is typical of the systems given above (such as the Terascale cluster [206]), this architecture offers good scalability by taking advantage
of high-performance commodity processors and network interconnections. The
share-nothing architecture has been a trend for parallel database servers. The
major drawback of this architecture is that load balancing is difficult.

1.2.2

Parallel Database Systems

This subsection presents a brief overview of three representative parallel database systems. Note that unless otherwise noted, all trademarks are owned by their corresponding
companies.

• Teradata Warehouse
Teradata developed the first parallel database server, Teradata DBC 1012, widely
used to support very large databases in 1984 [89]. The Teradata DBC 1012 is a
relational database management system (RDBMS), which uses a shared-nothing
parallel architecture and a proprietary interconnection network. (The number
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1012 represents one trillion bytes, or a Terabyte.) Since then Teradata has evolved
its parallel RDBMS to data warehouses. A Teradata Data Warehouse [201] provides data access and management tools and robust data mining capabilities, while
incorporating high-performance parallel database technologies.
• IBM DB2
IBM developed a parallel edition for its relational database system DB2 in 1996.
The DB2 Parallel Edition runs on the IBM SP2, which also uses a shared-nothing
architecture. The latest database products by IBM include DB2 Universal Database
Data Warehouse Editions [122]. The DB2 Universal Database data warehouses
provide capabilities including data mining and workload management.
• Oracle Parallel Server
Since the first Oracle parallel database ran on a massively parallel computer (Oracle Parallel Server) in 1991, Oracle has been actively developing parallel database
systems. The latest parallel database products by Oracle is Oracle Database 10g,
which is designed as a relational database for cluster computing [170]. Oracle
Database 10g aims to provide rapid response time by using large numbers of
nodes, and to reduce downtime by using a hot secondary database instance in the
case of failure of the primary host.

Whereas the parallel database systems described above provide capabilities like data
partitioning (for distributed storage), database management, and data mining, these
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parallel databases are designed for managing and searching generic data. The parallel
implementation can improve the database search performance, but can not specifically
improve search performance on any one node. Standard database indexing structures,
such as B-trees, are used in each of the parallel databases. Although the indexing
structures can provide rapid access to records based upon the indexed values of one
or more selected fields, multiple index structures that are computed independently are
often required. When stored information based on several indices is retrieved, a timeconsuming intersection operation is required to obtain the results. For multidimensional
data (e.g., DNA profiles), naturally occurring structures can often be found within
the stored data. Search performance can be improved using the naturally occurring
structures within the multidimensional data. For example, a decision-tree based DNA
profile storage and retrieval method as described in [33] improves the search performance
by two orders of magnitude over current software. For large-scale databases of DNA
profiles, a parallel DNA database that provides such a rapid search function is desirable,
and load balancing is key to producing an efficient implementation. The motivations of
the work on load balancing in parallel databases are discussed below.

1.3

Motivations

Modern DNA technology has resulted in the extraordinarily accurate identification of
criminals and the exoneration of the innocent at a remarkable rate [38][183]. The Combined DNA Index System (CODIS), established by the FBI Laboratory, blends forensic
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science and computer technology into an effective tool for solving violent crimes [81].
DNA databases have been growing rapidly in recent years. The National DNA Index
System (NDIS), the top level in the hierarchical CODIS system, became operational in
October 1998, and has received and stored over 2 million profiles by December 2004
[81]. It is predicted that the size of DNA databases will increase at a faster rate to
an eventual scale of 108 profiles. Forensic applications require rapid searches on these
DNA database. The anticipated size and the search requirements for DNA databases
necessitate the development of parallel DNA databases. New decision-tree based rapid
searching methods developed in [32][211][33] not only provide orders of magnitude improvements in performance over current software (5 ms vs 5 sec.), but also extend to a
parallel decomposition of the DNA database search problem.
A parallel machine has been built in the Laboratory for Information Technologies
(LIT) as an experimental facility for the parallel DNA database. The parallel machine
includes a cluster of 24 computing nodes, which are shown in Figure 1.2. The design
and the specification of the parallel machine is described in Section 2.2. In the DNA
database application, a DNA search engine is executed on each node of the parallel
cluster. The database is hierarchical, and search engine nodes are partitioned into
groups that contain identical data. Due to the structure of the search process, search
requests can be formulated for any target profile and associated with any node of the
index tree. These search requests are created not only by the database clients; the
search process itself can also create search requests as the index tree is descended by
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Figure 1.2: A parallel cluster of 24 computing nodes built in the LIT lab. Photo courtesy
of J. D. Birdwell [27].

any search engine. This creates the opportunity for parallelism; search requests that
await processing may be placed in any queue associated with a search engine, and the
contents of these queues may be moved arbitrarily among the processing nodes of a
group to achieve a balanced load. Figure 1.3 shows the hierarchical structure of the
parallel DNA database with load balancing in each group of nodes. The main interest
of this research is in load balancing any one group of nodes.
The critical feature of the load balancing problem is the delayed receipt of information and transferred load. Each DNA search task requires little time, typically less than
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Figure 1.3: A depiction of the hierarchal structure of a parallel DNA database with load
balancing. To even out the search queues, load balancing is done between the nodes of
a group. Figure courtesy of [29].

1 ms for an exact DNA match, and communication delays are therefore important. In a
group of nodes with load balancing, each node has only estimates of workloads at other
nodes due to communication delays that occur when exchanging queue sizes between
nodes and transfer delays that occur when transferring tasks from one node to another.
While existing literature provides quite a large amount of work on the load balancing
problem, load balancing for parallel computations in the presence of time delays has
not been well studied. Moreover, load balancing actions consume both processing time
and network bandwidth; that is, both task processing and load balancing contend for
the same resources on each node. There is a trade-off between using processor resources
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to process tasks and to distribute loads among nodes. This research has studied load
balancing for parallel computations with time delays and resource constraints from the
control theory point of view, and the results are documented in this dissertation.

1.4

Completed Work

The primary contribution of this research is its focus upon the load balancing problem
from a control system design perspective, and extensive evaluation of load balancing
strategies through experiments in a parallel computation environment. The experimental components of this research have driven the continued evolution of the parallel
computation model and the load balancing strategies. The work documented in this
dissertation adds to existing literature by proposing a nonlinear load balancing model
incorporating both time delays and resource constraints, and implementation of a distributed controller to balance workloads based anticipated estimates of queue sizes.
Development of the models and the theoretical analyses in this research include, for
completeness, contributions by J. D. Birdwell and J. Chiasson, as noted in the text.
The major tasks completed in this research are briefly summarized in the following.

Nonlinear Model with Proportional Feedback Control
A linear model is developed first to abstract a load balancing system in the presence
of time delays [1][2]. As a node would not initiate a negative amount of task transfer
to a recipient node in an actual system, a saturation of local workload relative to the
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estimated network average must be considered in the feedback controller. A nonlinear
(saturation) time-delay system is developed to model the load balancing strategy with
saturation in a parallel computing network. This model is shown to be consistent in
that the queue lengths on nodes cannot go negative and that the total number of tasks
in all the queues and the network is conserved, and to be asymptotically stable in the
sense of Lyapunov [28].
The model includes a proportional feedback control law. A controller (load balancing method) at each node evaluates the local load relative to the estimate of the network
average load. The excess load on each sending node is portioned out among the other
nodes according to the amounts they are below the local estimate of network average
load. Simulations of this nonlinear model and controller indicate good agreement with
an experimental implementation of the load balancing strategy on a parallel computer
[29]. Experiments also find that the feedback gain in the controller affects the performance of load balancing [30]. It is desirable to choose the fraction of excess load (to be
transferred to other nodes) to be close to 0.5 (feedback gain) to achieve a faster response
without breaking into oscillatory behavior [51]. This model does not account for the
fact that load distribution and task processing cannot be carried out simultaneously.

Nonlinear Model with Resource Constraints
Load distribution and task processing contend for the same resources on each computational element. A deterministic dynamic nonlinear system has been developed in
this research to model load balancing for parallel computations incorporating both time
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delays and resource constraints. This model accounts for the trade-off between using
processor resources to process tasks and the advantage of distributing the load evenly
between the nodes to reduce overall processing time. The model is presented with a
proof of model consistency as well as open-loop experiments in [196]. It is also shown
that the open-loop system is Lyapunov stable, but not asymptotically stable. The guarantee of asymptotic stability is lost, compared to the previous nonlinear model, because
it is possible for the local controllers to spend all available time transferring tasks rather
than processing tasks.
A distributed closed-loop controller is proposed to balance load dynamically at each
node by using not only local estimates of loads at other nodes, but also estimates of the
number of tasks in transit to it [195]. Experiments performed on a parallel computing
environment demonstrate substantial improvements in performance using a controller
based on anticipated estimates of workloads compared to a controller based on local
workloads only.

Parallel Database with Integrated Load Balancing
This dissertation addresses the design and an implementation of a parallel DNA
database, which is the motivation and a practical application of load balancing strategies. DNA profiles are stored in portions on every node of the parallel computer to
form distributed databases to search in parallel. A DNA search engine running on each
node is based upon the decision-tree based search method as described in [33]. A parallel search server using multiple threads, PVM and object serialization is presented,
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demonstrating two orders of magnitude improvements in the performance of transaction
time over a search server using a publicly available socket library. A parallel database
with integrated load balancing is presented as well. Experimental results on the parallel
DNA database with integrated load balancing demonstrate both the efficiency of the
multi-threaded parallel search server and the efficacy of the load balancing strategy.
Initial results for parallel searches with load balancing integrated with a parallel DNA
database are documented in [197].

1.5

Dissertation Organization

The remainder of this dissertation is organized as follows: Chapter 2 provides a concise
statement of the problem and develops the system model for load balancing in a parallel
computer architecture with time delays. Chapter 3 shows several evolutions of load balancing models and their related analyses with comparisons and discussion. The design
of the parallel DNA database is discussed in Chapter 4, which motivates this research
and provides a practical application of load balancing strategies. Experimental results
are shown in Chapter 5. These results demonstrate the efficiency of load balancing
strategies and the performance on a parallel DNA database. Chapter 6 summarizes the
material and provides directions for possible future research.
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Chapter 2

Problem Formulation
This chapter formulates the load balancing problem for parallel computing in the presence of time delays. Section 2.1 describes the load balancing problem to be studied, and
illustrates the problem using a flow control model. Section 2.2 describes the setup of
a parallel machine — a lab-built experimental facility for development and evaluation
of load balancing strategies. Parameter values for delays and various packet sizes for
transfer of data between nodes are determined by experiments on the parallel machine.

2.1

Problem Statement

A load balancing method is a key ingredient of an efficient implementation of an application on a parallel computer. The computational load needs to be distributed more
or less evenly across the nodes to obtain the best achievable performance. The qualifier “more or less” is used because the communications required to distribute the load
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consume both computational resources and network bandwidth. A point of diminishing
returns exists.
To adequately model load balancing problems, several features of the parallel computation environment must be captured: (1) The workload awaiting processing at each
computational element (CE); (2) the relative performance of the CEs; (3) the computational requirements of each workload component; (4) the delays and bandwidth
constraints of CEs and network components involved in the exchange of workloads and,
(5) the delays imposed by CEs and the network on the exchange of measurements. A
queuing theory approach is well-suited to the modeling requirements and has been used
in the literature by Spies [193], Nelson [164] and others. However, whereas Spies et al.
assume a homogeneous network of CEs and model the queues in detail, the work as
described in this dissertation generalizes the queue length to an expected waiting time,
normalizing to account for differences among CEs, and aggregates the behavior of each
queue. The load balancing problem for parallel computations with time delays is stated
as follows.

Problem 1 Given n queues containing requests for processing in a parallel network
consisting of n nodes, each characterized by expected waiting time of a request inserted
at the tail of the queue, minimize the overall completion time (the maximum completion
time over all nodes in the network) for processing all jobs, subject to the constraints
imposed by time delays that occur when exchanging queue sizes between nodes and when
transferring tasks from one node to another.
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Figure 2.1: Model of a flow control system. Each tank has an input and a drain valve,
and connects to each other through pipes. A pump (flow controller) injects water to or
ejects water from each tank, depending on the relative level to the average as measured
by a meter, to make all tanks run out of water at the same (minimum) time.

To illustrate the load balancing problem, a good analogy in control systems is a flow
control model, as described in the following. Figure 2.1 shows a model of a set of water
tanks. In the figure, all tanks are connected through pipes. Each tank has a flow input
and a drain valve. The valves are not all in the same size; drain rates are different. Flows
may arrive from external sources, or be generated (for example, by some reactions) in
each tank. Each tank connects with a pump which injects water to or ejects water from
the tank, depending on the relative level to the average as measured by a meter. The
objective is to make all tanks run out of water at the same (minimum) time. The flow
control model in Figure 2.1 is an interesting example of load (water level) balancing.
The difficulty for a fine-grained balancing problem is there are delays that occur when
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Figure 2.2: A queue model at each node for task processing and load balancing. Tasks
are inserted to the queue, and removed for service. Excess load is to be transferred to
other nodes according to a local load balancing controller.

estimating water levels of other tanks and when pumping water from one tank to the
other, and the delays may affect the balancing performance.
In load balancing for parallel computations, each node may broadcast (or multicast)
its queue size to all other nodes, calculate the relative load to its estimate 1 of the
network average, and transfer the excess load (if any) to other nodes to obtain a balance
of computational load in the network. Figure 2.2 shows a queue model for task insertion
and service and load balancing at each node in a parallel network. While each node
inserts received and generated tasks to a local queue and services them, a local controller
(load balancer) at each node determines whether the node has a excess load and how
much should be transferred to each of the other nodes. A recipient node continues
processing after receiving the tasks transferred from other nodes.
Note that a controller on any node has only estimates of loads at other nodes due
to communication delays that occur when exchanging queue sizes between nodes and
1
It is an estimate because at any time, each node only has a delayed value of the number of tasks in
the other nodes.
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transfer delays that occur when transferring tasks from one node to the other. In the
parallel DNA database application, each search task requires time of the order of 1 ms
and, for this reason, delays between nodes are important. This research focuses upon
the effects of delays in the exchange of information among nodes, and the constraints
these effects impose on the design of a load balancing strategy. Continuous state models
are developed to study the load balancing problem for parallel computations with time
delays in Chapter 3. A quantitative determination of time delays in a parallel computer
network is given in the next section.

2.2

Parallel Machine Measurement and Parameterization

A parallel machine has been built in the LIT lab as an experimental facility for development and evaluation of load balancing strategies. This section discusses the experimental setup of the parallel machine. Experiments and measurements are conducted
on the parallel machine to obtain values of parameters in load balancing strategies.

2.2.1

Parallel Machine Setup

The design of the parallel machine is shown in Figure 2.3. A root node communicates with k groups of networked computers. Each of these groups is composed of n
nodes (hosts) containing identical data. Within each node, there are either one or two
processors. Within each group, any task can be performed by any node, and it is advantageous to distribute load evenly among the nodes to minimize the overall waiting time.
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root

group

host

processor

Figure 2.3: Hardware structure of the parallel machine.

Figure 2.4 shows the parallel machine consisting of 2 server nodes and 24 computing
nodes.
In the experimental facility, the parallel machine has a root node and a file server
node, both of which have dual processor Intel Pentium 4 Xeon architectures. The
root node provides communications to other computers within the laboratory and the
Internet. The file server node provides approximately 700 Gbytes of file storage with
a redundant array of eight drives configured as RAID5 (distributed parity for fault
tolerance), which is available to all other nodes of the parallel machine using the Network
File System. The parallel machine has, in addition, 24 computer nodes, each of which
has 100 Gbytes of local storage (for files and databases). Among these computers, 16
nodes are dual processor nodes with 1 Gbyte of memory each, and the other 8 are single
processor nodes with 768 Mbytes of memory each. The dual processor machines use
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Figure 2.4: A lab built parallel machine consisting of 2 server nodes and 24 computing
nodes. Photo courtesy of J. D. Birdwell [27].

two 1.4 GHz Athlon MP processors, and the single processor machines use a 1.33 GHz
Athlon processor each. All run the Linux operating system and are connected using
a Foundry Networks FastIron II Gigabit Ethernet switch with non-blocking switching
and a backup Netgear Fast Ethernet switch. The interest here is in load balancing any
one group.

2.2.2

Parameter Values

In this section, the determination of the parameters on delays and transfer packets for
load balancing strategies is discussed.
Congestion in network switches can limit the communication traffic between Parallel
Virtual Machine (PVM) [90] nodes in a parallel computation. Prior research in the LIT
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lab [63][64] introduced a new benchmark to evaluate the performance of PVM in various
networking environments. The benchmark was used to achieve a better understanding
of performance limitations in parallel computing that are imposed by the choice of the
network. A characterization of network delays and throughput was developed to provide a basis for an informed decision on the networking methods and topology for a
parallel DNA database. Experiments are performed on the parallel computer described
above to determine the delays incurred when exchanging information between nodes.
Round-trip times for messages to be exchanged between nodes are measured, and the
average is calculated from 20 repeated measurements for each message size. Experimental procedures found representative values for delays in a Gigabit network for a group
consisting of three nodes are τij = 200 µs for i 6= j, and τii = 0. The τii = 0 denote
that the local queue size can be achieved on each node with negligible delay.
Experiments are also performed to determine the appropriate packet size for data
transfers between nodes. Figure 2.5 shows the experimentally determined time to transfer data from one node to another in µs as a function of message size in integers (of
4 bytes). Each host measures the average, minimum and maximum times required to
exchange data between itself and the other node in the PVM environment. The node
starts the timer when initiating a transfer and stops the timer when it receives the returned data, the round-trip transfer time is measured. This also avoids the problem of
synchronizing clocks on two different machines. The data sizes vary from 4 bytes to 4
Mbytes. In order to ensure that anomalies in message timings are minimized, the tests
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Figure 2.5: Round trip time versus amount of data transfered in bytes.

are repeated 20 times for each message size. The figure shows that increase noticeable
for packets of more than about 103 integers (4×103 bytes) and scale linearly with packet
size for packets in excess of 104 integers (4 × 104 bytes).
Figure 2.6 shows the experimentally measured bandwidth in Mbps versus the message size in integers. Based on the data, a packet size of about 4×10 4 bytes (104 integers)
or larger for data transfer should be selected to maximize the data transfer rate (about
400 Mbps). Messages of larger sizes do not improve the bandwidth, but overhead reduces achievable bandwidth for smaller packets. Meanwhile, very high bandwidth means
the system must yield computing time for communication time. From these figures, it
is apparent that large packet sizes are desirable to maximize data transfer rates, but
that excessively large sizes cause large data transfer delays. Here the threshold for data
transfer is chosen to be 4 × 103 bytes (103 integers) since, as Figure 2.5 shows, this is
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Figure 2.6: Measured bandwidth versus amount of data transfered in bytes.

a trade-off between bandwidth and transfer time. With a typical task (DNA search
request) to be transferred of size 400 bytes/task (3, 200 bits/task), this means that the
threshold is 10 tasks. Note that this threshold for data transfer is determined under
the assumption that a search task requires little time in the parallel DNA database
application.

2.3

Summary

This chapter provides a concise statement of the problem of load balancing for parallel
computations in the presence of time delays. Delays occur when exchanging queue
information between nodes and when transferring task data from one node to the other.
A parallel machine has been built for development and evaluation of load balancing
strategies, and the setup of the parallel machine is presented. Parameter values for
40

delays in load balancing and various packet sizes for transfer of data between nodes are
determined by experiments performed on the parallel machine.
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Chapter 3

Load Balancing System Model
In this chapter, continuous time models are developed to model load balancing among
a network of computers. A linear model is first described in Section 3.1 to model load
balancing strategies that incorporate the presence of delays in communicating between
nodes and transferring tasks. For this case, the load balancing strategy is simplified to
a linear time-invariant system with delays, and the stability of the resulting closed-loop
system is discussed. Two difficulties with the linear model are observed: instabilities
above certain thresholds in controller gains, and negative workload queue sizes. To
address these problems, a nonlinear time delay model is proposed in Section 3.2 that
does not allow the queues to go negative and the number of tasks a node distributes
to the other nodes is based on delayed measurements of relative load levels. It is
proved that the model preserves non-negativity of queue lengths and is guaranteed to
be asymptotically stable. In addition, it is shown that the total number of tasks in all
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the queues and in transit is conserved by the load balancing strategy.
Section 3.3 presents a third approach to modeling load balancing strategies in the
presence of delays that incorporates processor resource constraints. This model is used
to analyze the trade-off in each processor between processing tasks and transferring
load. The model evolved from a recognition that a processor can not perform both
functions simultaneously. The proposed nonlinear model correctly predicts that the
queue lengths are non-negative and that the total number of tasks in all the queues is
conserved by the load balancing strategy. It is shown that the (open-loop) model is
always stable, but not necessarily asymptotically stable. The design of the feedback
control law on a local node and how a node decides to portion out its tasks to the other
nodes are addressed. Finally, the differences between feedback controllers based on the
local queue information and on the anticipated queue information are discussed.
In all cases, a unique feature of this research is its focus upon the load balancing
problem from a control system design perspective, and upon extensive evaluation of
load balancing strategies through experiments in a parallel computation environment.
The experimental components of this research have, to a significant degree, driven the
continued evolution of the parallel computation model and the load balancing strategies.
For completeness, the model development and the theoretical analysis documented in
this chapter include contributions by J. D. Birdwell and J. Chiasson.
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3.1

Linear Model

To provide a control system designer’s perspective of the load balancing problem, consider a computing network consisting of n computers (nodes) all of which can communicate with each other. The critical feature of the load balancing problem is the delayed
receipt of information and transferred load. In control system design problems, the limitations on achievable performance imposed by time delays are well-known [131][49][50].
These limitations are observed, both in theory and experiments, in this distributed control problem. At start up, the computers can be assigned an equal number of tasks.
However, when a node executes a particular task it can in turn generate more tasks so
that very quickly the loads on various nodes become unequal. To balance the loads,
each computer in the network sends its queue size qj (t) to all other computers in the
network. A node i receives this information from node j delayed by a finite amount of
time τij ; that is, it receives qj (t − τij ). Each node i then uses this information to compute its local estimate of the average number of tasks in the queues of the n computers
in the network.
In this section, a load balancing network of computing nodes is abstracted as a linear
time-delay system. With an assumption of symmetric nodes, the stability of the load
balancing system is analyzed using system theory. In this model, the simple estimator
P

n
q
(t
−
τ
)
/n (τii = 0), which is based on the most recent observations, is used.
ij
j=1 j

Node i then compares its queue size qi (t) with its estimate of the network average as

P
 
n
qi (t) −
j=1 qj (t − τij ) /n , and, if this is greater than zero, the node sends some
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of its tasks to the other nodes. Further, the tasks sent by node i are received by node j
with a transfer delay hij . The controller (load balancer) decides how often and quickly
to do load balancing (transfer tasks among the nodes) and how many tasks are to be
sent to each node.
As explained, each node controller (load balancer) has only delayed values of the
queue lengths of the other nodes, and each transfer of data from one node to another
is received only after a finite time delay. An important issue considered here is the
effect of these delays on system performance. Specifically, a continuous time model is
developed to capture the effect of the delays in load balancing techniques, and system
theoretic methods are used to analyze them.
The mathematical model of a node is given by the following linear differential system
of time delays in [2]

X
dxi (t)
= λi − µi + ui (t) −
pij uj (t − hij )
dt
j6=i
Pn
j=1 xj (t − τij )
yi (t) = xi (t) −
n

(3.1)

ui (t) = −Ki yi

where
• xi (t) is the expected waiting time experienced by a task inserted into the queue of
the ith node. With qi (t) the number of tasks in the ith node and tpi the average
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time needed to process a task on the ith node, the expected (average) waiting time
is then given by xi (t) = qi (t)tpi . Note that xj /tpj = qj is the number of tasks in
the node j queue. If these tasks were transferred to node i, then the waiting time
transferred is qj tpi = xj tpi /tpj , so that the fraction tpi /tpj converts waiting time
on node j to waiting time on node i.
• λi ≥ 0 is the rate of generation of waiting time on the ith node caused by the
addition of tasks (rate of increase in xi )
• µi ≥ 0 is the rate of reduction in waiting time caused by the service of tasks at the
ith node and is given by µi = 1 for all i if xi (t) > 0. If xi (t) = 0 then µi , 0; that
is, if there are no tasks in the queue, then the queue cannot possibly decrease.
• ui (t) is the rate of removal (transfer) of the tasks from node i at time t by the
load balancing strategy at node i.
• τij is the time delay for communicating the node waiting time xj to node i (τii = 0).
• pij is the fraction of uj (t) that node j allocates to node i at time t;
(pjj = 0).

Pn

i=1 pij

= 1,

• hij is the time delay for task transfer from node j to node i (hii = 0).
• pij uj (t − hij ) is the rate of removal (transfer) of tasks at time t from node j by
(to) node i.
• n is the number of nodes.
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All rates are in units of the rate of change of expected waiting time (or time/time,
which is dimensionless). This allows nodes to have different performance and is consistent with the implementation and maintenance of a large parallel machine whose
nodes may from time to time be replaced. Here ui (t) < 0 means tasks are being sent
to other nodes, while ui (t) > 0 means the ith node is receiving tasks from other nodes.
A delay hij is experienced by transmitted tasks before they are received at the other
node. The model accurately depicts the behavior of a parallel computing environment
when ui (t) < 0, but not when ui (t) > 0. In particular, with ui (t) > 0 the increase in
tasks for the ith node is seen immediately, but the decreases in the other nodes where
these tasks originated are delayed due to communication times. For the purposes of this
analysis, this modeling inaccuracy was considered acceptable since the actual behavior
is nonlinear.
The control law ui (t) = −Ki yi says that if the ith node output xi (t) is above the
P

n
local average
j=1 xj (t − τij ) /n then send data to the other nodes, while if it is less

than the local average, accept data from the other nodes.

Often, the pij are functions of the state xi so as to send a higher fraction of the data
to those nodes that have less tasks. However, this is left out in this model to retain
linearity of the system so that a stability analysis can be carried out.

3.1.1

Stability Analysis

The stability of this linear time-delay model was first analyzed in [2]. To study the
stability of the linear model, a three node (n = 3) model is considered with K 1 = K2 =
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K3 = K, pij = 1/2, for all i, j, τij = τ for i 6= j, τii = 0, hij = 2τ for i 6= j, hii = 0.
Letting d1 = λ1 − µ1 , d2 = λ2 − µ2 , and d3 = λ3 − µ3 , the Laplace transform of the
output response y1 (t) from (3.1) with zero initial conditions is

Y1 (s) =

b1 (s, z)
zb2 (s, z)
D1 (s) +
(D2 (s) + D3 (s))
a1 (s, z)a2 (s, z)
a1 (s, z)a2 (s, z)

(3.2)

where z , e−τ s and

a1 (s, z) = 3s + K(2 + z)(1 + z 2 /2)
a2 (s, z) = −3s + 2K(1 − z)(−1 + z 2 )
b1 (s, z) = −6s − K(z 2 − 2)(z − 1)(z + 2)
b2 (s, z) = 3s + Kz(z − 1)(z + 2).

The stability of this time delay system is analyzed using the techniques developed in
[20][131][111][52][49][3][50]. The range of delay values τ for which (3.2) is stable can
be found by separately considering the stability of the transfer functions 1/a 1 (s, z),
b1 (s, z)/a2 (s, z), and b2 (s, z)/a2 (s, z). It is shown in [1] that

1/a1 (s, e−τ s ) is stable for all τ ≥ 0
b1 (s, e−τ s )/a2 (s, e−τ s ) is stable for τ <

5π
4Ksin(π/3)

b2 (s, e−τ s )/a2 (s, e−τ s ) is stable for τ <

5π
.
4Ksin(π/3)
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That is, for a given K, this gives the smallest positive value of the delay for the transfer
functions have a zero in the closed right-half plane. Or, in terms of the gain K, the
system is stable for
K < Kmax ,

5π
,
4τ sin(π/3)

and unstable for K ≥ Kmax .

3.1.2

Brief Summary

The model (3.1) is a good attempt to abstract a real load balancing system as a linear time-delay system. Under the assumption of symmetric nodes and controllers (all
intercommunication delays are identical, and the controller gains are identical), a systematic procedure was presented to determine the stability of the system by an explicit
relationship between the delay values and the control gain. The delays create a limit
on the size of the controller gains in order to ensure stability.
In the model (3.1), when ui (t) = −Ki yi (t) < 0, the controller operates in an intuitive
fashion by immediately removing tasks and sending them the other nodes, where each
of those nodes experiences a delay (hij ) in getting these tasks. However, there is a
fundamental problem with this linear model. When yi (t) < 0, the controller (load
balancer) calculates ui (t) = −Ki yi (t) > 0; that implies the node is instantaneously
taking on waiting times (tasks) from the other nodes before those tasks are removed
from the other nodes’ queues. That is, it is accepting the waiting times (tasks) at the
rate pij uj (t) from each of the other nodes. There is a finite time delay associated with
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this transfer of tasks, and this model ignores this fact. Interestingly, non-negativity of
the queues cannot be ensured for the linear model, and it can go unstable for sufficiently
large gains Ki .
In other words, a node would not initiate a negative amount of task transfer to a
recipient node in a load balancing system. Therefore, the feedback needs to include a
saturation of the amount of local workload relative to the estimated network average.
In addition, the model (3.1) did not explicitly specify the amount pij to portion out
excess tasks. For example, the pij were considered constant and equal in the above
linear model. It can be useful to use the local information on the waiting times to set
the values of the pij .

3.2

Nonlinear Model with Proportional Feedback Control

To take into account the facts that there is a finite time delay associated with task
transferring and a negative amount of tasks can not be transferred to a node, a deterministic dynamic nonlinear time delay model is developed as the following nonlinear
differential-delay system [29]
n

X tp
dxi (t)
pij i uj (t − hij )
= λi − µi + ui (t) −
dt
t pj
j=1
Pn
j=1 xj (t − τij )
yi (t) = xi (t) −
n
ui (t) = −Ki sat (yi (t)) ,
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(3.3)

where pij > 0,

Pn

i=1 pij

= 1, pjj = 0, and sat(·) is a saturation function given by

sat (y) = y if y > 0, and 0 otherwise.

In this model
• xi (t) is the expected waiting time at the ith node. λi is the rate of increase waiting
time, and µi is the rate of reduction in waiting time at the ith node. ui (t) is the
rate of removal (transfer) of the tasks from node i at time t by the load balancing
strategy at node i. Note that ui (t) ≤ 0.
• The quantity xavg
=
i

P

n
j=1 xj (t


− τij ) /n is the estimate (due to the delays) by

the ith node of the average waiting time of the network, where τij is the time delay
for communicating the expected waiting time xj from node j to node i. The local
estimate of the average, xavg
i , is referred to as the local average.
• The quantity pij uj (t) is the rate at which node j sends waiting time (tasks) to
node i at time t, where

Pn

i=1 pij

= 1, pij > 0, and pjj = 0. That is, the transfer

from node j of expected waiting time (tasks)

R t2
t1

uj (t)dt in the interval of time

[t1 , t2 ] to the other nodes is carried out with the ith node receiving the fraction
 R t2

uj (t)dt where the ratio tpi /tpj converts the task from waiting time
 R
P  Rt
t
on node j to waiting time on node i. As ni=1 pij t12 uj (t)dt = t12 uj (t)dt, this

pij tpi /tpj

t1

results in removing all of the waiting time

R t2
t1

uj (t)dt from node j.

• The quantity −pij uj (t−hij ) is the rate of increase (rate of transfer) of the expected
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waiting time (tasks) at time t from node j by (to) node i, where hij is the time
delay for the task transfer from node j to node i.
In this model, as ui (t) ≤ 0, node i can only send tasks to other nodes and cannot
initiate transfers from another node to itself. The control law ui (t) = −Ki sat(yi (t))
P

n
states that if the ith node output xi (t) is above the local average
j=1 xj (t − τij ) /n,
then it sends data to the other nodes, while if it is less than the local average nothing

is sent. The j th node receives the fraction
time

R t2

3.2.1

t1

ui (t)dt delayed by the time hij .

R t2
t1


pji tpi /tpj ui (t)dt of transferred waiting

Load Transfer Portions

The quantity pij defines how the controller on node j portions out its excess tasks to
other nodes. One approach is to select pij that are constant and equal:

pij = 1/(n − 1) for j 6= i

(3.4)

pij = 0,

where it is clear that pij > 0,

Pn

i=1 pij

= 1.

Another approach is to use the measured information about the waiting times
xi (t), i = 1, .., n to set their values. Recall that pij is the fraction of uj (t) that node j
allocates (transfers) to node i at time t, pij > 0,

Pn

i=1 pij

= 1, and pjj = 0. The quan-

tity xi (t − τji ) − xavg
represents what node j estimates the waiting time in the queue of
j
node i is with respect to the local average of node j. If the queue of node i is above the
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Figure 3.1: Illustration of a hypothetical distribution pi1 of the load at some time t from
node 1’s point of view. Node 1 will send dataPout to node i in proportion pi1 when it
estimates node i is below the average, where ni=1 pi1 = 1 and p11 = 0.


local average, then node j does not send tasks to it. Therefore sat xavg
−
x
(t
−
τ
)
i
ji
j
is an appropriate measure by node j as to how much node i is below the local average.
Node j then repeats this computation for all the other nodes and portions out its tasks
among the other nodes according to the amounts they are below the local average; that
is,


xavg
j



sat
− xi (t − τji )
.

pij , X
−
x
(t
−
τ
)
sat xavg
i
ji
j

(3.5)

i  i6=j

If the denominator

X

i  i6=j



sat xavg
−
x
(t
−
τ
)
= 0, then the pij are defined to be zero,
i
ji
j

and no load is transferred. This is illustrated in Figure 3.1 for node 1.
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If the denominator
X

i  i6=j



−
x
(t
−
τ
)
sat xavg
i
ji
j

− xi (t − τji ) ≤ 0 for all i 6= j. However, by definition of the average,
is zero, then xavg
j

X 

xavg
− xi (t − τji )
j

i  i6=j

=

X



+ xavg
− xj (t)
j

xavg
− xi (t − τji )
j

i



= 0,

which implies
− xj (t) = −
xavg
j

X 

− xi (t − τji )
xavg
j

i  i6=j



> 0.

That is, if the denominator is zero, the node j is not greater than the local average, so
uj (t) = −Kj sat(yj (t)) = 0, and therefore node j is not sending out any tasks.

3.2.2

Model Consistency

This model has been shown to be consistent with load balancing systems in that the
queue lengths cannot go negative, and the load balancing strategy cannot create or
destroy tasks; it can only move tasks between nodes [28]. Note that in all that follows,
the only assumptions on the pij are that pij > 0, and

3.2.2.1

Pn

i=1 pij

= 1.

Non-Negativity of Queue Lengths

Recall that the queue length of each node is given by qi (t) = xi (t)/tpi . The model (3.3)
can be rewritten in terms of these quantities as
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n
 λ −µ
X
pij
1
d 
i
i
+
ui (t) −
uj (t − hij ).
xi (t)/tpi =
dt
t pi
t pi
t pj

(3.6)

j=1

Given that xi (0) > 0 for all i, it follows from the right-hand side of (3.6) that qi (t) =
xi (t)/tpi ≥ 0 for all t ≥ 0 and all i. To see this, suppose without loss of generality that
qi (t) = xi (t)/tpi is the first queue to go to zero, and let t1 be the time when xi (t1 ) = 0.
At the time t1 , λi − µi = λi ≥ 0 by the definition of µi and −

pij
j=1 tpj uj (t

Pn

− hij ) ≥ 0

for all time by the definition of the uj . Further, the term ui (t1 ) is negative only if


xi (t1 ) > 

n
X
j=1



xj (t1 − τij ) /n.

(3.7)

By supposition (up to time t1 ) all the xj (t1 − τij ) > 0 for j 6= i and xi (t1 ) = 0, so that
ui (t1 ) = 0 as the right side of (3.7) is positive at time t1 . Consequently, at time t1 all
terms on the right-hand side of (3.6) are non-negative. Further, xi (t) cannot go negative
in a neighborhood of t1 . For if it did, as the right-hand side of (3.7) is continuous, it
follows that


xi (t) < 0 < 

n
X
j=1



xj (t − τij ) /n

(3.8)

for some t ∈ (t1 , t1 + δ) with δ > 0. Therefore, ui (t) = 0 for all t ∈ [t1 , t1 + δ] and the
right-hand side of (3.7) is non-negative for all t ∈ [t1 , t1 +δ], which contradicts xi (t) < 0.
Note that t1 + δ can be taken to be at least as large as the time at which some xk goes
to zero; that is, qk (t1 + δ) = 0, as the right hand side of (3.8) must remain positive for
t ∈ [t1 , t1 + δ].
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If xi (t) goes positive after t1 , then the above argument is repeated at the next time
a queue goes to zero. If xi (t) remains identically zero in the interval (t1 , t1 + δ), then the
argument is also similar in that at time t1 + δ, both xi (t1 + δ) and xk (t1 + δ) are then
zero. As the remaining n − 2 nodes are still positive, the right-hand side of equation
(3.8) continues to hold with both xi and xk zero at time t1 +δ, and again a contradiction
is obtained if either xi or xk goes negative in an interval (t1 + δ, t2 ). Continuing in this
manner, it follows that qi (t) = xi (t)/tpi cannot go negative for all i.

3.2.2.2

Conservation of Queue Lengths

It is now shown that the total number of tasks in all the queues and the network is
conserved. To do so, sum up equations (3.8) from i = 1, . . . , n to obtain

d
dt

n
X
i=1

qi (t)

!

=


n 
X
λi − µ i
t pi

i=1

−

n
n X
X
pij

t
i=1 j=1 pj

+

n
X

ui (t)/tpi

i=1

uj (t − hij ),

(3.9)

which is the rate of change of the total queue lengths on all the nodes. However, the
network itself also contains tasks in transit between nodes. The dynamic model of the
queue lengths in the network is given by
n

n

j=1

j=1

X pij
X pij
d
uj (t − hij ) −
uj (t),
qneti (t) =
dt
t pj
t pj

(3.10)

where qneti is the number of tasks put on the network that are being sent to node i.
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This equation says that the j th node is placing tasks on the network to be sent to
node i at the rate

pij
tpj uj (t),

while the ith node is removing the tasks transferred from

node j from the network at the rate

pij
tpj uj (t − hij ).

Summing (3.10) over all the nodes,

one obtains

d
dt

n
X

qneti (t)

i=1

!

=

=

n
n X
X
pij

t
i=1 j=1 pj
n
n X
X
pij
t
i=1 j=1 pj

uj (t − hij ) −
uj (t − hij ) −

n
n X
X
pij

t
i=1 j=1 pj
n
X
uj (t)
j=1

t pj

uj (t)

.

(3.11)

Adding (3.9) and (3.11), one obtains the conservation of queue lengths given by
n

n

i=1

i=1

 X
d X
qi (t) + qneti (t) =
dt



λi − µ i
t pi



.

(3.12)

In words, the total number of tasks which are in the system (i.e., in the nodes or in the
network) can increase only by the rate of arrival of tasks
similarly, decrease by the rate of processing of tasks

Pn

Pn

i=1 λi /tpi

i=1 µi /tpi

at all the nodes, or

at all the nodes. Load

balancing itself cannot increase or decrease the total number of tasks in all the queues
and the network.

3.2.3

Saturation Controller

The controller in the model (3.3) is

ui (t) = −Ki sat (yi (t)) ,
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(3.13)

where the gains Ki > 0 are to be specified. Physically, these gains are limited by the
bandwidth constraints in the network. One can also view the pij as controller parameters
to be specified subject to the constraints given above. It is now shown that system (3.3)
is asymptotically stable in the sense of Lyapunov for any set of gains Ki > 0 and any
set of pij ≥ 0 with

3.2.3.1

Pn

i=1 pij

= 1.

Asymptotic Stability of the Controller

The stability analysis for this controller was first given in [28]. For the system described by (3.3) and (3.10) with λi = 0 for i = 1, ..., n and initial conditions xi (0) ≥ 0,
(qi (t), qneti (t)) → 0 as t → ∞.
Recall that the qneti are non-negative as from (3.10), it follows that

qneti (t) = −

n
X
pij
j=1

t pj

Z

t

uj (τ )dτ
t−hij

!

≥ 0.

(3.14)

Under the given conditions, equation (3.12) becomes
n

n

i=1

i=1


X µi (qi )
d X
qi (t) + qneti (t) = −
.
dt
t pi
Let V (t) ,

Pn

i=1 (qi (t)

(3.15)

+ qneti (t)), and, as the qi (t), qneti (t) are non-negative, V (t) ≥ 0

and is equal to zero if and only if qi (t) = 0, qneti (t) = 0. Further, as µi (qi (t)) =
1 for qi (t) > 0, and µi (qi (t)) = 0 if only if qi (t) = 0, it follows that dV /dt =
−

Pn

i=1 µi (qi (t))/tpi

≤ 0.
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This then implies that
Zt X
n
µi (qi (t))
dt ≥ 0
V (t) = V (0) −
t pi

(3.16)

i=1

0

is monotonically decreasing. As V (t) is bounded from below, we have V (t) ↓ Vf ≥ 0, or
Zt X
n
µi
lim
dt = V (0) − Vf ≥ 0.
t→∞
t pi
0

(3.17)

i=1

The quantity µi (qi (t)) is either 1 or 0 depending on whether qi (t) is positive or zero, so
µi (qi (t)) can be viewed as a set of pulses of unit height and varying widths. The integral
R∞
0

µi (qi (t))dt is finite by (3.17), which implies that the widths of the unit-height pulses

making up µi (qi (t)) must go to zero as t → ∞. So, even if a qi (t) (= xi (t)/tpi ) continues
to switch between zero and positive non-zero, the time intervals for which it is non-zero
must go to zero as t → ∞. Summarizing, the qi (t) are non-negative and continuous
functions, bounded by the non-negative monotonically decreasing function V (t), and
the intervals for which the qi (t) are non-zero go to zero as t → ∞. Further, as

ui (t) = −Ki sat xi (t) −

Pn

j=1 xj (t − τij )

= −Ki sat tpi qi (t) −

n

Pn

j=1

!

!

tpi /tpj qj (t − τij )
n

,

it follows that the time intervals for which the bounded functions ui (t) are non-zero
must go to zero as t → ∞. Consequently, by equation (3.14), qneti (t) → 0 as t → ∞.
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We now show that the monotonically decreasing function V (t) must go to zero; that
is, limt→∞ V (t) = Vf = 0. Suppose not, so that Vf > 0. As qneti (t) → 0, choose t1 large
enough so that 0 ≤

Pn

i=1 qneti (t)

V (t) =

< Vf for t > t1 where 0 <  < 1. Then

n 
X

qi (t) + qneti (t)

i=1



≥ Vf for all t

and
n
X

qi (t) ≥ (1 − ) Vf > 0 for t > t1 .

i=1

This in turn implies that at least one of the qi (t) > 0 for all t > t1 , and therefore
Pn

i=1 µi (qi (t))/tpi dt

≥ min{1/tpi } for all t > t1 . By equation (3.15), we then have

V (t) = V (t1 ) −

Zt X
n
µi (qi (t))

t1 i=1

t pi

dt ≤ V (t1 ) −

Zt

t1

min{

1
}dt.
t pi

(3.18)

As the right side of (3.18) eventually becomes negative, we have a contradiction, and
therefore Vf = 0. As it has already been shown that qneti → 0 for all i, V (t) → 0 then
implies that the non-negative functions qi (t) → 0 for all i.

3.2.3.2

Controller Gains

The controller gain Ki is related to the actual implementation by how fast the load
balancing can be carried out and how much (fraction) of the load is transferred. Recall
that the waiting time is related to the number of tasks as xi (t) = qi (t)tpi where tpi is
 

P
n
the average time to carry out a task. Also, yi (t) = qi (t) −
j=1 qj (t − τij ) /n tpi =
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ri (t)tpi , where ri (t) is the number of tasks above the estimated (local) average number
of tasks. When yi (t) > 0, the control law (3.13) gives the rate of decrease of waiting time
xi (t) by u(t) = −Ki yi (t). Consequently, the gain Ki represents the rate of reduction of
waiting time per second in the continuous time model.
Define Kz as the fraction of the excess node to be transferred. With ∆t the time
interval between successive executions of the load balancing strategy, the control law
says that a fraction of the queue Kz ri (t) (0 < Kz < 1) is removed in the time ∆t so the
rate of reduction of waiting time is u(t) = −Kz ri (t)tpi /∆t, and

u(t) = −

Kz
Kz yi (t)
=⇒ Ki =
.
∆t
∆t

(3.19)

Comparison of simulations on the model with the load balancing experiments are shown
in Section 5.1. In the load balancing experiments on a parallel computer, ∆t is different
each time the load is balanced. As a consequence, the value of ∆t used in (3.19) for a
simulation is an average value for the experimental run.
From the previous subsection, the system described by the model (3.3) is asymptotically stable, and load balancing does not create or destroy tasks. For currently available
tasks on all nodes, it takes some time for the system to enter a balanced state after load
balancing actions are carried out. The settling time refers to the time it takes the
system to settle, after which no further balancing action is needed for current queues.
The settling time indicates how well the load balancing performs on a system of given
queues of tasks, and is affected by a choice of gain Kz , the fraction of the excess load
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Figure 3.2: Summary of the load balance time as a function of the feedback gain.

to be transferred. Experiments were conducted to study the effect of feedback gains on
the performance of load balancing, and the results were first reported in [30].
Figure 3.2 summarizes the data from several experimental runs on the parallel computer. For Kz = 0.1, 0.2, 0.3, 0.4, 0.5, ten runs were made, and the settling times were
determined. These are marked as small horizontal ticks in Figure 3.2. For all such
runs, the initial queues were the same, and set to q1 (0) = 600, q2 (0) = 400, q3 (0) = 200.
For each value of Kz , the average settling time for these ten runs was computed and is
marked as a dot in the figure. For values of Kz = 0.6 and higher (with increments of
0.1 in Kz ), consistent results could not be obtained. In many cases, ringing extended
throughout the experiment’s complete time interval. That is, the response was so oscillatory that it was not possible to accurately determine a settling time (see experimental
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results shown in Section 5.1). From Figure 3.2, it is desirable to choose the feedback
gain to be close to 0.5 to achieve a faster response without breaking into oscillatory
behavior. The experimental results were summarized in [51].

3.2.4

Brief Summary

A nonlinear time-delay system with proportional feedback control was developed to
model the load balancing strategy. The model (3.3) was first presented in [29]. The
model was shown to be consistent in that the queue lengths cannot go negative and that
the total number of tasks in all the queues and the network is conserved. Further, it
is shown that the proposed controller is asymptotically stable in the sense of Lyapunov
[28]. Simulations of the nonlinear model are shown in Chapter 5 and are compared with
an experimental implementation of the load balancing strategy on a parallel computer.
Experiments found that the feedback gain affects the performance of load balancing [30].
It was found in experiments that the fraction of excess load to be transferred should
be chosen close to 0.5 to achieve a faster response without breaking into oscillatory
behavior [51].

3.3

Nonlinear Model with Resource Constraints

The load balancing operation requires processor time which is not being used to process
tasks. Consequently, there is a trade-off between using processor time to process tasks
and therefore reduce load, and using network bandwidth to achieve the advantage of
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distributing the load evenly between the nodes to reduce overall processing time. The
fact that the simulations of the model (3.3) in [28] showed the load balancing to be
carried out faster than the corresponding experimental results motivated refinement of
the model to account for processor constraints. A new deterministic nonlinear timedelay system model is presented here that captures these constraints. This model was
proposed in [196] with a stability analysis as well as open-loop simulations and experiments.
Further, a control law is presented that uses not only its estimate of the queue size
of the other nodes, but also measurements of the number of tasks in transit to it. It
is shown that this controller tends to reduce unnecessary data transfers between nodes.
The closed loop control of this model is presented in [195], and experiments demonstrate
the superiority of the controller using anticipated work loads over the controller using
only local work load estimates. Section 3.3.1 briefly discusses the model’s consistency
and stability. Section 3.3.2 describes the feedback control law on a local node and how a
sending node decides to portion out its excess load to the other nodes. Finally, Section
3.3.3 concludes this work with a brief summary.
A mathematical model of a computing node for load balancing taking into account
processor resource constraints is given by

dxi (t)
dt

= λi − µi (1 − ηi (t)) − Um (xi )ηi (t)
+

n
X
j=1

pij

t pi
Um (xj (t − hij ))ηj (t − hij ),
t pj
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(3.20)

where pij > 0,

Pn

i=1 pij

= 1, pjj = 0, and

Um (xi ) =




 Um0 > 0




0

if xi > 0
if xi ≤ 0.

In this model

• xi (t) is the expected waiting time experienced by a task inserted into the queue of
the ith node. λi is the rate of increase waiting time, and µi is the rate of reduction
in waiting time at the ith node.
• ηi = 0 or 1 is the control input, which specifies whether tasks (waiting time) are
processed on a node (ηi = 0) or tasks are transferred to other nodes (ηi = 1).
• Um0 is the limit on the rate at which data can be transmitted from one node to
another and is a constraint on network bandwidth.
• pij Um (xj )ηj (t) is the rate at which node j sends waiting time (tasks) to node
i at time t. That is, the transfer from node j of expected waiting time (e.g.
R t2
t1

Um (xj )ηj (t)dt in the interval of time [t1 , t2 ]) to the other nodes is carried out

with the ith node being sent the fraction pij of this waiting time (pij

R t2
t1

Um (xj )ηj (t)dt).

• The quantity pij Um (xj (t − hij ))ηj (t − hij ) is the rate of transfer of the expected
waiting time (tasks) at time t from node j by (to) node i where hij (hii = 0) is
the time delay for the task transfer from node j to node i.
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In this model, the control input ηi is introduced to capture the processor constraints.
Node i processes tasks in its queue when ηi = 0. As ηi = 1, node i can only send tasks
to other nodes and cannot initiate transfers from another node to itself. The quantity
pij is the probability that a certain waiting time to be transferred from node j to node
i with pij > 0,

Pn

i=1 pij

= 1 and pjj = 0. A straightforward approach is to choose them

as constant and equal; that is,

pij = 1/(n − 1) for j 6= i and pii = 0.

(3.21)

Other approaches to set pij based on the available information on the state of the
network are given in the Section 3.3.2. The analysis of consistency and stability of the
model is given in the following subsection.

3.3.1

Model Consistency and Stability

It is now shown that the model (3.20) is consistent with actual working systems in that
the queue lengths cannot go negative and the load balancing strategy cannot create or
destroy tasks; it can only move tasks between nodes.

3.3.1.1

Non-Negativity of the Queue Lengths

To show the non-negativity of the queue lengths, recall that the queue length of each
node is given by qi (t) = xi (t)/tpi . The model (3.20) is rewritten in terms of tpi as
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d 
=
xi (t)/tpi
dt

λi − µi (1 − ηi (t))
1
−
Um (xi )ηi (t)
t pi
t pi
n
X
pij
+
Um (xj (t − hij ))ηj (t − hij ).
t pj

(3.22)

j=1

Given that xi (0) > 0 for all i, it follows from the right-hand side of (3.22) that qi (t) =
xi (t)/tpi > 0 for all t > 0 and all i. To see this, suppose without loss of generality
that qi (t) = xi (t)/tpi is the first queue to go to zero, and let t1 be the time when
xi (t1 ) = 0. At the time t1 , λi − µi (1 − ηi (t)) = λi > 0 as µi (xi ) = 0 if xi = 0. Also,
pij
j=1 tpj Um (xj (t

Pn

− hij ))ηj (t − hij ) > 0, as ηj > 0. Further, the term Um (xi ) = 0 for

xi ≤ 0. Consequently

d 
xi (t)/tpi > 0 for xi = 0,
dt
and thus the queues cannot go negative.

3.3.1.2

Conservation of Queue Lengths

It is now shown that the total number of tasks in all the queues and the network is
conserved. To do so, sum up equations (3.22) from i = 1, . . . , n to get

d
dt

n
X
i=1

qi (t)

!

=


n 
X
λi − µi (xi ) (1 − ηi )
t pi

i=1

+

n X
n
X
pij

t
i=1 j=1 pj

−

n
X
Um (xi (t))
i=1

t pi

Um (xj (t − hij ))ηj (t − hij ),
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ηi
(3.23)

which is the rate of change of the total queue lengths on all the nodes. The dynamic
model of the queue lengths in the network is given by
n

n

X pij
X pij
d
qneti (t) = −
Um (xj (t − hij ))ηj (t − hij ) +
Um (xj (t))ηj (t).
dt
t pj
t pj
j=1

Here qneti ,

(3.24)

j=1

Pn

j6=i qnetij

is the number of tasks put on the network that are being sent

to node i from the other nodes. This equation says that the j th node is inserting the
number of tasks qnetij into the network to be sent to node i at the rate d(qnetij )/dt =

pij /tpj Um (xj (t))ηj (t), while the ith node is taking these tasks from node j off the


network at the rate − pij /tpj Um (xj (t − hij ))ηj (t − hij ). Summing (3.24) over all the

nodes, one obtains

d
dt

n
X

=−

=−

qneti (t)
i=1
n X
n
X
pij

!

t
i=1 j=1 pj
n X
n
X
pij
t
i=1 j=1 pj

Um (xj (t − hij ))ηj (t − hij ) +
Um (xj (t − hij ))ηj (t − hij ) +

n X
n
X
pij

Um (xj (t))ηj (t)
t
i=1 j=1 pj
n
X
Um (xj (t))ηj (t)
j=1

.

t pj

(3.25)

Adding (3.23) and (3.25), one obtains
n

n

 X
d X
qi (t) + qneti (t) =
dt
i=1

i=1



λi − µi (1 − ηi )
t pi



.

(3.26)

In words, the total number of tasks which are in the system (i.e., in the nodes or
in the network) can increase only by the rate of arrival of tasks
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Pn

i=1 λi /tpi

at all the

nodes, or similarly, decrease by the rate of processing of tasks

Pn

i=1 µi (1

− ηi ) /tpi at

all the nodes. The load balancing strategy itself cannot increase or decrease the total
number of tasks in all the queues.

3.3.1.3

Stability of the Model

Combining the results of the previous two subsections, one can show Lyapunov stability
of the model. For the system described by (3.20) and (3.24) with λi = 0 for i = 1, ..., n
and initial conditions xi (0) > 0, the system is found Lyapunov stable for any choice of
the switching times of the control input functions ηi (t).
First note that the qneti are non-negative as

qneti (t) =

n
X
pij
j=1

t pj

Z

t

Um (xj (τ ))ηj (τ )dτ
t−hij

!

> 0.

(3.27)

By the non-negativity property of the qi , the linear function
n 

 X

V qi (t), qneti (t) ,
qi (t) + qneti (t)
i=1

is a positive definite function. Under the conditions of the theorem, equation (3.26)
becomes
n

n

i=1

i=1


X µi (qi )
d X
qi (t) + qneti (t) = −
(1 − ηi ) ,
dt
t pi

(3.28)

which is negative semi-definite. By standard Lyapunov theory (e.g., see [132]), the
system is Lyapunov stable.
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The model (3.20) is only Lyapunov stable, and asymptotic stability must be ensured
by judicious choice of the feedback. Compared to the stability equation (3.15) of the
nonlinear model with saturations (3.3), the guarantee of asymptotic stability is lost. As
the control input ηi introduced in equation (3.28) indicates, it is possible for the local
controllers to spend all available time transferring tasks rather than processing tasks.

3.3.2

Feedback Control and Load Transfer

In this subsection, feedback control strategies are addressed to dynamically balance
loads across a network of nodes. The controller at each node decides when a balancing
action is needed and how much of its load is to be transferred out. At each sending
node, how it portions out its excess load to be transferred to other nodes is given by
a load transfer probability pij . Expected waiting times and other available information
in the network can be used in the controller and the load transfer probability.

3.3.2.1

Controller based on the xi

A feedback law based on local estimates of work loads at other nodes is proposed here.
The controller (load balancer) at each node i uses the information of expected waiting
time xi (t) and the delayed values xj (t − τij ) (j 6= i) from the other nodes. Here τij
(τii = 0) denote the time delays for communicating the expected waiting time x j from
node j to node i. Define


xi avg , 

n
X
j=1



xj (t − τij ) /n

70

(3.29)

to be the local average at node i, which is the ith node’s estimate of the average of all
the nodes. (This is only an estimate due to communication delays). Further, define

yi (t) , xi (t) − xi avg (t) = xi (t) −

Pn

j=1 xj (t

− τij )

n

to be the expected waiting time relative to the estimate of the network average by the
ith node.
A control law for model (3.20) based on xi is given by

ηi (t) = h (yi (t)) = h (xi (t) − xi avg (t)) ,

(3.30)

where h(·) is a function given by

h(y) =




 1 if y > y0



 0 if y < y0 .
The control law basically states that if the ith node’s waiting time xi (t) is above the estiP

n
mate of the network average xi avg (t) (
j=1 xj (t − τij ) /n) by the threshold amount

y0 , then the ith node sends data to the other nodes; while if it is less than its estimate
of the network average, nothing is sent.
The quantity pij defines how to portion the tasks to be sent out from each sending

node. Instead of setting pij to be constant and equal as in (3.21), it is useful to use the
local values of expected waiting times xi (t), i = 1, . . . , n. Recall that pij is the fraction
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of

R t2
t1

Um (xj )ηj (t)dt in the interval of time [t1 , t2 ] that node j allocates (transfers) to

node i, and conservation of the tasks requires pij > 0,
xi (t − τji ) − xj

avg

Pn

i=1 pij

= 1. The quantity

represents what node j estimates the waiting time in the queue of

node i to be relative to node j’s estimate of the network average. If the queue of node
i is above the network average load as estimated by node j, then node j does not send
any tasks to it.
Define a saturation function by

sat(x) =




 x if

x>0



 0 if x ≤ 0.
Then sat(xj

avg

− xi (t − τji )) is node j’s estimate of how much node i is below the

network average. Node j then repeats this computation for all the other nodes and
portions out its tasks among the other nodes according to the amounts they are below
its estimate of the network average; that is,

sat (xj avg − xi (t − τji ))
pij = X
.
sat (xj avg − xi (t − τji ))

(3.31)

i  i6=j

If the denominator is zero, the expected waiting time on node j is not greater than its
estimate of the network average, and therefore it is not sending out any tasks.

72

3.3.2.2

Controller based on the zi

The controller (3.30) at each node is based on the delayed values of expected waiting
times from the other nodes. Communication delays τij are much smaller than the
delays hij of the actual tasks transfer. Unnecessary task transfers could be initiated
on highly-loaded nodes due to delayed queue sizes from other nodes (as illustrated in
Section 5.1.2). However, there is additional information that can be made available to
the nodes — specifically, the information about the tasks that are in the network being
sent to the ith node, qneti , or equivalently, the waiting time xneti , tpi qneti , can be sent
to the receiving nodes.
Here, the proposed controller at node i is based upon not only the local estimate of
the work loads qi from other nodes, but also the number of tasks qneti in transit to node
i [195]. Node j broadcasts to each node k in the network information on the number
of tasks qnetkj it is sending to each of the other nodes. This way the other nodes can
take this information into account (without having to wait for the actual arrival of the
tasks) in making their control decisions. The communication of the number of tasks
qnetkj being sent from node j to node k is much faster than the actual transfer of the
tasks. Furthermore, each node i broadcasts its total (anticipated) amount of tasks, i.e.,
qi + qneti where qneti =

Pn

j=1 qnetij ,

to the other nodes so that they have a more current

estimate of the tasks on each node (rather than having to wait for the actual transfer
of the tasks). The information that each node has will be a more up to date estimate
of the state of network using this scheme.
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Define
zi , xi + xneti = tpi (qi + qneti )

(3.32)

to be the anticipated waiting time at node i. Further, define


zi avg , 

n
X
j=1



zj (t − τij ) /n

(3.33)

to be the ith node’s estimate of the average anticipated waiting time of all the nodes in
the network. This is still an estimate due to the communication delays. Therefore,

wi (t) , xi (t) − zi avg (t) = xi (t) −

Pn

j=1 zj (t

n

− τij )

(3.34)

is the anticipated waiting time relative to the estimate of average (anticipated) waiting
time in the network by the ith node. By using expected waiting time xi (t) in (3.34),
we avoid migration of nonexistent tasks (waiting time) from the queue on node i (i.e.,
tasks in transit to it). A control law based on the anticipated waiting time is chosen as

ηi (t) = h (wi (t)) .

(3.35)

Similarly, the pij can be specified using the anticipated waiting time zj of the other
nodes. The quantity zj

avg

− zi (t − τji ) represents what node j estimates the network’s

average anticipated waiting time is relative to its estimate of the anticipated waiting
time in the queue of node i. If the estimate of the queue of node i (zi (t − τji )) is above
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what node j estimates the network’s average (zj

avg )

is, then node j sends tasks to

node i. Otherwise, node j sends no tasks to node i. Therefore sat(zj

avg

− zi (t − τji ))

is a measure by node j as to how much node i is below the local average. Node j
then repeats this computation for all the other nodes and portions out its tasks among
the other nodes according to the amounts they are below its estimate of the network
average; that is,
sat (zj avg − zi (t − τji ))
.
pij = X
sat (zj avg − zi (t − τji ))

(3.36)

i  i6=j

It is obvious that pij > 0,

Pn

i=1 pij

= 1, and pjj = 0. All pij are defined to be zero, and

no load is transferred if the denominator is zero, or concisely stated,

X

i  i6=j


sat zj

avg − zi (t − τji )



= 0.

Experiments on a network of three nodes are presented here to compare the two
controllers discussed above. The following experiments show the responses using closed
loop load balancing with an initial queue distribution of q1 (0) = 600 tasks, q2 (0) = 200
tasks and q3 (0) = 100 tasks. The average time to do a search task is 400 µs. In these
experiments the inputs were set as λ1 = 0, λ2 = 0, λ3 = 0. After initial communications,
the closed loop load balancing strategy was initiated using, in the first case, the controller
(3.30) and pij based on local waiting times xi , and, in the second case, the controller
(3.35) and pij based on anticipated waiting times zi .
Figures 3.3 and 3.4 show the responses of the queues versus time using the controller
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Figure 3.3: Plot of queue sizes using the controller (3.30) and pij specified by (3.31).
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Figure 3.4: Plot of queue sizes using the controller (3.35) and pij specified by (3.36).
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(3.30) with pij specified by (3.31), and the controller (3.35) with pij specified by (3.36),
respectively. Note the substantial difference in the load balancing performance between
these two schemes. In Figure 3.3, there are unnecessary exchanges of tasks back and
forth between nodes. Although the system reaches a balanced condition at around
t = 14 ms, those additional transfers cost processing time and prolong the completion
time. In Figure 3.4, the system reaches the balanced state much faster by using the anticipated waiting times. More experimental results on the two controllers are presented
in Section 5.1.2.

3.3.3

Brief Summary

A model for load balancing strategy that incorporates processor resource constraints
was developed as a nonlinear time-delay system. This model was presented with a
stability analysis and open loop experiments in [196]. It was shown that the model
was consistent in that the total number of tasks was conserved and that the queues
were always non-negative. It was also shown the system was always Lyapunov stable,
but not necessarily asymptotically stable. The guarantee of asymptotic stability is lost,
compared to the nonlinear model with proportional feedback control in Section 3.2,
because it is possible for the local controllers to spend all available time transferring
tasks rather than processing tasks. A closed loop controller was proposed based on the
local queue size and the estimate of the tasks being sent to the queue from other nodes
[195]. Experimental results on a parallel machine demonstrated the efficacy of the load
balancing strategy and are presented in Section 5.1.2. Substantial improvements using
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the controller based on the anticipated work loads can be achieved over the controller
based on the local work loads only.

3.4

Summary

This chapter discussed continuous time models developed in this research to model load
balancing strategies in a parallel computing network. The load balancing strategy was
first simplified to a linear time-invariant system with delays, and the stability of this
linear model was analyzed by Chiasson et al. [1][2]. To account for the two problems left
out in the linear model — instabilities above certain thresholds in controller gains and
negative queue sizes, a nonlinear time-delay system with saturations was developed to
model the load balancing strategy [29]. Three essential properties of the load balancing
strategy, including consistency, stability, and conservation of tasks, were analyzed [28].
Experiments found that the feedback gain in the controller affects the performance of
load balancing [30]. A judicious choice of feedback gain is necessary to achieve a faster
balancing response without breaking into oscillatory behavior [51]. A third approach
to modeling load balancing strategies was proposed that incorporates both time delays
and processor resource constrains [196]. This model accounts for the trade-off in each
processor between processing tasks and transferring load to reduce the overall processing
time [196]. The control law was implemented as a distributed closed-loop controller to
balance the load at each node using not only local estimates of loads at other nodes,
but also estimates of the number of tasks in transit to each node [195].
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Chapter 4

Parallel DNA Database
Modern DNA technology has resulted in the extraordinarily accurate identification of
criminals and the exoneration of the innocent at a remarkable rate [38]. Since its
introduction in the mid-1980s, DNA typing has significantly changed forensic science and
the ability of law enforcement to identify perpetrators from minute crime scene evidence
[183]. The Combined DNA Index System (CODIS), established by the Federal Bureau
of Investigation (FBI) Laboratory, blends forensic science and computer technology into
an effective tool for solving violent crimes [81]. CODIS is implemented as a distributed
database with three hierarchical tiers – local, state, and national. The National DNA
Index System (NDIS) is the top level in the CODIS hierarchy, and enables participating
DNA laboratories to exchange and compare DNA profiles on a national level.
DNA databases have experienced rapid growth in recent years. NDIS became operational in October 1998, and it has received and stored over 2 million (convicted offenders)
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profiles as of December 2004 [81]. It is predicted that the size of DNA databases will
increase at a faster rate to an eventual scale of 108 profiles. Forensic applications require
rapid searches on these DNA database. Currently there are about 180 DNA crime labs
in the U.S., and they all have almost one year’s backlog of work [76]. The rapid growth
and increasing demand for fast searches of DNA databases necessitate the development
of parallel DNA databases. New methods developed in [32][211][33] not only provide
orders of magnitude improvements in performance over current CODIS software (5 ms
vs 5 sec.), but also extend to a parallel decomposition of the DNA database search
problem.
This chapter presents the design of a parallel DNA database. DNA profiles are stored
in distributed databases, with a portion of profiles in each, on the nodes of a parallel
machine. Database operations, such as search and store requests, are distributed by
a search server, and are executed in parallel by the search engines running on each
node. Although the focus of this work is on large-scale DNA databases, the ideas on
the design of the parallel database also apply to other databases of multidimensional
data with naturally occurring patterns within the stored data.
This chapter is outlined as follows: In Section 4.1, the previous work by the Laboratory for Information Technologies on the tree-structured indexing method for DNA
information storage and retrieval is briefly described. This method provides a solid
foundation for a highly efficient search engine in the parallel DNA database. Section
4.2 addresses the designs of search servers for the parallel DNA database. A search
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server using hierarchical sockets is first presented in Section 4.2.1, and Section 4.2.2 discusses the design of a multi-threaded search server using PVM and object serialization.
Section 4.3 documents a parallel database with integrated load balancing. Section 4.4
concludes this chapter with a brief summary.

4.1

DNA Search Engine

Deoxyribonucleic acid (DNA) consists of nucleic acids made of complex molecules that
carry (in coded form) instructions for passing on hereditary characteristics [79]. A DNA
profile consists of allele information at one or more DNA loci (or sites). Typically 10 or
more loci are used for DNA identification [183]. An individual may have either one or
two alleles at each locus (with rare cases of three alleles); forensic samples containing
DNA (mixture) from two or more individuals can have more alleles. DNA identification
requires locating all matched DNA profiles within the database that satisfy a set of
user-selected match criteria when compared against a target DNA profile. The match
criteria allow for the possibility of missing allele or locus data, the inexact match of
allele information at a specified locus, an error tolerance in the number of base pairs in
matching alleles, and the specification of equivalent alleles. The match criteria can also
define groups of loci that must be present in matching DNA profiles and a maximum
number of matching profiles to be returned to the requesting user [33].
The complexity of the DNA match specifications can not be implemented using
standard database indexing methods, such as those found in commercial database en-
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gines. Changes in the way that DNA information is stored and retrieved are required to
implement search strategies that scale better than linearly with the size of the database.
Although standard database indexing structures, such as B-trees, can help to rapidly
access records based upon the indexed value of a selected field, they are not able to take
advantage of naturally occurring structure in the data. More than one field may be
indexed, but multiple index structures that are computed independently are often required. When stored information based on several indices is retrieved, a time-consuming
intersection operation is required to obtain results.
Previous work by Birdwell et al. in [32][211][33] developed a DNA profile storage
organization mechanism that minimizes the time required to find DNA matches by
using a tree-structured indexing method. First, a decision tree is formed to hold all
DNA profiles. A test is made upon DNA profile information at each node of the tree,
so that one ore more branches are selected from the node based on the test results.
In this manner, the search is narrowed down to a smaller scope, by ruling out many
other portions of the database. This tree-structured method results in a complexity on
the order of log(N ), O(log(N )), where N is the total number of DNA profiles in the
database. The performance is achieved by utilization of naturally occurring patterns and
clusters within stored DNA data. Both entropy-adjacency partitioning and multivariate
statistical clustering can be used to divide the profiles into subsets of roughly equal size
at each level of the tree, and therefore minimize the worst-case search time [33]. This
rapid search method provides a solid foundation for a high-performance search engine
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for the parallel DNA database.
To evaluate the parallel DNA database, a parallel computer has been built for use as
an experimental facility. The design of the parallel machine is illustrated in Figure 2.3
of Section 2.2. A photo of the parallel machine is shown in Figure 2.4, and more are
available at [27]. The hosts are connected via a Gigabit Ethernet network, and a Fast
Ethernet network that is used for software installations and a backup connection. It is
anticipated that the implementation will scale by multiples of eight computers, and the
upper limit of this design appears to be on the order of 108 DNA profiles due to current
memory limitations of the systems and available network bandwidth.
Figure 4.1 shows a flowchart of the parallel search engine running on each host of the
parallel computer. The search engine program includes three modules: BuildDNATree,
MainServerThread, and RequestClientThread. Module BuildDNATree builds the tree
structure for DNA profiles loaded from a local MySQL database or an input file. MySQL
is a popular open source database and provides a less complicated solution suitable for
widespread application deployment at great reliability and reduced costs compared to
other commercial database engines [160]. A MySQL database is preferred over a file
for persistent storage and convenient maintenance. Module MainServerThread spawns
a thread which resides in memory and listens for incoming requests distributed by the
parallel search server. Depending on the design and implementation of the parallel
search server (in the next section), MainServerThread communicates with the search
server via sockets or PVM. Module RequestClientThread spawns a thread that pro-
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Figure 4.1: Flowchart of the parallel search engine.

cesses requests whenever a local queue of requests is not empty. Requests are inserted
to the local queue by MainServerThread, and the results are sent back to the search
server via MainServerThread.

4.2

Parallel Search Server

The search engine software serves as a back-end search agent that runs on each node
of the parallel computer. A search server communicates with clients, accepts incoming
requests, and returns results. Clients do not interact directly with parallel nodes, and
see a single huge database with rapid search capability. The distribution of searches
across the nodes of the parallel machine and the collection of results are transparent to
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the client. This section documents the design of the search server for the parallel DNA
database. Section 4.2.1 discusses a search server that uses hierarchical sockets and the
legacy code of a single host DNA database. This search server extends a single host
DNA database previously developed in the Laboratory for Information Technologies to
a parallel DNA database on multiple nodes. The server provides fast searches, but does
not perform well on transaction times, which are the processing times seen by clients.
In Section 4.2.2, the design of a multi-threaded search server that reduces the loss of
performance in transaction times by using threads, PVM, and object serialization is
documented. Experiments using synthetic data of up to 48M (48,000,000) DNA profiles
are performed to evaluate the performance of the parallel DNA database.

4.2.1

Hierarchical Sockets Search Server

A socket represents one end of a computer communication link and holds or points to all
the information associated with the link. This information includes the communication
protocol to use, source and destination addresses, data buffers and option flags [178].
Sockets are either connection-oriented or connectionless. Connection-oriented sockets
allow for data to flow back and forth as needed, while connectionless sockets (also known
as datagram sockets) allow only one message at a time to be transmitted, without
an open connection. Connection-oriented sockets are used in this research for stream
communications. The Simple Sockets Library [40] provides an application programming
interface to streaming sockets communications that resembles the standard C library’s
file handling interface. Previous work in LIT by J. D. Birdwell et al. enables a client
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Figure 4.2: Schematic diagram of a parallel search server using hierarchical sockets.
program (either on Windows or Linux) to communicate with a single host DNA database
via simple sockets. An extension to the legacy code is made to support the parallel DNA
database on multiple hosts. The simple sockets library is used for socket communications
between the client and the search server, and for communications between the search
server and the back-end search engines. A block diagram of the parallel search server
using hierarchical sockets is shown in Figure 4.2.
The search server listens for incoming requests from a client, parses the requests, and
distributes them to all search engines in the parallel computer for service. Figure 4.3
shows a flowchart of the parallel search server using hierarchical sockets. The search
server includes three modules: ReadConfig, MultiServer, and RequestHandlers. Module ReadConfig reads and parses a configuration file that specifies the number of
search engines to be run and the nodes of the parallel computer to be used. Module
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Figure 4.3: Flowchart of the hierarchical sockets search server.

MultiServer listens for incoming requests from clients through stream sockets. When
requests arrive, module RequestHandlers parses requests and distributes them to one
or all search engines through stream sockets. There are four kinds of requests: search,
find, delete, and store. For store requests, module RequestHandlers randomly
picks a node in the parallel computer to store the DNA profile, and therefore balances the
storage of DNA profiles across the parallel computer. Module RequestHandlers sends
the other three kinds of requests to all search engines. Then the module RequestHandlers
waits for results from the search engines, gathers results and sends back to the client.
An experiment using 2,000 random searches is run to evaluate the performance of
the parallel DNA database on the cluster of 24 nodes. Each parallel node has a 2Mprofile portion of a 48M-profile DNA database. A client program randomly selects 2,000
profiles from the parallel database (of 48M profiles), and then sends the 2,000 search
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requests to the search server one at a time, which distributes each request to all 24
search engines for service. The timing results for 2,000 random searches are shown
in Figure 4.4. In this figure, the top part shows the average search time versus the
node index (node01 through node24). The search time refers to the time to service a
search request by searching the decision tree to find an exact match. The average search
time across the parallel machine is 431.4 µs1 . This search time is at least three orders
of magnitude faster than that of the current CODIS software. The bottom part of
Figure 4.4 shows the average transaction time of 2,000 random searches versus the node
index. The transaction time is the round-trip time required to send a search request
from a client, process the request, and return the results to the client. The average
transaction time across the parallel machine is 410.3 ms.
From Figure 4.4, the search server using hierarchical sockets shows good search time
performance, but the transaction times are poor. Improvements to both the search
engine and the search server are addressed in the next section.

4.2.2

Multi-threaded Search Server

To improve the transaction times of the parallel DNA database, the design of the search
engine is optimized on each parallel node. Originally it makes additional function calls
to find the profiles as results to return to clients after the search process finds the indices
of all matched profiles. A straightforward improvement is made by integrating storage of
1
The timing data is measured on the 24 computing nodes of the parallel machine, which consisting
of 8 single processor nodes and 16 dual processor nodes with specifications given in Appendix A.
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Figure 4.4: Time measured for 2,000 random searches on 24 nodes of 48M profiles. Top:
average search times, bottom: average transaction times.

the matched profiles to the search process (as profiles are used when calculating matches
in leaf nodes of the DNA tree structure). The storage of the matched profiles is used as
the results to return to clients without calling additional functions to find the profiles
based on the indices of the matched profiles. Another way is to design a multi-threaded
search server to eliminate the overhead of the simple sockets communication library. The
simple sockets client communicates with the socket server in clear text twice for each
packet: the first transaction provides the packet size (to avoid a buffer overflow), and
the second transaction provides the data. This can be replaced by communication with
binary buffers using PVM and object serialization when the architectures of all nodes
of the parallel machine use the same data format. This is the case in the experimental
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facility, where all nodes conform to the Intel i386 architecture.

4.2.2.1

Key Terms

The multi-threaded search server presented in this section relies on the advantages of
threads, PVM, object serialization, and queues of requests and results. These key terms
to be used later are briefly described as follows.
A thread is a lightweight process. A process is an instance of a program in execution
[179]. Each process has a full address space and operating system’s state. While multiple threads share the same address space within a single process, the context switch
cost between threads is much cheaper than that between processes [175]. A multithreaded program runs in parallel and therefore makes a more efficient use of resources
on multiprocessor computers than its single thread (process) counterpart [145].
A pool of threads is a collection of threads created to service incoming tasks. Any
available thread (i.e., idling) may be selected to service an incoming task. A typical
selection method is round robin, in which new tasks are assigned in a cyclic fashion
among the pool of threads. That is, the threads are labeled 0, 1, . . . , m − 1 and the Kth
incoming task is assigned to the thread labeled K mod m.
PVM (Parallel Virtual Machine) is a portable programming system that provides
message passing and process management functions. PVM is designed to link separate
host machines to form a “virtual machine”, which is a single, manageable computing
resource [140]. The system is portable to a wide variety of architectures, including
workstations, multiprocessors, supercomputers and PCs [90].
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Object serialization is a representation mechanism for storing and transmitting objects, in which objects are written in a serialized form to a sequence of bytes (bits)
stored in memory or a file. The bytes can be reconstructed as they are read when the
content is needed later or after the objects are sent across a network.
Requests refer to incoming tasks from clients. There are four types of requests
in the DNA database application: SearchRequest, FindRequest, StoreRequest, and
DeleteRequest, which corresponds to search (using specified match criteria), list (to
retrieve a profile by an index number), store, and delete DNA profiles, respectively. A
queue of requests is a collection of tasks to be executed by the DNA search engines.
Results stand for the resulting data obtained on DNA search engines for the incoming
requests and to be returned to clients. There are four types of results in the DNA
database application: SearchResult, FindResult, StoreResult, and DeleteResult;
each is the result for the corresponding request. A queue of results is a collection of
results to be returned to clients by the search server.

4.2.2.2

Multi-threaded Search Server

Figure 4.5 shows the structure of a multi-threaded search server using threads, PVM 2 ,
and object serialization. The multi-threaded search server utss starts a thread (LThread)
that listens on the network for connection requests and manages a pool of service threads
(SThreads) that serve these connections. Requests are distributed and results are gath2
PVM is used, rather than MPI [11], because PVM is more robust to node failure. Whereas PVM
can tolerate the failure of any node other its root node, the failure of any node of a MPI cluster will
cause MPI to fail.

91

Logs

Client

DB

Results

Search
Engine

LogThread

DB
Requests

Results

CommThread

Search
Engine

…

LThread

…

)

PVM

SThread

DB
Search
Engine

SThread

Figure 4.5: Schematic diagram of a multi-threaded search server.
ered using a communication thread (CommThread), which communicates with the search
engines via PVM and serialization. A logging thread (LogThread) records events, such
as connection time and request information, into a MySQL database for administration.
Each search engine node also maintains a MySQL database for saving and restoring
states.
When a client program makes a socket connection to send in a request, a sequence
of events occur in the search server as follows:
• LThread listens for connection requests from clients.
• LThread assigns the requested connection to an available SThread, which is selected round robin from a pool of m SThreads. If no SThread is available, LThread
waits until one SThread completes its last request and becomes available.
• The assigned SThread parses the request data from the client and puts the request
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object to CommThread.
• CommThread distributes the request to the DNA search engines running the nodes
of the parallel machine for service.
Components for the multi-threaded search server, LThread, SThread, and CommThread,
are briefly described below.
LThread opens a socket on a port specified by the symbol ParallelDaemonPort
as the server side. The socket server listens for requests from clients, and LThread
manages a pool of m running SThreads. The number of SThreads (m) ranges from 1
to the maximum available number allowed by the operating system (the default limit
number is 1023 on Linux). When a connection is requested, LThread establishes the
connection and selects an available SThread, in round robin, to serve the connection.
Once an SThread is assigned to service the client, LThread comes back to listen for the
next client request and assigns another available SThread to service.
SThread connects to a requesting client via a socket and the socket stays open until
it receives a packet from the client that indicates an end of requests. While the socket
is open, SThread repeats the following sequence:
• Get request data from the client.
• Separate the request data into two parts: command and target. The command may
be one of four types: search, find, store, and delete, while the target refers
to the DNA profile to search against.
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• Parse the command and the target DNA profile.
• Create a request object based on the parsed command and target profile.
• Put the request object in the CommThread’s request queue.
• Wait for results from CommThread, and return these to the client.
• Accept the next request until an end packet is received.
CommThread distributes requests to and gathers results from all search engines on
the parallel computer. Figure 4.6 shows (in red) the request processing steps performed
by the CommThread. The SThread assigned by the LThread to a client connection accepts the request data from the client, and pushes the request object onto the request
queue of CommThread after parsing. A request object is transmitted across the network
using binary serialization and deserialization. The serialization sequentially packs sizes
and data for all members of a request object into one binary package, while the deserialization unpacks the package (after receiving) in the order reverse to the packing
sequence to ensure correct receiving of the sizes and the data of all members of the
object. CommThread takes a request object from its queue of requests, and distributes it
to one or more PVM nodes depending on the request type of the object. There are four
kinds of requests: SearchRequest, FindRequest, DeleteRequest, and StoreRequest.
While StoreRequests are sent to a randomly chosen node to balance DNA data load
on the parallel computer, the other three types of requests are sent to all search engines
for service.
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Figure 4.6: Multi-threaded search server: requests processing.
Each search engine on the parallel computer enrolls into PVM after building its DNA
decision tree. Each search engine spawns a main server thread to listen for incoming
requests, and a request client thread to service the received requests. After searching
through the decision tree for matches (or other actions), the search engine sends the result in a serialized buffer using PVM to the CommThread of the search server. Figure 4.7
shows (in blue) how results are returned to the client. CommThread waits for the serialized results from all search engines. There are four kinds of results: SearchResult,
FindResult, DeleteResult, and StoreResult. CommThread gathers results after receiving the serialized data from all search engines (only one for StoreResult), and
pushes the results objects to the requesting SThread’s results queue according to the
index stored at the LThread. The SThread returns the results to the client via the
dedicated socket connection.
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Figure 4.7: Multi-thread search server: results returning.
4.2.2.3

Performance Results

An experiment using 2,000 random searches is conducted to test the performance of
the multi-threaded search server. The DNA database has 48M profiles stored across 24
nodes of the parallel computer, with a 2M-profile portion on each. Figure 4.8 shows the
measured search times and transaction times for 2,000 random searches. In this figure,
the top part shows the average search time versus the node index (node01 through
node24). The average search time across the parallel machine is 318.3 µs, which is
slightly better than the average search time of 431.4 µs in Figure 4.4. The bottom part
shows the average transaction time for 2,000 random searches as a function of the node
index. The average transaction time across the parallel machine is 3.7 ms. Compared
to the average transaction time of 410.3 ms in Figure 4.4, this is about 110-fold smaller.
Table 4.1 compares the average search time and the average transaction time on
two search server implementations. The performance boost in transaction times by the
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Figure 4.8: Time measured for 2,000 random searches on the multi-threaded search
server. Top: average search time, bottom: average transaction time.

Table 4.1: Performance comparison of two search servers

Hierarchical sockets search server
Multi-threaded search server
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Search time
431.4 µs
318.3 µs

Transaction time
410.3 ms
3.7 ms

multi-threaded search server is primarily due to the replacement of the simple sockets
library by a multi-threaded design using PVM and binary communication via object
serialization. More experimental results are shown in Section 5.2 that demonstrate the
high performance of the multi-threaded search server.

4.3

Parallel Search with Load Balancing

The parallel database described in the previous section provides a practical application
for the load balancing strategy discussed in Chapter 3. This section presents the design
of parallel searches with integrated load balancing. The parallel database is implemented
as a set of queues with associated search engine threads, typically assigned one per node
of the parallel machine, as presented in the previous section. Each search engine accesses
a tree-structured index to locate database records that match search requests.
Figure 4.9 shows a schematic structure of the parallel database with load balancing.
Nodes on the parallel computer are divided into many groups to form a distributed
storage structure for DNA profiles. Each group is assigned a portion of the DNA
profiles, and all nodes of a group share the same data. Load balancing actions are
performed between search engines running on the nodes in the same group. Due to the
structure of the search process, search requests can be formulated for any target profile
and associated with any node of the index tree. These search requests are created not
only by the database clients; the search process itself can also create search requests as
the index tree is descended by any search thread, according to the search mechanism
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Figure 4.9: A depiction of the parallel DNA database with integrated load balancing.
All search engines on the nodes of each group use an identical DNA database. Load
balancing is done between the nodes of a group to even out the queues of requests.

described in [33]. Search requests that await processing may be placed in any queue
associated with a search engine having the same stored data, and the contents of these
queues may be moved arbitrarily among the processing nodes of a group to achieve a
balanced load.
The parallel DNA database with load balancing uses the multi-threaded search
server’s structure discussed in Section 4.2.2. While the structure of the new search
engine software is similar to that shown in Figure 4.1, changes to the software, primar99
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Figure 4.10: Flowchart of MainServerThread for parallel search with integrated load
balancing.

ily in the MainServerThread module, have been made to integrate the load balancing
strategy with the search engine. Figure 4.10 shows a flowchart of MainServerThread for
the search engine with integrated load balancing. Note that the current PVM software
[140] is not multithread safe, which implies all PVM communications must be handled
in a single thread. This could cause a bottleneck when intensive communications are
needed in a cluster consisting of a large number of nodes.
The MainServerThread module repeats the following sequence:
• Receive PVM data in a non-blocking3 manner.
3

Non-blocking means the routine always returns immediately either with the message or with the
information that the message has not yet arrived at the local pvmd [90].
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• If the received data are requests, either distributed by the search server or transferred from other nodes, insert the requests into a local queue and broadcast the
updated queue size to the other nodes of the group.
• If the received data are queue sizes on other nodes, update the local estimate of
the average workload in the group.
• Evaluate the local workload relative to an estimate of the group’s average workload.
• If there is no excess workload, go to the starting point to listen for incoming data.
• If the excess workload is greater than zero (or a predefined positive threshold),
transfer enough requests to other nodes to return the local workload to the estimate of the group’s average workload. The load balancing controller updates the
local queue of requests, and broadcasts the current queue size to the other nodes.
Experimental results are shown in Sections 5.2 and 5.3 and demonstrate both the efficacy
of the parallel DNA database and the efficiency of the load balancing strategy.

4.4

Summary

In this chapter, two designs for the parallel DNA database have been presented. DNA
profiles are stored in a distributed fashion in both designs so that a portion of the
profiles is stored in a local component database residing on each node of the parallel
computer. A search engine based on the tree-structured index for stored DNA profiles
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is briefly described. Two implementations of search servers for the parallel database
are presented. The multi-threaded search server using PVM and object serialization
demonstrates two orders of magnitude improvements in transaction time over the search
server using hierarchical sockets. A parallel database design with an integrated load
balancing method has also been presented, and provides a practical application for the
load balancing methods discussed in Chapter 3.
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Chapter 5

Experimental Results
This chapter presents the experimental results for the proposed load balancing strategies
and the search results on parallel DNA databases. Section 5.1 demonstrates how the
load balancing strategy works and compares experiments and simulations for the two
nonlinear time delay models presented in Chapter 3. Section 5.2 shows the performance
of parallel searches using a hierarchical sockets search server, and using a multi-threaded
search server that provides significant performance improvement. The DNA database
is constructed using a synthetic population of up to 48M (48, 000, 000) DNA profiles
(based on the human gene statistics). Finally, in Section 5.3, the search results on
parallel databases with integrated load balancing are presented.
The experimental results utilize the parallel computer cluster and other computers
in the Laboratory for Information Technologies. Not all computers, purposely, have the
same configuration or performance. The configuration of the computers used in these
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experiments and their interconnecting network are documented in Appendix A. The
computers used in these experiments are indicated by their node (host) names.

5.1

Load Balancing Strategies

Load balancing distributes computational load among multiple processors such that all
processors finish their tasks at approximately the same time, thus reducing idle time
in any of the processors. The theory for several load balancing strategies has been
outlined in Chapter 3. In this section, simulation results using MATLAB [202] and
experimental results using two implementations on a parallel machine are presented. A
parallel machine has been built and used as an experimental facility for evaluation of
load balancing strategies in parallel databases. The experimental setup of the parallel
machine has been described in Section 2.2.1. The load balancing strategy is implemented
in C++ using STL [127] on a Red Hat Linux platform. The experimental data is logged
on each parallel node for evaluation and then plotted in MATLAB or Gnuplot.
Subsection 5.1.1 presents simulations and experimental results for the nonlinear
model with proportional feedback control (3.3). Simulations for the nonlinear model
with processor constraints (3.20) are shown in subsection 5.1.2, and results are compared
with that of load balancing experiments on the parallel computer. Both simulations and
experiments demonstrate the superiority of the controller using anticipated work loads
over the controller using only local work load estimates.
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5.1.1

Nonlinear Model with Proportional Feedback Control

A nonlinear time-delay model (3.3) was developed in Section 3.2 to characterize task
transfer delays and no transferring of negative amount of tasks in a load balancing
network. This model was first presented in [28] and summarized in [51]. Simulations and
experimental results are documented here. The initial conditions for expected waiting
times in simulations were x1 (0) = 0.24, x2 (0) = 0.16 and x3 (0) = 0.08, corresponding
to an initial queue distribution as q1 (0) = 600, q2 (0) = 400, q3 (0) = 200 in experiments
on the parallel machine. The average task processing time tpi is taken to be equal to
400 µs (average DNA search time).

5.1.1.1

Nonlinear Model Simulations

Simulations for load balancing with time delays are presented here. Figure 5.1 is a
block diagram of one node in the load balancing simulation for the nonlinear model
(3.3). Node 1 processes tasks at a rate of µ1 and receives tasks (if any) transferred
from node 2 and 3 with transfer delays h12 and h13 , respectively. The load balancing
strategy calculates an estimate of average workload at node 1 using its local load x 1 and
expected waiting times from other nodes (x2 and x3 ) with communication delays τ12
and τ13 , respectively. Then the local tracking difference y1 is computed by comparing
the estimate of the network average with local load x1 . If y1 > 0, the controller at
node 1 portions out its excess load as u21 and u31 and sends to node 2 and node 3,
respectively. By using the proportional (saturation) controllers ui = Ki sat(yi ) (in 3.3),
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Figure 5.1: Node 1 of a three-node simulation system for load balancing.

the nonlinear model ensures no negative amount of tasks to be transferred to a recipient
node.
An important point is that the actual delays experienced by the network traffic
in the parallel machine are random. Work has been performed to characterize the
bandwidth and delay on unloaded and loaded network switches, in order to identify
the delay parameters of the analytic models in [63]. Experimental procedures found
representative values for delays in a Gigabit network with three nodes are τ ij = τ = 200
µs for i 6= j, τii = 0, and hij = 2τ = 400 µs for i 6= j, hii = 0. The initial conditions for
simulations were x1 (0) = 0.24, x2 (0) = 0.16 and x3 (0) = 0.08, while the inputs were set
as λ1 = 3µ1 , λ2 = 0, λ3 = 0, µ1 = µ2 = µ3 = 1. The tpi ’s were taken to be equal to 400
µs (average DNA search time) in this case.
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Figure 5.2 shows the responses with the gains set as K = 1000 at each of the
three simulation nodes. Recall that tracking errors yi denote local load relative to its
estimate of network average on each node. Load transfer probabilities p ij are set to be
1/(n − 1) = 1/2. From Figure 5.2 it can be seen the tracking errors go to zero slowly
after balancing actions. Figure 5.3 shows the responses with the gains set as K = 5000
at each node with constant load transfer probabilities pij at 1/2. The tracking errors go
to zero quickly, but with oscillations. These figures indicate that the value of the gain
K has a significant effect on the response of the system. It was found that the system
did not go unstable, which is consistent with the stability analysis given in Section 3.2.
However, for low values of the gains (e.g. K = 1000 in Figure 5.2), the response was
sluggish; while for high values of the gains (e.g. K = 5000 in Figure 5.3), the response
was oscillatory.
Oscillations in the simulations correspond to tasks transfer back and forth between
nodes in the actual system. It is important to choose an appropriate controller gain to
achieve load balance without oscillations. To compare with the experimental results,
Figure 5.4 shows the output responses with the gains set at K1 = 5221, K2 = 4883,
K3 = 5800, respectively. It is different from Figure 5.3 in that each node uses a slightly
different gain Ki (each from a measurement in the experimental system).

5.1.1.2

Nonlinear Implementation Results

Experimental results are presented in this subsection to compare with the simulations
from the model (3.3). The value τ = 200 µs used in the above simulations represents
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Figure 5.2: Constant pij nonlinear output responses with K = 1000.

Comparison of tracking errors on a 3−node system simulation
y1
y2
y3

local load − average estimate

0.2

0.15

0.1

y1
0.05

y2

0

y

3

−0.05

−0.1
0

1

2

3

4

5

Time in ms

6

7

8

9

10

Figure 5.3: Constant pij nonlinear output responses with K = 5000.
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Comparison of tracking errors on a 3−node system simulation
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Figure 5.4: Nonlinear simulation with constant pij and K1 = 5221, K2 = 4883, K3 =
5800 (Kz = 0.5).

an average value for the delays in the experiments. Experiments are conducted to study
the effect of feedback gains on the performance of load balancing. The findings of this
work were first presented in [30].
To explain the connection between the control gain Ki and the actual implementation, recall that the waiting time is related to the number of tasks as xi (t) = qi (t)tpi
where tpi is the average time to carry out a task. The continuous time control law is
ui (t) = −Ksat (yi (t)), where ui (t) is the rate of decrease of waiting time xi (t) per unit
time. Consequently, the gain Ki represents the rate of reduction of waiting time per
second in the continuous time model. As the interest here is in the case where y i (t) > 0,

P
 
n
consider u(t) = −Ki yi (t). Also, yi (t) = qi (t) −
j=1 qj (t − τij ) /n tpi = ri (t)tpi

where ri (t) is simply the number of tasks above the estimated (local) average num109

ber of tasks. With ∆t > 0 the time interval between successive executions of the
load balancing strategy, the control law says that a fraction of the queue K z ri (t)
(0 < Kz < 1) is removed in the time ∆t so the rate of reduction of waiting time is
u(t) = −Kz ri (t)tpi /∆t = −Kz yi (t)/∆t, and

Ki = Kz /∆t.

This shows that the gain Ki is related to the actual implementation by how fast the
load balancing can be carried out and how much (fraction) of the load is transferred.
In the experimental work reported here, ∆t is different each time the load is balanced,
so an average value for the experimental run is used as the value of ∆t for a simulation
when compared with an experiment. The average time tpi to process a task is the same
on all nodes and is equal to 400µs while the time it takes to ready a load for transfer
is about 5µs. The initial conditions were taken as q1 (0) = 600, q2 (0) = 400, q3 (0) = 200
(corresponding to x1 (0) = q1 (0)tpi = 0.24, x2 (0) = 0.16, x3 (0) = 0.08). All of the
experimental responses were carried out with constant pij = 1/2 for i 6= j.

P
n
q
(t
−
τ
)
/n for i =
Figure 5.5 is a plot of the responses ri (t) = qi (t) −
ij
j=1 j
1, 2, 3 (recall that yi (t) = ri (t)tpi ) with Kz = 0.5. The average ∆t’s were measured as
95.7 µs, 102.4 µs, 86.2µs on each of three nodes, and this results in the values of the
gains were (Kz = 0.5) K1 = 0.5/95.7 µs = 5221, K2 = 0.5/102.4 µs = 4883, K3 =
0.5/86.2 µs = 5800. The plot shows that the load balancing took about 6 ms to settle.
Figure 5.5 compares favorably with the simulation results shown in Figure 5.4 except for
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Figure 5.5: Experimental response of the load balancing strategy (K z = 0.5). The
average value of the gains are K1 = 5221, K2 = 4883, K3 = 5800 with constant pij . The
system settles at about 6 ms.

the time scale being off; that is, the experimental responses are slower. The explanation
for this is that the time ∆t is not modeled in the continuous time simulations. That is,
the continuous time model does not stop processing jobs (at the average rate t pi ) while
it is transferring tasks to do the load balancing.
Figure 5.6 shows the plots of the response for the case of Kz = 0.3. The measured
average ∆t’s on three nodes were 93.1 µs, 96.6 µs, 89.9 µs, and the values of the gains
were given by K1 = 0.3/93.1 µs = 3222, K2 = 0.3/96.6 µs = 3106, K3 = 0.3/89.9 µs =
3338. The plot shows that the load balancing took about 15 ms to settle.
Figure 5.7 shows the plots of the response for the case of Kz = 0.2. The measured
average ∆t’s on three nodes were 90 µs, 117 µs, 100 µs, and therefore the gains were
K1 = 2220, K2 = 1706, K3 = 1998. The load balancing took about 22 ms to settle.

111

Comparison of local tracking responses on node01 - node03
250

node01
node02
node03

queue length - average estimate

200
150
100
50
0
-50
-100
-150
-200
-250

0

5

10

15

20
time (ms)

25

30

35

40

Figure 5.6: Experimental response of the load balancing strategy (K z = 0.3). The
average value of the gains are K1 = 3222, K2 = 3106, K3 = 3338 with constant pij . The
system settles at about 15 ms.
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Figure 5.7: Experimental response of the load balancing strategy (K z = 0.2). The
average value of the gains are K1 = 2220, K2 = 1706, K3 = 1998 with constant pij . The
system settles at about 22 ms.
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Figure 5.8: Summary of settling time as a function of the feedback gain Kz .

Figure 5.8 summarizes the data from several experimental runs of the type shown
in Figures 5.5, 5.6, and 5.7. For Kz = 0.1, 0.2, 0.3, 0.4, and 0.5, ten runs were made
and the settling times (time to load balance) were determined. These are marked as
small horizontal ticks in Figure 5.8. For all such runs, the initial queues were the same
and equal to q1 (0) = 600, q2 (0) = 400, q3 (0) = 200. For each value of Kz , the average
settling time for these ten runs was computed and is marked as a dot on the Figure 5.8.
For values of Kz = 0.6 and higher with increments of 0.1 in Kz , consistent results could
not be obtained. In many cases, ringing extended throughout the 200 ms time interval
for the experiments.
For example, Figure 5.9 shows the plots of the queue length less the local queue
average for an experimental run with Kz = 0.6 where the settling time is approximately
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Figure 5.9: Experimental response of the load balancing with Kz = 0.6. The settling
time is approximately 7 ms.

7 ms. In contrast, Figure 5.10 shows the experimental results under the same conditions where persistent ringing regenerates for 40 ms. It was found the response was so
oscillatory that it was not possible to accurately determine a a settling time. However,
Figure 5.8 shows that it is desirable to choose the gain to be close to 0.5 to achieve a
faster response time without breaking into oscillatory behavior.

5.1.1.3

Results on Randomly Generated Tasks

Instead of using the initial tasks only, randomly generated tasks are used to test the
balancing strategy’s performance. This requires dynamic load balancing to even the
tasks on all queues. This experiment shows the load balancing results for randomly
generated tasks on three dual processor nodes: Node00, Node09 and Zero. The three
nodes are connected via a Gigabit network.
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Figure 5.10: Experimental response of the load balancing with Kz = 0.6: ringing. The
same conditions as Figure 5.9, but now the ringing persists, due to random network
traffic delays. Note that the system settles beyond 40 ms.

Figure 5.11 is a plot of the responses for workload, local estimate of average and
tracking difference on Node00. The upward transitions correspond to task insertions
in a search queue while the downward transitions correspond to the removal of tasks.
When the workload is higher than the average estimate, the load balancer will shift
some amount of tasks to other nodes. When the workload is lower than the average,
the node is more likely to receive tasks transferred from other nodes. The experimental
responses for workload, local estimate of average and tracking difference on Node09 and
Zero are shown in Figure 5.12 and Figure 5.13 respectively. From the figures it can be
seen that the three nodes each peak loading at similar times, and the local averages
track the workloads quite well.
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Figure 5.11: Experimental response of load balancing on Node00. Workload: red line,
local average: green dash, and tracking difference: blue dash.

Local workloads and averages on Node09 in 1G-bps network
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Figure 5.12: Experimental response of load balancing on Node09. Workload: red line,
local average: green dash, and tracking difference: blue dash.
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Local workloads and averages on Zero in 1G-bps network
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Figure 5.13: Experimental response of load balancing on Zero. Workload: red line, local
average: green dash, and tracking difference: blue dash. Similar behavior as that shown
in Figures 5.11 and 5.12.
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5.1.2

Nonlinear Model with Resource Constraints

Load balancing operation requires processor time, which can not be used to process
tasks. Consequently, there is a trade-off between using processor time to precess tasks
and using processor time/network bandwidth to distribute the load evenly between
the nodes to reduce overall processing time. The simulations of the previous model
(Figure 5.4) showed that the load balancing would be carried out faster than occurred
in the corresponding experimental results (Figure 5.5). This motivates a refinement of
the model to account for processor constraints. A new deterministic nonlinear timedelay system model was developed to capture these constraints in [196], and the closed
loop load balancing strategy was summarized in [195].
Experimental results are presented in this section to study the effects of time delays and resource constraints in load balancing. Subsection 5.1.2.1 presents a Simulink
model for the nonlinear time-delay system (3.20) discussed in Section 3.3. Experiments
show a correlation of the Simulink model with the actual implementation. In addition,
transients found in local average estimates and tracking differences can be suppressed
by a strategy of packing the updated queue size with transferred tasks on a sending
node.
Subsection 5.1.2.2 explains the system dynamics including the effects of time delays
in load balancing. Experimental results for the open loop load balancing are also presented to illustrate the difference between two load transfer probability functions (3.31)
and (3.36): pij based on local estimates of expected waiting times xi and pij based on
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anticipated waiting times zi , respectively. In subsection 5.1.2.3, the closed loop controller (3.30) with the pij specified by (3.31) is compared with the closed loop controller
(3.35) with the pij specified by (3.36). Load balancing results on a larger network of
multiple nodes are presented in subsection 5.1.2.4. The first set of experiments uses
queues of initial conditions with no subsequent tasks. The second set of experiments
is conducted using a dynamic task generation scheme. These experiments demonstrate
the superiority of the controller based on anticipated waiting times zi over that based
on local estimates of waiting times xi .

5.1.2.1

Simulink Model and Transient Suppression

This subsection presents Simulink simulations for the nonlinear time-delay model for
load balancing with resource constraints. Figure 5.14 is a block diagram of one node in
the load balancing simulation system for this nonlinear model (3.20). Node 1 processes
tasks at a rate of µ1 and receives tasks (if any) transferred from node 2 and 3 with
transfer delays h12 and h13 , respectively. Node 1 receives expected waiting times of
other nodes experienced communication delays τ12 and τ13 , and uses the delayed values
to estimate average load across the network. The load balancing strategy at node 1
evaluates tracking errors y1 using local load x1 relative to the average estimate. A
hysteresis controller ηi is introduced to capture processor constraints. When y1 > 0,
node 1 has excess load to be transferred out, η1 = 1, processor time is used to transfer
tasks (such as packing task data and copying to a sending buffer); no tasks can be
processed at the same time. When η1 = 0, processor time is used to process tasks, and
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Figure 5.14: Node 1 of a three-node simulation system with all nonlinearities.

no tasks are exchanged.

Initial queues as (600, 200, 100).

This shows an experiment with initial conditions

(600, 200, 100) for the queue sizes on node22, node23 and node24, respectively. The
(open-loop) load balancing strategy was executed at t0 = 1 ms. The delay values are
h21 = 1.6 ms, h31 = 3.2 ms. The communication delay τij = 150 µs and the task
processing time tpi = 400 µs. A simulation under the same set of conditions was done
using the Simulink model shown in Figure 5.14. The simulation workloads and experimental results are shown in Figures 5.15(a) and 5.15(b) respectively. From the figures,
it is evident that the simulation shows a correlation with the actual implementation of
load balancing.
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Figure 5.15: Simulation and experimental results on a three-node system. Initial queue
sizes on node22, node23 and node24 are (600, 200, 100).

Figures 5.16(a) and 5.16(b) show the average estimates and tracking differences on
the experimental three-node system. Due to delayed information of loads at other nodes,
the averages deviate from the ideal average value 300, as shown in Figure 5.16(a). For
the same reason, the tracking differences on three nodes in Figure 5.16(b) do not go to
zero (ideally right after the balancing action) until they receive new broadcasts of queue
sizes from other nodes.
Figure 5.17 shows local workloads and average estimates on node23 (a recipient
node) from the experiment using initial queue sizes of (600, 200, 100). From the figure,
it can be seen there is a transient on the curve of local average estimates. After node21
sends 100 tasks to node23 and 200 tasks to node24 to balance the load, node23 will
receive 100 tasks from node22 and update its queue.
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Figure 5.16: Average estimates and tracking differences on a three-node system.
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Figure 5.17: Workloads and average estimates on node23.
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In Figure 5.17, due to a communication delay, node23 updates its average estimate
as a transient until it receives broadcast of queue sizes on other nodes. This causes a
skewed estimate of average workload of the system and impacts the performance of load
balancing. An approach to suppress transients in load balancing is presented as follows.

Transient suppression.

Transients are apparent in the above tests (Figures 5.16 and

5.17), and these are caused by the delays between each transfer of tasks and the next
broadcast of queue status. One approach that can reduce these transients is to pack the
queue size (say, updated size on node 1 after removing tasks from its queue for transfer)
with the transferred task data, so that the recipient node can update its estimate of
the transmitting node’s status as it unpacks task data without waiting for the next
broadcast from that node. The following experiment demonstrates the effect of this
strategy. Initial queue sizes on node22, node23 and node24 are set to be (600, 200, 100),
respectively. The load balancing strategy executes at t0 = 1 ms.
Local estimates of average loads and tracking differences for load balancing with
transient suppression are shown in Figures 5.18(a) and 5.18(b), respectively. Note the
differences from the load balancing results without transient suppression (as shown in
Figures 5.16(a) and 5.16(b)). By packing queue size into task transfer, each recipient
node updates its estimate of average load (and the corresponding tracking difference)
without transients. The local workloads and average estimates on node23 under this
test are shown in Figure 5.19. Compared with Figure 5.17 for node23, there are no
transients shown on the plots of average estimates and tracking difference.
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Figure 5.18: Experimental results for load balancing with transient suppression. Initial
queue sizes on node22, node23 and node24 are (600, 200, 100).

Comparison of local workload and average estimate on node23
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Figure 5.19: Workloads and average estimates on node23 with transient suppression.
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The transient suppression helps to avoid skewed estimates of average loads, but
cannot prevent initiation of unnecessary transfers (due to delayed queue sizes) on the
highly-loaded node. This difficulty for load balancing is addressed in the next subsection,
and is solved by using anticipated waiting times of other nodes.

5.1.2.2

Open Loop Experiments

In this set of experiments, load balancing is performed once at a fixed time and is referred to as an “open loop” run. This open loop run is done to facilitate an explanation
of the system dynamics with the effects of the delays. In the open loop load balancing experiments, two cases of load transfer probabilities are used, and the balancing
performances are compared. Recall that the load transfer probability p ij defines how
a sending node portions out its excess load to other nodes. The first case uses a load
transfer probability pij specified by (3.31), which is based on local estimates of loads at
other nodes xi . The second case uses a load transfer probability pij specified by (3.36),
which is based on the anticipated values of loads at other nodes zi . In the following
experiments, an initial queue distribution is q1 (0) = 600 tasks, q2 (0) = 200 tasks, and
q3 (0) = 100 tasks. The average time to do a search task is tpi = 400 µs, and the inputs
are set as λ1 = 0, λ2 = 0, λ3 = 0.

Case 1: Load transfer probability pij based on xi . This experiment shows the
response of the queues versus time using pij based on local waiting times xi , with an
initial queue distribution of q1 (0) = 600 tasks, q2 (0) = 200 tasks and q3 (0) = 100
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tasks. The average time to do a search task is tpi = 400 µs, and the inputs are set as
λi = 0, i = 1, 2, 3. In this open loop experiment, the software was written to execute the
load balancing strategy at t0 = 1 ms using the load transfer probability pij as specified
by (3.31), which is based on local estimates of loads at other nodes xi . Figure 5.20
shows queue sizes versus time on three nodes, and that the data transfer delay from
node 1 to node 2 is h21 = 1.8 ms, while the data transfer delay from node 1 to node 3
is h31 = 2.8 ms.
Figure 5.21 is a plot of each nodes’ estimate of the network average, i.e.,


qi avg (t) , 

n
X
j=1



qj (t − τij ) /n

where qi avg (t) = xi avg (t)/tpi (see (3.29)). Figure 5.22 is a plot of the queue size relative
to its estimate of the network average, i.e.,


qi dif f (t) , qi (t) − qi avg (t) = qi (t) − 

n
X
j=1



qj (t − τij ) /n

for each of the nodes.
Note the effect of the delay in terms of what each local node estimates as the queue
average and therefore whether it determines its load to be above or below the average.
Figure 5.21 is now discussed in detail as follows. All time symbols for this experimental
run are shown in Figure 5.22.
At the time of load balancing t0 = 1 ms, node 1 computes its queue size relative to
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Figure 5.20: Results of the load balancing strategy executed at t0 = 1 ms. The system
is balanced after q3 at node 3 receives the load transferred from q1 at node 1.

400

q1_avg
q2_avg
q3_avg

Local average estimate

350
q

3_avg

300
q2_avg

250

200
q1_avg

t2
150

100
0

2

4

6

Time (m−sec)

8

10
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node i, i = 1, 2, 3 in an open loop load balancing experiment.
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Figure 5.22: Local queue size relative to its estimate of the network average on each
of three nodes. qi dif f (t) = qi (t) − qi avg (t) for i = 1, 2, 3 using pij specified by (3.31).
Node 1 portions out the excess load at t = t0 , but the tracking differences qi dif f (t) are
not equal to zero until t = t6 due to delays.

its estimate of the network average q1 dif f to be 300, node 2 computes its queue size
relative to its estimate of the network average q2 dif f to be −100 and node 3 computes
its queue size relative to its estimate of the network average q3 dif f to be −200. Node 1
sends tasks out according to load transfer probability equation (3.31), which transfers
about 100 and 200 tasks to node 2 and node 3 respectively.
At time t1 node 2 receives 100 tasks from node 1 and updates its local queue size to
be 300 as well as its estimate of node 1’s queue size to be (about) 300, so that node 2’s
estimate of the network average is now (300 + 300 + 100)/3 ≈ 233, and its estimate of its
queue size relative to the estimate of the network average is now q2 dif f ≈ 300−233 = 67.
That is, node 2 is not aware of the 200 tasks being sent from node 1 to node 3.
At time t2 node 1 has already sent out the tasks to nodes 2 and 3 and updated to
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its local queue size to 300. Node 1 receives the broadcast of two queue sizes of nodes
2 and 3 which are still 200 and 100 respectively, as the task transfers from node 1 are
still on the way to nodes 2 and 3. Thus, node 1’s estimate of the network average is
about (300 + 200 + 100)/3 = 200 making the computation of its queue size relative to
the estimate of the network average now q1 dif f ≈ 300 − 200 = 100.
At time t3 , node 3 receives the queue size of node 2 (which has already increased
to about 300 as shown in Figure 5.20). Node 3 now computes q3 dif f

to be about

(100 − (600 + 300 + 100)/3) ≈ −233.
At time t4 , node 3 finally receives the 200 tasks from node 1 and updates its queue
size and its estimate of node 1’s queue size to be about 300. The network average
computed by node 3 is now about (300 + 300 + 300)/3 = 300 so that q 3 dif f ≈ (300 −
300) = 0.
At time t5 , node 1 receives the communications for the queue sizes of node 2 and
node 3 (which is now about 300 - see Figure 5.20 ). Then node 1 computes q 1 dif f ≈
(300 − (300 + 300 + 300)/3) = 0.
Finally, at time t6 , node 2 receives the queue size of node 3 (which is now about
300 - see Figure 5.20). Node 2 now computes its queue size relative to local average
q1 dif f ≈ (300 − (300 + 300 + 300)/3) = 0.
The transfer of 200 tasks to node 3 takes more time than that of 100 tasks to node
2. It is the task transfer delay that delays node 2’s receipt of the new queue size of
node 3 at time t1 , and that delays node 3’s receipt of the tasks until t4 > t3 . It is the
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communication delay that delays node 1’s receipt of the new queue size of node 2 at
time t2 . The effect of both delays could cause the unnecessary transfers for node 2 at
time t1 and node 1 at time t2 if the load balancing is done in closed loop.

Case 2: Load transfer probability pij based on zi . The node that transfers tasks
computes the amounts to be sent to other nodes according to how far below the network
average its estimate of each recipient node’s queue is. Therefore, it is feasible to send
the amounts of its next task transfers to each of other nodes before actually transferring
tasks. Such communications are efficient; the communication delay of each transferred
measurement is much smaller than the actual task transfer delays. A key finding of this
research is that knowledge of the anticipated queue sizes can be used to compensate the
effect of delays.
Figure 5.23 is a plot of the local average of queue sizes on all nodes using measurements of anticipated transfers




n
n
X
X
qj (t − τij ) + qnetj (t) /n
qjest (t − τij ) /n = 
qiestavg (t) , 
j=1

j=1

where qnetj (t) =

Pn

i=1 qnetji (t

− τij ). The nodes have an initial queue distribution of

q1 (0) = 600 tasks, q2 (0) = 200 tasks and q3 (0) = 100 tasks. The average time to do
a search task is tpi = 400 µs, and the inputs are λ1 = 0, λ2 = 0, λ3 = 0. Note that
qiestavg (t) = zi avg (t)/tpi (see (3.33)). In this experiment, the load balancing strategy was
executed at t0 = 1 ms using the load transfer probability pij as specified by (3.36), which
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Figure 5.23: Anticipated estimates
of the network average load on three nodes.

Pn
est (t − τ ) /n for i = 1, 2, 3 using p
q
qiestavg (t) =
ij
ij specified by (3.36). Note
j=1 j
that the anticipated estimates of the network average on three nodes are close to each
other.

is based on anticipated values of loads at other nodes zi . Compared with Figure 5.21,
the estimates by the nodes of the network average are substantially improved.
Figure 5.24 is a plot of the queue size relative to the local average


qiestdif f (t) , qi (t) − qiestavg (t) = qi (t) − 

n
X
j=1



qjest (t − τij ) /n

for each of the nodes. Compared with Figure 5.22, the tracking differences are near or
below zero, and no further unnecessary transfers are initiated.
Figures 5.25(a) and 5.25(b) show the estimates of the queue sizes by node 2 when
using xi and when using zi , respectively. In Figure 5.25(a), after receiving the tasks
from node 1, node 2 computed its queue size relative to its local average to be 67.
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Figure 5.25: Estimates of the queue sizes at node 2. (a) Using xi and (b) using zi . Note
that the tracking difference q2 dif f when using xi is above zero due to transfer delays.
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In Figure 5.25(b), node 1 sends the numbers of tasks to be transferred before actually
transferring tasks to the other nodes; node 2 receives the estimate of node 3’s queue
size and updates its local queue size relative to its estimate of the network average to
be zero.
Figures 5.26(a) and 5.26(b) show the estimates of the queue sizes by node 3 when
using xi and when using zi , respectively. In Figure 5.26(a), when node 2 broadcasts
its updated queue size to node 3, node 3 has not received the tasks sent from node 1
due to transfer delays. Node 3 updates its queue size relative to its estimate of the
network average to be −233. In Figure 5.26(b), node 1 sends the numbers of tasks
to be transferred before transferring actual tasks to the other nodes; node 3 receives
the anticipated estimate of the queue sizes on other nodes, and computes its queue
size relative to its estimate of the network average to −200. When node 3 receives
the tasks transferred from node 1, it updates its local queue and computes the amount
relative to the network average to be zero. Compared with Figures 5.25 and 5.26 shown
above, these anticipated estimates significantly compensate the effect of delays of task
transfers. The comparison of local queue sizes and anticipated estimates on the two
recipient nodes 2 and 3 are shown in Figures 5.27(a) and 5.27(b) respectively.

5.1.2.3

Closed Loop Experiments

The previous subsection discussed differences between using a load transfer probability
pij based on local estimates of loads at other nodes xi and using a pij based on anticipated values of loads at other nodes zi . Experimental results of open loop load balancing
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Figure 5.26: Estimates of the queue sizes at node 3. (a) Using xi and (b) using zi . Note
that the tracking difference q2 dif f when using xi is above zero due to transfer delays.
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Figure 5.27: Comparison of the actual queue size and the anticipated estimate of queue
size. (a) At node 2 and (b) node 3. Note that each node has an anticipated estimate of
load by taking into account the tasks being transmitted in the network.
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showed that using pij based on zi can help to bring the estimate of average workload on
each node together and avoid unnecessary transfers caused by skewed tracking differences (due to delayed information of loads at other nodes). For dynamic load balancing,
balancing actions need to be run in closed loop. Two feedback controllers based on x i
and zi were addressed in Section 3.3.2. Here, experiments are conducted to evaluate
closed loop load balancing using the two schemes with different load transfer probability
equations. The first experiment shows the balancing results on three nodes with initial
tasks only, and the second experiment shows the balancing results for the case with task
generation.

Closed Loop: Initial tasks only.

The following experiments show the responses

using closed loop load balancing with an initial queue distribution of q1 (0) = 600 tasks,
q2 (0) = 200 tasks and q3 (0) = 100 tasks. The average time to do a search task is 400 µs.
In these experiments the inputs were set as λ1 = 0, λ2 = 0, λ3 = 0. That is, there are
only initial tasks to be processed and balanced. After initial communications, the closed
loop load balancing strategy (see Section 3.3) was initiated using the p ij as specified by
(3.31) and by (3.36), respectively. Figures 5.28(a) and 5.28(b) show the responses of
the queue sizes versus time using pij specified by (3.31) and pij specified by (3.36) in
closed loop balancing, respectively. Note the substantial difference in the load balancing
performance between these two schemes. In Figure 5.28(a), there are unnecessary task
transfers due to delayed information of loads at other nodes, while the system settles
quickly in Figure 5.28(b) by using anticipated values of loads at other nodes.
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Figure 5.28: Results of closed loop load balancing on three nodes. (a) Queue size using
xi and pij (3.31), and (b) queue sizes using zi and pij (3.36).

The tracking differences between local queue sizes and estimated network averages
(from delayed values of other nodes) using pij by (3.31) are shown in Figure 5.29(a).
There are unnecessary exchanges of tasks back and forth among nodes. Although the
system reaches a balanced condition at around t = 14 ms, those additional transfers cost
processing time and prolong the completion time. Figure 5.29(b) shows the tracking
differences between local queue sizes and anticipated estimates of the network averages
using pij by (3.36) based on zi .
Figure 5.30(a) shows node 2’s estimates of the queue sizes in the network of closed
loop load balancing using pij based on the xi . Node 2 estimates the network average
using the delayed information from other nodes only, and its controller 3.30, based on its
queue size relative to the estimated average, causes the unnecessary exchanges of tasks
back and forth, as shown in Figure 5.30(a). Figure 5.30(b) shows node 2’s estimates of
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Figure 5.30: Estimated queue sizes by node 2 in closed loop load balancing. (a) Using
xi and pij (3.31), and (b) using zi and pij (3.36).
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the anticipated queue sizes in the network of closed loop load balancing using p ij based
on the zi . Node 1 sends the numbers of tasks before actually transferring tasks to the
other nodes. Node 2 receives the anticipated estimate of node 3’s queue size and updates
its queue size relative to its estimate of the network average as zero. From Figure 5.30,
it is evident that the anticipated estimates are used to compensate the effect of delays
of task transfers so that there are no unnecessary task transfers initiated.

Closed Loop: Task generation.

The previous experiments presented the load bal-

ancing on a network of three nodes with queues of initial tasks only. It is interesting to
see how the load balancing dynamically performs in the case of task generation. The
inputs in this experiment are λ1 = 3µ1 = 3, λ2 = 0, and λ3 = 0. That is, a number of
new tasks (λ1 ) is generated on node 1 in each processing loop. This creates increases
of tasks in the queues for a dynamic load balancing. The initial queue distribution is
q1 (0) = 600 tasks, q2 (0) = 200 tasks and q3 (0) = 100 tasks.
Figures 5.31 and 5.32 show the responses of the queues versus time using the p ij
specified by (3.31) and by (3.36), respectively, with task generation in the process of
execution. The staircase-like increases of queue size corresponds to task generation on
node 1 with λ1 = 3. Note the difference in the load balancing performance between
these two schemes using different controllers. In Figure 5.31, unnecessary transfers
cause tasks to be exchanged back and forth among the three nodes. The transfers cost
additional processing time and result in a longer completion time. In Figure 5.32, the
system settles to a balanced state much faster by using the anticipated waiting times.
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Figure 5.31: Queue sizes using controller (3.30) and pij (3.31) based on local waiting
times xi . Load balancing is performed in closed loop with task generation parameter
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Figure 5.32: Queue sizes using controller (3.35) and pij (3.36) based on anticipated
waiting times zi . Load balancing is performed in closed loop with task generation
parameter λ1 = 3.
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5.1.2.4

Results on Multiple Nodes

The following experiments are presented to show the load balancing performance on a
larger network of multiple nodes (n = 6). The first set of experiments shows the load
balancing on six nodes with queues of initial tasks only, while the load balancing results
on six nodes with task generation is shown in the second set of experiments.

Multiple Nodes: Initial tasks only. In this experiment, the initial queue distribution is set to be q1 (0) = 650 tasks, qj (0) = 50 tasks on node j where j = 2, 3, 4, 5, 6.
The average time to do a search task is tpi = 400 µs, and the inputs are set as
λi = 0, i = 1, . . . , 6. That is, there are only initial tasks in the queues to be processed
and balanced.
Figure 5.33 shows the responses of the queue sizes versus time using the pij specified
by (3.31) in a network of six nodes. In Figure 5.33, the closed loop controller based
only upon the delayed values of waiting times xi on other nodes. The estimate of the
network average load on each node could deviate far from the ideal average load due to
the delays, and this may cause exchanges of tasks back and forth among nodes as shown
in Figure 5.33. Those unnecessary transfers cost processing time and prolong the overall
completion time. Figure 5.34 shows the responses of the queue sizes in the function of
time using the pij specified by (3.36) on six nodes. In Figure 5.34, the system reaches a
balanced state much faster by using the controller based upon the anticipated waiting
times zi , and has a shorter completion time.
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Figure 5.33: Queue sizes on six nodes with initial tasks using controller (3.30) and p ij
(3.31) based on xi .
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Figure 5.34: Queue sizes on six nodes with initial tasks using controller (3.35) and p ij
(3.36) based on zi .

141

Multiple Nodes: Task generation. Instead of setting all inputs to zero, the inputs
in this set of experiments are λ1 = 6, and λj = 0 where j = 2, 3, 4, 5, 6. That is, a
number of new tasks (λ1 ) is generated on node 1 in each processing loop. This creates
an increase of tasks for a dynamic load balancing. The initial queue distribution is
q1 (0) = 650 tasks, qj (0) = 50 tasks on node j where j = 2, 3, 4, 5, 6.
Figures 5.35 and 5.36 show the responses of the load balancing with task generation
on a network of six nodes, using the controller and pij based on xi and zi , respectively.
Note the difference in the load balancing performance between these two schemes. The
staircase-like increases of queue sizes in the figures correspond to task generation on
node 1 at a rate of λ1 = 6. In Figure 5.35, the controller (3.30), based only on the
delayed values of queue sizes on other nodes, causes exchanges of tasks back and forth
among nodes. The unnecessary transfers need additional balancing operations and cost
more processing time. In Figure 5.36, as the controller (3.35) is based on the anticipated
queue sizes on other nodes, the system settles much faster and this results in a shorter
completion time.

5.2

Parallel Database and Timing Results

The anticipated size and the search requirements for DNA databases have necessitated
the development of parallel DNA databases. Methods developed by Birdwell et al.
[32][33] and Wang et al. [211] extend to a parallel decomposition of the DNA database
search problem while providing orders of magnitude improvements in performance over
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Figure 5.35: Queue sizes on six nodes with task generation λ1 = 6 using controller
(3.30) and pij (3.31) based on xi .
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Figure 5.36: Queue sizes on six nodes with task generation λ1 = 6 using controller
(3.35) and pij (3.36) based on zi .
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the current software. The designs of the parallel DNA database and two parallel search
servers have been addressed in Chapter 4. One search server uses hierarchical sockets
and is implemented based on the legacy code. The other is a multi-threaded search
server using PVM and object serialization, which aims to improve the performance
in transaction times. This section presents experimental results on the parallel DNA
database using synthetic data of up to 48M (48, 000, 000) DNA profiles. The timing results achieved on the parallel DNA database using the hierarchical sockets search server
appear in Section 5.2.1. Section 5.2.2 presents the timing results when using the multithreaded search server, and demonstrates a significant improvement in performance.

5.2.1

Parallel Database with Hierarchical Sockets

The design of a parallel DNA database using hierarchical sockets was illustrated in
Section 4.2. Performance results from this implementation are documented in this
section. The database is implemented in C++ on a Linux platform using the Simple
Sockets Library [40]. This extends the previous work about a single host DNA database
to a parallel DNA database on multiple hosts. The software includes (1) codisd, which
runs on each node of the parallel computer as a DNA search engine, (2) multid, which
runs as a search server listens for incoming requests and communicates with the search
engines, and (3) cline, which interacts with the search server as a command line search
tool. The codisd is a DNA search engine that searches a DNA decision tree to find
matches for a target DNA profile, as described in Section 4.1. A screen shot of a running
multid server with 24 codisd search engines is shown in Figure 5.37. The number of
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Figure 5.37: A running multid server communicates with 24 codisd search engines.

search engines to be started and on what nodes is specified by a configuration file
(codisd.conf ). Figure 5.38 shows a screen shot of the command line search tool cline,
which interacts with the server multid over eight search engines. The program cline
provides a convenient tool to database operations by specifying commands and DNA
profiles in command line arguments.

5.2.1.1

Random Searches on a Single Node

To evaluate the performance of the parallel database, an experiment consisting of random searches is executed on a single node. DNA profiles are first selected in a random
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Figure 5.38: Command line search tool cline interacts with a search server multid with
eight search engines.

fashion from a MySQL database. A client program use these profiles to make random
search requests that are sent to the search engine. Figure 5.39 shows the search times
of 1,000 random searches performed on a single node, node01, holding 2M (2,000,000)
DNA profiles. The search time refers to the time to service a search request by searching
the decision tree to find an exact match. As shown in Figure 5.39, the mean search time
is 441.6 µs, and the standard deviation computed for this sample set is 115.2 µs.
A histogram of these 1,000 search times for the database executed on node01 appears
in Figure 5.40. The distribution of search times shows that the bulk of the searches
require between 300 µs and 700 µs to complete. The mean value of search times is
441.6 µs, which is at least two orders of magnitude faster than that of current CODIS
software (ranging from several ms to several sec.).
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Figure 5.39: Search times of 1,000 random searches on a single node with 2M DNA
profiles. Mean search time is 441.6 µs and standard deviation value is 115.2 µs.
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Figure 5.40: Histogram for search times of 1,000 random searches on local node01. Most
DNA search requests require between 300 µs and 700 µs to complete.
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5.2.1.2

Random Searches on the Parallel Cluster

This experiment shows the performance for 2,000 random searches in the parallel cluster
of 24 nodes. Each parallel node has a 2M-profile portion of a 48M-profile DNA database.
A client program randomly selects 2,000 profiles from the parallel database (of 48M
profiles), and then sends the 2,000 search requests to the multid search server, which
distributes each request to all 24 search engines for service.
The timing results for these 2,000 random searches are shown in Figure 5.41. In
this figure, the top part shows the average search time versus the node index (node01
through node24). Node01 has the largest average search time of 452 µs, and node18 has
the smallest average search time at about 407 µs. This is partially due to the hardware
difference (single processor versus dual processor) and the different current status of
each computer. The average search time across the parallel machine is 431.4 µs. The
bottom part of Figure 5.41 shows the average transaction time of 2,000 random searches
versus the node index. The transaction time stands for a round-trip time for sending a
search request from a client and returning the searched result to the client. From the
figure node13 has the smallest average transaction time of 320 ms, while node24 has
the largest average transaction time at about 490 ms. That is partially due to random
completion times for different requests and sequential communications in the Simple
Sockets protocol. The average transaction time across the parallel machine is 410.3 ms.
The differences of both search times and transaction times among nodes also necessitate
the load balancing for parallel searches.
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Figure 5.41: Time measured for 2,000 random searches on 24 nodes of 48M profiles.
Top: average search times, bottom: average transaction times.

An evaluation is also made to check the performance for those searches with matches
found on a local node. The variations of search times and transaction times for those
requests with matches found on node01 are shown in Figure 5.42. The average transaction time is much slower than the average search time; this is addressed in the next
section.

5.2.2

Multi-threaded Parallel DNA Database

From the previous experiment using the hierarchical sockets search server, the transaction times for this parallel search server are not satisfactory. One method of improvement is optimization of the search engine on each parallel node. A straightforward
improvement has been made by integrating the return of profiles into the search process
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Figure 5.42: Time measured for requests with matches found on node01 (from 2,000
random searches on 24 nodes of 48M profiles). Top: search times with an average of
452.0 µs, bottom: transaction times with an average of 372.1 ms.

when matches are found. Another way is to design a multi-threaded search server to
eliminate the loss of performance due to the simple sockets layer communication library.
The simple sockets client communicates with the socket server in clear text twice for
each packet: the first is for the packet size (to avoid a buffer overflow), and the second
is for the real packet.
A multi-threaded search server using PVM communications and serialized buffers has
been designed and implemented, as illustrated in Section 4.2. The multi-threaded search
server utss starts a listening thread (LThread), which listens for connection requests and
manages a pool of service threads (SThreads) that service these connections. Requests
are distributed and results are gathered using a communication thread (CommThread),
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Figure 5.43: A multi-threaded search server utss communicates with 24 search engines
via PVM and object serialization.

which communicates with the search engines codisdnew s via PVM and serialization. A
screen shot showing the start-up of the multi-threaded search server utss appears in
Figure 5.43.
After building a decision tree for the profiles loaded from a MySQL database (or a
huge file), the search engine codisdnew on each parallel node enrolls into PVM to wait
for search requests distributed by utss, unpacks incoming serialized packages to service
the requests, and then returns the serialized results to the server via PVM. The search
server utss gathers results and returns these to the appropriate client. Besides a set of
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Figure 5.44: Graphical search tool gst communicates with the search server utss.

command line tools for database operations, a graphical search tool gst has also been
implemented to explore the parallel DNA databases. A screen shot of the user interface
for the graphical search tool appears in Figure 5.44.

5.2.2.1

Random Searches on a Single Node

An experiment is first run using 1,000 random searches on the multi-threaded search
server utss with a single search engine. This checks database performance with minimal
effect of multiple communications. 1,000 DNA profiles are randomly selected from a
local MySQL database of 2M DNA profiles, and are used to generate random search
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Figure 5.45: Search times of 1,000 random searches on a single node using the multithreaded search server utss. Mean search time is 326.1 µs and standard deviation value
is 82.0 µs.

requests to be sent to the search engine.
Figure 5.45 shows the search times of 1,000 random searches on a single node
(node01) with 2M DNA profiles. As shown in the figure, the mean search time is
326.1 µs, and the standard deviation computed for the sample set is 82.0 µs. The slight
improvement on the search speed is primarily due to a updated Linux kernel and an
improved implementation of the search engine codisdnew.
The transaction times for these 1,000 random searches on the multi-threaded search
server are shown in Figure 5.46. The mean transaction time is 2.851 ms, and the
sample set’s standard deviation value is 0.169 ms. Comparing with the previous results
on transaction times shown in the bottom part of Figure 5.42, the performance boost
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Figure 5.46: Transaction times of 1,000 random searches on a single node using the
multi-threaded search server utss. Mean transaction time is 2.851 ms and standard
deviation value is 0.169 ms.

in transaction time is over two orders of magnitude.

5.2.2.2

Random Searches on the Parallel Cluster

An experiment using 2,000 random searches and the parallel cluster of 24 nodes is
performed. A client program randomly selects 2,000 profiles from the parallel database
(of 48M profiles), and then sends the generated 2,000 requests to the search server utss,
which distributes the requests to the 24 search engines (codisdnew s).
Figure 5.47 shows the measured search times and transaction times for 2,000 random
searches. In this figure, the top part shows the average search time versus the node index
(node01 through node24). Node14 has the largest average search time at about 340 µs,
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Figure 5.47: Time measured for 2,000 random searches on 24 nodes using the multithreaded search server. Top: average search time, bottom: average transaction time.

while node07 has the smallest average search time at about 270 µs. This variation is
a function of random effects within each node and variations in the database’s index
structure. The average search time across the parallel machine is 318.3 µs, which is
slightly better than the average search time of 431.4 µs in Figure 5.41. The bottom
part shows the average transaction time for 2,000 random searches as a function of the
node index. The average transaction time across the parallel machine is 3.7 ms. Since
the search server utss must gather results from 24 search engines, a transaction time at
3.7 ms for a search request is quite fast. Compared with the the average transaction
time of 410.3 ms in Figure 5.41, this is about 110-fold smaller.
The local performance of a parallel node can also be evaluated in this experiment.
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Figure 5.48: Time measured for requests with matches found on node01 using the multithreaded search server (from 2,000 random searches on 24 nodes). Top: search times
with an average of 325.3 µs, bottom: transaction times with an average of 3.7 ms.

The variations of search times and transaction times for those requests with matches
found on node01 are shown in Figure 5.48. While the average search time of 325.3 µs
is comparable to the average of 452.0 µs in Figure 5.42, the average transaction time
of 3.7 ms is 100-fold smaller than that average of 372.1 ms. A detailed comparison of
search and transaction times for the two search servers is listed on Table 5.1. From the
table it is evident that the multi-threaded search server utss completes a transaction
two orders of magnitude faster than the hierarchical sockets search server multid, while
the new search engine codisdnew provides a slightly faster search speed than the original
search engine codisd.
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Table 5.1: Average search and transaction times on different search servers
Search server
multid
utss

5.2.2.3

Search engines
24 nodes
node01
24 nodes
node01

Average search time
431.4 µs
452.0 µs
318.3 µs
325.3 µs

Average transaction time
410.3 ms
372.1 ms
3.7 ms
3.7 ms

Different Client Nodes

The transaction times on different client nodes communicating with the same parallel
search server utss (on Root) for a 48M profiles database running on 24 nodes are investigated in this experiment. The experiment measures the relative effects of different
network paths between a client and the parallel search server (utss) in these cases. Figure 5.49 shows the transaction times for clients on Root (the same host as the search
server), Node09 (one of the 24 parallel nodes, and is in the same subnet as Root), and
Holly (one node in a different network connected with Root via Fast Ethernet). 1,000
random searches are performed, and the transaction times are measured for each of
the three cases. The transaction times are marked as short horizontal bars, while the
average transaction time for each case is computed and marked as a circle in Figure 5.49.
The tests show the network location of the client node, for these three cases, does
not have much effect on the average transaction time. However, the range of transaction
times varies by roughly a factor of 6. This is to be expected, since the presence of other
network traffic on a non-dedicated network (client on Holly) can greatly impact the
delay experienced by a network packet. This, however, is not likely to occur very often
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Figure 5.49: Transaction times on different client nodes communicating with the same
server utss. The utss search server runs on Root with a 24-node DNA database of 48M
profiles. Average transaction time is 3.92 ms on Root (the same host), 4.09 ms on
Node09 (in the same subnet), and 4.38 ms on Holly (in a different network).

unless the network is heavily loaded. From the figure, the average transaction time is
3.92 ms for a client on the same host with the search server, 4.09 ms for a client in the
same subnet but on a different host, and 4.38 ms for a client in a different network.
There are 6 isolated points (of the 1,000 tests) for the client in a different network
(Holly), and this is probably due to other network traffic on the shared portion of the
network. The comparison of average transaction times on different client nodes is listed
on Table 5.2.
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Table 5.2: Transaction times on the same utss for different client nodes
Client node
Root
Node09
Holly

5.3

Average transaction time
3.92 ms
4.09 ms
4.38 ms

Relationship with server
same host
same subnet
different network

Parallel Search with Load Balancing

In this section, results for parallel searches with a load balancing method running on each
node are presented. The database is implemented as a set of queues with associated
search engine threads, typically assigned one per node of the parallel machine. The
search engine threads access tree-structured indices to locate database records that
match search requests. This hierarchical structure has been illustrated in Figure 1.3.
Nodes on the parallel computer are divided into many groups to form distributed
storages of the parallel DNA database. Each group is assigned to a portion of DNA
profiles. Load balancing actions are performed between search engines running on the
nodes in the same group. As a group of load balancing nodes uses the identical DNA
database, search requests can be transferred between the nodes in a group and the
workload can be balanced. The parallel DNA database with load balancing uses a
multi-threaded search server discussed in Section 4.2.2. The first set of experiments
is conducted to evaluate parallel searches with integrated load balancing on a network
of three nodes of initial tasks only. The second set of experiments shows with task
generation. Results on a larger network of six nodes are presented in the third set of
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experiments. These experiments demonstrate that parallel searches with load balancing
integrated with the parallel DNA database work quite well.

5.3.1

Initial Tasks Only

In this experiment, the performance of load balancing for a 3-node group with an initial
unbalanced condition and no new arrivals is evaluated. Each of the nodes (labeled
node1, node2, and node3) runs a search engine with an identical DNA database. Note
that the nodes labeled node1, node2, and node3 correspond to the hosts named node22,
node23, and node24, respectively, on the parallel machine. The initial conditions used
for the task queues (q1 , q2 , q3 ) are (0, 0, 200).
On each node, a load balancing thread broadcasts its queue size (when the queue’s
size changes) to the other nodes in the network, and also receives information on their
queues’ sizes. After loading the initial 200 search requests (tasks), node3 calculates its
estimate of network average load as q3 avg = (200+0+0)/3≈67, and its workload relative
to the network average as q3 dif f = 200 − 67 = 133. Next, node3 calculates the portions
of search requests (tasks) to be transferred according to (3.36), and broadcasts the
number of search requests to be transferred to each of the other nodes, which includes
the (anticipated) number of tasks being sent to node1 and node2 (66 each). Figure 5.50
shows the local workloads, average estimates and tracking differences computed by
node3. Node1 receives the values broadcast from node3, and updates its estimate of
average (anticipated) workload to q1 avg = ((200 − 132) + 66 + 66)/3≈67. Node1 then
calculates its workload relative to the network average as q1 dif f = q1 − q1 avg = −67,
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Figure 5.50: Workloads, average estimates
and tracking differences on node3 with initial tasks.
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Figure 5.51: Workloads, average estimates
and tracking differences on node1 with initial tasks.

and so sat(q1 − q1 avg ) = 0. In this manner, node1 has a more up to date estimate
of the (anticipated) workload at node2, and unnecessary transfers are avoided. Upon
receiving the 66 requests transferred from node3, node1 inserts the search requests to
its queue and continues processing them. The local workloads and average estimates on
node1 are shown in Figure 5.51. The data collected for node2 are quite similar to those
for node1 in this test. The results shown in Figures 5.50 and 5.51 demonstrate that the
load balancing method, which uses a closed loop controller based on anticipated work
loads, works quite well in this situation.
A comparison of the average estimates on each of the three nodes as a function of
time is shown in Figure 5.52. The average estimates on the three nodes are similar. The
deviations are due to variations in the times for different search requests and random
delays in network traffic. Figure 5.53 compares the tracking differences between local
workloads and average estimates on the three nodes. The local workloads track the
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Figure 5.52: Average estimates on three
nodes with initial tasks. q1 avg , q2 avg ,
q3 avg for node1, node2 and node3 respectively.
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Figure 5.53: Tracking differences on three
nodes with initial tasks. q1 dif f , q2 dif f ,
q3 dif f for node1, node2 and node3 respectively.

average estimates very well, and the system settles quickly. Note that the database
searches are running in parallel and asynchronously on each search engine node. Only
the changes of queue states on each node are logged. Task processing (insertions and
removals of tasks) on node1, as well as node2, starts after receiving the tasks transferred
from node3.

5.3.2

Task Generation

The previous experiment balances search tasks in initial queues of parallel nodes. In the
following set of experiments, load balancing performance is assessed for tasks generated
from client programs, which are distributed to parallel search engines (with a load
balancer running on each) as they are received.
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5.3.2.1

Profiles Loaded from a File

For this case, search requests are generated using the DNA profiles loaded from a data
file. The search server has been configured to randomly pick a parallel node and then
send the search requests using PVM and serialization. A load balancer on each search
engine periodically evaluates its workload relative to the network average, and sends
excess workload to the other nodes according to the closed loop controller based on
anticipated waiting time zi , as discussed in Chapter 3. In this experiment, 200 search
requests generated with profiles from a file are distributed to node1 by the search server.
A search engine thread on node1 starts processing after receiving the search requests,
while a load balancing thread on node1 communicates with other nodes in the group and
balances the workload. Figure 5.54 shows the workload, average estimate, and tracking
difference achieved on node1. An obvious difference from the case using initial tasks
shown in Figure 5.50 is that the search engine has started processing requests before the
load balancing thread starts the first balancing operation. The workloads and average
estimates on node2 are shown in Figure 5.55, and the results from data on node3 are
quite similar to those on node2 in this experiment.
Figure 5.56 shows a comparison of average estimates on three nodes. The average
estimates on the three nodes are very close to each other. Again, the slight deviations
result partially from differences in random completion times of search requests. Figure 5.57 shows a comparison of tracking differences on three nodes. The local workloads
track the average estimates quite well and the system settles quickly.
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Figure 5.54: Workloads, average estimates
and tracking differences on node1 with
tasks generated from a file.
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and tracking differences on node2 with
tasks generated from a file.
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Figure 5.56: Average estimates on three
nodes with tasks generated from a file.
q1 avg , q2 avg , q3 avg for node1, node2 and
node3 respectively.
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Figure 5.57: Tracking differences on three
nodes with tasks generated from a file.
q1 dif f , q2 dif f , q3 dif f for node1, node2
and node3 respectively.
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5.3.2.2

Random Profiles from a Database

This experiment simulates a series of random search requests from a client. The search
requests are then distributed to search engines by the search server. Consider the tasks
to be collected together into blocks of 100 each by the search server. To illustrate the
queuing up of tasks on the search engine nodes, these blocks of 100 tasks each are
then sent randomly to the nodes in the network. In this experiment, which also uses a
group of three nodes, a total of 1, 000 search requests (tasks) are generated by a client
program by randomly selecting DNA profiles to be used as targets for a search. Every
5 ms the search server randomly selects a search engine node and sends a block of 100
tasks. This is to illustrate the queuing up of tasks on the nodes. Although 100 tasks
are sent every 5 ms, this rate exceeds the rate at which each queue can receive tasks
and insert them into a local queue. Thus, the tasks are received over a period of about
140 ms. While the search engine thread on each node processes requests in its local
queue, each node exchanges queue information with the other nodes and redistributes
the tasks depending on the relative workload by running the load balancing thread.
Figure 5.58 shows the workload, average estimate, and tracking difference on node1.
The large upward transitions are caused by task arrivals (a block of 100 tasks) from the
client, while small upward transitions are caused by received search requests and queue
insertions. The downward transitions are caused by removal of tasks from a queue for
service or to be transferred (in blocks) to other nodes. The workloads and average
estimates on node2 and node3 are shown in Figure 5.59 and Figure 5.60, respectively.
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Figure 5.58: Workloads, average estimates and tracking differences on node1 with randomly generated tasks. Blue curve: workload q1 , green: average estimate q1 avg , and
red: tracking difference q1 dif f .
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Figure 5.59: Workloads, average estimates and tracking differences on node2 with randomly generated tasks. Blue curve: workload q2 , green: average estimate q2 avg , and
red: tracking difference q2 dif f .
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Figure 5.60: Workloads, average estimates and tracking differences on node3 with randomly generated tasks. Blue curve: workload q3 , green: average estimate q3 avg , and
red: tracking difference q3 dif f .

Figure 5.61 shows a comparison of average estimates measured on these three nodes
with randomly generated tasks. When a new block of search requests arrives, the
receiving node updates its average, which creates a transient that is visible in the figure.
Then the load balancing method evens out the tasks and brings the average estimates
together. For t > 200 ms, no new search requests arrive. The system settles to a
balanced state, and the average estimates on three nodes closely follow each other.
Figure 5.62 shows the responses for 1, 000 tasks arriving in 10 blocks on three nodes
when the load balancing thread is disabled. The search server randomly selects a search
engine node for each block transfer. The queues on the nodes are not balanced. This
leads to different completion times and a larger completion time for the group.
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Figure 5.61: Comparison of average estimates on three nodes with randomly generated
tasks. The black, cyan and pink curves stand for q1 avg , q2 avg , q3 avg on node1, node2,
and node3 respectively.
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Figure 5.62: Responses of queue sizes on three nodes without load balancing. The
search server randomly selects a search engine node for each of 10 block transfers (with
100 tasks each) when the load balancing thread is disabled.
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5.3.3

Results on Multiple Nodes

The experiments in the previous subsections were conducted on three nodes. This
subsection presents the experimental results for parallel search with load balancing on a
larger network of six nodes (n = 6). Note that the nodes labeled node1, node2, node3,
node4, node5, and node6 correspond to the hosts named node22, node23, node24,
node19, node20, and node21, respectively, on the parallel machine.

5.3.3.1

Initial Tasks

Here, the first set of experiments is designed to test the performance of the parallel
database with load balancing on a network of six nodes. The initial queue distribution
is q1 (0) = 600 tasks, qj (0) = 0 where j = 2, 3, 4, 5, 6. Figure 5.63 shows the local
workloads, average estimates and tracking differences on node1. Node2 inserts the
incoming 100 requests transferred from node1 to its queue, updates its estimate of
average workload, and continues processing those search requests. The local workloads
and average estimates on node2 are shown in Figure 5.64.
A comparison of average estimates on the six nodes is shown in Figure 5.65. The
average estimates on the six nodes are very close to each other after a load balancing
action. Figure 5.66 compares tracking errors on the six nodes. From the figure, the local
workloads track the average estimates very well, and the system settles quickly. Again,
only changes in queue size are logged on each node, and task processing on node2 and
other nodes starts after receiving the transfer from node1.
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Figure 5.63: Workloads, average estimates
and tracking differences on node1 with initial tasks on six nodes.
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5.3.3.2

Randomly Generated Tasks

This set of experiments, which also uses a group of six nodes, simulates randomly
generated search requests from a client and being distributed by the search server. The
client generates a series of random requests by selecting profiles from a MySQL database,
and sends the requests to a search engine through PVM using object serialization.

Tasks to a Randomly Selected Node In this experiment, a total of 2, 000 tasks
are randomly generated by a client program in 20 blocks of 100 tasks each. A block
of 100 requests is randomly distributed by the search server every 5 ms to a search
engine node for service. The load balancing threads on six nodes communicate with
each other and even out the workloads. Responses on a representative node node3 are
shown here to demonstrate the load balancing strategy. Figure 5.67 shows workloads,
average estimates and tracking differences computed on node3 in a network of six nodes
with randomly generated tasks. Node3 receives requests transferred from other nodes,
shown as small upward transitions in the figure, and continues processing them. Three
incoming blocks of requests (100 each) from the client are distributed to node3, shown
as three large upward transitions in the figure, and node3 then balances the requests
among the other five nodes according to the amount of they are below node3’s estimate
of network average load. Figure 5.68 shows the local workloads, average estimates and
tracking differences on another representative node node5.
Figure 5.69 shows a comparison of average load estimates measured on six nodes.
When a new block of search requests arrives, the receiving node updates its average,
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Figure 5.67: Workloads, average estimates and tracking differences on node3 with randomly generated tasks. Blue curve: workload q3 , green: average estimate q3 avg , and
red: tracking difference q3 dif f .
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Figure 5.68: Workloads, average estimates and tracking differences on node5 with randomly generated tasks. Blue curve: workload q5 , green: average estimate q5 avg , and
red: tracking difference q5 dif f .
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Comparison of local average estimates on six nodes
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Figure 5.69: Comparison of average estimates on six nodes with randomly generated
tasks.

which creates a step transient as shown in Figure 5.69. The load balancing method then
evens out the tasks and brings the average estimate close to that on other nodes. For
t > 200 ms, no new search requests arrive. The system settles to a balanced state, and
the average estimates on six nodes closely follow each other.
Notice that the previous experiment in subsection 5.3.2.2 used a group of three
nodes for the incoming 1, 000 randomly generated tasks (10 blocks of 100 tasks each),
and this experiment uses a group of six nodes to balance and service the incoming 2, 000
randomly generated tasks (20 blocks of 100 tasks each). The overall waiting time to
complete all 2, 000 tasks (the maximum completion time in a group) is 377.4 ms in this
experiment (see Figure 5.69), while it took 327.1 ms to complete all 1, 000 tasks on
three nodes in the previous experiment (see Figure 5.61). For this case, the speed-up is
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73% when the number of nodes is doubled.

Tasks to a Single Node This experiment simulates the extreme case of load balancing on a parallel database. In this experiment, which also uses a group of six nodes, a
total of 1, 000 tasks are randomly generated by a client program in 20 blocks of 50 tasks
each. Every 5 ms a block of 100 search requests is sent to a single node, node1 in this
case, for service. This is to illustrate the worst case for load balancing on search engines
of a parallel database. The load balancing threads on six nodes communicate with each
other and even out the workloads. Figure 5.70 shows the local workloads, average estimates and tracking differences on node1. From the figure, node1 receives the incoming
search requests in blocks with 50 each (corresponding to the large upward transitions),
and balances the tasks to the other five nodes (corresponding to the large downward
transitions). As the 20 blocks of 50 tasks each are sent every 5 ms, this rate exceeds
the rate at which node1 can receive tasks and insert them to process, and the tasks are
received over a period of about 200 ms. Responses on node5, a representative node of
the other five nodes, are shown in Figure 5.71. When it receives the tasks transferred
from node1, node5 (one of the five recipient nodes) continues processing those tasks
and returning results. In Figure 5.71, the queue size at node5 decreases toward zero as
it completes tasks prior to the arrival of the next block of requests balanced out from
node1. All five recipient nodes follow the same pattern.
A comparison of average estimates computed at six nodes for this case is shown in
Figure 5.72. As the tasks are distributed to node1 each time, the average estimate at
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Figure 5.70: Workloads, average estimates and tracking differences on node1 with tasks
initially distributed to node1. Blue curve: workload q1 , green: average estimate q1 avg ,
and red: tracking difference q1 dif f .
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Figure 5.71: Workloads, average estimates and tracking differences on node5 with tasks
initially distributed to node1. Blue curve: workload q5 , green: average estimate q5 avg ,
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node1 remains larger than those on the other nodes. When node1 receives a block of
requests from the search server, it balances its excess load to the other five nodes in the
group, updates its average estimate, and brings its tracking difference to zero. After all
20 blocks of requests are received at about 200 ms, the load balancing method brings
all average estimates close to each other (within a threshold that triggers a balancing
action), and the system settles to a balanced state.

5.4

Summary

In this chapter, simulations and experimental results for load balancing strategies have
been presented. For the nonlinear time delay model with proportional feedback control,
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experiments found that a judicious choice of the feedback gain is necessary to achieve
a faster balancing response without oscillatory behavior. For the nonlinear time delay
model that incorporates processor resource constraints, a distributed closed-loop controller is implemented to balance the load at each node using not only local estimates of
loads at other nodes, but also estimates of the number of tasks in transit to each node.
Experimental results demonstrated substantial improvement in performance using a
controller based on anticipated work loads over a controller based on local work loads
only. Two implementations of parallel search servers have been discussed. Searches on
a parallel DNA database showed a multi-threaded search server provided two orders
of magnitude improvements in transaction times over a search server using hierarchical
Simple Sockets. Experiments were performed on the parallel DNA database with integrated load balancing, and results demonstrated both the efficiency of the parallel DNA
database and the efficacy of the load balancing strategy.
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Chapter 6

Conclusions
This research addresses the problem of load balancing in parallel computing and its
applications in parallel and distributed databases. The load balancing on a parallel
computer has been modeled as deterministic nonlinear time-delay systems, and has
been analyzed using system theoretic methods. The design and an implementation of a
parallel DNA database, which was used to evaluate the load balancing strategies, have
been discussed. Both simulations and experimental results on the parallel computer
have been presented to support the accuracy of the nonlinear time-delay models and
to demonstrate the efficacy of the load balancing strategies. This chapter provides a
summary of the completed work and a short discussion of possible future directions for
research.
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6.1

Completed Work

Recall that the objective of this research is to study the load balancing problem for
parallel computations. The critical feature of the load balancing problem is the delayed
receipt of information and transferred load. Moreover, there is a trade-off between using
processor resources to process tasks and the advantage of distributing the load evenly
between the nodes to reduce overall processing time. The primary contribution of this
research is its focus upon the load balancing problem from a control system design perspective, and its extensive evaluation of load balancing strategies through experiments
in a parallel computation environment. For completeness, the model development and
the theoretical analysis include contributions by J. D. Birdwell and J. Chiasson. The
major tasks completed in this research are briefly summarized as follows.
• Nonlinear Time-delay Model with Proportional Feedback Control.
To account for the fact that a node would not initiate a negative amount of task
transfer to a recipient node in an actual system, a nonlinear time-delay system
with saturations was developed to model the load balancing strategy in a parallel
computing network. Three essential properties of the load balancing strategy, including consistency, stability, and conservation of tasks, have been analyzed [28].
The excess load on each sending node was portioned out among the other nodes
according to the amounts they are below the local estimate of network average
load. Simulations of this nonlinear model indicated good agreement with an experimental implementation of the load balancing strategy on a parallel computer
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[29]. Experiments also found that the feedback gain in the controller (load balancer) affects the performance of load balancing [30]. It is desirable to choose
the fraction of excess load (to be transferred to other nodes) to be close to 0.5 to
achieve a faster response without breaking into oscillatory behavior. The experimental results documented in this dissertation and similar behaviors observed in
experiments on PlanetLab were summarized in [51].
• Nonlinear Model with Resource Constraints.
As load distribution and task processing contend for the same resources on each
computational element in a parallel computer, a deterministic dynamic nonlinear
system was presented to model load balancing for parallel computations incorporating both time delays and resource constraints. The model was presented
with a proof of model consistency and open-loop simulations and experiments in
[196]. It was also shown that the system was Lyapunov stable, but not necessarily asymptotically stable. A distributed closed-loop controller was proposed to
balance load dynamically at each node by using not only local estimates of loads
at other nodes, but also estimates of the number of tasks in transit to the local
node [195]. Experimental results demonstrated substantial improvements in performance using a controller based on the anticipated estimates of workloads over
a controller based on the local workloads only.
• Parallel DNA Database with Load Balancing.
The design and the implementation of a parallel DNA database were documented
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in this dissertation. DNA profiles are stored in portions on each node of the parallel
computer to form a distributed storage and to search in parallel. A DNA search
engine running on each node is based upon the tree-structured rapid search method
as described in [33]. A parallel search server using multi-threads, PVM and object
serialization was presented, demonstrating two orders of magnitude improvements
in transaction time over a search server using hierarchical sockets. The parallel
database with integrated load balancing was presented as well. Experimental
results on the parallel DNA database with integrated load balancing demonstrated
both the efficiency of the multi-threaded parallel search server and the efficacy of
the load balancing strategy. Initial results for parallel searches with load balancing
integrated with a parallel DNA database are documented in [197].

6.2

Directions for Future Research

The ideas, concepts and experimental results presented in this dissertation offer interesting avenues for future research. Several major directions for future research are briefly
discussed as follows.

6.2.1

Discrete Event Model

In this work, the load balancing problem in parallel computing has been modeled as
nonlinear time-delay systems in continuous time. The advantage of using a continuous
state load balancing model is that dynamic properties such as stability and model
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consistency can be analyzed, and precise results can be obtained. However, delays in
practice are not constant when broadcasting queue information, and are not linear in
the size of packets when transferring tasks. The delays in a parallel computer network
depend on many random factors such as network availability and software execution at
each node. In other words, the actual delays are random. In addition, load balancing
actions can not be performed continuously (or at exactly the same intervals), but are
performed in a discrete fashion (depending on relative load level each time). All of these
characteristics of the actual system impact performance, and have not been precisely
captured by the presented continuous state models. An approach to modeling using a
discrete event or hybrid state formulation that accounts for block transfers that occur
after random intervals is advantageous in analyzing the network and load balancing.
To study these effects, a discrete event model using OPNET Modeler has been
developed by J. White in the LIT lab. The OPNET Modeler [169] is a tool suite for the
creation and analysis of discrete event simulations of computer networks. The OPNET
simulations using finite state machine to model a process of load balancing can be seen
in [31], and preliminary results are compared with load balancing experiments in [199].
Both discrete event simulations and experiments demonstrate the superiority of using
the closed loop controller based on anticipated estimates of workloads. An analytical
proof is advantageous to obtain a precise analysis, which is an interesting topic for
future research. Other future work includes development of a more efficient scheme for
load balancing in the presence of random delays, possibly by merging scheduling and
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optimization methods into the discrete event controller.

6.2.2

Dynamic Resource Allocation

Each node running a load balancing strategy can serve as a hot spare node for every
other in the same group by replication of stored data in multiple nodes. The load
balancing strategy for the parallel databases in this work can be extended to a broader
scope: dynamic resource allocation. The objective of dynamic resource allocation is to
allocate the available system resources under dynamic conditions (such as node failures,
system maintenance, database growth, and hardware/software upgrades) in such a way
to maintain suitable performance. The entire parallel search system consists of a server
and a group of nodes connected through a network switch. Resources of this parallel
system that can be allocated include processors (or processing time) on each node,
memory on each node and bandwidth across the network. The complete database of
DNA profiles can be broken down into smaller component databases, which are then
distributed among the nodes running a DNA search engine on each. This allows for these
components of the database to be stored in a distributed fashion and to be searched in
parallel.
Issues that need to be taken into consideration in assigning the DNA profiles among
the nodes include: (1) the initial size of the entire database, and the initial size of
a portion of DNA profiles allocated to each of the nodes depending on the available
memory size and the processor speed of the respective nodes; (2) the rate of growth
of the DNA database, (3) the number of node failures that can (or are allowed to)
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be handled, (4) the database size that would be redistributed in case of a failure of
a particular node, (5) the database size that will be reassigned when new nodes (or
resources) are introduced, (6) the role and the number of hot spare nodes and, (7)
overlapping or non-overlapping database portions. In addition, maintenance of nodes in
a parallel system is required from time to time, and there should be a smooth process
that does so without severely impacting the service time of the requests.
The resources of the parallel computer and the network are subject to constraints.
Preliminary work on dynamic resource allocation has been conducted in the LIT lab to
analyze the relationships between the resources and their constraints, and can be used
to determine the amount of resources required and their allocation. This can be an
interesting topic for future research based upon the present work.

6.2.3

Hierarchical Load Balancing

In a group of nodes with load balancing, every node broadcasts (by multicasting) its
queue information to the other nodes, calculates its relative load level and load transfer
portions, and then sends excess load (if any) to lightly-loaded nodes. It is not difficult to
imagine that communication overhead is an issue when the scale of a group increases to
hundreds or even thousands of nodes for very intensive computations. The experiments
on the parallel machine indicate that the communication overhead increases greatly
when a group has more than 16 nodes. The anticipatory control method can improve
the performance by reducing unnecessary task transfers, but cannot avoid the communication overhead. An approach to balancing load across a large group of nodes is to
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divide nodes into several hierarchies. Each hierarchy, which has several groups of nodes,
is an autonomous system running a group-wise load balancing strategy. In each group,
a node-wise load balancing strategy is executed to balance loads across the group only.
This way, the communication overhead increases linearly with the scale of the system
and can be reduced to a logarithmic order of the number of nodes in the group. By
dividing a parallel system into hierarchical groups, workload across a parallel system of
a large number of nodes can be balanced using hierarchical load balancing method.
Future work includes scaling up the load balancing methodology for larger networks.
For example, while each node broadcasts both its queue size and the number of tasks
in transit to other nodes, the local controller could perhaps send out tasks only to the
nodes corresponding to the m largest values of load transfer portions (i.e., the m nodes
with the largest pij ). This would alleviate the communication cost (time) required to
transfer tasks to all other nodes in the network. Several other extensions are also good
topics for future research. For instance, it will be useful to extend the design of the
parallel DNA database to other large databases of multi-dimensional data with naturally
occurring patterns within the stored data, and to extend the load balancing strategies
to large-scale web servers to obtain the best achievable performance.
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Appendix A
This appendix summarizes the parameters that govern performance of the parallel machine and other selected computers in the Laboratory for Information Technologies
(LIT). The parallel machine consists of one server node root, one file server node shrek,
and 24 computing nodes, consisting of 8 single processor nodes (node01–node08) and
16 dual processor nodes (node09–node24). Zero is the file system server for LIT, while
holly is a client computer which connects to both zero and the parallel machine. Table A.1 lists the specifications of the parallel machine and two selected computers in
the LIT lab. All these computers run the Linux operating system. All the nodes of the
parallel machine, including root and shrek, are connected using a Foundry FastIron II
32-port Gigabit Ethernet switch, which is a wire speed (non-blocking) switch. A Fast
Ethernet network also connects these nodes, using two Netgear 18-port Fast Ethernet
switches. Root, zero, and holly are connected using a D-Link DGS-3224TGR Gigabit
Ethernet switch at gigabit speeds (also wire speed), except for holly, which is connected
at 100-megabit speed.
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Table A.1: Configuration of the nodes of the parallel machine and two selected computers in LIT.
Host

CPU type

Clock speed

CPUs

RAM

Disk size

root

Intel Xeon

2.4 GHz

2

2048MB

120GB

shrek

Intel Xeon

2.4 GHz

2

2048MB

700GB
(RAID5)

node01–
node08
node09–
node24

AMD Athlon

1.33 GHz

1

768MB

80GB

Athlon MP

1.4 GHz

2

1024MB

100GB

zero

Intel Xeon

2.4 GHz

2

3072MB

holly

Athlon XP

1.5 GHz

1

512MB
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80GB
700GB
(RAID5)
80GB

NICs
Intel Pro1000
Intel Pro100
Intel Pro1000
Intel Pro1000
Intel Pro100
Intel Pro1000
Intel Pro100
Intel Pro1000
Intel Pro100
Intel Pro1000
Realtek 100
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