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Abstract
Epistasis among loci is important factor behind the expression of many complex traits, but many analyses have ruled out its possi-
bility. A method to estimate epistasis was introduced with a mixed model using Gibbs sampling (MMGS). The posterior mean estimate
for every possible genotype combined from multiple loci was calculated as the mean of the conditional expected values of the parameters
in post warming-up rounds from Gibbs sampling. A simulation study was performed to compare MMGS with restricted partition
method (RPM). Mean square prediction error (MSPE) using MMGS was smaller than that using RPM (P < 0.05), which might be
due to information loss introduced by grouping of genotypes in RPM. This was also supported by the result that MSPE increased as
the number of merged groups decreased. The simulation study implied that MMGS was more plausible in estimating epistatic eﬀects
than the RPM.
 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A large portion of the phenotypic variation for complex
traits is likely to be explained by heterogeneous epistatic
eﬀects among many genes and their interaction with envi-
ronmental exposures [1]. Yet, most analyses have aimed
to identify the most parsimonious statistical model for
genetic dissection of complex traits and have ignored the
potential epistatic eﬀects, especially without single-locus
additive and dominance eﬀects [2]. The conventional epi-
static model that included all the possible epistatic eﬀects
has a drawback of reduced degrees of freedom due to
increased parameters for epistasis. This might lead to
potentially low power and/or non-estimable statistic in
analysis of epistasis. In order to overcome such problems,
methods for grouping genotypes were recently proposed.
Nelson et al. [3] proposed a combinatorial partition
method (CPM) where subgroups of multilocus genotypes
that predicted quantitative trait variability were identiﬁed
by evaluating all possible partitions. The best genotypic
partition was selected by iterations of selecting subsets
and evaluating their variability with partitions and then
by cross validation of genotypic partitions that explained
a signiﬁcant amount of trait variability. Although the
CPM provided a strategy for evaluating high-dimensional
genetic eﬀects, computational burdens dramatically
increased with a large number of loci.
A modiﬁed algorithm was further studied to reduce
exhaustive search for genotypic partition in the CPM. This
algorithm, called a restricted partition method (RPM) was
designed also to ﬁnd partitions of multilocus genotypes
that explain a signiﬁcant proportion of the observed trait
variation but it restricted its search to avoid evaluation
of partitions that would not explain much of the variation
[4]. The most reasonable partition in this RPM was selected
by iterations of comparing genotype groups by a multiple
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comparison test and combining the pair with the smallest
diﬀerence into a new group. All pair-wise signiﬁcant diﬀer-
ences of the groups brought to a halt of the iteration.
Skepticism about the plausibility of the RPM algorithm
has not been dispelled because of information loss by cat-
egorizing groups with similar epistatic eﬀects. In this study,
we went back to a parametric approach for explaining the
epistasis. In order to overcome the shortage of degrees of
freedom, a mixed model was proposed by treating the epis-
tasis as random eﬀects, and Gibbs sampling as a Markov
chain Monte Carlo was employed for estimating epistasis
in a Bayesian framework. A simulation study was per-
formed to examine the accuracy in predicting epistasis by
this approach and to compare its viability with that of
RPM.
2. Methods
2.1. Mixed model using gibbs sampling
A variety of mixed models using Gibbs sampling
(MMGSs) have been applied for genetic data analyses since
Wang et al. [5] estimated genetic parameters for additive
genetic eﬀects of porcine litter size. In the current study,
we proposed a MMGS to estimate genetic parameters in
multilocus epistatic models.
Suppose a design with epistatic eﬀects with two biallelic
loci. Three genotypes are produced for each locus, and nine
genotypes composed of the two loci can present epistatic
eﬀects. Then, we can present an analytical model as
follows:
yijk ¼ lþ ai þ gj þ eijk ð1Þ
where yijk is a phenotypic value, l is overall mean, ai is a
ﬁxed eﬀect (i = 1, . . . ,na where na is the number of levels
for the ﬁxed eﬀect), gj is a random eﬀect for genotype j
(j = 1, . . . , 3m where m is the number of loci, and 3m = 9
for the two loci in this example), and eijk is a random resid-
ual (k = 1, . . . ,nij where nij is the number of records within
the ﬁxed eﬀect i and the random eﬀect j). The random vari-
ables have independent and identically distributed Normal
distributions; gj  Nð0; r2gÞ and eijk  Nð0; r2eÞ where r2g is
genotypic variance, and r2e is residual variance.
The expression of the analytical model in scalar forms
(Eq. (1)) can be represented in matrix forms as shown
below:
y ¼ Xaþ Zgþ e; ð2Þ
where y is a vector of observations, a is a vector of un-
known ﬁxed eﬀect, and g is a vector of unknown random
genotype eﬀect with the assumption of g  Nð0; I3mr2gÞ.
I3m is identity matrix with the size of 3
m. The e is a vector
of random residuals with the assumption of
e  Nð0; Inr2eÞ, where In is identity matrix with the size of
n. The X and Z are known incidence matrices relating the
ﬁxed and random eﬀects, respectively, to their correspond-
ing observations. Inferences about unknown random geno-
type eﬀects are based on their marginal posterior
distribution in a Bayesian framework. The marginalization
of the joint posterior distribution is attained through Gibbs
sampling that is a numerical integration method based on a
Markov chain Monte Carlo [6].
First, the joint posterior distribution of all parameters in
the model given the data can be expressed by Bayes
theorem:
f ða; g; r2g; r2e jyÞ / f ðyja; g; r2g; r2eÞf ðgjr2gÞpðaÞpðr2gÞpðr2eÞ
ð3Þ
where f ðyja; g; r2g; r2eÞ  NðXaþ Zg; Inr2eÞ and f ðgjr2gÞ  N
ð0; I3mr2gÞ. The p(a), pðr2gÞ, and pðr2eÞ are the priors for a, r2g,
and r2e . For the priors, Uniform distributions are assumed
for the ﬁxed eﬀects, and inverse Gamma distributions are
assumed for the variance components. This is because
application of the Gibbs sampling with ﬂat priors for var-
iance components may yield a theoretically improper pos-
terior distribution, which means the inferences based on
non-existent posterior distributions [7]. Due to lack of pri-
or knowledge, small shape parameters for the inverse Gam-
ma distributions were used in this study. Note that such
conservative choice might lead to an improper posterior
distribution when the mixed linear model would be extend-
ed to generalized linear mixed model [8].
The joint posterior density is:
f ða; g; r2g; r2e jyÞ / rne
 exp  1
2r2e
ðy Xa ZgÞ0ðy Xa ZgÞ
 
 r3mg exp 
1
2r2g
g0g
 !
 ðr2gÞag1 exp
1
cgr2g
 !
 ðr2eÞae1 exp
1
cer2e
 
ð4Þ
where cg and ag are scale and shape parameters for geno-
typic variance component, respectively, and ce and ae are
for environmental variance component. Then full condi-
tional posterior distributions are obtained by deriving the
posterior distribution of each parameter given the data
and all other parameters in the model. The conditional dis-
tribution of a is derived from the joint density (4).
f ðajg; r2e ; yÞ / exp 
1
2r2e
ða X0Xð Þ1X0 y Zgð ÞÞ0 X0Xð Þ

 a X0Xð Þ1X0 y Zgð Þ
 i
ð5Þ
The formula (5) is the kernel of a normal density as
follows:
ajg; r2e ; y  NððX0XÞ1X0ðy ZgÞ; ðX0XÞ1r2eÞ: ð6Þ
Note that we do not derive full conditional density for an
element of a since they are nuisance parameters. The con-
ditional distribution of g is derived from the joint density
(4).
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The formula (7) is also the kernel of a normal density as
follows:
gja; r2g; r2e ; y  N Z0Zþ I3m
r2e
r2g
 !1
Z0ðy XaÞ;
0
@
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Furthermore, full conditional distribution can be derived
for a scalar gj of the vector g where g ¼ ½gj g0j0.
gjja; gj; r2g; r2e ; y  N
P
i
P
k
ðyijk  aiÞP
i
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0
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The full conditional distribution of the genotypic variance
component is
f ðr2gjgÞ / r92ag2g exp 
1
2r2g
g0gþ 2
cg
 !" #
ð10Þ
The formula (10) is the kernel of an inverse Gamma (IG)
distribution, that is
r2gjg  IG
9
2
þ ag; 11
2
g0gþ 1cg
" #
: ð11Þ
The full conditional distribution of the environmental var-
iance component is
f ðr2e ja; g; yÞ / rn2ae2e
 exp  1
2r2e
ðy Xa ZgÞ0ðy Xa ZgÞ þ 2
ce
  
ð12Þ
The formula (12) is the kernel of an IG, that is
r2e ja; g; y  IG
n
2
 ae; 11
2
ðy Xa ZgÞ0ðy Xa ZgÞ þ 1ce
" #
:
ð13Þ
Then iterative sampling is required from the consecutively
updated full conditional posterior distributions as follows.
1) Set arbitrary initial values for a, g, r2g, and r
2
e .
2) Generate r2e using the formula (13), and update r
2
e .
3) Generate r2g using the formula (11), and update r
2
g.
4) Generate g1 using the formula (9), update g1,. . ., gen-
erate g3m using the formula (9), and update g3m .
5) Generate a using the formula (6), and update a.
6) Repeat steps 2 through 5.
The iteration process using the Gibbs sampler should be
repeated many times to obtain reasonable estimates of the
genotypic means [9]. The non-converged samples were
considered as burn-in and therefore discarded. After the
warming-up period, samples were selected at a regular
interval to reduce a correlation of consecutive samples.
The posterior mean estimate of the genotype eﬀect was cal-
culated as the mean of its conditional expected values in the
post warming-up rounds from Gibbs sampling. As the
optimum Bayes decision rule under quadratic loss suggests,
the posterior mean rather than the posterior mode was
calculated.
2.2. Simulated data
Data simulation was performed to examine if MMGS ﬁt
the data with epistasis and to compare MMGS with RPM.
Phenotype assuming a two-locus model was simulated by
adding a corresponding genotypic mean and an error.
The genotypic means assigned to the nine genotypes were
generated from the Normal distribution with the mean of
100 and the variance of 10. The error was generated from
the Normal distribution with the mean of 0 and the vari-
ance of 5, 10, and 20. For each genotype, 5, 10, 50, and
100 phenotypes were simulated. Simulation was devised
also with an unbalanced design. Regardless of the balance
of the design, the average sample size for each genotype
was 5, 10, 50, or 100. The data in an unbalanced design
were generated with the sample size of 2, 3, 4, 4, 5, 6, 6,
7, and 8 with the average of 5 and 2, 4, 6, 8, 10, 12, 14,
16, and 18 with the average of 10. The data in an unbal-
anced design for larger sample sizes were generated with
the sample sizes proportionally corresponding to those in
real data. In another simulation, a ﬁxed eﬀect was addition-
ally included in the phenotypic value. The ﬁxed eﬀect was
randomly assigned with one of ﬁve values: 20, 10, 0,
10, and 20. A total of 48 data sets were simulated from
combinations of variance within genotype (3), sample size
(4), balance of design (2), and existence of ﬁxed eﬀect (2).
Fifty replicates were simulated for each set. The simulation
was programmed using Microsoft Visual C++ compiler 6,
and a random number generator based on Box-Muller
method was used to generate random Gaussian deviates
[10].
2.3. Obesity data
Based on the most contrasting result from MMGS and
RPM for a variety of real data sets, the MMGS was
applied to a set of obesity data to investigate its association
with combined genotypes between b2- and b3-adrenergic
receptor genes (ADRB2 and ADRB3) in 443 unrelated
Korean adolescents (263 males and 180 females) aged 11–
19. Phenotype for obesity was body mass index (BMI) cal-
culated as weight/squared height (kg/m2), and the BMI
adjusted for dietary energy intake was analyzed. Genotype
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was composed of the nucleotide sequence variants, 1053G/C
in the ADRB2 gene and Trp64Arg in the ADRB3 gene. For
details on samples, phenotypes, and genotypes, see Park
et al. [11].
2.4. Analysis of simulated and obesity data
Simulated and obesity data were analyzed by RPM and
MMGS. For RPM, Tukey–Kramer multiple comparison
procedure was utilized to determine whether all multilocus
genotype groups were signiﬁcantly diﬀerent at a false posi-
tive rate of 0.05. When we obtained at least one non-signiﬁ-
cant pair of genotype groups in the comparison, the pairwith
the smallest diﬀerence were merged into one group. The pro-
cedure was iterated until all groups showed signiﬁcantly dif-
ferent means.When the procedure was brought to a halt, the
estimated genotypic mean was obtained for each merged
group. The algorithm was implemented on a 2.40 GHz Pen-
tium 4 PC using Microsoft Visual C++ compiler 6.
For MMGS, the estimated genotypic means were
obtained by the method described in the ﬁrst half of the
Methods section. We implemented this algorithm also
using Microsoft Visual C++ compiler 6, and many rou-
tines programmed in Lee and Pollak’s study [12] were uti-
lized to generate the samples. Gibbsit program [9] was used
to determine burn-in periods and thinning intervals. The
Gibbs sampler was run 52,000 rounds, and the ﬁrst 2000
rounds were discarded as a warming-up period. A thinning
interval of 50 rounds was used to retain sampled values
that reduced lag correlation among thinned samples. The
posterior mean estimate of the genotype eﬀect was calculat-
ed as the mean of its conditional expected values in the post
warming-up rounds from Gibbs sampling. The mean
square prediction error (MSPE) for simulated data was cal-
culated with the genotypic means estimated by the two
methods as following:
MSPE ¼ 1
9
X9
j¼1
ðg^j  gsjÞ2 ð14Þ
where gˆj is the estimated genotypic mean and gsj is the sim-
ulated genotypic mean.
3. Results
3.1. Simulation study
The data simulated only with genotypes were analyzed
by MMGS and RPM, and MSPEs for genotypic means
estimated by each method were compared (Table 1). The
MSPE obtained from MMGS were smaller (P < 0.05) than
the corresponding MSPE from RPM regardless of variance
within genotype, sample size, balance of design. The diﬀer-
ences of MSPEs between the two methods were larger
when the variance within genotype was larger and the sam-
ple size was smaller. The MSPE increased (P < 0.05) either
with a large variance within genotype or with a small sam-
ple size for both methods. The unbalanced design simulat-
ed in this study also led to an increment (P < 0.05) of
MSPE in every possible combination from diﬀerent vari-
ances within genotype and sample sizes. The data simulat-
ed with additional ﬁxed eﬀects were also analyzed, and the
results are summarized in Table 2. Although MSPEs
obtained from MMGS were increased with additional ﬁxed
eﬀects, their statistical signiﬁcances were absent (P > 0.05).
However, MSPEs obtained from RPM dramatically
increased comparing to MSPEs from the data without ﬁxed
eﬀects (P < 0.0001). As a result, the discrepancy between
MSPEs from MMGS and RPM became considerably
increased with the data simulated with ﬁxed eﬀects. The
patterns of increases and decreases by variance within
genotype, sample size, balance of design in the data with
ﬁxed eﬀects were largely corresponding to those in the data
without ﬁxed eﬀects.
The number of merged groups resulted from RPM ran-
ged from 2.10 to 4.44 using the data without ﬁxed eﬀects
(Table 1) and from 1.78 to 2.26 using the data with ﬁxed
eﬀects (Table 2). Regardless of experimental designs, the
mean number of merged groups using the data with ﬁxed
eﬀects was smaller than that using the corresponding data
Table 1
Mean square prediction error (MSPE) of genotypic value for data
simulated without ﬁxed eﬀects by MMGS and RPM
WGVa MSSGb B/Uc MMGS RPM
MSPEd MSPEd NGe
5 5 B 0.78 ± 0.05 1.37 ± 0.08 2.56 ± 0.08
U 0.90 ± 0.06 1.54 ± 0.09 2.50 ± 0.08
10 B 0.39 ± 0.03 0.80 ± 0.05 2.90 ± 0.07
U 0.54 ± 0.04 1.06 ± 0.09 2.74 ± 0.07
50 B 0.08 ± 0.01 0.16 ± 0.01 3.66 ± 0.09
U 0.33 ± 0.03 0.66 ± 0.09 3.24 ± 0.07
100 B 0.04 ± 0.00 0.09 ± 0.01 4.44 ± 0.08
U 0.17 ± 0.02 0.32 ± 0.05 3.90 ± 0.10
10 5 B 1.42 ± 0.09 2.34 ± 0.15 2.26 ± 0.07
U 1.62 ± 0.10 2.80 ± 0.19 2.26 ± 0.06
10 B 0.73 ± 0.04 1.33 ± 0.09 2.52 ± 0.08
U 0.97 ± 0.09 2.00 ± 0.15 2.36 ± 0.07
50 B 0.17 ± 0.01 0.26 ± 0.01 3.12 ± 0.05
U 0.52 ± 0.05 1.08 ± 0.14 2.94 ± 0.07
100 B 0.09 ± 0.01 0.17 ± 0.01 3.78 ± 0.09
U 0.29 ± 0.03 0.59 ± 0.08 3.34 ± 0.07
20 5 B 2.32 ± 0.15 3.98 ± 0.24 2.10 ± 0.04
U 2.48 ± 0.14 4.37 ± 0.32 2.12 ± 0.05
10 B 1.30 ± 0.08 2.38 ± 0.16 2.30 ± 0.07
U 1.70 ± 0.12 3.08 ± 0.27 2.26 ± 0.06
50 B 0.34 ± 0.02 0.51 ± 0.04 2.96 ± 0.06
U 0.81 ± 0.08 1.62 ± 0.18 2.70 ± 0.07
100 B 0.19 ± 0.01 0.30 ± 0.02 3.30 ± 0.07
U 0.47 ± 0.04 0.99 ± 0.12 2.92 ± 0.06
a WGV stands for within genotype variance.
b MSSG stands for mean sample size for genotype.
c B/U stands for balanced or unbalanced showing whether every
genotype has the same sample size or not.
d MSPE presents mean square diﬀerence between the simulated value
and the estimated value.
e NG stands for the number of groups resulted from RPM.
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without ﬁxed eﬀects. Especially, the portion of simulations
merged as one group was negligible (<0.1%) using the data
without ﬁxed eﬀects. The populations merged as one group
increased by 10% when the ﬁxed eﬀects were introduced in
the simulation. The MSPE increased as this number of
merged groups decreased throughout all simulations with-
out ﬁxed eﬀects.
3.2. Obesity study
The adolescent obesity data were analyzed byMMGS and
RPM, and the mean estimates for the combined genotypes
from the two single nucleotide polymorphisms are presented
in Table 3. The estimates fromMMGS showed statistical sig-
niﬁcances (P < 0.05) in genotype combined of ADRB2 CC
and ADRB3 Trp/Trp and in genotype of ADRB2 GG and
ADRB3 Trp/Arg. The nine genotypes were merged into two
groups by RPM. One group included two genotypes;ADRB2
GG–ADRB3 Trp/Arg and ADRB2 CC–ADRB3 Trp/Arg,
and the other group included all the rest.
4. Discussion
Understanding of genetic architecture for complex traits
might greatly depend on epistatic eﬀects among multiple
loci. We introduced MMGS for estimation of the epistasis
in this study and compared it to RPM, a recently devel-
oped non-parametric approach. Both methods overcame
a drawback of remarkable reduction or lack of degrees
of freedom to estimate genetic parameters in a convention-
al method. The MMGS used a Bayesian approach treating
such epistasis as random eﬀects that did not cost degrees of
freedom. The RPM used a grouping of genotypes to
reduce genetic parameters. Lack of biological explanation
for the grouping, however, made it diﬃcult to understand
whether these estimates of epistatic eﬀects would have via-
ble implication to biological epistasis. Also, information
loss whenever two groups with diﬀerent genotypes were
merged into one group might not be negligible. Especially,
iterations of grouping could have led to an undesirable
result that a merged group included the genotypes origi-
nally with signiﬁcant diﬀerence. One percent of data simu-
lated without ﬁxed eﬀects and 31% of data with ﬁxed
eﬀects in this study showed that at least one merged group
included signiﬁcantly diﬀerent genotypes in the simulation.
Another undesirable feature of RPM was that a pair of
genotypes without signiﬁcance was split into two diﬀerent
groups, and the simulation study revealed 14% and 32% of
data without and with ﬁxed eﬀects as the undesirable
cases.
Table 2
Mean square prediction error (MSPE) of genotypic value for data simulated with ﬁxed eﬀects by MMGS and RPM
WGVa MSSGb B/Uc MMGS RPM
MSPEd MSPEd NGe
5 5 B 0.90 ± 0.06 31.62 ± 2.99 1.82 ± 0.07
U 0.99 ± 0.06 35.59 ± 3.14 1.88 ± 0.05
10 B 0.42 ± 0.03 16.55 ± 1.50 1.84 ± 0.07
U 0.55 ± 0.04 19.35 ± 1.80 1.86 ± 0.05
50 B 0.09 ± 0.01 3.88 ± 0.26 2.04 ± 0.04
U 0.32 ± 0.03 10.40 ± 1.63 2.02 ± 0.05
100 B 0.04 ± 0.00 2.35 ± 0.16 2.24 ± 0.06
U 0.19 ± 0.02 5.53 ± 1.00 2.16 ± 0.05
10 5 B 1.59 ± 0.11 32.59 ± 3.07 1.84 ± 0.07
U 1.72 ± 0.10 36.78 ± 3.23 1.88 ± 0.05
10 B 0.78 ± 0.05 16.66 ± 1.51 1.82 ± 0.07
U 0.99 ± 0.06 19.29 ± 1.78 1.86 ± 0.05
50 B 0.18 ± 0.01 3.83 ± 0.27 2.02 ± 0.03
U 0.53 ± 0.05 9.81 ± 1.46 2.02 ± 0.05
100 B 0.09 ± 0.01 2.46 ± 0.16 2.26 ± 0.06
U 0.31 ± 0.03 4.87 ± 0.77 2.14 ± 0.05
20 5 B 2.60 ± 0.14 33.12 ± 3.45 1.78 ± 0.07
U 2.69 ± 0.19 38.13 ± 3.31 1.90 ± 0.05
10 B 1.38 ± 0.19 16.70 ± 1.50 1.80 ± 0.06
U 1.74 ± 0.12 20.45 ± 1.95 1.84 ± 0.06
50 B 0.35 ± 0.03 3.88 ± 0.28 2.02 ± 0.03
U 0.80 ± 0.07 9.07 ± 1.53 1.98 ± 0.05
100 B 0.19 ± 0.01 2.63 ± 0.19 2.22 ± 0.06
U 0.49 ± 0.04 4.63 ± 0.75 2.10 ± 0.04
a WGV stands for within genotype variance.
b MSSG stands for mean sample size for genotype.
c B/U stands for balanced or unbalanced showing whether every genotype has the same sample size or not.
d MSPE presents mean square diﬀerence between the simulated value and the estimated value.
e NG stands for the number of groups resulted from RPM.
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The simulation study showed a larger MSPE using
RPM than using MMGS, and their diﬀerence in MSPE
might be due to the information loss from grouping in
RPM. The MSPE increased as the number of merged
groups resulted from RPM decreased in the simulation
study, and this supported the information loss intro-
duced by grouping. The discrepancy between MSPEs
from RPM and MMGS dramatically increased using
the data simulated with additional ﬁxed eﬀects which
were more likely to be for complex traits. The diﬀerence
also increased with a large variance within genotype,
with a small sample size, or with unbalanced data. These
conditions were all likely to correspond to the features of
real data.
The simulation study suggested that estimates of epistat-
ic eﬀects using MMGS was more accurate than those using
RPM. The method would be applied to analyses of epista-
sis with abundant data on single nucleotide polymor-
phisms. However, a caution should be warranted about
the reliability of estimates obtained with few observations
for any combination of multiple loci. This problem would
be often caused from high-dimensional predictors with
multiple loci. We could assess the degree of reliability with
its standard error empirically obtained using samples gen-
erated from Gibbs sampler.
This MMGS ﬁt the data for association studies with
independent samples. It should not be used with any pedi-
gree information because it was assumed that polygenic
eﬀects for other than the loci included in the analysis were
absent and were included in residuals. If pedigree informa-
tion were available, then the relationship in the pedigree
should have been incorporated with the polymorphic loci
information in the analysis. For example, a ﬁnite locus
model by Du and Hoeschele [13] could explain epistasis
between two loci with pedigree information in closed
populations.
The MMGS would be applied to the studies for epistasis
among only several loci although they are theoretically
applicable to genomewide association study with millions
of SNPs. In reality, the MMGS would be hardly extended
with a large number of loci because of limited sample sizes.
For example, up to 59,049 genotype combinations could be
theoretically created with only 10 loci although many geno-
types might be empty. Also biological explanation for such
higher order epistasis might be hardly proven.
An epistasis in obesity between ADRB2 and ADRB3
was suspected from the results with MMGS and RPM,
which concurred with the results of Park et al. [11]. How-
ever, the two methods rendered quite diﬀerent conclusions.
MMGS suggested ADRB2 GG–ADRB3 Trp/Arg as a risk
genotype and ADRB2 CC–ADRB3 Trp/Trp as a protective
genotype. RPM suggested ADRB2 GG–ADRB3 Trp/Arg
and ADRB2 CC–ADRB3 Trp/Arg as risk genotypes and
the other seven as protective genotypes. Some pairs of
genotypes without signiﬁcance at the initial round of
RPM split into two diﬀerent groups after the ﬁnal round.
This implied that grouping could play a crucial role in cre-
ating the signiﬁcances, which were not found in the ﬁrst
place. For example, ADRB2 CC–ADRB3 Arg/Arg and
ADRB2 CC–ADRB3 Trp/Arg were separated into the risk
and protective genotype groups although they did not diﬀer
initially. Especially, the protective genotypes suggested by
RPM included ADRB2 CC–ADRB3 Arg/Arg that had
only two records with the BMI close to the average for nine
genotypes. Probability of false positive must have increased
without a plausible biological explanation of grouping in
such an application of RPM.
5. Conclusion
We concluded thatMMGSwasmore plausible to estimate
epistatic eﬀects than RPM. It would be possible to better
Table 3
Eﬀects of genotypes combined between 1053G/C in the ADRB2 gene and Trp64Arg in the ADRB3 gene on the adolescent obesity using MMGS and RPM
ADRB2 1053G/C
GG GC CC
Sample size
ADRB3 Trp64Arg Trp/Trp 99 162 63
Trp/Arg 41 52 14
Arg/Arg 6 4 2
MMGS
ADRB3 Trp64Arg Trp/Trp 22.07 ± 0.32 21.76 ± 0.29 20.95 ± 0.45a
Trp/Arg 24.01 ± 0.42a 22.15 ± 0.50 22.96 ± 0.98
Arg/Arg 21.93 ± 1.08 22.33 ± 1.12 22.28 ± 2.27
RPM
ADRB3 Trp64Arg Trp/Trp 21.90 ± 0.21 (B) 21.90 ± 0.21 (B) 21.90 ± 0.21 (B)
Trp/Arg 23.89 ± 0.49 (A) 21.90 ± 0.21 (B) 23.89 ± 0.49 (A)
Arg/Arg 21.90 ± 0.21 (B) 21.90 ± 0.21 (B) 21.90 ± 0.21 (B)
For MMGS, the analytical model included sex as a ﬁxed eﬀect. Mean ± standard deviation (kg/m2) was empirically obtained from samples generated from
Gibbs sampling. Note that the mean is overall mean plus genotype eﬀect for comparison with the mean using RPM and that the standard deviation
obtained here is corresponding to standard error obtained using RPM.
For RPM, mean ± standard error (kg/m2) was obtained for merged groups, and A or B in parenthesis indicates the merged group.
a Means P < 0.05 from testing.
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explain the total phenotypic variance with MMGS by esti-
mating ﬁxed eﬀects and further by estimating additive and
dominance eﬀects separately with epistatic eﬀects. The
MMGS could also be applied to other epistatic models with
additive-by-additive, dominance-by-dominance, and/or addi-
tive-by-dominance eﬀects for complex traits. Furthermore,
the extension of MMGS to analyses of dichotomous and cat-
egorical phenotypes could be utilized by use of link functions.
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