Scientific Assessment of Ozone Depletion: 2018, Global Ozone Research and Monitoring Project-Report No. 58 by Fahey, David et al.
HAL Id: hal-02344136
https://hal.archives-ouvertes.fr/hal-02344136
Submitted on 3 Nov 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Scientific Assessment of Ozone Depletion: 2018, Global
Ozone Research and Monitoring Project-Report No. 58
David Fahey, Paul A. Newman, John A. Pyle, Bonfils Safari, Martyn P.
Chipperfield, David Karoly, Doug E. Kinnison, Malcolm Ko, Michelle Santee,
Sarah J. Doherty
To cite this version:
David Fahey, Paul A. Newman, John A. Pyle, Bonfils Safari, Martyn P. Chipperfield, et al.. Scientific
Assessment of Ozone Depletion: 2018, Global Ozone Research and Monitoring Project-Report No.
58. World Meteorological Organization, 588 p., 2018, 978-1-7329317-1-8. ￿hal-02344136￿
SCIENTIFIC ASSESSMENT OF
OZONE DEPLETION: 2018
World Meteorological Organization
Global Ozone Research and Monitoring Project—Report No. 58
World Meteorological Organization
United Nations Environment Programme
National Oceanic and Atmospheric Administration
National Aeronautics and Space Administration
European Commission
World Meteorological Organization
7bis avenue de la Paix
Case postale 2300
CH-1211 Geneva 2
Switzerland
United Nations Environment Programme
Ozone Secretariat
P.O. Box 30552
Nairobi, 00100
Kenya
US Department of Commerce
National Oceanic and Atmospheric Administration
14th  Street and Constitution Avenue NW
Herbert C. Hoover Building, Room 5128
Washington, D. C. 20230
National Aeronautics and Space Administration
Earth Science Division
NASA Headquarters
300 E. Street SW
Washington, D.C. 20546-0001
European Commission
Directorate-General for Research 
B-1049 Bruxelles 
Belgium
Published online January 2019
ISBN: 978-1-7329317-1-8
This report is available on the internet at the following locations: 
http://ozone.unep.org/science/assessment/sap
https://www.esrl.noaa.gov/csd/assessments/ozone/2018/
This document should be cited as: 
WMO (World Meteorological Organization), Scientific Assessment 
of Ozone Depletion: 2018, Global Ozone Research and Monitoring 
Project–Report No. 58, 588 pp., Geneva, Switzerland, 2018.
Example Chapter Citation:
Engel, A. and M. Rigby (Lead Authors), J.B. Burkholder, R.P. Fernandez, 
L. Froidevaux, B.D. Hall, R. Hossaini, T. Saito, M.K. Vollmer, and B. Yao, 
Update on Ozone-Depleting Substances (ODSs) and Other Gases of 
Interest to the Montreal Protocol, Chapter 1 in Scientific Assessment of
Ozone Depletion: 2018, Global Ozone Research and Monitoring 
Project–Report No. 58, World Meteorological Organization, Geneva, Switzerland, 2018.
Inside cover image: Adapted from Adobe Stock photo
World Meteorological Organization 
Global Ozone Research and Monitoring Project–Report No. 58
Scientific ASSeSSment of
ozone Depletion: 2018
World Meteorological Organization
United Nations Environment Programme
National Oceanic and Atmospheric Administration
National Aeronautics and Space Administration
European Commission
This page was intentionally left blank.
iii
Scientific Assessment of Ozone Depletion: 2018
Assessment Co-chairs
David W. Fahey
Paul A. Newman
John A. Pyle
Bonfils Safari
Scientific Steering Committee
David W. Fahey
Paul A. Newman
John A. Pyle
Bonfils Safari
Martyn P. Chipperfield
David J. Karoly
Doug Kinnison
Malcolm K. Ko
Michelle Santee
Assessment Coordinator
Sarah J. Doherty
Chapter Lead Authors
Chapter 1: Update on Ozone-Depleting Substances (ODSs) and
Other Gases of Interest to the Montreal Protocol
Andreas Engel and Matthew Rigby
Chapter 2: Hydrofluorocarbons (HFCs)
Stephen A. Montzka and Guus J.M. Velders
Chapter 3: Update on Global Ozone: Past, Present, and Future
Peter Braesicke and Jessica Neu
Chapter 4: Polar Stratospheric Ozone: Past, Present, and Future
Ulrike Langematz and Matthew B. Tully
Chapter 5: Stratospheric Ozone Changes and Climate
Alexey Yu. Karpechko and Amanda C. Maycock
Chapter 6: Scenarios and Information for Policymakers
Lucy J. Carpenter and John S. Daniel
Twenty Questions and Answers About the Ozone Layer: 2018 Update
Ross J. Salawitch
Appendix A: Summary of Abundances, Lifetimes, ODPs, REs, GWPs, and GTPs
James B. Burkholder
Report Design and Production
Debra A. Dailey-Fisher and Ann M. Reiser
Full list of contributors given in Appendix D
This page was intentionally left blank.
vIvar Sigmund Angell Isaksen  (1937–2017) (Professor in the Department 
of Geosciences at the University of Oslo) passed away on 16 May 2017. Ivar 
grew up in Djupvik in Lyngen in North Troms. He joined the University of 
Oslo’s Department of Geophysics in 1967 and received his doctoral degree 
at the University of Oslo in 1973. He then became professor of theoretical 
meteorology in 1981 at the University of Oslo. Ivar’s awards included the 
National Oceanographic and Administration (NOAA) Award for outstanding 
scientific achievement in 1975; the 1990 Norwegian Ministry of Environment 
award for Environmental Research; the University of Thessaloniki Award, 2000, 
for Scientific Achievement; the European Physical Society and The Balkan 
Physical Union Award for outstanding contribution in Environmental Physics, 
2002; and an Honorary doctorate at the University of Athens, 2009. He was elected to the International Ozone 
Commission in 1984, and was its President from 2004-2008. Ivar was a major contributor to the Scientific 
Assessments of Ozone Depletion as an author, co-author, coordinator, and reviewer. He was an author of the very 
first international assessment “The Stratosphere 1981”, and then contributed to every report up to “The Scientific 
Assessment of Ozone Depletion: 2010”.  Ivar’s final comments were from May 2013, when he recommended that 
the 2014 Assessment should tackle overlapping topics with the climate community.
Photo credit: CICERO (the Norwegian Center for International Climate Research)
Ralph J. Cicerone (1943–2016) (Retired President of the National Academy 
of Sciences) passed away on 5 November 2016 in Milburn, New Jersey. Ralph 
was born in New Castle, Pennsylvania on 2 May 1943. Ralph received his 
undergraduate degree from the Massachusetts Institute of Technology in 1965, 
and his doctoral degree from the University of Illinois at Urbana–Champaign in 
1970. While at the University of Michigan in 1974, Ralph and his colleague Rich 
Stolarski showed that chlorine catalysis of ozone destruction could add a crucial 
piece of the puzzle to the questions about the stratospheric ozone photochemical 
balance. Subsequently, Ralph moved to the Scripps Institution of Oceanography 
at UC San Diego, and in 1980 became a senior scientist and director of the 
Atmospheric Chemistry Division at the National Center for Atmospheric 
Research in Boulder, Colorado. Ralph migrated west to the University of California, Irvine (UCI), in 1989 
where he founded the Department of Earth System Science and eventually became the University Chancellor. 
In 2005, Ralph became the 21st President of the US National Academy of Science. Amongst Ralph’s awards are 
the 1999 Bower Award and Prize for Achievement in Science; the American Geophysical Union’s (AGU) 1979 
James B. Macelwane Award; AGU’s 2002 Roger Revelle Medal; and the World Cultural Council’s 2004 Albert 
Einstein World Award of Science. Ralph was also recognized in the 1995 Nobel Prize in chemistry awarded to 
F. Sherwood Rowland, Mario Molina, and Paul Crutzen for his work on chlorine chemistry in the stratosphere. 
Ralph was a co-author of the very first international assessment “The Stratosphere 1981”. Ralph was also a co-
author of “Atmospheric Ozone: 1985” that formed the scientific foundation for the Montreal Protocol. He also 
contributed to the “Report of the International Ozone Trends panel – 1988”, and to the “Scientific Assessment 
of Ozone Depletion: 1994”.
Photo credit: Courtesy of the National Academy of Sciences / Photographer: Mark Finkenstaedt
RemembRances
 It is with sadness that we note the passing of the following scientists who have played leading roles in 
the international scientific assessments of the ozone layer.
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ES.3
HigHligHtS
Scientific ASSeSSment of ozone Depletion: 2018
The Assessment documents the advances in scientific understanding of ozone depletion reflecting the thinking of the many 
international scientific experts who have contributed to its preparation and review.  These advances add to the scientific 
basis for decisions made by the Parties to the Montreal Protocol. It is based on longer observational records, new chemis-
try-climate model simulations, and new analyses.  Highlights since the 2014 Assessment are: 
Actions taken under the Montreal Protocol have led to decreases in the atmospheric abundance of controlled 
ozone-depleting substances (ODSs) and the start of the recovery of stratospheric ozone. The atmospheric abun-
dances of both total tropospheric chlorine and total tropospheric bromine from long-lived ODSs controlled under 
the Montreal Protocol have continued to decline since the 2014 Assessment. The weight of evidence suggests that the 
decline in ODSs made a substantial contribution to the following observed ozone trends:
The Antarctic ozone hole is recovering, while continuing to occur every year. As a result of the Montreal Protocol much 
more severe ozone depletion in the polar regions has been avoided. 
Outside the polar regions, upper stratospheric ozone has increased by 1–3% per decade since 2000. 
No significant trend has been detected in global (60°S–60°N) total column ozone over the 1997–2016 period with 
average values in the years since the last Assessment remaining roughly 2% below the 1964–1980 average. 
Ozone layer changes in the latter half of this century will be complex, with projected increases and decreases in different 
regions. Northern Hemisphere mid-latitude total column ozone is expected to return to 1980 abundances in the 2030s, 
and Southern Hemisphere mid-latitude ozone to return around mid-century. The Antarctic ozone hole is expected to 
gradually close, with springtime total column ozone returning to 1980 values in the 2060s. [ES Sections 1 and 3]
The Kigali Amendment is projected to reduce future global average warming in 2100 due to hydrofluorocarbons 
(HFCs) from a baseline of 0.3–0.5 oC to less than 0.1 oC. The magnitude of the avoided temperature increase due to 
the provisions of the Kigali Amendment (0.2 to 0.4 oC) is substantial in the context of the 2015 Paris Agreement, which 
aims to keep global temperature rise this century to well below 2 oC above pre-industrial levels. [ES Section 2]
There has been an unexpected increase in global total emissions of CFC-11. Global CFC-11 emissions derived from 
measurements by two independent networks increased after 2012, thereby slowing the steady decrease in atmospheric 
concentrations reported in previous Assessments. The global concentration decline over 2014 to 2016 was only two-
thirds as fast as it was from 2002 to 2012. While the emissions of CFC-11 from eastern Asia have increased since 2012, 
the contribution of this region to the global emission rise is not well known. The country or countries in which emis-
sions have increased have not been identified. [ES Section 1]
Sources of significant carbon tetrachloride emissions, some previously unrecognised, have been quantified. These 
sources include inadvertent by-product emissions from the production of chloromethanes and perchloroethylene, 
and fugitive emissions from the chlor-alkali process. The global budget of carbon tetrachloride is now much better 
understood than was the case in previous Assessments, and the previously identified gap between observation-based 
and industry-based emission estimates has been substantially reduced. [ES Sections 1 and 5]
Continued success of the Montreal Protocol in protecting stratospheric ozone depends on continued compliance 
with the Protocol. Options available to hasten the recovery of the ozone layer are limited, mostly because actions that 
could help significantly have already been taken. Remaining options such as complete elimination of controlled and 
uncontrolled emissions of substances such as carbon tetrachloride and dichloromethane; bank recapture and destruc-
tion of CFCs, halons, and HCFCs; and elimination of HCFC and methyl bromide production would individually lead 
to small-to-modest ozone benefits. Future emissions of carbon dioxide, methane, and nitrous oxide will be extremely 
important to the future of the ozone layer through their effects on climate and on atmospheric chemistry. Mitigation of 
nitrous oxide emissions would also have a small-to-modest ozone benefit. [Figure ES-9, ES Section 5]
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prefAce
This document contains information upon which the Parties to the Montreal Protocol on Substances that Deplete 
the Ozone Layer (“The Parties”) will base their future decisions regarding protection of the stratospheric ozone layer 
and climate from the production and consumption of ozone-depleting substances (ODSs) and their replacements.
The Charge to the Assessment Panels
Specifically, Article 6 of the Montreal Protocol on Substances that Deplete the Ozone Layer states: 
Beginning in 1990, and at least every four years thereafter, the Parties shall assess the control measures 
provided for in Article 2 and Articles 2A to 2I on the basis of available scientific, environmental, tech-
nical and economic information. 
To provide the mechanisms whereby these assessments are conducted, the Montreal Protocol further states: 
“. . . the Parties shall convene appropriate panels of experts” and “the panels will report their con-
clusions . . . to the Parties.”
To meet this request, the Scientific Assessment Panel (SAP), the Environmental Effects Assessment Panel, and the 
Technology and Economic Assessment Panel each prepare, about every 3–4 years, major assessments that update 
the state of understanding in their purviews. These assessments are made available to the Parties in advance of their 
annual meetings at which they consider amendments and adjustments to the provisions of the Montreal Protocol.
Sequence of Scientific Assessments
The 2018 Assessment is the latest in a series of assessments prepared by the world’s leading experts in the atmospheric 
sciences and under the auspices of the Montreal Protocol in coordination with the World Meteorological Organization 
(WMO) and/or the United Nations Environment Programme (UN Environment). The 2018 Assessment is the ninth 
in the series of major assessments that have been prepared by the Scientific Assessment Panel as direct input to the 
Montreal Protocol process. The chronology of the nine scientific assessments of ozone depletion, along with other 
relevant reports and international policy decisions, are summarized in Table ES-1.
2018 Assessment Terms of Reference
The terms of reference of the 2018 Assessment were decided at the 27th Meeting of the Parties to the Montreal 
Protocol in Dubai, United Arab Emirates (1–5 November 2015) in their Decision XXVII/61:
5. To request the assessment panels to bring to the notice of the Parties any significant developments 
which, in their opinion, deserve such notice, in accordance with decision IV/13;
7. To request the Scientific Assessment Panel to undertake, in its 2018 report, a review of the sci-
entific knowledge as dictated by the needs of the Parties to the Montreal Protocol, as called for in 
the terms of reference for the panels,  taking into account those factors stipulated in Article 3 of the 
Vienna Convention, including estimates of the levels of ozone-layer depletion attributed to the re-
maining potential emissions of ozone-depleting substances and an assessment of the level of global 
emissions of ozone depleting substances below which the depletion of the ozone layer could be 
comparable to various other factors such as the natural variability of global ozone, its secular trend 
over a decadal timescale and the 1980 benchmark level;
1 Decision XXVII/6: Potential areas of focus for the 2018 quadrennial reports of the Scientific Assessment Panel, the Environmental Effects 
Assessment Panel and the Technology and Economic Assessment Panel.
ES.8
Executive Summary | Executive Summary
and in their Decision XXVII/72:
7. To request the Technology and Economic Assessment Panel and the Scientific Assessment Panel 
to continue their analysis of the discrepancies between observed atmospheric concentrations and 
reported data on carbon tetrachloride and to report and provide an update on their findings to the 
Twenty-Eighth Meeting of the Parties.
Significant developments since the 2014 Assessment that are included in the 2018 Assessment are (i) the adoption 
of the Kigali Amendment in 2016 to phase down global hydrofluorocarbon (HFC) production and consumption; 
(ii) the recognition of increased global emissions of CFC-11; and (iii) an improved understanding of the budget of 
carbon tetrachloride (CCl4).
The Assessment Process
The process of writing the current Assessment started early in 2016. The SAP co-chairs considered suggestions from 
the Parties regarding experts from their countries who could participate in the process. Further, an ad hoc interna-
tional scientific advisory group was formed to suggest authors and reviewers from the world scientific community 
and to help craft the Assessment outline. As in previous Assessments, the participants represented experts from 
the developed and developing world who bring a special perspective to the process and whose involvement in the 
Assessment contributes to capacity building. The Appendix provides a listing of the approximately 280 scientists 
from 31 countries who contributed to the preparation and review of the Assessment. 
An initial letter was sent to a large number of scientists and policy makers in November 2016 soliciting comments 
and inputs on a draft outline along with suggestions for authors for the 2018 Assessment. This was followed by 
revisions to the outline and recruitment of lead authors and co-authors. The steering committee and lead authors 
met in London, UK, in May 2017 to review the revised chapter outlines. The chapter writing process produced five 
drafts between mid-September 2017 and August 2018 aided by two author team meetings (Boulder, Colorado, USA 
and Les Diablerets, Switzerland). The first and third drafts were formally peer-reviewed by a large number of expert 
reviewers. The chapters were revised by the author teams based on the extensive review comments (numbering over 
5000) and the review editors for each chapter provided oversight of the revision process to ensure that all comments 
were addressed appropriately.
At a meeting in Les Diablerets, Switzerland, held on 16–20 July 2018, the Executive Summary contained herein 
was prepared and completed by the 68 attendees of the meeting. These attendees included the steering committee, 
chapter lead authors, review editors, some chapter co-authors (selected by the chapter leads), reviewers (selected by 
the review editors), and some leading experts invited by the steering committee. The Executive Summary, initially 
drafted by the Assessment steering committee, was reviewed, revised, and approved line-by-line. The Highlights 
section was drafted during the meeting to provide a concise summary of the Executive Summary.
The success of the 2018 Assessment depended on the combined efforts and commitment of a large international 
team of scientific researchers who volunteered their time as lead authors, contributors, reviewers, and review editors 
and on the skills and dedication of the assessment coordinator and the editorial and production staff, who are listed 
at the end of this report. 
2 Decision XXVII/7: Investigation of carbon tetrachloride discrepancies.
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Table ES-1. Chronology of scientific reports and policy decisions related to ozone depletion.
Year Policy Decisions Scientific Reports
1981 The Stratosphere 1981: Theory and Measurements. WMO No. 11.
1985 Vienna Convention Atmospheric Ozone 1985. Three volumes. WMO No. 16.
1987 Montreal Protocol
1988 International Ozone Trends Panel Report 1988.
Two volumes. WMO No. 18.
1989 Scientific Assessment of Stratospheric Ozone: 1989.
Two volumes. WMO No. 20.
1990 London Adjustment
   and Amendment
1991 Scientific Assessment of Ozone Depletion: 1991. WMO No. 25.
1992 Methyl Bromide: Its Atmospheric Science, Technology, and Economics 
(Montreal Protocol Assessment Supplement). UNEP (1992)
1992 Copenhagen Adjustment
   and Amendment
1994 Scientific Assessment of Ozone Depletion: 1994. WMO No. 37.
1995 Vienna Adjustment
1997 Montreal Adjustment
   and Amendment
1998 Scientific Assessment of Ozone Depletion: 1998. WMO No. 44.
1999 Beijing Adjustment
   and Amendment
2002 Scientific Assessment of Ozone Depletion: 2002. WMO No. 47.
2006 Scientific Assessment of Ozone Depletion: 2006. WMO No. 50.
2007 Montreal Adjustment
2010 Scientific Assessment of Ozone Depletion: 2010. WMO No. 52.
2014 Scientific Assessment of Ozone Depletion: 2014. WMO No. 55.
2016 Kigali Amendment
2018 Scientific Assessment of Ozone Depletion: 2018. WMO No. 58.
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The 1985 Vienna Convention for the Protection of the Ozone Layer is an international agreement in which United 
Nations States recognized the fundamental importance of preventing damage to the stratospheric ozone layer. The 
1987 Montreal Protocol on Substances that Deplete the Ozone Layer and its succeeding amendments, adjustments, 
and decisions were subsequently negotiated to control the consumption and production of anthropogenic ozone-de-
pleting substances (ODSs) and some hydrofluorocarbons (HFCs). The Montreal Protocol Parties base their deci-
sions on scientific, environmental, technical, and economic information that is provided by their technical panels. 
The Protocol requests quadrennial reports from its Scientific Assessment Panel that update the science of the ozone 
layer. This Executive Summary (ES) highlights the key findings of the Scientific Assessment of Ozone Depletion: 2018, 
as put together by an international team of scientists. The key findings of each of the six chapters of the Scientific 
Assessment have been condensed and formulated to make the ES suitable for a broad audience.  
Ozone depletion is caused by human-related emissions of ODSs and the subsequent release of reactive halogen 
gases, especially chlorine and bromine, in the stratosphere. ODSs include chlorofluorocarbons (CFCs), bromine-c-
ontaining halons and methyl bromide, hydrochlorofluorocarbons (HCFCs), carbon tetrachloride (CCl4), and methyl 
chloroform. The substances controlled under the Montreal Protocol are listed in the various annexes to the agree-
ment (CFCs and halons under Annex A and B, HCFCs under Annex C, and methyl bromide under Annex E)3. 
These ODSs are long-lived (e.g., CFC-12 has a lifetime greater than 100 years) and are also powerful greenhouse 
gases (GHGs). As a consequence of Montreal Protocol controls, the stratospheric concentrations of anthropogenic 
chlorine and bromine are declining.
In addition to the longer-lived ODSs, there is a broad class of chlorine- and bromine-containing substances known 
as very short-lived substances (VSLSs) that are not controlled under the Montreal Protocol and have lifetimes short-
er than about 6 months. For example, bromoform (CHBr3) has a lifetime of 24 days, while chloroform (CHCl3) has 
a lifetime of 149 days. These substances are generally destroyed in the lower atmosphere in chemical reactions.  In 
general, only small fractions of VSLS emissions reach the stratosphere where they contribute to chlorine and bro-
mine levels and lead to increased ozone depletion. 
The Montreal Protocol’s control of ODSs stimulated the development of replacement substances, firstly HCFCs and 
then HFCs, in a number of industrial sectors. While HFCs have only a minor effect on stratospheric ozone, some 
HFCs are powerful GHGs. Previous Assessments have shown that HFCs have been increasing rapidly in the atmo-
sphere over the last decade and were projected to increase further as global development continued in the coming 
decades.  The adoption of the 2016 Kigali Amendment to the Montreal Protocol (see Annex F) will phase down the 
production and consumption of some HFCs and avoid much of the projected global increase and associated climate 
change.
Observations of atmospheric ozone are made by instruments on the ground and on board balloons, aircraft, and 
satellites. This network of observations documented the decline of ozone around the globe, with extreme depletions 
occurring over Antarctica in each spring and occasional large depletions in the Arctic, and they allowed us to report 
some indications of recovery in stratospheric ozone in the 2014 Assessment. The chemical and dynamical processes 
controlling stratospheric ozone are well understood, with ozone depletion being fundamentally driven by the atmo-
spheric abundances of chlorine and bromine. 
3 Montreal Protocol Handbook, 2018.
ES.12
Executive Summary | Executive Summary
Previous Assessments have shown projections of decreasing ODSs, and models show that global ozone should in-
crease as a result. Models have also demonstrated that increasing concentrations of the GHGs carbon dioxide (CO2) 
and methane (CH4) during this century will cause global ozone levels to increase beyond the natural level of ozone 
observed in the 1960s, primarily because of the cooling of the upper stratosphere and a change of the stratospheric 
circulation. On the other hand, the chemical effect of increasing concentrations of nitrous oxide (N2O), another 
GHG, will be to deplete stratospheric ozone.
This 2018 Assessment is the ninth in a series that is provided to the Montreal Protocol by its Scientific Assessment 
Panel. In this Assessment, many of our previous Assessment findings are strengthened and new results are present-
ed. A clear message of the 2018 Assessment is that the Montreal Protocol continues to be effective at reducing the 
atmospheric abundance of ODSs. 
Terminology used in the Executive Summary
Equivalent effective stratospheric chlorine (EESC)
EESC is a metric for representing ODS levels in the stratosphere. It is calculated based upon three factors: surface 
atmospheric concentrations of individual ODSs and their number of chlorine and bromine atoms, the relative 
efficiency of chlorine and bromine for ozone depletion, and the time required for the substances to reach dif-
ferent stratospheric regions and break down to release their chlorine and bromine atoms. As EESC continues 
to decrease in response to Montreal Protocol provisions, stratospheric ozone is expected to increase. In this 
Assessment, EESC does not include chlorine and bromine from very short-lived substances (VSLSs). 
Representative concentration pathways (RCPs)
Representative concentration pathways (RCPs) were developed by the Intergovernmental Panel on Climate 
Change (IPCC) to help describe how climate change may evolve out to the year 2100. The RCPs define a timeline 
of atmospheric concentrations of greenhouse gases (GHGs) expressed in units of GtCO2-eq. The four pathways, 
RCP-2.6, RCP-4.5, RCP-6.0, and RCP-8.5, are labeled by the radiative forcing assumed for 2100 (i.e., RCP-2.6 
has a global-mean radiative forcing from GHGs in 2100 of 2.6 W m-2). RCP-2.6 assumes that GHG emissions 
will peak before 2020; RCP-4.5 assumes a peak around 2040; RCP-6.0 assumes a peak around 2080; and RCP-8.5 
assumes no peak before 2100. Each scenario includes certain socio-economic assumptions about fossil-fuel use 
and other aspects related to GHG emissions.
Ozone-depleting substance (ODS)
An ODS is a substance that leads to stratospheric ozone depletion. Under the Montreal Protocol, most of the 
widely used ODSs are controlled under Annexes A, B, C, and E. These include, among others, chlorofluorocar-
bons (CFCs), carbon tetrachloride (CCl4), methyl chloroform (CH3CCl3), halons, methyl bromide (CH3Br) and 
hydrochlorofluorocarbons (HCFCs). These ODSs typically have sufficiently long atmospheric lifetimes to reach 
the stratosphere after being emitted at the surface. Methyl bromide is the shortest-lived of the controlled sub-
stances and has natural and anthropogenic sources. Other ODSs are not controlled under the Montreal Protocol. 
ES.13
Executive Summary | Executive Summary
Ozone depletion potential (ODP)
The Ozone Depletion Potential (ODP) is a metric for determining the relative strength of a chemical to destroy 
ozone. The ODP of a substance is defined as the ratio of the change in global ozone for a given mass emission 
of the substance to the change in global ozone for the same mass emission of CFC-11 (CFCl3). ODPs provide a 
direct method for comparing the impacts of specific substances on the ozone layer. 
Halogenated very short-lived substances (VSLSs)
Halogenated very short-lived substances (VSLSs) have atmospheric lifetimes less than 0.5 year and yet make a 
contribution to stratospheric chlorine or bromine levels. As short-lived ODSs, a large fraction of VSLS emissions 
are destroyed in the troposphere, limiting the fraction of emissions that reaches the stratosphere and causes 
ozone depletion. VSLS emissions that occur in regions with rapid transport to the stratosphere will make an 
enhanced contribution to stratospheric halogen levels. Hence, the ODP of a VSLS is generally dependent on 
assumptions about the emission source region and time of the year of the emissions. VSLSs are not controlled 
under the Montreal Protocol.
Global warming potentials (GWPs)
The global warming potential (GWP) is a metric for determining the relative contribution of a substance to 
climate warming. GWP is defined as the ratio of the radiative forcing for a given mass emission of a substance 
relative to the same mass emission of CO2 summed over a given time period (typically 20 or 100 years). In this 
Assessment, a 100-yr time window is implied unless otherwise stated. For a given mass emissions of a substance, 
the CO2-equivalent (CO2-eq) value is defined as the emissions multiplied by the respective GWP value, noting 
that the GWP of CO2 is defined to be unity.
14
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[1] Concentrations and trends in ozone-depleting substances (ODSs)
Total chlorine and total bromine 
Our confidence that the Montreal Protocol is continuing to work is based on a sustained network of measurements of 
the long-lived source gas concentrations over several decades. These measurements allow the determination of global 
concentrations, their interhemispheric differences, and their trends. Combined with lifetime information, the data allow 
us to derive historical emissions which can be compared with emissions derived from data reported to UN Environment.
• The atmospheric abundances of both total tropospheric chlorine and total tropospheric bromine from 
long-lived ODSs controlled under the Montreal Protocol have continued to decline since the 2014 
Assessment (Figure ES-1, panels a, b; Table ES-2). 
• During the period 2012–2016, the observed rate of decline in tropospheric chlorine due to controlled 
substances was 12.7 ± 0.9 ppt Cl yr-1, which is very close to the baseline projection from the 2014 
Assessment. The net rate of change was the result of a slower than projected decrease in CFC concentrations 
and a slower than projected increase in HCFCs relative to the 2014 scenario. That scenario was based on the 
maximum allowed production of HCFCs from Article 5 countries under the Montreal Protocol.
• The decrease of chlorine from controlled substances has partly been offset by increases in the mainly 
natural CH3Cl and mainly anthropogenic very short-lived gases, which are not controlled under the 
Montreal Protocol.
National Oceanic and Atmospheric Administration
National Aeronautics and Space Administration
United Nations Environment Programme
World Meteorological Organization
European Commission
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Table ES-2. Contributions of various long-lived ozone-depleting substances controlled under the Montreal Pro-
tocol to tropospheric organic chlorine and bromine in 2016, and annual average trends between 2012 and 2016. 
Contribution to 
tropospheric chlorine 
and bromine in 20161 
(ppt Cl/Br)
Changes in tropospheric chlorine 
and bromine (in parts per trillion 
(ppt) (Cl/Br) yr -1) from early-2012 to 
late-2016
Controlled chlorine substances by group
chlorofluorocarbons (CFCs) 1979 −12.0 ± 0.4
methyl chloroform (CH3CCl3) 7.8 −2.0 ± 0.5
carbon tetrachloride (CCl4) 322 −4.5 ± 0.2
hydrochlorofluorocarbons (HCFCs) 309 +5.9 ± 1.3
halon-1211 3.6 −0.1 ± 0.01
Total Chlorine from controlled substances 2621 −12.7 ± 0.9
Controlled bromine substances by group
halons 7.8 −0.1 ± 0.01
methyl bromide (CH3Br)
2 6.8 −0.04 ± 0.05
Total bromine from controlled substances 14.6 −0.15 ± 0.04
1 Values are annual averages.
2 Not all CH3Br emissions are controlled. Some anthropogenic uses of CH3Br are exempted from Montreal
 Protocol controls, and CH3Br has natural sources, which results in a natural background concentration. 
Figure ES-1. Timeline of: a) CFC-11-equivalent emissions, b) equivalent effective chlorine, c) global total ozone, 
and d) October Antarctic total ozone. Annual CFC-11-equivalent emissions are computed for the ODSs shown 
in the legend by multiplying mass emissions of a substance by its ODP (panel a). Historical emissions are derived 
from the measured atmospheric concentrations of individual ODSs from measurement networks. The future pro-
jections of emissions assume full compliance with the Montreal Protocol and use standard methodologies based 
on reported production, inventory-estimates of the banks and release rates. The annual abundances of equivalent 
effective chlorine (EECl), shown for the global surface, are based on surface abundances (measured or derived 
from projected emissions and lifetimes) of the chlorine- and bromine-containing substances (panel b). The bro-
mine abundances are weighted by a factor of 65 to account for the greater efficiency of bromine in ozone destruc-
tion reactions in the atmosphere. Global total column ozone represents an average over 60°N to 60°S latitudes 
(panel c) and Antarctic total column ozone represents an average over 60°S to 80°S latitudes (panel d). Panels (c) 
and (d) include a comparison of chemistry-climate model results (black lines with gray shadings indicating uncer-
tainty ranges) and available observations (data points). The model projections into the future assume compliance 
with the Montreal Protocol and an increase in GHGs following the RCP-6.0 scenario. The lines with arrows mark 
when CFC-11-equivalent emissions (a), EECl (b) and ozone abundances (c and d) return to their 1980 values. [Data 
sources are: panel (a) mixing ratios in Figure 6-2 and ODPs and lifetimes in Table A-1; panel (b) following Figure 6-2 
with an alpha factor of 65; panel (c) Figure 3-28; and panel (d) Figure 4-18.]
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Unexpected increase in global total emissions of CFC-11
Observations of the persistent slowdown in the decline of CFC-11 concentrations have only recently allowed the robust 
conclusion that emissions of CFC-11 have increased in recent years, as opposed to other possible causes for the slowdown 
such as changing atmospheric circulation. 
• Global CFC-11 emissions, derived from measurements by two independent networks, increased after 
2012 contrary to projections from previous Assessments, which showed decreasing emissions (Figure 
ES-2). This conclusion is supported by the observed rise in the CFC-11 hemispheric concentration differ-
ence. Global CFC-11 emissions for 2014 to 2016 were approximately 10 Gg yr-1 (about 15%) higher than the 
fairly constant emissions derived for 2002 to 2012; the excess emissions relative to projected emissions for 
recent years is even larger. The increase in global emissions above the 2002–2012 average resulted in a global 
concentration decline in CFC-11 over 2014 to 2016 that was only two-thirds as fast as from 2002 to 2012.
• The CFC-11 emission increase suggests new production not reported to UN Environment because 
the increase is inconsistent with likely changes in the release of CFC-11 from banks associated with 
pre-phaseout production. Depending on how this newly produced CFC-11 is being used, substantial in-
creases in the bank and future emissions are possible. 
• Emissions of CFC-11 from eastern Asia have increased since 2012; the contribution of this region to the 
global emission rise is not well known. The country or countries in which emissions have increased have 
not yet been identified.  
Figure ES-2. CFC-11 global emissions and 
reported production. Emissions of CFC-
11 derived from AGAGE (Advanced Global 
Atmospheric Gases Experiment; black) and 
NOAA (National Oceanic and Atmospheric 
Administration; red) global network mea-
surements of CFC-11 concentrations (see also 
Figure 1-4 of the Assessment) and a model 
using a CFC-11 lifetime of 52 years. Also shown 
are the production history reported to UN 
Environment for all uses (green), the average of 
annual emissions over the 2002–2012 period 
(grey line), and scenario projections based 
on observations through 2006 or through 
2012 (dotted and dashed lines). These emis-
sion projections are calculated using standard 
methodologies based on reported production, 
inventory estimates of the bank, and an empir-
ically determined release fraction from the 
bank over the seven years before 2006 or 2012, 
which is then applied to subsequent years (see Chapter 1 and Chapter 6). Uncertainties in emissions, shown as 
vertical lines on the data points, include the influence of measurement and model representation uncertainties. 
The uncertainties are smaller than those presented in Figure 1-4, because uncertainties related to factors con-
stant across the whole time period, such as lifetimes and calibration scale, have been omitted.
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Persistent emissions of low abundance CFCs
• Observation-based analyses show unexpected stable or even increasing emissions of some of the low 
abundance (less than 20 ppt) CFCs (CFC-13, CFC-113a, CFC-114, CFC-115) between 2012 and 2016. 
For CFC-114 and CFC-115, atmospheric observations imply that a substantial fraction of global emissions 
originated from China.
Ongoing substantial emissions of carbon tetrachloride (CCl4)
• Sources of significant CCl4 emissions, some previously unrecognized, have been quantified.   At least 
25 Gg yr-1 of emissions have been estimated, mainly originating from the industrial production of chloro-
methanes, perchloroethylene and chlorine. This value can be compared with total global emissions of ap-
proximately 35 Gg yr-1, derived from atmospheric observations. The global CCl4 budget is now much better 
understood and the previously identified gap between observation-based and industry-based emission esti-
mates has been substantially reduced compared to the 2014 Assessment.
Hydrochlorofluorocarbons (HCFCs) 
• Total chlorine from HCFCs has continued to increase in the atmosphere since the last Assessment and 
reached 309 ppt in 2016. The annual average growth rate of chlorine from HCFCs decreased from 9.2 ± 0.3 
ppt yr-1 for the 2008 to 2012 period to 5.9 ± 1.3 ppt yr-1 for the 2012 to 2016 period. 
• Combined emissions of the major HCFCs have declined since the last Assessment which suggests an ef-
fective response to the 2007 Adjustment to the Montreal Protocol that limited HCFC emissions. Annual 
emissions of HCFC-22 have remained relatively unchanged since 2012, whilst emissions of HCFC-141b 
and-142b declined by around 10% and 18%, respectively, between 2012 and 2016. These findings are consis-
tent with a decrease in reported HCFC consumption after 2012, particularly from Article 5 countries.
Tropospheric bromine
• Total tropospheric bromine from controlled ODSs (halons and methyl bromide) continued to decrease 
and by 2016 was 14.6 ppt, 2.3 ppt below the peak levels observed in 1998. In the 4-year period prior to the 
last Assessment, this decrease was primarily driven by a decline in methyl bromide (CH3Br) abundance, with 
a smaller contribution from a decrease in halons. These relative contributions have now reversed, with halons 
being the main driver of the decrease of 0.15 ± 0.04 ppt yr-1 tropospheric bromine between 2012 and 2016.
• Total bromine from halons has decreased from a peak of 8.5 ppt in 2005 to 7.7 ppt in 2016. Emissions of 
halons derived from atmospheric observations declined or remained stable between 2012 and 2016 and are 
thought to originate primarily from banks.
• The atmospheric abundance of CH3Br declined from a peak of 9.2 ppt in 1996–1998 to 6.8 ppt in 2016 
as a consequence of controls under the Montreal Protocol.  By 2016, controlled CH3Br consumption had 
declined by more than 98% from its peak value. Reported consumption in quarantine and pre-shipment 
(QPS) uses of CH3Br, which are not controlled under the Montreal Protocol, has not changed substantially 
over the last two decades. Total reported anthropogenic emissions (controlled and not-controlled) have 
declined by about 85% from the peak value, and atmospheric CH3Br abundance is now near the expected 
natural background. 
Halogenated very short-lived substances (VSLSs)
Halogenated VSLS substances contribute to stratospheric chlorine and bromine loading and are not controlled by the 
Montreal Protocol. Chlorinated VSLSs are predominantly of anthropogenic origin, while brominated VSLSs have  mainly 
natural sources.
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• Dichloromethane (CH2Cl2) is the main component of VSLS chlorine and accounts for the majority of 
the rise in total chlorine from VSLSs between 2012 and 2016. A substantial fraction of the global CH2Cl2 
emissions has been attributed to southern and eastern Asia. The current estimate is that total chlorine from 
VSLS source gases increased by about 20 ppt between 2012 and 2016 to reach 110 ppt (Figure ES-3). The 
growth rate shows large interannual variability. 
• Several field campaigns conducted since the last Assessment have confirmed that brominated VSLSs 
contribute 5±2 ppt to stratospheric bromine (Figure ES-3). There is no indication in measurements of a 
long-term trend in the contribution of VSLSs to stratospheric bromine.
Total stratospheric chlorine and bromine
Total stratospheric chlorine and bromine both continue to decline. Even though the abundance of bromine is much 
smaller than that of chlorine, bromine has a significant impact because it is around 60–65 times more efficient than 
chlorine in destroying ozone.
• Total chlorine entering the stratosphere from well-mixed ODSs declined by 405 ppt (12%) between the 
1993 peak (3582 ppt) and 2016 (3177 ppt). (Figure ES-3) This decline was driven by decreasing atmo-
spheric abundances of methyl chloroform (CH3CCl3), CFC-11 and CCl4 (in order of importance). The VSLS 
contribution (primarily anthropogenic) has increased over this period but remains below 4% of the total in 
2016. About 80% of the chlorine entering the stratosphere annually is of anthropogenic origin.
• Total bromine entering the stratosphere from well-mixed ODSs declined by 2.4 ppt (15%) between the 
1998 peak (16.9 ppt) and 2016 (14.5 ppt). (Figure ES-3) This decline was driven by decreasing atmospher-
ic abundances of methyl bromide (CH3Br), halon-1211, and halon 2402 (in order of importance). The VSLS 
(primarily biogenic) contribution has no measurable change over this period, contributing about 25% to the 
total in 2016. The natural components of CH3Br and VSLSs now contribute more than half of the bromine 
entering the stratosphere annually.
• HCl is the major chlorine component in the upper stratosphere. Its concentration in this region de-
creased by about 6% between 2005 and 2016. This decrease is consistent with the decline in total chlorine 
entering the stratosphere. 
• Total stratospheric bromine derived from bromine monoxide (BrO) observations decreased by about 
8% from 2004 to 2014. This decrease is consistent with the decline in total bromine entering the stratosphere.
[2] Hydrofluorocarbons (HFCs)
The Montreal Protocol phaseout of ODSs has led to the development of alternative substances for use in many sector 
applications. Hydrofluorocarbons (HFCs) are a widely used category of ODS alternatives that do not contain ozone-de-
pleting chlorine or bromine. Long-lived CFCs, HCFCs, and HFCs are all potent greenhouse gases. Ultimately the Kigali 
Amendment to the Montreal Protocol, which was adopted in 2016 and will come into force in 2019, sets schedules 
for the phasedown of global production and consumption of specific HFCs. Although the radiative forcing supplied 
by atmospheric HFC abundances is currently small, the Kigali Amendment is designed to avoid unchecked growth in 
emissions and associated warming in response to projected increasing demand in coming decades. Discussed here are the 
anticipated overall effects of Kigali Amendment controls and existing national and regional HFC regulations on future 
HFC abundances and associated climate warming. HFCs were included as one group within the basket of gases of the 
1997 Kyoto Protocol and, as a result, developed (Annex-I) countries supply annual emission estimates of HFCs to the 
United Nations Framework Convention on Climate Change (UNFCCC). HFC-23 is considered separately in the Kigali 
Amendment and in this Assessment, primarily because it is emitted to the atmosphere as a by-product of HCFC-22 
production. HFC-23 has one of the longest atmospheric lifetimes and highest global warming potentials (GWP) among 
HFCs. HFC-23 is not included in the projections discussed here. 
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Observed HFC abundances and associated emissions
• Atmospheric abundances of most currently measured HFCs are increasing in the global atmosphere. 
These increases are similar to those projected in the baseline scenario of the 2014 Assessment. HFC emis-
sions derived from observations increased by 23% from 2012 to 2016 and currently amount to about 1.5% 
of total emissions from all long-lived greenhouse gases as carbon dioxide-equivalent emissions (GtCO2-eq). 
Figure ES-3. Total chlorine and bromine entering the stratosphere from well-mixed ODSs and VSLSs. 
These partitioned columns show the contributions of various chlorine-containing (left) and bromine-containing 
(right) substances from natural and human-related sources as derived from surface observations. The displayed 
amounts are representative of air entering the stratosphere in 2016 and in 1993 or 1998, when chlorine and 
bromine global abundances were near their respective peak values. Note the large difference between the total 
abundances of chlorine and bromine. The percentage decline or increase of the abundance of each substance in 
2016 relative to the peak year and the total change are shown. Horizontal lines divide natural and human-related 
contributions. Both total chlorine and bromine have declined substantially from respective peaks in the 1990s 
(10% and 11%, respectively, when considering the sum of well-mixed ODSs and VSLSs). Human activities are the 
largest source of chlorine entering the stratosphere and CFCs are the largest fraction of the total; the human con-
tribution to total chlorine is 14% lower in 2016 compared to 1993. Methyl chloride (CH3Cl) is the largest natural 
source of chlorine. VSLS chlorine species from human activities are a small fraction of total chlorine (less than 
a few percent). Methyl bromide (CH3Br) and halons are the primary sources of stratospheric bromine. Methyl 
bromide has both natural and human sources whereas halons are entirely due to human activity. The human 
contribution to total bromine is 22% lower in 2016 compared to 1998. Bromine from VSLSs is entirely of natural 
origin and is assumed constant at 5 ppt since 1998. In 2016, the sum of bromine from natural methyl bromide and 
VSLSs supplied more than half of the total entering the stratosphere. Chlorine compounds labeled ‘Other ODSs’ 
include minor CFCs and halon-1211. Other chemical terms are carbon tetrachloride (CCl4) and methyl chloroform 
(CH3CCl3). Bromine compounds labeled ‘Other Halons’ include halon-1202 and halon-2402. In the vertical axes 
label, ‘ppt’ denotes atmospheric abundance in units of parts per trillion. [Derived from Figure 1-17 and Table 6-4]
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• HFC emissions estimated from the combination of inventory reporting and atmospheric observations 
indicate that the HFC emissions originate from both developed and developing countries. Only devel-
oped (Annex I) countries are required to report HFC emissions to the UNFCCC, and these reported totals 
account for less than half of global emissions (as CO2-eq) derived from observations.
• Radiative forcing from measured HFCs continues to increase; it currently amounts to 1% (0.03 W m-2) 
of the 3 W m-2 supplied by all long-lived greenhouse gases (GHGs) including CO2, CH4, N2O, and halo-
carbons. Total HFC radiative forcing in 2016 was about 10% of the 0.33 W m-2 supplied by all halocarbons. 
• Global annual emissions of HFC-23, a potent greenhouse gas and a byproduct of HCFC-22 production, 
have varied substantially in recent years. This variability in observationally derived global emissions is 
broadly consistent with the sum of reported HFC-23 emissions associated with HCFC-22 production from 
developed countries and inventory-based estimates of HFC-23 emissions from developing countries. Future 
HFC-23 emission trends will largely depend on the magnitude of HCFC-22 production and the effective-
ness of HFC-23 destruction associated with that production.
• Some short-lived, low-GWP replacement substances for long-lived HCFCs and HFCs have been detect-
ed in the atmosphere (at concentrations typically below 1 ppt), consistent with the transition to these 
substances being underway. Some of these substances are unsaturated HCFCs and unsaturated HFCs, also 
known as hydrofluoroolefins or HFOs. 
Projections of HFC emissions and temperature contributions
• The HFC phasedown schedule of the 2016 Kigali Amendment to the Montreal Protocol substantially 
reduces future projected global HFC emissions (Figure ES-4). Emissions are projected to peak before 
2040 and decline to less than 1 GtCO2-eq yr-1 by 2100 (Figure ES-4). Only marginal increases are projected 
for CO2-eq emissions of the low-GWP alternatives (Figure ES-5) despite substantial projected increases in 
their emission mass. 
• The Kigali Amendment, assuming global compliance, is projected to reduce future radiative forcing 
due to HFCs by about 50% in 2050 compared to a scenario without any HFC controls. The estimated 
benefit of the amendment is the avoidance of 2.8 - 4.1 GtCO2-eq yr-1 emissions by 2050 and 5.6 - 8.7 GtCO2-
eq yr-1 by 2100. For comparison, total CH4 emissions are projected to be 7 - 25 GtCO2-eq yr-1 by 2100 in the 
RCP-6.0 and RCP-8.5 scenarios and total N2O emissions 5-7 GtCO2-eq yr-1 by 2100.
• The Kigali Amendment is projected to reduce future global average warming in 2100 due to HFCs 
from a baseline of 0.3-0.5 oC to less than 0.1 oC (Figure ES-4). If the global production of HFCs were to 
cease in 2020, the surface temperature contribution of the HFC emissions would stay below 0.02 oC for the 
whole 21st century. The magnitude of the avoided temperature increase, due to the provisions of the Kigali 
Amendment (0.2 to 0.4 oC) is substantial in the context of the 2015 UNFCCC Paris Agreement, which aims 
to limit global temperature rise to well below 2.0 oC above pre-industrial levels and to pursue efforts to limit 
the temperature increase even further to 1.5 oC.  
[3] Stratospheric ozone
The Montreal Protocol and its Amendments and Adjustments have been effective in limiting the abundance of ODSs in 
the atmosphere. Detecting and attributing ozone trends during this period of slow ODS decline is challenging because 
of large natural variability in ozone, as well as confounding factors such as climate change and changes in tropospheric 
ozone. While most natural variability is quasi-periodic, episodic volcanic eruptions can drive large changes in ozone 
in the presence of elevated halogen abundances. The Antarctic and the upper stratosphere, where the ozone depletion 
signal has been clearest against the backdrop of natural variability, are now showing evidence of recovery. Although the 
ES.23
Executive Summary | Executive Summary
Arctic stratosphere is warmer and experiences much more meteorological variability, severe chemical ozone loss can 
occur when cold conditions persist into March/April (Figure ES-6). Ozone in the tropical lower stratosphere shows little 
response to changes in ODSs, because halogen-driven ozone depletion is small in this region.
Antarctic and Arctic ozone
• For the first time, there are emerging indications that the Antarctic ozone hole has diminished in size 
and depth since the year 2000, with the clearest changes occurring during early spring. Although ac-
counting for natural variability is challenging, the weight of evidence suggests that the decline in ODSs 
made a substantial contribution to the observed trends.
• Even with these early signs of recovery, an Antarctic ozone hole continues to occur every year, with 
the severity of the chemical loss strongly modulated by meteorological conditions (temperatures and 
winds) (Figure ES-1). In 2015, the ozone hole was particularly large and long-lasting, as a result of a cold 
and undisturbed polar stratospheric vortex. Aerosols from the Calbuco volcanic eruption are also believed 
to have contributed to the large ozone hole area in 2015. Conversely, in 2017, the Antarctic ozone hole was 
very small due to a warm and unusually disturbed polar vortex.
Figure ES-4. Scenarios of HFC emissions and global average surface-temperature response. Shown 
are global HFC scenarios without global HFC controls and with full compliance with the Kigali Amendment. 
Also shown is a scenario in which global production of HFCs is phased out in 2020. For comparison, the 
global surface temperature from all greenhouse gases is projected to increase, relative to the 1986–2005 
average, by between 1.4 °C and 4.8 °C by the end of the 21st century in the RCP-6.0 and RCP-8.5 scenarios. 
The contribution from HFC-23 emissions is not included here. [Figure adapted from Figure 2-20]  
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Figure ES-5. Historical and projected emissions, radiative forcing and surface temperature from ODSs, 
HFCs, and HFC alternatives. Historical and projected contributions to climate change are shown for ODSs and 
high-GWP HFCs (excluding HFC-23) assuming full compliance with the provisions of the Montreal Protocol, 
including the Kigali Amendment. Also shown are projections for low-GWP alternatives. Quantities shown are 
the (a) mass emissions, (b) CO2-eq emissions, (c) radiative forcing and (d) contributions to surface temperature 
change, with a dashed vertical line indicating 2016. The surface temperature response is calculated with a param-
eterized climate model. Note that the values for low-GWP alternatives in the bottom three panels (yellow lines) 
are sufficiently small that they require enlargement to be visible to the reader. [Figure adapted from Figures 2-20 
and 6-8]
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• In the Arctic, year-to-year variability in column ozone is much larger than in the Antarctic, preclud-
ing identification of a statistically significant4 increase in Arctic ozone over the 2000–2016 period. 
Exceptionally low ozone abundances, similar to those experienced in Arctic spring 2011, have not been 
observed in the last four years. Extremely cold conditions in the 2015/2016 winter resulted in rapid chemical 
ozone loss, but a sudden warming of the polar stratosphere in early March curtailed further losses.
4 The term ‘statistically significant’ indicates that there is a very high likelihood (above some confidence limit that is typically 95%) that a 
quantity has undergone a change over a given time period and has not simply exhibited variability around an unchanged state. For a more 
detailed discussion of trend uncertainties, see Chapter 3.
Figure ES-6. Observed and modeled column ozone in the Arctic. Without the success of the Montreal Protocol, 
a deep ozone hole could have formed in the Arctic in 2011, and smaller Arctic ozone holes would have become 
a regular occurrence. The 2010/2011 Arctic winter had unusually persistent low temperatures in the stratosphere 
that led to strong chemical ozone destruction. Satellite observations from the Ozone Monitoring Instrument 
(OMI) in March 2011 show a region of low column ozone surrounded by regions of higher ozone (panel (a)). The 
March observations are well simulated by a chemistry-transport model run with observed abundances of ODSs, 
as seen by comparing the maps of panels (a) and (b) as well as the black and blue curves in panel (d), which show 
the measured and modeled timelines for the mid-2010 to mid-2011 period of daily minimum column-ozone val-
ues in the Arctic region (latitudes greater than 45°N). If the same model is run with projected ODS abundances in 
the absence of Montreal Protocol controls, a much more severe and prolonged Arctic ozone hole is seen (panel 
(c) and the red curve in panel (d)). [See also Figure 4-17]
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• Model simulations show that implementation of the Montreal Protocol has prevented much more se-
vere ozone depletion than has been observed in the polar regions of both hemispheres (Figure ES-6).
Global ozone 
• No statistically significant trend has been detected in global (60°S–60°N) total column ozone over the 
1997–2016 period (Figure ES-1). Average global total column ozone in the years since the last Assessment 
remain roughly 2.2% below the 1964–1980 average. These findings are expected given our understanding of 
the processes that control ozone.
 ○ In the mid-latitudes, the increase in ozone expected to arise from the 15% decline in EESC since 1997 is 
small (1% per decade) relative to the year-to-year variability (about 5%).
 ○ In the tropics, where halogen-driven ozone loss is small in the lower stratosphere, total column ozone 
has not varied significantly with ODS concentrations, except under conditions of high volcanic aerosol 
loading (e.g., Mt. Pinatubo).
• Upper stratospheric ozone, which represents only a small fraction of the total column, has increased 
by 1–3% per decade since 2000 outside of polar regions (Figure ES-7). Additional and improved data 
sets and focused studies evaluating trend uncertainties have strengthened our ability to assess ozone pro-
file changes since the last Assessment. The upward trend is largest and statistically significant in northern 
mid-latitudes and maximizes above 40-km altitude.
 ○ Model simulations attribute about half of the observed upper stratospheric ozone increase after 2000 to 
the decline of ODSs since the late 1990s.
 ○ The other half of the ozone increase is attributed to the slowing of gas-phase ozone destruction, which 
results from cooling of the upper stratosphere caused by increasing GHGs.
• There is some evidence for a decrease in global (60°S–60°N) lower stratospheric ozone from 2000 to 
2016, but it is not statistically significant in most analyses. Much of the apparent decline in the tropics 
Figure ES-7. Ozone trends in 
the stratosphere. The largest 
relative depletion of ozone out-
side the polar regions occurred 
prior to 1997 in the northern 
mid-latitude, upper stratosphere 
(left panel). The largest recovery 
has occurred in the same region, 
with an upward trend of about 
3% per decade since 2000 above 
40-km altitude (right panel). 
Ozone trends derived from sat-
ellite observations are shown in 
brown, with uncertainty ranges 
given by horizontal lines. Ozone 
trends derived from a set of 
chemistry-climate models are shown in orange, with the model variance given by the yellow envelope. Ozone 
trends from chemistry-climate models agree very well with the measured trends. [See also Figure 3-23]
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and mid-latitudes was reversed by an abrupt increase in ozone in 2017, showing that longer records are 
needed to identify robust trends. Model simulations indicate that, on multiannual timescales, variations in 
ozone in this region are primarily controlled by transport rather than chemistry.
Ozone recovery and ozone-climate interactions
A refined ODS scenario and new GHG emissions scenarios were used in chemistry-climate models for this Assessment, 
leading to a delay of about 5 to 15 years in the return dates relative to the last Assessment, depending on the latitude 
region.
• Updated chemistry climate model projections based on full compliance with the Montreal Protocol and 
assuming the baseline estimate of the future evolution of GHGs (RCP-6.0) show that:
 ○ The Antarctic ozone hole is expected to gradually close, with springtime total column ozone return-
ing to 1980 values shortly after mid-century (about 2060) (Figure ES-1);
 ○ Arctic springtime total ozone is expected to return to 1980 values before mid-century (about 2030s). 
Substantial Arctic ozone loss will remain possible in cold winters as long as ODS concentrations are well 
above natural levels. In contrast to the Antarctic, the timing of the recovery of Arctic total ozone in 
spring will be strongly affected by anthropogenic climate change;
 ○ Northern-Hemisphere, mid-latitude column ozone is expected to return to 1980 abundances before 
mid-century (2030s), and Southern Hemisphere, mid-latitude ozone is expected to return around 
mid-century.
• Outside the Antarctic, CO2, CH4, and N2O will be the main drivers of stratospheric ozone changes in 
the second half of the 21st century, assuming full compliance with the Montreal Protocol. These gases 
impact both chemical cycles and the stratospheric overturning circulation, with a larger response in strato-
spheric ozone associated with stronger climate forcing. By 2100 the stratospheric column is expected to:
 ○ decrease in the tropics by about 5 DU for RCP-4.5 and about 10 DU for RCP-8.5, with the net total 
column change projected to be smaller (about 5 DU) because of offsetting increases in tropospheric 
ozone; and 
 ○ not only to recover but to exceed 1960–1980 average values in mid-latitudes and the Arctic, with spring-
time Arctic ozone being higher by about 35 DU for RCP-4.5 and about 50 DU for RCP-8.5.
[4] Ozone change and its influence on climate 
Ozone is important in the climate system and its changes can influence both the troposphere and the stratosphere. Past 
Assessments have discussed evidence for how stratospheric ozone depletion has affected Southern Hemisphere climate. 
The climate impacts of ozone depletion are expected to reverse over coming decades as stratospheric ozone recovers. 
However, projected increases in atmospheric GHG concentrations will continue to be a key driver of future Southern 
Hemisphere climate. The relative importance of ozone recovery for future Southern Hemisphere climate will depend on 
the evolution of atmospheric GHG concentrations. 
Influence on stratospheric climate 
• Discrepancies between estimates of stratospheric cooling rates from different satellite temperature re-
trievals have been substantially reduced since the last Assessment. This result has led to greater confi-
dence in the attribution of observed stratospheric temperature changes since the late 1970s. 
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• Decreases in stratospheric ozone caused by ODS increases have been an important contributor to ob-
served stratospheric cooling. New studies find that ODSs thereby contributed approximately one third of 
the observed cooling in the upper stratosphere from 1979 to 2005, with two thirds caused by increases in 
other GHGs.
• Satellite temperature records show weaker global-average cooling throughout the depth of the strato-
sphere between 1998 and 2016 relative to between 1979 and 1997. The difference in the rate of strato-
spheric cooling between the two periods is consistent with differences in the observed ozone trends for each 
period.
Influence on surface climate and oceans 
• New studies strengthen the conclusion from the last Assessment that lower stratospheric cool-
ing due to ozone depletion has very likely been the dominant cause of late 20th century changes in 
Southern Hemisphere climate in summer. These changes include the observed poleward shift in Southern 
Hemisphere tropospheric circulation, with associated impacts on surface temperature and precipitation 
(Figure  ES-8). No robust link between stratospheric ozone depletion and long-term surface climate changes 
in the Northern Hemisphere has been established.
• Changes in tropospheric circulation driven by ozone depletion have contributed to recent trends in 
Southern Ocean temperature and circulation; the impact on Antarctic sea ice remains unclear. 
• New studies since the last Assessment have not found a causal link between ozone depletion and the 
net strength of the Southern Ocean carbon sink over the last few decades. This result updates the 2010 
Assessment where such a link was suggested. 
Figure ES-8. Schematic illustration of 
Southern Hemisphere climate impacts in 
austral summer associated with Antarctic 
ozone depletion. Ozone depletion has 
cooled the Antarctic stratosphere, leading to 
a delayed breakup of the stratospheric polar 
vortex and an accelerated stratospheric 
overturning circulation. Impacts have 
extended into the troposphere with the 
region of strong westerly winds and asso-
ciated rainfall shifted southward, affecting 
the ocean circulation. The subtropical edge 
of the tropical circulation has also expanded 
poleward, leading to reduced precipitation 
in mid-latitudes and enhanced precipitation 
in the subtropics. [Also appears as Figure 
5-12]
   
   
   
   
   
   
   
    
    
    
     
      
           
     Accelerated stratospheric overturning circulation Delayed
breakup
of polar
vortex
Southward
expansion of
the Hadley cell
Southward
shift of 
westerly 
winds
Southward shift of 
mid-latitude rain
Increased 
subtropical
rainfall
Changes in ocean circulation 
and temperature
Antarctica
Stratosphere
Troposphere
Antarctic Ozone Depletion Impacts on
Summer Southern Hemisphere Climate
Polar Regions Middle Latitudes Subtropics
Cooling due to
the ozone hole
ES.29
Executive Summary | Executive Summary
[5] Policy considerations for stratospheric ozone and climate
Policy-relevant alternative scenarios related to future ozone changes
Changes in total column ozone and GWP-weighted emissions in response to various control measures and alternative 
scenarios are shown in Figure ES-9. The baseline scenario used here and those used in previous Assessments assume 
compliance with the Montreal Protocol. The alternative scenarios assessed here include the elimination of banks, pro-
duction, and emissions of gases that are both controlled and uncontrolled by the Montreal Protocol. Key conclusions are 
found in the bullet points below.
• The recently derived increase in global emissions of CFC-11 (Figure ES-2, Section 1) indicates that there 
is global production that is not reported to UN Environment. Assuming total emissions of CFC-11 con-
tinue at their average level from 2002–2016 (67 Gg yr-1), the return of mid-latitude and polar EESC values 
to their 1980 values would be delayed by about 7 and 20 years, respectively, compared to the recovery date 
expected from the continued declining bank emissions expected from the baseline scenario in which no un-
reported production is considered. Avoiding this scenario (blue bar in top panel of Figure ES-9) would have 
a larger positive impact on future ozone than any of the other mitigation options considered in Figure ES-9.
• Future emissions from ODS banks continue to be a slightly larger contributor than future ODS produc-
tion to ozone layer depletion over the next four decades in the baseline scenario. The baseline scenarios 
assume compliance with the Montreal Protocol. Future emissions from the banks of halons, CFCs, and 
HCFCs are projected to contribute roughly comparable amounts to EESC over the next few decades. 
• CCl4 emissions inferred from atmospheric observations continue to be much greater than those as-
sumed from feedstock uses as reported to UN Environment. A significant part of these additional emis-
sions has been identified as inadvertent by-product emissions from chloromethanes and perchloroethylene 
plants and fugitive emissions from the chlor-alkali process. Elimination of all CCl4 emissions in 2020 would 
accelerate the return of mid-latitude EESC to 1980 levels by almost three years.
• Elimination of future quarantine and pre-shipment (QPS) production of methyl bromide (CH3Br) 
would accelerate the return of mid-latitude EESC to 1980 levels by about a year. Production for QPS 
applications is not controlled by the Montreal Protocol. QPS has remained nearly unchanged over the last 
two decades, and now constitutes almost 90% of the reported production of CH3Br because of the phaseout 
of other uses.
A number of gases of anthropogenic origin that are not controlled by the Montreal Protocol can have direct chemical 
effects on stratospheric ozone, for example dichloromethane (CH2Cl2) and N2O.
• Emissions of anthropogenic VSLS chlorine contribute to ozone depletion. Observed growth in the con-
centrations of CH2Cl2, which accounted for the majority of the recent rise in total chlorine from VSLSs, 
continues to be highly variable and there is insufficient information to confidently predict the future con-
centrations of CH2Cl2 (see Section 1). Response to any action taken to reduce emissions would be rapid and 
effective in reducing atmospheric concentrations since CH2Cl2 is a short-lived substance (Figure ES-9 upper 
panel).
• Reducing N2O emissions from those in RCP-6.0 to achieve the Concerted Mitigation scenario would 
have a similar positive impact on stratospheric ozone as eliminating future production of HCFCs from 
2020 (Figure ES-9 upper panel). The Concerted Mitigation scenario5 is an average of four scenarios that lead 
to lower N2O emissions in 2050 than were experienced in 2005. This N2O mitigation scenario has a larger 
benefit to climate (2020 to 2060) than do the ODS alternative scenarios considered (Figure ES-9 lower panel).
5 UNEP 2013. Drawing Down N2O to Protect Climate and the Ozone Layer. A UNEP Synthesis Report. United Nations Environment 
Programme (UNEP), Nairobi, Kenya.
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Figure ES-9. Changes in ozone and GWP-weighted emissions for a selection of alternative 
scenarios. Changes in total column ozone (upper panel) and GWP-weighted emissions (lower 
panel) that occur in the alternative scenarios as described in the figure. The values are differ-
ences in average ozone (top panel) over the period 2020–2060 and cumulative GWP-weighted 
emission (lower panel) over the same period between the alternative scenarios and the baseline 
scenario. A decrease in total ozone and an increase in GWP-weighted emissions occur when 
the alternative scenario emissions are higher than in the baseline scenario. Numerical values 
of these changes are shown in Table 6-5. Note that the change resulting from the elimination 
of HFC production shown in the lower panel is not shown in the upper panel because HFCs play 
such a small role in the chemical destruction of ozone. Chemical terms used in the figure are 
methyl bromide (CH3Br), carbon tetrachloride (CCl4), nitrous oxide (N2O), and dichloromethane 
(CH2Cl2). [Also Figure 6-1]
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Climate impact of gases controlled by the Montreal Protocol
Historical and projected contributions to climate change from emissions of ODSs, high-GWP HFCs, and low-GWP al-
ternatives have been calculated, assuming full compliance with the Montreal Protocol, including the Kigali Amendment 
(Figure ES-5).
• Future CO2-eq emissions of HFCs from 2020 to 2060 under the Kigali Amendment are about half of 
those in a scenario without any HFC controls. Assuming compliance, projected cumulative emissions of 
HFCs from 2020 to 2060 decrease to approximately 60 GtCO2-eq. CFCs from known banks and HCFCs 
cumulatively contribute approximately 3 Gt and 9 GtCO2-eq emissions, respectively, over the same time 
period. For comparison, cumulative CO2 emissions from fossil fuel usage are projected over this time period 
to be 760 GtCO2 in the RCP-2.6 scenario and 1700 GtCO2 in the RCP-6.0 scenario. The peak in annual CO2-
eq emissions of all HFCs together is expected to be much smaller than the peak in ODS emissions (Figure 
ES-5).
• A faster phasedown of HFCs than required by the Kigali Amendment would further limit climate change 
from HFCs. One way to achieve this phasedown would be more extensive replacement of high-GWP 
HFCs with commercially available low-GWP alternatives in refrigeration and air-conditioning equip-
ment. Figure ES-9 shows the impact of a complete elimination of production of HFCs starting in 2020, and 
their substitution with low-GWP HFCs, which would avoid an estimated cumulative 53 GtCO2-eq emission 
during 2020–2060.
• Improvements in energy efficiency in refrigeration and air-conditioner equipment during the transi-
tion to low-GWP alternative refrigerants can potentially double the climate benefits of the HFC phase-
down of the Kigali Amendment.  
• Total radiative forcing from the controlled ODSs and their replacements continues to be strongly limit-
ed by the Montreal Protocol, including the Kigali Amendment. The radiative forcing from CFCs has been 
declining since the early 2000s. The sum of CFC and HCFC radiative forcing has been stable for about two 
decades and is just starting to decline. The total forcing from CFC and HCFCs and their HFC replacements 
is projected to continue to increase gradually for the next decade or two. After that, the ODS and HFC 
restrictions of the Montreal Protocol, if adhered to, ensure a continued decline in total RF from ODSs and 
their replacements through the rest of the century. 
• Global warming potentials, global temperature potentials, and ozone depletion potentials of hundreds 
of HCFCs have been calculated and are presented, most for the first time in an assessment. These data 
include all the HCFCs listed under Annex C, Group I of the Montreal Protocol, many of which did not have 
estimated GWPs at the time of the adoption of the Kigali Amendment. This information is significant since 
the Kigali Amendment uses CO2-eq production and consumption of HFCs and HCFCs as a metric for the 
baseline determination of the HFC phasedown.
Impacts of climate change and other processes on future stratospheric ozone
Anthropogenic activity associated with climate change could have potentially important impacts on the future of the 
ozone layer. 
• The wide range of possible future levels of CO2, CH4, and N2O represents an important limitation to 
making accurate projections of the ozone layer [see Ozone recovery and ozone-climate interactions sec-
tion]. Because future ODS atmospheric concentrations are highly constrained by the Montreal Protocol, the 
range in projected ozone levels across the ODS scenarios is much smaller than that associated with GHG 
changes.
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32• Intentional long-term geoengineering applications that substantially increase stratospheric aerosols to 
mitigate global warming by reflecting sunlight would alter the stratospheric ozone layer. The estimated 
magnitude and even the sign of ozone changes in some regions are uncertain because of the high sensitivity 
to variables such as the amount, altitude, geographic location, type of injection and the halogen loading. An 
increase of the stratospheric sulfate aerosol burden in amounts sufficient to substantially reduce global radi-
ative forcing would delay the recovery of the Antarctic ozone hole. Much less is known about the effects on 
ozone from geoengineering solutions using non-sulfate aerosols.
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Scientific Summaries of the Chapters
Chapter 1: Update on Ozone-Depleting Substances (ODSs) and
other Gases of Interest to the Montreal Protocol
This chapter concerns atmospheric changes in ozone-depleting substances (ODSs), such as chlorofluorocarbons (CFCs), 
halons, chlorinated solvents (e.g., CCl4 and CH3CCl3) and hydrochlorofluorocarbons (HCFCs), which are controlled 
under the Montreal Protocol. Furthermore, the chapter updates information about ODSs not controlled under the 
Protocol, such as methyl chloride (CH3Cl) and very short-lived substances (VSLSs). In addition to depleting stratospher-
ic ozone, many ODSs are potent greenhouse gases.
Mole fractions of ODSs and other species are primarily measured close to the surface by global or regional monitoring 
networks. The surface data can be used to approximate a mole fraction representative of the global or hemispheric 
tropospheric abundance. Changes in the tropospheric abundance of an ODS result from a difference between the rate of 
emissions into the atmosphere and the rate of removal from it. For gases that are primarily anthropogenic in origin, the 
difference between northern and southern hemispheric mole fractions is related to the global emission rate because these 
sources are concentrated in the northern hemisphere.
• The abundances of the majority of ODSs that were originally controlled under the Montreal Protocol 
are now declining, as their emissions are smaller than the rate at which they are destroyed. In contrast, 
the abundances of most of the replacement compounds, HCFCs and hydrofluorocarbons (HFCs, which 
are discussed in Chapter 2), are increasing.
Tropospheric chlorine
Total tropospheric chlorine is a metric used to quantify the combined globally averaged abundance of chlorine in the 
troposphere due to the major chlorine-containing ODSs. The contribution of each ODS to total tropospheric chlorine is 
the product of its global tropospheric mean mole fraction and the number of chlorine atoms it contains. 
• Total tropospheric chlorine (Cl) from ODSs continued to decrease between 2012 and 2016. Total tropospheric 
chlorine in 20161 was 3,287 ppt (where ppt refers to parts per trillion as a dry air mole fraction), 11% lower 
than its peak value in 1993, and about 0.5% lower than reported for 2012 in the previous Assessment. Of the 
2016 total, CFCs accounted for about 60%, CH3Cl accounted for about 17%, CCl4 accounted for about 10%, 
and HCFCs accounted for about 9.5%. The contribution from CH3CCl3 has now decreased to 0.2%. Very 
short-lived source gases (VSL SGs), as measured in the lower troposphere, contributed approximately 3%. 
 ○ During the period 2012–2016, the observed rate of decline in tropospheric Cl due to controlled sub-
stances was 12.7 ± 0.92 ppt Cl yr−1, similar to the 2008–2012 period (12.6 ± 0.3 ppt Cl yr−1). This rate 
of decrease was close to the projections from the A1 scenario3 in the previous Assessment. However, 
the net rate of change was the result of a slower than projected decrease in CFCs and a slower HCFC 
increase than in the A1 scenario, which assumed that HCFC production from Article 5 countries would 
follow the maximum amount allowed under the Montreal Protocol. 
1 Here and throughout this chapter, values that are given for a specific year represent annual averages, unless mentioned otherwise.  
2 The ranges given here represent the interannual variability in observed growth rate or rate of decrease. 
3 A1 Scenario is given in Table 5A-2 of Harris and Wuebbles et al. [2014].
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 ○ When substances not controlled under the Montreal Protocol are also included, the overall decrease in 
tropospheric chlorine was 4.4 ± 4.1 ppt Cl yr−1 during 2012–2016. This is smaller than the rate of decline 
during the 2008–2012 period (11.8 ± 6.9 ppt Cl yr−1) and smaller than the rate of decline in controlled 
substances because VSLS, predominantly anthropogenic dichloromethane (CH2Cl2), and methyl chlo-
ride (CH3Cl), which is mostly from natural sources, increased during this period.
• Starting around 2013, the rate at which the CFC-11 mole fraction was declining in the atmosphere slowed 
unexpectedly, and the interhemispheric difference in its mole fraction increased. These changes are very likely 
due to an increase in emissions, at least part of which originate from eastern Asia. Assuming no change in 
atmospheric circulation, an increase in global emissions of approximately 10 Gg yr−1 (~15%) is required for 
2014–2016, compared to 2002–2012, to account for the observed trend and interhemispheric difference. The 
rate of change and magnitude of this increase is unlikely to be explained by increasing emissions from banks. 
Therefore, these findings may indicate new production not reported to the United Nations Environment 
Programme (UN Environment). If the new emissions are associated with uses that substantially increase the 
size of the CFC-11 bank, further emissions resulting from this new production would be expected in future.
• Compared to 2008–2012, for the period 2012–2016, mole fractions of CFC-1144 declined more slowly, CFC-13 
continued to rise, and CFC-115 exhibited positive growth after previously showing near-zero change. These 
findings likely indicate an increase or stabilization of the emissions of these relatively low abundance com-
pounds, which is not expected given their phaseout for emissive uses under the Montreal Protocol. For CFC-
114 and -115, regional analyses show that some of these emissions originate from China. There is evidence 
that a small fraction of the global emissions of CFC-114 and -115 are due to their presence as impurities in 
some HFCs. However, the primary processes responsible are unknown.
• The rate at which carbon tetrachloride (CCl4) has declined in the atmosphere remains slower than expected 
from its reported use as a feedstock. This indicates ongoing emissions of around 35 Gg yr−1. Since the previous 
Assessment, the best estimate of the global atmospheric lifetime of CCl4 has increased from 26 to 32 years, due 
to an upward revision of its lifetime with respect to loss to the ocean and soils. New sources have been proposed 
including significant by-product emissions from the production of chloromethanes and perchloroethylene and 
from chlor-alkali plants. With these changes in understanding, the gap between top-down and bottom-up 
emissions estimates has reduced to around 10 Gg yr−1, compared to 50 Gg yr−1 previously. 
• Combined emissions of the major HCFCs have declined since the previous Assessment. Emissions of HCFC-22 
have remained relatively stable since 2012, while emissions of HCFC-141b and -142b declined between 2012 
and 2016, by around 10% and 18%, respectively. These findings are consistent with a sharp drop in reported 
HCFC consumption after 2012, particularly from Article 5 countries. 
• Emissions of the compounds HCFC-133a and HCFC-31, for which no current intentional use is known, have 
been detected from atmospheric measurements. Research to date suggests that these gases are unintentional 
by-products of HFC-32, HFC-134a, and HFC-125 production. 
Tropospheric bromine
Total tropospheric bromine is defined in analogy to total tropospheric chlorine. Even though the abundance of bromine 
is much smaller than that of chlorine, it has a significant impact on stratospheric ozone because it is around 60–65 times 
more efficient than chlorine as an ozone-destroying catalyst.
• Total tropospheric bromine from controlled ODSs (halons and methyl bromide) continued to decrease and 
by 2016 was 14.6 ppt, 2.3 ppt below the peak levels observed in 1998. In the 4-year period prior to the last 
Assessment, this decrease was primarily driven by a decline in methyl bromide (CH3Br) abundance, with a 
4 Here, CFC-114 refers to the combination of CFC-114 and CFC-114a isomers.
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smaller contribution from a decrease in halons. These relative contributions to the overall trend have now 
reversed, with halons being the main driver of the decrease of 0.15 ± 0.04 ppt Br yr−1 between 2012 and 2016.
• The mole fractions of halon-1211, halon-2402, and halon-1202 continued to decline between 2012 and 2016. 
Mole fractions of halon-1301 increased during this period, although its growth rate dropped to a level indistin-
guishable from zero in 2016. Emissions of halon-2402, halon-1301, and halon-1211, as derived from atmo-
spheric observations, declined or remained stable between 2012 and 2016.
• Methyl bromide (CH3Br) mole fractions continued to decline between 2012 and 2015 but showed a small in-
crease (2–3%) between 2015 and 2016. This overall reduction is qualitatively consistent with the controls under 
the Montreal Protocol. The 2016 level was 6.8 ppt, a reduction of 2.4 ppt from peak levels measured between 
1996 and 1998. The increase between 2015 and 2016 was the first observation of a positive global change 
for around a decade or more. The cause of this increase is yet to be explained. However, as it was not ac-
companied by an increased interhemispheric difference, it is unlikely that this is related to anthropogenic 
emissions in the Northern Hemisphere. By 2016, controlled CH3Br consumption dropped to less than 2% 
of the peak value, and total reported fumigation emissions have declined by more than 85% since their peak 
in 1997. Reported consumption in quarantine and pre-shipment (QPS) uses of CH3Br, which are not con-
trolled under the Montreal Protocol, have not changed substantially over the last two decades. 
Halogenated very short-lived substances (VSLSs)
VSLSs are defined as trace gases whose local lifetimes are shorter than 0.5 years and have nonuniform tropospheric 
abundances. These local lifetimes typically vary substantially over time and space. Of the very short-lived source gases 
(VSL SGs) identified in the atmosphere, brominated and iodinated species are predominantly of oceanic origin, while 
chlorinated species have significant additional anthropogenic sources. VSLSs will release the halogen they contain almost 
immediately once they enter the stratosphere and will thus play an important role in the lower stratosphere in particu-
lar. Due to their short lifetimes and their atmospheric variability the quantification of their contribution is much more 
difficult and has much larger uncertainties than for long-lived compounds.
• Total tropospheric chlorine from VSL SGs in the background lower atmosphere is dominated by anthropogenic 
sources. It continued to increase between 2012 and 2016, but its contribution to total chlorine remains small. 
Global mean chlorine from VSLSs in the troposphere has increased from about 90 ppt in 2012 to about 110 
ppt in 2016. The relative VSLS contribution to stratospheric chlorine input derived from observations in the 
tropical tropopause layer has increased slightly from 3% in 2012 to 3.5% in 2016. 
• Dichloromethane (CH2Cl2), a VSL SG that has predominantly anthropogenic sources, accounted for the major-
ity of the change in total chlorine from VSLSs between 2012 and 2016 and is the main source of VSLS chlorine. 
The global mean abundance reached approximately 35–40 ppt in 2016, which is about a doubling compared 
to the early part of the century. The increase slowed substantially between 2014 and 2016. Emissions from 
southern and eastern Asia have been detected for CH2Cl2. 
• There is further evidence that VSLSs contribute ~5 (3–7) ppt to stratospheric bromine, which was about 25% 
of total stratospheric bromine in 2016. The main sources for brominated VSLSs are natural, and no long-term 
change is observed. While the best estimate of 5 ppt has remained unchanged from the last Assessment, the 
assessed uncertainty range has been reduced. Due to the decline in the abundance of regulated bromine 
compounds, the relative contribution of VSLSs to total stratospheric bromine continues to increase. 
Stratospheric chlorine and bromine
In the stratosphere, chlorine and bromine can be released from organic source gases to form inorganic species, which 
participate in ozone depletion. In addition to estimates of the stratospheric input derived from the tropospheric obser-
vations, measurements of inorganic halogen loading in the stratosphere are used to determine trends of stratospheric 
chlorine and bromine.
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• Hydrogen chloride (HCl) is the major reservoir of inorganic chlorine (Cly) in the mid to upper stratosphere. 
Satellite-derived measurements of HCl (60°N–60°S) in the middle stratosphere show a long-term decrease of HCl 
at a rate of around 0.5% yr−1, in good agreement with expectations from the decline in tropospheric chlorine. In 
the lower stratosphere, a decrease was observed over the period from 1997 to 2016, while significant differ-
ences in the trends are seen over the period 2005 to 2016 between various datasets and altitude/geographical 
regions. A similar behavior is observed for total column measurements, likely reflecting variability in strato-
spheric dynamics and chemistry. Total chlorine input to the stratosphere of 3,290 ppt is derived for 2016 
from measurements of long-lived ODSs at the surface and VSLSs in the upper troposphere. About 80% of 
this input is from substances controlled under the Montreal Protocol. 
• Total stratospheric bromine, derived from observations of bromine monoxide (BrO), continued to decrease at 
a rate of about 0.75% yr−1 from 2004 to 2014. This decline is consistent with the decrease in total tropospheric 
organic bromine, based on measurements of CH3Br and the halons. A total bromine input to the strato-
sphere of 19.6 ppt is derived for 2016, combined from 14.6 ppt of long-lived gases and 5 ppt from VSLSs not 
controlled under the Montreal Protocol. Anthropogenic emissions of all brominated long-lived gases are 
controlled, but as CH3Br also has natural sources, more than 50% of the bromine reaching the stratosphere 
is now estimated to be from sources not controlled under the Montreal Protocol. There is no indication of a 
long-term change in natural sources to stratospheric bromine. 
Equivalent effective stratospheric chlorine (EESC)
EESC is the chlorine-equivalent sum of chlorine and bromine derived from ODS tropospheric abundances, weighted to 
reflect their expected depletion of stratospheric ozone. The growth and decline in EESC depends on a given tropospheric 
abundance propagating to the stratosphere with varying time lags (on the order of years) associated with transport. 
Therefore, the EESC abundance, its peak timing, and its rate of decline are different in different regions of the strato-
sphere. Recent suggestions of a refinement in the calculation method for EESC result in somewhat lower estimates on 
how far the stratospheric reactive halogen loading has recovered. 
• By 2016, EESC had declined from peak values by about 9% for polar winter conditions and by about 13–17% for 
mid-latitude conditions. This drop is 31–43% of the decrease required for EESC in mid-latitudes to return to the 
1980 benchmark level, and about 18–19% of the decrease required for EESC in polar regions to return to the 
1980 benchmark level5. The rate at which EESC is decreasing has slowed, in accordance with a slowdown of 
the decrease in tropospheric chlorine. The ranges given reflect the different methods for calculating EESC. 
Differences in halogen recovery levels from previous Assessments are also due to differences in assumed 
fractional release factors. 
Tropospheric and stratospheric fluorine
While fluorine has no direct impact on stratospheric ozone, many fluorinated gases are strong greenhouse gases, and 
their emission is often related to the replacement of chlorinated substances regulated under the Montreal Protocol. For 
this reason, trends in fluorine are also assessed in this report. 
• The main sources of fluorine in the troposphere and in the stratosphere are CFCs, HCFCs, and HFCs. In contrast 
to total chlorine, total fluorine in the troposphere continued to increase between 2012 and 2016, at a rate of 1.7% 
yr−1. This increase shows the decoupling of the temporal trends in fluorine and chlorine due to the increasing 
 emissions of HFCs (see Chapter 2). The total atmospheric-column abundance of inorganic fluorine, which is 
m ainly stratospheric, has continued to increase at a rate of about 1% yr−1 over the period 2007–2016. 
5 As in previous Assessments, 1980 levels of EESC are used as a benchmark for recovery, although this value is somewhat arbitrary and 
some ozone loss has occurred prior to 1980. Also, recovery of EESC to 1980 values does not necessarily imply a recovery of ozone to 1980 
levels, as other parameters, e.g. stratospheric circulation, may change. 
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Effect of ozone-depleting substances (ODSs) on climate
• The total direct radiative forcing6 of CFCs continues to be much higher than that of HCFCs. However, radiative 
forcing from CFCs has dropped by about 7% since its peak in 2000 to about 250 mW m−2 in 2016 (approx-
imately 13% that of CO2), while radiative forcing from HCFCs increased to 58 mW m−2 in 2016 (approxi-
mately 3% that of CO2). The total direct radiative forcing due to CFCs, HCFCs, halons, CCl4 and CH3CCl3 
was 327 mW m–2 in 2016 (approximately 16% that of CO2).
• CO2-equivalent emissions7 of CFCs and HCFCs were approximately equal in 2016. The CO2-equivalent emission 
from the sum of all CFCs or the sum of all HCFCs was approximately 0.8 Gt in 2016. The CO2-equivalent 
emission from the sum of CFCs, HCFCs, halons, CCl4 and CH3CCl3 was approximately 1.7 Gt in 2016.
Other gases that affect ozone and climate
• Mole fractions of many other gases that affect both ozone and climate have changed since the previous 
Assessment. The atmospheric abundance of methane has continued to increase following a period of stag-
nation in the early 2000s. The drivers of the changing trend are disputed. Nitrous oxide continues to grow 
relatively steadily in the atmosphere. The global mole fractions of the fluorinated species sulfur hexafluoride 
(SF6), nitrogen trifluoride (NF3), sulfuryl fluoride (SO2F2), and the perfluorocarbons (PFCs such as CF4 and 
C2F6) have continued to grow. In contrast, the abundance of the sulfur-containing compounds sulfur dioxide 
(SO2) and carbonyl sulfide (COS) has not changed substantially.
Chapter 2: Hydrofluorocarbons (HFCs)
The Montreal Protocol is an international agreement designed to heal the ozone layer. It outlines schedules for the phase-
out of ozone-depleting substances (ODSs) such as chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), 
chlorinated solvents, halons, and methyl bromide. As a result of this phase-out, alternative chemicals and procedures 
were developed by industry for use in many applications including refrigeration, air-conditioning, foam-blowing, elec-
tronics, medicine, agriculture, and fire protection. Hydrofluorocarbons (HFCs) were used as ODS alternatives in many 
of these applications because they were suitable substitutes and they do not contain ozone-depleting chlorine or bromine; 
in addition, most HFCs have smaller climate impacts per molecule than the most widely used ODSs they replaced. Long-
lived HFCs, CFCs, and HCFCs, however, are all potent greenhouse gases, and concerns were raised that uncontrolled 
future use of HFCs would lead to substantial climate warming.
As a result of these concerns, HFCs were included as one group of greenhouse gases for which emissions controls were 
adopted by the 1997 Kyoto Protocol under the 1992 United Nations Framework Convention on Climate Change 
(UNFCCC). Consequently, developed countries (those listed in Annex I to this Convention, or “Annex I” Parties) supply 
annual emission estimates of HFCs to the UNFCCC. 
Since the Kyoto Protocol only specified limits on the sum of all controlled greenhouse gases, emissions of HFCs were 
not explicitly controlled. However, following the Kyoto Protocol, some countries enacted additional controls specifically 
limiting HFC use based on their global warming potentials (GWPs). Ultimately the Kigali Amendment to the Montreal 
Protocol was agreed upon in 2016, and this Amendment supplies schedules for limiting the production and consumption 
of specific HFCs. Although the radiative forcing supplied by HFCs is currently small, this Amendment was designed 
to ensure that the radiative forcing from HFCs will not grow uncontrollably in the future. The Kigali Amendment will 
come into force at the start of 2019. HFC concentrations are currently monitored through atmospheric measurements. 
All HFCs with large abundances are monitored, as are most with small abundances.
6  A measure of the change in net irradiance (incoming minus outgoing) at the tropopause.
7  CO2 equivalents are determined here by weighting emissions estimates by the global warming potential (GWP) of each gas, integrated 
over a 100-year time horizon.
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Most HFCs that are emitted to the atmosphere are intentionally produced for use in a variety of applications that were 
once dependent on ODSs. An exception is HFC-23, which is emitted to the atmosphere primarily as a by-product of 
HCFC-22 production. HFC-23 is also unique in that it has a substantially longer atmospheric lifetime and higher 
GWP than nearly all other HFCs. As a result, the Kigali Amendment includes different control schedules for HFC-23 
production than for other HFCs. To date, HFC-23 emissions have been partially abated in developed countries through 
regulations or voluntary measures and in developing countries with assistance from the UNFCCC’s Clean Development 
Mechanism (CDM). 
• Atmospheric mole fractions of most currently measured HFCs are increasing in the global atmosphere 
at accelerating rates, consistent with expectations based on the ongoing transition away from use of 
ozone-depleting substances.  
 ○ HFC-134a remained the most abundant HFC in the atmosphere, reaching a global mean surface mole 
fraction of nearly 90 ppt in 2016. Its rate of increase averaged 5.6 ± 0.2 ppt yr−1 (7.3 ± 0.2 % yr−1) during 
2012–2016, which is about 0.6 ppt yr−1 faster than the mean increase for 2008–2012. 
 ○ The next four most abundant HFCs in 2016 were HFC-23, HFC-125, HFC-143a, and HFC-32. Their global 
mean surface mole fractions in 2016 were 28.9 ppt, 20.4 ppt, 19.2 ppt, and 11.9 ppt, respectively. Mole 
fractions of these HFCs increased during 2012–2016 by an average of 1.0 ppt yr−1 for HFC-23, 2.1 ppt 
yr−1 for HFC-125, 1.5 ppt yr−1 for HFC-143a, and 1.6 ppt yr−1 for HFC-32; for all of these gases, these 
rates are faster than the average growth rates reported for 2008–2012 in the last Assessment.
 ○ Global mole fractions of most HFCs increased through 2016 at rates similar to those projected in the base-
line scenario of the last Assessment, despite the fact that this scenario was created nearly a decade ago. 
The HFCs for which mole fractions are increasing substantially less rapidly than originally projected 
include HFC-152a, HFC-365mfc, and HFC-245fa.
• Radiative forcing from measured HFCs continues to increase; it currently amounts to 1% of the total forcing 
from all long-lived greenhouse gases. The radiative forcing arising from measured atmospheric mole frac-
tions of HFCs totaled 0.030 W m−2 in 2016, up by 36% from 0.022 W m−2 in 2012; HFC-134a accounted for 
47% of this forcing in 2016, while the next largest contributors were HFC-23 (17%), HFC-125 (15%) and 
HFC-143a (10%). Total HFC radiative forcing in 2016 accounted for ~10% of the 0.33 W m−2 supplied by 
ODSs (see Chapter 1), and 1.0% of the 3 W m−2 supplied by all long-lived GHGs combined, including CO2, 
CH4, N2O, ODSs and HFCs.  
• Global emissions of nearly all measured HFCs continue to increase; they currently amount to ~1.5% of total 
emissions from all long-lived greenhouse gases (CO2, CH4, N2O, and long-lived halocarbons) in CO2-equivalent 
emissions. As derived from atmospheric observations, total emissions of HFCs increased by 23% from 2012 
to 2016 and summed to 0.88 (± 0.07) GtCO2-eq yr−1 in 2016; this increase outpaced decreases in CO2-eq 
emissions from CFCs and HCFCs. These CO2-eq HFC emissions stem primarily from four gases: HFC-134a 
(34% of total), HFC-125 (24% of total), HFC-23 (18% of total), and HFC-143a (16% of total). HFC CO2-eq 
emissions were comparable to those of CFCs (0.8 ± 0.3 GtCO2-eq yr−1) and HCFCs (0.76 ± 0.11 GtCO2-eq 
yr−1) in 2016.
• HFC emissions estimated from the combination of inventory reporting and atmospheric observations indi-
cate that the HFC emissions originate from both developed and developing countries. Large differences are 
observed between global total emissions derived from atmospheric observations and the totals reported to 
the UNFCCC. These differences arise primarily because only developed (Annex I) countries are obligated 
to report HFC emissions to the UNFCCC. When summed, these reported HFC emissions account for less 
than half of the global total inferred from observations (as CO2-eq emissions). 
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• Annual global emissions of HFC-23 derived from atmospheric measurements have varied substantially in re-
cent years. This variability is mostly consistent with expectations based on reported HCFC-22 production and 
reported and estimated HFC-23 emissions. This long-lived HFC is emitted to the atmosphere primarily as a 
by-product of HCFC-22 production. HFC-23 emissions, after reaching a low of ~10 Gg yr−1 (0.13 GtCO2-eq 
yr−1) 2009–2010, owing in part to destruction in developing countries facilitated under the UNFCCC’s 
Clean Development Mechanism (CDM), increased and subsequently peaked at ~14 Gg yr−1 (0.18 GtCO2-eq 
yr−1) in 2013–2014. The mean global emission rate over 2013–2014 is slightly higher than that derived for 
2005–2006, when CDM-facilitated destruction had yet to be fully implemented. Global emissions estimated 
from observations for 2015 and 2016 dropped below the 2013–2014 peak; emissions in 2016 were 12.3 ± 
0.7 Gg yr−1 (0.16 GtCO2-eq yr−1), or approximately 2 Gg yr−1 below those in 2014. New controls put in place 
under the Kigali Amendment mandate HFC-23 by-product destruction, to the extent practicable, beginning 
in 2020. These controls are expected to limit future emissions and thus slow or reverse atmospheric concen-
tration increases of this potent greenhouse gas.
• Some next-generation substitute chemicals with very low GWPs (unsaturated HCFCs and unsaturated HFCs, 
also known as hydrofluoroolefins, or HFOs) have now been detected in ambient air, consistent with the tran-
sition to these compounds being underway. Unsaturated HFCs and HCFCs are replacement compounds for 
some long-lived HCFCs and HFCs. Because unsaturated HFCs have short atmospheric lifetimes (days) and 
GWPs typically less than 1 they are not included as controlled substances in the Kigali Amendment to the 
Montreal Protocol. Very low mole fractions (typically below 1 ppt) of two unsaturated HFCs (HFC-1234yf 
and HFC-1234ze(E)) have been measured at a continental background European site.
• Global adherence to the HFC phasedown schedule of the 2016 Kigali Amendment to the Montreal Protocol 
would substantially reduce future projected global HFC emissions. Emissions are projected to peak before 
2040 and decline to less than 1 GtCO2-eq yr−1 by 2100. Only marginal increases are projected for CO2-eq 
emissions of the low-GWP alternatives despite substantial projected increases in their emission mass. The 
estimated avoided HFC emissions as a result of this Amendment is 2.8–4.1 GtCO2-eq yr−1 emissions by 2050 
and 5.6–8.7 GtCO2-eq yr−1 by 2100. For comparison, total CH4 emissions in 2100 are projected to be 7.0 and 
25 GtCO2-eq yr−1 in the RCP-6.0 and RCP-8.5 scenarios, respectively, and total N2O emissions in 2100 are 
projected to be 5.0 and 7.0 GtCO2-eq yr−1 in these same scenarios.
• The 2016 Kigali Amendment to the Montreal Protocol, assuming global compliance, is expected to reduce fu-
ture radiative forcing due to HFCs by about 50% in 2050 compared to the forcing from HFCs in the baseline 
scenario. Currently (in 2016), HFCs account for a forcing of 0.025 W m−2 not including 0.005 from HFC-23; 
forcing from these HFCs was projected to increase up to 0.25 W m−2 by 2050 (excluding a contribution from 
HFC-23) with projected increased use and emissions in the absence of controls. With the adoption of the 
Kigali Amendment, a phasedown schedule has been agreed for HFC production and consumption in devel-
oped and developing countries under the Montreal Protocol. With global adherence to this Amendment in 
combination with national and regional regulations that were already in place in, e.g., Europe, the USA, and 
Japan, along with additional recent controls in other countries, future radiative forcing from HFCs is pro-
jected to reach 0.13 W m−2 by 2050 (excluding HFC-23), or about half the forcing projected in the absence 
of these controls. 
• The Kigali Amendment and national and regional regulations are projected to reduce global average warming 
in 2100 due to HFCs from 0.3–0.5°C in a baseline scenario to less than 0.1°C. If the global production of HFCs 
were to cease in 2020, the surface temperature contribution of HFC emissions would stay below 0.02°C for 
the whole 21st century. The magnitude of the avoided temperature increase due to the provisions of the 
Kigali Amendment is substantial in the context of the 2015 UNFCCC Paris Agreement, which aims to limit 
global temperature rise to well below 2.0°C above pre-industrial levels and to pursue further efforts to limit 
the temperature increase to 1.5°C.
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• Improvements in energy efficiency in refrigeration and air-conditioning equipment during the transi-
tion to low-GWP alternative refrigerants can potentially double the climate benefits of the HFC phase-
down of the Kigali Amendment. The conversion from equipment using HFC refrigerants with high GWPs 
to refrigerants with lower GWPs, which will most likely result from the Kigali Amendment, provides an 
opportunity to consider other technological improvements that offer additional climate benefits. The total 
climate impact related to refrigerant use and associated emissions is not only associated with the radiative 
properties and lifetime of the refrigerant, but also with CO2 emissions resulting from the energy used by the 
equipment over its entire life cycle. The use of a refrigerant with a lower GWP than the currently-used HFCs 
(i.e., following the Kigali Amendment) offers the opportunity to redesign equipment and improve its energy 
efficiency. For example, a 30% improvement in the energy efficiency of the global stock of mini-split air 
conditioners (the most widely used air conditioning systems today) in 2030 would provide a climate benefit 
comparable to replacing the mix of current HFC refrigerants commonly used in this application (which 
have GWPs averaging about 2,000) with a mix of alternatives that have GWPs of less than about 5 to about 
700. An energy efficiency improvement of 30% is estimated to be technically and economically feasible and 
cost-effective in many economies.
• Some HFCs degrade in the environment to produce trifluoroacetic acid (TFA), a persistent toxic chem-
ical. The environmental effects of this source of TFA are currently small and are expected to remain 
negligible over the next decades. Atmospheric degradation of HFC-1234yf, a replacement compound for 
some long-lived HCFCs and HFCs, produces TFA. Potential impacts beyond a few decades of this TFA 
source could require future evaluation due to the environmental persistence of TFA and uncertainty in 
future emissions of HFC-1234yf and other HFCs that produce TFA upon degradation.
• Improvements in the understanding of reaction rates have been incorporated into revised lifetime 
 estimates for saturated and unsaturated HFCs. Most of these changes are small, although lifetimes of HFC-
245cb (CF3CF2CH3), octafluorocyclopentene (cyclo-CF=C4F7-), (E)-HFO-1214yc ((E)-CF3CH=CHCF3), 
and (E)-HFO-1438mzz ((E)-CF3CH=CHC2F5) were noticeably changed because the relevant reaction rate 
information has become available for the first time. Lifetimes for a few HFCs considered here remain esti-
mates based on either analogy with similar compounds or structure–activity relationships.
Chapter 3: Update on Global Ozone: Past, Present, and Future
This chapter deals with the evolution of global ozone outside of the polar regions. The increase of ozone-depleting sub-
stance (ODS) concentrations caused the large ozone decline observed from the early satellite era (circa 1980) to the 
mid-1990s. Since the late 1990s, concentrations of ODSs have been declining due to the successful implementation of 
the Montreal Protocol. Ozone concentrations show latitudinally dependent increases in the upper stratosphere for the 
2000–2016 period; changes in other parts of the stratosphere are not yet statistically significant. A new suite of model 
simulations confirms previous results for the upper stratosphere that about half of the observed increase is associated 
with declining ODSs. Ozone column trends are likewise positive but not generally statistically significant.  Their overall 
evolution is, however, compatible with the decline in equivalent effective stratospheric chlorine (EESC).
Over the next decades, we expect increasing global mean stratospheric ozone columns, as ODSs continue to decline. 
Emissions of greenhouse gases (GHGs), especially carbon dioxide (CO2), methane (CH4), and nitrous oxide (N2O), will 
also affect the evolution of global stratospheric ozone, particularly in the second half of the 21st century, when ODS 
concentrations are expected to be low.
Past changes in total column ozone 
• Ground- and space-based observations indicate that there is no statistically significant trend in near-global 
(60°S–60°N) column ozone over the 1997–2016 period. These datasets show an increase of between 0.3% and 
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1.2% decade−1 since 1997, with uncertainties of about 1% decade−1. These findings are consistent with our 
understanding of the processes that control ozone.
 ○ In middle and high latitudes, the increase in total column ozone expected to arise from the 15% decline 
in EESC since 1997 is small (~1% decade−1) relative to the large, dynamically forced year-to-year varia-
tions of ~5%.
 ○ In the tropics, where halogen-driven ozone loss is small in the lower stratosphere, total column ozone 
has not varied significantly with ODS concentrations, except under conditions of high volcanic aerosol 
loading (e.g., from the eruption of Mt. Pinatubo in 1991).
• Outside the tropics, present-day (2014–2017) total ozone columns from ground-based and space-based 
observations remain lower than 1964–1980 column ozone by
 ○ about 2.2% for the near-global average (60°S–60°N)
 ○ about 3.0% in the Northern Hemisphere mid-latitudes (35°N–60°N)
 ○ about 5.5% in the Southern Hemisphere mid-latitudes (35°S–60°S)
These values are essentially the same as in the last Assessment, given uncertainties associated with natural 
variability and instrumental accuracy. The larger depletion in the Southern Hemisphere is linked to the 
Antarctic ozone hole. 
Past changes in ozone profiles
Additional and improved datasets and focused studies evaluating trend uncertainties have strengthened our ability 
to assess ozone profile changes. Analysis of data from the upper stratosphere shows increases that are consistent with 
those suggested in the last Assessment. There is some evidence for a dynamically driven decrease in ozone in the lower 
stratosphere from 2000 to 2016, but robust trends have not been identified for this region. New chemistry–climate model 
(CCM) simulations that include realistic time variations of GHG and ODS concentrations are analyzed using the same 
trend model as for the observations; this allows attribution of changes in ozone to different processes.
• Measurements show increases of ozone in the upper stratosphere over the period 2000-2016. Following a large 
decline of 5 to 7% decade−1 through the 1980s and middle 1990s, upper stratospheric ozone has increased 
by 1 to 3% decade−1 since 2000. The largest confidence is in northern mid-latitudes, where the positive trend 
is statistically significant between 35- and 45-km altitude. Confidence in trends in the tropics and south-
ern mid-latitudes is not as high due to larger discrepancies between trends from individual measurement 
records.
• Model simulations attribute about half of the observed upper stratospheric ozone increase after 2000 to the 
decline of ODSs since the late 1990s. The other half of the ozone increase is attributed to the slowing of gas-
phase ozone destruction cycles, which results from cooling of the upper stratosphere caused by increasing 
GHGs.
• There is some evidence for a decrease in lower stratospheric ozone from 2000 to 2016. This decrease is most 
consistent across datasets in the tropics, but is not statistically significant in most analyses. Much of the 
apparent decline was reversed by an abrupt increase in ozone in 2017, indicating that longer records are 
needed to robustly identify trends in this region. Model simulations attribute the variations in lower strato-
spheric ozone over this period primarily to dynamical variability.
• Assessing the consistency between stratospheric profile trends and total column ozone trends requires chang-
es in tropospheric ozone to be well quantified. A recent assessment of tropospheric column ozone trends, 
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however, shows large disagreements in the sign and magnitude of the observed trends over the past decade 
and a half.
Future ozone changes 
The baseline climate change scenario used in the new model simulations differs from the previous Assessment, because 
new emissions scenarios were used. The key drivers of future ozone levels continue to be declining ODS concentrations, 
upper stratospheric cooling because of increased GHGs, and the possible strengthening of the Brewer-Dobson circulation 
from climate change. The new emissions scenarios lead to slight differences in the relative contributions of these processes 
in various latitude and altitude regions and a delay in return dates for ozone compared to the previous Assessment.
• Estimated dates of return of total column ozone to 1980 values are generally a few years later than given 
in the previous Assessment and vary considerably between scenarios. For the baseline scenario (RCP-
6.0), they are:
 ○ around mid-century for near-global mean annually averaged ozone;
 ○ most likely before the middle of the century (~2035) for annually averaged Northern Hemisphere 
mid-latitude ozone;
 ○ around mid-century for annually averaged Southern Hemisphere mid-latitude ozone. 
• CO2, CH4, and N2O will be the main drivers of 60°S–60°N stratospheric ozone changes in the second half of the 
21st century. These gases impact both chemical cycles and the stratospheric overturning circulation, with a 
larger response in stratospheric ozone associated with stronger climate forcing. By 2100, the stratospheric 
column is expected to decrease in the tropics by about 5 DU for RCP-4.5 and about 10 DU for RCP-8.5 
relative to 1980 values, with the net total column change projected to be smaller (about 5 DU) because of 
offsetting increases in tropospheric ozone.
• Given that ODS levels are expected to decline slowly in coming years, a large enhancement of stratospheric sul-
fate aerosol in the next decades would result in additional chemical ozone losses. Possible sources of additional 
stratospheric sulfate aerosol include volcanic eruptions (like Mt. Pinatubo in 1991) and geoengineering. 
Even when ODS levels have declined substantially, a large injection of volcanic halogens into the strato-
sphere could drive substantial ozone losses in the presence of aerosol surfaces.
• Future ozone recovery and the projected strengthening of the Brewer-Dobson circulation (BDC) are likely to 
lead to increases in the stratosphere-to-troposphere (STT) flux of ozone via increases in mid-latitude lower 
stratospheric ozone and mass flux. The net impact of increased STT flux on the tropospheric ozone burden 
is highly model and scenario dependent. Most studies suggest it will be small relative to other factors, such 
as concurrent changes in precursor emissions, temperature, and water vapor.
Chapter 4: Update on Polar Ozone: Past, Present, and Future
The chemical and dynamical processes controlling polar ozone are well understood. Polar ozone depletion is fundamen-
tally driven by anthropogenic chlorine and bromine, with the severity of the chemical loss each year in both hemispheres 
strongly modulated by meteorological conditions (temperatures and winds), and, to a lesser extent, by the stratospheric 
aerosol loading and the solar cycle. As noted in prior Assessments, the stratospheric halogen concentration resulting 
from the emission of ozone-depleting substances (ODSs) reached its peak in the polar regions around the turn of the 
century and has been gradually declining since then in response to actions taken under the Montreal Protocol and 
its Amendments and adjustments. Early signs of ozone recovery are now beginning to appear in the Antarctic; as the 
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observational record lengthens, clearer ozone hole recovery trends are expected to emerge against the background of 
natural variability. Nevertheless, the Antarctic ozone hole will continue to be a recurring phenomenon until the middle 
of the century. The Arctic is more dynamically variable, precluding identification of a significant increase in Arctic ozone, 
and cold conditions conducive to substantial ozone loss may still occur in a particular year in the coming decades. New 
chemistry–climate model (CCM) projections largely confirm previous studies that in both hemispheres, spring polar 
total column ozone will return to 1980 historical levels in the coming decades, albeit with a delay of a few years due to 
updated future ODS and greenhouse gas (GHG) emissions scenarios.
Observed changes in polar ozone 
• The characteristics of the October Antarctic ozone hole in the years since 2014 have generally been within the 
range observed since the early 1990s. In 2015, however, the ozone hole was particularly large and long-lasting, 
as a result of a cold and undisturbed polar stratospheric vortex. Aerosols from the Calbuco volcanic eruption 
in April 2015 are also believed to have contributed to the large ozone hole observed that year. Conversely, in 
2017, the Antarctic ozone hole was very small due to a warm and unusually disturbed polar vortex. 
• Several lines of evidence have started to emerge indicating an increase in Antarctic stratospheric ozone during 
September. Statistically significant trends since the year 2000 have now been identified showing an increase 
in observed ozone and a decrease in ozone hole size and depth. Although accounting for the large degree 
of natural variability is challenging, the weight of evidence from statistical analyses and modeling studies 
suggests that the decline in ODSs made a substantial contribution to these trends.
• In the Arctic, the exceptionally low ozone abundances of spring 2011 have not been observed again in the last 
four years. Arctic stratospheric springtime ozone is dominated by large year-to-year dynamically induced 
variability of the polar vortex, with severe ozone loss occurring in very cold years, such as 2011. Extreme 
meteorological conditions in the early 2015/2016 winter led to rapid ozone loss, but a sudden stratospheric 
warming (SSW) at the beginning of March 2016 curtailed the chemical processes which lead to ozone de-
struction about a month earlier than in 2011, keeping ozone above record low levels. Arctic ozone trends 
are small compared to the dynamical variability, and thus a recovery trend remains undetectable in obser-
vations over the 2000–2016 period.
Understanding of factors controlling polar ozone
• Observations in the Arctic winter have demonstrated that large nitric acid trihydrate (NAT) particles are a 
regularly occurring phenomenon in the lower stratosphere. This knowledge improves our understanding of 
polar stratospheric cloud (PSC) formation and denitrification, which is important for catalytic ozone loss 
cycles.
• Bromine-containing very short-lived substances (VSLSs) of natural origin have an important impact on the 
stratospheric halogen loading and consequently on stratospheric ozone loss in the polar regions. The inclusion 
of additional stratospheric bromine from VSLSs is necessary for models to produce a realistic simulation of 
polar ozone loss. 
• The effects of tropospheric dynamical forcing in winter on Arctic polar ozone are now better quantified. Ozone 
depletion in northern winters with SSWs is on average two-thirds less than in winters without SSWs, with 
depletion ending about one month earlier in the year. Such an SSW was a major influence on ozone levels 
observed in the Arctic winter of 2015/16.
• Polar ozone in the middle and upper stratosphere varies by 10–15% from year to year due to energetic particle 
precipitation (EPP) related to solar variability. Satellite observations and model results show that NOy pro-
duced in the aurora is transported from the thermosphere down into the stratosphere in each winter, leading 
to stratospheric ozone decreases modulated by geomagnetic activity. The resulting variation in total column 
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ozone is small (a few percent) but can persist for 2–3 years. Full EPP-effects were not included in current 
assessment models.
• Model simulations show that the Montreal Protocol and its Amendments and adjustments have already brought 
about substantial ozone benefits. In the polar regions of both hemispheres, much larger ozone depletion than 
currently observed has been avoided through implementation of the Protocol.
Future evolution of polar ozone
• Updated CCM projections based on full compliance with the Montreal Protocol and assuming the baseline 
estimate of the future evolution of GHGs (RCP-6.0) have confirmed that the Antarctic ozone hole is expected to 
gradually close, with springtime total column ozone returning to 1980 values shortly after mid-century (about 
2060). The timing of the recovery of the ozone hole will not be significantly affected by increases in GHG 
concentrations. There are no substantial differences between Antarctic total ozone columns at the end of this 
century for the various GHG scenarios (Representative Concentration Pathways [RCPs]).
• The timing of the recovery of Arctic total ozone in spring will be affected by anthropogenic climate change. 
Based on full compliance with the Montreal Protocol and assuming the baseline estimate of the future evolu-
tion of GHGs (RCP-6.0), Arctic springtime total ozone is expected to return to 1980 values before mid-century 
(2030s). New model simulations confirm that in the Arctic, enhanced GHG concentrations cause an earlier 
return of total column ozone to historical values than a reduction of ODSs alone. 
• In the second half of the 21st century CO2, CH4, and N2O will be the dominant drivers of Arctic ozone chang-
es, assuming full compliance with the Montreal Protocol. These gases impact both chemical cycles and the 
stratospheric overturning circulation, with a larger response in stratospheric ozone associated with stronger 
climate forcing. By 2100, the stratospheric ozone column is expected to not only recover but to exceed 
1960–1980 average values in the Arctic, with springtime Arctic ozone being higher by about 35 DU for RCP-
4.5 and about 50 DU for RCP-8.5.  
• In the coming decades, substantial Arctic ozone loss will remain possible in cold winters as long as ODS con-
centrations are well above natural levels. Increasing GHG concentrations may cool the lower stratosphere 
and lead to enhanced formation of polar stratospheric clouds (PSCs) early in the Arctic winter. However, 
one recent study indicates that no corresponding cooling is expected in March, which is the month when 
persistent low temperatures lead to large chemical ozone losses.
Chapter 5: Stratospheric Ozone Changes and Climate
Since the 2014 Ozone Assessment, new research has better quantified the impact of stratospheric ozone changes on 
climate. Additional model and observational analyses are assessed, which examine the influence of stratospheric ozone 
changes on stratospheric temperatures and circulation, tropospheric circulation and composition, surface climate, the 
oceans, and sea ice. The new results support the main conclusions of the previous Assessment; the primary advances are 
summarized below.
Stratospheric temperatures
• New estimates of satellite-observed stratospheric temperature changes show net global stratospheric 
cooling of around 1.5 K (at 25–35 km), 1.5 K (at 35–45 km), and 2.3 K (at 40–50 km) between 1979 and 
2005, with differences between datasets of up to 0.6 K.
 ○ There are now better estimates of observed stratospheric temperature trends than were available during 
the last Assessment. Two datasets from satellite measurements have been re-processed and now show 
greater consistency in long-term temperature trends in the middle and upper stratosphere. 
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 ○ Satellite temperature records show smaller stratospheric cooling rates over 1998–2015 compared to 
1979–1997, consistent with the observed differences in stratospheric ozone trends during these periods.
 ○ Global average temperature in the lower stratosphere (13–22 km) cooled by about 1 K between 1979 and 
the late 1990s but has not changed significantly since then.
• In the lower stratosphere (13–22 km), ozone trends were the major cause of the observed cooling be-
tween the late 1970s and the mid-1990s. In the middle and upper stratosphere, however, increases in 
long-lived greenhouse gases played a slightly larger role than ozone changes in cooling trends over this 
period. Ozone recovery will continue to play an important role in future stratospheric temperature trends.
 ○ There is now improved understanding of the causes of stratospheric temperature trends and variability. 
For the upper stratosphere (40–50 km), new studies suggest that one-third of the observed cooling over 
1979–2005 was due to ozone-depleting substances (ODSs) and associated ozone changes, while two-
thirds was due to other well-mixed greenhouse gases.
 ○ Chemistry–climate models show that the magnitude of future stratospheric temperature trends is de-
pendent on future greenhouse gas concentrations, with most greenhouse gas scenarios showing cooling 
in the middle and upper stratosphere over the 21st century. The projected increase in global stratospher-
ic ozone during this period would offset part of the stratospheric cooling due to increasing greenhouse 
gases.
Stratospheric overturning circulation
• There are indications that the overturning circulation in the lower stratosphere has accelerated over the 
past few decades.
 ○ Observations of the latitudinal profile of lower stratospheric temperature trends and changes in constit-
uents show that tropical upwelling in the lower stratosphere has strengthened over the last ~30 years, in 
qualitative agreement with model simulations and reanalysis datasets.
 ○ New studies using measurements provide evidence for structural changes in the stratospheric overturn-
ing circulation which is comprised of a strengthening in the lower stratosphere and a weakening in the 
middle and upper stratosphere.
 ○ According to models, in addition to well-mixed greenhouse gases, changes in ODSs (and associated 
changes in ozone) are an important driver of past and future changes in the strength of the stratospher-
ic overturning circulation, notably the increase in downwelling over the Antarctic over the late 20th 
century.
 ○ Estimates of externally forced long-term changes in the stratospheric overturning circulation from ob-
servations remain uncertain, partially due to internal variability.
 ○ Models project future increases in stratosphere–troposphere exchange of ozone as a consequence of a 
strengthening of the stratospheric overturning circulation and stratospheric ozone recovery.
Impacts on the troposphere, ocean, and sea ice
• New research supports the findings of the 2014 Ozone Assessment that Antarctic ozone depletion was 
the dominant driver of the changes in Southern Hemisphere tropospheric circulation in austral sum-
mer during the late 20th century, with associated weather impacts.
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 ○ Over the period 1970 to 2000, tropospheric jets in the Southern Hemisphere shifted poleward and 
strengthened, the Southern Annular Mode (SAM) index increased, and the southern edge of the Hadley 
Cell expanded poleward. Since 2000, the SAM has remained in a positive phase.
 ○ For austral summer, most model simulations show a larger contribution to these trends from Antarctic 
ozone depletion compared to increases in well-mixed greenhouse gases during the last decades of the 
20th century. During other seasons, the contribution of ozone depletion to circulation changes is com-
parable to that from well-mixed greenhouse gases.
 ○ Paleoclimate reconstructions of the SAM index suggest that the current period of prolonged positive 
summer SAM conditions is unprecedented in at least the past 600 years.
 ○ No robust link between stratospheric ozone depletion and long-term Northern Hemisphere surface 
climate has been established; there are indications that occurrences of extremely low springtime ozone 
amounts in the Arctic may have short-term effects on Northern Hemisphere regional surface climate.
• Changes in tropospheric weather patterns driven by ozone depletion have played a role in recent tem-
perature, salinity, and circulation trends in the Southern Ocean, but the impact on Antarctic sea ice 
remains unclear.
 ○ Progress has been made since the last Assessment in understanding the physical processes involved in 
the Southern Ocean response to ozone depletion, which is now believed to entail a fast surface cooling 
followed by a slow long-term warming. 
 ○ Modeling studies indicate that ozone depletion contributes to a decrease in Antarctic sea ice extent and 
hence cannot explain the observed sea ice increase between 1979 and 2015. This is in agreement with 
the conclusions of the previous Assessment. However, in general, climate models still cannot reproduce 
the observed Antarctic sea ice trends since 1979, which limits the confidence in the modeled sea ice 
response to ozone depletion.
• New observation-based analyses indicate that a causal link between the strength of the Southern Ocean 
carbon sink and ozone depletion cannot be established, in contrast to earlier suggestions.
 ○ New observation-based analyses confirmed the previously reported slowdown of the carbon sink be-
tween the 1980s and early 2000s but also revealed a remarkable reinvigoration of the carbon sink since 
then. The new results indicate that atmospheric circulation changes (whether driven by ozone depletion 
or not) have not had a considerable impact on the net strength of the Southern Ocean carbon sink.
Montreal Protocol climate impacts
• New studies since the 2014 Ozone Assessment have identified that future global sea level rise of at least 
several centimeters has been avoided as a result of the Montreal Protocol. This would have arisen from 
thermal expansion of the oceans associated with additional global warming from unregulated ozone deplet-
ed substances emissions.
Chapter 6: Scenarios and Information for Policymakers
In the sections below, we note the significance of various improvements in our understanding concerning actions related 
to the Montreal Protocol and its Amendments that could alter the recovery of the ozone layer and/or impact Earth’s 
climate. As in previous Assessments, we use equivalent effective stratospheric chlorine (EESC) as a proxy for the amount 
of stratospheric ozone depletion caused by ozone-depleting substances (ODSs) that contain chlorine and/or bromine and 
reside in the atmosphere for more than a few months. The return of EESC to 1980 values is used as a metric to compare 
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the effects of different future scenarios of production and emission of ozone-depleting gases on ozone layer recovery. 
In this chapter, we also use 2-D model simulations to estimate changes in future ozone depletion for these different 
scenarios. (Note that 3-D model projections of global and polar ozone and analyses of expected recovery dates are pre-
sented in Chapters 3 and 4. These calculations include changes in greenhouse gas levels and in atmospheric transport 
and are not expected to be equivalent to the EESC recovery dates). Our ability to predict future changes in the ozone 
layer is limited more by uncertainties in future levels of CO2, CH4, and N2O than by uncertainties in the levels of ODSs, 
especially as we approach the 1980 values of EESC. Indeed, ozone levels in some regions of the atmosphere could exceed 
natural levels, due to climate change, with possible consequences to humans and natural ecosystems, assuming natural 
levels represent a harmonious balance. The influence of CO2 occurs through its role in the climate system as a driver of 
change in temperature and atmospheric circulation. The influences of CH4 and N2O occur primarily through their roles 
as chemical reagents in the atmosphere. ODSs themselves are greenhouse gases, and their influence on climate and ozone 
layer depletion are intricately intertwined, even though we note them separately for clarity of presentation. Lastly, note 
that the various additional actions discussed below impact future ozone to a much smaller degree than what has already 
been accomplished by the Montreal Protocol. 
Post-Kigali information of interest and concern
• The Kigali Amendment to the Montreal Protocol, along with regional and national regulatory and voluntary 
actions taken before Kigali entered into force, is expected to substantially limit future climate forcing by HFCs. 
Projections of HFC emissions that include compliance with Kigali Amendment control measures suggest 
that the radiative forcing (a metric for global warming) from HFCs, currently 0.025 W m−2 (not including 
HFC-23), will reach 0.13 W m−2 by 2050, about half as high as that projected without the Kigali Amendment 
and prior national and regional regulation. The estimated benefit of these actions is 2.8–4.1 Gt CO2-eq. yr−1 
of avoided Global Warming Potential (GWP)-weighted emissions by 2050. The projected surface tempera-
ture contribution from HFCs (excluding HFC-23) reduces from 0.3–0.5 oC to less than 0.1 oC in 2100 due to 
entry into force of the Kigali Amendment. 
• Options are available to further decrease the climate impact of HFCs. Use of commercially available low-GWP 
alternatives in place of high-GWP HFCs in refrigeration and air-conditioning equipment, thermal insulating 
foam, metered-dose inhalers, fire protection, and miscellaneous HFC applications during the phasedown 
would further reduce climate change. Additional benefits would be gained by such actions via development 
of more energy-efficient equipment and thermal insulating foam that use these low-GWP replacements. 
• Sustained increases in anthropogenic chlorinated very short-lived substances (VSLSs Cl) emissions, as seen 
for CH2Cl2 in the 2000s, would decrease stratospheric ozone levels in the coming decades. However, observed 
growth rates of CH2Cl2 continue to be highly variable, and there is insufficient information to confidently pre-
dict future concentrations. If the growth in emission rates seen during the first decade of this century contin-
ues, CH2Cl2 is projected to deplete as much column ozone between 2020 and 2060 as that by the controlled 
ODSs emitted during that period. However, such large growth projections do not account for a more recent 
reduction in the CH2Cl2 growth rate, nor have they been shown to be consistent with expectations for global 
demand over the coming decades. Any control of CH2Cl2 production and consumption under the Montreal 
Protocol would be rapidly effective, since this VSLS will be cleansed out of the stratosphere within a few 
years. 
Ozone-depleting substances (ODSs) and equivalent effective
stratospheric chlorine (EESC) 
Below, we discuss potential changes in the projected trajectory of ozone depletion and EESC that result from improve-
ments in our understanding of the emissions or other characteristics of individual gases or groups of gases. We reference 
these potential changes to the so-called baseline scenario—which should be considered a plausible future pathway for 
these gases. The baseline scenario for ODSs is developed from atmospheric concentration observations, combined with 
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estimates of the amounts of ODSs in existing equipment or other products containing ODSs, referred to as banks. The 
2018 baseline scenario for HFCs takes into account global control measures introduced by the Kigali Amendment and 
other regional and national actions. For all baseline scenarios, we assume that the long-lived greenhouse gases N2O, 
CH4, and CO2 follow the Representative Concentration Pathway (RCP) 6.0 scenario. Note that for some of the metrics 
the combined consequence of these gases is generally not simply the addition of each of the changes. It is also important 
to recognize that the return date of EESC to 1980 levels is quite sensitive to any change in EESC concentration because 
of the relatively small rate at which EESC is projected to decline in the middle of this century.
• Global emissions of CFC-11 derived from atmospheric observations show an increase in recent years that is 
not consistent with our understanding of release from its banks and suggests new global production that is not 
reported to the United Nations Environment Programme (UN Environment). If total emissions of CFC-11 were 
to continue at levels experienced from 2002–2016 (67 Gg yr-1), the return of mid-latitude and polar EESC to 
the 1980 value would be delayed by about seven years and 20 years, respectively.  Such an assumption of con-
tinuing emissions implicitly assumes that the unidentified emissions will grow to counteract the expected 
decline in bank emissions. 
• Emissions from current ODS banks continue to be a slightly larger future contribution than ODS production 
to ozone layer depletion over the next four decades, assuming maximum production levels allowed by the 
Montreal Protocol. Future business-as-usual emissions from HCFCs and from banks of CFCs and banks of 
halons are each projected to contribute roughly comparable amounts to EESC in the next few decades.  
• Elimination of future production of methyl bromide (CH3Br) for quarantine and pre-shipment (QPS) applica-
tions, not controlled by the Montreal Protocol, would accelerate the return of mid-latitude EESC to 1980 levels 
by about a year. Production for QPS use has remained relatively stable over the last two decades and now 
constitutes almost 90% of the reported production of CH3Br since emissions from other uses have declined 
dramatically. Non-QPS applications of CH3Br were completely phased out in 2015, except for approved 
critical use exemptions, which have declined by a factor of ~30 since 2005. 
• If CCl4 emissions continue to decline at the rate observed over the last two decades of 2.5% yr−1, future concen-
trations will be about 14 ppt higher in 2050 than projected in the previous Assessment. CCl4 emissions inferred 
from atmospheric observations continue to be much greater than those assumed from feedstock uses as 
reported to UN Environment; by-product emissions from chloromethane and perchloroethylene plants and 
fugitive emissions from the chlor-alkali process have been quantified as significant contributors to these 
additional emissions. Elimination of all CCl4 emissions in 2020 would accelerate the return of mid-latitude 
EESC to 1980 levels by almost three years compared to the baseline scenario of a continued emissions de-
crease of 2.5% yr−1. Alternatively, if future emissions do not decline but remain at the current level, the return 
of mid-latitude EESC to 1980 levels would be delayed almost two years. 
• The return of mid-latitude EESC to 1980 levels is estimated to be delayed by almost two years compared to the 
previous Assessment, due primarily to the higher projected future concentrations of CCl4. The mid-latitude 
EESC change from CCl4 alone leads to a delay larger than two years, but future CH3Br baseline projections 
are now lower than in the previous Assessment and offset some of the effect from CCl4. The delay in polar 
EESC returning to 1980 levels is slightly more than two years when compared with the previous Assessment. 
A new EESC formalism alters the time evolution of EESC and dates when EESC returns to 1980 levels, but it 
has little effect on the relative impacts of the various alternative future scenarios. When compared with the 
previous Assessment’s EESC formalism, the new EESC formalism leads to a projected EESC return to the 
1980 level 11 years later at mid-latitudes and by less than two years later at polar latitudes. 
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• Reducing anthropogenic emissions of N2O from those in RCP-6.0 to the Concerted Mitigation scenario8 would 
have a similar positive impact on stratospheric ozone over the next four decades as eliminating production of 
HCFCs from 2020. This N2O emissions reduction would have a larger benefit to climate over 2020–2060 than 
the sum of all the options for controlled ODSs considered (based on GWP-weighted emissions).
 Updates on the climate impact of gases controlled by the Montreal Protocol
• Future emissions of HFC-23, a potent greenhouse gas and a by-product of HCFC-22 production, are expected 
to be limited by the Kigali Amendment, which mandates the destruction of HFC-23 to the extent practicable. 
Globally, HCFC-22 is currently produced in roughly equal quantities for controlled emissive uses, which are 
declining, and for the uncontrolled feedstock uses, which grew rapidly over the last few decades but have 
recently stabilized. Future emission trends will largely depend on the extent to which HFC-23 is destroyed 
by HCFC-22 production facilities and the amount of HCFC-22 produced. 
• Future emissions of HFCs, HCFCs, and CFCs contribute approximately 60, 9, and 3 cumulative Gt CO2-
equivalent emissions, respectively, from 2020 to 2060 in the baseline scenario. Of the 60 Gt CO2-eq emis-
sions from HFCs, 53 arise from future production. For reference, cumulative CO2 emissions from fossil 
fuel usage are projected over this time period to be 1,700 Gt CO2 in the RCP-6.0 scenario and 760 Gt CO2 
in the  RCP-2.6 scenario. The total radiative forcing from CFC and HCFCs and their HFC replacements is 
projected to continue to increase gradually for the next decade or two. After that point, the ODS and HFC 
restrictions of the Montreal Protocol, if adhered to, ensure a continued decline in total RF from ODSs and 
their replacements through the rest of the century.
• Global warming potentials, global temperature change potentials, and ozone depletion potentials of hundreds 
of HCFCs are presented, most for the first time in an assessment. This comprehensive assessment includes all 
the HCFCs listed under Annex C, Group I of the Montreal Protocol, many of which did not have estimated 
GWPs at the time of the signing of the Kigali Amendment.
Updates on impacts of climate gases and other processes on future
stratospheric ozone
In this section, we summarize potentially important impacts on the future of the ozone layer that could result from an-
thropogenic activity not associated with ODS production or consumption and not controlled by the Montreal Protocol. 
As noted above, a major issue is that uncertainties in future changes in the ozone layer will be influenced more by 
uncertainties in CO2, CH4, and N2O levels than by uncertainties in the levels of ODSs, especially as we approach the 
1980 values of EESC. Increases in greenhouse gas concentrations are predicted to lead to increases in upper-stratospheric 
ozone at all latitudes, with a more complex pattern of ozone changes in the lower stratosphere, including a decrease in 
low latitudes due to changes in dynamics and transport. These processes are discussed in detail in Chapters 3 and 4. Note 
that natural forces such as large explosive volcanic eruptions could also adversely affect ozone recovery over the next 
decade, while ODS levels remain high. 
• The wide range of possible future levels of CO2, CH4, and N2O represents an important limitation to making 
accurate projections of the ozone layer. Global mean warming as well as stratospheric cooling will drive 
ozone changes through both atmospheric circulation and chemistry. Future ozone levels depend on the 
path of greenhouse gas and aerosol emissions as well as the sensitivity of the climate system to these emis-
sions. Future ODS atmospheric concentrations are more certain than atmospheric concentrations of climate 
forcing emissions, as long as there is adherence to the Montreal Protocol. This chapter considers various cli-
mate scenarios, using the Representative Concentration Pathways (RCPs) adopted by the IPCC for its Fifth 
Assessment Report (AR5). The Paris Agreement, with a stated objective to limit globally averaged warming 
to less than 2°C, requires emissions closest to RCP-2.6, the lowest emission scenario of all the RCP scenarios. 
8 UNEP 2013. Drawing Down N2O to Protect Climate and the Ozone Layer. A UNEP Synthesis Report. United Nations Environment 
Programme (UNEP), Nairobi, Kenya.
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• Intentional long-term geoengineering applications that substantially increase stratospheric aerosols to miti-
gate global warming by reflecting sunlight would alter stratospheric ozone. The estimated magnitudes and 
even the sign of ozone changes in some regions are uncertain because of the high sensitivity to variables such 
as the amount, altitude, geographic location and type of injection, and the halogen loading. An increase of 
stratospheric sulfate aerosol burden in amounts sufficient to substantially reduce global radiative forcing 
would delay the recovery of the Antarctic ozone hole. Much less is known about the effects on ozone from 
geoengineering solutions using non-sulfate aerosols.
• Rocket launches presently have a small effect on total stratospheric ozone (much less than 0.1%). Space industry 
developments indicate that rocket emissions may increase more significantly than reported in the previous 
Assessment. Their impacts will depend on rocket design (particularly the altitude of emissions), launch ve-
hicle sizes, launch rates, spaceport locations, and fuel types. Important gaps remain in understanding rocket 
emissions and their combined chemical, radiative, and dynamical impacts on the global stratosphere and in 
projections of launch rates. These gaps limit the confidence level of predictions of present and future impacts 
of rocket emissions on stratospheric ozone and suggest periodic assessments are warranted. The lifetime of 
the most important rocket emissions is limited, and the stratospheric accumulation of rocket-emitted black 
carbon and alumina particles varies in correspondence with global launch rates and altitude of emissions.
Update on other environmental impacts of Montreal Protocol gases
Here, we refer to all gases controlled under the Montreal Protocol and its various Amendments, including the Kigali 
Amendment, as Montreal Protocol Gases.
• There is increased confidence that trifluoroacetic acid (TFA) produced from degradation of HFCs, HCFCs, and 
HFOs will not harm the environment over the next few decades. This assessment is based on the current 
estimates of future use of hydrocarbons, HCFCs, and HFOs. It is noteworthy that HFCs and HCFCs have 
atmospheric lifetimes long enough to globally distribute any TFA emissions, while HFOs have atmospher-
ic lifetimes so short that TFA emissions are deposited near the point of emission. Periodic re-evaluation 
is prudent, given the uncertainties in the sources and sinks of TFA and because of its persistence in the 
environment.
Summary of the impacts of mitigation options and particular scenarios
Figure 6-1 (also Figure ES-9) shows what ozone and climate-relevant changes could be avoided if various actions 
were taken. These changes are shown as the differences in global total column ozone averaged over 2020–2060 and 
in cumulative CO2-equivalent emissions over 2020–2060 relative to the baseline (A1) scenario (which includes the 
Kigali Amendment for HFCs). The options available to hasten the recovery of the ozone layer are limited, mostly 
because actions that could help significantly have already been taken.
 ○ For CFCs, halons, and HCFCs, the most effective mitigation option, not considering technical feasibili-
ty, is expanded bank recapture and destruction; elimination of HCFC production starting in 2020 would 
be somewhat less effective. 
 ○ For CH3Br, elimination of production for currently uncontrolled quarantine and pre-shipment (QPS) 
applications is shown. 
 ○ For CCl4, the impacts of total emissions elimination starting in 2020 are shown.  
 ○ For CH2Cl2, an uncontrolled ozone-depleting gas whose exact sources are unknown, we show that im-
mediate emissions elimination would have a greater positive impact on total column ozone than total 
emissions elimination of CCl4.
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 ○ For N2O, the impacts of the Concerted Mitigation average scenario from UNEP [2013] are shown, 
compared to the RCP-6.0 scenario. The Concerted Mitigation scenario was developed by averaging the 
four published mitigation scenarios (RCP-2.6, SRES B2, and scenarios 4 and 5 from Davidson [2012]) 
that lead to lower N2O emissions in 2050 than were experienced in 2005.
 ○ For HFCs, the impact of a hypothetical complete global phaseout of production (excluding HFC-23) 
starting in 2020 is shown. As discussed in Chapter 2, for this scenario the surface temperature contribu-
tion of the HFC emissions would stay below 0.02 oC for the entire 21st century and beyond.
Further detail on these options and scenarios is given in Section 6.4 and Table 6-5.
All the scenarios discussed above hasten the ozone layer recovery (CFCs, halons, HCFCs, CH3Br, CCl4, CH2Cl2 and 
N2O) and reduce warming (HFCs, CFCs, halons, HCFCs, CCl4, and N2O). An additional scenario for emissions that 
may result from a violation of the Montreal Protocol is shown, namely continuing unexplained emissions of CFC-11 
at 67 Gg yr −1, which is the average calculated annual emission from atmospheric concentration observations over 
2002–2016. This scenario leads to more ozone depletion and climate warming. Avoiding this scenario would have a 
larger positive impact on future ozone than any of the other mitigation options considered here.
Errata (December 2018)
Executive Summary content:
• In Figure ES-1 (panel (a)), the units label was corrected to (Mt yr –1).
• In the caption of Figure ES-8 the cross-reference was changed to Figure 5-12.
• In Figure ES-1 (panel (b)), the label and caption were changed 
to EECl (equivalent effective chlorine).
Appendix:
• Addition was made to the Contributors list to include Sydnee Masias, Science and 
Technology Corporation, NOAA Office of the Chief Administrative Officer, USA.
• Chapter 1 Scientific Summary (pg. ES.34) footnote was changed to “Here, CFC-
114 refers to the combination of the CFC-114 and CFC-114a isomers.”
• The spelling of Helen Walter-Terrinoni’s name was corrected.
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1.1
SCIENTIFIC SUMMARY
This chapter concerns atmospheric changes in ozone-depleting substances (ODSs), such as chlorofluorocarbons 
(CFCs), halons, chlorinated solvents (e.g., CCl4 and CH3CCl3) and hydrochlorofluorocarbons (HCFCs), which are 
controlled under the Montreal Protocol. Furthermore, the chapter updates information about ODSs not controlled 
under the Protocol, such as methyl chloride (CH3Cl) and very short-lived substances (VSLSs). In addition to deplet-
ing stratospheric ozone, many ODSs are potent greenhouse gases.
Mole fractions of ODSs and other species are primarily measured close to the surface by global or regional moni-
toring networks. The surface data can be used to approximate a mole fraction representative of the global or hemi-
spheric tropospheric abundance. Changes in the tropospheric abundance of an ODS result from a difference between 
the rate of emissions into the atmosphere and the rate of removal from it. For gases that are primarily anthropogenic 
in origin, the difference between northern and southern hemispheric mole fractions is related to the global emission 
rate because these sources are concentrated in the northern hemisphere.
• The abundances of the majority of ODSs that were originally controlled under the Montreal 
Protocol are now declining, as their emissions are smaller than the rate at which they are destroyed. 
In contrast, the abundances of most of the replacement compounds, HCFCs and hydrofluorocar-
bons (HFCs, which are discussed in Chapter 2), are increasing.
TROPOSPHERIC CHLORINE
Total tropospheric chlorine is a metric used to quantify the combined globally averaged abundance of chlorine in the 
troposphere due to the major chlorine-containing ODSs. The contribution of each ODS to total tropospheric chlorine 
is the product of its global tropospheric mean mole fraction and the number of chlorine atoms it contains. 
• Total tropospheric chlorine (Cl) from ODSs continued to decrease between 2012 and 2016. Total tropo-
spheric chlorine in 20161 was 3,287 ppt (where ppt refers to parts per trillion as a dry air mole fraction), 
11% lower than its peak value in 1993, and about 0.5% lower than reported for 2012 in the previous 
Assessment. Of the 2016 total, CFCs accounted for about 60%, CH3Cl accounted for about 17%, CCl4 
accounted for about 10%, and HCFCs accounted for about 9.5%. The contribution from CH3CCl3 has 
now decreased to 0.2%. Very short-lived source gases (VSL SGs), as measured in the lower troposphere, 
contributed approximately 3%. 
 ○ During the period 2012–2016, the observed rate of decline in tropospheric Cl due to controlled sub-
stances was 12.7 ± 0.92 ppt Cl yr−1, similar to the 2008–2012 period (12.6 ± 0.3 ppt Cl yr−1). This rate 
of decrease was close to the projections from the A1 scenario3 in the previous Assessment. However, 
the net rate of change was the result of a slower than projected decrease in CFCs and a slower HCFC 
increase than in the A1 scenario, which assumed that HCFC production from Article 5 countries 
would follow the maximum amount allowed under the Montreal Protocol. 
1 Here and throughout this chapter, values that are given for a specific year represent annual averages, unless mentioned otherwise.  
2 The ranges given here represent the interannual variability in observed growth rate or rate of decrease. 
3 A1 Scenario is given in Table 5A-2 of Harris and Wuebbles et al. (2014).
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 ○ When substances not controlled under the Montreal Protocol are also included, the overall decrease 
in tropospheric chlorine was 4.4 ± 4.1 ppt Cl yr−1 during 2012–2016. This is smaller than the rate 
of decline during the 2008–2012 period (11.8 ± 6.9 ppt Cl yr−1) and smaller than the rate of decline 
in controlled substances because VSLSs, predominantly anthropogenic dichloromethane (CH2Cl2), 
and methyl chloride (CH3Cl), which is mostly from natural sources, increased during this period.
• Starting around 2013, the rate at which the CFC-11 mole fraction was declining in the 
atmosphere slowed unexpectedly, and the interhemispheric difference in its mole fraction increased. These 
changes are very likely due to an increase in emissions, at least part of which originate from eastern Asia. 
Assuming no change in atmospheric circulation, an increase in global emissions of approximately 10 
Gg yr−1 (~15%) is required for 2014–2016, compared to 2002–2012, to account for the observed trend 
and interhemispheric difference. The rate of change and magnitude of this increase is unlikely to be ex-
plained by increasing emissions from banks. Therefore, these findings may indicate new production not 
reported to the United Nations Environment Programme (UN Environment). If the new emissions are 
associated with uses that substantially increase the size of the CFC-11 bank, further emissions resulting 
from this new production would be expected in future.
• Compared to 2008–2012, for the period 2012–2016, mole fractions of CFC-1144 declined more slowly, CFC-
13 continued to rise, and CFC-115 exhibited positive growth after previously showing near-zero change. 
These findings likely indicate an increase or stabilization of the emissions of these relatively low abundance 
compounds, which is not expected given their phaseout for emissive uses under the Montreal Protocol. For 
CFC-114 and -115, regional analyses show that some of these emissions originate from China. There is 
evidence that a small fraction of the global emissions of CFC-114 and -115 are due to their presence as 
impurities in some HFCs. However, the primary processes responsible are unknown.
• The rate at which carbon tetrachloride (CCl4) has declined in the atmosphere remains slower than expected 
from its reported use as a feedstock. This indicates ongoing emissions of around 35 Gg yr−1. Since the pre-
vious Assessment, the best estimate of the global atmospheric lifetime of CCl4 has increased from 26 to 32 
years, due to an upward revision of its lifetime with respect to loss to the ocean and soils. New sources have 
been proposed including significant by-product emissions from the production of chloromethanes and 
perchloroethylene and from chlor-alkali plants. With these changes in understanding, the gap between 
top-down and bottom-up emissions estimates has reduced to around 10 Gg yr−1, compared to 50 Gg 
yr−1 previously. 
• Combined emissions of the major HCFCs have declined since the previous Assessment. Emissions of 
HCFC-22 have remained relatively stable since 2012, while emissions of HCFC-141b and -142b de-
clined between 2012 and 2016, by around 10% and 18%, respectively. These findings are consistent with 
a sharp drop in reported HCFC consumption after 2012, particularly from Article 5 countries. 
• Emissions of the compounds HCFC-133a and HCFC-31, for which no current intentional use is known, 
have been detected from atmospheric measurements. Research to date suggests that these gases are unin-
tentional by-products of HFC-32, HFC-134a, and HFC-125 production. 
TROPOSPHERIC BROMINE
Total tropospheric bromine is defined in analogy to total tropospheric chlorine. Even though the abundance of bro-
mine is much smaller than that of chlorine, it has a significant impact on stratospheric ozone because it is around 
60–65 times more efficient than chlorine as an ozone-destroying catalyst
4 Here, CFC-114 refers to the combination of the CFC-114 and CFC-114a isomers.
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• Total tropospheric bromine from controlled ODSs (halons and methyl bromide) continued to decrease and 
by 2016 was 14.6 ppt, 2.3 ppt below the peak levels observed in 1998. In the 4-year period prior to the last 
Assessment, this decrease was primarily driven by a decline in methyl bromide (CH3Br) abundance, with 
a smaller contribution from a decrease in halons. These relative contributions to the overall trend have 
now reversed, with halons being the main driver of the decrease of 0.15 ± 0.04 ppt Br yr−1 between 2012 
and 2016.
• The mole fractions of halon-1211, halon-2402, and halon-1202 continued to decline between 2012 and 2016. 
Mole fractions of halon-1301 increased during this period, although its growth rate dropped to a level indis-
tinguishable from zero in 2016. Emissions of halon-2402, halon-1301, and halon-1211, as derived from 
atmospheric observations, declined or remained stable between 2012 and 2016.
• Methyl bromide (CH3Br) mole fractions continued to decline between 2012 and 2015 but showed a small 
increase (2–3%) between 2015 and 2016. This overall reduction is qualitatively consistent with the con-
trols under the Montreal Protocol. The 2016 level was 6.8 ppt, a reduction of 2.4 ppt from peak levels 
measured between 1996 and 1998. The increase between 2015 and 2016 was the first observation of a 
positive global change for around a decade or more. The cause of this increase is yet to be explained. 
However, as it was not accompanied by an increased interhemispheric difference, it is unlikely that 
this is related to anthropogenic emissions in the Northern Hemisphere. By 2016, controlled CH3Br 
consumption dropped to less than 2% of the peak value, and total reported fumigation emissions have 
declined by more than 85% since their peak in 1997. Reported consumption in quarantine and pre-ship-
ment (QPS) uses of CH3Br, which are not controlled under the Montreal Protocol, have not changed 
substantially over the last two decades. 
HALOGENATED VERY SHORT-LIVED SUBSTANCES (VSLSS)
VSLSs are defined as trace gases whose local lifetimes are shorter than 0.5 years and have nonuniform tropospheric 
abundances. These local lifetimes typically vary substantially over time and space. Of the very short-lived source 
gases (VSL SGs) identified in the atmosphere, brominated and iodinated species are predominantly of oceanic or-
igin, while chlorinated species have significant additional anthropogenic sources. VSLSs will release the halogen 
they contain almost immediately once they enter the stratosphere and will thus play an important role in the lower 
stratosphere in particular. Due to their short lifetimes and their atmospheric variability the quantification of their 
contribution is much more difficult and has much larger uncertainties than for long-lived compounds.
• Total tropospheric chlorine from VSL SGs in the background lower atmosphere is dominated by anthropo-
genic sources. It continued to increase between 2012 and 2016, but its contribution to total chlorine remains 
small. Global mean chlorine from VSLSs in the troposphere has increased from about 90 ppt in 2012 
to about 110 ppt in 2016. The relative VSLS contribution to stratospheric chlorine input derived from 
observations in the tropical tropopause layer has increased slightly from 3% in 2012 to 3.5% in 2016. 
• Dichloromethane (CH2Cl2), a VSL SG that has predominantly anthropogenic sources, accounted for the 
majority of the change in total chlorine from VSLSs between 2012 and 2016 and is the main source of 
VSLS chlorine. The global mean abundance reached approximately 35–40 ppt in 2016, which is about a 
doubling compared to the early part of the century. The increase slowed substantially between 2014 and 
2016. Emissions from southern and eastern Asia have been detected for CH2Cl2. 
• There is further evidence that VSLSs contribute ~5 (3–7) ppt to stratospheric bromine, which was about 
25% of total stratospheric bromine in 2016. The main sources for brominated VSLSs are natural, and no 
long-term change is observed. While the best estimate of 5 ppt has remained unchanged from the last 
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Assessment, the assessed uncertainty range has been reduced. Due to the decline in the abundance of 
regulated bromine compounds, the relative contribution of VSLSs to total stratospheric bromine con-
tinues to increase. 
STRATOSPHERIC CHLORINE AND BROMINE
In the stratosphere, chlorine and bromine can be released from organic source gases to form inorganic species, which 
participate in ozone depletion. In addition to estimates of the stratospheric input derived from the tropospheric 
observations, measurements of inorganic halogen loading in the stratosphere are used to determine trends of strato-
spheric chlorine and bromine.
• Hydrogen chloride (HCl) is the major reservoir of inorganic chlorine (Cly) in the mid to upper stratosphere. 
Satellite-derived measurements of HCl (60°N–60°S) in the middle stratosphere show a long-term decrease 
of HCl at a rate of around 0.5% yr−1, in good agreement with expectations from the decline in tropospheric 
chlorine. In the lower stratosphere, a decrease was observed over the period from 1997 to 2016, while 
significant differences in the trends are seen over the period 2005 to 2016 between various datasets and 
altitude/geographical regions. A similar behavior is observed for total column measurements, likely re-
flecting variability in stratospheric dynamics and chemistry. Total chlorine input to the stratosphere of 
3,290 ppt is derived for 2016 from measurements of long-lived ODSs at the surface and VSLSs in the 
upper troposphere. About 80% of this input is from substances controlled under the Montreal Protocol. 
• Total stratospheric bromine, derived from observations of bromine monoxide (BrO), continued to decrease 
at a rate of about 0.75% yr−1 from 2004 to 2014. This decline is consistent with the decrease in total tropo-
spheric organic bromine, based on measurements of CH3Br and the halons. A total bromine input to the 
stratosphere of 19.6 ppt is derived for 2016, combined from 14.6 ppt of long-lived gases and 5 ppt from 
VSLSs not controlled under the Montreal Protocol. Anthropogenic emissions of all brominated long-
lived gases are controlled, but as CH3Br also has natural sources, more than 50% of the bromine reach-
ing the stratosphere is now estimated to be from sources not controlled under the Montreal Protocol. 
There is no indication of a long-term change in natural sources to stratospheric bromine. 
EQUIVALENT EFFECTIVE STRATOSPHERIC CHLORINE (EESC)
EESC is the chlorine-equivalent sum of chlorine and bromine derived from ODS tropospheric abundances, weighted 
to reflect their expected depletion of stratospheric ozone. The growth and decline in EESC depends on a given tro-
pospheric abundance propagating to the stratosphere with varying time lags (on the order of years) associated with 
transport. Therefore, the EESC abundance, its peak timing, and its rate of decline are different in different regions 
of the stratosphere. Recent suggestions of a refinement in the calculation method for EESC result in somewhat lower 
estimates on how far the stratospheric reactive halogen loading has recovered. 
• By 2016, EESC had declined from peak values by about 9% for polar winter conditions and by about 13–17% for 
mid-latitude conditions. This drop is 31–43% of the decrease required for EESC in mid-latitudes to return to 
the 1980 benchmark level, and about 18–19% of the decrease required for EESC in polar regions to return 
to the 1980 benchmark level5. The rate at which EESC is decreasing has slowed, in accordance with a 
slowdown of the decrease in tropospheric chlorine. The ranges given reflect the different methods for 
calculating EESC. Differences in halogen recovery levels from previous Assessments are also due to 
differences in assumed fractional release factors. 
5 As in previous Assessments, 1980 levels of EESC are used as a benchmark for recovery, although this value is somewhat arbitrary and 
some ozone loss had occurred prior to 1980. Also, recovery of EESC to 1980 values does not necessarily imply a recovery of ozone to 
1980 levels, as other parameters, e.g. stratospheric circulation, may change. 
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TROPOSPHERIC AND STRATOSPHERIC FLUORINE
While fluorine has no direct impact on stratospheric ozone, many fluorinated gases are strong greenhouse gases, and 
their emission is often related to the replacement of chlorinated substances regulated under the Montreal Protocol. 
For this reason, trends in fluorine are also assessed in this report. 
• The main sources of fluorine in the troposphere and in the stratosphere are CFCs, HCFCs, and HFCs. In con-
trast to total chlorine, total fluorine in the troposphere continued to increase between 2012 and 2016, at a rate 
of 1.7% yr−1. This increase shows the decoupling of the temporal trends in fluorine and chlorine due to 
the increasing  emissions of HFCs (see Chapter 2). The total atmospheric-column abundance of inorganic 
fluorine, which is m ainly stratospheric, has continued to increase at a rate of about 1% yr−1 over the period 
2007–2016. 
EFFECT OF OZONE-DEPLETING SUBSTANCES (ODSs) ON CLIMATE
• The total direct radiative forcing6 of CFCs continues to be much higher than that of HCFCs. However, 
radiative forcing from CFCs has dropped by about 7% since its peak in 2000 to about 250 mW m−2 in 
2016 (approximately 13% that of CO2), while radiative forcing from HCFCs increased to 58 mW m−2 
in 2016 (approximately 3% that of CO2). The total direct radiative forcing due to CFCs, HCFCs, halons, 
CCl4 and CH3CCl3 was 327 mW m –2 in 2016 (approximately 16% that of CO2).
• CO2-equivalent emissions7 of CFCs and HCFCs were approximately equal in 2016. The CO2-equivalent 
emission from the sum of all CFCs or the sum of all HCFCs was approximately 0.8 Gt in 2016. The CO2-
equivalent emission from the sum of CFCs, HCFCs, Halons, CCl4 and CH3CCl3 was approximately 1.7 
Gt in 2016.
OTHER GASES THAT AFFECT OZONE AND CLIMATE
• Mole fractions of many other gases that affect both ozone and climate have changed since the previous 
Assessment. The atmospheric abundance of methane has continued to increase following a period of 
stagnation in the early 2000s. The drivers of the changing trend are disputed. Nitrous oxide continues 
to grow relatively steadily in the atmosphere. The global mole fractions of the fluorinated species sul-
fur hexafluoride (SF6), nitrogen trifluoride (NF3), sulfuryl fluoride (SO2F2), and the perfluorocarbons 
(PFCs such as CF4 and C2F6) have continued to grow. In contrast, the abundance of the sulfur-contain-
ing compounds sulfur dioxide (SO2) and carbonyl sulfide (COS) has not changed substantially.
6 A measure of the change in net irradiance (incoming minus outgoing) at the tropopause.
7 CO2 equivalents are determined here by weighting emissions estimates by the global warming potential (GWP) of each gas, integrated 
over a 100-year time horizon.
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1.1 SUMMARY OF FINDINGS FROM THE 
PREVIOUS OZONE ASSESSMENT
Chapter 1 of the 2014 Assessment report (Carpenter 
and Reimann et al., 2014) provided updates on 
ozone-depleting substances (ODSs) and other gases 
of interest to the Montreal Protocol. These included 
hydrofluorocarbons (HFCs), which have been used to 
replace ODSs; they are not ozone-depleting substanc-
es, but they do add to climate warming. 
Chapter 1 from the 2014 Assessment showed that, in 
the 5-year period 2008–2012, total tropospheric chlo-
rine from substances regulated under the Montreal 
Protocol had declined at an average rate of 13.4 ± 0.9 
ppt yr−1 (ppt defined as dry air mole fraction in parts 
per trillion), while bromine from regulated substanc-
es was declining at a rate of 0.14 ± 0.02 ppt yr−1. All 
major CFCs (chlorofluorocarbons) showed decreas-
ing mole fractions and continued to be the main car-
riers of chlorine, with a contribution of 61% to total 
tropospheric chlorine. The only class of compounds 
that were regulated yet still showed increasing mole 
fractions were hydrochlorofluorocarbons (HCFCs). 
A continuing discrepancy in the emissions of CCl4 
inferred from observations versus those derived 
from reports to the United Nations Environment 
Programme (UN Environment) was documented. 
An increase in lower tropospheric abundances of 
chlorinated very short-lived substances (VSLSs) 
was observed. Dichloromethane (CH2Cl2) increased 
particularly strongly; the global mean mole fraction 
had increased by about 60% between 2001 and 2012. 
However, the total contribution of VSLSs to strato-
spheric chlorine remained small at approximately 3% 
in 2012, including the contribution of inorganic prod-
uct gases entering the stratosphere. 
Total tropospheric bromine showed an overall decline, 
consistent with the projections from the scenarios in 
the 2010 Assessment. The decline was driven by the 
continued decrease of CH3Br and, for the first-time, 
an observed decrease in total tropospheric bromine 
from halons, with all halons except for halon-1301 de-
creasing in the atmosphere. The relative contribution 
of brominated VSLSs to total bromine was much larg-
er than the contribution of chlorinated VSLSs to total 
chlorine, with about 5 ppt of the total 20 ppt of strato-
spheric bromine attributed to short-lived substances. 
Input of bromine from VSLSs to the stratosphere in 
both organic and inorganic forms was included. 
Equivalent effective stratospheric chlorine (EECS), 
which is the chlorine-equivalent sum of chlorine and 
bromine derived from ODS tropospheric abundances 
weighted to reflect their expected depletion of strato-
spheric ozone, was assessed to have declined from its 
maximum value in polar regions by about 10% and 
in mid-latitudes by about 15%; this is equivalent to 
about 20% and 40% of the decline required to return 
to 1980 benchmark levels, respectively. 
The influence of ODS and HFC emissions on climate 
was assessed in terms of their equivalent in gigatonnes 
of carbon dioxide (CO2-equivalent emissions)  using 
100-year Global Warming Potential (GWP). The 
CO2-equivalent emissions of CFCs, HCFCs, and 
HFCs were roughly equal to each other in 2012 with 
respect to their climate influence. However, the emis-
sions of HFCs were increasing, while the emissions of 
CFCs were declining and those of HCFCs remained 
relatively constant.
1.2 UPDATED  ABUNDANCES, 
TRENDS,  LIFETIMES, AND 
 EMISSIONS OF  LONGER-LIVED 
 HALOGENATED SOURCE GASES
Observations of ODSs have been carried out over 
multiple decades by several groups with different sam-
pling strategies, who have, in most cases, developed 
independent, but regularly compared, calibration 
scales (Figure 1-1, Table 1-1). Global and hemispheric 
mean mole fractions are derived using data from net-
works with air sampling stations that are distributed 
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Figure 1-1. Annual mean global surface mole fractions (MF; expressed as dry air mole fractions in parts per trillion or ppt) of 
ozone-depleting substances from independent sampling networks and from scenario A1 of the previous Ozone Assessments 
over the past 26 years (1990–2016) (Daniel and Velders, 2011; Harris and Wuebbles et al., 2014). The baseline scenarios from 
previous Assessments (A1-2010, A1-2014) are projections from 2009 and 2013, respectively. Only A1-2014 data are shown for 
some species. Shown are measured global surface annual means from the NOAA network (red) and AGAGE network (black). 
Southern Hemispheric data obtained by the University of East Anglia (UEA) (blue) are shown for some species. NOAA and 
AGAGE CFC-113 data likely represent some combination of CFC-113 and CFC-113a (although the influence of CFC-113a on 
NOAA and AGAGE measurements of CFC-113 is likely small), whereas UEA measures CFC-113 and CFC-113a separately (Adcock 
et al., 2018). UEA CFC-113 data (annual Southern Hemispheric means from Adcock et al., 2018) were adjusted downward by 
2% to be consistent with the NOAA scale determined by gas chromatography-mass spectrometry (GC-MS) as opposed to gas 
chromatography-electron capture detection (GC-ECD). HCFC-124 data were taken from Simmonds et al. (2017). HCFC-31 data 
were taken from Schoenenberger et al. (2015). For some gases, we also show growth rates (GR) and interhemispheric differ-
ences (IHD; NH mean minus SH mean) in a second panel, using the same color scheme as in the corresponding upper panel. 
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Table 1-1. Measured mole fractions and changes of ozone-depleting gases from ground-based sampling 
networks (expressed in dry air mole fractions as parts per trillion (ppt), or relative units).
Chemical 
Formula
Common or
Industrial 
Name
Annual Mean
Mole Fraction (ppt)
  2012         2015        2016
Change
(2015–2016)
(ppt yr–1)    (% yr–1)
Network, Method
CFCs
CCl3F CFC-11
235.5 230.9 229.6 -1.3 -0.6 AGAGE, in situ1 
235.2 231.1 229.8 -1.3 -0.6 NOAA2, flask & in situ 
235.3 229.2 227.4 -1.8 -0.8 UCI, flask
CCl2F2                               CFC-12
527.8 519.7 516.1 -3.6 -0.7 AGAGE, in situ 
524.7 515.3 512.2 -3.1 -0.6 NOAA, flask & in situ 
522.5 519.5 515.6 -3.9 -0.8 UCI, flask
CClF3 CFC-13 2.94 3.01 3.04 0.03 1.0 AGAGE, in situ 
CCl2FCCl2F CFC-112 0.44 0.42 0.42  0.00  0.0 UEA, flask (Cape Grim)
CCl3CClF2 CFC-112a 0.066 0.066 0.067 0.001 1.5 UEA, flask (Cape Grim)
CCl2FCClF2                  CFC-113
74.0 72.1 71.4 -0.7 -0.9 AGAGE, in situ3 
74.0 72.1 71.5 -0.6 -0.8 NOAA, flask3 
74.2 71.8 71.1 -0.7 -1.0 UCI, flask3
CCl3CF3 CFC-113a 0.43 0.62 0.66 0.04  6.5 UEA, flask (Cape Grim)
CClF2CClF2                   CFC-114
16.3 16.3 16.3 0.0 -0.1 AGAGE, in situ4
15.2 14.8 14.6 -0.2 -1.4 UEA, flask (Cape Grim)5
CCl2FCF3 CFC-114a 1.05 1.05 1.04 -0.01 -1.0 UEA, flask (Cape Grim)5
CClF2CF3                       CFC-115
8.40 8.46 8.49 0.03 0.4 AGAGE, in situ
8.48 8.63 8.67 0.04 0.5 NIES, in situ (Japan)
HCFCs6
CHClF2                            HCFC-22
219.3 233.6 237.4 3.8 1.6 AGAGE, in situ
218.0 233.0 237.5 4.5 1.9 NOAA, flask
214.5 238.0 242.3 4.3 1.8 UCI, flask
CH2ClCF3 HCFC-133a 0.31 0.37 0.39 0.02 5.4 UEA, flask (Cape Grim)
CH3CCl2F HCFC-141b
22.45 24.22 24.47 0.25 1.0 AGAGE, in situ 
22.27 24.22 24.53 0.31 1.3 NOAA, flask
21.80 24.49 24.59 0.10 0.4 UCI, flask
CH3CClF2                HCFC-142b
21.92 22.51 22.56 0.05 0.2 AGAGE, in situ
21.36 21.84 22.01 0.17 0.8 NOAA, flask
21.80 23.26 23.16 -0.10 -0.4 UCI, flask
Halons
CBr2F2 halon-1202 0.018 0.015 0.014 -0.001 -6.7 UEA, flask (Cape Grim)5
CBrClF2  halon-1211
4.01 3.71 3.59 -0.12 -3.2 AGAGE, in situ
3.92 3.61 3.52 -0.09 -2.5 NOAA, flask
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Chemical 
Formula
Common or
Industrial 
Name
Annual Mean
Mole Fraction (ppt)
  2012         2015        2016
Change
(2015–2016)
(ppt yr–1)    (% yr–1)
Network, Method
CBrClF2
(continued)
halon-1211
(continued)
3.96 3.66 3.54 -0.12 -3.3 NOAA, in situ
3.97 3.61 3.51 -0.10 -2.8 UEA, flask (Cape Grim)
4.14 3.80 3.70 -0.10 -2.6 UCI, flask
CBrF3                                 halon-1301
3.30 3.36 3.36 0.00 0.0 AGAGE, in situ
3.19 3.25 3.25 0.00 -0.1 NOAA, in situ
3.10 3.17 3.17 0.00 0.0 UEA, flask (Cape Grim)
CBrF2CBrF2 halon-2402
0.44 0.42 0.41 -0.01 -2.4 AGAGE, in situ7
0.44 0.42 0.42 -0.01 -1.2 NOAA, flask
0.39 0.37 0.36 -0.01 -2.7 UEA, flask (Cape Grim)5
Chlorocarbons
CH3Cl                      methyl chloride
539.9 544.7 552.7 8.0 1.5 AGAGE, in situ
541.4 550.0 559.1 9.1 1.7 NOAA, flask 
CCl4                                     
carbon 
tetrachloride
84.2 81.1 79.9 -1.2 -1.5 AGAGE, in situ
85.7 82.2 81.2 -1.0 -1.2 NOAA, flask & in situ 
86.7 82.2 81.9 -0.3 -0.3 UCI, flask
CH3CCl3                        
methyl 
chloroform
5.21 3.09 2.61 -0.48 -16 AGAGE, in situ 
5.25 3.07 2.60 -0.47 -15 NOAA, flask
5.7 3.48 3.05 -0.43 -12 UCI, flask 
Bromocarbons
CH3Br                     methyl bromide
7.06 6.66 6.80 0.14 2.1 AGAGE, in situ 
6.95 6.64 6.86 0.22 3.3 NOAA, flask
Mole fractions in this table represent independent estimates measured by different groups for the years indicated. Results in 
bold text are estimates of global surface mean mole fractions. Regional data from relatively unpolluted sites are shown (in italics) 
where global estimates are not available, where global estimates are available from only one network, or where regional data 
provide additional long-term records. Absolute changes (ppt yr –1) are calculated as the difference between 2015 and 2016 annual 
means; relative changes (% yr -1) are the same difference relative to the 2015 value. Small differences between values reported 
in previous Assessments are due to changes in calibration scale and methods for estimating global mean mole fractions from a 
limited number of sampling sites.
These observations are published in or are updated from the following sources: (Adcock et al., 2018; Butler et al., 1998; Laube 
et al., 2016; Laube et al., 2014; Montzka et al., 2003; Montzka et al., 2018; Montzka et al., 2015; Newland et al., 2013; Prinn et al., 
2018; Rigby et al., 2014; Simmonds et al., 2017; Simpson et al., 2007; Vollmer et al., 2016, 2018; Yokouchi et al., 2006); AGAGE, Ad-
vanced Global Atmospheric Gases Experiment (http://agage.mit.edu/; Prinn et al., 2018); NOAA, National Oceanic and Atmospher-
ic Administration, USA (http://www.esrl.noaa.gov/gmd/dv/site/); UEA, University of East Anglia, United Kingdom (http://www.uea.
ac.uk/environmental-sciences/research/marine-and-atmospheric-sciences-group); UCI, University of California, Irvine, USA (http://
ps.uci.edu/~rowlandblake/research_atmos.html); NIES, National Institute for Environmental Studies, Japan (http://db.cger.nies.
go.jp/gem/moni-e/warm/Ground/st01.html); Cape Grim: Cape Grim Baseline Air Pollution Station, Australia. 
Notes:
1 Global mean estimates from AGAGE are calculated using atmospheric data and a 12-box model (Cunnold et al., 1983; Rigby et al., 
2014; Rigby et al., 2013).    2The NOAA CFC-11 data have been updated following a calibration scale change in 2016 (Montzka et 
al., 2018).     3Measurements of CFC-113 likely represent a combination of CFC-113 and CFC-113a due to co-elution, with the effect 
of CFC-113a on CFC-113 dependent on the analytical method.    4AGAGE measurements of CFC-114 are a combination of the 
CFC-114 and CFC-114a isomers, with a relative contribution of ~7% CFC-114a (Laube et al., 2016). At UEA, CFC-114 and CFC-114a 
are quantified separately.     5Mole fractions for 2016 represent averages from January to July for UEA data for these compounds. 
6Updates to HCFC-124 mole fractions are not provided as the AGAGE calibration scale has not been finalized.  7Compared to the 
previous Assessment, AGAGE halon-2402 data are now on an independent calibration scale.
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around the world: the Advanced Global Atmospheric 
Gases Experiment (AGAGE) network, the National 
Oceanic and Atmospheric Administration (NOAA) 
network, and the University of California, Irvine 
(UCI) network. Further data representative of region-
al or hemispheric scales are available for some species 
from the National Institute for Environmental Studies 
(NIES) and the University of East Anglia (UEA). 
Because these networks maintain independent cali-
bration scales, and because they have different sam-
pling locations and frequencies, small differences are 
observed (typically on the order of a few percent or 
less; see Table 1-1) in the burden and trend estimated 
from each dataset. Therefore, for much of this sec-
tion, global trends and inferred emissions are given 
separately for each network. Data from regionally 
representative (e.g., Southern Hemisphere) sites are 
used when global network data are not available. In 
some circumstances, these data can be extrapolated to 
derive global-scale mole fractions or emissions using 
an atmospheric transport model (e.g., Box 1-1). This 
is the case where AGAGE mole fraction records have 
been extended back before Northern Hemispheric 
air samples were available, through the assimilation 
of Cape Grim Air Archive (CGAA; Langenfelds et al., 
1996) data into an AGAGE 12-box model inversion 
(e.g. Rigby et al., 2014). Column observations are also 
available for some species based on ground-based or 
satellite-based remote sensing methods (Figure 1-2, 
Table 1-2). 
For the long-lived ODSs that are primarily of anthro-
pogenic origin, we derive radiative forcing from glob-
al mean near-surface mole fractions using the meth-
ods outlined in Ramaswamy et al. (2001) (Figure 
1-3). Emissions, along with global and hemispheric 
mean mole fractions, are estimated using a box model 
of atmospheric transport and chemistry, constrained 
using baseline atmospheric data, following Rigby et 
al. (2014) (Figure 1-4, Box 1-1). The model includes 
estimates of the major loss processes, the magnitudes 
of which are mostly based on the SPARC Lifetimes 
assessment (SPARC, 2013) (Table A-1, Figure 1-4). 
Emissions estimates were combined with estimates 
of 100-year time horizon Global Warming Potentials 
(GWPs) and Ozone Depletion Potentials (ODPs), as 
summarized in Table A-1, to calculate CO2-equivalent 
and CFC-11-equivalent emissions of ODSs and relat-
ed substances (Figure 1-5). 
1.2.1 Chlorofluorocarbons (CFCs)
Observations of Atmospheric Abundance
Mole fractions of the three most abundant CFCs—
CFC-12 (CCl2F2), CFC-11 (CCl3F), and CFC-113 
(CCl2FCClF2)—continued to decline since 2012, 
reaching approximately 514 ppt, 230 ppt, and 71 ppt, 
respectively in 2016 (Figure 1-1). The atmospheric 
abundance of CFC-12 has fallen increasingly rap-
idly throughout this period, with the rate of decline 
increasing from 2.9 ppt yr−1 in 2011–2012 to around 
3.6 ppt yr−1 in 2015–2016 (Figure 1-1, Table 1-1). The 
Figure 1-2. Monthly mean total vertical 
column abundances (in molecules per 
square centimeter) for CFC-12, CFC-11, 
CCl4, and HCFC-22 above Jungfraujoch 
station, Switzerland, from 1986 to 2016 
(updated from Zander et al., 2008 and 
Rinsland et al., 2012). The bootstrap 
resampling tool described by Gardiner 
et al. (2008) and Rinsland et al. (2012) 
was used for the trend evaluations (see 
Table 1-2). Note the discontinuity in the 
vertical scale. 
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rate of decline in CFC-113 has remained relatively 
constant at around 0.7 ppt yr−1. In contrast, there was 
a slowdown in the rate at which the global abundance 
of CFC-11 was falling, starting around 2013 (Montzka 
et al., 2018): Rates of decline remained relatively close 
to 2.0 ppt yr−1 (0.8% yr−1) between around 2002 and 
2012 (±0.2 ppt yr−1 interannual variability, 1-sigma), 
but that rate has since dropped to approximate-
ly 1.3 ppt yr−1 (0.6% yr−1) between 2014 and 2016. 
Coincident with this feature, the interhemispheric 
difference (IHD; the difference between Northern 
Hemisphere and Southern Hemisphere mean mole 
fractions) of CFC-11 increased from 1.8 ppt in 2012 
to 2.7 ppt in 2016, suggesting that the increase is driv-
en by Northern Hemispheric sources. 
Measurements of the 2010–2016 trends in Northern 
Hemispheric CFC-11 and CFC-12 abundances made 
using ground-based Fourier transform infrared 
(FTIR) spectroscopy at Jungfraujoch, Switzerland, 
agree within uncertainties with those derived using 
surface-based in situ observations (Table 1-2, Figure 
1-2). However, in contrast to the surface data, column 
CFC-11 trends were not found to be statistically dif-
ferent between the periods 2008–2012 (–1.24 ± 0.23% 
yr−1) and 2013–2016 (−1.28 ± 0.42% yr−1). This dis-
crepancy is likely due to the larger interannual vari-
ability found in the column data, which complicates 
the comparison between column and surface trends 
over short timescales.
A full atmospheric history of CFC-13 (CClF3) has 
recently been published based on samples from firn, 
archived air, and AGAGE in situ measurements 
(Vollmer et al., 2018). This compound increased rela-
tively rapidly in the atmosphere until the mid-1990s, 
after which growth slowed but remained positive 
until the most recent measurements in 2016, when 
the global mole fraction reached 3.04 ppt (mean 
growth rate since 1996 of 0.02 ppt yr–1). This new 
Table 1-2. Comparison of annual trends of ODSs, CF4, and SF6 from in situ and remote sensing measurements. 
Relative trends in ODSs and halogenated greenhouse gases for the 2010–2016 time period derived from surface 
measurements and remote sensing observations. This time period was selected because interannual variability 
in remote sensing data makes robust quantification of trends challenging over shorter periods. Surface in situ 
trends were derived from monthly mean mole fractions, weighted by the surface area in the region 30°N to 90°N. 
Shown are the averages of trends derived independently from NOAA and AGAGE data (% yr -1 relative to 2013 
annual mean). Uncertainties were estimated from uncertainties in the linear trends and differences between 
trends derived from independent networks. For CF4, only AGAGE in situ data were used, and the uncertainty was 
derived from the uncertainty in the slope. For remote sensing observations, relative annual rates of change were 
computed over the 2010–2016 time period from FTIR observations at Jungfraujoch station, Switzerland, with the 
bootstrap resampling tool described in Gardiner et al. (2008), using the year 2013 as reference. All uncertainties 
are estimated at 2-sigma.
Annual Trend 2010–2016 (% yr -1 relative to 2013)
Substance In situ Remote sensing References
CFC-11 -0.64 ± 0.05 -0.70 ± 0.17 Updated from Zander et al. (2008)and references in Table 1-1.
CFC-12 -0.55 ± 0.05 -0.47 ± 0.08 Updated from Zander et al. (2008)and references in Table 1-1. 
CCl4 -1.32 ± 0.09 -1.03 ± 0.23
Updated from Rinsland et al. (2012)
and references in Table 1-1.
HCFC-22 2.21 ± 0.10 2.54 ± 0.14 Updated from Zander et al. (2008)and references in Table 1-1. 
HCFC-142b 0.97 ± 0.17 -0.6 ± 1.1 Updated from Mahieu et al. (2017)and references in Table 1-1. 
SF6 3.90 ± 0.06 4.34 ± 0.19
Updated from Zander et al. (2008)
and Hall et al. (2011).
CF4 0.94 ± 0.01 1.11 ± 0.09
Updated from Mahieu et al. (2014b)
and references in Table 1-1.
0100
200
300
400
500
CH
4
N
2
O
ODSs (CFCs, HCFCs, halons, solvents)
Kyoto protocol synthetics
(HFCs, PFCs, SF
6
, NF
3
)
0
10
20
30
40
50
60
HCFCs
HCFC-22
HCFC-141b
HCFC-142b
0
50
100
150
200
250
300
R
a
d
i
a
t
i
v
e
 
f
o
r
c
i
n
g
 
(
m
W
 
m
2
)
ODSs (CFCs, HCFCs, halons, solvents)
CFCs
CFC-11
CFC-12
CFC-113
0
5
10
15
20
25
30
35
40
Kyoto protocol synthetics
(HFCs, PFCs, SF
6
, NF
3
)
HFCs
PFCs
1985 1990 1995 2000 2005 2010 2015
Year
0
5
10
15
20
25
Solvents
CCl
4
CH
3
CCl
3
Halons
1985 1990 1995 2000 2005 2010 2015
Year
0
1
2
3
4
5
SF
6
NF
3
SO
2
F
2
Chapter 1 | ODSs and Other Gases
1.14
Figure 1-3. Direct radiative forcing due to ODSs, HFCs, CH4, N2O, and other greenhouse gases. Selected 
groupings of gases are shown in bold and selected compounds or collections of compounds that fall 
within these groupings are shown as dashed lines. The ODS group here refers to combined CFCs, HCFCs, 
halons, and solvents (CCl4 and CH3CCl3). Kyoto protocol synthetics are defined as HFCs (see Chapter 2), per-
fluorocarbons (PFCs, which include CF4 and C2F6), SF6, and NF3 (Section 1.5). Lower tropospheric annual 
mean mole fractions were taken from AGAGE data (Table 1-1, Figure 1-1). Radiative forcing was calculated 
using the expressions in Ramaswamy  et al. (2001), with radiative efficiencies as summarized in Table A-1 
and preindustrial global surface mean mole fractions of 722 ppb, 270 ppb, and 36 ppt for CH4, N2O, and 
CF4, respectively. For comparison, the radiative forcing due to CO2 was approximately 2 W m−2 in 2016.
ODSs and Other Gases | Chapter 1
1.15
measurement time series is around 25% lower than 
previous records, due primarily to differences in cal-
ibration scales (Culbertson et al., 2004; Oram, 1999). 
The previous Assessment reported a slowly declining 
combined mole fraction of the CFC-114 (CClF2CClF2) 
and CFC-114a (CCl2FCF3) isomers. This downward 
trend has continued but at a slower rate than was 
reported between 2011 and 2012 (Figure 1-1, Table 
1-1; Vollmer et al., 2018). In 2016, the global mean 
mole fraction of combined CFC-114 and CFC-114a 
was approximately 16 ppt, and the mole fraction of 
CFC-114a measured in the CGAA was around 1 ppt. 
The 2014 Assessment estimated a 10% contribution 
of CFC-114a to total CFC-114 in the atmosphere. A 
new study using CGAA samples shows the CFC-114a 
contribution to total CFC-114 increasing from 4.1% in 
the late 1970s to 6.5% in the mid-2010s (Laube et al., 
2016). The sum of the abundances of the two CFC-114 
isomers in the CGAA agree between this and another 
recently published record of combined-isomer mea-
surements (Laube et al., 2016; Vollmer et al., 2018). 
The 2010 and 2014 Assessments found that mole 
fractions of CFC-115 (CClF2CF3) had stabilized at ap-
proximately 8.4 ppt since around 2000. However, mole 
fractions have grown since 2012, reaching 8.5 ppt in 
2016 (Vollmer et al., 2018). While the magnitude of 
this change is comparable with the uncertainties on the 
observations (around 0.1 ppt in 2016), the fact that it is 
observed at all remote AGAGE stations strongly sug-
gests a renewed global increase (Vollmer et al., 2018). 
Since the last Assessment, CFC-112 (CCl2FCCl2F), 
which had a Southern Hemispheric mole fraction of 
0.42 ppt in 2016, has continued to decline in the at-
mosphere, and CFC-112a (CClF2CCl3) has remained 
relatively stable at close to 0.07 ppt in the Southern 
Hemisphere (update to Laube et al., 2014; see Table 
1-1). In contrast, CFC-113a has continued to increase 
in the Southern Hemisphere at an accelerated rate since 
2012, reaching 0.68 ppt in 2016 (Adcock et al., 2018). 
CFC-216ba (CClF2CClFCF3) and CFC-216ca 
(CClF2CF2CClF2) were measured for the first time 
in the CGAA (Kloss et al., 2014). The Southern 
Hemispheric mole fraction of CFC-216ba was found 
to be relatively constant over the last 20 years at 0.04 
ppt. CFC-216ca exhibited a small positive trend, with 
a mole fraction in the CGAA of 0.02 ppt in 2012. 
With respect to their influence on climate, in 2016, 
CFCs contributed 77% of the total direct radiative 
forcing due to ODSs regulated under the Montreal 
Protocol, with a combined radiative forcing of 250 
mW m−2 (Figure 1-3). The radiative forcing due to 
CFCs has declined by 7% since its peak in 2000, driven 
primarily by the reduction in abundance of CFC-11 
and CFC-12; by 2016 the radiative forcing due to each 
gas had declined by 9 mW m−2 from their respective 
peaks in 1994 and 2002. 
Emissions and Lifetimes
Since the previous Assessment, there has been little 
new work on CFC lifetimes. Therefore, our lifetimes 
estimates for these compounds are still based on 
SPARC (2013), as summarized in Table A-1.
Given the global phaseout of the production of CFCs 
for dispersive uses under the Montreal Protocol, 
emissions to the atmosphere are now expected to be 
due only to leakage from banks. These emissions are 
generally expected to decline with time as the size of 
the banks decrease, as is reflected in the monotonical-
ly decreasing emissions in previous baseline (A1) sce-
narios of CFC emissions (Harris and Wuebbles et al., 
2014). One potential exception was identified in the 
IPCC/TEAP Special Report: Safeguarding the Ozone 
Layer and the Global Climate System (Ashford et al., 
2005), where a global increase in emissions could co-
incide with the decommissioning of buildings with 
foams containing CFCs (primarily CFC-11).
Broadly in line with the expectation of declining 
emissions from banks, inferred emissions of CFC-12 
have continued to fall since the previous Assessment, 
with 2016 emissions being approximately 35 Gg yr−1, 
around 20% lower than in 2012, and 93% lower than 
their peak value in 1988 (Figure 1-4). Emissions of CFC-
113 have remained at very low levels (<10 Gg yr −1, com-
pared to a maximum of around 243 Gg yr−1 in 1988). 
The findings, since the previous Assessment, of a slow-
down in the rate of decline of CFC-11 and an increase 
in the IHD suggest an increase in emissions, although 
changes in atmospheric transport could also play a 
role (Montzka et al., 2018; Prinn et al., 2018). Figure 
1-4 shows CFC-11 emissions inferred from AGAGE 
and NOAA data, assuming interannually repeating 
transport and a global lifetime of 52 years (also shown 
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Figure 1-4. Top-down and bottom-up global emission rate estimates (Gg yr –1) for ozone-depleting sub-
stances. Top-down emissions rates from AGAGE (black) and NOAA (red) atmospheric data were calculated 
using a global 12-box model (Box 1-1; Cunnold et al., 1983; Rigby et al., 2013). For the CFCs, stratospheric life-
times were assumed to be equal to the total lifetimes from Table A-1 (no other losses were assumed). For the 
halons, lifetimes are summarized in Vollmer et al. (2016). A lifetime of 32 years was used, derived from strato-
spheric, ocean, and soil lifetimes of CCl4 (Butler et al., 2016; Rhew and Happell, 2016; SPARC, 2013). For the 
other species, stratospheric lifetimes from Table A-1 were imposed, with OH rate constants from Burkholder 
et al. (2015). Global steady-state lifetimes for each species were: CFC-11 (52 years), CFC-12 (101 years), CFC-13 
(640 years), CFC-113 (93 years), combined CFC-114/CFC-114a (189 years), CFC-115 (540 years), halon-1211 (16 
years), halon-1301 (72 years), halon-2402 (28 years), HCFC-22 (11.6 years), HCFC-141b (9.2 years), HCFC-142b 
(17.6 years), and HCFC-133a (4.6 years). For some of these species, small differences can be seen between 
these global steady-state lifetimes calculated using the 12-box model and those in Appendix Table A-1, 
due to differences in assumed OH and model transport. Emissions were estimated using a Bayesian inverse 
method, in which the emissions growth rates from bottom-up inventories were used as a priori constraints 
(Rigby et al., 2011; Rigby et al., 2014) with minor update in Vollmer et al. (2018). Descriptions of bottom-up 
datasets are given in Rigby et al. (2014); Rigby et al. (2013); Simmonds et al. (2017); Vollmer et al. (2016); and
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in Executive Summary Figure ES.2). Following an 
initial decline after the late 1980s, emissions did not 
drop substantially after about 2002–2005, with the 
2002–2012 average being 66 Gg yr–1 or 64 Gg yr–1 
(using AGAGE or NOAA observations, respectively), 
which is about 82% lower than the peak in 1987. The 
inversions then show an increase in emissions begin-
ning around 2013 and reaching an average of 72 or 
75 Gg yr–1 between 2014 and 2016 (for AGAGE or 
NOAA data, respectively). This represents a 7 Gg yr−1 
(or 10%) to 11 Gg yr−1 (or 17%) increase in emissions 
over the 2002 to 2012 average. These emissions are 
higher overall than the NOAA-data-based estimate of 
Montzka et al. (2018), who assumed a longer lifetime 
than the SPARC (2013) estimate used here. However, 
due to the use of a different inverse modeling ap-
proach, they found a slightly larger magnitude of the 
post-2013 increase, of 13 ± 5 Gg yr−1 (25 ± 13%) for 
2014–2016 compared to 2002–2012. Considered to-
gether, these estimates using AGAGE and NOAA data 
show an increase in emissions of around 10 Gg yr−1 
between these two periods. Following the methodol-
ogy used in previous Assessments and Montzka et al. 
(2018), two projections were created to examine the 
expected decline in emissions after 2006 (near the be-
ginning of the period during which emissions did not 
decline) and 2012 (after which emissions increased) 
(Figure 1-4 and Executive Summary Figure ES-2). 
These projections are based on reported CFC-11 pro-
duction history, an estimate of the magnitude of the 
bank for the year 2002 (IPCC/TEAP, 2005), and the 
assumption of a constant release fraction from the 
bank following 2006 or 2012. The release fractions 
used in the projections were estimated as the mean 
release fractions during the 7-year periods prior to 
2006 or 2012 and were based on the yearly inferred 
bank size and top-down emissions over these peri-
ods. The projections indicate that emissions may have 
been higher than expected since the mid-2000s, al-
though this has only recently become clear given the 
relatively large uncertainties considered in the past on 
top-down emissions and on projections. The projec-
tions also highlight that the recent emissions increase 
may be significantly larger than 10 Gg yr−1, when 
considered relative to the expected emissions decline 
during this period. Montzka et al. (2018) argue that 
the recent increase is too large and too rapid to be 
explained by the release of CFC-11 from its bank, in-
cluding from the decommissioning of old buildings, 
given our understanding of the bank size and past re-
lease rates. Therefore, they propose that new produc-
tion is taking place that has not been reported to the 
UN Environment Ozone Secretariat. This would be 
inconsistent with the CFC-11 phaseout agreed under 
Vollmer et al. (2018). As described in Vollmer et al. (2018), the uncertainty in the a priori emissions growth 
rate was assumed to be 20% of maximum prior emissions. Posterior uncertainties (gray shading for AGAGE 
and red dashed lines for NOAA) include contributions from the observations, the model, the prior constraint, 
and the lifetime uncertainties from SPARC (2013), using the method in Rigby et al. (2014). For CFC-11, uncer-
tainties are larger here than presented in the Executive Summary, as the systematic components of the 
uncertainty (i.e. due to lifetime and calibration scale) are omitted from Figure ES.2. For CFC-112, CFC-112a, 
CFC-113a, and the halons, emissions were calculated using UEA data from the Southern Hemisphere (blue; 
Laube et al. 2014). Emissions were calculated from 2013 to 2015 for CFC-112, CFC-112a, and CFC-113a using 
a 1-box model and scaled to match those reported in Laube et al. (2014) for previous years. HCFC-133a emis-
sions were taken from Vollmer et al. (2015b) and Laube et al. (2014). Uncertainties for CFC-112, CFC-112a, 
and CFC-113a are not shown for clarity (see Laube et al., 2014). Numerical values of emissions estimates for 
2016, shown in some panels, were calculated as the mean of estimates based on AGAGE and NOAA network 
data, with 1-sigma uncertainties (in parentheses) taken from the AGAGE estimates. For CCl4, the bottom-up 
industrial estimate from Liang et al. (2016) is shown as a green diamond in the CCl4 inset, with the potential 
magnitude of legacy emissions shown as a green bar extending upwards. Bottom-up estimates for halons 
(violet triangles) were updated from (UNEP, 2014a). For the major HCFCs, consumption-based estimates from 
Simmonds et al. (2017) are shown (solid green triangles). These estimates are calculated from reported con-
sumption and estimates of immediate and ongoing release rates that were chosen to be consistent with the 
top-down emissions estimates.
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the Montreal Protocol. If the new emissions are as-
sociated with uses that substantially increase the size 
of the CFC-11 bank, further emissions resulting from 
this new production would be expected in future. The 
recent increase in emissions and any associated future 
emissions will delay the expected rate of recovery of 
stratospheric ozone relative to previous projections.
Inferred emissions of the lower-abundance compound 
CFC-13 show a strong decline in the first decade fol-
lowing a maximum in emissions in the late 1980s of 
2.5 Gg yr−1 (Vollmer et al., 2018). However, for the last 
decade, emissions have plateaued at around 0.5 Gg 
yr–1 (approximately 85% lower than their peak value). 
CFC-13 was used primarily in refrigeration; the size 
of the CFC-13 bank and rate of release from it were 
expected to continue to decline with time.
Emissions of the combined CFC-114/CFC-114a iso-
mers have plateaued for at least the last decade, at 1.9 
Gg yr–1, which is about 10% of the maximum value, 
reached in the late 1980s (Vollmer et al., 2018). Based 
on a study that can separate the two isomers (Laube 
et al., 2016), stagnant emissions were found for CFC-
114 (1.8 Gg yr –1; data through 2014), while those of 
the minor CFC-114a isomer have slightly declined. 
This indicates that the sources of the two isomers are, 
at least in part, decoupled. Laube et al. (2016) specu-
lated that emissions of CFC-114a could be linked to 
the production of HFC-125 and HFC-143a. 
Global emissions of CFC-113a increased strongly be-
tween 2009 and 2012 and since then have remained at 
approximately 1.7 Gg yr–1 (Adcock et al., 2018). This 
is opposite to the trend exhibited by the major isomer 
CFC-113 and, similar to the relative changes in CFC-
114 and CFC-114a, indicates that the two isomers 
may have some different sources.
Emissions of CFC-115 appear to have increased since 
the previous Assessment, with Vollmer et al. (2018) 
reporting mean emissions for 2015–2016 of 1.14 ± 0.5 
Gg yr−1, which is approximately double that of the pe-
riod 2007–2010, when emissions were at a minimum 
(Figure 1-4). Recent emissions are around 5–10% of 
the maximum, found in the late 1980s. While some 
CFC-115 was found as an impurity in samples of the 
refrigerant HFC-125 (CHF2CF3), this was not thought 
to be significant enough of a source to explain global 
emissions. Therefore, the cause of this emissions in-
crease is unknown. 
Several regional studies have examined CFC emis-
sions using atmospheric observations. Between 2008 
and 2014, emissions within the USA of the three 
major CFCs (CFC-11, CFC-12, and CFC-113) were 
estimated to have declined (L. Hu et al., 2017). These 
results suggest that the USA is unlikely to be the 
Year
M
t
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2005 2010 2015
Figure 1-5. (a) 100-year GWP-weighted 
emissions and (b) ODP-weighted emis-
sions. Emissions are the average of 
those derived from AGAGE and NOAA 
data, converted to CO2-equivalents and 
CFC-11-equivalents using 100-year time 
horizon GWPs and ODPs from Table A-1. 
Species are grouped into CFCs, HCFCs, 
HFCs (see Chapter 2), halons, solvents 
(CCl4 and CH3CCl3), and other F-gases (SF6, 
CF4, C2F6, C3F8, NF3, SO2F2, see Section 
1.5). Totals are shown as dashed black 
lines and shading indicates the 1-sigma 
uncertainty.
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Box 1-1. Inferring Emissions Using Atmospheric Data
In this Assessment, as in previous reports, emissions of ODSs (and of HFCs in Chapter 2) are inferred 
using atmospheric observations and a model of atmospheric transport and chemistry. Here, we describe 
the principle considerations behind these “top-down,” or “inverse,” calculations. An overview of the various 
methods for estimating ODS emissions can be found in Montzka and Reimann et al. (2010). 
If we assume that the atmosphere consists of a single box into which trace gases are emitted, and within 
which some loss takes place, mass balance considerations allow the rate of change in the burden (B, the total 
mass of the gas in the atmosphere) to be written as:
dB
dt
= Q − Bτ
Here, Q is the globally integrated emission rate (in mass per unit time) and τ is the overall lifetime of the gas 
in the atmosphere. The latter is determined by a variety of sinks such as photolysis (e.g., in the stratosphere), 
reaction with oxidants (e.g., the hydroxyl radical), and loss at the surface (e.g., to soils or the ocean). The 
previous Assessment discussed how the lifetimes from these different processes can be combined to calcu-
late overall lifetimes. 
For long-lived gases (τ≥0.5yr) that are relatively well mixed throughout the atmosphere, surface mole frac-
tion data from global networks such AGAGE and NOAA provide estimates of the trace gas global burden 
and its rate of change. 
For the majority of gases in this chapter, the magnitudes of the global lifetimes are relatively well known, 
compared to uncertainties in bottom-up emissions estimates. These lifetimes estimates, primarily taken from 
the SPARC Lifetimes assessment (SPARC, 2013), are based on a combination of satellite observations, in situ 
measurements of tracer-tracer correlations, photochemical model simulations, and estimates of oceanic and 
terrestrial fluxes, which are independent of the observations used to infer emissions in this chapter. However, 
it should be noted that SPARC (2013) also included lifetimes estimates inferred using AGAGE and NOAA 
observations for some species, which leads to some circularity if used to infer emissions.
We can rearrange Equation 1 to infer global emissions rates (Q) from the information on the global burden 
(B) and its trend (dB/dt) and estimates of the global lifetime (τ). Such emissions estimates are sensitive 
to uncertainties in the observed burden (e.g., random and representation errors in the observations and 
systematic calibration scale errors) and uncertainties in the lifetime, both of which should be propagated 
through to the uncertainties in the inferred emissions (e.g. Rigby et al., 2014). 
While this discussion illustrates the broad principles behind the inference of emissions at the global scale, 
some additional factors are introduced in the calculations presented in this chapter. Firstly, a model of atmo-
spheric transport and chemistry is used to simulate the nonuniform distribution of gases in the atmosphere, 
improving our estimates of the global burden compared to the single-box approach above. The model pri-
marily used in this chapter is the AGAGE 12-box model, which separates the atmosphere into boxes with 
latitudinal boundaries at 90°N, 30°N, 0°N, 30°S, and 90°S, and vertical boundaries at 1000 hPa, 500 hPa, 200 
hPa and 0 hPa (Cunnold et al., 1994; Cunnold et al., 1983; Rigby et al., 2013). Transport of each gas occurs 
via parameterized mixing and advection between boxes. Removal from the atmosphere takes place via reac-
tion with the hydroxyl radical, via first-order processes parameterizing non-OH photochemical losses and 
via loss to the ocean or land. This model was designed to simulate baseline mole fractions (i.e., 
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source of the increase in global CFC-11 emissions that 
started in 2013. In aggregate, the emissions of these 
gases agreed well with bottom-up estimates by the US 
Environmental Protection Agency (EPA). However, 
species-specific differences were found, particularly 
for CFC-113. Where the emissions inventory had pre-
dicted negligible emissions since 1996, emissions in-
ferred from atmospheric concentrations were statisti-
cally higher than zero (by around 0.5–3 Gg yr−1) until 
2013. While regional inverse modeling of CFC-11 
emissions from eastern Asia has not yet been carried 
out, Montzka et al. (2018) note increased variability 
in CFC-11 measured at Mauna Loa, Hawai'i, begin-
ning after 2012, along with emerging correlations 
with other anthropogenic species during the autumn 
months, when this site is strongly influenced by flows 
from eastern Asia. These signals are consistent with 
an increase in CFC-11 emissions from eastern Asia. 
Regional inverse modeling using data from the Gosan 
Station, South Korea, showed evidence of emissions 
of combined CFC-114/CFC-114a and CFC-115 from 
China (Vollmer et al., 2018). The inferred emissions 
for each of these gases were of a magnitude that was 
a significant fraction of the respective global total. 
Persistent sources of CFC-113a and CFC-114a from 
eastern Asia were also identified (Adcock et al., 2018; 
Laube et al., 2016). 
In summary, while emissions of almost all CFCs have 
declined substantially since their peaks in the 1980s 
or 1990s, and emissions of CFC-12 and -113 continue 
to decline, there are strong indications that emissions 
of several CFCs are no longer following the down-
ward trajectory expected under a scenario of globally 
depleting banks. Most important, CFC-11 emissions 
have increased by around 10 Gg yr−1 for 2014–2016, 
relative to 2002–2012. A study into these CFC-11 
trends proposes that new production not reported to 
the UN Environment Ozone Secretariat may be tak-
ing place and that at least some of the new emissions 
originate from eastern Asia (Montzka et al., 2018). 
Regional studies find evidence for continuing or in-
creasing emissions of some of the more minor CFCs 
from eastern Asia (Vollmer et al., 2018). 
In terms of both CO2- and CFC-11-equivalents, in-
ferred combined emissions of all CFCs have declined 
markedly since the late 1980s (Figure 1-5). In 2016, 
CO2-equivalent emissions of the CFCs were 0.8 ± 0.3 
Gt yr−1, approximately 90% lower than the highest in-
ferred value of 9.1 ± 0.4 Gt yr−1 in 1988. If the recent 
change in the CFC-11 growth rate is due to emissions 
alone, the increase since 2013 has added around 0.05 
Gt yr−1 CO2-equivalent to this total. Total ODP-
weighted emissions for all CFCs dropped by around 
90% since the peak (in 1987) and reached 110 ± 30 Gg 
yr−1 CFC-11-equivalent in 2016. 
Box 1-1, continued.
observations that have not been strongly influenced by nearby sources and can be considered representative 
of zonal averages) for long-lived gases that have small spatial gradients in the atmosphere. However, for 
shorter-lived substances, which exhibit strong spatial and temporal variability, atmospheric distributions 
may be more poorly represented. Secondly, a Bayesian statistical approach is employed that allows prior 
beliefs about emissions to be incorporated into the inversion and provides a framework for propagating 
prior and observational uncertainty through to the derived emissions estimates (e.g., see the supplementary 
materials in Rigby et al., 2014).
 Regional emissions estimates are possible where spatially and/or temporally dense measurements are made 
within or downwind of certain areas (e.g., Graziosi et al., 2015; L. Hu et al., 2017). The regional approach 
requires a model that can simulate the three-dimensional atmospheric transport of a gas from the source 
to the measurement points. Such simulations can then be compared to the data and fluxes at regional and 
national scales inferred through examination of the difference between the two. In contrast to global esti-
mates, for long-lived compounds, regional flux inversions are insensitive to uncertainties in the atmospheric 
lifetime. However, significant uncertainties can arise through the need to accurately simulate trace gas trans-
port at high resolution.
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1.2.2 Halons
Observations of Atmospheric Abundance
Halon-1211 (CBrClF2), halon-2402 (CBrF2CBrF2), 
and halon-1202 (CBr2F2) abundances continued to 
decline from their peak values, observed in the early 
and mid-2000s. Global surface mean mole fractions 
of approximately 3.5 ppt and 0.42 ppt were observed 
for halon-1211 and -2402, respectively, in 2016, and 
Southern Hemispheric mole fractions of approxi-
mately 0.014 ppt were recorded for halon-1202 (Table 
1-1, Figure 1-1) (Newland et al., 2013; Vollmer et al., 
2016). Halon-1301 (CF3Br) growth rates, which were 
reported as being positive in the previous Assessment, 
declined to <0.01 ppt yr–1 in 2016, when a global mean 
mole fraction of 3.36 ppt or 3.25 ppt was reached for 
AGAGE and NOAA, respectively. 
New measurements of halon-2311 (CF3CHClBr, hal-
othane, an anesthetic that is no longer widely used) 
show low abundances in the atmosphere with a mole 
fraction that declined from 0.025 ppt in 2000 to <0.01 
ppt in 2016 in the Northern Hemisphere (update of 
Vollmer et al., 2015c).  
The direct contribution of halons to global radiative 
forcing was small, 2.2 mW m−2 in 2016, equivalent to 
0.9% of the radiative forcing of CFCs (Figure 1-3). 
When their influence on ozone depletion is also con-
sidered, radiative forcing due to halons is negative 
(Daniel et al., 1995).
Emissions and Lifetimes
Lifetimes of the three most abundant halons are taken 
from SPARC (2013), and are summarized in Table A-1. 
For these three halons, emissions derived from observa-
tions generally agree within their uncertainties for the 
estimates made from NOAA, AGAGE, and UEA mea-
surements (Figure 1-4; Vollmer et al., 2016; Newland 
et al., 2013). For each gas, these emissions have contin-
ued to decline since the previous Assessment. Bottom-
up emissions were revised in 2014 by the Halon 
Technical Options Committee (HTOC), and updates 
are provided here (UNEP, 2014a). 
Top-down estimates of emissions of halon-1211 
show a decline to 3.4 ± 2.1 Gg yr−1 in 2016 (average 
of emissions inferred from AGAGE and NOAA data), 
70% lower than the peak value in 1998. Compared 
to previous bottom-up estimates (UNEP, 2011), the 
most recent HTOC emissions for this species have 
been revised downward for the last decade, creating a 
larger gap (~50%) with the observation-based values. 
In contrast, for halon-1301, bottom-up and obser-
vation-based emissions now show closer agreement 
than in the previous Assessment, with top-down val-
ues for 2016 of 1.1 ± 0.4 Gg yr−1 and HTOC estimates 
of 1.1 Gg yr−1. The 2016 top-down values are 80% 
lower than their peak of 5.4 ± 0.6 in 1989. Halon-2402 
bottom-up emissions are now available for a longer 
time period than in the previous Assessment and are 
significantly larger than previously estimated (UNEP, 
2014a). They show a similar trend to emissions in-
ferred from observations, which grew until 1988 and 
then declined. However, the HTOC estimates were 
larger throughout, at 0.56 Gg yr–1 in 2016, compared 
to top-down estimates of 0.37 ± 0.2 Gg yr–1; these are 
80% lower than their peak value.
Global emissions of the lower-abundance halon-2311 
inferred from atmospheric observations declined 
from 0.49 Gg yr−1 in 2000 to 0.25 Gg yr−1 in 2014, 
likely reflecting a continuing reduction of its use as an 
anesthetic (Vollmer et al., 2015c).
Total CO2-equivalent halon emissions were small 
in 2016, 2% that of CFCs, as shown in Figure 1-5. 
However, due to their high ODPs (Table A-1), their 
contribution to ozone depletion remains significant, 
with ODP-weighted emissions of 50 ± 20 Gg yr−1 
CFC-11-equivalent in 2016, just under half that of 
global CFC emissions. 
1.2.3 Carbon Tetrachloride (CCl4)
Observations of Atmospheric Abundance
Carbon tetrachloride (CCl4) has continued to de-
cline at a rate similar to that reported in the previous 
Assessment. AGAGE observations showed a decline 
of 1.5% between 2015 and 2016, with a mole fraction 
of 79.9 ppt in 2016, and NOAA reported a decline of 
1.2% during the same period and a 2016 mole frac-
tion of 81.2 ppt (Table 1-1, Figure 1-1). These differ-
ences are broadly consistent with known calibration 
scale differences, although the level of agreement has 
changed over time, suggesting some drift in one or 
both scales or time-dependent analytical issues. Data 
from UCI show a smaller decline, of 0.3%, between 
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these years and a 2016 mole fraction of 81.9 ppt. The 
IHD, estimated from AGAGE and NOAA networks, 
has exhibited a gradual decline since 2000, with a rate 
of 0.04 and 0.03 ppt yr−1, respectively, for each network. 
Ground-based remote sensing observations of CCl4 
from Jungfraujoch show a slightly lower rate of decline 
between 2010 and 2016 than the AGAGE and NOAA 
networks, although the uncertainties overlap at the 
2-sigma level (Table 1-2). New observations with 
global coverage in the upper troposphere and lower 
stratosphere have become available from the MIPAS 
instrument, onboard the Envisat satellite (Eckert et 
al., 2017; Valeri et al., 2017). The upper-tropospheric 
trends derived from these observations between 2002 
and 2012 confirm that atmospheric mole fractions 
declined during this period with a magnitude that 
was broadly consistent with the ground-based mea-
surements (Valeri et al., 2017). However, stratospheric 
trends derived from these observations were found to 
be nonuniform, with some (generally non-statisti-
cally significant) positive trends even being found in 
the middle stratosphere in the Southern Hemisphere 
(Eckert et al., 2017). This high variability, compared 
to surface data, reflects the additional impact of vari-
ability in transport on the temporal evolution of trace 
gases in the stratosphere.
Radiative forcing due to CCl4 declined to 14 mW m−2 
in 2016, equivalent to 6% of the radiative forcing due 
to CFCs (Figure 1-3). 
Emissions and Lifetime
Previous Assessments highlighted a significant dis-
crepancy between CCl4 trends observed in atmospher-
ic data and those calculated from known sources and 
our understanding of atmospheric sinks (Carpenter 
and Reimann et al., 2014; Montzka and Reimann et 
al., 2010). In the previous Assessment, the best esti-
mate of the CCl4 lifetime was 26 years, which led to 
a top-down global emissions estimate of 57 (40–74) 
Gg yr–1. In contrast, bottom-up estimates of emissions 
due to feedstock use, based on the difference between 
reported production and destruction (Montzka and 
Reimann et al., 2010), were less than 4 Gg yr–1 in 2012 
(Carpenter and Reimann et al., 2014). In light of these 
discrepancies, the CCl4 budget was re-examined in 
the 2016 SPARC Report on the Mystery of Carbon 
Tetrachloride (Liang et al., 2016). Here we summarize 
the primary findings of this report, along with addi-
tional studies that have been carried out in the interim 
period. 
The global lifetime of CCl4 has been revised upward 
from 26 years, initially to 33 (28–41) years in Liang 
et al. (2016), primarily due to an increase in the es-
timated lifetime due to ocean loss and uptake from 
soils. This has subsequently been reduced slightly to 
32 (26–43) years, following a revision to the lifetime 
with respect to ocean loss, the best estimate for which 
is now 183 (147–241) years (Butler et al., 2016). The 
current best estimate for the lifetime due to soil up-
take is 375 (228–536) years, which has increased 
from the previously estimated 195 years (Rhew and 
Happell, 2016). Estimates of the lifetime due to strato-
spheric loss remained unchanged at 44 (36–58) years 
(SPARC, 2013). Of these sinks, the remaining uncer-
tainties in the ocean uptake were found to have the 
potential to most significantly alter model estimates 
of the atmospheric trend (Chipperfield et al., 2016). 
Global emissions, derived from atmospheric trends 
and a model parameterized with a 33-year lifetime, 
were reduced to 40 ± 15 Gg yr–1 (2007–2014 average) 
in Liang et al. (2016), compared to 57 ± 17 Gg yr–1 
in the previous Assessment (2011–2012 average). 
Estimates based on the observed atmospheric IHD 
were found to be similar to the trend-based estimate, 
at 30 ± 5 Gg yr–1 (2010–2014 average; update of Liang 
et al., 2014b). Updated estimates (Figure 1-4), using 
the new lifetime of 32 years and AGAGE and NOAA 
observations, show a relatively rapid drop in emissions 
in the late-1980s and early-1990s, then a relatively 
slow decline since the late-1990s. Since 2000, emis-
sions have been declining at a rate of ~1.2 Gg yr−1 per 
year (Figure 1-4). Emissions inferred here for 2016 
from the AGAGE and NOAA data, respectively, were 
35 ± 16 Gg yr–1 and 40 ± 15 Gg yr–1 (around 30% of the 
peak value, which occurred in the mid-to-late 1980s). 
Since the previous Assessment, global bottom-up es-
timates have been made of emissions from a range of 
industrial sources. Liang et al. (2016) and Sherry et al. 
(2017) proposed that 13 Gg yr–1 may be due to unre-
ported, non-feedstock emissions from chloromethane 
and perchloroethylene production plants. In addition, 
unreported, inadvertent emissions during chlorine 
production (e.g., from chlor-alkali plants) and usage 
(e.g., in industrial and domestic bleaching) and legacy 
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emissions from landfills and contaminated soil were 
estimated to contribute up to 10 Gg yr–1 (which is to-
wards the lower end of estimates previously made by 
Fraser et al. (2014)). Similar to previous Assessments, 
2 Gg yr−1 fugitive emissions from feedstock usage 
were estimated (e.g., in the production of HFCs and 
other compounds). Together, these sources could 
total around 25 Gg yr−1.
Regional studies of CCl4 emissions have been carried 
out for the USA, Europe, and East Asia. NOAA ob-
servations across the USA were used to infer fluxes of 
4.0 (2.0–6.5) Gg yr−1 from 2008 to 2012 (L. Hu et al., 
2016a), a value two orders of magnitude larger than 
reported by the US Environmental Protection Agency 
(EPA) and around 10% of the global top-down value 
estimated here during the same period. The spatial 
distribution of emissions derived for the USA was 
found to be more consistent with the location of in-
dustrial sources in the EPA reports (e.g., chlor-alkali 
plants) than other potential sources that would be 
more widely distributed (e.g., uncapped landfill). This 
suggests that emissions may be underreported for 
these industries. Similarly, using European AGAGE 
data, Graziosi et al. (2016) found that the spatial 
distribution of emissions in Europe was similar to 
that of industrial sources in the European Pollutant 
Release and Transfer Register and the location of 
chlor-alkali plants. Also in common with the USA, 
these top-down emissions estimates are significant-
ly larger than the bottom-up reports. The top-down 
mean European emission rate was estimated to be 2.2 
± 0.8 Gg yr−1 from 2006 to 2014 (around 5% of the 
global mean estimated here during the same period), 
declining at an average rate of 6.9% yr−1. Bottom-up 
estimates for China showed an increase in emissions 
during the 1990s, which reached a peak in 2002 of 
14.0 (9.1–19.5) Gg yr−1 (Bie et al., 2017). This was fol-
lowed by a decline to 5.2 (2.4–8.8) Gg yr−1 in 2014, 
with the sharpest drop occurring between 2009 and 
2011. It was proposed that this decrease was primar-
ily due to a reduction in CCl4 use as a process agent. 
Top-down estimates for China from late 2006 to early 
2008 by Vollmer et al. (2009) are consistent with these 
bottom-up values, within uncertainties (15 (10–22) 
Gg yr−1). However, the subsequent decline estimated 
by Bie et al. (2017) has not yet been confirmed by at-
mospheric observations at the national scale. The sum 
of the available regional top-down studies suggests 
emissions of around 20 Gg yr−1, although it should 
be emphasized that these studies cover different time 
periods and that this cannot be considered a global 
total, as several potentially important regions are not 
observed by the current monitoring network (e.g., 
India, Russia, Africa, and South America). 
In summary, the upward revision of the atmospher-
ic lifetime and the proposal of significant emissions 
from sources such as chloromethane, perchloroeth-
ylene, and chlor-alkali plants have substantially re-
duced the gap in the CCl4 budget since the previous 
Assessment. Regional inverse modeling studies in 
the USA and Europe support the idea that reported 
emissions are significantly underestimated and that 
industrial sources could be much larger than previ-
ously thought. However, there remains a difference of 
around 10 Gg yr−1 between the global top-down esti-
mate, based on our updated knowledge of the sinks, 
and recent global bottom-up estimates.  
CO2-equivalent CCl4 emissions were relatively small 
in 2016, 8% that of the CFCs (Figure 1-5). However, 
ODP-weighted emissions were significant, at 27 ± 10 
Gg yr−1 in 2016, 23% as large as the CFCs. 
1.2.4 Methyl Chloroform (CH3CCl3)
Observations of Atmospheric Abundance
The global mean mole fraction of methyl chloroform 
(1,1,1-trichloroethane, CH3CCl3) continued to de-
cline between 2012 and 2016, decreasing to 2.6 ± 0.7 
ppt in 2016, 2% of its maximum value of 133 ± 4 ppt, 
which was reached in 1992 (Figure 1-1, Table 1-1). 
The IHD reached a maximum in 1990 (28 ppt) and 
has since declined to 0.078 ppt in 2016. The radiative 
forcing due to methyl chloroform is now negligible 
(Figure 1-3). 
Emissions and Lifetime
Assuming a constant CH3CCl3 global lifetime of 5.0 
years (SPARC, 2013), we infer emissions that have 
continued to decline since 2012 (Figure 1-1, Table 
1-1), with mean values of 1.7 and 2.5 Gg yr−1 in 2016 
(AGAGE and NOAA, respectively); the emissions 
are not statistically different from zero at the 1-sigma 
level. Using global box models, non-zero emissions 
have been inferred for up to at least 2014 (Rigby et 
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al., 2017; Turner et al., 2017), with estimated global 
emissions in the range of 0.5 to 2 Gg yr−1 in 2014. 
Observations of above-baseline mole fractions at one 
AGAGE station (Scripps Institution of Oceanography, 
La Jolla, California, USA) confirm the continued re-
lease of CH3CCl3 near this location until at least 2014 
(Rigby et al., 2017). Above-baseline events were also 
found up until 2012 at Monte Cimone, Italy, and 
Jungfraujoch, Switzerland, with inferred emissions in 
Europe declining from around 1.1 Gg yr−1 in 2002 to 
0.2 Gg yr−1 in 2012 (Maione et al., 2014).
Rigby et al. (2017) and Turner et al. (2017) used 
methyl chloroform observations from AGAGE and 
NOAA to infer changes in tropospheric hydroxyl 
radical (OH) concentrations, the primary sink for 
CH3CCl3, between the 1980s and the mid-2000s. 
They both found maximum likelihood tropospheric 
concentrations of OH that increased during the late 
1990s and early 2000s and fell afterwards. However, 
both studies noted that the uncertainty in these in-
ferred changes was large, such that a solution with no 
OH variability (and therefore no change in CH3CCl3 
lifetime) was also possible. Rigby et al. (2017) inferred 
a global mean OH concentration that was 5–10% 
higher than was estimated in Rigby et al. (2013) and 
SPARC (2013), suggesting that the CH3CCl3 lifetime 
(and that of many other compounds whose primary 
sink is OH) may be shorter than the SPARC estimate, 
although their uncertainties suggest that this differ-
ence is not statistically significant. 
The influence of CH3CCl3 emissions on climate and 
ozone depletion is now very small (Figure 1-5). In 2016, 
100-year-GWP-weighted emissions were 0.3 ± 0.3 Mt 
yr−1 (0.04% as large as the CFCs), and ODP-weighted 
emissions were 0.3 ± 0.3 Gg yr−1 (0.3% as large as the 
CFCs).
1.2.5  Hydrochlorofluorocarbons (HCFCs)
Observations of Atmospheric Abundance
The global surface mean mole fraction of the most 
abundant HCFC, HCFC-22 (CHClF2), has contin-
ued to increase since the previous Assessment and 
was around 237 ppt in 2016 (Figure 1-1, Table 1-1). 
However, its growth rate has declined relative to pre-
vious years (Figure 1-1) and is now comparable to 
the growth rate observed in the early 2000s. Growth 
rates of the less abundant HCFCs—HCFC-141b 
(CH3CCl2F) and HCFC-142b (CH3CClF2)—have de-
clined substantially since 2012 (Figure 1-1). Global 
mean mole fractions of these two gases were about 
24.5 ppt and 22 ppt in 2016, respectively. Abundances 
of all three HCFCs have grown more slowly than pro-
jected in the previous Assessment, with 2016 mole 
fractions being about 7.5%, 4.5%, and 8% lower than 
the A1-2014 scenario for HCFC-22, HCFC-141b, and 
HCFC-142b, respectively. This scenario assumed that 
after 2012, all Article 5 countries would continue pro-
ducing HCFCs at the maximum level allowed under 
the Montreal Protocol.
Recent trends of HCFC-22 and HCFC-142b are com-
pared between surface in situ (including grab sam-
ples) and ground-based total column remote sensing 
methods (Table 1-2). Trends calculated during the 
period 2010–2016 are similar for the two methods 
for HCFC-22 but do not agree for HCFC-142b. For 
HCFC-142b, the remote sensing observations show a 
trend that is not statistically different from zero, while 
in situ observations show a small positive (1% yr−1) 
trend.
Upper tropospheric trends based on global satellite 
observations of HCFC-22 from MIPAS agree with 
surface trends measured by AGAGE and NOAA net-
works for the period from 2005 to 2012 (Chirkov et 
al., 2016). Stratospheric trends determined from sat-
ellite data largely reflect tropospheric trends but with 
additional variability, possibly caused by variability in 
stratospheric circulation.  
HCFC-133a (CH2ClCF3), which is an intermediate 
in HFC-125, HFC-134a, and HFC-143a production, 
has increased only slightly since 2012, and its abun-
dance remains less than 1 ppt. HCFC-31 (CH2ClF), 
a relatively short-lived compound with an atmo-
spheric lifetime of 1.2 years, is an intermediate in the 
synthesis of HFC-32 (CH2F2) and was first reported 
by Schoenenberger et al. (2015). It was found to be 
present in the Northern Hemisphere at 0.17 ppt in 
2011, and updates to these measurements have shown 
a decline to 0.11 ppt in 2016. The compound HCFC-
225ca (CF3CF2CHCl2), which was used as a drop-in 
replacement for CFC-113, has been measured in the 
CGAA since the previous Assessment (Kloss et al., 
2014). It appeared in the observational record in the 
early 1990s, and its abundance peaked at 0.05 ppt in 
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2001, after which it declined to 0.02 ppt in 2012.
The radiative forcing due to HCFCs reached 58 mW 
m−2 in 2016 (Figure 1-3), which is comparable to that 
of CFC-11 (60 mW m−2) and 23% as large as total 
CFC radiative forcing. The major contributor to total 
HCFC radiative forcing was HCFC-22, which was re-
sponsible for 50 mW m−2 in 2016.
Emissions and Lifetimes
Lifetimes of the major of HCFCs have not been sig-
nificantly updated since (SPARC, 2013), the values 
from which are used here (Table A-1). 
Emissions of HCFC-22 inferred from atmospher-
ic observations have remained relatively constant at 
~370 Gg yr−1 since 2012 (Figure 1-4), while emissions 
of HCFC-141b and HCFC-142b have declined by ap-
proximately 10 Gg yr−1 (~10%) and 6 Gg yr−1 (~18%), 
respectively, between 2012 and 2016, reaching values 
of around 60 Gg yr−1 and 24 Gg yr−1 in 2016. For all 
three of these gases, the top-down emissions trends 
generally agree with consumption-based estimates 
(Simmonds et al., 2017) (Figure 1-4). 
Emissions of HCFCs as a whole, expressed as 
CO2-equivalent, have declined since the previous 
Assessment (Figure 1-5). This is contrary to the 
projected increase in emissions in the A1 scenarios, 
which were based on the assumption that Article 5 
countries would produce the maximum amount of 
HCFCs allowed under the Montreal Protocol (Harris 
and Wuebbles et al., 2014; Simmonds et al., 2017). 
This emissions decrease is consistent with a sharp 
drop in reported HCFC consumption after 2012, 
particularly in Article 5 countries. By 2016, reported 
HCFC consumption  in Article 5 countries declined 
by 30%  compared to the 2008–2012 average (UNEP, 
2017). These recent changes suggest that the 2007 ad-
justment to the Montreal Protocol has been highly ef-
fective in limiting emissions of these gases (Montzka 
et al., 2015; Simmonds et al., 2017).   
Emissions trends have been inferred for some of 
the more minor HCFCs. Emissions of HCFC-124 
(CHClFCF3) have declined from ~7 Gg yr−1 in 2003 to 
~3.5 Gg yr−1 in 2015 (Simmonds et al., 2017). Emissions 
of HCFC-133a (Figure 1-4), which had been reported 
as increasing prior to the previous Assessment (Laube 
et al., 2014), were found to suddenly decline after 
reaching a peak of 3 Gg yr−1 in 2011 and were at 1.5 
Gg in 2014 (Vollmer et al., 2015b). As this compound 
is thought to be an intermediate during the manufac-
ture of HFC-134a, HFC-143a, and HFC-125, this re-
duction may be related to better containment during 
production of these HFCs (Vollmer et al., 2015b). 
However, the trend appears to have reversed again 
after 2014. (Figure 1-4). Emissions of the compound 
HCFC-31 were recently inferred for the first time 
from atmospheric observations (Schoenenberger et 
al., 2015). Emissions were found to increase from 
2000 to 2011, reaching 0.9 (0.7–1.0) Mg yr-1, before 
declining until the last available measurements in 
2014. The reasons for the decline are unknown but 
may be related to changes in HFC-32 production 
methods. Emissions of HCFC-225ca were inferred to 
increase between 1992 and 1999, reaching 1.5 Gg yr−1 
before declining to 0.5 Gg yr−1 in 2011 (Kloss et al., 
2014). This trend was thought to be consistent with 
an increase due to its use as a CFC replacement, then 
subsequent phasedown due to controls on HCFCs. 
Regional emissions estimates using atmospheric ob-
servations indicate substantial declines in HCFC-22 
and HCFC-142b emissions in the USA and HCFC-
22 emissions in Europe, as would be expected from 
the phasedown schedule for non–Article 5 countries 
(Figure 1-6) (Graziosi et al., 2015; Hu et al., 2017). 
However, in both regions, significant differences 
with the bottom-up estimates were found, perhaps 
indicating incomplete or inaccurate reporting and as-
sumptions relating to release rates and/or atmospher-
ic modeling uncertainties. Because the phaseout of 
HCFCs in Article 5 countries is delayed compared to 
non–Article 5 countries (e.g., the USA and European 
countries), recent emissions estimates using bot-
tom-up methods suggest a continued increase of 
HCFC-22, HCFC-141b, and HCFC-142b emissions 
from China since the 1990s (Figure 1-6) (Han et al., 
2014; Li et al., 2016; Wang et al., 2015b). A number of 
observation-based estimates are generally consistent 
with these bottom-up estimates (Fang et al., 2012; Li 
et al., 2011; Liu et al., 2015; Stohl et al., 2010; Stohl 
et al., 2009; Vollmer et al., 2009; Wang et al., 2014; 
Yokouchi et al., 2006).
In terms of CO2-equivalent emissions, HCFCs were 
comparable to the CFCs (and HFCs; Chapter 2) in 
2016, at 0.8 ± 0.1 Gt CO2 yr−1 (Figure 1-5). The major 
Year
b)
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contributor to this total was HCFC-22, with emis-
sions of 0.7 ± 0.1 Gt yr−1 CO2-equivalent in 2016. 
CO2-equivalent emissions due to all HCFCs peaked in 
2010 and then declined 6% by 2016. When weighted 
by their ODPs, emissions of HCFCs were relatively 
small in 2016, at 17 ± 2 Gg yr−1, 16% as large as the 
CFCs. ODP-weighted emissions reached a maximum 
in 2011 and have declined by 6% since. 
Figure 1-6. Regional emissions estimates of (left to right) HCFC-22, HCFC-141b, and HCFC-142b from (top to 
bottom) China, USA, and Europe. Bottom-up estimates are shown as solid blue lines with shading indicating 
uncertainty (where available). Top-down estimates from a variety of studies and 1-sigma uncertainties are 
shown in green.
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Figure 1-7. Upper panel: Trends in methyl bromide monthly mean mole fractions for the NH (blue), SH (red), 
and globe (black) from NOAA data (Montzka et al., 2003, updated). Middle panel: Interhemispheric difference 
(NH–SH) as monthly means (black) and as a 12-month running average (red). Lower panel: Consumption 
(dashed lines) as reported in the UNEP database (UNEP, 2017), for non-QPS uses (blue) and QPS uses (red), 
and emissions (solid lines) from non-QPS uses (blue) and QPS uses (red). Total consumption and emissions 
are shown as black dashed and solid lines, respectively. Soil fumigation emission rates are estimated as 65% 
of reported consumption (UNEP, 2006) and QPS emission rates are estimated as 84% of reported consump-
tion (UNEP, 2006). 
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1.2.6  Methyl Chloride (CH3Cl)
Observations of Atmospheric Abundance
Methyl chloride (CH3Cl) is largely natural in origin 
and is not controlled under the Montreal Protocol. 
The 2016 global mean mole fraction determined from 
the AGAGE and NOAA global networks was 553 and 
559 ppt, respectively (Table 1-1). These values are 
around 2–3% higher than the 2012 values reported in 
the previous Assessment, although such changes are 
consistent with historical variability (Figure 1-1). 
Emissions and Lifetime
The estimate of the total global lifetime of CH3Cl 
(0.9 years) remains unchanged from the previous 
Assessment. Major sinks include oxidation by the hy-
droxyl radical, uptake by soils, degradation in oceans, 
and photolysis in the stratosphere. Among the sinks, 
only the partial lifetime due to loss in the stratosphere 
has been addressed since the last Assessment. The esti-
mate of a 35 ± 7-year stratospheric lifetime (Umezawa 
et al., 2015) is consistent with the 30.4-year estimate 
in the last Assessment. 
The major sources of methyl chloride are tropical and 
subtropical plants, biomass burning, the ocean, salt 
marshes, and fungi. The major anthropogenic source 
is thought to be coal combustion (McCulloch et al., 
1999). The previous Assessment summarized known 
CH3Cl sources, highlighting that the global source 
strength is about 20% lower than the magnitude of 
known sinks. A recent study based on atmospher-
ic observations from Gosan, South Korea, found 
that CH3Cl emissions from industrialized regions of 
China may have been underestimated (Li et al., 2017) 
and suggested that the chemical industry may be a 
source that has not been accounted for in previous 
budgets. If confirmed, these findings could substan-
tially reduce the gap in the CH3Cl budget. Emissions 
from bread-baking have also been proposed, although 
the magnitude was thought to be small compared to 
other sources (Thornton et al., 2016). 
Some process-level studies have investigated emis-
sions of CH3Cl from a range of natural and anthro-
pogenic sources, including coastal salt marshes and 
an invasive plant (perennial pepperweed) in North 
America (Khan et al., 2013; Rhew et al., 2014), a fern 
species (Yokouchi et al., 2015), and coastal heathland 
fires in Australia (Lawson et al., 2015). However, the 
implications of these studies for the global budget 
have not yet been established. 
1.2.7 Methyl Bromide (CH3Br)
Observations of Atmospheric Abundance
The 2016 global mean surface mole fractions of meth-
yl bromide from the AGAGE and NOAA networks, 
respectively, were 6.80 ppt and 6.86 ppt (Figure 1-1, 
Figure 1-7, and Table 1-1), ~25% lower than the 
peak of about 9.2 ppt observed between 1996-1998 
and around 1.3 ppt (~25%) higher than the prein-
dustrial Southern Hemisphere mole fraction of 5.5 ± 
0.2 ppt from ice core measurements (Carpenter and 
Reimann et al., 2014). The global mean mole fraction 
declined until 2015, when it reached 6.6 ppt. However, 
between 2015 and 2016, NOAA and AGAGE obser-
vations showed positive growth rates of 0.22 ppt yr−1 
(3.3%) and 0.14 ppt yr−1 (2.1%), respectively. This is 
the highest growth rate observed in the last decade or 
more. The annual mean IHD has continued to decline 
since the previous Assessment, with the NOAA value 
reaching 0.68 ppt in 2016, 70% lower than the peak in 
1996–1998. The increase in growth between 2015 and 
2016 does not appear to coincide with an increase in 
IHD. 
Emissions and Lifetime
The global total lifetime of CH3Br is estimated to be 
0.8 years, unchanged from the previous Assessment.
Atmospheric CH3Br has both natural and anthropo-
genic sources. Its use is controlled under the Montreal 
Protocol for the fumigation of soils, post-harvest 
storage of commodities, and the fumigation of struc-
tures, although some “critical use” exemptions from 
these controls have been awarded (e.g.UNEP, 2014b). 
Quarantine and pre-shipment (QPS) use of CH3Br, 
mainly for pest control for the transport of agricul-
tural products, is exempt from the phaseout. Natural 
or partly anthropogenic sources include biomass 
burning and emissions from oceanic and terrestrial 
ecosystems (for further details, see Table 1-4 in the 
previous Assessment; Carpenter and Reimann et al., 
2014). Reported non-QPS consumption dropped to 
0.94 Gg in 2016, around 1% of its peak value (UNEP, 
2017; Figure 1-7). The reported consumption for QPS 
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was 8.4 Gg yr−1 in 2016. Compared to the non-QPS 
consumption, this value has been relatively stable for 
the previous two decades (UNEP, 2017). Combined 
reported consumption from these uses has decreased 
by approximately 87% since its peak, which occurred 
in the late-1990s. This decrease is qualitatively consis-
tent with the observed decline in atmospheric mole 
fraction and IHD. The cause of the anomalous growth 
observed between 2015 and 2016 is not yet known. 
However, the fact that the growth increase did not 
coincide with an increase in IHD suggests that the 
associated changes in sources and/or sink must be 
distributed across hemispheres. 
The previous Assessments noted a discrepancy be-
tween total known sources of CH3Br and its total loss 
rate, with the sinks being around 39 Gg yr−1 larger 
than emissions. Some recent studies have investigated 
potentially new or poorly studied sources that could 
reduce this gap. Thornton et al. (2016) found a rela-
tively minor contribution to the global budget from 
emissions occurring during bread-baking (<1%). 
Similarly, seagrass meadows are not thought to con-
tribute significantly to the global budget (Weinberg 
et al., 2015). Several regional or process-level studies 
have been carried out focusing on subtropical salt 
marshes, peatland pastures, heathland fires, or the 
photochemical halogenation of terrestrial dissolved 
organic matter in estuarine outflow (Khan et al., 2013; 
Lawson et al., 2015; Mendez-Diaz et al., 2014; Rhew et 
al., 2014). However, the implications of these studies 
for the global budget have not yet been established. 
Therefore, the cause of the discrepancy identified in 
the previous Assessment remains unknown.
1.3 VERY SHORT-LIVED  HALOGENATED 
SUBSTANCES (VSLSs) 
As in the last Assessment, VSLSs are considered to 
include source gases (SGs; i.e., very short-lived ha-
logenated substances present in the atmosphere in 
the form they were emitted from natural and anthro-
pogenic sources), halogenated product gases (PGs) 
arising from SG degradation, and other sources of 
tropospheric inorganic halogens. VSLSs have tropo-
spheric lifetimes of around 0.5 years or less. While lon-
ger-lived ODSs account for the majority of the pres-
ent-day stratospheric halogen loading, there is strong 
evidence that VSLSs make a significant contribution 
to stratospheric bromine and that they contribute to 
stratospheric chlorine (Carpenter and Reimann et 
al., 2014; Montzka and Reimann et al., 2010), and 
possibly iodine. These gases thus contribute to strato-
spheric ozone destruction, but their radiative forcing 
is small due to their short lifetimes. Also, due to their 
short lifetimes, VSLSs show much higher variability in 
the troposphere than long-lived ODSs and are partly 
chemically broken down during the transport to the 
stratosphere.  In order to assess the amount of halogen 
delivered to the stratosphere, the sources, transport 
pathways, and the chemical transformation of VSLSs 
during transit need to be understood. In this section, 
we use data from global networks to assess the mean 
tropospheric mixing ratios, whereas observations 
close to the tropical tropopause are used to infer the 
input of VSL SGs to the stratosphere. 
1.3.1 Tropospheric Abundance, Trends, and 
Emissions of Very  Short-Lived Source 
Gases (VSL SGs)
For the principal VSL SGs, a detailed compilation of 
local lifetimes was given in Table 1-5 of Carpenter and 
Reimann et al. (2014), and is updated in Table A-1 
of this Assessment. Box 1-1 in the 2014 Assessment 
provides a discussion of different VSL SGs’ lifetimes.
1.3.1.1 Chlorine-Containing Very 
 Short-liVed SoUrCe gaSeS
This section focuses on the chlorinated VSLSs most 
widely reported in the background atmosphere: 
dichloromethane (CH2Cl2), chloroform (trichloro-
methane, CHCl3), tetrachloroethene (perchloroeth-
ylene, CCl2CCl2, shortened to C2Cl4), trichloroethene 
(C2HCl3) and 1,2-dichloroethane (CH2ClCH2Cl). 
Long-term measurements are available from both 
the NOAA and AGAGE surface networks for CH2Cl2 
and C2Cl4, while CHCl3 is available from AGAGE 
only. Hemispheric mean mole fractions and annu-
al emissions derived from these data using a global 
12-box model (see Box 1-1) are shown in Figure 1-8 
and Table 1-3. It should be noted that because these 
relatively short-lived compounds exhibit spatial gra-
dients that will not be well represented at the coarse 
resolution of a box model, these estimates are likely 
to be subject to significant, but poorly quantified, rep-
resentation uncertainties. Industrial emissions dom-
inate over natural sources for these gases except for 
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Figure 1-8. Upper three panels: Monthly hemispheric mean mole fractions of CH2Cl2, CHCl3, and 
C2Cl4 derived from AGAGE (black) and NOAA (red) observations in the NH (solid lines) and SH 
(dashed lines). Lower two panels: Global emissions estimates (Gg yr –1) calculated using a global 
12-box model (using methods described in Box 1-1 and Figure 1-4), with 1-sigma uncertainties 
indicated by shading (AGAGE) or dotted lines (NOAA).
Table 1-3. Annual global mean mole fractions of chlorinated VSL source gases and estimated emissions 
from the global networks. Emissions based on AGAGE and NOAA surface data were calculated using a global 
12-box model (Cunnold et al., 1983; Rigby et al., 2013), identical to the global emissions shown in Figure 1-4 for 
longer-lived ODSs. The calculations assume parameterized global total steady-state lifetimes of 0.54, 0.58, and 
0.38 years for CH2Cl2, CHCl3, and C2Cl4, respectively.
Formula
Annual Mean Mole 
Fraction (ppt)
2012     2015     2016
Growth 
(2015–2016)
ppt yr –1          % yr –1
Annual Global Emissions (Gg yr –1)
2012                2015                    2016 
Network
CH2Cl2
26.0
30.4
32.0
37.8
32.7
39.2
0.7
1.4
2.2
3.7
780 (±135)
881 (±169)
885 (±164)
957 (±204)
937 (±172)
1037 (±213)
AGAGE
NOAA
CHCl3 7.6 8.7 8.9 0.2 2.3 290 (±60) 324 (±69) 331 (±70) AGAGE
C2Cl4
1.17
1.16
1.10
1.22
1.07
1.20
-0.03
-0.02
-2.7
-1.6
87 (±18)
97 (±20)
84 (±17)
103 (±22)
83 (±17)
103 (±21)
AGAGE
NOAA
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CHCl3 (Montzka and Reimann et al., 2010). Detailed 
information on industrial uses is available on the U.S. 
Environmental Protection Agency’s (https://www.
epa.gov) and the EU European Chemicals Agency’s 
(https://echa.europa.eu/) websites.
Dichloromethane (CH2Cl2) exhibits a strong IHD, 
with NH (Northern Hemisphere) mole fractions a 
factor of ~3 larger than those in the SH (Southern 
Hemisphere), reflecting NH industrial sources (e.g., 
Figure 1-8; Hossaini et al., 2017). Measurements 
from the NOAA network suggest CH2Cl2 emissions 
increased by a factor of ~2 between 2000 (~508 ± 109 
Gg yr−1) and 2016 (1037 ± 213 Gg yr−1). The annual 
mean mole fraction in 2016 was 39.2 ppt based on the 
NOAA network, which is about a doubling compared 
to the beginning of the century. Global mean mole 
fractions increased by 12.3 ppt between 2007 and 
2016 (a relative increase of 60%), reaching 32.7 ppt in 
2016 based on the AGAGE record.  Particularly large 
CH2Cl2 growth occurred between 2012 and 2013 (~6 
ppt yr−1 from NOAA and ~4 ppt yr−1 from AGAGE), 
though more recent growth rates (2015 to 2016) are 
comparatively small (1.4 ppt yr−1 for NOAA and 0.7 
ppt yr−1 for AGAGE) (Table 1-3). At present, it can-
not be assessed if this recent decrease in growth rate 
reflects a stabilization of emissions or is a transient 
effect reflecting the large atmospheric variability. 
The discrepancy between the two CH2Cl2 datasets of 
about 13 ppt of tropospheric chlorine in 2016 reflects 
differences in calibration scales, which are on the 
order of 10%, and also differences in sampling loca-
tions between the networks. The latter is particularly 
evident in the 0–30° northern latitude band, where 
NOAA observations (from the Pacific: Mauna Loa 
and Cape Kumukahi, Hawai'i) are around 30% higher 
than the AGAGE measurements (from the Atlantic: 
Ragged Point, Barbados). It is beyond the capability 
of the 12-box model used here to resolve such differ-
ences, which may be due to longitudinal gradients in 
the atmosphere. 
The upward CH2Cl2 trend during the last decade is 
corroborated by upper tropospheric aircraft data 
from the CARIBIC (Civil Aircraft for the Regular 
Investigation of the atmosphere Based on an 
Instrument Container) mission (Leedham Elvidge 
et al., 2015a; Oram et al., 2017). The contribution of 
regional CH2Cl2 sources to global emission trends 
are not well quantified, though emissions from the 
Indian subcontinent may have increased by a factor of 
2–4 between 1998–2000 and 2008 (Leedham Elvidge 
et al., 2015a) and substantial emissions from eastern 
Asia have been proposed (Oram et al., 2017).
ODSs and Other Gases | Chapter 1
1.33
Table 1-4. Summary of observed mole fractions (in ppt) of VSL source gases from the marine boundary layer 
(MBL) to the tropical tropopause layer (TTL) and above. Note, many of the upper tropospheric measurements 
were made at least one decade ago in the case of brominated and iodinated SGs. As chlorinated SGs have sig-
nificant anthropogenic sources and some show trends, data are based on measurements from 2013/2014 only.
Marine Boundary 
Layer (MBL)
Lower TTL LZRH (z0)1 Upper TTL
Tropical
Tropopause
Height Range 12–14 km 14.5–15.5 km 15.5–16.5 km 16.5–17.5 km
Potential Temperature Range 340–355 K 355–365 K 365–375 K 375–385 k
Median2 Range3 Mean2 Range3 Mean2 Range3 Mean2 Range3 Mean2 Range3
CH2Cl2 57.5 46.6–68.1 42.0 36.4–47.6 36.4 29.6–44.3 33.9 28.4–41.6 32.5 26.3–38.5
CHCl3 10.3 8.5–12.3 7.9 7.1–8.7 7.1 6.4–8.0 6.8 6.2–7.8 6.5 5.7–7.2
CH2ClCH2Cl 12.8 10.4–18.3 9.0 6.8–11.3 7.4 5.2–9.5 6.9 5.4–8.3 6.6 5.7–7.5
C2HCl3 0.2 0.1–0.9 0.14 0.02–0.25 0.08 0.00–0.16 0.06 0.0–0.13 0.04 0.00–0.08
C2Cl4 1.3 1.0–2.2 0.87 0.68–1.05 0.73 0.49–0.95 0.66 0.49–0.83 0.52 0.38–0.71
CH2Br2 0.9 0.6–1.7 0.96 0.72–1.15 0.81 0.59–0.98 0.73 0.43–0.94 0.64 0.32–0.89
CHBr3 1.2 0.4–4.0 0.57 0.30–1.11 0.36 0.05–0.72 0.28 0.02–0.64 0.19 0.01–0.54
CH2BrCl 0.10 0.07–0.12 0.12 0.07–0.16 0.13 0.08–0.20 0.14 0.10–0.20 0.12 0.07–0.20
CHBr2Cl 0.3 0.1–0.8 0.12 0.06–0.23 0.09 0.04–0.19 0.08 0.02–0.16 0.05 0.02–0.14
CHBrCl2 0.3 0.1–0.9 0.26 0.18–0.55 0.18 0.08–0.49 0.15 0.07–0.31 0.12 0.05–0.32
CH3I 0.8 0.3–2.1 0.16 0.00–0.49 0.08 0.0–0.32 0.04 0.0–0.25 0.03 0.00–0.14
Total Cl 177 144–221 130 111–149 112 91–136 105 88–127 100 
(92)4
83–117
(75–110)4
Anthrop. Cl5 150 122–189 109 93–126 98 75–127 93 73–118 88 69–108
Total Br 6.5 2.8–18.0 4.3 2.7–6.8 3.2 1.6–5.2 2.8 1.1–4.6 2.2 0.8–4.2
Total I 0.8 0.3–2.1 0.16 0.00–0.49 0.08 0.0–0.32 0.04 0.0–0.25 0.03 0.00–0.14
Notes:
1 LZRH (z0) corresponds to the level of zero clear-sky radiative heating (see Box 1-3 of Carpenter and Reimann et al. (2014)). As in the 
previous Assessment, this level is at about 15 km or 360 K, where there is a transition from clear-sky radiative cooling to clear-sky 
radiative heating. In general, air masses above this level are expected to enter the stratosphere. 
2 Abundances in the MBL are median values. MBL CH2Cl2, CHCl3, CH2ClCH2Cl, C2HCl3, and C2Cl4 data are from the CAST and CON-
TRAST missions (Andrews et al., 2016; Pan et al., 2017). MBL CHBr3, CH2Br2, and CH3I data are from the compilation of Ziska et al. 
(2013). MBL CH2BrCl, CHBr2Cl, and CHBrCl2 data are from the previous (Carpenter and Reimann et al., 2014) Assessment. In and 
above the TTL, abundances are mean values. For brominated VSLSs and CH3I, data have been compiled from observations ob-
tained during the Pre-AVE, CR-AVE, TC4, HIPPO, SHIVA, CONTRAST, and ATTREX aircraft campaigns (Navarro et al., 2015; Pan et al., 
2017; Sala et al., 2014; Wofsy et al., 2011), and from balloon observations (Brinckmann et al., 2012). ATTREX values used here differ 
from those used in Wales et al. (2018), as they have been filtered by altitude instead of applying any tracer-tracer correlation. For 
chlorinated VSLSs, data are from the CONTRAST (2014) and ATTREX (2013/2014) missions in 2013/2014 only (Navarro et al., 2015), 
with the exception of CH2ClCH2Cl, which does not include data from ATTREX 2013. See below for definitions of field mission acro-
nyms. Note that calibration scales for VSLSs may differ among different research groups (e.g. Hall et al., 2014; Jones et al., 2011). 
3 In the MBL the stated observed range is 10th to 90th percentile. Above the MBL, the stated observed range represents the smallest 
mean minus 1 standard deviation and the largest mean plus 1 standard deviation.
4 Values for 2016 based on the model by (Hossaini et al., 2017), which are used to derive total stratospheric VSL SGI for chlorine, as 
explained in section 1.3.2.1, in order to reduce variability from individual campaigns in assessing total Cl input to the stratosphere.
5  The anthropogenic fraction of VSLS (Anthrop. Cl) is approximate and has been calculated from the sum of 90% of CH2Cl2, 50% of 
CHCl3, and 100% of other compounds.
Pre-AVE = Pre-Aura Validation Experiment (2004); CR-AVE = Costa Rica-Aura Validation Experiment (2006); TC4 = Tropical Composi-
tion, Cloud and Climate Coupling missions (2007); HIPPO = HIAPER (High-Performance Instrumented Airborne Platform for Environ-
mental Research) Pole-to-Pole Observations (2009–2011); SHIVA = Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere; 
ATTREX = Airborne Tropical Tropopause Experiment (2011, 2013, and 2014); CAST = Co-ordinated Airborne Studies in the Tropics 
(2014); CONTRAST = Convective Transport of Active Species in the Tropics (2014). 
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In contrast to CH2Cl2, global perchloroethylene 
(C2Cl4) emissions and mole fractions in background 
air have largely been in decline at least since the mid-
1990s (Figure 1-8). C2Cl4 observations from AGAGE 
are only available from 2004, though relative (−44%) 
and absolute (−0.8 ppt) changes since then are com-
parable to NOAA trends over the same period (−32%, 
−0.6 ppt). The global mean C2Cl4 mole fraction was 
~1 ppt in 2016 (Table 1-3).
For chloroform (CHCl3), AGAGE measurements 
show stable global mean mole fractions in the range of 
7.3–7.7 ppt over the 1997–2010 period, followed by a 
subsequent increase to 8.9 ppt in 2016. Emissions be-
tween 2011 and 2016 are estimated to have increased 
by ~20% (Figure 1-8). During this period, the IHD of 
surface CHCl3 mole fractions increased from 4.3 ppt 
to 6.3 ppt, suggesting an increase in NH anthropogen-
ic emissions.
No 1,2-dichloroethane (CH2ClCH2Cl) measure-
ments are available from either AGAGE or NOAA, 
thus its budget and emissions are poorly constrained. 
Based on recent aircraft observations, boundary layer 
CH2ClCH2Cl mole fractions are of the order ~10–20 
ppt in the NH (Table 1-4), with SH mole fractions 
a factor of ~6 lower (Hossaini et al., 2016a), indica-
tive of dominant anthropogenic sources. Given these 
abundances, CH2ClCH2Cl is potentially an important 
source of chlorine to the troposphere (smaller than 
CH2Cl2 but comparable to CHCl3). However, owing to 
its relatively short lifetime compared to other VSLSs 
(Table A-1), its importance as a source of stratospher-
ic chlorine is estimated to be lower. 
Trichloroethene (C2HCl3) is a relatively minor tro-
pospheric chlorine source. A limited set of AGAGE 
measurements show NH surface mole fractions of 
~1.1 ppt in the early 2000s (Simmonds et al., 2006), 
with recent aircraft data confirming its low abundance 
(Table 1-4). 
Short-lived halogenated unsaturated hydrocarbons 
(halogenated olefins) have recently been used to replace 
high-GWP HCFCs and HFCs. In this Assessment, 
hydrofluoroolefins (HFOs) are discussed in Chapter 
2. Hydrochlorofluoroolefins (HCFOs) are also in use, 
and the only atmospheric record currently available 
is that for HCFO-1233zd(E) (trans-CF3CH=CHCl) 
from central Europe (Vollmer et al., 2015a). While this 
compound was detectable in only 30% of the samples 
measured at Jungfraujoch in 2013, this increased to 
100% by 2016, with a mean mole fraction of 0.03 ppt 
in that year (update from Vollmer et al., 2015a).
While measurements of VSLSs from NOAA and 
AGAGE largely reflect background concentrations 
(e.g. see Simmonds et al., 2006), regional emissions 
may lead to higher and more variable abundances. 
Elevated levels in urban air and at sites likely influ-
enced by regional industrial/commercial processes 
are reported over the USA (Logue et al., 2010) and 
China, with the latter including up to several tens 
of ppt of C2Cl4 and several hundred ppt or more of 
CH2Cl2, CHCl3 and CH2ClCH2Cl (Mao et al., 2009; 
M. Yang et al., 2016; Zhang et al., 2014). The region-
al sum of chlorine from CH2Cl2, CHCl3, C2Cl4, and 
CH2ClCH2Cl can therefore exceed the background 
global mean (Table 1-3) by up to an order of magni-
tude, as observed, e.g., over Malaysia and the island 
of Taiwan and (see e.g. Oram et al., 2017)). Oram 
et al. (2017) estimated anthropogenic CH2Cl2 emis-
sions from China to be 455 ± 46 Gg yr−1 in 2015 (i.e., 
~40‒50% of the top-down derived global emissions 
in Table 1-3. Similarly, CH2ClCH2Cl emissions from 
China of 203 (±20) Gg yr−1 were derived for 2015.  
Natural CHCl3 sources from marine (phytoplankton) 
and terrestrial (e.g., soils, peatlands, and plants) en-
vironments have been identified (e.g. Albers et al., 
2017; Forczek et al., 2015; Khalil et al., 1999; Khan et 
al., 2011) and account for 50–90% of global emissions 
(McCulloch, 2003; Worton et al., 2006). For CH2Cl2, 
biomass burning may be a small (Lobert et al., 1999) 
or negligible global source  (Leedham Elvidge et al., 
2015a; Lawson et al., 2015; Simpson et al., 2011), 
though oceanic emissions may be more significant. 
Based on limited observational data, estimates of 
ocean CH2Cl2 emissions range from 124 ± 38 Gg 
yr−1 (Xiao, 2008) to 192 Gg yr−1 (Khalil et al., 1999). 
Natural CH2Cl2 sources are therefore uncertain but 
are likely small relative to industrial emissions, which 
are estimated to account for 90% of total CH2Cl2 emis-
sions (Carpenter and Reimann et al., 2014; Montzka 
and Reimann et al., 2010). An increase in industrial 
emissions is the most probable cause of recent CH2Cl2 
growth.
Global combined tropospheric chlorine from the 
three VSLSs measured by the NOAA and AGAGE 
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networks (CH2Cl2, CHCl3 and C2Cl4) was 92–110 
ppt Cl in 2016 (Table 1-3), with a 4.0 ± 1.5 ppt Cl 
yr−1 increase over the 5-year period 2012 to 2016. The 
given uncertainty range includes the differences in 
the NOAA and AGAGE calibration scales. In the NH 
tropical boundary layer, total tropospheric chlorine 
from VSLSs in 2014, including additional contribu-
tions from CH2ClCH2Cl and C2HCl3, is estimated 
from aircraft observations at 177 (144–221) ppt Cl 
(Table 1-4).
1.3.1.2 broMine-Containing Very 
 Short-liVed SoUrCe gaSeS
Bromoform (CHBr3) and dibromomethane (meth-
ylene dibromide, CH2Br2) are the principal bromi-
nated VSL SGs. Along with bromochloromethane 
(CH2BrCl), dibromochloromethane (CHBr2Cl), and 
bromodichloromethane (CHBrCl2), these VSL SGs 
are predominantly of natural marine origin, with 
ocean phytoplankton and macroalgae being the dom-
inant sources (e.g. Carpenter et al., 2007; Leedham 
Elvidge et al., 2015b; Hamed et al., 2017; Quack et 
al., 2007)). Typical tropospheric mole fractions of the 
above brominated compounds are summarized in 
Table 1-4. Though poorly characterized, minor terres-
trial sources include peatland and organic-rich soils 
(Albers et al., 2017; Carpenter et al., 2005) and pro-
duction due to water chlorination processes (Worton 
et al., 2006). In coastal zones, industrial discharge of 
chlorinated effluents to seawater is also identified as a 
source of several brominated VSL SGs, in particular 
CHBr3 (Boudjellaba et al., 2016; Hamed et al., 2017; 
Yang, 2001). The importance of this source on a global 
scale is not clear (Liu et al., 2011). 
Since the last Assessment, brominated VSL SG emis-
sions in several oceanic regions have been reported 
from ship cruises, including the Yellow, Sulu, and 
South China Seas (Nadzir et al., 2014; Yang et al., 
2014), the tropical Atlantic (Hepach et al., 2015) 
Pacific Peruvian coastal waters (Fuhlbrugge et al., 
2016a), and the west Indian Ocean (Fiehn et al., 
2017). CH2Br2 emissions derived in these studies were 
in some cases significantly larger than those estimat-
ed from previous studies (Butler et al., 2007; 2015; 
Hepach et al., 2014; Tegtmeier et al., 2012) and con-
firm large spatiotemporal variability in sea–air VSL 
SG fluxes (e.g. Montzka and Reimann et al., 2010), 
varying by an order of magnitude or more during a 
given cruise. Many factors contribute to such variabil-
ity, including subsurface biogeochemical processes, 
proximity to coastal sources, wind speed, and sea 
surface temperature, among others (Stemmler et al., 
2015). The correlation between CHBr3 and CH2Br2 
concentrations in background air suggests the two 
compounds are largely derived from a common pro-
cess at the global scale (Carpenter and Liss, 2000; 
Yokouchi et al., 2017).
While there is evidence for seasonal variations in oce-
anic VSL SG emissions from observations (Hughes et 
al., 2009; Yang et al., 2014; Yokouchi et al., 2017) and 
ocean biogeochemical models (Stemmler et al., 2015), 
much of the observed seasonality of background sur-
face CHBr3 and CH2Br2 is well explained by seasonal 
changes in OH and other chemical sinks (Hossaini et 
al., 2016b). 
Recent bottom-up estimates of global CHBr3 emis-
sions are a factor of two lower than top-down esti-
mates, most likely due to poor temporal and spatial 
data coverage, resulting in missing sources and 
emission hot spots (Stemmler et al., 2015; Ziska et 
al., 2013). There is no clear evidence for long-term 
changes in the atmospheric abundance of brominat-
ed VSLSs, although small increases in global emis-
sions (~6−8% between 1979 and 2013 for CHBr3 and 
CH2Br2) are suggested to have occurred due predom-
inantly to increases in surface wind speed (Ziska et 
al., 2017). For CHBr3, the global source estimate of 
120–820 Gg Br yr−1 given in the last Assessment is 
unchanged (Carpenter and Reimann et al., 2014). For 
CH2Br2, the range from the last Assessment (57–280 
Gg Br yr−1) is reduced to 57–100 Gg Br yr−1, reflect-
ing the most up-to-date emission climatologies (e.g. 
Lennartz et al., 2015; Ziska et al., 2013) and supported 
by the fact that global models reproduce tropospher-
ic CH2Br2 observations well using emissions at the 
lower end (Hossaini et al., 2016b). Global CH2BrCl, 
CHBr2Cl, and CHBrCl2 emissions are estimated at 
4–6 Gg Br yr−1, 15–43 Gg Br yr−1, and 8–11 Gg Br yr−1, 
respectively (Brinckmann et al., 2012; Ordonez et al., 
2012; Warwick et al., 2006; Yokouchi et al., 2005). 
1.3.1.3  iodine-Containing Very 
 Short-liVed SoUrCe gaSeS
Methyl iodide (CH3I), with mainly oceanic sourc-
es, is the main iodine-containing VSL SG. Since the 
last Assessment, further evidence for oceanic CH3I 
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production via biotic (e.g., phytoplankton and cya-
nobacteria) and abiotic (e.g., photochemical break-
down of dissolved organic matter) processes has been 
provided by laboratory and field studies (e.g. Allard 
and Gallard, 2013; Hepach et al., 2015; Mendez-Diaz 
et al., 2014; Ooki et al., 2015; Shi et al., 2014; Yuan et 
al., 2016). Terrestrial CH3I sources are poorly quan-
tified, though include soils/vegetation, rice paddies, 
wetlands, salt marshes, and biomass burning (e.g. 
Akagi et al., 2011; Lawson et al., 2015; Lee-Taylor and 
Redeker, 2005; Manley et al., 2006; Sive et al., 2007), 
accounting for up to 30% of total CH3I emissions in 
some inventories (Bell et al., 2002). 
In the marine boundary layer (MBL), recently ob-
served mean CH3I mole fractions of 0.59 ± 0.30 ppt 
over the Tropical Western Pacific (Fuhlbrugge et al., 
2016b) and 0.84 ± 0.12 ppt over the Indian Ocean 
(Fiehn et al., 2017) are generally consistent with pre-
vious observations (Table 1-4). Generally, larger mole 
fractions are observed at low latitudes than toward 
the poles (Hu et al., 2016b). No new information on 
long-term atmospheric CH3I trends has been report-
ed since the last Assessment (Carpenter and Reimann 
et al., 2014), when trends were shown to have varied 
over the past decades (Yokouchi et al., 2012). The 
best estimate of coastal plus open-oceans emissions 
is unchanged and is in the range of 157–550 Gg I yr−1 
(Carpenter and Reimann et al., 2014).
Several other iodinated VSLSs have been detected 
in the MBL, including CH2ICl, CH2IBr, CH2I2 and 
C2H5I (Allan et al., 2015; Jones et al., 2010; Shimizu 
et al., 2017). Owing to their short lifetimes (minutes 
to hours at the surface) these VSL SGs are not expect-
ed to reach the upper troposphere. However, their 
photolysis is a significant source of tropospheric in-
organic iodine (Carpenter et al., 2013; Saiz-Lopez et 
al., 2014; Sherwen et al., 2016) and may contribute to 
particulate iodine (Sherwen et al., 2016) observed in 
the upper troposphere and stratosphere (Murphy et 
al., 2014; Murphy and Thomson, 2000). 
Box 1-2. Regional Variability and Modeling of VSLS Transport to the Stratosphere
Eleven global models participated in the first concerted VSLS multi-model intercomparison (Hossaini et al., 
2016b), testing a range of prescribed emissions and using a common chemistry scheme. Despite differences in 
transport schemes, most of the models were capable of reproducing observed CHBr3 and CH2Br2 mole frac-
tions in the TTL, providing confidence in a proper representation of the average transport processes affecting 
VSLS stratospheric injection. 
While the average transport is thus rather well represented, global and trajectory models have intrinsic limita-
tions in properly representing very deep convection of air parcels from the boundary layer to the stratosphere 
(Feng et al., 2011; Hosking et al., 2010; Hoyle et al., 2011; Orbe et al., 2017), although increasing the model 
resolution has been found to improve the representation of the strength and location of convective events 
(Russo et al., 2015). 
Modeled SG concentrations in the TTL do not depend only on total emissions, but in particular also on the 
geographical distribution of the sources. These are mainly natural oceanic sources for bromine; for the input of 
VSLS chlorine to the stratosphere on a regional scale, the transport of anthropogenic pollution plumes to the 
upper atmosphere plays a crucial role (Anderson et al., 2016; Ashfold et al., 2015; Chen et al., 2016; Oram et 
al., 2017). For brominated and iodinated species, which have mostly natural sources, the collocation of natural, 
mainly oceanic, sources and effective vertical transport is important. The Maritime Continent (Indonesia, 
Philippines, New Guinea, and other Southeast Asia islands) (Tegtmeier et al., 2012, 2015), the tropical Indian 
Ocean (Liang et al., 2014a), and the Tropical Western Pacific (Fernandez et al., 2014) have been suggested as 
particularly important source regions in this respect. The collocation of elevated emissions with the Asian 
monsoon circulation during boreal summer and with the tropical pacific warm pool during boreal winter also 
likely provides oceanic VSL SGs an efficient transport route to the stratosphere (Fiehn et al., 2017; Hossaini et 
al., 2016b; Liang et al., 2014a).
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1.3.2 Input of VSLS Halogen to the 
 Stratosphere 
VSL SGs can be chemically broken down during 
transport to the stratosphere. We differentiate be-
tween stratospheric halogen input arising from hal-
ogen atoms crossing the tropopause in the form of 
the emitted source gases (source gas injection, SGI) 
and in the form of product gases released from source 
gas photodecomposition (product gas injection, 
PGI). Since the last Assessment, new observations 
of brominated, chlorinated, and iodinated SGs have 
been obtained in the tropical troposphere, including 
the near-tropopause region, allowing constraints on 
SGI especially from chlorinated and brominated SGs. 
New measurements of brominated PGs have also 
been reported from several aircraft campaigns, and 
global models with a more explicit treatment of PG 
chemistry have reported PGI estimates. In situ mea-
surements of chlorinated and iodinated PGs remain 
sparse. Transport processes relevant to the input of 
VSLSs to the stratosphere show a large regional and 
seasonal variability, which is discussed in Box 1-2. In 
this subsection, we assess the magnitude of both SGI 
and PGI for the different halogens. 
Dynamical processes relevant to the transport of 
VSLSs from the marine boundary layer (MBL) to the 
tropical tropopause layer (TTL) and from the TTL to 
the stratosphere have been discussed in detail in pre-
vious Assessments (see Section 1.3.2 in Montzka and 
Reimann et al., 2010; see also Carpenter and Reimann 
et al., 2014). Briefly, the TTL is the region between 
the lapse rate minimum (~12 km / θ = 345 K) and 
the cold point tropopause (CPT; ~17 km, θ = 380 K) 
(see Fueglistaler et al., 2009). The level of zero radia-
tive heating (LZRH; ≈ 15 km / θ = 360 K) marks the 
transition from clear-sky radiative cooling (below) 
to clear-sky radiative heating (above). Once a tropo-
spheric air parcel crosses the LZRH, it is expected to 
reach the lower tropical stratosphere.
1.3.2.1 SoUrCe gaS injeCtion (Sgi)
SGI describes the stratospheric input of halogenat-
ed SGs in the same form as they were emitted at the 
surface. The efficiency of SGI is different for each 
compound and depends on its tropospheric loss rate 
(mainly through reaction with OH or photolysis) and 
the timescales for troposphere-to-stratosphere trans-
port (Aschmann and Sinnhuber, 2013; Schofield et al., 
2011). SGI—the global average halogen mixing ratio 
Figure 1-9. Modeled and observed stratospheric chlorine SGI (ppt Cl) eval-
uated at the tropical tropopause from (a) CH2Cl2, (b) CHCl3, (c) C2Cl4, (d) 
CH2ClCH2Cl, and (e) total. Update of Hossaini et al. (2015).
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transported into the stratosphere—can be quantified 
from SG measurements around the tropical tropo-
pause (~17 km) or from global models. 
Since the last Assessment, new aircraft measurements 
of chlorinated, brominated, and iodinated SGs in the 
tropical upper troposphere have been reported. These 
are from the 2013 and 2014 NASA Airborne Tropical 
TRopopause EXperiment (ATTREX) in the Eastern 
and Western Pacific (Jensen et al., 2017; Jensen et al., 
2013), the 2014 CONTRAST (Convective Transport 
of Active Species in the Tropics) mission, located in 
the Western Pacific (Pan et al., 2017), and the 2014 
CAST (Coordinated Airborne Studies in the Tropics) 
mission, also in the Western Pacific (Harris et al., 
2017). These campaigns provide new information on 
the abundance of VSL SGs from the MBL to the TTL 
and around the tropical tropopause (Table 1-4).
SGI from Chlorinated VSLSs
Observation-based chlorine SGI from VSLSs is 100 
(83–117) ppt Cl based on recent ATTREX measure-
ments only (Table 1-4), due to the recent increases of 
mainly anthropogenic chlorinated VSLSs (see Section 
1.3.1.1). CH2Cl2, CHCl3, and CH2ClCH2Cl account 
for ~65%, ~20%, and ~13% of this total, respective-
ly; the remaining ~2% is from C2Cl4 and C2HCl3. 
This chlorine SGI estimate is ~40% larger than the 
72 (50–95) ppt Cl derived in the last Assessment and 
predominantly reflects larger observed mole fractions 
of CH2Cl2 and CH2ClCH2Cl around the tropical tro-
popause during ATTREX compared to the previous 
measurement compilation. Local upper tropospheric 
(10–12 km) enhancements of CH2Cl2, CHCl3, C2Cl4, 
and CH2ClCH2Cl over Southeast Asia have been ob-
served (Oram et al., 2017), with a sum of chlorine in 
these VSLSs of up to 330 ppt Cl (compared to the aver-
age 111–149 ppt Cl from Table 1-4 in the lower TTL).
An estimate of chlorine SGI (2000 to 2016) from the 
TOMCAT chemical transport model is shown in 
Figure 1-9 (update of Hossaini et al., 2015). The model 
is constrained by time-dependent, latitudinal-varying 
boundary conditions, based on NOAA and AGAGE 
surface measurements (except CH2ClCH2Cl, whose 
emissions were assumed to remain constant). The 
model reproduces observed CH2Cl2 mole fractions 
around the tropical tropopause reasonably well and 
shows that chlorine SGI from CH2Cl2 increased from 
28 (23–33) ppt Cl to 64 (52–76) ppt Cl between 2000 
and 2014. Total modeled chlorine SGI is 94 (77–110) 
ppt Cl in 2014 and is thus in reasonable agreement 
with the measurement-derived 100 (83–117) ppt Cl 
Figure 1-10. Top panel: Vertical profile of total 
organic bromine (ppt Br) from brominated 
VSL SGs (CHBr3, CH2Br2, CHBr2Cl, CH2BrCl, and 
CHBrCl2) observed during 2014 CAST, CON-
TRAST, and ATTREX missions over the Tropical 
Western Pacific (modified from Pan et al., 2017). 
Bottom panel: Organic bromine from the two 
main source gases CHBr3 and CH2Br2 (ppt Br) 
from the TransCom-VSLS model intercompar-
ison. The multi-model mean (black line) and 
model spread (gray shading) are shown, along 
with the best estimate (red circle) and range (red 
line) from this Assessment (Table 1-4). Modified 
from Hossaini et al. (2016b).
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assessed here (Table 1-4). Due to the high variabil-
ity of VSLS observations in the TTL and near the 
tropical tropopause (see Figure 1-9e), the use of SG 
observations from individual campaigns will lead to 
large year-to-year variability, which may not be repre-
sentative of the global mean input to the stratosphere 
and may not be a good basis for trend estimates. For 
this Assessment, we therefore use the model data 
constrained by surface boundary conditions, as the 
model is able to reproduce the observations from var-
ious campaigns reasonably well (see Figure 1-9) but 
at the same time eliminates the variability from the 
individual campaigns. Based on this model, the total 
VSL SG injection to the stratosphere is thus assessed 
to be 92 (75–110) ppt for the year 2016.
SGI from Brominated VSLSs
Total organic bromine from CHBr3, CH2Br2, CHBr2Cl, 
CH2BrCl, and CHBrCl2 observed during the CAST, 
CONTRAST, and ATTREX campaigns is shown in 
Figure 1-10. These campaigns were conducted around 
the Tropical Western Pacific warm pool, a region char-
acterized by strong convective activity where the tropo-
sphere-to-stratosphere transport of brominated VSLSs 
is particularly rapid (e.g. Fernandez et al., 2014; Hosking 
et al., 2010; Tegtmeier et al., 2015). Intercalibration of 
standards during CAST, CONTRAST, and ATTREX 
revealed generally good agreement between VSLS 
measurements performed by different instruments 
(relative standard deviation of <10%) (Andrews et 
al., 2016). CONTRAST measurements show a total 
of ~4.3 (2.1–7.7) ppt Br in the lower TTL for the five 
VSL SGs noted above, similar to previous estimates 
obtained over Southeast Asia (Sala et al., 2014; Wisher 
et al., 2014). At the LZRH, the CONTRAST mean is 
~3.6 (2.0–5.9) ppt Br, ~30% larger than that reported 
by Carpenter and Reimann et al., (2014). Similarly, 
both 2013 and 2014 ATTREX data (Navarro et al., 
2015) showed roughly equal SGI for bromine over the 
Western (~3.3 ± 0.5 ppt Br) and Eastern Pacific (~3.0 ± 
0.4 ppt Br), which lie around the upper limit of the pre-
viously assessed range. These higher values most likely 
reflect spatiotemporal variability of VSLS sources and 
transport and should not be taken as an indicator of 
long-term growth in abundance.
Incorporating the new ATTREX measurements 
(Navarro et al., 2015) with previously compiled 
data (Carpenter and Reimann et al., 2014), our best 
estimate of SGI from brominated VSLSs has increased 
from 1.4 (0.7–3.4) ppt Br to 2.2 (0.8–4.2) ppt Br. CHBr3 
and CH2Br2 dominate this supply, accounting for 
~84% of the total (Table 1-4). The factor of ~5 uncer-
tainty (of similar magnitude to the last Assessment) 
likely reflects spatiotemporal variability in VSL SG 
surface emissions (Fiehn et al., 2017; Tegtmeier et al., 
2012), tropospheric VSL SG sinks (Aschmann and 
Sinnhuber, 2013; Rex et al., 2014), and transport pro-
cesses (Ashfold et al., 2012; Kruger et al., 2008), all 
of which influence the amount of VSLSs reaching the 
tropical tropopause. 
The revised bromine SGI estimate of 2.2 (0.8–4.2) ppt 
Br is in broad agreement with a ~2.0 ppt Br estimate 
from recent global modeling (Fernandez et al., 2014) 
and the 2.9 ± 0.6 ppt Br derived from recent trac-
er-tracer correlation of stratospheric VSLS and CFC-
11 observations (Wales et al., 2018). For CHBr3 and 
CH2Br2, it is also in good agreement with the climato-
logical multi-model mean of 2.0 (1.2–2.5) ppt Br from 
the TransCom-VSLS model intercomparison (Figure 
1-10b; Hossaini et al., 2016b). 
SGI from Iodinated VSLSs
With the exception of CH3I, there is no evidence that 
significant levels of iodinated VSLSs are present in 
the TTL (Carpenter and Reimann et al., 2014). From 
Table 1-4, mean CH3I mole fractions are below 0.1 
ppt at 15 km, decreasing to below 0.05 ppt around the 
tropical tropopause. Iodine SGI is assessed to be in 
the range of 0 to 0.1 ppt, in agreement with modeling 
(Saiz-Lopez et al., 2015; Tegtmeier et al., 2013).
1.3.2.2 prodUCt gaS injeCtion (pgi)
A variable fraction of the halogenated PGs, which 
arise from the degradation of source gases (SGs), 
experience efficient dry and wet scavenging during 
transit to the stratosphere. In principle, PGs can be 
produced from any halocarbon, but VSL SGs are the 
main source of PGs. Recent aircraft campaigns have 
provided new information regarding the vertical dis-
tribution of halogenated PGs; these are complement-
ed by box- and global-modeling studies to provide 
new constraints on stratospheric PGI. 
PGI from Chlorinated VSLSs
Product gases arising from chlorinated SGs include 
phosgene (COCl2) and hydrogen chloride (HCl) and 
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may contribute to PGI. In the last two Assessments, 
PGI was estimated from COCl2 (up to 32 ppt Cl) and 
HCl (up to 20 ppt Cl) observations around the LZRH 
(Brown et al., 2011; Marcy et al., 2007; Mébarki et al., 
2010). Since both COCl2 and HCl are also produced 
from degradation of long-lived ODSs, an unknown 
amount of these products could be recirculated from 
the stratosphere into the troposphere. VSLS-derived 
products were estimated to contribute 0–100%, or ~25 
(0–50) ppt, to the observed chlorine PGI (Carpenter 
and Reimann et al., 2014). 
Using a chemical transport model, Hossaini et al. 
(2015) derived a total VSLS PGI of ~18 (±8) ppt Cl in 
2013, with equivalent contributions from COCl2 and 
HCl and a small contribution from other chlorinated 
organic PGs that have yet to be observed (~2 ± 0.8 ppt 
Cl). Simulated chlorinated PGI increased by ~50% 
between 2005 and 2013, owing to surface trends in 
SGs, notably CH2Cl2, during this period (see Section 
1.3.1.1, Figure 1-8). 
All recent studies estimate a non-zero PGI contri-
bution from chlorinated VSLSs. We have therefore 
increased the lower limit of total chlorine PGI from 
VSLSs but maintained the upper limit with respect 
to previous Assessments, giving a best estimate of 25 
(8–50) ppt Cl PGI from VSLSs. The lower limit re-
flects the lower limit from the above modeling work 
(Hossaini et al., 2015), considering COCl2 and HCl 
only. This estimate does not include a possible addi-
tional chlorine input from ClO or ClONO2, both of 
which can be strongly influenced by heterogeneous 
chlorine activation in the upper troposphere and 
lower stratosphere (Solomon et al., 2016; von Hobe 
et al., 2011).
PGI from Brominated VSLSs
Several aircraft campaigns targeting brominated 
PGs in the tropical free troposphere and TTL have 
been performed since the last Assessment (Chen et 
al., 2016; Koenig et al., 2017; Le Breton et al., 2017; 
Volkamer et al., 2015; Wang et al., 2015a; Werner et al., 
2017). Bromine monoxide (BrO) and total inorganic 
bromine (Bry) mole fractions rapidly increased with 
altitude, doubling from ~2.5 ppt at the bottom of the 
TTL to ~5 ppt above the CPT. PGI inferred from BrO 
(Figure 1-11) ranged from 3.4 ± 1.2 ppt within the 
Tropical Eastern Pacific during ATTREX (Werner et 
Figure 1-11. Left panel: Vertical variation of inferred inorganic bromine (Bry) from VSLSs within the TTL 
during the CONTRAST and ATTREX missions (adapted from Koenig et al., 2017). Right panel: SGI and PGI 
inferred from the correlation between stratospheric VSLSs and CFC-11 measured in the Tropical Western 
Pacific. Inferred Bry from DOAS (green) and CIMS (blue) instruments are shown, together with the trac-
er-tracer correlation for VSL SGs (black line) and the SGI + PGI best estimation (purple line). Modified from 
Wales et al. (2018).
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al. (2017) to 2.7 (2.4–3.0) ppt in the Tropical Western 
Pacific during CONTRAST (Koenig et al., 2017). 
Based on the relationship between inferred strato-
spheric Bry and CFC-11, measurements obtained 
during CONTRAST and ATTREX (Wales et al., 2018) 
estimated a global PGI from brominated VSLSs of 2.1 
± 2.1 ppt (Figure 1-11). This is well reproduced by 
a wide range of Chemistry Climate Models (CCMs), 
mostly from those considering an explicit treatment 
of tropospheric chemistry and sources of VSLSs 
(Figure 1-11). 
The previous Assessment (Carpenter and Reimann et 
al., 2014) estimated a global PGI contribution between 
1.1 and 4.3 ppt Br, based mainly on global modeling 
studies that considered only the two major VSL SGs 
(CHBr3 and CH2Br2) and a simplified treatment of 
gas-phase Bry speciation and washout (Aschmann 
and Sinnhuber, 2013; Hossaini et al., 2012; Liang et al., 
2014a). New model developments, including a com-
prehensive heterogeneous recycling scheme on up-
per-tropospheric ice crystals (Box 1-3), suggest a Bry 
injection of 3.0 (±1.9) ppt Br in the Eastern Pacific and 
2.0 (±0.2) ppt Br in the Western Pacific (Navarro et al., 
2015). The contribution from minor VSLSs (CHBr2Cl, 
CHBrCl2, CH2BrCl, and CH2BrI) to PGI was modeled 
to be ~0.3 ppt Br (Fernandez et al., 2014), which match-
es the upper limit of previous estimates (Carpenter and 
Reimann et. al., 2014; Montzka and Reimann et al. 
(2010). 
In summary, there is now consistent observation-
al evidence confirming the prevalence of gas-phase 
inorganic bromine throughout the free troposphere 
and TTL. This finding is consistent with previous PGI 
model estimates and with the amount of bromine 
required to reconcile Bry inferred from stratospheric 
BrO retrievals with the input from long-lived bromi-
nated source gases to the stratosphere (see Section 
1.4). Based on both modeling and measurement stud-
ies, our current best estimate of total PGI is thus ~2.7 
(1.7–4.2) ppt Br. 
PGI from Iodinated VSLSs
The possible injection of significant amounts of inor-
ganic iodine to the stratosphere is under debate. New 
daytime iodine monoxide (IO) aircraft observations 
at low solar zenith angles (SZA <45º) within the trop-
ical upper troposphere and lower TTL suggest that 
significant levels of total reactive iodine (between 0.25 
and 0.7 ppt Iy) could be injected to the stratosphere 
(Saiz-Lopez et al., 2015). This value is 2 to 5 times 
larger than the recommended PGI upper limit given 
in the previous Assessment (PGI <0.1 ppt Iy), which 
was based on balloon-borne solar occultation (SZA 
≈ 90º) measurements performed in the tropical lower 
stratosphere (Bösch et al., 2003; Butz et al., 2009). The 
discrepancy between the new and previous studies 
lies in the different chemical scheme used to derive 
Iy (particularly the treatment of higher-order iodine 
Table 1-5. Summary of estimated VSL source gas injection (SGI) and product gas injection (PGI) contribu-
tions to stratospheric halogens (based on observations and model results).
VSLS Best Estimate (ppt) SGI1 PGI2 Total (SGI + PGI)3
Chlorine 92 (75–110) 25 (8–50) 115 (75–160)
Bromine 2.2 (0.8–4.2) 2.7 (1.7–4.2) 5 (3–7)
Iodine 0–0.1 0–0.7 0–0.8
Notes:
1  Due mainly to the increasing trend in chlorinated compounds, the SGI estimate for chlorinated VSL SGs is representative of 
year 2016 based on model data (see Table 1.4). SGI for bromine and iodine represent the global mean from 2004 onwards as 
there are no reports of long-term trends. 
2  PGI for chlorine has been estimated based on HCl and COCl2 only (additional input from ClO and ClONO2 has not been con-
sidered). PGI for bromine and iodine has been estimated by box- and global-modeling studies based on BrO and IO measure-
ments, respectively. 
3  The SGI and PGI lower/upper limits are not strictly additive because whenever SGI increases (for example due to rapid lifting), 
the correspondent PGI arising from SG photodecomposition decreases (and vice-versa).
ice crystals
sea salt
dehalogenation
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Box 1-3. Heterogeneous Chemistry of Very Short-Lived Product Gases 
Atmospheric particles (such as cloud droplets, ice crystals, and aerosols) can affect the tropospheric bur-
den of inorganic product gases (PGs) arising from the degradation of halogenated very short-lived source 
gases (SGs). The competition, fate, and efficiency of heterogeneous reactions occurring on these particles 
are still some of the largest uncertainties affecting the stratospheric halogen burden from PGI (Aschmann 
and Sinnhuber, 2013; Fernandez et al., 2014; Koenig et al., 2017; Liang et al., 2014a; Saiz-Lopez et al., 2015; 
Schmidt et al., 2016; Wang et al., 2015a). 
Box 1-3 Figure 1. Schematic representation of tropospheric heterogeneous recycling processes 
affecting PGI. The upward arrows on the right represent the vertical ascent of halogenated inor-
ganic PGs (yellow) arising from VSL SGs (orange) decomposition. The different transport regimes 
within each region (e.g., convective lifting and large-scale ascent) are shown by different arrow 
lengths, while the color gradient indicates the relative SG/PG partitioning. Green arrows indicate 
the occurrence of sea salt dehalogenation, which constitute an additional source of inorganic PGs 
(α and β denote the variability in the aerosol enrichment for each halogen family, specified by X 
and Y). Red downward arrows represent the net sinks of soluble PGs occurring through uptake on 
liquid/ice clouds followed by precipitation/sedimentation. Blue arrows represent the ice/aerosol 
mediated repartitioning of inorganic reservoirs, which do not necessarily represent either a net sink 
or a source of PGs. Note that the distinction of the height at which each heterogeneous process 
occurs is qualitative, and all processes can occur during the day and night.
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oxides) as well as on the different temporal field of 
view (i.e., SZA range) of the measurement technique 
deployed on each field campaign. 
In light of the new results, we cannot provide a cen-
tral value for iodinated PGI but only a wide interval 
ranging from zero to an upper limit (0–0.7 ppt Iy). If 
the maximum PGI value is considered, the impact of 
iodine on the lower tropical stratosphere could be as 
large as that of brominated VSLSs. 
1.3.2.3 total halogen inpUt into the   
StratoSphere froM VSlSS
Table 1-5 presents the current best estimate of the 
total injection to the stratosphere from halogenated 
VSLSs, discriminating SGI and PGI contributions. 
The relative importance of PGI to SGI depends on the 
chemical transformation processes during transport 
from the sources to the stratosphere. The fraction of 
PGI to total VSLS halogen derived here is higher for 
bromine than it is for chlorine. While the uncertain-
ty associated with iodine PGI has increased since the 
previous Assessment, the uncertainty range for the 
stratospheric flux of organic and inorganic bromine 
and chlorine has in general been reduced with respect 
to the previous Assessment. 
Box 1-3, continued.
Oceanic halides comprising the bulk of sea-salt aerosols can be released to the atmosphere as an addi-
tional inorganic halogen source through heterogeneous oxidation (Box 1-3, Figure 1) (Vogt et al., 1996). 
The efficiency of this process, usually referred to as sea-salt aerosol dehalogenation, depends on the total 
halogen fraction prevailing in the aerosol (the so-called enrichment factor), the net rate of gas-phase halo-
gen adsorption and reactive uptake, and the concurrence/collocation of significant sea-salt production and 
convective transport throughout the troposphere (Yang et al., 2005). Sea-salt recycling has been estimated 
to provide an additional tropospheric chlorine source of ~5–6 Tg Cl yr −1 (Hossaini et al., 2016a; Schmidt 
et al., 2016) and between 1.4 to 3.5 Tg Br yr −1 for the case of bromine (Chen et al., 2017; Fernandez et al., 
2014; Parrella et al., 2012; Schmidt et al., 2016; Yang et al., 2005). In the case of bromine, this source has been 
estimated to be between two and four times larger than the global tropospheric emissions from brominated 
VSL SGs (Schmidt et al., 2016; Yang et al., 2005). Inclusion of this source in models has helped to reduce 
differences between models and observations of tropospheric BrO columns densities (Koenig et al., 2017; 
Schmidt et al., 2016; Wang et al., 2015a). 
The processes involved in heterogeneous processing of halogen species are complex. The adsorption 
followed by effective washout of hydrophilic reservoir species depends on the aqueous/gas-phase par-
tial pressure equilibrium of each individual halogen species (Sander, 2015). However, if the adsorption 
of reservoirs occurs on top of ice crystals or sulfate/nitrate aerosols, many heterogeneous reactions can 
proceed (Box 1-3 Figure 1), reducing the washout efficiency by transforming the soluble reservoir spe-
cies into more volatile and photolabile compounds. Inclusion of heterogeneous recycling on ice crystals 
and upper-tropospheric aerosols has been reported as a necessary process to be considered in box and 
chemistry-climate models in order to reconcile satellite tropospheric columns with model tropospheric 
abundances (Parrella et al., 2012; Schmidt et al., 2016), as well as to reproduce the inorganic bromine 
(Fernandez et al., 2014; Koenig et al., 2017) and iodine (Dix et al., 2013; Saiz-Lopez et al., 2015) vertical 
profiles throughout the tropical upper troposphere and TTL. Concurrent estimation of gas-phase inor-
ganic PGs and aerosol halide content at high altitudes is required to close the halogen budget in the TTL 
and lower stratosphere and thus to improve the assessment of PGI. However, as many of the heterogeneous 
processes are poorly constrained and the uncertainty involved in their parameterization is very large, the 
evaluation of the overall effect of heterogeneous chemistry on VSLS halogen input to the stratosphere is 
currently difficult to be quantified.
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Total Input from Chlorinated VSLSs
A “best estimate” of total chlorine (SGI + PGI) from 
VSLSs reaching the stratosphere is obtained by sum-
ming the contribution from individual SGs around 
the tropopause (Table 1-4 and Section 1.3.2.1) and 
adding the estimated PG contribution from COCl2 
and HCl (see Section 1.3.2.2). As explained in Section 
1.3.2.1, we use model data of SGI, constrained by sur-
face observations (update of Hossaini et al., 2015) here 
rather than individual campaign observations, since 
campaign-based estimates are subject to seasonal and 
regional variability. This yields total Cl from VSLSs en-
tering the stratosphere of 115 (75–160) ppt Cl for 2016 
(Table 1-5). This value is very similar to the global av-
erage of chlorine VSLSs of 110 ppt derived in Section 
1.4.1. Around the tropopause, the anthropogenic 
contribution to the total stratospheric chlorine injec-
tion is estimated to be ~85% (Table 1-4). The overall 
Figure 1-12. (a) Total tropospheric organic chlorine 
from the combined global measurement networks, 
based mainly on NOAA and AGAGE data (black line) 
in comparison to the A1 scenarios from the 2010 
(green line) and 2014 (blue line) Assessments. Quanti-
ties are based on global mean mole fractions of CFC-
11, CFC-12, CFC-113, CH3CCl3, CCl4, CH3Cl, HCFC-22, 
HCFC-141b, HCFC-142b, and halon-1211 determined 
by the respective networks. CFC-114, CFC-115, CFC-
112, CFC-13, and CFC-113a are estimated from mea-
surements of Cape Grim archive air samples (Laube 
et al., 2014; Newland et al., 2013). Organic chlorine 
also includes contributions from VSL SG, in particular 
CHCl3, CH2Cl2, and C2Cl4 (see also Table 1-6). Obser-
vations of these gases are only available back to the 
mid-1990s. Before that, constant mixing ratios are 
assumed. For species which are not included in the scenarios (some minor CFCs and VSLSs), the observed 
values were included here in order to provide a comparison based on the same set of compounds. (b) and (c) 
Show the same as panel a for the sum of the tropospheric chlorine contents of the CFCs and the tropospheric 
chlorine content of all HCFCs, respectively.
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contribution of chlorine from VSLSs has increased to 
about 3.5% (see discussion in Section 1.4).
Total Input from Brominated VSLSs
Various lines of evidence show that brominated VSLSs 
may provide ~2.2 (0.4–4.2) ppt Br to the stratosphere 
via SGI and ~2.7 (1.7–4.2) ppt Br via PGI. The best 
estimate of global stratospheric bromine from VSLSs 
is ~5 (3–7) ppt Br (see Table 1.5), with approximately 
half due to SGI and half due to PGI. While the central 
value is unchanged with respect to previous reports, 
the uncertainty range is reduced based on recent ob-
servations and modeling studies. The overall SGI and 
PGI partitioning is well reproduced by a wide range 
of Chemistry Climate Models (CCMs), mostly from 
those considering an explicit treatment of VSL tro-
pospheric chemistry and sources (Wales et al., 2018). 
Although many of the new aircraft campaigns yielded 
a total VSLS bromine injection lying in the upper half 
of the assessed range (Navarro et al., 2015; Werner et 
al., 2017), this should not be taken as an indication 
of a positive trend in the contribution from VSLSs to 
stratospheric Bry in recent years: Most measurements 
were performed within regions where the source 
strength is larger and the vertical transportation of 
VSLSs is faster. The 5 (3–7) ppt Br global mean also 
matches the indirect estimate derived from total 
stratospheric bromine abundances as described in 
Section 1.4. Due to the decline in the abundance of 
regulated long-lived bromine compounds, the relative 
contribution of VSLSs to total stratospheric bromine 
has continued to increase, reaching ~26% by year 
2016 (see Figure 1-17). 
Total Input from Iodinated VSLSs
While the SGI of iodine in the form of CH3I is ex-
pected to be very low (<0.1 ppt), there is a new debate 
regarding the possible injection of iodine from VSLSs 
to the stratosphere through PGI. New measurements 
of IO confirm rather low IO levels, but model cal-
culations suggest an additional impact of higher io-
dine oxides to the total Iy fraction (Saiz-Lopez et al., 
2015). The revised upper limit of total iodine input 
from VSLSs is therefore extended to 0.8 ppt (0.1 ppt 
SGI + 0.7 ppt PGI, see Table 1.5), which is consid-
erably larger than the upper limit given in previous 
Assessments (total iodine injection < 0.15 ppt, PGI 
< 0.1 ppt) (Carpenter and Reimann et al., 2014; 
Montzka and Reimann et al., 2010).
1.4 CHANGES IN  ATMOSPHERIC 
HALOGENS
In this section we discuss the total halogen loading 
in the atmosphere and its changes. These are dis-
cussed separately for chlorine, bromine, and iodine 
in Sections 1.4.1–1.4.3 for the troposphere based 
on organic sources (ODSs and VSL SGs) and for the 
stratosphere based on inorganic halogen observa-
tions. The total chlorine and bromine input to the 
stratosphere, including contributions from VSLSs, is 
then discussed in Section 1.4.4. This input should be 
reflected in inorganic halogen levels, especially in the 
upper stratosphere, where virtually all halogen has 
been transferred to the inorganic form. Section 1.4.4 
also discusses equivalent effective stratospheric chlo-
rine (EESC), which is used as a proxy to describe the 
halogen impact on stratospheric ozone (see Box 1-4). 
EESC does not include contributions from VSLSs. 
Finally, fluorine, while not contributing to ozone de-
pletion, is discussed in Section 1.4.5. 
Estimates of tropospheric halogen loading primarily 
originate from the global surface networks, which are 
averaged together when mole fractions from multiple 
networks are available. In general, a simple average is 
used; however, where data from one network are avail-
able for some years but not others, existing network 
data are scaled to remain consistent with the two-net-
work average (consistent with previous Assessments).
1.4.1 Tropospheric and  Stratospher ic 
 Chlorine Changes
1.4.1.1 tropoSpheriC Chlorine ChangeS
As stated in previous Assessments (e.g., Carpenter 
and Reimann et. al., 2014; Montzka and Reimann et 
al., 2010), the total tropospheric chlorine has been 
decreasing continuously since its peak abundance 
observed during the years 1993–1994 (Figure 1-12a). 
The maximum annual average total chlorine observed 
was about 3,660 ppt in 1993. The maximum rate of de-
crease in total tropospheric organic chlorine was close 
to 40 ppt yr−1 in the years 1995 and 1996, mainly driv-
en by the decrease of the rather short-lived CH3CCl3 
(lifetime of about 5 years). As expected, the rate of 
decrease has since slowed and has continued to slow 
down since the last Assessment. Total chlorine from 
controlled ODSs declined at an average rate of 12.7 
ppt yr−1 between early 2012 and late 2016 (Table 1-6). 
Table 1-6. Contributions of long-lived ODSs and VSL SGs to total chlorine in the troposphere. 
Total Cl (ppt)1
2008              2012          
2016
Contribution 
to Total (%)
 2008         2012       
2016
Average Rate of Change of Total Cl2 (ppt yr–1) 
2004–2008          2008–2012          2012–2016
All CFCs 2079 2027 1979 62.1 61.4 60.2 −11.6 (1.5) –12.9 (0.7) –12.0 (0.4)
CCl4 359 340 322 10.7 10.3 9.8   –4.4 (0.4) –4.7 (0.3)  –4.5 (0.2)
HCFCs 248 285 309 7.4 8.6 9.4     9.1 (1.6)   9.2 (0.7)   5.9 (1.3)
CH3CCl3 32 16 7.8 1.0 0.5 0.2  –8.3 (2.0) –4.1 (0.8)  –2.0 (0.5)
halon-1211 4.25      3.96 3.55 0.13 0.12 0.11  –0.02 (0.03) –0.07 (0.01)     –0.1 (0.01)
Total 
Controlled 
Chlorine
2722 2672 2621 81.3 80.9 79.7 –15.2 (1.9) –12.6 (0.3) –12.7 (0.9)
CH3Cl 545 539 556 16.3 16.3 16.9 2.7 (5.2) –1.8 (4.7) 4.0 (3.6)
VSLSs 82 91 110 2.4 2.8 3.3 2.5 (1.1) 2.6 (3.1) 4.3 (4.9)
Total 
Chlorine 3349 3302 3287
–10.0 (6.7)
(–0.29% yr-1)
–11.8 (6.9)
(–0.35% yr-1)
–4.4 (4.1)
(–0.13% yr-1)
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This recent decrease of chlorine from controlled sub-
stances has been partly offset by an increase in sub-
stances not controlled under the Montreal Protocol 
(e.g., CH3Cl and VSLSs). In addition to the mainly 
natural CH3Cl (which increased at 4.0 ppt yr−1), chlo-
rine from chlorine-containing VSLSs also increased 
at an average rate of 4.3 ppt yr−1 between 2012 and 
2016. While chlorine from controlled substances has 
decreased by 12.7 ppt yr−1, these increases in chlorine 
from compounds not controlled under the Montreal 
Protocol have partly offset this decrease, leading to a 
decrease of total chlorine of only 4.4 ppt yr−1 (0.13% 
yr−1) during this 5-year period. Overall, the fractional 
contribution of substances not controlled under the 
Montreal Protocol to total tropospheric chlorine has 
increased and is now above 20%, mainly due to CH3Cl 
(16.9%). 
Figure 1-12a compares the observed decrease in total 
chlorine with the projected trend based on the A1 
scenarios from the 2010 and 2014 Assessments. Total 
chlorine from controlled substances is decreasing at 
close to the expected overall rate. However, this is par-
tially due to the offsetting effects of a slower than pro-
jected increase in HCFCs (Figure 1-12c; note that the 
A1 scenarios for the HCFCs in previous Assessments 
assumed that Article 5 countries would produce 
the maximum amount allowed under the Montreal 
Protocol) and a slower than projected decrease in 
CFCs (Figure 1-12b). This slower than expected de-
crease in chlorine from CFCs is dominated by CFC-
11 but CFC-12 and CFC-113 have also recently con-
tributed to this difference. 
1.4.1.2 StratoSpheriC Chlorine ChangeS
As mentioned above, total organic chlorine in the tro-
posphere peaked in the early 1990s and has since been 
declining, although the rate of decline is not constant 
in time. One would expect a similar global long-term 
response in stratospheric inorganic chlorine, shifted 
1 Chlorine mid-year mole fractions were derived using AGAGE, NOAA, and archive data.
2 Total and relative Cl changes over 5-year periods, as indicated. The values in parentheses represent the standard deviation of the 
annual growth rates during the respective period, which reflects the observed variability. Relative changes in total chlorine (in 
percent per year) were calculated relative to values at the beginning of each period (3,390 ppt total chlorine in 2004). We refer 
to these periods as 5-year periods, as they are based on annual average values, e.g., from the beginning of 2012 to the end of 
2016.
Values for past years differ slightly from previous Assessments because of updated calibration information, different methods for 
determining global mean mole fractions, rounding errors, and the inclusion of CFC-112 (Kloss et al., 2014) and CFC-113a (Adcock 
et al., 2018). Total Cl also includes 82, 91, and 110 ppt as VSLSs in 2008, 2012, and 2016, respectively.
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by a timescale relating to transport into that region 
(age of air) and photochemical conversion. Significant 
short-term temporal and latitudinal variability in in-
organic chlorine was noted in the lower stratosphere, 
based on HCl measured from ground-based column 
data (mostly sensitive to the lower stratosphere) and 
satellites (Mahieu et al., 2014a). Based on the latter 
work, increases were observed in total column and 
lower-stratospheric northern mid-latitude HCl from 
about 2005 to 2011. These increases were attributed 
Figure 1-13. Multi-decadal monthly mean total column time series of the two main chlorine reservoirs, 
HCl and ClONO2, and their summation, as monitored at the Jungfraujoch station (Swiss Alps, 46.5°N, 
3,580 m altitude) and the Lauder station (New Zealand, 45.0°S, 370 m altitude), in the framework of 
the NDACC network. For the Jungfraujoch, in contrast to the data shown in Figure 1-2, the datasets are 
restricted to the June to November months in an effort to limit the variability caused by atmospheric 
transport and subsidence during winter and spring. The continuous lines come from non-parametric 
least-squares fits involving an integration time of about 3 years and help to visualize the non-mono-
tonic and non-linear changes in stratospheric chlorine after the peak from 1996 to 1997.
-1.5 -1.0 -0.5 0.0 0.5
Trend (% yr –1)
100
10
1
Pr
es
su
re
 (h
Pa
)
14
18
22
26
30
34
38
42
46
50
A
ltitude (km
)
GOZCARDS: 1997–2016
GOZCARDS: 2005–2016
ACE-FTS: 2004–2017
HCI Trend: 60°S–60°N
Chapter 1 | ODSs and Other Gases
1.48
to variability in the circulation affecting the Northern 
Hemisphere. Figure 1-13 shows an update to the 
long-term total column data for HCl and ClONO2 
and their sum, which represents most of the inorganic 
chlorine in the stratosphere, at Jungfraujoch (46.5°N) 
and at Lauder (45°S), through the end of 2016.  At 
the Jungfraujoch station, statistically significant de-
creases are observed for both species for the period 
from 1997 through 2016: –0.42±0.23% yr−1 for HCl 
and –0.60±0.39% yr−1 for ClONO2  (based on June to 
November data; updated from Mahieu et al., 2014a). 
The trend over the past decade is, however, not sig-
nificant. Similar trends have been reported for the 
mid-latitudes of the Northern Hemisphere from other 
NDACC (Network for the Detection of Atmospheric 
Composition Change) stations (Kohlhepp et al. 
(2012). For the same period (1997–2016), slightly larg-
er negative trends are derived from the Lauder data 
(including all months) for the Southern Hemisphere, 
with a decrease of –0.51 ± 0.12% yr−1 for HCl and 
–0.74 ± 0.59% yr−1 for ClONO2. HCl from the Global 
Ozone Chemistry And Related trace gas Data records 
for the Stratosphere (GOZCARDS), based on the 
HALOE, ACE-FTS, and Aura MLS satellite instru-
ments (Froidevaux et al., 2015),  shows similar trends 
(1997–2016) for Northern Hemisphere mid-latitudes. 
Figure 1-14. Trends (% yr –1) in near-global (60°S to 60°N) HCl abundances, based on different satellite-based 
datasets and time periods. The longer-term (1997–2016) average linear trend profile (orange dots) is 
obtained from GOZCARDS merged HCl lower-stratospheric data (updated from Froidevaux et al. (2015), 
using additional Aura MLS data through 2016). The same dataset is also analyzed for 2005–2016 (black dots). 
The GOZCARDS trends are derived using a multi-linear regression model that includes seasonal and shorter 
period cycles, as well as QBO-type variations. The blue dots arise from a linear trend calculation (Bernath 
and Fernando, 2018) for a seasonally-averaged (and de-seasonalized) ACE-FTS time series (60°S to 60°N, 
2005 through 2017) based on version 3.5/3.6 data; these trends do not change appreciably if the 2005–2016 
period is used instead. The ACE-FTS trend errors are 2-sigma estimates, taking into account the auto-correla-
tion of the residuals. The GOZCARDS error bars provided here are 2-sigma estimates, based on a bootstrap 
resampling method (using 20,000 resampling cases from blocks of data).
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GOZCARDS also shows latitude-dependent, short-
term lower-stratospheric HCl changes (for different 
6- to 8-year periods), with steadier/larger decreases 
at southern latitudes contrasting with increases at 
northern mid-latitudes. 
Near-global (60°S–60°N) trends of HCl from 
GOZCARDS and ACE-FTS are compared for the 
12-year period 2005–2016 in Figure 1-14. While 
GOZCARDS is dominated by MLS results, as a 
merged satellite product it also contains some infor-
mation from ACE-FTS, so the two estimates are not 
completely independent. ACE-FTS shows a decrease 
in the uppermost stratosphere at a rate of about –0.48 
± 0.02% yr−1 (Bernath and Fernando, 2018) and good 
agreement with the GOZCARDS result near 10 hPa. 
Taking into account the time shift between the tropo-
sphere and the upper stratosphere of about 5 years, 
this rate of decrease is in good agreement with the 
average rate of decrease in tropospheric chlorine over 
the time period from 2000–2010. There is increasing 
divergence between these two satellite-based data-
sets at the lower altitudes, although not significant at 
the 2-sigma level. In the ACE-FTS trend calculation, 
dynamical variability has been removed based on 
a regression model using N2O time series (Stolarski 
et al., 2018). Such a procedure was not applied to the 
GOZCARDS results in Figure 1-14, but it would like-
ly reduce the differences in lower-stratospheric trends 
versus the ACE-FTS result. Sampling differences 
between MLS and ACE-FTS, and instrument or re-
trieval issues, could also play a role in explaining these 
differences. Long-term changes in HCl could also be 
influenced by changes in stratospheric dynamics and 
chlorine partitioning, especially in the ratio between 
ClONO2 and HCl. There is also evidence for signif-
icant latitudinal differences in the trends obtained 
from various FTIR column ClONO2 time series 
(Kohlhepp et al., 2012), although the ratio between 
HCl and ClONO2 at Jungfraujoch does not show any 
significant trend within the 95% confidence interval. 
Variability in atmospheric circulation has been sug-
gested as a reason for the lack of a significant trend at 
Northern Hemisphere mid-latitude HCl over the past 
decade (Mahieu et al., 2014a). This is corroborated by 
observed changes in the mean age of air in Northern 
Hemisphere mid-latitudes over the same time period 
(Haenel et al., 2015; Stiller et al., 2012) and smaller 
Figure 1-15. Tropospheric bromine 
time series and annual changes 
from long-lived gases, separated 
by contributions due to halons 
and CH3Br. No contribution from 
VSLS species is included here. The 
values are also shown expressed 
in equivalent chlorine (right-hand 
axis of upper panel), adapting a 
value of α=65 to account for the 
higher efficiency of bromine in 
catalyzing ozone destruction. All 
values are derived from a merged 
dataset based on NOAA, AGAGE, 
and UEA data.
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than expected trends in source gases (Chirkov et al., 
2016; Nedoluha et al., 2015). 
We conclude that, despite some complications in the 
lower-stratospheric HCl measurement comparisons, 
there is continuing evidence for locally non-mono-
tonic latitude-dependent HCl changes in this region, 
with a slowdown in the decrease of lower-stratospher-
ic HCl since the initial period (about 1997–2005) after 
its peak concentrations. Upper-stratospheric HCl 
(close to the abundance of inorganic chlorine, Cly) is 
continuing to decrease steadily, based on ACE-FTS 
HCl data. 
Other evidence for continuing decreases in strato-
spheric inorganic chlorine comes from ground-based 
and satellite ClO measurements over Antarctica 
(Nedoluha et al., 2016). ClO trend detection in this re-
gion is complicated by large, meteorologically driven, 
interannual variability. Temperature-adjusted ClO (as 
a rough proxy for Cly) over that region shows a trend 
from the Scott Base data of –0.6 ± 0.8 (2 sigma) % yr−1 
for 1996–2015 and –0.5 ± 0.4% yr−1 for 2004–2015 
as measured zonally by Aura MLS at the Scott Base 
latitudes. Based on millimeter-wave emission mea-
surements at Mauna Kea, Hawai'i, ClO near 33–37 
km continued to show decreases (Connor et al., 2013). 
Updated ClO trends (from day-minus-night data) are 
as follows: –1.08 ± 0.40% yr−1 for the early period from 
1995 to 2004 (unchanged from the above reference), 
–0.49 ± 0.12% yr−1 for 1995–2015, and –0.32 ± 0.26% 
yr−1 for the 2005–2015 period, 2-sigma uncertainties. 
To first order at least (since upper-stratospheric ClO is 
not an exact proxy for Cly), these results suggest broad 
agreement, with other evidence pointing to a continu-
ing decrease with a gradual slowdown in the rate of 
decrease in stratospheric (and tropospheric) chlorine.
1.4.2 Tropospheric and  Stratospheric 
 Bromine Changes
1.4.2.1 tropoSpheriC broMine ChangeS
As stated in previous Assessments, total  tropospheric 
bromine from CH3Br and halons, the brominated 
substances controlled under the Montreal Protocol, 
reached a maximum in 1998 with an annual average 
value of 16.9 ppt. Since 1998, its abundance has been 
decreasing at an average rate of 0.15 ± 0.1 ppt yr−1 
(1% yr−1) over the period from 2000 to 2016 (Figure 
1-15), reaching a value of 14.6 ppt by mid-2016. This 
value does not include bromine from VSLSs, such as 
CH2Br2 and CHBr3, which are not regulated under the 
Montreal Protocol. While bromine from CH3Br has 
been decreasing since the late 1990s, bromine from 
halons did not start to decrease until 2006. For the 
period from 2008 to 2012, total bromine decreased at 
a rate of 0.16 ppt yr−1. Halons contributed ~38% to 
this decline, while CH3Br contributed ~62%.  In the 
more recent period from 2012 to 2016, total bromine 
declined at a rate of 0.15 ± 0.04 ppt yr−1 (1% yr−1). 
However, the contributions of halons and CH3Br were 
nearly reversed compared to the previous period:  ha-
lons contributed ~70% (–0.10 ppt yr−1), while CH3Br 
contributed ~30% (–0.04 ppt yr−1). For the first time, 
the decrease in total bromine over the past 5-year pe-
riod was thus not dominated by a decrease in CH3Br 
but rather by a decrease in halons. The reduced con-
tribution of CH3Br to the decline in total bromine was 
caused by an as-yet-unexplained increase in CH3Br 
in 2016 (see Section 1.2.7). The observed decrease 
in halons is in overall good agreement with the de-
crease projected by the A1 scenarios from the 2014 
Assessment (Harris and Wuebbles et al., 2014). 
1.4.2.2 StratoSpheriC broMine ChangeS
Bromine is transported to the stratosphere in the form 
of long-lived ODSs, mainly the halons and CH3Br 
as well as from VSLSs, both in organic and inorgan-
ic forms. In general, the amount of bromine in the 
stratosphere can either be determined by summing 
up the long-lived ODSs and VSLSs (Brinckmann et 
al., 2012; Navarro et al., 2015; Pfeilsticker et al., 2000; 
Sala et al., 2014; Wamsley et al., 1998) or by combining 
measurements of BrO with a modeled ratio of BrO/
Bry (Dorf et al., 2006; Dorf et al., 2008; Höpfner et al., 
2009; Kreycy et al., 2013; Millán et al., 2012; Stachnik 
et al., 2013; Werner et al., 2017). Bry is the sum of all in-
organic bromine species. The BrO-based method will 
also yield an estimate of total bromine if the measure-
ments are performed in the upper stratosphere, where 
all organic long-lived ODSs and VSL SGs are broken 
down and all bromine is thus in the inorganic form. 
If this method is applied in the lower stratosphere, 
additional measurements of the remaining long-lived 
ODSs and VSL SGs are needed to determine total bro-
mine (Wales et al., 2018; Werner et al., 2017). 
In the case of the source gas-based technique, the de-
termination of the contribution from the long-lived 
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ODSs is straightforward, as they are sufficiently long-
lived to be transported into the stratosphere and their 
stratospheric entry mole fraction can thus be esti-
mated using the global mean from the observation-
al networks (see Sections 1.2 and 1.4.2.1). For the 
contribution from the VSLS gases, both organic (SGI) 
and inorganic (PGI) forms need to be considered. The 
sum of these two was assessed to be 5 (3–7) ppt in 
Section 1.3 (see Table 1-5). As there is no indication 
of a long-term change in this value, total organic 
bromine input to the stratosphere is thus derived by 
adding 5 ppt to the respective sum of the long-lived 
source gases. 
Figure 1-16 compares studies that have used the BrO-
based technique, based on total column and vertical-
ly resolved measurements, with source gas observa-
tions of CH3Br and halons. Figure 1-16 is an update 
Figure 1-16. Changes in total stratospheric Bry (ppt) derived from balloon-borne (black squares) (update 
of Dorf et al., 2006) and airborne (purple open squares) (Werner et al., 2017) BrO observations and annual 
mean mole fractions calculated from ground-based UV-visible measurements of stratospheric BrO made 
at Harestua (60°N) and Lauder (45°S) stations (filled and open orange triangles, respectively (adapted from 
Hendrick et al., 2007 and Hendrick et al., 2008). All UV-visible measurements of stratospheric BrO were 
evaluated using a common BrO absorption cross section (based on Wahner et al., 1988), frequency-shifted 
to match the wavelength scale (Wilmouth et al., 1999). For the balloon-borne observations, bold/faint error 
bars correspond to the precision/accuracy of the estimates, respectively. For the ground-based measure-
ments (triangles), the error bars correspond to the total uncertainties in the Bry estimates. For stratospheric 
data, the date corresponds to the time when the air was last in the troposphere, i.e., sampling date minus 
estimated mean age of the stratospheric air parcel. Time series of CH3Br and halons have been updated 
(see Carpenter and Reimann et al. (2014) for details). The blue lines show the expected stratospheric Bry, 
assuming an additional input of 3, 5, and 7 ppt of brominated VSLSs, respectively. For tropospheric data, 
the date corresponds to the sampling time. This figure updates Figure 1-20 from the previous Assessment 
(Carpenter and Reimann et al., 2014).
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Figure 1-17. Chlorine and bromine input to the stratosphere for 1996, 2012, and 2016 for different species 
and classes of compounds. The year 1996 represents a reference which is close to the maximum of both 
chlorine and bromine loading of the troposphere. Mole fractions of long-lived gases are derived from surface 
observations (global networks). VSLS contributions for bromine are included as a constant 5 ppt, as discussed 
in Section 1.3 and summarized in Table 1-5. The VSLS chlorine contribution is based on the VSL SG input 
from a model constrained by observed surface boundary conditions (update of Hossaini et al., 2015), see 
discussion in Section 1.3.2.1). Total VSLS Cl input derived in this way is 80 ppt, 100 ppt, and 115 ppt for years 
1996, 2012, and 2016, respectively. For chlorine, “other” includes minor CFCs and halon-1211. For bromine, 
“other halons” is the sum of bromine contained in halon-1202 and halon-2402. Methyl chloride is counted as 
having purely natural sources, despite some indications of anthropogenic contributions (see Section 1.2.6).
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of data presented in the last Assessment (Carpenter 
and Reimann et. al, 2014; Dorf et al., 2006; Hendrick 
et al., 2008; Hendrick et al., 2007) and includes new 
data from the ATTREX campaign (Werner et al., 
2017). The stratospheric data are plotted against the 
“year of stratospheric entry” (respective air mass age) 
in order to take into account the time to transport 
air upward in the stratosphere, as characterized by 
the mean age of air. From these data, a long-term de-
crease of stratospheric bromine of –0.16 ± 0.07 ppt 
yr−1 is derived for the period from 2004 to 2014, in 
excellent agreement with the trend in tropospheric 
bromine derived for the same time period. A value 
of 19–20 ppt for total bromine in the stratosphere is 
deduced for the year 2016, in good agreement with 
the bottom-up method if an input of about 5 ppt 
from VSLSs (sum of PGI and SGI) is added to the 
long-lived ODSs. This good agreement enhances the 
confidence in our overall understanding of bromine 
input to the stratosphere due to VSLSs. It should also 
be noted that due to the decline in the compounds 
regulated under the Montreal Protocol, less than 50% 
of bromine entering the stratosphere is now due to 
anthropogenic emissions. 
1.4.3 Tropospheric and Stratospheric 
 Iodine Changes
The main organic source gas for iodine is CH3I. 
There are no updated data on tropospheric trends 
since those published by Yokouchi et al. (2012), and 
there is consensus that the direct input of CH3I to the 
stratosphere is small, i.e., below 0.1 ppt (Carpenter 
and Reimann et al., 2014; Tegtmeier et al., 2013). 
Observations also agree on the amount of IO in the 
TTL, which is on the order of 0.15 ppt or less (Bösch 
et al., 2003; Butz et al., 2009; Dix et al., 2013; Saiz-
Lopez et al., 2015). The recent debate about the pos-
sibility of a higher PGI to the stratosphere of up to 
0.7 ppt (Saiz-Lopez et al., 2015) (see Section 1.3) does 
not concern a long-term change but rather a different 
partitioning of total iodine to IO. If the mechanism 
suggested by Saiz-Lopez et al. (2015), involving high-
er oxides of iodine, is effective, this would imply a 
higher iodine content of the stratosphere but not nec-
essarily a long-term change. 
1.4.4 Changes in Ozone-Depleting  Halogen
 Abundance in the Stratosphere
Chlorine and Bromine Input to the Stratosphere 
Due to the regulations of the Montreal Protocol, many 
long-lived ODSs that contribute chlorine and bromine 
to the stratosphere are now decreasing in the atmo-
sphere. Aside from some minor CFCs (Table 1-1), the 
exception to this are HCFCs, which are still increas-
ing, though the rates of increase are slowing down 
(see Section 1.2). On the other hand, chlorinated 
VSL SGs have shown significant increases during the 
past decade. This has resulted in changes in the total 
burden and the relative contributions of different spe-
cies to total chlorine and bromine in the troposphere 
and thus to the input of halogens to the stratosphere. 
Figure 1-17 shows the changes in total bromine and 
total chlorine input to the stratosphere. This input is 
derived by assuming that the global average values de-
rived for long-lived compounds are representative of 
the amount transported to the stratosphere. For chlo-
rine and bromine from short-lived substances, VSLS 
input is included from measurements and modeling 
at the tropical tropopause, as discussed in Section 1.3 
and shown in Table 1-5, considering both source gas 
injection (SGI) and product gas injection (PGI). For 
bromine, the absolute contribution from VSL SGs is 
constant, but the relative contribution is increasing, 
reaching about 25% in 2016. For chlorine, both the 
absolute and relative contribution of VSL SGs is in-
creasing, although the relative contribution remains 
small compared to bromine, at 3.9% in 2016. For both 
bromine and chlorine, there have been no signs of 
significant long-term changes in the natural sources, 
so the absolute contributions of natural sources to 
stratospheric chlorine and bromine remain constant, 
but their relative contribution is increasing. In the 
case of bromine, it is now estimated that more than 
half of the stratospheric bromine input is due to nat-
ural sources. 
Equivalent Effective Stratospheric Chlorine (EESC)
While the total amount of chlorine and bromine 
transported to the stratosphere is important, the 
most relevant metric for the impact on stratospheric 
ozone is the inorganic halogen loading. The inorganic 
halogen loading depends not only on the amount of 
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Box 1-4. Equivalent Effective Stratospheric Chlorine (EESC) 
and Fractional Release Factors
EESC is a metric used to describe the combined impact of chlorine and bromine on stratospheric ozone 
and the temporal development of this effect due to tropospheric trends. The basic concept of EESC, as well 
as that of fractional release factors, which are needed for the calculation of EESC, has been presented and 
discussed in previous Assessments (Daniel and Velders et al., 2011; Harris and Wuebbles et al., 2014). EESC 
is expressed as an equivalent chlorine and is commonly defined as “the sum of the time-dependent chlorine 
and bromine derived from ODSs tropospheric abundances, weighted to reflect their potential influence on 
ozone” (Harris and Wuebbles et al., 2014). EESC is derived from observed or projected tropospheric mole 
fractions of ODSs. The calculation of EESC does not take into account changes in stratospheric transport 
or photochemistry. Therefore, it is important to emphasize that any discussion of EESC changes and 
percentage reductions of EESC does not imply a similar response of ozone. Such a relationship between 
EESC and ozone would only be expected in the absence of any other factors influencing ozone. The for-
mulation used in the previous Assessments to calculate EESC was based on Newman et al. (2007), which 
takes into account the time delay and mixing during transport in the stratosphere by adapting an age spec-
trum. For polar winter conditions, a mean age value of 5.5 years is used, and a value of 3 years is adapted 
for mid-latitudes, in line with previous Assessments. The efficiency with which each chlorine or bromine 
compound releases their halogen content is taken into account using age-of-air-dependent fractional release 
factors in the calculation of EESC. These fractional release factors describe the fraction of a halogen-carrying 
source gas that is photochemically lost as a function of mean age. Fractional release factors are higher for 5.5 
years of mean age, leading to overall higher values of EESC under polar winter conditions in comparison to 
mid-latitude conditions.
Box 1-4 Figure 1. Age spectra G (black line) for an inert tracer compared to the transit time distributions 
weighted with chemical loss (red and blue line) for a mean age of 3 years (a), and 5.5 years (b). The red line 
represents the transit time distribution for the remaining organic fraction of a source gas; the blue line rep-
resents the fraction which has been released and is thus in the inorganic form. The loss function has been 
approximated as a function of transit time in order to represent a tracer similar to CFC-11 (Engel et al., 2018). 
The first moments of the three functions differ substantially: the first moment of the red curve (representing 
the remaining organic fraction) is younger, and that of the blue curve (describing the inorganic halogen 
released from the source gas) is older than the mean age value. Note that this figure is purely for illustrative 
purposes, as the loss function has been approximated.
ODSs and Other Gases | Chapter 1
1.55
source gases transported into the stratosphere but also 
on the efficacy with which halogens are released from 
the source gases. Furthermore, both transport from 
the troposphere to the stratosphere and transport and 
mixing in the stratosphere need to be considered, with 
timescales for the latter being on the order of several 
years. The different efficiencies with which ODSs and 
VSLSs release their halogen content are described 
by fractional release factors. Stratospheric transport 
and mixing are described by an age-of-air spectrum. 
While mean age is the average time it takes for an 
air parcel to be transported from the troposphere to 
a certain location in the stratosphere, this age spec-
trum describes the probability distribution for dif-
ferent transit times. Furthermore, it has to be taken 
into account that bromine is a much more effective 
Box 1-4, continued. 
Fractional release factors are mostly derived from observations, again taking into account the age spectrum 
to compensate for the time-lag between the troposphere and the stratosphere and the tropospheric trends. 
Fractional release factors should be constant in time as long as stratospheric transport and chemistry do 
not change, thus representing a molecular property for a given atmospheric state. In particular, they should 
be independent of the tropospheric trend of a trace gas; i.e., fractional release factors derived during differ-
ent periods should be very similar, as atmospheric transport is expected to change much less rapidly than 
tropospheric trends of the source gases. It has recently been shown by Ostermöller et al. (2017) that this is 
not the case for the current formulation used to calculate fractional release factors (Newman et al., 2007), 
because the age spectrum used to calculate fractional release is that of an inert tracer and does not take into 
account chemical loss. Based on the work of Plumb et al. (1999), Ostermöller et al. (2017) suggested that a 
different transit time distribution should be used to better take into account the interaction of tropospheric 
trends, chemical breakdown, and stratospheric transport. They presented a new method to calculate frac-
tional release based on a different age spectrum, which is weighted by the chemical loss. As discussed by 
Engel et al. (2018), the actual loss function will depend on both transit time and the transport pathway of 
the individual fluid elements of an air parcel, with transport pathways that reached higher altitudes generally 
showing larger fractional loss. Nevertheless, it has been shown (Engel et al., 2018) that when describing the 
loss only as a function of transit time, a much better agreement between EESC calculated from model-de-
rived fractional release factors and inorganic halogen loading from model calculations can be achieved. Box 
1-4 Figure 1 shows age spectra for mean ages of 3 and 5.5 years for a compound with a loss function f(t') 
approximated as function of transit time t' which is approximately representative of CFC-11. As chemical 
loss is more pronounced in the fraction having long transit times, the transit time distribution describing 
the remaining organic fraction is weighted more strongly at shorter transit times and thus has a lower mean 
value. The mean value of this distribution has been termed the “mean arrival time” (Plumb et al., 1999); and 
the distribution itself, the “arrival time distribution.” Using this formulation, fractional release factors can be 
derived that are largely independent of the tropospheric trend (Ostermöller et al., 2017). 
Based on the same concept that the age spectrum is weighted with chemical loss, Engel et al. (2018) showed 
that the calculation method for EESC could also be improved. While the arrival time distribution used to 
describe the remaining organic fraction is weighted with the remaining fraction (1–f(t')) (red curve in Box 
1-4 Figure 1), the fraction describing the released inorganic halogen fraction is weighted with the loss func-
tion f(t') (blue curve in Box 1-4 Figure 1). The transit time distribution describing the released inorganic 
halogen has been termed the “release time distribution,” in analogy to the arrival time distribution, and its 
first moment has been termed the “mean release time.” The mean release time will always be longer than the 
mean age. 
In this Assessment we present results for EESC from the method presented by Newman et al. (2007) and the 
method suggested by Engel et al. (2018).
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Table 1-7. EESC values for early 1980 and early 2017 as well as the value when EESC was at its maximum. 
Values are given for 3 and 5.5 years of mean age and for the two calculation methods discussed (see text in 
Section 1.4 for details). Also shown are decreases achieved by early 2017 with respect to the maximum and 
the percent recovery with respect to the 1980 values. The calculated decreases and recovery rates for 3 years of 
mean age are significantly smaller using the new method of Engel et al. (2018) than when using the Newman et 
al. (2007) method.
3 Years of Mean Age; Mid-Latitude Conditions
 
 
EESC
1980
EESC
maximum
EESC
early 2017
% decrease
from maximum
% Recovery
to 1980
Newman et al. (2007) 1161 1928 1601 –17% 43%
Engel et al. (2018) 1080 1902 1649 –13% 31%
5.5 Years of Mean Age; Polar Winter Conditions
 
 
EESC
1980
EESC
maximum
EESC
early 2017
% decrease
from maximum
% Recovery
to 1980
Newman et al. (2007) 2161 4148 3774 –9% 19%
Engel et al. (2018) 2151 4154 3794 –9% 18%
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Figure 1-18. Level of EESC recovery towards 1980 benchmark values comparing the EESC calculation as used 
in the 2014 Assessment (Carpenter and Reimann et al., 2014; Newman et al., 2007) to the new method sug-
gested by Engel et al. (2018). Plot (a) is for 3 years of mean age, representative of mid-latitude conditions, 
while plot (b) is for 5.5 years of mean age, representative of polar winter conditions. In all cases, the different 
age spectra (see Box 1-2) were parameterized as suggested by Newman et al. (2007) using half of the mean 
age as width of the age spectrum and an inverse Gaussian function as the shape of the age spectrum. The 
age spectrum has been integrated over a time period of 20 years. Fractional release factors were used as in 
the last Assessment report and in Velders and Daniel (2014) for the formulation according to Newman et al. 
(2007). In the calculation using the formulation suggested by Engel et al. (2018), the same fractional release 
factors were used, but these were modified to be consistent with the formulation of fractional release sug-
gested by Ostermöller et al. (2017), as explained in Engel et al. (2018). The same tropospheric data were used 
as in Section 1.4.1.1 and Section 1.4.2.1. VSLS contributions to EESC are not included in this calculation. In 
the calculation of EESC, the higher efficiency of bromine to destroy stratospheric ozone is taken into account. 
As in previous Assessments, we adopt a factor of 60 for mid-latitude conditions and a factor of 65 for polar 
winter conditions.
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ozone destruction catalyst than chlorine. As in previ-
ous Assessments, we adopt a factor of 60 for mid-lati-
tudes and 65 for high-latitude polar winter conditions 
for the relative efficiency of bromine versus chlorine 
with respect to ozone destruction. These factors are 
combined in the metric of equivalent effective strato-
spheric chlorine (EESC). New formulations to derive 
fractional release factors (Ostermöller et al., 2017) and 
EESC (Engel et al., 2018) have recently been proposed 
(see Box 1-4), with a refined treatment of the inter-
action between chemistry and transport. In the past, 
different fractional release factors have also been used, 
mainly based on work by Newman et al. (2007) and 
Laube et al. (2013). The work by Laube et al. (2013) 
has recently been re-evaluated  using a new method 
(Ostermöller et al., 2017) and taking into account pos-
sible offsets in mean age of air in this work due to the 
use of SF6-derived mean age (Leedham Elvidge et al., 
2018). With this there is much better agreement with 
the fractional release values used in (Engel et al., 2018; 
Newman et al., 2007; Velders and Daniel, 2014) and 
recent WMO reports. 
A refinement in the method to calculate EESC has 
recently been suggested by Engel et al. (2018). The 
concept of EESC, the methods of calculation, and 
the changes in the concept suggested by Engel et al. 
(2018) are explained in Box 1-4. Here, we will present 
results from both methods. Significant differences in 
these methods are derived for mid-latitude conditions 
only, while for polar winter conditions both methods 
yield very similar results. We have retained the same 
parameterization of the age spectrum as in previous 
Assessments; i.e., the width of the distribution is taken 
as half the value of the mean age. Here, we integrate 
the age spectrum over 20 years instead of 10 years, 
as was done in the previous Assessment. As can be 
seen in Box 1-4 Figure 1, a significant fraction of air 
has transit times greater than 10 years for a mean age 
of 5.5 years. We use a 20-year integration period to 
better account for all contributing air parcels.
The different methods in how EESC is calculated, and 
the integration periods considered, result in slightly 
different maximum EESC values as well as different 
benchmark values calculated for the year 1980. EESC 
in 1980 has been used as a benchmark in many previ-
ous Assessments, although this is certainly somewhat 
arbitrary, as ozone loss occurred prior to 1980. We also 
note that a return to 1980 EESC levels does not imply a 
recovery of the ozone layer to the 1980 state, as ozone 
is influenced by additional parameters like changes in 
stratospheric dynamics and chemistry. Independent of 
the formulation used to calculate EESC and the time 
Figure 1-19. Tropospheric  total 
fluorine  time series and annual 
changes from long-lived gases, sep-
arated by contributions due to ODS, 
HFCs (see Chapter 2),  and  other 
fluorinated gases (such as SF6, 
NF3, and CF4). ODS mole fractions 
were derived  from a  merged data-
set based on NOAA,  AGAGE, and 
UEA data. HFC mole fractions were 
derived from AGAGE and NOAA 
data. HFC records prior to regular 
global measurements were supple-
mented with estimates from Miller 
et al. (2010); Mühle et al. (2010); 
O’Doherty et al. (2009); Oram et 
al. (1996); Simmonds et al. (1998); 
 Vollmer et al. (2011); and Weiss et al. 
(2008).
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over which the spectrum is integrated, a continuous 
decline of EESC is derived. For a mean age of 5.5 years, 
as used for typical polar winter conditions, fractional 
release is nearly complete, and both formulations of 
EESC converge. However, in the case of a 3-year mean 
age, which is typically used for mid-latitude condi-
tions, there are significant differences. Applying the 
new formulation, inorganic chlorine is expected to 
lag the tropospheric source gases more than expected 
based on a mean age representation of an inert tracer 
(see discussion in Box 1-4). One consequence of this 
is that a lower EESC is derived for the 1980 bench-
mark. Using the formulation for EESC from Newman 
et al. (2007) as in the last Assessment, but with a 20-
year integration time, an early-1980 benchmark value 
of 1,160 ppt is calculated for a 3-year mean age, while 
1,080 ppt is calculated using the new formulation of 
EESC suggested by Engel et al. (2018) (Figure 1-18, 
Table 1-7). This lower EESC value implies that it will 
take longer for EESC to decline to 1980 benchmark 
values. Accordingly, the percentage rate of recovery 
already achieved is also lower. For a mean age of 5.5 
years, very similar values are derived with both meth-
ods (see Table 1-7). Using the new method, by 2017 
we derive recovery of 31% towards 1980 values of 
EESC for mid-latitudes and of 18% for polar winter 
conditions; using the formulation by Newman et al. 
(2007) as in the previous Assessment, but with a 20-
year integration time, by early 2017 we derive recov-
ery of 43% for mid-latitude conditions and 19% for 
polar winter conditions. 
Changes in EESC over the past 5 years (early 2012 to 
early 2017) are very similar for both methods, with 
maximum differences of 0.1%. The average change 
derived from both methods is given here. EESC, ex-
cluding contributions from short-lived substances, 
declined 4.3% from early 2012 to late 2016 in mid-lat-
itudes and by 3.6% in high latitudes. The main driver 
of the decrease in EESC between early 2012 and early 
2017 were the CFCs, which contributed 1.3% and 1.4% 
to this decline for mid-latitude and polar conditions, 
Figure 1-20. Multi-decadal monthly mean total column time series of the two main fluorine reservoirs, HF 
and COF2, and their summation (Fy), as monitored at the Jungfraujoch station (Swiss Alps, 46.5°N, 3,580 m 
altitude), in the framework of the NDACC network. The datasets are restricted to the June to November 
months, so as to reduce the variability caused by atmospheric transport and subsidence during winter and 
spring. The continuous lines come from non-parametric least-squares fits involving an integration time of 
about 3 years and help to visualize the non-monotonic and non-linear changes in stratospheric chlorine 
after the peak in 1996–1997.
ODSs and Other Gases | Chapter 1
1.59
respectively. CH3Br was the second-most important 
contributor to changes in EESC, reducing EESC by 
1.2% and 1% for mid-latitude and polar conditions, 
respectively. The impact of decreases in CH3CCl3 has 
now decreased to 0.8% (it was an important contrib-
utor during the period 2008–2012, with a decrease 
of about 1.5% for both polar winter conditions and 
mid-latitudes). EESC from halons decreased by 0.9% 
and 0.3% for mid-latitude and polar conditions, re-
spectively. This is the first time that a decrease in 
EESC from halons is now also calculated for polar 
winter conditions. The decrease in tropospheric CCl4 
has resulted in a decrease of 0.8% in EESC at mid-lat-
itudes and 0.6% in polar latitudes. The continuing in-
crease in HCFCs has offset the total decrease by 0.4% 
at mid-latitudes and 0.6% for polar winter conditions.
1.4.5 Tropospheric and Stratospheric 
 Fluorine Changes
Fluorine is not an efficient catalyst for stratospheric 
ozone depletion, due to the stability of the inorgan-
ic reservoir gases HF and COF2, which are break-
down products of fluorine-containing source gases. 
However, many fluorinated source gases have a high 
radiative efficiency and are thus strong greenhouse 
gases, and most important fluorine gases are regu-
lated under the Montreal Protocol. This regulation 
under the Montreal Protocol for chlorine- and fluo-
rine-containing CFCs and HCFCs was motivated by 
the chlorine content. The regulation of HFCs, which 
are also included in the Kyoto Protocol, has only 
recently been added to the Montreal Protocol (see 
details in Chapter 2) in the framework of the Kigali 
Amendment, as these gases are replacement com-
pounds for substances already regulated under the 
Montreal Protocol. 
Figure 1-19 shows the time series of tropospheric flu-
orine in organic and some inorganic (SF6 and NF3, see 
Section 1.5) gases, separated by compound classes. In 
contrast to chlorine, a continuing increase in tropo-
spheric fluorine is observed. A trend in total fluorine 
of 51.6 ± 2.3 ppt yr−1, or 1.7 ± 0.07% yr−1, is derived for 
the time period 2012–2016, which is comparable to 
the trend of 50.1 (±1.9) ppt yr−1, or 1.7 (±0.07) % yr−1, 
for the period 2008–2012. However, the drivers of this 
trend have changed. From 2008 to 2012, this increase 
was due to increases in ODSs (CFCs and HCFCs; 7.8 
ppt yr−1), HFCs (36.4 ppt yr−1), and other fluorinated 
gases (6.6 ppt yr−1). For the most recent 5-year period 
(2012–2016), it is more strongly dominated by HFCs 
(45 ppt yr−1). Total fluorine input from ODSs has de-
creased to an average of 0.9 ± 1.9 ppt yr−1, and the 
contribution from other fluorinated gases has been 
relatively stable at 5 ppt yr−1. Total tropospheric fluo-
rine and total tropospheric chlorine do not follow the 
same trajectory, largely because the largest contribu-
tion to a decrease in total Cl since ~1988 results from 
changes in CH3CCl3, which does not contain fluorine. 
However, the contribution to total tropospheric fluo-
rine from all ODSs has been declining since the late 
1980s, and the trend went from positive to negative in 
the last year (Figure 1-19, lower panel).
As can be seen from Figure 1-19, the contributions of 
different compounds and classes of compounds to the 
total tropospheric fluorine have changed significantly 
over time. As different gases release their fluorine with 
different efficiency, this implies that a direct reflection 
of tropospheric trends of fluorinated compounds in 
the inorganic fluorine content of the stratosphere is 
not necessarily expected. 
A good proxy for the total inorganic fluorine (Fy) in 
the stratosphere is obtained by the weighted combina-
tion of the two most abundant fluorinated reservoirs, 
i.e., hydrogen fluoride (HF) and two times carbonyl 
fluoride (COF2); this can thus be used as an indepen-
dent check of the fluorine budget. Figure 1-20 shows 
the multi-decadal monthly mean total column time 
series of inorganic fluorine above the Jungfraujoch 
station (Swiss Alps, 46.5°N, 3,580 m altitude), restrict-
ed to the June-to-November months, when atmo-
spheric variability is at a minimum. A non-paramet-
ric least-squares fit to the time series helps to identify 
fluctuations in the rise of the fluorine loading in the 
Northern Hemisphere, fluctuations which are related 
to short-term variability in the atmospheric circula-
tion and dynamics. The total column of HF increased 
at an average rate of 0.89 ± 0.17% yr−1 and that of 
COF2 at 1.07 ± 0.14% yr−1 (update from Duchatelet et 
al., 2010; Duchatelet et al., 2009), as calculated using 
a bootstrap method (Gardiner et al., 2008). Total in-
organic fluorine (Fy) has increased at a rate of 0.98 ± 
0.15% yr−1 between 2007 and 2016.
Based on datasets from HALOE and ACE-FTS and a 
merged dataset from GOZCARDS, (Harrison et al., 
2016) found a substantial slowdown in the rate of 
Table 1-8. Measured mole fractions of selected fluorinated compounds (PFCs, SF6, NF3, SO2F2, SF5CF3) and other 
gases of interest. 
Chemical 
Formula 
Common or 
Industrial 
Name
Annual Mean Mole Fraction (ppt)
2012                 2015                   2016
Change
(2015–2016)
ppt yr–1                  % yr–1
Network, Method
Perfluorocarbons (PFCs)
CF4 PFC-14 79.7 81.9 82.7 0.8 1.0 AGAGE in situ (Global)
C2F6 PFC-116
4.2
3.7
4.5
3.9
4.6
4.0
0.1
 0.1
2.1
 1.9
AGAGE in situ (Global)
UEA, Cape Grim1
C3F8 PFC-218
0.57
0.54
0.62
0.60
0.63
0.60
0.02
0.00
2.6
0.7
AGAGE in situ (Global)
UEA, Cape Grim
c-C4F8 PFC-c318 1.26 1.39 1.44  0.05 3.6 UEA, Cape Grim
n-C5F12 PFC-41-12 0.142 0.149 0.148 –0.001 –0.7 UEA, Cape Grim1
Other fluorinated compounds
SF6
sulfur 
hexafluoride
7.6
7.6
8.6
8.6
8.9
8.9
0.3
0.3
3.8
3.9
AGAGE, flask and in situ 
(Global)
NOAA, flask and in situ 
(Global)
NF3
nitrogen 
trifluoride
0.9 1.3 1.5 0.1 11.5 AGAGE in situ (Global)
SO2F2
sulfuryl 
fluoride
1.8 2.1 2.3 0.1 6.2 AGAGE in situ (Global)
SF5CF3  0.153 0.154 0.153 -0.001 -0.65 UEA, Cape Grim
Other compounds
CH4 (ppb) methane
1809
1808
1808
1806
1819
1834
1834
1830
1833
1844
1842
1843
1840
1841
 1853
8
9
10
8
9 
0.4
0.5
0.5 
0.4
 0.5
AGAGE in situ (Global)
NOAA, flask and in situ 
(Global)
UCI, flask (Global)
CSIRO, flask (Global)
WMO/GAW (Global)
N2O (ppb) nitrous oxide
325.6
325.0
324.9
325.1
328.5
328.1
327.8
328.1
329.3
328.9
328.6
328.9
0.8
0.8
0.8
 0.8
0.2
0.2
0.2
0.2 
AGAGE in situ (Global)
NOAA, flask and in situ 
(Global)
CSIRO, flask (Global)
WMO/GAW (Global)
COS (ppt)
carbonyl 
sulfide
501 499 505 6 1.2 NOAA, flask and in situ 
(Global)
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Mole fractions in this table are from various monitoring networks that measure long-term trends in these gases. Results in bold text 
are estimates of global surface mean mole fractions. Values in italics represent observations from only one site and therefore do 
not represent a global mean. AGAGE (Advanced Global Atmospheric Gases Experiment, https://agage.mit.edu/) data are described 
in Arnold et al. (2013), Cunnold et al. (2002), Mühle et al. (2010), Mühle et al. (2009), Prinn et al. (2018) and Rigby et al. (2010), and 
global averages are calculated using data from five baseline AGAGE stations, assimilated into an atmospheric box model (extension 
of Rigby et al., 2014). NOAA (National Oceanic and Atmospheric Administration, USA, http://www.esrl.noaa.gov/gmd/dv/site/) data 
are described in Dlugokencky et al. (2011), Hall et al. (2011), and Montzka et al. (2007), global means are calculated as area-weight-
ed means from observations at 12 sites for SF6, and 45 sites for CH4 (including shipboard sampling). UCI (University of California, 
Irvine, USA, http://ps.uci.edu/~rowlandblake/research_atmos.html) data are described in Simpson et al. (2012). UEA (University of 
East Anglia, United Kingdom, http://www.uea.ac.uk/environmental-sciences/research/marine-and-atmospheric-sciences-group) 
data are described in Laube et al. (2012); Leedham Elvidge et al. (2017), Oram et al. (2012), and Sturges et al. (2012). CSIRO data 
(Commonwealth Scientific and Industrial Research Organisation) are described in Francey et al. (2003). Cape Grim refers to the Cape 
Grim Baseline Air Pollution Station, Australia; WMO/GAW, World Meteorological Organization, Global Atmosphere Watch, World Data 
Centre for Greenhouse Gases, (http://ds.data.jma.go.jp/gmd/wdcgg and https://public.wmo.int/en/resources/library/wmo-green-
house-gas-bulletin). Differences between each network are due to calibration scales, differences in spatial and temporal sampling 
strategies, and the different methods for estimating global means. 
Note:
1 Mole fractions for 2016 represent averages from January to July for UEA data for these compounds.
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increase of global stratospheric HF. Trends of 0.52 ± 
0.03% yr−1 were obtained from 2004–2012, in com-
parison to 1.12 ± 0.08% yr−1 for 1998–2005 and 4.97 
± 0.12% yr−1 for 1991–1997. The observed trends 
and the slowdown are in good overall agreement 
with results from modeled HF time series, although 
the model calculated a slightly lower increase for the 
1991–1997 period. Significant short-term and lati-
tudinal variability was observed in the trends of HF, 
which is attributed to dynamical variability in the 
stratosphere. 
Overall, these data show a continuing increase in total 
fluorine. The magnitudes of the total tropospheric 
fluorine and stratospheric inorganic fluorine trends 
are somewhat different. As explained above, this may 
be due to the changing relative importance of dif-
ferent fluorinated gases, with different efficiencies of 
fluorine release in the stratosphere. The tropospheric 
increase is now mainly driven by increases in HFCs 
(Chapter 2). 
1.5 CHANGES IN OTHER TRACE 
GASES THAT INFLUENCE 
OZONE AND CLIMATE
This section describes recent trends in gases that are 
not covered by the Montreal Protocol but that indi-
rectly affect ozone. The gases nitrous oxide (N2O) 
and methane (CH4) play a role in stratospheric ozone 
chemistry and contribute to climate change and are 
discussed in Sections 1.5.1 and 1.5.2. Section 1.5.3 
addresses the sulfur-containing gases carbonyl sulfide 
(COS) and sulfur dioxide (SO2), which are transport-
ed to the stratosphere where they contribute to strato-
spheric sulfuric acid aerosol. Finally, changes in some 
fluorine-containing greenhouse gases (GHGs), which 
indirectly influence ozone through their contribu-
tion to global warming (Chapter 5), are discussed in 
Section 1.5.4. Carbon dioxide (CO2) is not discussed 
here, as it is described in detail elsewhere (e.g., Ciais 
and Sabine et al., 2013; Le Quéré et al., 2018). In con-
trast to previous Assessments, HFCs are no longer 
covered in this section, as they are now the subject of 
Chapter 2. 
1.5.1 Nitrous Oxide (N2O)
N2O is the dominant source of reactive nitrogen 
to the stratosphere, which can lead to depletion of 
stratospheric ozone. Currently, natural and anthro-
pogenic emissions of N2O make a larger contribution 
to stratospheric ozone depletion than emissions of 
any of the individual ODSs discussed in Section 1.2 
(Ravishankara et al., 2009). While it is likely to remain 
a major contributor to ozone depletion throughout 
the 21st century, due to changes in stratospheric 
chemistry and dynamics brought about by increasing 
GHG concentrations, there remains some uncertain-
ty about its long-term impact on ozone (Revell et al., 
2015). Owing to its relatively high GWP, N2O is the 
third-most important long-lived GHG after CO2 and 
CH4 (Myhre and Shindell et al., 2013; Ravishankara 
et al., 2009). The previous Assessment noted that 
N2O had been growing relatively steadily, at a rate of 
around 0.8 ppb yr−1. This trend has continued through 
2016, for which an annual surface global mean mole 
fraction of around 329 ppb was reached (Table 1-8). 
As a result of this growth, the contribution of N2O to 
radiative forcing has continued to rise, reaching 0.19 
W m−2 in 2016 (Figure 1-3), approximately 10% that 
of CO2. 
Recent studies have attempted to better constrain 
N2O sources and sinks. The previous Assessment 
summarized the findings of the SPARC Lifetimes 
Assessment, which estimated the N2O lifetime to be 
123 (104–152) years (2-sigma “most likely” range, 
SPARC (2013)). Based on observations from the 
Microwave Limb Sounder (MLS) and a radiative 
transfer model, Prather et al. (2015) recommend 
a lifetime of 116 ± 9 years, which is lower than the 
maximum likelihood SPARC estimate but within 
their uncertainties. Emissions of N2O originate pri-
marily from natural and agricultural soils and the 
ocean, with approximately one-third of emissions 
from anthropogenic sources (Ciais and Sabine et al., 
2013). Thompson et al. (2014) produced top-down 
estimates of N2O emissions using four different 
chemical transport models. Their estimate of global 
annual emissions of between 16.1 and 18.7 TgN yr−1 
was broadly in agreement with IPCC AR5 (Ciais and 
Sabine et al., 2013) and therefore does not substan-
tially alter our previous understanding of the global 
budget. More recently, Wagner-Riddle et al. (2017) 
proposed a 1.07 ± 0.59 TgN yr−1 source of N2O in-
duced by freeze-thaw cycles over croplands, which 
has not been included in previous budgets. 
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1.5.2 Methane (CH4)
Methane, the second-most important anthropogenic 
GHG, is a source of water vapor and HOx (OH and 
HO2) radicals to the stratosphere and thereby also 
influences stratospheric ozone. Methane has contin-
ued to grow between 2012 and 2016, with the global 
mean mole fraction increasing between 32 and 35 ppb 
during this period (Table 1-8). The radiative forcing 
due to CH4 was 0.5 W m−2 in 2016 (Figure 1-3), 25% 
the value of CO2. 
A recent study re-evaluated the global CH4 budget 
from 2000–2012 and concluded that around 60% of 
global emissions are anthropogenic, although there 
remains a mismatch between emissions estimated 
using bottom-up and top-down methods (Saunois 
et al., 2016). Major sources of uncertainty in the CH4 
budget were found to be due to wetland CH4 emis-
sions and the magnitude and variability of the global 
hydroxyl radical (OH) concentration. Several recent 
studies have focused on the causes of the pause in 
CH4 growth that occurred between 2000 and 2007, 
and the subsequent renewed rise. Nisbet et al. (2016) 
and Schaefer et al. (2016) used data from CH4 iso-
topologues to conclude that the renewed growth 
was likely being driven by an increase in tropical 
Figure 1-21. Global mean mole fractions (left panels) and emissions (right panels) for fluorinated greenhouse 
gases (excluding CFCs, HCFCs, and HFCs). Mole fractions are output from the AGAGE 12-box model (Cunnold 
et al., 1983; Rigby et al., 2013) and constrained using AGAGE data described in Arnold et al. (2013); Mühle et 
al. (2010); Mühle et al. (2009); Prinn et al. (2018); and Rigby et al. (2010). For SF6, pluses represent data from 
NOAA (Hall et al., 2011, extended). Emissions were estimated using the Bayesian method described above 
(Figure 1-4), with atmospheric lifetimes as summarized in Table A-1.
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wetland or agricultural (primarily ruminant animal) 
emissions, respectively. By analyzing global livestock 
populations and revising emissions factors, Wolf et 
al. (2017) also proposed that growing emissions from 
animals could be a significant contributor to the rise. 
Hausmann et al. (2016) pointed to the coincident 
growth in atmospheric ethane (C2H6) to infer an 
increase in CH4 emissions related to oil and gas ex-
traction since 2008, while Dalsoren et al. (2016) pro-
posed an increase in anthropogenic emissions from 
East Asia. Schwietzke et al. (2016) used new estimates 
of isotopic source signatures to revise upwards the 
contribution of fossil fuel to the global CH4 budget, 
compared to bottom-up inventories. They inferred a 
gradual decline in fossil fuel emission since the early 
2000s, coincident with a gradual rise in emissions 
from microbial sources. In contrast, Worden et al. 
(2017) proposed that recent trends are consistent with 
a decline in biomass burning emissions and increase 
in fossil fuel emissions. McNorton et al. (2016), Rigby 
et al. (2017), and Turner et al. (2017) inferred global 
OH concentrations using AGAGE and NOAA methyl 
chloroform (CH3CCl3) data. They found an increase 
in OH in the 1990s and early 2000s, followed by a 
decline in OH that could explain much of the pause 
and renewed growth, although the uncertainties were 
found to be large compared to the magnitude of the 
inferred change. Overall, the uncertainty in the glob-
al CH4 budget remains considerable, and there is no 
consensus on the drivers of recent trends.
1.5.3 Aerosol Precursors: Carbonyl  Sulfide 
(COS) and Sulfur Dioxide (SO2)
The sulfur-containing gases COS and SO2, which are 
transported to the stratosphere, can be oxidized to 
yield sulfuric acid, which can condense on preexisting 
particles or nucleate to form new particles. Injection of 
sulfur gases occurs sporadically during volcanic erup-
tions, as well as more continuously through the atmo-
spheric transport of tropospheric  sulfur-containing 
gases to the stratosphere. As particles can interact with 
solar and terrestrial radiation, this has an influence on 
both tropospheric and stratospheric temperatures. In 
addition, heterogeneous reactions on aerosol surfaces 
in liquid aerosol particles can influence stratospher-
ic chemistry. A review of stratospheric aerosols and 
their precursor gases has recently been published by 
Kremser et al. (2016).
Carbonyl sulfide (COS) is the most important sub-
stance responsible for transporting sulfur into the 
stratosphere. Recent modeling estimates of the sulfur 
fluxes from COS suggest that this accounts for 56% 
(Sheng et al., 2015) to 70% (Brühl et al., 2012) of the 
stratospheric aerosol burden. The magnitude of the 
sulfur fluxes calculated in the models is in agreement 
with sulfur fluxes from COS derived from observa-
tions (Barkley et al., 2008; Krysztofiak et al., 2015). 
There are large uncertainties in the global sources and 
sinks of carbonyl sulfide, with current sink estimates 
surpassing the source assessments, due to a recent 
factor-of-two upward revision in the global surface 
sink estimate (Kremser et al., 2016). While Berry et al. 
(2013) and Launois et al. (2015) suggested that miss-
ing sources may be due to oceanic emissions, this was 
not confirmed by Lennartz et al. (2017). Therefore, 
there are currently remaining uncertainties concern-
ing the sinks and sources of COS. The main anthro-
pogenic source of COS is thought to be CS2 emissions 
from rayon production, which are rapidly oxidized to 
form COS in the atmosphere (Campbell et al., 2015). 
The main source region for these emissions is thought 
to have shifted to China during the past decades 
(Campbell et al., 2015).
Recent atmospheric observations of COS confirm 
that there is currently no or only a very small long-
term trend in tropospheric COS (Lejeune et al., 2017). 
Between 2015 and 2016, tropospheric background val-
ues of COS increased by about 6 ppt (Table 1-8), but 
this is more likely a short-term variability than a sign 
of a long-term increase. Preindustrial levels of COS are 
confirmed to have been significantly lower than this 
based on ice core and firn air measurements (Aydin 
et al., 2014; Campbell et al., 2017). Comprehensive 
observations of COS in the stratosphere have re-
cently become available from the MIPAS instrument 
onboard Envisat for June 2002 to April 2012. These 
observations also do not show a significant trend in 
the stratosphere (Glatthor et al., 2017). Balloon mea-
surements reveal less than 5% change in stratospheric 
COS over the past 25 years (Toon et al., 2017). 
Following volcanic eruptions, it has been shown that 
stratospheric sulfur loading from the upper tropo-
sphere to the upper stratosphere is enhanced (Höpfner 
et al., 2015; Höpfner et al., 2013). A large fraction of 
the SO2 observed in the stratosphere in the absence of 
recent volcanic emission is from oxidation of COS in 
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the stratosphere. The relevance of the direct transport 
of SO2 to the stratosphere remains unclear, with large 
variations between different models (Kremser et al., 
2016; Sheng et al., 2015); however, an analysis of model 
results combining in situ measurements with MIPAS 
data indicates that it is near negligible (Rollins et al., 
2017). Consequently, the impact of changes in tropo-
spheric emissions—for example, the recent reduction in 
Chinese emissions of SO2 (van der A et al., 2017)—re-
mains unclear. 
1.5.4 Other Fluorine-Containing Gases 
 (SF6, PFCs, NF3, SO2F2, SF5CF3, HFEs)
Sulfur Hexafluoride (SF6)
Sulfur hexafluoride, which was regulated under the 
Kyoto Protocol, is used primarily for electrical insula-
tion (e.g. Ko et al., 1993). Its atmospheric global sur-
face mean mole fraction increased from 7.6 to 8.9 ppt 
between 2012 and 2016, contributing 5.1 mW m−2 to 
global radiative forcing in 2016 (Table 1-8, Figure 1-3, 
Figure 1-21). During the period from 2010 to 2016, 
FTIR measurements above Jungfraujoch showed an 
increase in the atmospheric column mean mole frac-
tion of 4.34 ± 0.19% yr−1, which is slightly higher than 
the corresponding increase in the lower troposphere 
of 3.90 ± 0.06% yr−1 based on ground-based mea-
surements (see Table 1-2). Emissions inferred from 
AGAGE and NOAA observations show that SF6 global 
emissions have increased during this period, reaching 
8.7 ± 0.4 Gg yr−1, equivalent to 205 ± 9 Mt CO2 yr−1, 
in 2016 (Figure 1-21). These emissions are now 72% 
higher than a minimum inferred around the year 2000 
(Levin et al., 2010; Rigby et al., 2010). 
Using atmospheric SF6 observations, Fang et al. 
(2014) estimated increasing emissions from East Asia, 
from 2.4 Gg in 2006 to 4.1 Gg in 2012, which is on 
average ~50% of the global emissions for this period. 
Recent studies have suggested a significant down-
ward revision of the SF6 lifetime, for which a value of 
3,200 years has been widely used (Ravishankara et al., 
1993). Using a 3-D model with updated atmospher-
ic electron density, Kovacs et al. (2017) estimated an 
average lifetime of 1,278 years, with a range 1,120 to 
1,475 years. From observations of SF6 in the Arctic 
polar vortex, Ray et al. (2017) estimated a lifetime of 
850 (580–1,400) years. Since the lifetime remains very 
long, these estimates will not significantly influence 
SF6 emissions derived using observed atmospher-
ic trends, or GWPs over a 100-year time horizon or 
shorter. However, climate impacts over longer times-
cales will be influenced. 
Perfluorocarbons (PFCs)
Perfluorocarbons are compounds that consist of only 
carbon and fluorine and typically have very long life-
times and high radiative efficiencies. The major PFCs 
are primarily emitted during aluminum and semicon-
ductor production, and they were regulated under 
the Kyoto Protocol (e.g. Mühle et al., 2010). Since 
the previous Assessment, atmospheric abundances 
of all major PFCs have continued to increase (Table 
1-8, Figure 1-21). CF4 (PFC-14; lifetime greater than 
50,000 years) increased by 0.8 ppt yr−1 between 2015 
and 2016, reaching 82.7 ppt in 2016; C2F6 (PFC-116; 
lifetime greater than 10,000 years), at 0.1 ppt yr−1 to 
4.6 ppt; and C3F8 (PFC-218; lifetime 2,600 years), at 
~0.02 ppt yr−1 to 0.63 ppt. c-C4F8 (PFC-c318; life-
time 3,200 years) has reached 1.44 ppt at Cape Grim 
(update to Oram et al., 2012). Collectively, the PFCs 
contributed 6.3 mW m−2 to global radiative forcing in 
2016 (Figure 1-3). FTIR-based remote sensing obser-
vations at Jungfraujoch showed an increase of 1.11 ± 
0.09% yr−1 for CF4, which is slightly higher than the 
rate of 0.94 ± 0.01% yr−1 over the period from 2010 
to 2016 derived from ground-based measurements 
(see Table 1-2). Emissions of the major PFCs have 
remained relatively stable since 2012 (Figure 1-21). 
In 2016, emissions of CF4, C2F6, and C3F8 were 12.6 
± 0.7, 2.0 ± 0.2, and 0.52 ± 0.05 Gg yr−1, respectively, 
equivalent to CO2 emissions of 84 ± 5, 22 ± 2, 4.6 ± 
0.5 Mt yr−1.
Trudinger et al. (2016) used measurements of CF4, 
C2F6, and C3F8 from ice cores, firn, archived air sam-
ples, and field stations to reconstruct atmospheric 
abundances since 1800. They inferred an increase 
in emissions during the 20th century for these com-
pounds until the early 1980s (CF4) or early 2000s 
(C2F6 and C3F8), after which emissions declined. The 
growth in emissions of CF4 and C2F6 was found not to 
have kept pace with global aluminum production (the 
major source of these gases), suggesting a decrease in 
the emissions factor from this industry. Apart from 
an apparent drop in emissions in 2009, attributed to 
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the global financial crisis, aggregate emissions of these 
compounds were found to be relatively stable from 
the late 2000s onwards (also shown in Figure 1-21). 
Nitrogen Trifluoride (NF3)
Since the previous Assessment, NF3 (lifetime 569 
years, GWP100 15,750), which is primarily used in 
semiconductor manufacture and was included in the 
Kyoto Protocol (Arnold et al., 2013), has grown by 
more than 10% yr−1, to 1.5 ppt in 2016 (Table 1-8, 
Figure 1-21). Its contribution to radiative forcing 
remained relatively small in 2016 at 0.3 mW m−2 
(Figure 1-3). Emissions of NF3 inferred for 2016 
reached 1.9 ± 0.1 Gg yr−1, equivalent to 30 ± 2 Mt CO2 
yr−1 (Figure 1-21). The compound is primarily used 
in the electronics industry as a source of reactive fluo-
rine, in place of C2F6. Arnold et al. (2013) estimated a 
considerable climate benefit of this transition, due to 
the higher efficiency at which reactive fluorine can be 
extracted from NF3, compared to C2F6. However, they 
also estimated global emissions that were significantly 
larger than expected under industrial “best practices.” 
Both the atmospheric abundance and inferred emis-
sions reported here for 2016 are more than 60% high-
er than the values for 2011 in Arnold et al. (2013).
Sulfuryl Fluoride (SO2F2)
SO2F2 is used as a fumigant for structural and 
post-harvest agricultural fumigation. It is increasing-
ly being used in place of the ozone-depleting methyl 
bromide. The first atmospheric observations of SO2F2 
were reported by Mühle et al. (2009), who estimated 
a lifetime of 36 ± 11 years, primarily due to loss to 
the oceans. The rate of growth of SO2F2 has increased 
since the previous Assessment. The 2016 atmospher-
ic abundance was 2.25 ppt, 25% higher than in 2012 
(Table 1-8, Figure 1-21). In 2016, sulfur fluoride con-
tributed 0.45 mW m−2 to radiative forcing of climate 
(Figure 1-3). Inferred emissions increased by 35% 
between 2012 and 2016, from 2.7 ± 0.3 Gg yr−1 to 3.6 
± 0.4 Gg yr−1, which is equivalent to 14 ± 2 Mt CO2 
yr−1 (Figure 1-21). 
(Trifluoromethyl) Sulfur Pentafluoride (SF5CF3)
This compound has a long lifetime (650–950 years), a 
very high radiative efficiency (0.59 W m−2 ppb−1), and 
may have been emitted to the atmosphere during the 
production of perfluorooctanyl sulfonate (Sturges et 
al., 2012). Data from the Southern Hemisphere show 
that SF5CF3 has remained at 0.153 ppt for the last four 
years (Table 1-8), contributing around 0.09 mW m−2 
to radiative forcing. This observed abundance is sim-
ilar to that given by Sturges et al. (2012), who showed 
that growth, and therefore emissions, ceased around 
the late 1990s. 
Halogenated Ethers (HFEs)
Information on atmospheric halogenated ethers 
(HFEs) is sparse. The first atmospheric observations 
of three inhalation anesthetics—desflurane (HFE-
236ea2, CHF2OCHFCF3), isoflurane (HCFE-235da2, 
CHF2OCHClCF3), and sevoflurane (HFE-347 isomer, 
(CF3)2CHOCH2F)—were published by Vollmer et 
al. (2015c). Using flask samples from the Northern 
Hemisphere and Antarctica, combined with in situ 
measurements from Jungfraujoch, 15-year records 
showed an increase in global mean abundances to lev-
els in 2014 of 0.097 ppt, 0.30 ppt, and 0.13 ppt for iso-
flurane, desflurane, and sevoflurane. Using radiative 
efficiencies in Table A-1, these mole fractions equate 
to radiative forcings of 0.04, 0.14, and 0.04 mW m−2, 
respectively. Using a box model and updated lifetimes 
from Sulbaek Andersen et al. (2010) and Sulbaek 
Andersen et al. (2012), global emissions for 2014 were 
estimated at 0.88 Gg yr−1, 0.96 Gg yr−1, and 1.2 Gg 
yr−1 for the three anesthetics, respectively, equivalent 
to approximately 3 Mt CO2 yr−1 in total.
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2.1
SCIENTIFIC SUMMARY
The Montreal Protocol is an international agreement designed to heal the ozone layer. It outlines schedules for 
the phase-out of ozone-depleting substances (ODSs) such as chlorofluorocarbons (CFCs), hydrochlorofluorocarbons 
(HCFCs), chlorinated solvents, halons, and methyl bromide. As a result of this phase-out, alternative chemicals 
and procedures were developed by industry for use in many applications including refrigeration, air-condition-
ing, foam-blowing, electronics, medicine, agriculture, and fire protection. Hydrofluorocarbons (HFCs) were used 
as ODS alternatives in many of these applications because they were suitable substitutes and they do not contain 
ozone-depleting chlorine or bromine; in addition, most HFCs have smaller climate impacts per molecule than the 
most widely used ODSs they replaced. Long-lived HFCs, CFCs, and HCFCs, however, are all potent greenhouse 
gases, and concerns were raised that uncontrolled future use of HFCs would lead to substantial climate warming.
As a result of these concerns, HFCs were included as one group of greenhouse gases for which emissions controls were 
adopted by the 1997 Kyoto Protocol under the 1992 United Nations Framework Convention on Climate Change 
(UNFCCC). Consequently, developed countries (those listed in Annex I to this Convention, or “Annex I” Parties) 
supply annual emission estimates of HFCs to the UNFCCC. 
Since the Kyoto Protocol only specified limits on the sum of all controlled greenhouse gases, emissions of HFCs were 
not explicitly controlled. However, following the Kyoto Protocol, some countries enacted additional controls specifi-
cally limiting HFC use based on their global warming potentials (GWPs). Ultimately the Kigali Amendment to the 
Montreal Protocol was agreed upon in 2016, and this Amendment supplies schedules for limiting the production and 
consumption of specific HFCs. Although the radiative forcing supplied by HFCs is currently small, this Amendment 
was designed to ensure that the radiative forcing from HFCs will not grow uncontrollably in the future. The Kigali 
Amendment will come into force at the start of 2019. HFC concentrations are currently monitored through atmo-
spheric measurements. All HFCs with large abundances are monitored, as are most with small abundances.
Most HFCs that are emitted to the atmosphere are intentionally produced for use in a variety of applications that 
were once dependent on ODSs. An exception is HFC-23, which is emitted to the atmosphere primarily as a by-prod-
uct of HCFC-22 production. HFC-23 is also unique in that it has a substantially longer atmospheric lifetime and 
higher GWP than nearly all other HFCs. As a result, the Kigali Amendment includes different control schedules for 
HFC-23 production than for other HFCs. To date, HFC-23 emissions have been partially abated in developed coun-
tries through regulations or voluntary measures and in developing countries with assistance from the UNFCCC’s 
Clean Development Mechanism (CDM). 
• Atmospheric mole fractions of most currently measured HFCs are increasing in the global atmo-
sphere at accelerating rates, consistent with expectations based on the ongoing transition away from 
use of ozone-depleting substances. 
 ○ HFC-134a remained the most abundant HFC in the atmosphere, reaching a global mean surface mole 
fraction of nearly 90 ppt in 2016. Its rate of increase averaged 5.6 ± 0.2 ppt yr−1 (7.3 ± 0.2 % yr−1) 
during 2012–2016, which is about 0.6 ppt yr−1 faster than the mean increase for 2008–2012. 
 ○ The next four most abundant HFCs in 2016 were HFC-23, HFC-125, HFC-143a, and HFC-32. Their 
global mean surface mole fractions in 2016 were 28.9 ppt, 20.4 ppt, 19.2 ppt, and 11.9 ppt, respec-
tively. Mole fractions of these HFCs increased during 2012–2016 by an average of 1.0 ppt yr−1 for 
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HFC-23, 2.1 ppt yr−1 for HFC-125, 1.5 ppt yr−1 for HFC-143a, and 1.6 ppt yr−1 for HFC-32; for all 
of these gases, these rates are faster than the average growth rates reported for 2008–2012 in the last 
Assessment.
 ○ Global mole fractions of most HFCs increased through 2016 at rates similar to those projected in the 
baseline scenario of the last Assessment, despite the fact that this scenario was created nearly a de-
cade ago. The HFCs for which mole fractions are increasing substantially less rapidly than originally 
projected include HFC-152a, HFC-365mfc, and HFC-245fa.
• Radiative forcing from measured HFCs continues to increase; it currently amounts to 1% of the total forc-
ing from all long-lived greenhouse gases. The radiative forcing arising from measured atmospheric mole 
fractions of HFCs totaled 0.030 W m−2 in 2016, up by 36% from 0.022 W m−2 in 2012; HFC-134a 
accounted for 47% of this forcing in 2016, while the next largest contributors were HFC-23 (17%), 
HFC-125 (15%) and HFC-143a (10%). Total HFC radiative forcing in 2016 accounted for ~10% of the 
0.33 W m−2 supplied by ODSs (see Chapter 1), and 1.0% of the 3 W m−2 supplied by all long-lived GHGs 
combined, including CO2, CH4, N2O, ODSs and HFCs. 
• Global emissions of nearly all measured HFCs continue to increase; they currently amount to ~1.5% of 
total emissions from all long-lived greenhouse gases (CO2, CH4, N2O, and long-lived halocarbons) in CO2-
equivalent emissions. As derived from atmospheric observations, total emissions of HFCs increased by 
23% from 2012 to 2016 and summed to 0.88 (± 0.07) GtCO2-eq yr−1 in 2016; this increase outpaced 
decreases in CO2-eq emissions from CFCs and HCFCs. These CO2-eq HFC emissions stem primarily 
from four gases: HFC-134a (34% of total), HFC-125 (24% of total), HFC-23 (18% of total), and HFC-
143a (16% of total). HFC CO2-eq emissions were comparable to those of CFCs (0.8 ± 0.3 GtCO2-eq yr−1) 
and HCFCs (0.76 ± 0.11 GtCO2-eq yr−1) in 2016.
• HFC emissions estimated from the combination of inventory reporting and atmospheric observations in-
dicate that the HFC emissions originate from both developed and developing countries. Large differences 
are observed between global total emissions derived from atmospheric observations and the totals re-
ported to the UNFCCC. These differences arise primarily because only developed (Annex I) countries 
are obligated to report HFC emissions to the UNFCCC. When summed, these reported HFC emissions 
account for less than half of the global total inferred from observations (as CO2-eq emissions). 
• Annual global emissions of HFC-23 derived from atmospheric measurements have varied substantially in 
recent years. This variability is mostly consistent with expectations based on reported HCFC-22 production 
and reported and estimated HFC-23 emissions. This long-lived HFC is emitted to the atmosphere pri-
marily as a by-product of HCFC-22 production. HFC-23 emissions, after reaching a low of ~10 Gg yr−1 
(0.13 GtCO2-eq yr−1) 2009–2010, owing in part to destruction in developing countries facilitated under 
the UNFCCC’s Clean Development Mechanism (CDM), increased and subsequently peaked at ~14 Gg 
yr−1 (0.18 GtCO2-eq yr−1) in 2013–2014. The mean global emission rate over 2013–2014 is slightly high-
er than that derived for 2005–2006, when CDM-facilitated destruction had yet to be fully implemented. 
Global emissions estimated from observations for 2015 and 2016 dropped below the 2013–2014 peak; 
emissions in 2016 were 12.3 ± 0.7 Gg yr−1 (0.16 GtCO2-eq yr−1), or approximately 2 Gg yr−1 below those 
in 2014. New controls put in place under the Kigali Amendment mandate HFC-23 by-product destruc-
tion, to the extent practicable, beginning in 2020. These controls are expected to limit future emissions 
and thus slow or reverse atmospheric concentration increases of this potent greenhouse gas.
• Some next-generation substitute chemicals with very low GWPs (unsaturated HCFCs and unsaturated 
HFCs, also known as hydrofluoroolefins, or HFOs) have now been detected in ambient air, consistent with 
the transition to these compounds being underway. Unsaturated HFCs and HCFCs are replacement 
compounds for some long-lived HCFCs and HFCs. Because unsaturated HFCs have short atmospheric 
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lifetimes (days) and GWPs typically less than 1 they are not included as controlled substances in the 
Kigali Amendment to the Montreal Protocol. Very low mole fractions (typically below 1 ppt) of two 
unsaturated HFCs (HFC-1234yf and HFC-1234ze(E)) have been measured at a continental background 
European site.
• Global adherence to the HFC phasedown schedule of the 2016 Kigali Amendment to the Montreal Protocol 
would substantially reduce future projected global HFC emissions. Emissions are projected to peak be-
fore 2040 and decline to less than 1 GtCO2-eq yr−1 by 2100. Only marginal increases are projected for 
CO2-eq emissions of the low-GWP alternatives despite substantial projected increases in their emission 
mass. The estimated avoided HFC emissions as a result of this Amendment is 2.8–4.1 GtCO2-eq yr−1 
emissions by 2050 and 5.6–8.7 GtCO2-eq yr−1 by 2100. For comparison, total CH4 emissions in 2100 are 
projected to be 7.0 and 25 GtCO2-eq yr−1 in the RCP-6.0 and RCP-8.5 scenarios, respectively, and total 
N2O emissions in 2100 are projected to be 5.0 and 7.0 GtCO2-eq yr−1 in these same scenarios.
• The 2016 Kigali Amendment to the Montreal Protocol, assuming global compliance, is expected to reduce 
future radiative forcing due to HFCs by about 50% in 2050 compared to the forcing from HFCs in the 
baseline scenario. Currently (in 2016), HFCs account for a forcing of 0.025 W m−2 not including 0.005 
from HFC-23; forcing from these HFCs was projected to increase up to 0.25 W m−2 by 2050 (excluding a 
contribution from HFC-23) with projected increased use and emissions in the absence of controls. With 
the adoption of the Kigali Amendment, a phasedown schedule has been agreed for HFC production 
and consumption in developed and developing countries under the Montreal Protocol. With global 
adherence to this Amendment in combination with national and regional regulations that were already 
in place in, e.g., Europe, the USA, and Japan, along with additional recent controls in other countries, 
future radiative forcing from HFCs is projected to reach 0.13 W m−2 by 2050 (excluding HFC-23), or 
about half the forcing projected in the absence of these controls. 
• The Kigali Amendment and national and regional regulations are projected to reduce global average warm-
ing in 2100 due to HFCs from 0.3–0.5°C in a baseline scenario to less than 0.1°C. If the global production of 
HFCs were to cease in 2020, the surface temperature contribution of HFC emissions would stay below 
0.02°C for the whole 21st century. The magnitude of the avoided temperature increase due to the pro-
visions of the Kigali Amendment is substantial in the context of the 2015 UNFCCC Paris Agreement, 
which aims to limit global temperature rise to well below 2.0°C above pre-industrial levels and to pursue 
further efforts to limit the temperature increase to 1.5°C.
• Improvements in energy efficiency in refrigeration and air-conditioning equipment during the tran-
sition to low-GWP alternative refrigerants can potentially double the climate benefits of the HFC 
phasedown of the Kigali Amendment. The conversion from equipment using HFC refrigerants with 
high GWPs to refrigerants with lower GWPs, which will most likely result from the Kigali Amendment, 
provides an opportunity to consider other technological improvements that offer additional climate 
benefits. The total climate impact related to refrigerant use and associated emissions is not only associ-
ated with the radiative properties and lifetime of the refrigerant, but also with CO2 emissions resulting 
from the energy used by the equipment over its entire life cycle. The use of a refrigerant with a lower 
GWP than the currently-used HFCs (i.e., following the Kigali Amendment) offers the opportunity to 
redesign equipment and improve its energy efficiency. For example, a 30% improvement in the energy 
efficiency of the global stock of mini-split air conditioners (the most widely used air conditioning sys-
tems today) in 2030 would provide a climate benefit comparable to replacing the mix of current HFC 
refrigerants commonly used in this application (which have GWPs averaging about 2,000) with a mix of 
alternatives that have GWPs of less than about 5 to about 700. An energy efficiency improvement of 30% 
is estimated to be technically and economically feasible and cost-effective in many economies.
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• Some HFCs degrade in the environment to produce trifluoroacetic acid (TFA), a persistent toxic chem-
ical. The environmental effects of this source of TFA are currently small and are expected to remain 
negligible over the next decades. Atmospheric degradation of HFC-1234yf, a replacement compound for 
some long-lived HCFCs and HFCs, produces TFA. Potential impacts beyond a few decades of this TFA 
source could require future evaluation due to the environmental persistence of TFA and uncertainty in 
future emissions of HFC-1234yf and other HFCs that produce TFA upon degradation.
• Improvements in the understanding of reaction rates have been incorporated into revised lifetime 
 estimates for saturated and unsaturated HFCs. Most of these changes are small, although lifetimes of HFC-
245cb (CF3CF2CH3), octafluorocyclopentene (cyclo-CF=C4F7-), (E)-HFC-1214yc ((E)-CF3CH=CHCF3), 
and (E)-HFC-1438mzz ((E)-CF3CH=CHC2F5) were noticeably changed because the relevant reaction rate 
information has become available for the first time. Lifetimes for a few HFCs considered here remain esti-
mates based on either analogy with similar compounds or structure–activity relationships.
2.5
2.1 SUMMARY OF FINDINGS FROM 
 PREVIOUS ASSESSMENTS
Information pertaining to HFCs was included in 
Chapter 1 and Chapter 5 of the 2014 Assessment re-
port. That Assessment reported that tropospheric 
mole fractions of HFCs continued to increase, adding 
to the warming of Earth’s climate. The radiative forc-
ing supplied by HFCs in 2012, the last year assessed 
in that report, was small compared to that from CFCs 
and HCFCs, but projections suggested the potential 
for significant increases in HFC-associated warming 
in the future. Furthermore, the documented climate 
benefits achieved by the Montreal Protocol through re-
ductions in the production and emission of CFCs and 
HCFCs might be substantially offset if emissions of 
the substitute HFCs were allowed to continue unabat-
ed. The sum of HFC emissions in 2012 had reached 
0.72 ± 0.05 GtCO2-equivalent yr−1 (for CO2-eq con-
sidering a 100-yr time horizon) after having increased 
by nearly 7% yr−1 from 2008 to 2012. This total was 
similar to the magnitude of emissions from CFCs (0.9 
± 0.3 GtCO2 yr−1) and HCFCs (0.78 ± 0.10 GtCO2-eq 
yr−1) for 2012. This total included a global emission 
of approximately 0.16 ± 0.01 GtCO2-eq yr−1 from the 
potent greenhouse gas HFC-23 (CHF3), which is emit-
ted primarily as a by-product during the production 
of HCFC-22 and not as a result of use in industrial 
applications and products. Although global emissions 
of this HFC had decreased from 2005 to 2009, they 
increased after 2009 and by 2012 were ~40% above the 
minimum recorded for 2009. 
2.2 INTRODUCTION
Hydrofluorocarbons have been used in refrigeration, 
air conditioning, thermal insulating foam, and mis-
cellaneous applications since the 1990s, replacing the 
CFCs and HCFCs that were traditionally used in these 
applications. The first widespread HFC use was of 
HFC-134a beginning in the early 1990s, as a substitute 
for CFC-12 in mobile air conditioning (Montzka et al., 
1996; Oram et al., 1996; Andersen et al., 2013). Within 
a decade most mobile air conditioners used this HFC 
(Papasavva et al., 2009), and this remains true today. 
With the global CFC phase-out in 2010 and the ongo-
ing HCFC phase-out, the use of HFCs has increased 
substantially, not only for various refrigeration and air 
conditioning applications, but also as foam blowing 
agents, as medical aerosols, and to a lesser extent as 
cleaning, etching, and fire-fighting agents. As was true 
for ODSs, emissions of HFCs follow production and 
consumption with a delay of months to decades, de-
pending on the type of application in which the HFCs 
are used. 
HFCs do not contain ozone-depleting chlorine or 
bromine, but are potent greenhouse gases (Harris and 
Wuebbles et al., 2014). To ensure that radiative forcing 
from the substitute HFCs does not offset climate gains 
provided by the Montreal Protocol phase-out of CFCs 
and HCFCs, Parties to the Montreal Protocol agreed 
to an Amendment in Kigali, Rwanda in October 2016, 
to include some HFCs as controlled substances and to 
phase down their production and consumption (GWP-
weighted) in coming decades (UNEP, 2016a; for a list 
of controlled HFCs, see footnote to Table 2-1 [or HFCs 
with asterisks in Table 2-2]). The Kigali Amendment 
will enter into force on January 1, 2019, since more 
than 20 Parties have ratified, accepted, or approved 
this Amendment. Limiting climate change is not the 
primary goal of the 1985 Vienna Convention for the 
Protection of the Ozone layer, but climate change con-
siderations are addressed in this Convention. Limiting 
climate change was also a contributing factor to the 
2007 Adjustment of the Montreal Protocol for an ac-
celerated HCFC phase-out (UNEP, 2007). 
Since 1997, HFCs have been included in the Kyoto 
Protocol to the United Nations Framework Convention 
on Climate Change as one group among many green-
house gases for which emissions overall should be re-
duced by up to 8% in the period 2008–2012 by some 
developed countries relative to baseline levels (mostly 
the year 1990). HFC emissions were not directly con-
trolled by the Kyoto Protocol, however, since controls 
applied to the sum of all greenhouse gases. 
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In previous Assessments, observed concentrations, 
derived emissions, and atmospheric effects of HFCs 
were discussed together with those of ozone-depleting 
substances. In this Assessment, issues related to HFCs 
are covered in this separate chapter, with the main 
foci being updating observations of HFC atmospher-
ic mole fractions and understanding what they imply 
for emissions on global to regional scales; determining 
if the observed mole fraction changes are consistent 
with expectations and emission magnitudes reported 
to UNFCCC and elsewhere; quantifying the associ-
ated climate- and environmental-related effects aris-
ing from HFC emissions and associated atmospheric 
changes; and considering how these influences might 
change in the future, especially in light of controls on 
HFC production and consumption specified in the 
Kigali Amendment to the Montreal Protocol.
With respect to climate influences, increases in radi-
ative forcing resulting from recent increases in HFC 
atmospheric mole fractions are documented in this 
chapter. For HFCs with lifetimes longer than 1 year 
(e.g., those that are well mixed in the lower atmo-
sphere), radiative forcing is linearly proportional to 
global mean surface mole fractions and the efficiency 
of the particular HFC in trapping outgoing terres-
trial radiation (i.e., its radiative efficiency; see Table 
A-1). Total emission rates are also derived from these 
global-scale observations with consideration of life-
time-determined loss rates (Table 2-2) in an inverse 
budget analysis performed with box models (see Box 
1-1). Emission magnitudes are considered here on a 
mass basis and with mass emissions weighted by 100-
yr GWPs to enable an assessment of integrated radia-
tive forcing supplied by an HFC emission relative to an 
equivalent CO2 emission over a 100-year time horizon 
Table 2-1. Base level and phasedown schedule for production and consumption of controlled HFCs1, expressed 
as CO2-eq, under the Kigali Amendment to the Montreal Protocol (UNEP, 2016a) .
Developing Countries*
A5 Group 1 Countries2                          A5 Group 2 Countries3
Developed Countries*
Non-A5 Countries4
Base level:
Average HFCs 2020–2022 
plus 65% of HCFC base level
Average HFCs 2024–2026 
plus 65% of HCFC base level
Average HFCs 2011–2013 
plus 15% of HCFC base level5
Freeze: 2024 2028 -
1st step: 2029: 10% reduction 2032: 10% reduction 2019: 10% reduction
2nd step: 2035: 30% reduction 2037: 20% reduction 2024: 40% reduction
3rd step: 2040: 50% reduction 2042: 30% reduction 2029: 70% reduction
4th step:   2034: 80% reduction
Plateau: 2045: 80% reduction 2047: 85% reduction 2036: 85% reduction
* In the UNFCCC, developing countries are referred to as “non-Annex I” countries, and developed countries are referred to as 
“Annex I countries .”
1  HFCs controlled by the Kigali Amendment include: HFC-23, HFC-134, HFC-134a, HFC-143, HFC-245fa, HFC-365mfc, HFC-227ea, 
HFC-236cb, HFC-236ea, HFC-236fa, HFC-245ca, HFC-43-10mee, HFC-32, HFC-125, HFC-143a, HFC-41, HFC-152, HFC-152a . This 
Amendment also specifies that emissions of HFC-23 generated during production of HCFCs or HFCs be destroyed to the extent 
practicable beginning January 2020 .
2  Group 1: Article 5 (developing) countries not part of Group 2 . Article 5 of the Montreal Protocol .
3  Group 2: Article 5 (developing) countries: Bahrain, India, the Islamic Republic of Iran, Iraq, Kuwait, Oman, Pakistan, Qatar, Saudi 
Arabia and the United Arab Emirates .
4  Non-A5 countries, also referred to as A2 countries (developed) . Article 2J of the Montreal Protocol .
5  For Belarus, Russian Federation, Kazakhstan, Tajikistan, Uzbekistan 25% HCFC component of base level and different initial two 
steps (1) 5% reduction in 2020 and (2) 35% reduction in 2025 . Article 2J of the Montreal Protocol .
Note: Non-Article 5 (developed) and UNFCCC Annex I (developed) countries include all EU-28 countries, Australia, Belarus, Canada, 
Iceland, Japan, Liechtenstein, Monaco, New Zealand, Norway, the Russian Federation, Switzerland, Ukraine, and the USA . Further, 
non-Article 5 countries are Andorra, Azerbaijan, the Holy See, Israel, Kazakhstan, San Marino, Tajikistan, and Uzbekistan . Turkey is 
solely an Annex I country . 
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(CO2-eq emissions, Figure 2-1; Table 2-2). GWPs as-
sociated with a 20-year time horizon are also tabulat-
ed, but they are not considered further in this chapter.
Determining if atmospheric concentrations of ODSs 
or HFCs are changing as expected has always been an 
important remit for authors of this Assessment. For 
HFCs, this task is facilitated by the reporting by de-
veloped countries (Annex I Parties) to the UNFCCC 
of national emission magnitudes derived from coun-
try-specific analyses of production, imports, sales, ex-
ports, and use. For HFC-23, emission estimates for de-
veloping countries derived from information collected 
by the Montreal Protocol’s Multilateral Fund1 are also 
considered. In this chapter, these inventory-based HFC 
emission totals are compared to national and global 
totals derived from atmospheric data on both a com-
pound-specific and aggregate basis. Factors contribut-
ing to differences between UNFCCC-reported and ob-
servation-derived emissions for individual HFCs are 
discussed; they include inaccuracies in methods for 
deriving emissions from atmospheric mole fraction 
measurements, inaccuracies in emissions reporting by 
Annex I (developed) countries, reporting emissions 
as aggregated mixes of HFCs or HFCs and perfluo-
rocarbons (PFCs), and the potential for significant 
emissions from non-Annex I (developing) countries 
not obligated to report their HFC emissions to the 
UNFCCC2. Recent inverse analyses of atmospheric 
measurements made in the USA and Europe provide 
a means to assess UNFCCC inventory reporting from 
these regions. Similar observations from other regions 
are also considered and add to our understanding of 
emission magnitudes from countries not required to 
report emissions to the UNFCCC.
In Chapter 6 of this Assessment, as in related chapters 
in previous Assessments, scenarios are constructed 
for ODS concentrations in the future as part of the 
1 The Multilateral Fund (MLF) for the implementation of the 
Montreal Protocol was established in 1991 to assist developing 
countries (Article 5 countries) to meet their Montreal Protocol 
commitments. Financial contributions to the MLF come from 
developed countries (non-Article 5 countries).
2 UNFCCC Parties listed in Annex I (as amended in 1998) 
include all the developed countries in the Organization for 
Economic Cooperation and Development, it also includes 
Economies in Transition, which are characterized as national 
economies in the process of changing from a planned econom-
ic system to a market economy. By default, other countries are 
referred to as non-Annex I countries.
Assessment itself, since such scenarios are usually not 
available in the literature. Also consistent with previ-
ous Assessments, new HFC scenarios have not been 
constructed here or in Chapter 6. Instead, projections 
of HFC use and emission magnitudes are taken from 
the literature and are discussed in this chapter. These 
scenarios were created based on data available at the 
time they were created, and they have not been updat-
ed to consider the most recent observational data. As a 
result, discrepancies between projected and observed 
HFC concentrations and emissions are apparent in 
years after the scenarios were created.
Discussions in this chapter extend those presented in 
specific chapters of the most recent Intergovernmental 
Panel on Climate Change (IPCC) assessment report 
(Hartmann, Tank, and Rusticucci et al., 2013; Myhre 
and Shindell et al., 2013) by updating observed mixing 
ratios and associated radiative forcings through 2016. 
Laboratory kinetic data published since that time are 
considered in providing updated lifetime estimates. 
Furthermore, the scenarios discussed here are based 
on more recent analyses, whereas those in the IPCC 
report are from the Representative Concentration 
Pathways (RCPs) scenarios (Meinshausen et al., 2011). 
2.3 ATMOSPHERIC OBSERVATIONS AND 
DERIVED EMISSION ESTIMATES
2.3.1 Global HFC Concentration
 Changes and Estimated Emissions 
on Regional to Global Scales
Atmospheric abundances of HFCs are regularly mea-
sured throughout the global atmosphere by a few sur-
face-based measurement networks at remote sites, by 
aircraft, and by satellite-borne instruments (Figure 2-2 
and Table 2-3). These results imply substantial emis-
sions of HFCs on a global scale, when independent-
ly-determined atmospheric removal rates (or lifetimes) 
are considered (Figure 2-1; Table 2-2). Emission 
rates are also derived on regional spatial scales using 
trace-gas measurements in non-remote regions (see 
Box 1-1). These results can provide estimates of re-
gion-specific HFC emissions that are independent 
of inventory-based approaches used in reporting to 
UNFCCC. Regional emission rates are typically de-
rived from data analysis methods such as inter-species 
correlation and inverse modeling. Regional emission 
estimates typically have larger relative uncertainties 
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Table 2-2 . Trace gas lifetimes for selected halocarbons: partially fluorinated alkanes, partially fluorinated olefins, 
and perfluorinated olefins .
Industrial 
Designation
of Chemical 
Name
Chemical
Formula
Total
Lifetime,a
WMO-2014 
(years, unless 
otherwise 
indicated)
Total
Lifetime,b,c 
this 
Assessment 
(years, unless 
otherwise 
indicated)
Radiative 
Efficiency d 
(W m−2 
ppb−1)
GWP at Given 
Time Horizon, 
this
Assessment
 20-yr     100-yr
Notes
Hydrofluorocarbons
HFC-23 ** CHF3 228 228 0 .18 11,085 12,690 1
HFC-32 ** CH2F2 5 .4 5 .4 0 .11 2,530 705 1
HFC-41 ** CH3F 2 .8 2 .8 0 .02 430 116 1
HFC-125 ** CHF2CF3 31 30 0 .23 6,280 3,450 1
HFC-134 ** CHF2CHF2 9 .7 10 0 .19 3,625 1,135 1
HFC-134a ** CH2FCF3 14 14 0 .16 3,810 1,360 1
HFC-143 ** CH2FCHF2 3 .5 3 .6 0 .13 1,250 340 1
HFC-143a ** CH3CF3 51 51 0 .16 7,050 5,080 1
HFC-152 ** CH2FCH2F
146 days
(114–335 
days)
172 days 0 .04 64 17 1, b
HFC-152a ** CH3CHF2 1 .6 1 .6 0 .10 545 148 1
HFC-161 CH3CH2F
66 days
(51–154 days)
80 days 0 .02 20 6 1, b
HFC-227ca CF3CF2CHF2 28 .2 30 0 .27 5,260 2,865 2
HFC-227ea ** CF3CHFCF3 36 36 0 .26 5,250 3,140 1
HFC-236cb ** CH2FCF2CF3 ~13 13 .4 0 .23 3,540 1,235 1
HFC-236ea ** CHF2CHFCF3 11 .0 11 .4 0 .30 4,190 1,370 1
HFC-236fa ** CF3CH2CF3 222   213 0 .24 6,785 7,680 1
HFC-245ca ** CH2FCF2CHF2 6 .5 6 .6 0 .24 2,530 720 1
HFC-245cb CF3CF2CH3 47 .1 39 .9 0 .24 6,340 4,000 1
HFC-245ea CHF2CHFCHF2 3 .2 3 .3 0 .16 880 240 1
HFC-245eb CH2FCHFCF3 3 .2 3 .2 0 .20 1,070 290 1
HFC-245fa ** CHF2CH2CF3 7 .9 7 .9 0 .24 2,980 880 1
HFC-263fb CH3CH2CF3 1 .1 1 .1 0 .10 250 68 1
HFC-272ca CH3CF2CH3 2 .6 ~9 0 .07 1,580 480 3
HFC-281ea CH3CHFCH3
23 days
(19-46 days)
27 days – – – 1, b
HFC-329p CHF2CF2CF2CF3 ~30 32 0 .31 4,720 2,630 4
HFC-338pcc CHF2CF2CF2CHF2 12 .9 13 .5 – – – 1
HFC-356mcf CH2FCH2CF2CF3 1 .2 1 .2 – – – 1
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HFC-356mff CF3CH2CH2CF3 8 .3 8 .5 – – – 1
HFC-365mfc ** CH3CF2CH2CF3 8 .7 8 .9 0 .22 2,660 810 1
HFC-43-10mee **
CF3CHFCHF-
CF2CF3
16 .1 17 .0 0 .359 3,770 1,470 1, 19
HFC-458mfcf CF3CH2CF2CH2CF3 22 .9 23 .8 – – – 1
HFC-55-10mcff
CF3CF2CH2CH2-
CF2CF3
7 .5 7 .7 – – – 1
HFC-52-13p
CHF2CF2CF2-
CF2CF2CF3
32 .7 35 .2 – – – 5
HFC-72-17p CHF2(CF2)6CF3 23 .8 – – – 6
Fluorinated Olefinic HFCs – indicated here as HFOs
HFO-1123 CHF=CF2 – 1 .5 days 0 .0019 <1 <1 1, 7, b
HFO-1132a CH2=CF2
4 .0 days
(3 .0–5 .7 days)
4 .6 days 0 .004 <1 <1 1, b
HFO-1141 CH2=CHF
2 .1 days
(1 .4–3 .1 days)
2 .5 days 0 .002 <1 <1 1, b
HFO-1234ye(E) (E)-CHF=CFCHF2 <5 days <5 days – – – 8, b
HFO-1234ye(Z) (Z)-CHF=CFCHF2 <5 days <5 days – – – 8, b
HFO-1225ye(E) (E)-CF3CF=CHF
4 .9 days
(3 .7–6 .9 days)
5 .7 days 0 .01 <1 <1 1, b
HFO-1225ye(Z) (Z)-CF3CF=CHF
8 .5 days
(6 .2–12 days)
10 days 0 .02 <1 <1 1, b
HFO-1234ze(E) (E)-CF3CH=CHF
16 .4 days
(12 .8-24 days)
19 days 0 .04 4 <1 1, b
HFO-1234ze(Z) (Z)-CF3CH=CHF 10 .0 days 10 days 0 .02 1 <1 9, b
HFO-1234yf CF3CF=CH2
10 .5 days
(8 .4–16 days)
12 days 0 .02 1 <1 1
HFO-1261zf CH2FCH=CH2
0 .7 days
(0 .5–1 .0 days)
0 .8 days – – – 1, b
HFO-1234yc CF2=CFCH2F ~2 days ~2 days – – – 8, b
HFO-1225zc CF2=CHCF3 ~2 days ~2 days – – – 8, b
HFO-1234zc CF2=CHCHF2 <5 days <5 days – – – 8, b
HFO-1336mzz(E) (E)-CF3CH=CHCF3 (16–30 days) 122 days 0 .13 60 16 10, b
HFO-1336mzz(Z) (Z)-CF3CH=CHCF3 (16–32 days) 27 days 0 .07 6 2 1, b
HFO-1243zf CHCF3=CH2
7 .6 days
(5 .5–11 days)
9 days 0 .01 <1 <1 1, b
HFO-1345fz CHC2F5=CH2
7 .9 days
(5 .8–11 .4 
days)
9 days 0 .01 <1 <1 1, b
HFO-1438mzz(E)
(E)-CF3CH=
CHCF2CF3
(16–30 days) ~122 days – – – 11, b
HFO-1447fz
CH2=
CHCF2CF2CF3
(6–10 days) 9 days – – – 12, b
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HFO-1549fz 
1H,1H,2H- 
Perfluorohexene
CHC4F9=CH2 7 .6 days 9 days 0 .03 <1 <1 13, b
HFO-174-13fz 
1H,1H,2H- 
Perfluoro-1-
octene
CHC6F13=CH2 7 .6 days 9 days 0 .03 <1 <1 13, b
HFO-194-17fz 
1H,1H,2H-
Heptadecafluoro- 
1-decene
CHC8F17=CH2 7 .6 days 9 days 0 .03 <1 <1 13, b
HFO-1438ezy(E)
(E)-(CF3)2CFCH=
CHF
43 days 0 .34 42 11 14, b
Perfluorinated Olefins
PFC-1114 CF2=CF2
1 .1 days
(0 .7–1 .6 days)
1 .2 days 0 .002 <1 <1 1, b
PFC-1216 CF3CF=CF2
4 .9 days
(3 .3–7 .1 days)
5 .5 days 0 .01 <1 <1 1, b
Perfluoro
buta-1,3-diene
CF2=CFCF=CF2
1 .1 days
(0 .8–1 .6 days)
1 .1 days 0 .003 <1 <1 1, b
Perfluoro
but-1-ene
CF3CF2CF=CF2 6 days 6 days 0 .02 <1 <1 15, b
Perfluorobut-
2-ene (isomer 
blend: 71% (E) 
and 29% (Z))
CF3CF=CFCF3 4 .8 1 .3 16
(E)-Perfluro
-2-butene
(E)-CF3CF=CFCF3 – 22 days 0 .05 3 .6 1 .0 1, b
(Z)-Perfluro
-2-butene
(Z)-CF3CF=CFCF3 – 35 days 0 .07 7 .8 2 .1 1, b
Perfluoro 
(2-methyl-2- 
pentene)
(CF3)2C=CFCF2CF3 – 192 days – – – 1, b
Fluorinated Cycloolefins
3,3,4,4-Tetrafluro-
cyclobut-1-ene
1H,2H-Tetrafluro
cyclobutene
cyclo-CH=
CHCF2CF2-
84 days 0 .09 37 10 17, b
2,3,3,4,4-
Pentafluoro
cyclobut-1-ene
1H-Pentafluoro-
cyclobutene
cyclo-CH=
CFCF2CF2-
270 days 0 .19 214 58 17
Hexafluorocy-
clobutene
cyclo-CF=
CFCF2CF2-
1 .2 0 .25 420 110 17
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Octafluorocyclo-
pentene
cyclo-CF=
CFCF2CF2CF2-
31 days 1 .05 0 .27 300 82 18
Table Heading Footnotes:
Although the designation HFC is applicable to both saturated and unsaturated chemicals, it is used to refer only to partially fluori-
nated alkanes in this table . Partially fluorinated unsaturated compounds, hydrofluoroolefins, are designated as HFO in this table for 
easier identification . 
** Those HFCs listed as controlled substances in Annex F of the Kigali Amendment to the Montreal Protocol . Additional reporting 
requirements were adopted at the 29th Meeting of the Parties of the Montreal Protocol (Decision XXIX/12) on consideration of 
HFCs not listed as controlled substances . This decision requested that production and consumption of HFCs with GWPs higher 
than the smallest GWP listed in Annex F also be reported to the Ozone Secretariat for informational purposes . 
a Total lifetime, τHFC, reported in the 2014 Assessment (indicated as “WMO-2014”; Carpenter and Reimann et al ., 2014) .
b Lifetimes for VSLSs (values given in days) are calculated relative to the methyl chloroform (MCF) partial lifetime due to reaction 
with OH with the same procedure that is used for long-lived gases . Local lifetimes for VSLSs will depend on the season and loca-
tion of the emission . Nevertheless, the characteristic values are within the range of likely lifetimes for an emission between the 
equator and midlatitudes . More detailed modeling is required to derive VSLS lifetimes associated with emission from a specific 
region and season . A representative range of local lifetimes taken from the 2014 Assessment (Carpenter and Reimann et al ., 2014) 
(Tables 1-5 and 1-11) is given in parentheses where available .
c Italicized values indicate estimated lifetimes when no experimental data on OH reactivity is available .
d Radiative efficiency values are taken from recommendations given in Hodnebrog et al . (2013) based on a literature review of 
experimental data and a reanalysis of this information, unless another source is specified in notes to the table .
Lifetime Footnotes:
1 OH reaction rate constant was taken from JPL Publication 15-10 (Burkholder et al ., 2015b) .
2 OH reactivity assumed the same as CHF2CF3 (HFC-125) .
3 OH reactivity calculated using the structure activity relationships of DeMore (DeMore, 1996) assuming an E/R of 1700 K .
4 OH reactivity calculated using the room-temperature rate constant reported by Young et al . (2009a) assuming an E/R of 1700 K, 
which is similar to that of CHF2CF3 .
5 OH reactivity taken from the IUPAC (Ammann et al ., 2017) recommendation .
6 OH reaction rate constant was taken from Chen et al . (2011) .
7 Radiative metrics calculated using the infrared spectrum from Baasandorj and Burkholder (2016) .
8 No experimental data were available for OH reaction rate constants, so lifetimes were estimated based on reactivity trends of 
fluorinated ethenes and propenes .
9 OH reaction rate constant was taken from Zhang et al . (2015) .
10 The atmospheric lifetime and radiative efficiency were calculated using the kinetic and infrared data reported by Baasandorj et 
al . (2018) .
11 OH reactivity assumed the same as (E)-CF3CH=CHCF3 .
12  OH reactivity assumed the same as CH2=CHCF3 .
13  OH reactivity was recommended by JPL Publication 15-10 based on the room temperature rate constant reported by Sulbaek 
and Andersen et al . (2005) assuming E/R of -170, which is similar to that of CH2=CHCF3 .
14  OH reaction rate constant and radiative efficiency values were taken from Papadimitriou and Burkholder (2016) .
15  OH reactivity calculated using the room temperature OH rate constant reported by Young et al . (2009b) assuming E/R of -415 
K, which is similar to that of CF3CF=CF2 .
16  Industrial Perfluorobut-2-ene is a mixture of two stereo-isomers, (E)-Perfluoro-2-butene and (Z)-Perfluoro-2-butene, with the 
ratio of ~71% and ~29%, respectively . Atmospheric lifetimes of individual isomers are given in Table 2-2 . 
  GWP of the mixture was calculated based on estimated GWPs of individual isomers for each time horizon . The radiative effi-
ciency recommended by Hodnebrog et al . (2013) for CF3CF=CFCF3 was used to estimate this parameter for each stereo-isomer, 
after corresponding corrections to account for its dependence upon lifetimes of the individual stereo-isomers .
17  OH reaction rate constant was taken from Jia et al . (2013) . Radiative efficiency was taken from Jia et al . (2013), and lifetime given 
here includes the correction suggested by Hodnebrog et al . (2013) .
18  OH reaction rate constant was taken from Zhang et al . (2017) . Radiative efficiency was taken from Zhang et al . (2017) and life-
time given here includes the correction suggested by Hodnebrog et al . (2013) .
19  Radiative efficiency was taken from Le Bris et al . (2017) .
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Figure 2-1. Total global emissions estimated from a budget analysis of atmosphere measurements at remote 
sites (those in Figure 2-2) compared to total emissions reported to UNFCCC (2017) . Atmospheric measure-
ment-based emissions are derived with a 12-box model and the lifetimes in Table 2-2; the methods and model 
used here are discussed by Rigby et al . (2014) . Emissions are presented in units of Gg compound y r−1 on the 
left-hand axis, and the right-hand axis has been scaled by chemical-specific 100-yr GWPs (Table 2-2) to indi-
cate emission magnitudes in MtCO2-eq yr −1 (1 Mt = 1012 g) . Shaded regions represent 1 standard deviation in 
global emissions derived from measured mole fractions and a 12-box model (Rigby et al ., 2014) . Uncertainties 
in mole fractions and their model representation are propagated through to the posterior emissions estimates 
using a Bayesian framework . These uncertainties are augmented by lifetime and calibration scale uncertainties 
following Rigby et al . (2014) . The model uses interannually repeating meteorology and, therefore, errors may 
be underestimated for periods with large circulation changes, although this will likely affect short-term (e .g ., 
annual) variations more than long-term trends . 
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Figure 2-2. Annual mean mole fractions of HFCs and recent projections . Shown are global means estimated 
from in-situ instrumentation at five remote sites (AGAGE, dark blue filled circles) and independent estimates 
derived from weekly flasks filled at 8 remote sites (NOAA, open red circles) . Global means for HFC-134a from 
quarterly sampling in the Pacific Basin are also shown (pink filled circles; UCI = the University of California 
at Irvine; Simpson et al ., 2014) . Global means derived from air archives in both hemispheres (AGAGE, purple 
crosses) (Arnold et al ., 2014; O’Doherty et al ., 2014; Rigby et al ., 2014; Simmonds et al ., 2016; Simmonds et al ., 
2018; Vollmer et al ., 2011) are calculated using a 12-box model (Cunnold et al ., 1983; Rigby et al ., 2013) . Results 
reported for the southern hemisphere from analyses of the Cape Grim Air Archive only are also shown (UEA 
data, khaki triangles; Oram et al ., 1998; Leedham Elvidge et al ., 2018) . Results from satellite absorption retrievals 
(SCISAT) represent upper troposphere-lower stratosphere means averaged from 60°N to 60°S (black diamonds; 
Nassar et al ., 2006; Harrison et al ., 2012) . Uncertainties on these satellite retrievals represent statistical variabil-
ity in the data used in the averaging and do not include any systematic errors . Also shown are projections for 
global means that were considered in the previous Ozone Assessment (V-2009 = Velders et al ., 2009; Carpenter 
and Reimann et al ., 2014) and updated projections based on observations through 2012 (V-2015 = Velders 
et al ., 2015; M&K-2011 = Miller and Kuijpers, 2011) . Data are updates to published measurement records (see 
Table 2-1 for sources not mentioned here) . 
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than global-scale emission estimates. Uncertainties 
associated with regional-scale inverse analyses, for 
example, include the inversion setup, the assumed 
priors, the uncertainty assumed for those priors and 
for the observations, the geographic extent of the sam-
pling network, and sampling frequency, among other 
parameters. Furthermore, some emission estimates 
are derived from observations that have limited spatial 
coverage and limited sensitivity to emissions across an 
entire region of interest (countrywide, for example) 
or incomplete coverage across all seasons. While un-
certainties in regional-scale emission estimates would 
ideally encompass all of these factors, this is often not 
feasible as this entails estimating uncertainties in pa-
rameters with insufficient objective information.
2.3.1.1 HFC-134a (CH2FCF3)
HFC-134a remains the most abundant HFC in the 
global atmosphere and has the largest annual growth 
rate and emission. The global annual mean mole frac-
tion reached 89.5 ppt in 2016, up from 67.7 ppt in 2012 
(AGAGE and NOAA data; UCI results over this pe-
riod are ~3% higher; Table 2-3). The rate of increase 
averaged 5.6 ± 0.2 ppt yr−1 (7.3 ± 0.2% yr−1) during 
2012–2016, which is about 0.6 ppt yr−1 larger than the 
Table 2-3. Global surface mean mole fractions of hydrofluorocarbons estimated from ground-based air sampling 
networks .
Chemical Formula Common or Industrial Name
Annual Mean 
Mole Fraction (ppt)
2012          2015          2016
Change
(2015–2016)
  ppt yr−1      % yr−1
Network, Method
CHF3 HFC-23 24 .9 28 .1 28 .9 0 .8 2 .9% AGAGE, in situ (Global)
CH2F2 HFC-32
6 .28
4 .97
10 .7
9 .18
12 .6
11 .2
1 .9
2 .0
18%
22%
AGAGE, in situ (Global)
NOAA, flasks (Global)
CHF2CF3 HFC-125
12 .1
11 .7
18 .4
17 .7
20 .8
20 .1
2 .4
2 .4
13 .0%
13 .4%
AGAGE, in situ (Global)
NOAA, flasks (Global)
CH2FCF3 HFC-134a
67 .7
67 .5
68 .9
83 .3
83 .4
84 .9
89 .3
89 .6
92 .1
6 .0
6 .1
7 .2
7 .2%
 7 .4%
8 .5%
AGAGE, in situ (Global)
NOAA, flasks (Global)
UCI, flasks, (global)
CH3CF3 HFC-143a
13 .4
13 .2
17 .7
17 .4
19 .3
19 .0
1 .6
1 .6
9 .2%
9 .0%
AGAGE, in situ (Global)
NOAA, flasks (Global)
CH3CHF2 HFC-152a
6 .84
6 .65
6 .68
6 .57
6 .72
6 .61
0 .03
0 .04
0 .5%
0 .6%
AGAGE, in situ (Global)
NOAA, flasks (Global)
CHF2CH2CF3 HFC-245fa 1 .71 2 .23 2 .43 0 .20 8 .9% AGAGE, in situ (Global)
CH3CF2CH2CF3 HFC-365mfc
0 .72
0 .61
0 .92
0 .79
1 .00
0 .87
0 .08
0 .08
8 .4%
9 .9%
AGAGE, in situ (Global)
NOAA, flasks (Global)
CF3CHFCF3 HFC-227ea
0 .82
0 .80
1 .12
1 .07
1 .24
1 .17
0 .11
0 .10
10 .2%
9 .6%
AGAGE, in situ (Global)
NOAA, flasks (Global)
CF3(CHF)2CF2CF3 HFC-43-10mee 0 .23 0 .25 0 .27 0 .01 4 .6% AGAGE, in situ (Global)
CF3CH2CF3 HFC-236fa 0 .11 0 .14 0 .15 0 .01 5 .7% AGAGE, in situ (Global)
Notes:  
Stated mole fractions represent independent estimates of global surface means determined by different observational networks 
at different sampling locations; annual values represent calendar year means . Absolute changes (ppt yr −1) are calculated as the 
difference in annual means; relative changes (% yr −1) are that same difference relative to the 2015 value . Small differences between 
values from previous Assessments are due to changes in calibration scale and methods for estimating global mean mole fractions 
from a limited number of sampling sites . These observations are updated from the following sources: Montzka et al ., 1996; Miller 
et al ., 2008; Miller et al ., 2010; Vollmer et al ., 2011; Arnold et al ., 2014; Rigby et al ., 2014; Simpson et al ., 2014; Montzka et al ., 2015; 
Simmonds et al ., 2016, 2017, 2018 . They are available at http://agage .mit .edu/ (for AGAGE data); at http://www .esrl .noaa .gov/gmd/
dv/site/ (for NOAA data); and at http://ps .uci .edu/~rowlandblake/research_atmos .html (for UCI data) . Global mean estimates from 
AGAGE are calculated using atmospheric data and a 12-box model (Cunnold et al ., 1983; Rigby et al ., 2013) . AGAGE calibrations are 
as specified in CDIAC (2016) and related primary publications . NOAA-determined values are directly estimated from measurements 
made at 8 to 12 remote surface sites with cosine-of-latitude weighting .
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mean increase for 2008–2012, as reported in the last 
Assessment. This observed increase in global mole 
fraction is similar to that projected nearly a decade 
ago (Velders et al., 2009) and more recently (Velders 
et al., 2015); it is also consistent with the largest in-
creases projected in the Representative Concentration 
Pathways (RCPs), namely RCP8.5 (Figure 2-2; 
Carpenter and Reimann et al., 2014; Velders et al., 
2009; Meinshausen et al., 2011). 
Mixing ratios of HFC-134a have been estimated from 
the ACE-FTS instrument on board SCISAT for recent 
years (updates to Nassar et al., 2006) using updated 
absorption cross sections (Harrison, 2015). The upper 
tropospheric annual means derived for HFC-134a 
from SCISAT are very consistent with mean mole 
fractions measured by the surface networks; differ-
ences between results from SCISAT and the surface 
networks are much smaller than the uncertainties as-
sociated with the satellite retrievals. Rates of change 
in HFC-134a mixing ratios determined for 2012–2016 
from these independent measurements systems are 
also consistent, with 7.0 ± 0.8 % yr−1 derived from 
annual changes in SCISAT results, 7.3 ± 0.1 % yr−1 de-
rived from NOAA data, and 7.2 ± 0.2 % yr−1 derived 
from AGAGE data (Figure 2-2).  
Globally, HFC-134a contributed a radiative forcing 
(RF) of 14.3 mW m−2 in 2016. This is the largest radi-
ative forcing contributed by any other HFC or other 
fluorinated gas (i.e., PFCs, SF6, SO2F2, and NF3; see 
Chapter 1). The mean rate of increase has been slight-
ly larger over the past 4 years (5.4–5.8 ppt yr−1) than 
during 2008–2012 (4.9–5.1 ppt yr−1). HFC-134a has 
been used as a substitute for CFC-12 since the mid-
1990s in mobile air conditioning (MAC), in stationary 
refrigeration and air conditioning, in metered-dose 
inhalers, and in foam-blowing applications; it has also 
been used as a fire suppressant and for dry etching. 
Due to its high GWP (Table 2-2), controls on HFC-
134a use have been adopted in some sectors in the 
E.U., USA, Japan, and other countries (see Section 
2.5.1). Refrigerants with substantially lower GWPs 
such as HFC-1234yf and HFC-1234ze(E), among oth-
ers, are starting to replace HFC-134a in various appli-
cations (see below) (UNEP, 2017a). 
Total global emissions of HFC-134a estimated from 
a budget analysis of measured mole fractions at re-
mote sites increased nearly linearly from 177 ± 17 Gg 
yr−1 in 2012 to 223 ± 22 Gg yr−1 in 2016 (Figure 2-1; 
update from Rigby et al., 2014; Montzka et al., 2015; 
Simmonds et al., 2017; AGAGE and NOAA data). 
Global emissions have increased by an average of 10 
Gg yr−1 since 2008, faster than emissions of any other 
HFC. Global emissions derived with different mod-
eling frameworks (but these same network data) are 
consistent with the emissions derived here (Fortems-
Cheiney et al., 2015; Lunt et al., 2015; Xiang et al., 
2014). 
The total global emissions derived for HFC-134a from 
atmospheric observations are over two times larg-
er than total emissions reported to UNFCCC from 
Annex I countries (see Figure 2-3). Furthermore, 
this emission gap has become larger over time; the 
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Figure 2-3. A comparison of HFC-134a 
emission totals reported to UNFCCC (UNF-
CCC, 2017; green lines) and derived from 
atmospheric observations (blue lines; 
from Figure 2-1) . Totals are indicated as 
solid lines (total reported for UNFCCC 
and global total for observation-based) . 
The sum of emissions from the U .S . and 
Europe are indicated with a dashed green 
line for UNFCCC reporting and a dashed 
blue line for the atmospheric measure-
ment-based estimate (from Figure 2-4 
and Figure 2-5) .
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HFC-134a totals reported to UNFCCC have decreased 
slightly since 2010, in contrast to the increases derived 
for global total emissions from the atmospheric data 
(Figure 2-1 and Figure 2-3).
The difference between UNFCCC reporting and at-
mosphere-based global total emission is not likely 
from underreporting of emissions from the USA and 
Europe, the two regions that account for most (~80%) 
emissions reported to the UNFCCC (Figure 2-3). 
Regional emissions derived from inverse modeling 
analysis of measurements within the USA and Europe 
suggest that the inventory-based reporting from these 
regions is accurate or slightly high (Graziosi et al., 2017; 
Hu et al., 2017; Say et al., 2016) (Figure 2-4, Figure 
2-5). A similar conclusion was derived for HFC-134a 
from all Annex I countries from an inverse modeling 
analysis of measurements at globally-distributed sites 
(Lunt et al., 2015). For 2014, emissions of HFC-134a 
from the USA and Europe summed together were 71 
Gg yr−1 in UNFCCC reporting, and they were 61 ± 8 
Gg yr−1 from inversion-based modeling analyses of at-
mospheric observations. The observation-based emis-
sions derived for the USA totaled 43 ± 6 Gg yr−1 (Hu et 
al., 2017) and for Europe totaled 18 ± 6 yr−1 (Graziosi 
et al., 2017) in 2014. Other inversion-based analyses of 
atmospheric data in Europe suggest European HFC-
134a emissions that are consistent with those derived in 
Graziosi et al. for 2009 (Keller et al., 2012); they are be-
tween 9 and 16 Gg yr−1 higher in other years (Brunner 
et al., 2017 for 2011; and Fortems-Cheiney et al., 2015 
for multiple years). Slightly higher European emissions 
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Figure 2-4. USA national HFC emis-
sions estimated from an atmo-
spheric sampling network and 
from two inventory-based analy-
ses: EDGAR (Emissions Database 
for Global Atmospheric Research) 
and U .S . EPA, which is subsequently 
reposted by UNFCCC (adapted from 
Hu et al ., 2017) .  a) These six pan-
els show results by compound . b) 
Aggregated results as Gt CO2-eq 
emissions yr −1, with contributions 
from these six different gases indi-
cated by the different colors . The 
EPA inventory result for these six 
gases (solid red line and red-filled 
symbols in both panels) is shown 
for comparison, as is the contribu-
tion to the inventory totals of addi-
tional HFCs not included in the Hu 
et al ., 2017 study (dashed red line) . 
Uncertainties in both panels rep-
resent ranges in derived emissions 
based on multiple inversions, given 
uncertainties associated with the 
sampling network, assumed prior 
emissions, upwind mole fractions 
(background conditions), transport 
models, and meteorology . 
(b)
U
SA
 e
m
is
si
on
s 
(G
t C
O
2-
eq
 y
r  -1
)
Year
0.1
0.08
0.06
0.04
0.02
0.2
0.18
0.16
0.14
0.12
0
2008 2008 2008 2008
U.S. EPA
Hu et al.
HFCs | Chapter 2
2.17
Em
is
si
on
s 
(G
g 
yr
 -1 )
Em
is
si
on
s 
(G
g 
yr
 -1 )
Em
is
si
on
s 
(G
g 
yr
 -1 )
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Em
issions (TgCO
2 -eq yr -1)
Year Year
Em
is
si
on
s 
(G
g 
yr
-1
)
Em
is
si
on
s 
(G
g 
yr
-1
)
Em
is
si
on
s 
(G
g 
yr
-1
)
Em
is
si
on
s 
(G
g 
yr
-1
)
5 HFC-32
HFC-134a
HFC-152a
HFC-236fa
HFC-365mfc Total
HFC-245fa
HFC-227ea
HFC-143a
HFC-125
Em
is
si
on
s 
(G
g 
yr
 -1 )
Em
is
si
on
s 
(G
g 
yr
 -1 )
Figure 2-5. Emissions of nine HFCs from the European geographic domain, and related uncertainties, from 
January 2003 to December 2014 . Emissions are given in Gg yr −1 (left axis) and in TgCO2-eq yr −1 (right axis) . The 
lower right panel (labeled “total”) shows aggregated CO2-eq emissions yr −1 from the nine HFCs . Emissions 
derived from atmospheric measurements are given as red filled circles: Graziosi et al . (2017); green filled 
squares: Lunt et al . (2015); and dark blue filled diamonds: Brunner et al . (2017) . Emissions derived from inven-
tories are shown as light blue unfilled circles (UNFCCC) and purple unfilled triangles (EDGAR v4 .2 FT2010) . 
Note that Lunt et al . (2015) and Brunner et al . (2017) data are shifted slightly in time for clarity; the Lunt et al . 
data are a 3-yr average and the Brunner et al . (2017) data refer to a smaller domain . Note that 100 Tg = 0 .1 Gt .
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of HFC-134a would make the sum of European and 
USA emissions more consistent with reporting to the 
UNFCCC (Figure 2-3). The only other recent anal-
ysis of USA emissions based on USA observations 
(Fortems-Cheiney et al., 2015) suggests between 10 and 
20 Gg yr−1 larger emissions than derived in Hu et al. for 
the overlapping years of 2008–2010, but these higher 
values may be less representative of the USA total as 
they are derived from observations at a smaller number 
of USA sites.
Most of the remaining HFC-134a emissions reported 
to the UNFCCC (20% of reported total) come from 
Canada, Japan, Australia, and Russia and have ranged 
from 1.5 to 4 Gg yr−1 per country in recent years. Of 
these countries, atmosphere measurement-based esti-
mates are available for Japan and Australia. Japanese 
emissions during 2008 have been estimated at 3.1 ± 
0.2 Gg yr−1 in one study (Stohl et al., 2010) and 4.7 
(4.5–5) Gg yr−1 in another (Li et al., 2011); emissions 
during 2010-2012 were estimated at 3.7 (0.6–7.4) Gg 
yr−1 in one study (Lunt et al., 2015) and between 2.1 
and 4.3 Gg yr−1 in another (Saito et al., 2015). These 
estimates are not significantly different from the 2.5 
to 2.9 Gg yr−1 reported to UNFCCC by Japan in these 
years, although higher amounts were inferred for 2010 
in one study (12 ± 2 Gg yr−1; Fortems-Cheiney et al., 
2015). Atmosphere-based estimates for Australia for 
2006 (4.5 Gg yr−1; Stohl et al., 2009) indicate compa-
rable emissions to Japan’s, but they are higher than the 
1.9 Gg reported by Australia to UNFCCC for that year. 
The absence of substantial underestimates in national 
emissions reported to UNFCCC, as is implied from 
the above discussion, indicates that the factor of ap-
proximately two difference (> 100 Gg−1) between totals 
reported to UNFCCC and atmosphere-based global 
totals likely stems from significant emissions of HFC-
134a from non-reporting countries (i.e., non-Annex I, 
developing countries). Regional atmospheric studies in 
Asia support this conclusion. Emissions for 2008 from 
East Asia were estimated to be 15–20 Gg yr−1 (based 
on values from Li et al., 2011 of 15.2 [12.5–18.6] Gg 
yr−1 and from Stohl et al., 2010 of 19.2 ± 2.5 Gg yr−1). 
Atmosphere-based estimates suggest that emissions 
from China accounted for 8–13 Gg of these East Asian 
HFC-134a emissions during 2008 (based on estimates 
of 8.3 [6.2–11] Gg yr−1 from Li et al., 2011, 8.7 [6.5–12] 
Gg yr−1 from Kim et al., 2010, and 12.9 ± 1.7 Gg yr−1 
from Stohl et al., 2010). Emissions at the higher end of 
this range were derived for 2010-2012 (12 [5–21] Gg 
yr−1 in Lunt et al., 2015). Based on emissions derived 
from atmospheric observations, South Korea has ac-
counted for approximately 1–3 Gg yr−1 of HFC-134a 
in recent years (1.5–2.2 Gg yr−1 for 2008 [Stohl et al., 
2010 and Li et al., 2011] and (1.83 [0.58-3.13] Gg yr−1 
for 2010-2012 [Lunt et al., 2015]). 
An analysis of HFC production and consumption in 
China also indicates significant Chinese emissions 
of HFC-134a and suggests increasing emissions over 
time with 9.2–11 Gg in 2008 and 33 Gg in 2013 (Su et 
al., 2015 and Fang et al., 2016). These results and the 
atmosphere measurement-based estimates, however, 
suggest that emissions from China account for less 
than half of the difference between global emissions 
and totals reported to UNFCCC from Annex I coun-
tries (Figure 2-6). As such, they imply that significant 
emissions of HFC-134a, perhaps as much of 30% of 
the global total, are currently arising from non-Annex 
I countries other than China that are not required to 
report HFC emissions to the UNFCCC.
2.3.1.2 hfC-23 (Chf3) 
HFC-23 is emitted into the atmosphere primarily as 
a by-product from over-fluorination during HCFC-22 
production; much smaller emissions are associated 
with HFC-23 use as feedstock for halon-1301 produc-
tion, in semiconductor fabrication (plasma etching 
and chamber cleaning), in very low-temperature re-
frigeration, and in specialty fire suppression systems 
(Miller et al., 2010; Montzka et al., 2010; Oram et al., 
1998; Simmonds et al., 2018; US EPA, 2017).
Atmospheric mole fractions of HFC-23 continue to in-
crease in the global atmosphere and reached 28.9 ppt 
in 2016 (up from 25 ppt in 2012; AGAGE data only; 
Table 2-3). This global abundance accounted for 5.2 
mW m−2 in 2016, the second largest radiative forc-
ing of all individual HFCs and other F-gases (PFCs, 
SF6, NF3, SO2F2, SF5CF3; see Chapter 1). The HFC-23 
global mole fraction increased by 0.83 ppt yr−1 (2.9% 
yr−1) in 2015–2016, similar to the 0.9 ppt yr−1 increase 
measured for 2011–2012 (Carpenter and Reimann et 
al., 2014), but less than the peak rate of 1.1 ppt yr −1 
observed during 2014. The average rate of increase for 
2012–2016 was 1.0 ppt yr −1, which is slightly faster than 
the 0.8 ppt yr −1 reported in the previous Assessment 
for 2008–2012. In recent years, observed global mole 
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fractions of HFC-23 are also consistent with the largest 
emissions projected in the RCPs, which are in RCP8.5 
(Meinshausen et al., 2011).
Mixing ratios of HFC-23 have been estimated over 
time from the ACE-FTS instrument on board the 
SCISAT satellite (Harrison et al., 2012) using updated 
absorption cross sections (Harrison, 2013). The upper 
tropospheric means are approximately 2 ppt below 
those estimated from surface-based data (AGAGE), al-
though the relative rate of change averaged over 2012–
2016 from the two independent measurements is not 
significantly different (3.1 ± 0.8% yr−1 from SCISAT 
versus 3.8 ± 0.6% yr−1 from AGAGE) (Figure 2-2).
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Figure 2-6. Differences between the global emissions derived from atmospheric measurements and the total 
emissions reported to UNFCCC (UNFCCC, 2017) for HFC-134a . Annual differences between atmosphere-based 
global total HFC-134a emissions (from Figure 2-1) and inventory-reported totals (UNFCCC, 2017) are plot-
ted as the green line and shading (Global minus UNFCCC(I); shading reflects global emission uncertainties); 
the dark blue line with shading (Global minus UNFCCC(I,a)) represents a similar quantity, but with UNFCCC 
reporting for the USA and Europe replaced by the regional emission estimates supplied by atmospheric 
observations in these regions (Hu et al ., 2017; Graziosi et al ., 2017) . Also shown are emissions derived from 
atmospheric measurements (or other inventory-based estimates) for China and East Asia, which are not obli-
gated to report emissions to the UNFCCC . (These estimates do not represent emissions from all regions not 
obligated to report to the UNFCCC) . East Asian (Stohl et al ., 2010, a, black) and Chinese emissions are from 
inventory-based and atmosphere-based approaches (Lunt et al ., 2015, a-1, red; Fortems-Cheiney et al ., 2015, 
a-2, pink and shading; Su et al ., 2015, I-2, light blue upside down triangles; Fang et al ., 2016, I-1, dark blue 
triangles) .  
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Total global HFC-23 emissions derived from a bud-
get analysis of measured mole fractions at remote 
sites show gradual increases before 1999 and then 
substantial variations, with minima in 2001–2002 
and in 2009–2010 and maxima in 2005–2006 and 
2013–2014. Derived peak emissions were 14.5 ± 
0.7 Gg yr−1 in 2014, and have since decreased, with 
12.3 ± 0.7 Gg yr−1 estimated for 2016 (Figure 2-1, 
Simmonds et al., 2018). 
A comparison between atmospheric measure-
ment-based global emission estimates and Annex 
I country totals reported to UNFCCC shows fairly 
good consistency during 1990–1995 (Figure 2-1). 
After 2000, however, UNFCCC totals decrease and 
atmospheric measurement-derived global emissions 
increase. UNFCCC totals were between 1 and 1.5 Gg 
yr−1 for 2009–2015 while measurement-based global 
emission totals ranged between 9.5 and 15 Gg yr−1. This 
difference increased concurrently with the substan-
tial increases in HCFC-22 production and associated 
HFC-23 emission from developing countries not re-
quired to report HFC emissions to the UNFCCC (i.e., 
non-Annex I countries) (Miller et al., 2010; Montzka 
et al., 2010; Simmonds et al., 2018). 
Inventory-based emissions of HFC-23 from countries 
not obligated to report emissions to the UNFCCC are 
derivable from information provided to the Montreal 
Protocol’s Multilateral Fund (MLF) by these countries 
(UNEP, 2017b; Simmonds et al., 2018). These invento-
ry emissions of HFC-23 are estimated in some coun-
tries and, in others, are derived from a combination 
of country-based reporting of HCFC-22 production 
for all uses, HFC-23 production rates, and quantities 
of HFC-23 destroyed or otherwise transformed as 
feedstock. 
The sum of inventory-based emissions derived from 
reporting to the UNFCCC and estimated using the 
information collected by the Montreal Protocol’s MLF 
fairly closely tracks the wide swings in global emissions 
derived from atmospheric mole fraction measurements 
(Figure 2-7), although emissions in a few years (e.g., 
2008, 2013, and 2015) are significantly underestimat-
ed by these inventories (Simmonds et al., 2018). This 
overall consistency suggests that the inventory-derived 
HFC-23 emissions associated with HCFC-22 produc-
tion are fairly accurately estimated (within ± 2 Gg in 
total) in both developed and developing countries.
This consistency also provides an understanding of 
HFC-23 emission changes over the past decade. The 
minimum in emissions centered around 2009–2010 
stems from a significant decrease in the ratio of HFC-
23 emission relative to HCFC-22 production (E23/P22) 
(Figure 2-7), which was primarily the result of HFC-
23 destruction facilitated by the UNFCCC’s CDM 
projects (Miller et al., 2010; Montzka et al., 2010). The 
subsequent increase in HFC-23 emissions after 2010 
appears to be the result of increases in total HCFC-
22 production and slight increases in the E23/P22 ratio 
as the CDM projects were terminated. The ~2 Gg de-
crease in annual emissions after 2014 is associated with 
slightly reduced total HCFC-22 production as disper-
sive-use production was capped in 2013, although a 
much larger emission decline was expected in 2015 
from inventory reporting than is apparent in the mea-
surement-derived emission estimate for that year. The 
decline in reported emissions in 2015 is due primarily 
to a drop in the reported E23/P22 ratio (Figure 2-7). 
The inventory-based reporting totals also suggest a 
significant shift in regions emitting HFC-23 in the 
past. Emissions were primarily from the USA, Russia, 
the UK, and Japan during the early 1990s. Since 2009, 
however, between 84% and 89% of global HFC-23 
emissions have come from China, which is consistent 
with China being the largest producer of HCFC-22 
in recent years in reporting to the UN Environment 
Ozone Secretariat (UNEP, 2017b; Simmonds et al., 
2018).
Independent evidence for substantial HFC-23 emis-
sions from non-Annex I countries in recent years 
comes from a number of observational studies, al-
though measurements have not been conducted near 
all developing countries reporting HFC-23 emission 
(i.e., Argentina, China, India, Mexico, North Korea, 
and Venezuela). Emissions from China, for exam-
ple, were estimated for 2008 from observations in 
eastern Asian countries and different data analysis 
methods and range between 6 and 12 Gg yr−1 (based 
on estimates from Stohl et al. [2010] of 6.2 ± 0.7 Gg 
yr−1, Fang et al., [2015] of 6.2 ± 0.6 Gg yr−1, Li et al. 
[2011] of 10 (7.2–13) Gg yr−1, and Kim et al. [2010] 
of 12 (8.6–15) Gg yr−1). The lower end of this range 
is in good agreement with the inventory-based es-
timates provided to the MLF from China of 5.7 Gg 
yr−1 for 2008 (UNEP, 2017b; Simmonds et al., 2018). 
For comparison, total global emissions derived from 
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measured atmospheric changes at remote sites was 
11.2 ± 0.6 Gg yr−1 in 2008. 
By 2012, atmospheric measurement-based analy-
ses indicated that HFC-23 emissions from China 
accounted for at least two-thirds of global HFC-23 
emissions. Atmospheric observations in that year sug-
gest Chinese emissions of 8.8 ± 0.8 Gg yr−1 (Fang et al., 
2015) compared to the 10.8 Gg yr−1 estimate provided 
to the MLF (UNEP, 2017b; Simmonds et al., 2018), 
while the atmosphere measurement-based global es-
timate in 2012 was 12.9 ± 0.7 Gg yr−1 and UNFCCC 
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Figure 2-7. Top panel: Emissions of HFC-23 derived from atmospheric measurements (blue lines) and inven-
tories (red and green lines) . Measurement-based emissions are derived from analyses of southern-hemi-
spheric firn air (light-blue line; Montzka et al ., 2010), a southern-hemispheric air archive before 2007 coupled 
with ongoing results from multiple sites during 2007–2009 (light blue circles; Miller et al ., 2010), and from 
a combination of air-archive, firn air, and ongoing measurements (dark blue diamonds; Simmonds et al ., 
2018) . Uncertainties are one standard deviation of estimates . Inventory results are from Annex I reporting to 
UNFCCC (green line with filled circles; UNFCCC, 2017) and from the sum of reporting to UNFCCC and to the 
Montreal Protocol’s Multilateral Fund (MLF; red line, Simmonds et al ., 2018) . Bottom panel: the ratio of HFC-23 
emissions relative to HCFC-22 production for all uses (E23/P22 by mass, left-hand axis; with emissions being 
the total from inventories (red) or global magnitudes estimated from atmospheric measurements and their 
uncertainty (blue line) from the upper panel, and total global HCFC-22 production reported for all uses (black 
line; right-hand axis) and for feedstock only (black dashed line; right-hand axis) . 
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Annex I reporting totaled 1.2 Gg yr−1. A small fraction 
of the global emission arises from other non-Annex 
I countries such as South Korea and Taiwan (Stohl et 
al., 2010; Li et al., 2011; Fang et al., 2015), ~0.1–0.2 Gg 
yr−1 in 2008 (compared to the estimates derived from 
information provided to the MLF of less than 0.1 Gg 
yr−1 for South Korea). Analyses of atmospheric obser-
vations also indicate that emissions from Japan were 
~0.2–0.3 Gg yr−1 in 2008 (Stohl et al., 2010; Li et al., 
2011; Fang et al., 2015), somewhat larger than the 0.04 
Gg yr−1 reported to UNFCCC, while European emis-
sions (Keller et al., 2011; Simmonds et al., 2018) are 
similar or slightly larger than the UNFCCC submis-
sion values.
2.3.1.3 HFC-32 (CH2F2), HFC-125 (CHF2CF3),
 HFC-143a (CH3CF3)
Global mean mole fractions of HFC-32, HFC-125, and 
HFC-143a continue to rise in the atmosphere primar-
ily because these chemicals are used as HCFC substi-
tutes in major refrigeration blends (HFC-125 also has 
a minor application for fire protection) (O’Doherty et 
al., 2014; Montzka et al., 2015; Simmonds et al., 2015, 
2017; US EPA, 2017). In 2016, average global mean 
mole fractions were 11.9 (11.2–12.6) ppt for HFC-32, 
20.4 (20.1–20.8 ppt) for HFC-125, and 19.2 (19.0–
19.3) ppt for HFC-143a (NOAA and AGAGE data; 
Table 2-3). These mole fractions are approximately 
twice the 2012 values for HFC-32 and HFC-125, and 
are 50% higher for HFC-143a. Mole fractions of these 
HFCs increased during 2012–2016 by an average of 1.6 
ppt yr−1 for HFC-32, 1.5 ppt yr−1 for HFC-143a, and 
2.1 ppt yr−1 for HFC-125. These rates are considerably 
larger than measured during 2008–2012 as reported in 
the previous Assessment, by a factor of 1.7 for HFC-32 
and HFC-125, and by a factor of 1.2 for HFC-143a. 
The mole fraction increases observed for these gases 
since 2007 are similar to the scenario projections 
discussed in the previous Assessment (Figure 2-2; 
Carpenter and Reimann et al., 2014; Velders et al., 
2009) and to those in newer scenarios (Velders et al., 
2015), although projected HFC-32 mole fractions 
were slightly higher than observed. 
The radiative forcings associated with these 2016 glob-
al mole fractions were 1.31 (1.23–1.39) mW m−2 from 
HFC-32, 4.70 (4.62–4.79) mW m−2 from HFC-125, 
and 3.06 (3.04–3.09) mW m−2 from HFC-143a.
Total global emissions of these three HFCs derived 
from a budget analysis of measured mole fractions at 
remote sites continue to increase, with estimates for 
2016 of 35 ± 4 Gg yr−1 for HFC-32, 62 ± 5 Gg yr−1 
for HFC-125 and 28 ± 2 Gg yr−1 for HFC-143a. These 
were higher than their 2012 emissions of 20 Gg yr−1, 
44 Gg yr−1, and 22 Gg yr−1, respectively (Figure 2-1; 
update from O’Doherty et al., 2009, 2014; Rigby et 
al., 2014; Lunt et al., 2015; Montzka et al., 2015; and 
Simmonds et al., 2017). In 2014, the global emission 
estimates for each of these three gases were about two 
times higher than the corresponding UNFCCC totals 
from reporting countries.
As was true for HFC-134a, the difference between 
UNFCCC reporting and atmosphere-based global total 
emission for these three gases is not likely from un-
derreporting of emissions from the USA and Europe, 
the two regions that account for most emissions re-
ported to UNFCCC (~83–90%). Regional emission 
magnitudes derived from measurements within the 
USA and Europe suggest that the inventory-based 
reporting from these regions is accurate or even over-
estimated. In Europe, atmosphere-based emissions 
estimated for these gases have been consistent with 
values reported to UNFCCC in most recent years; 
an exception is that UNFCCC reporting for HFC-32 
has increased above the atmosphere-based estimates 
in the most recent years (Figure 2-5) (Graziosi et al, 
2017; Brunner et al., 2017). A similar divergence is 
observed in the USA for HFC-32 and HFC-125, with 
the UNFCCC inventory increasing faster than atmo-
sphere-based estimates (Figure 2-4); this divergence 
is less pronounced for HFC-143a. For Japan, both at-
mosphere-based estimates (Saito et al., 2015; Lunt et 
al., 2015) and UNFCCC reporting suggest Japanese 
emissions are < 2 Gg yr−1 for each of these gases.
The absence of substantial underestimates in nation-
al emissions reported to UNFCCC for these three 
HFCs indicates that the factor of approximately two 
difference in reporting totals versus atmosphere-based 
global totals likely stems from significant emissions 
from developing countries not required to report their 
emissions to UNFCCC (non-Annex I). This conclu-
sion has also been reached in an analysis of production 
estimates and market demand in developing countries, 
based on the Montreal Protocol phase-out schedules 
for ODSs (Fang et al., 2016; Zhang and Wang, 2014; 
Velders et al., 2015). 
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Emissions estimates based on atmospheric mea-
surements in East Asia confirm substantial HFC-32 
emissions from non-Annex I countries. Averaged 
over 2010–2012, Chinese emissions of HFC-32 were 
estimated to be 7.0 (4.9–9.2) Gg yr−1 and those from 
South Korea were estimated at 0.43 (0.1–0.52) Gg yr−1 
(Lunt et al., 2015). These Chinese emissions are larger 
than the mean emissions estimated for the USA of 3.3 
± 0.5 Gg yr−1 (Hu et al., 2017) or for Europe of 2.5 ± 0.9 
Gg yr−1 (Graziosi et al., 2017) during these same years. 
They also are significantly larger than those from Japan 
(0.5–0.7 Gg yr−1) (Lunt et al., 2015; Saito et al., 2015). 
Consideration of HFC-32 production and consump-
tion magnitudes along with use patterns has allowed 
inventory-based emission estimates in China. This 
analysis suggests emissions of 12 Gg yr−1 of HFC-32 
in 2013 and 7.7 Gg yr−1 for 2010–2012 (Fang et al., 
2016), consistent with the atmosphere-based regional 
estimate from Lunt et al. quoted above (7.0 [4.9–9.2] 
Gg yr−1 for 2010–2012). These results suggest that 
substantial emissions of HFC-32 have arisen from 
China as a result of the phase-out of ODSs and that 
these Chinese emissions explain most if not all of the 
difference between global estimates and totals being 
reported to UNFCCC for this chemical (Figure 2-8). 
Atmosphere-based studies also suggest substantial 
emissions of HFC-125 from non-Annex I countries 
(Figure 2-9). Emissions from China averaged over 
2010–2012 were 5.7 (4.0–7.7) Gg yr−1, and those from 
South Korea were substantially smaller (0.5 [0.3–0.7] 
Gg yr−1; Lunt et al., 2015). By comparison, average 
emission during this period was estimated to be 7.9 ± 
1.2 Gg yr−1 from the USA (Hu et al., 2017) and 8.6 ± 
2.7 Gg yr−1 from Europe (Graziosi et al., 2017). Smaller 
emissions of 0.8 (0.3–1.5) Gg yr−1 were estimated from 
Japan for 2010–2012 (Lunt et al., 2015).
Consideration of HFC-125 production and consump-
tion magnitudes along with use patterns has allowed 
inventory-based emission estimates in China. This 
analysis suggests emissions of 6.3 Gg yr−1 averaged over 
2010–2012 and 12 Gg yr−1 of HFC-125 in 2013 (Fang 
et al., 2016), consistent with the atmosphere-based re-
gional estimate from Lunt et al. (2015). While these 
Figure 2-8. As in Figure 2-6, but for HFC-32 . Here Chinese emissions are from inventory-based (Fang et al ., 
2016; I-1, blue triangles) and atmosphere-based (Lunt et al ., 2015, a-1, yellow) estimates . 
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results indicate increasing emissions of HFC-125 from 
China during the phase-out of ODSs, they also demon-
strate that Chinese emissions explain only approxi-
mately half of the difference between global emissions 
of HFC-125 and totals reported to UNFCCC (Figure 
2-9). This difference suggests substantial emissions of 
HFC-125 from other non-Annex I countries not re-
quired to report emissions to the UNFCCC.
Atmosphere-based studies also suggest substantial 
emissions of HFC-143a from non-Annex I countries 
(Figure 2-10). Emissions from China averaged over 
2010–2012 were 2.1 (1.3–3.1) Gg yr−1, and those from 
South Korea were 0.13 (0.06–0.21) Gg yr−1 (Lunt et al., 
2015). By comparison, during this period emissions of 
4.2 ± 0.7 Gg yr−1 were estimated from the USA (Hu et 
al., 2017) and 6.2 ± 2.1 Gg yr−1 from Europe (Graziosi 
et al., 2017). Smaller emissions were estimated from 
Japan (0.3 [0.1–0.6] Gg yr−1) and S.E. Australia (0.2 
[0.1–0.5] Gg yr−1) for 2010–2012 (Lunt et al., 2015).
Consideration of HFC-143a production and consump-
tion magnitudes along with use patterns has allowed 
inventory-based emission estimates in China. This 
analysis suggests Chinese emissions of 3 Gg yr−1 of 
HFC-143a in 2012 (Fang et al., 2016), consistent with 
the atmosphere-based regional estimate from Lunt et 
al. (2015), likely as a result of the phase-out of ODSs. 
As was true for HFC-125, Chinese emissions account 
for less than half of the difference between global esti-
mates and totals being reported to UNFCCC for HFC-
143a (Figure 2-10). 
2.3.1.4 HFC-152a (CH3CHF2) 
The global annual average HFC-152a mole fraction has 
varied relatively little over the past 4 years, between 6.5 
and 6.8 ppt (AGAGE and NOAA data; 6.8 ppt was mea-
sured in 2012; Carpenter and Reimann et al., 2014). 
This is notably different from projections, which have 
suggested HFC-152a mole fractions would increase 
over time (Figure 2-2; Carpenter and Reimann et al., 
2014; Velders et al., 2009, 2015). The global abundance 
in 2014 contributed a radiative forcing of 0.67 mW 
m−2, relatively little compared to the HFCs discussed 
above. HFC-152a is used as a foam-blowing agent, 
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Figure 2-9. As in Figure 2-8, but for HFC-125 .
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aerosol propellant, and in some refrigeration blends 
to replace CFCs, HCFCs, and recently HFC-134a in 
automobile air conditioners (Simmonds et al., 2016; 
UNEP, 2017a; US EPA, 2017). 
Total global HFC-152a emission derived from a bud-
get analysis of measured mole fractions at remote sites 
was 53 Gg yr−1 in 2016, not appreciably different from 
the 51 ± 8 Gg yr−1 estimated for all years since 2010 
(Figure 2-1, update from Rigby et al., 2014, Lunt et al., 
2015, Montzka et al., 2015 and Simmonds et al., 2016). 
While HFC-152a emissions are larger than most other 
HFCs, its impact on atmospheric concentrations and 
climate is relatively small because its lifetime (1.6 yr) 
and associated GWP (100-yr GWP = 148) are small 
compared to most other HFCs whose production 
and consumption is also controlled by the Kigali 
Amendment to the Montreal Protocol.
HFC-152a emissions reported to UNFCCC account 
for only 10 to 15% (6 to 7 Gg yr−1 for 2009–2015) of 
the global totals derived from measured atmospheric 
changes in the remote atmosphere. A likely reason for 
this large difference is that emissions of HFC-152a from 
the USA are not included in UNFCCC totals consid-
ered here and displayed in Figure 2-1. This is because 
emissions totals of HFC-152a are only reported by the 
U.S. Environmental Protection Agency (EPA) to the 
UNFCCC together with other chemicals (HFC-227ea, 
HFC-245fa, HFC-43-10mee, some hydrofluoroolefins 
(HFOs), and some minor PFCs) owing to confidenti-
ality issues. If half of the 10.7 MtCO2-eq total reported 
by the USA for this mix in 2015 was due to emissions 
of HFC-152a, it would account for approximately 36 
Gg yr−1 of HFC-152a emission, or most of the ~45 Gg 
difference shown in Figure 2-1 between reported and 
atmosphere measurement-derived estimates in recent 
years. 
Atmospheric observations from limited regions using 
different modeling/inversion techniques provide ev-
idence for substantial USA HFC-152a emissions in 
recent years: 10–15 Gg yr−1 in 2005–2006 (Stohl et al., 
2009), 25 (11–50) Gg yr−1 in 2004–2009 (Miller et al., 
2012), 32 ± 4 Gg yr−1 in 2008 (Barletta et al., 2011), 28 
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(23–33) Gg yr−1 in 2007–2009 and 32 (25–39) Gg yr−1 
in 2010–2012 (Lunt et al., 2015; Simmonds et al., 2016).
HFC-152a emissions from Europe have been estimated 
at 2.9 Gg yr−1 in 2009 (Keller et al., 2012), 4.1–7.5 Gg 
yr−1 in 2007–2012 (Lunt et al., 2015; Simmonds et al., 
2016), and an average of 4.1 ± 1.0 Gg yr−1 over 2003–
2014, with a slight decreasing trend over this period 
(Graziosi et al., 2017; uncertainty represents 1 standard 
deviation of annual estimates). These magnitudes and 
the decreasing trend are consistent with values report-
ed to UNFCCC over this period (Graziosi et al., 2017). 
Evidence exists for substantial HFC-152a emissions 
from countries not required to report emissions to the 
UNFCCC. Atmospheric measurements in eastern Asia 
suggest emissions of ~5 Gg yr−1 (Stohl et al., 2010) and 
6.8 Gg yr−1 (Li et al., 2011) in 2008, 6.2 (5–9) Gg yr−1 in 
2007–2009 and 7.0 (5–10) Gg yr−1 in 2010–2012 (Lunt 
et al., 2015; Simmonds et al., 2016). A sizable fraction of 
these eastern Asian emissions arises from China, with 
estimates of 2.0–2.9 Gg yr−1 in 2010–2011 (Yao et al., 
2012) and 3.4–5.7 Gg yr−1 in 2004–2005 (Yokouchi et 
al., 2006) and 2008 (Kim et al., 2010; Stohl et al., 2010).
2.3.1.5 HFC-245fa (CHF2CH2CF3), HFC-365mfc 
(CH3CF2CH2CF3), HFC-227ea
 (CF3CHFCF3), HFC-236fa (CF3CH2CF3)
HFC-245fa and HFC-365mfc (normally blended with 
HFC-227ea to reduce flammability) replace HCFC-
141b in polyurethane structural foam blowing, and 
they have potential uses in solvent applications and 
medical aerosols; HFC-245fa is also used in small 
quantities in centrifugal chillers (Vollmer et al., 2006; 
Stemmler et al., 2007; Laube et al., 2010; UNEP, 2010; 
Vollmer et al., 2011; UNEP, 2016b). The global mean 
mole fraction of both gases continues to steadily in-
crease. The global mean estimated for HFC-245fa 
(AGAGE data) for 2016 was 2.4 ppt, up from 1.7 ppt 
in 2012, with an annual increase of +0.2 ppt yr−1 (8.9% 
yr−1) from 2015 to 2016 (Table 2-3). For HFC-365mfc, 
networks report a global average of 0.94 (0.87–1.00) 
ppt, up from 0.67 ppt in 2012, with a growth rate of 
+0.08 ppt yr−1 (9.2% yr−1) (NOAA and AGAGE data; 
Table 2-3). 
HFC-227ea and HFC-236fa are used as fire retardants 
to replace halon-1211 and halon-1301; HFC-227ea is 
also used in mixtures with other HFCs as a propellant 
in metered-dose inhalers and in blends with HFC-
365mfc in polyurethane foam blowing; HFC-236fa 
is also used as a coolant in specialized applications 
(UNEP, 2010; Vollmer et al., 2011; UNEP, 2014b, 
2016b; US EPA, 2017). Global mean mole fractions of 
both compounds are relatively small but continue to 
increase steadily in the atmosphere. For 2016, a global 
average of 1.21 (1.17–1.24) ppt is estimated for HFC-
227ea, up from 0.81 ppt in 2012 (NOAA and AGAGE 
data). The global mean estimated for HFC-236fa in 
2016 was 0.15 ppt (AGAGE data), up from 0.11 ppt 
in 2012. Growth rates were 0.11 ppt yr−1 (9.9% yr−1) 
for HFC-227ea and 0.01 ppt yr−1 (8.9% yr−1) for HFC-
236fa in 2015–2016 (Table 2-3). In 2016, the radiative 
forcings from these four HFCs were still very small 
with 0.58 mW m−2 from HFC-245fa, 0.21 mW m−2 
from HFC-365mfc, 0.31 mW m−2 from HFC-227ea, 
and 0.04 mW m−2 from HFC-236fa. 
Increases projected for global mole fractions of HFC-
227ea and HFC-236fa have been fairly accurate over 
time, whereas those for HFC-245fa and HFC-365mfc 
were initially overestimated (Figure 2-2; Carpenter 
and Reimann et al., 2014; Velders et al., 2009, 2015) 
because of the lack of observations and production 
statistics for these HFCs being available when the ini-
tial projections were developed. 
Total global emissions derived from a budget analysis 
of measured mole fractions at remote sites have in-
creased nearly linearly in recent years for HFC-245fa 
(from 9.5 ± 1.5 Gg yr−1 in 2012 to 11.7 ± 1.9 Gg yr−1 in 
2016), HFC-365mfc (from 3.4 ± 0.7 Gg yr−1 in 2012 to 
4.6 ± 0.9 Gg yr−1 in 2016), and HFC-227ea (from 3.6 
± 0.4 Gg yr−1 in 2012 to 4.3 ± 0.5 Gg yr−1 in 2016). By 
contrast, HFC-236fa emissions have remained at 0.29 
± 0.07 Gg yr−1 since 2012 (Figure 2-1, update from 
Vollmer et al., 2011, Rigby et al., 2014 and Montzka et 
al., 2015). 
Emissions reported to UNFCCC for these HFCs ac-
count for only a small fraction of global totals inferred 
from measurements at remote sites (Figure 2-1). 
Some of these discrepancies may arise because several 
countries report significant CO2-eq emissions of “un-
specified mix of HFCs” and “unspecified mix of HFCs 
and PFCs”, likely due to confidentiality concerns. For 
example, the U.S. National Inventory Reports specifies 
that the latter category includes HFC-227ea and HFC-
245fa emissions. 
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Few regional emission estimates exist for these four 
HFCs, and they only explain a small fraction of global 
emissions. 
HFC-245fa emissions in 2014 from Europe were es-
timated to be 0.7 ± 0.5 Gg yr−1 from observations at 
European sites (Graziosi et al., 2017) compared to ~10 
Gg yr−1 globally in that year. An inventory-based anal-
ysis suggests Chinese emissions of 0.07 Gg yr−1 in 2009 
(Fang et al., 2016) compared to ~7 Gg yr−1 globally in 
that year. 
HFC-365mfc emissions in 2014 were estimated to be 
1.1 ± 0.4 Gg yr−1 from Europe (Graziosi et al., 2017) 
and 0.25 ± 0.1 Gg yr−1 from the USA (Hu et al., 2017), 
based on observations in these regions, compared 
to ~4 Gg yr−1 globally in that year. For 2008, Li et al. 
(2011) estimated East Asian emissions of 0.2–0.3 Gg 
yr−1 based on atmospheric measurements in that re-
gion, mostly from Japan, compared to global estimates 
of ~3 Gg yr−1 in that year.
HFC-227ea emissions in 2014 were estimated at 0.6 ± 
0.1 Gg yr−1 from the USA (Hu et al., 2017) and 0.4 ± 
0.2 Gg yr−1 from Europe (Graziosi et al., 2017) based 
on atmospheric measurements in those regions, com-
pared to ~3.9 Gg yr−1 globally for that year. For 2009, 
Fang et al. (2016) estimated 0.5 Gg yr−1 from China 
based on an analysis of inventories and markets, com-
pared to the global estimate of ~2.8 Gg yr−1 for that 
year.
HFC-236fa emissions in 2014 were 0.025 ± 0.019 Gg 
yr−1 from Europe compared to ~0.29 Gg yr-1 globally 
for that year (Graziosi et al., 2017). 
2.3.1.6 HFC-43-10mee (CF3CHFCHFCF2CF3)
HFC-43-10mee is used for cleaning applications in 
the electronics industry where it replaces CFC-113, 
methyl chloroform, and HCFC-141b; it is also used in 
aerosol sprays and is an alternative to PFCs in certain 
applications (Arnold et al., 2014; UNEP, 2016b; Le Bris 
et al., 2017). It continues to slowly accumulate in the 
atmosphere. In 2016, a global mean mole fraction of 
0.27 ppt was measured, slightly up from 0.23 ppt in 
2012, with a very small growth rate of 0.01 ppt yr−1 
(4.6% yr−1) in 2015–2016 (AGAGE data only; Table 
2-3). In 2016, the resulting radiative forcing was still 
small at 0.10 mW m−2 relative to the other HFCs dis-
cussed here. Total global emissions derived from a 
budget analysis of measured mole fractions at remote 
sites were 1.1 ± 0.3 Gg yr−1 in 2016 and have not in-
creased appreciably since 2007 (Figure 2-1, update 
from Arnold et al., 2014).
2.3.2 Summed Radiative Forcing and 
 CO2-eq Emissions Attributable to HFCs 
The contribution to climate change from the atmo-
spheric concentration of a long-lived trace gas at 
a particular point in time is expressed as a radiative 
forcing (Myhre and Shindell et al., 2013). Radiative 
forcing from all HFCs in the atmosphere approximate-
ly doubled over the past decade, reaching 30 mW m−2 
in 2016 (Figure 2-11); this climate warming influence 
is 36% larger than the 22 mW m−2 reported for 2012 
in the last Assessment (Carpenter and Reimann et 
al., 2014). Nearly half (47%) of the radiative forcing 
from HFCs in 2016 is attributable to HFC-134a; the 
next three largest contributors are HFC-23, HFC-125, 
and HFC-143a, which together account for 42% of 
the total. Total radiative forcing from HFCs in 2016 
accounted for ~10% of the 0.33 W m−2 from ODSs (see 
Chapter 1), and it was approximately 1.0% of the 3 W 
m−2 supplied in recent years by all long-lived GHGs 
combined, including CO2, CH4, N2O, ozone-deplet-
ing substances, and HFCs (Myhre and Shindell et al., 
2013; more recent values are posted at: https://www.
esrl.noaa.gov/gmd/aggi/aggi.html). 
The time-integrated radiative forcing supplied from 
the emission of a given HFC includes consideration of 
the persistence or lifetime of HFCs. The GWP is the 
metric commonly used to express the time-integrated 
forcing from the emission of a trace gas relative to the 
forcing arising from the equivalent emission of CO2 
over a given time interval. One-hundred years is often 
the time interval considered, although GWPs consid-
ered over shorter time intervals (e.g., 20-yr GWPs) are 
substantially larger for all HFCs except one, HFC-23 
(see Table 2-2). CO2-eq emissions of HFCs have in-
creased over time (Figure 2-12) and totaled 0.88 ± 0.07 
GtCO2-eq yr−1 emissions in 2016, up 23% from the 0.72 
± 0.05 GtCO2-eq yr−1 estimated for 2012 (Carpenter 
and Reimann et al., 2014). HFC-134a accounted for 
0.30 ± 0.03 GtCO2-eq yr−1 in 2016, or 34% of the CO2-
eq emissions from all HFCs considered here. The next 
three largest contributors were HFC-125 (0.21 ± 0.02 
GtCO2-eq yr−1), HFC-143a (0.14 ± 0.01 GtCO2-eq 
yr−1), and HFC-23 (0.16 ± 0.01 GtCO2-eq yr−1); these 
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top four contributors accounted for 93% of total CO2-
eq yr−1 emissions from HFCs in 2016. 
In 2016, HFC CO2-eq emissions were comparable to 
those of CFCs (0.8 ± 0.3 GtCO2-eq yr−1) and HCFCs 
(0.76 ± 0.11 GtCO2-eq yr−1; see Chapter 1), and the 
emissions of these HFCs represent ~1.5% of the sum 
all emissions from long-lived greenhouse gases in re-
cent years (CO2, CH4, N2O, and halocarbons; Montzka 
et al., 2011, updated).
2.3.3 Comparison of Recent Observed 
 Changes Versus  Projections 
Made in the Past
Large increases in emissions, mole fractions, and ra-
diative forcing from HFCs were projected for the fu-
ture before an amendment to the Montreal Protocol 
was agreed in Kigali in 2016 (Velders et al., 2009; 
Gschrey et al., 2011; Velders et al., 2015; UNEP, 2014c; 
see Section 2.3). Atmospheric measurements through 
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Figure 2-11. Upper panel: Radiative forcing supplied by individual HFCs and their sum during the past decade 
based on observed global mole fractions and their change over time (as given in Figure 2-2) . These forc-
ings are derived by multiplying measured mole fractions by radiative efficiencies (Tables 2-1 and 2-2) . Lower 
panel: the overall observed increase in summed radiative forcing from HFCs in the upper panel (black line) 
was slightly less rapid than was projected nearly a decade ago based on observations through the end of 
2006 and a market analysis done at that time (high and low projections from baseline scenarios in Velders 
et al ., 2009; see Section 2.5) . This projection analysis was updated in 2015 based on observations through 
2013 (Velders et al ., 2015; high and low projections overlay one another on this time scale) . Radiative forcings 
for HFCs are derived assuming pre-industrial concentrations of zero ppt, which is consistent with the atmo-
spheric measurement records and no known natural sources of HFCs .  
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2016 show that mole fractions of most HFCs increased 
over the previous decade at rates similar to those pro-
jected in a baseline scenario created nearly a decade 
earlier based on an analysis of atmospheric data and 
market trends through 2006 (Velders et al., 2009). This 
baseline scenario has been updated to include data 
through 2012 (Velders et al., 2015). This consistency is 
noted for those HFCs currently contributing the most 
to radiative forcing and CO2-eq emissions (Figures 
2-1 and 2-2). Some less abundant HFCs (e.g., HFC-
152a, HFC-245fa, and HFC-365mfc) have increased 
substantially more slowly than was projected. As a re-
sult, radiative forcing from the sum of HFCs used as 
ODS substitutes (i.e., not including HFC-23) increased 
slightly more slowly than in the baseline projections 
created nearly a decade ago (Figure 2-11).
These results indicate that mole fractions and emis-
sions for most HFCs have continued to change in a 
fairly predictable manner during the global phase-
out of CFC and HCFC production and consumption. 
These projections included a slowdown in the HFC 
emission increases from non-Article 5 countries (also 
referred to as Article 2 countries or Parties to the 
Montreal Protocol) and, beginning in the mid-2000s, 
significant contributions from Article 5 countries that 
were projected to increase substantially after the 2013 
cap on global HCFC production. These projections did 
not include country- and region-specific controls that 
were introduced or were being considered during that 
decade (see Section 2.5.1.2), except the 2006 EU MAC 
directive (EU, 2006), and this likely explains in part the 
slightly slower increases in summed radiative forcing 
from HFCs in observations compared to projections 
in Figure 2-11. While production and consumption of 
some HFCs are capped in the future by controls out-
lined in the Kigali Amendment (see Section 2.5.1.3 
and Table 2-1), they may temporarily increase in some 
countries in the future, particularly those countries 
for which caps on production and consumption limit 
these quantities beginning in 2024 or 2028 based on 
baseline magnitudes determined for future years (e.g., 
2020–2022 or 2024–2026, depending on developing 
country Group; Table 2-1). 
2.3.4 Aggregate Sums of HFC Emissions
 Reported to the  UNFCCC 
and  Contributions from 
 Non-Reporting Countries 
Throughout Section 2.3, substantial differences were 
noted for all HFCs between total emissions reported 
to the UNFCCC and global total emissions estimat-
ed from atmospheric data. Those differences have 
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Figure 2-12. Global emissions of HFCs (MtCO2-eq) derived from a budget analysis of global observations 
(see Figure 2-1; mean of AGAGE & NOAA network results when both are available) using the AGAGE 12-box 
model (Rigby et al ., 2016) . Emissions are weighted by 100-yr GWP to consider the heating supplied by these 
chemicals integrated over a 100-yr period relative to an equivalent emission of CO2 . 
Chapter 2 | HFCs
2.30
continued to grow over time for most gases (Figure 
2-1) and in the aggregate of total HFC emission (Figure 
2-13). On a CO2-eq basis, aggregate HFC emissions 
reported to the UNFCCC in 2015, the latest year for 
which UNFCCC reporting is available, accounted for 
only 39% of the total global HFC emissions derived 
from global atmospheric mole fraction changes mea-
sured in the remote atmosphere; this value increases 
to 46% if emissions of only those HFCs used as ODS 
substitutes are considered (i.e., not HFC-23) (Figure 
2-13). 
Inverse analyses of atmospheric measurements made 
in the USA and in Europe suggest aggregate HFC emis-
sions from these regions may actually be somewhat 
lower (by 10 to 20% in recent years, excluding HFC-
23 emissions) than the totals reported to UNFCCC. 
Given that HFC emissions from the USA and Europe 
accounted for over 80% of total HFC emission reported 
to the UNFCCC for 2015 (excluding HFC-23; Figure 
2-13), it is unlikely that inaccurate emission reporting 
from Annex I countries explains the increasing gap be-
tween global emissions derived from atmospheric data 
and totals reported to UNFCCC.
The dramatic increase in this emission gap over time 
is consistent with substantial increases in HFC use in 
developing countries not obligated to report emissions 
to the UNFCCC, as had been projected (Velders et al., 
2009, 2015; Gschrey et al., 2011). Inverse analyses of 
atmospheric measurements of HFCs in East Asia sup-
port this conclusion (see Section 2.3.1). Furthermore, 
for some HFCs, such as HFC-23 and HFC-32, emis-
sions from China or East Asia explain most, if not all, 
of the unreported emissions (see Figures 2-7 and 2-8). 
For other HFCs (HFC-134a, HFC-125, and HFC-
143a), emissions from China or East Asia account for 
only a fraction of unreported emissions (see Figures 
2-9 and 2-10).
2.3.5 Next Generation Substitutes 
2.3.5.1 HFC-1234yf (CF3CF=CH2) and 
 HFC-1234ze(E) ((E)-CF3CH=CHF)
Unsaturated HFCs, also known as hydrofluoroole-
fins (HFOs), are being used as substitutes for higher 
GWP-HFCs in a number of applications. Given their 
short lifetimes and small GWPs, they are not includ-
ed as controlled substances in the Kigali Amendment 
to the Montreal Protocol. HFC-1234yf and HFC-
1234ze(E) are hydrofluoroolefins with estimated tro-
pospheric OH-lifetimes of 12 days and 19 days, re-
spectively, (Table 2-2) and 100-yr GWPs of less than 1 
(Hodnebrog et al., 2013). HFC-1234yf has been iden-
tified as the main replacement for HFC-134a in MAC 
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Figure 2-13. Summed HFC emissions, 
expressed as CO2-eq, reported to UNF-
CCC (UNFCCC 2017) and based on atmo-
spheric measurements, for the global 
and for the sum of the U .S . and Euro-
pean regions . (Global emission values 
from Figure 2-1; measurement-based 
regional estimates for the U .S . and 
Europe are taken from Figure 2-4 and 
Figure 2-5) . Sums including emissions 
of HFC-23 (solid lines) and without HFC-
23 (dashed lines) are shown . Uncertain-
ties on global estimates represent one 
standard deviation of estimates (see 
Figure 2-1); Uncertainties on regional 
estimates are approximate, based 
on the range and standard deviation 
quoted in the original sources (Graziosi 
et al ., 2017 and Hu et al ., 2017) . 
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systems in Europe, the USA (US EPA, 2017), and other 
countries, although use in developing countries may 
be limited because of current high production costs 
(UNEP, 2017a). HFC-1234ze(E) could replace HFC-
134a for extruded polystyrene foam blowing (possi-
bly in blends) and perhaps in metered-dose inhalers 
if toxicology, flammability, and cost concerns can be 
addressed (US EPA, 2017; UNEP, 2017a). Both com-
pounds are also being investigated for use in refrig-
eration blends with saturated HFCs to replace fluids 
with high GWPs (UNEP, 2017a); various blends have 
been found to be non-flammable and acceptable for 
use (R-448A, R-449A, R-449B, R-450A, R-513A) even 
in domestic applications (US EPA, 2015b; 2016). See 
Table 2-4 for the composition of HFC blends. 
The first ambient-air measurements of these new 
olefinic HFCs were reported by Vollmer et al. (2015) 
from two sites in Switzerland (see Figure 2-14). In 
2011, HFC-1234yf was undetectable at the high-al-
titude Jungfraujoch observatory, but by mid-2016 
observed mole fractions were often in the 0.02–0.20 
ppt range; higher values were observed at the urban 
Dübendorf site where they were often in the 1–4 ppt 
Table 2-4. Composition of HFC blends referenced in this chapter
HFC Blend Composition 100-yr GWP *
R-404A 44% HFC-125, 52% HFC-143a, 4% HFC-134a  4,210
R-407A 20% HFC-32, 40% HFC-125, 40% HFC-134a 2,070
R-407C 23% HFC-32, 25% HFC-125, 52% HFC-134a 1,730
R-407F 30% HFC-32, 30% HFC-125, 40% HFC-134a 1,790
R-410A 50% HFC-32, 50% HFC-125 2,080
R-446A of L-41 or L-41-1 68% HFC-32, 29% HFC=1234ze(E), 3% isobutane 480
R-447A or L-41-2 68% HFC-32, 3 .5% HFC-125, 28 .5 HFC-1234ze(e) 600
R-448A
26% HFC-32, 26% HFC-125, 20% HFC-1234yf, 21% HFC-134a, 
7% HFC-1234ze(E)
1,370
R-449A 24 .3% HFC-32, 24 .7% HFC-125, 25 .3% HFC-1234yf, 25 .7% HFC-134a 1,370
R-449B 25 .2% HFC-32, 24 .3% HFC-125, 23 .2% HFC-1234yf, 27 .3% HFC-134a 1,390
R-450A 58% HFC-1234ze(E), 42% HFC-134a 570
R-452B or DR55 67% HFC-32, 7% HFC-125, 26% HFC-1234yf 715
R-459A or ARM71a 68% HFC-32, 26% HFC-1234yf, 6% HFC-1234ze(E) 480
R-513A 56% HFC-1234yf, 44% HFC-134a 600
DR5 72 .5% HFC-32, 27 .5% HFC-1234yf 510
L-41a 73% HFC-32, 15% HFC-1234yf, 12% HFC-1234ze(E) 515
L-41b 73% HFC-32, 27% HFC-1234ze(E) 515
ARM70a 50% HFC-32, 10% HFC-134a, 40% HFC-1234yf 490
D2Y60 40% HFC-32, 60% HFC-1234yf 282
HPR2A 76% HFC-32, 6% HFC-134a, 18% 1234ze(E) 615
HPR1D 60% HFC-32, 6% CO2, 34% HFC-1234ze(E) 425
* 100-yr GWPs (Global Warming Potentials from this assessment) are calculated as the global warming influence of this gas relative 
to that by an equivalent mass emission of CO2 . See additional text in the Introduction . 
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range. HFC-1234ze(E) has been observed in most 
samples since the beginning of dedicated ongoing ob-
servations. By mid-2016, ~0.025 ppt was commonly 
observed at Jungfraujoch and ~1 ppt at Dübendorf, 
where pollution events containing up to 20 ppt of this 
HFC have been seen, suggesting more prevalent use of 
HFC-1234ze(E) in this region (Vollmer et al., 2015).
2.4 ATMOSPHERIC  CHEMISTRY OF HFCs 
2.4.1 New Developments on Loss 
Rates and Lifetimes
HFCs are removed from the atmosphere mainly by 
their reactions with hydroxyl radicals (OH) in the tro-
posphere. The residence times of HFCs in the atmo-
sphere determined by reaction with tropospheric OH, 
τHFCOH , are derived from the corresponding lifetime of 
methyl chloroform, CH3CCl3, (Spivakovsky et al., 
2000) as described in previous Assessments (e.g., Box 
1-1 in Carpenter and Reimann et al., 2014).
Although HFCs do not absorb stratospheric UV 
radiation, stratospheric loss processes, such as reac-
tions with OH and O(1D), can contribute to the loss 
rate of long-lived HFCs and, therefore, slightly affect 
their lifetimes. Photolysis at the Lyman-a wavelength 
(121.6 nm) can only affect lifetimes of very long-lived 
species (such as perfluorinated compounds) that are 
inert enough to reach the mesosphere (≥ 70 km) in 
appreciable quantities; it has a negligible effect on the 
lifetimes of HFCs. Recent intensive modeling efforts 
(SPARC, 2013) provide detailed information on mod-
el-derived total lifetimes for a number of compounds, 
partial lifetimes due to specific photochemical 
0
5
10
15
20
25
H
FC
-1234ze(E)  (ppt)
D
übendorf (urban)
Jungfraujoch
Dubendorf (urban)
0
1
2
3
4
5
H
FC
-1
23
4z
e(
E)
 (p
pt
)
Ju
ng
fr
au
jo
ch
2011 2012 2013 2014 2015 2016
0
2
4
6
8
10
H
FC
-1234yf  (ppt)
D
übendorf (urban)
0
0.1
0.2
0.3
0.4
0.5
H
FC
-1
23
4y
f  
(p
pt
)
Ju
ng
fr
au
jo
ch
Year
Figure 2-14. The emergence of HFC-1234yf and HFC-1234ze(e) in the atmosphere at two European sites, the 
mountaintop site Jungfraujoch (3,580 meters above sea level) and the urban Dübendorf site (updated from 
Vollmer et al., 2015) . Different colors indicate results from different sites . Results at or below the detection 
limit (~0 .003 ppt) are plotted at 0 .003 ppt . By mid-2016, 1 to 4 ppt of HFC-1234yf and ~1 ppt of HFC-1234ze(E) 
were regularly observed at Dübendorf, with pollution events containing up to 20 ppt of HFC-1234ze(E), sug-
gesting that it is more prevalently used in this region .
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removal processes (reactions with OH, reactions with 
O(1D), and photolysis), and partial lifetimes associ-
ated with the atmospheric removal regions (tropo-
sphere and stratosphere). These results have been used 
to derive empirical correlations for estimating partial 
lifetimes due to stratospheric reactions of other HFCs, 
τHFCstr . The total atmospheric lifetimes, τHFC, reported in 
Table 2-2 have been calculated as (τHFC)-1 = ( τHFCOH )-1 +  
(τHFCstr )-1 to account for the stratospheric loss of HFCs.
Table 2-2 presents updated estimates of the lifetimes 
for partially fluorinated alkanes (HFCs), partially 
fluorinated olefins (HFCs that are also called HFOs) 
and perfluorinated olefins. The abundances of HFOs 
and perfluorinated olefins are also primarily con-
trolled by their reactions with the hydroxyl radical. 
Compounds with atmospheric lifetimes shorter than 
~0.5 years have been designated as very short-lived 
substances (VSLSs) as in previous Assessments. These 
compounds generally have non-uniform tropospheric 
distributions because their lifetimes are comparable to 
or shorter than the characteristic time of mixing pro-
cesses in the troposphere. 
The lifetime of VSLSs released into the atmosphere de-
pends on local atmospheric conditions at the emission 
location and, therefore, the concept of a single global 
lifetime is inappropriate (e.g., Hodnebrog et al., 2013 
and previous Ozone Assessment reports). Hence, the 
VSLS lifetimes presented in Table 2-2 (with units of 
days) should not be considered as the global aver-
age atmospheric lifetime of a VSLS once emitted. 
Nevertheless, these estimates provide a useful scaling 
among such compounds and distinguish them from 
longer-lived HFCs that are well mixed in the tropo-
sphere. It should be noted that the local lifetimes of 
VSLSs tabulated in this report are ~10–20% longer 
than in previous Assessments primarily because they 
have now been calculated with the same approach that 
is used for longer-lived HFCs (i.e., relative to the glob-
al mean lifetime of methyl chloroform against OH ox-
idation), thereby avoiding arbitrary differences arising 
from the use of two different approaches.
For a few compounds in Table 2-2, experimental data 
on OH reactivity are not available. Lifetimes for these 
gases have been estimated based on either structure 
activity relationships or reactivity trends among simi-
lar compounds and appear in italics in Table 2-2.
OH reactivity for several compounds has been revised 
since the last Assessment based on new experimental 
data and/or analyses. However, these revisions do not 
substantially change the recommended atmospheric 
lifetimes. Other changes since the previous Assessment 
are listed below. (References related to these updates 
can be found in the notes to Table 2-2):
• HFC-72-17p, CHF2(CF2)6CF3, has been added.
• The lifetime of HFC-245cb is 15% shorter than es-
timated previously based on an analogy to HFC-
143a. This revision reflects a new recommendation 
(Burkholder et al., 2015b), which is now based on 
laboratory-measured OH reactivity data.
• The estimated lifetime of HFC-272ca 
(CH3CF2CH3) is based on OH reactivity calculat-
ed using the structure activity relationships. There 
are no experimental data.
• Lifetimes of shorter-lived HFC-152 (CH2FCH2F), 
HFC-161 (CH3CH2F), and HFC-281ea 
(CH3CHFCH3) are estimated to be ~18% longer 
than previous estimates. This revision is the result 
of the estimates now being made in a manner con-
sistent with other HFCs.
• The list of fluorinated olefins has been expanded 
to include 7 new chemicals including stereo-iso-
mers with different lifetimes and cyclic unsaturat-
ed fluorocarbons.
• The lifetimes of (E)-CF3CH=CHCF3 and (E)-
CF3CH=CHCF2CF3 are a factor of ~6 longer be-
cause experimental data on the OH reactivity of 
(E)-CF3CH=CHCF3 became available for the first 
time since the last Assessment.
• The lifetime of perfluorocyclopentene is more than 
an order of magnitude longer because experimen-
tal data on its reactivity toward OH became avail-
able for the first time since the last Assessment.
2.4.2 Updates on TFA Formation and 
 Tropospheric Ozone Formation
Trifluoroacetic acid (TFA; CF3COOH) is produced as 
the result of the breakdown in the atmosphere of sev-
eral HCFCs and HFCs, such as HCFC-123 and HCFC-
124, HFC-134a, HFC-143a, HFC-1234yf, and possibly 
HFC-1234ze (Burkholder et al., 2015a; Wallington et 
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al., 2015; Javadi et al., 2008). TFA is also produced 
as a breakdown product of a large number of other 
chemicals and is produced synthetically by the chem-
ical industry, resulting, in many cases, in direct release 
to the atmosphere (Solomon et al., 2016). TFA also 
arises from natural processes. TFA is a stable com-
pound that can accumulate in lakes and the ocean. As 
an acid or as a salt, TFA is of low to moderate toxicity 
to a range of organisms. The salts of TFA are inert and 
not of toxicological or environmental concern in the 
small concentrations (~200 ng L−1) that are present in 
the ocean (UNEP, 2014a). The contribution of most 
sources to the total TFA budget is uncertain, although 
the source strength from atmospheric oxidation of 
HCFCs and HFCs is now better quantified. 
Solomon et al. (2016) estimated TFA added to the 
oceans as a result of unregulated use of HCFCs and 
HFCs (including HFOs) up to 2050. Under an upper 
range scenario of global HFC use (Velders et al., 
2015), it was estimated that by 2050 the total addi-
tional contribution of TFA to the oceans would be less 
than 7.5% of the approximately 200 ng acid equiv-
alents L−1 estimated to be present at the start of the 
millennium (Solomon et al., 2016). With the 2016 
Kigali Amendment to the Montreal Protocol, the pro-
jected use of HFCs is expected to be much lower (see 
Section 3.1) with consequently lower estimated TFA 
production from HFCs. Increased use of HFOs could 
augment TFA production and partially offset reduc-
tions in TFA production from saturated HFCs. The 
environmental effects of TFA, from the breakdown of 
HCFCs and HFCs, are therefore considered too small 
to be a risk to the environment over the next few de-
cades (Solomon et al., 2016). However, potential lon-
ger-term impacts could require future evaluation due 
to the environmental persistence of TFA, uncertainty 
in future uses of HFOs, and because of uncertainties 
in the global budget of TFA. See Section 6.2.6 for 
more information on TFA.
The atmospheric degradation of HFC-1234yf (an 
HFO) can also contribute tropospheric ozone and 
thereby contribute to reduced air quality. Luecken 
et al. (2010) showed that the additional tropospher-
ic ozone from the conversion of HFC-134a to HFC-
1234yf in mobile air conditioners in the USA is small 
compared with ambient ozone levels in cities in the 
USA.
2.5 POTENTIAL FUTURE CHANGES
Projections have suggested that the use and emis-
sions of HFCs could increase substantially with the 
phase-out of HCFCs in developed countries by 2030 
and in developing countries by 2040 (Velders et al., 
2009; Gschrey et al. 2011; Rigby et al., 2014; Velders 
et al., 2015; UNEP, 2014c; Fang et al., 2016; Purohit 
and Höglund-Isaksson, 2017). Because many HFCs in 
use currently have high GWPs and these HFCs leak 
from appliances and other applications, they contrib-
ute to the radiative forcing (RF) of climate. The 2016 
Kigali Amendment requires large reductions (up to 
85% by 2035 or 2045 relative to a base level) for GWP-
weighted HFC production and consumption for all 
developed and developing countries. 
2.5.1 Scenarios
In this section, HFC scenarios developed elsewhere—
with and without the implementation of the Kigali 
Amendment—are discussed, including their implica-
tions for radiative forcing of climate. Also discussed 
are alternatives to HFCs and factors that might be 
relevant for future HFC use.
2.5.1.1 hfC sCenarios Without Consideration 
of Controls: “baseline” sCenarios
The Kigali Amendment of October 2016, assuming 
global implementation, will significantly affect the fu-
ture demand for HFCs in developed and developing 
countries and consequently their emissions, mixing 
ratios, and radiative forcing of climate. The effects 
of the Amendment can be viewed relative to HFC 
baseline scenarios that were constructed in the past 
without including specific global control measures on 
HFC production or consumption. Here the results of 
several of these HFC baseline scenarios are compared 
before discussing the effects of the Kigali Amendment 
on future HFC emissions (Section 2.5.1.3). HFC-23 
is not considered in these scenarios since it is not used 
as a replacement compound in applications that tradi-
tionally used ODSs, and it is also in a separate group 
in the Kigali Amendment (see Section 2.5.1.5). 
In Figure 2-15 the GWP-weighted emissions and 
corresponding radiative forcings are shown for HFCs 
in several of these baseline scenarios. The projected 
emissions in Velders et al. (2015) are an update of 
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those of Velders et al. (2009) based on more detailed 
and more current information on HFC use by sector 
and region. The scenarios of Velders et al. (2009) are 
shown here because they were the reference scenari-
os in the previous Assessment (Harris and Wuebbles 
et al., 2014). The HFC emissions in Velders et al. 
(2015) are similar to those in UNEP (2014c); they 
are slightly higher than projected in other sector-spe-
cific scenarios (Gschrey et al., 2011; Purohit and 
Höglund-Isaksson, 2017; Höglund-Isaksson et al., 
2017); and they are significantly higher than in the 
Representative Concentration Pathways (RCPs) sce-
narios (Meinshausen et al., 2011). The latter two sce-
narios included different assumptions for the HCFC 
replacement pattern and/or different growth rate pro-
jections for HFC use in applications. In these scenari-
os, the lifetimes of the HFCs are kept constant. Model 
calculations show that HFC lifetimes might change 
towards 2100 due to changes in temperatures and OH 
abundances. Most models show a decrease in lifetime 
by 5–10% in 2100 relative to 2000 (SPARC, 2013). 
These changes depend on the future greenhouse gas 
abundances and are highly uncertain.
The recent sector- and region-specific HFC baseline 
scenarios of Velders et al. (2015) (Figure 2-16) as-
sume that current uses (substances and technologies) 
of HFCs for specific sectors would continue without 
control measures and that developing countries would 
follow the same transitions from HCFCs to HFCs and 
not-in-kind alternatives as has occurred in developed 
countries, but at a later time. So these scenarios do not 
take into account the 2016 Kigali Amendment or the 
recent regulations of HFC use in the EU (revised F-gas 
regulation of the European Union; EU, 2014), USA 
(US EPA, 2015a) and Japan (METI, 2015). The scenar-
ios are based on (1) robust historical HFC consump-
tion data by sector for developed countries derived 
from their UNFCCC National Inventory Submissions 
(UNFCCC, 2014), (2) historical HFC consumption 
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Figure 2-15 . HFC emissions and radiative forcing scenarios from baseline scenarios (excluding HFC-23) from 
Velders et al . (2009), Gschrey et al . (2011), RCPs (Meinshausen et al ., 2011), UNEP (2014c), Velders et al . (2015), 
and Purohit and Höglund-Isaksson (2017) . The Velders et al . (2009) scenarios are shown, because they were 
the reference scenarios in the previous (2014) Assessment . The emissions and radiative forcing shown here 
are based on the GWPs and radiative efficiencies in the corresponding publications, which may differ from 
those in Table 2-2; the difference in CO2-eq emissions is less than 1% . 
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data for China (Zhang and Wang, 2014) and some 
other developing countries, (3) historical HCFC con-
sumption data from UNEP (2015), (4) replacements 
pattern of HCFCs by HFCs and not-in-kind technol-
ogies (Velders et al., 2009; 2015), (5) scenarios of gross 
domestic product (GDP) and population from Shared 
Socioeconomic Pathway (SSP) projections (O’Neill et 
al., 2012) as drivers for the demand for HFCs, (6) ob-
served atmospheric abundances of HFCs from 1990 
to the beginning of 2013 as constraints on the histori-
cal consumption data, and (7) leakage rates (i.e., emis-
sion factors) derived from the UNFCCC National 
Inventory Submissions; these are kept constant over 
time in the scenarios.
The largest historical HFC use and emissions are in 
the developed countries, primarily the USA, EU, and 
Japan (Figure 2-16). In the baseline scenario, China 
is projected to become the largest emitter of HFCs by 
2020, and Chinese emissions are projected to reach 
31% of total CO2-eq emissions (100-yr time horizon) 
of all HFCs by 2050 in the upper range HFC scenario 
(Velders et al., 2015). In all countries or regions, the 
largest contributions in CO2-eq emissions come from 
industrial and commercial refrigeration (range of 
40–58% for the different regions by 2050), because of 
the large use of HFCs and relatively large leakage rates 
from these applications, while the second largest HFC 
source comes from stationary air conditioning (AC) 
(21–40% by 2050) (Figure 2-16). Historically, mobile 
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Figure 2-16. Regional and sectoral contributions to HFC GWP-weighted emissions for the upper-range base-
line scenario of Velders et al . (2015), excluding HFC-23 . The percentages refer to the global average relative 
contributions of each sector to the total GWP-weighted emissions in 2050 . In the scenario, 10 HFCs are con-
sidered . The 11 regions are Europe, USA, Japan, other OECD countries, States of the former Soviet Republics 
and Yugoslavia (Russia), China, India, other Asian countries, Middle and Southern Africa, Latin America, and 
the Middle East plus Northern Africa . The six use sectors are (1) industrial, commercial (open compressor), 
commercial (hermetically sealed compressor), and transport refrigeration, (2) stationary AC, (3) mobile AC, 
(4) domestic refrigeration, (5) foams—extruded polystyrene, polyurethane, and open cell foams, and (6) 
other—aerosol products, fire extinguishing systems, and solvents . The emissions shown here are based on 
the GWPs used in Velders et al . (2015), which differ somewhat from those in Table 2-2; the difference in 
CO2-eq emissions is less than 1% . 
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AC has been responsible for the largest fraction of 
CO2-eq HFC emissions, but this sector is projected 
to account for only 10–18% of developed country 
emissions by 2050. In developing countries in these 
scenarios, mobile AC contributes only 3–12% of total 
CO2-eq HFC emissions in 2050. It should be noted 
that this baseline scenario does not include the effects 
in the EU and potentially around the globe of the EU 
MAC directive which has recently banned the use of 
HFC-134a in new cars (see Section 2.5.1.2). 
In 2050, in the scenarios of Velders et al. (2015), CO2-
eq HFC emissions (excluding HFC-23) sum to 0.8–1.0 
GtCO2-eq yr−1 for the developed countries and 3.2–4.4 
GtCO2-eq yr−1 for the developing countries, resulting 
in a global total of 4.0–5.3 GtCO2-eq yr−1. In compar-
ison, these values are equivalent to 5–11% of the glob-
al CO2 emissions in 2050 in the RCP6.0 and RCP8.5 
scenarios. The HFC radiative forcing (RF) (excluding 
HFC-23) in 2050 in these scenarios is 0.22–0.25 W 
m−2. In comparisons of projected growth, the 2015–
2050 increase in HFC CO2-eq emissions is 9–29% of 
that for CO2 over the same time period in the RCP 
scenarios. These CO2-eq emissions represent only the 
direct emissions of the HFCs. Indirect CO2 emissions 
associated with the production of fossil fuel-derived 
energy used by the appliances or in other applications 
need to also be considered for the overall impact of 
HFCs on radiative forcing (see Section 2.5.2.3). 
In the refrigeration and air conditioning sectors, pure 
HFCs or blends of HFCs are used as refrigerants. 
The most-used HFC refrigerants in the scenarios are 
HFC-134a and the blends R-404A (mix of HFC-125, 
HFC-134a, HFC-143a) and R-410A (mix of HFC-32 
and HFC-125). Consequently, these HFCs are pro-
jected to have the largest future emissions by mass or 
CO2-eq (Figure 2-17). See Table 2-4 for more detail 
about the composition of HFC blends.
The assumptions about market saturation are import-
ant aspects for the projections of HFCs. In the scenar-
ios of Velders et al. (2015) the demand for HFCs per 
capita in developing countries is limited to the demand 
per capita in the developed countries. These scenarios 
do not take into account the potentially higher future 
demand for stationary AC as a result of increased am-
bient temperatures due to climate change. They also do 
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Figure 2-17. Contributions of the different HFCs to global emissions (in Mt yr −1 and GtCO2-eq yr −1) in the upper 
range baseline scenario of Velders et al . (2015) . The percentages refer to the relative contributions in 2050 . 
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not consider the fact that many developing countries 
have higher ambient temperatures than the developed 
countries and could, therefore, have a higher demand 
for stationary AC and higher emissions per capita.
2.5.1.2 effeCt of national and regional hfC 
Control Measures on future projeCtions
In the EU, the 2006 MAC Directive, which address-
es the use of mobile air conditioning (EU, 2006), and 
the 2014 revised F-gas Regulation (EU, 2014) ban the 
use of high-GWP HFCs in certain sectors. Although 
there is no common definition of high- or low-GWP, 
in the European Union Fluorinated Greenhouse Gas 
Regulations, a value of 150 or higher is often referred 
to as high. In addition to these bans on specific HFC 
use, there is an HFC phasedown schedule reducing 
the allowable amount (GWP-weighted) of HFCs 
placed on the EU market starting from a cap at the 
2009–2012 average in 2015 and reaching a 79% re-
duction by 2030 relative to that average. The USA 
has already implemented incentive credits for use of 
low-GWP refrigerants (US EPA, 2012) in support of 
greenhouse gas emission standards for light duty ve-
hicles; it also removed certain high-GWP HFCs from 
the Significant New Alternatives Policy (SNAP) list of 
allowable technologies for specific sectors as of 2015 
(US EPA, 2015a)3. Japan also adopted a regulation in 
2015 to limit the use of high-GWP HFCs for specific 
sectors (METI, 2015).
The regulations in the EU, USA, Japan, and elsewhere 
likely will drive changes in sector technologies (i.e., 
technologies and HFC-blends that currently use 
high-GWP HFCs) such as refrigeration, stationary 
and mobile AC, and foams. Consequently, these new 
technologies will likely also be available for other 
countries, thereby increasing the climate benefits of 
these national regulations. With global adoption of 
these technologies in a revised scenario, the 2050 
emissions (excluding HFC-23) in the baseline sce-
nario of 4.0–5.3 GtCO2-eq yr−1 are reduced to 1.5–1.9 
GtCO2-eq yr−1 following the regulations in the EU, to 
1.9–2.5 GtCO2-eq yr−1 following the regulations in 
3 In the USA, a process in the U.S. Court of Appeals is underway 
for SNAP rule 20, related to enabling a transition away from 
HFCs under Section 612 of the Clean Air Act. Implementation 
of the Court’s direction is unclear under the EPA SNAP struc-
ture, so EPA has provided guidance stating that they will not 
enforce the HFC aspects of the rule while it is rewritten in com-
pliance with the decision. (US EPA, 2018).
the USA, and to 2.0–2.6 GtCO2-eq yr−1 following the 
regulations in Japan (Figure 2-18). These regulations 
will also lead to slower increases in radiative forcing 
from HFCs. The GWP-weighted emissions following 
the regulations are anticipated to more or less level 
off after 2030, at slightly more than half (reduction 
of 51–65%) the emissions of the baseline scenario; 
however, the radiative forcing continues to increase 
and is only reduced by 28–41% in 2050 compared to 
the baseline scenario because of the long atmospheric 
lifetimes (5–50 years) of the major high-GWP HFCs 
(Figure 2-18). 
2.5.1.3 projeCted iMpaCt of the Kigali aMendMent
Under the Kigali Amendment there are different base 
level years and phasedown schedules for developed 
countries (non-A5 Parties) and two groups of devel-
oping countries (A5 Parties) (Table 2-1). Following 
the Amendment, the allowable GWP-weighted HFC 
production and consumption will have to be reduced 
to 15–20% of the base level by 2045–2047 for develop-
ing countries and to 15% of the base level by 2036 for 
developed countries.
The Kigali Amendment requires global implementa-
tion to significantly limit future radiative forcing from 
HFCs. The national (e.g., USA and Japan) and region-
al (EU) regulations (see Section 2.5.1.3) that are al-
ready in place will aid and accelerate developed and 
developing countries’ efforts to meet the provisions 
of the Amendment. The largest effect from the Kigali 
Amendment, though, is expected from the reductions 
in HFC production and consumption in developing 
countries. Some reductions in HFC use might have 
occurred in developing countries as a result of reg-
ulations in developed countries through technology 
transfer, but quantifying such reductions is difficult. 
Instead, the Kigali Amendment ensures legally bind-
ing reductions in HFC production for the first time in 
both developed and developing countries. Therefore, 
we discuss here the reductions in emissions and radi-
ative forcing that result from applying the phasedown 
of the Kigali Amendment to the global baseline sce-
nario, acknowledging that national and regional reg-
ulations also play an important role in limiting future 
climate forcing from HFCs. 
With compliance to the Kigali Amendment controls 
(Table 2-1) and national and regional regulations, the 
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peak in global production and consumption of HFCs 
is expected to occur around 2025. HFC emissions are 
projected to peak about a decade later (Figures 2-18 
and 2-19; note these figures do not include HFC-23) 
because HFCs used as refrigerants in refrigeration 
and air conditioning systems are emitted gradually 
over a period of about a decade from the equipment 
during and after use (so-called banks). The total HFC 
bank, therefore, represents a potentially substantial 
source of emissions and radiative forcing even after 
production ceases (Velders et al., 2014). Despite this 
bank, adherence to controls in the Kigali Amendment 
results in HFC emissions from developed countries 
that are reduced from the baseline scenario level of 
0.8–1.0 GtCO2-eq yr−1 to 0.16 GtCO2-eq yr−1 by 2050, 
and in developing countries, emissions are reduced 
from 3.2–4.4 GtCO2-eq yr−1 to 1.1 GtCO2-eq yr-1, for 
a total reduction from 4.0–5.3 GtCO2-eq yr−1 to 1.3 
GtCO2-eq yr−1. The total reduction by 2100 is from 
6.1–9.3 GtCO2-eq yr−1 to 0.6 GtCO2-eq yr−1. So, the 
estimated benefit of the Amendment is the avoidance 
of 2.8–4.1 GtCO2-eq yr−1 emissions by 2050 and 5.6–
8.7 GtCO2-eq yr−1 by 2100. For comparison, total CH4 
emissions are projected to be 7.0–25 GtCO2-eq yr−1 by 
2100 in the RCP6.0 and RCP8.5 scenarios and total 
N2O emissions 5.0–7.0 GtCO2-eq yr−1 by 2100 (RCP 
emissions from Meinshausen et al., 2011; GWPs of 
N2O and CH4 from Myhre and Shindell et al., 2013). 
Radiative forcing from HFCs is projected to peak 
around the middle of the century, or a decade after the 
peak in emissions, due to continued emissions from 
the banks and the slow breakdown of the HFCs in 
the atmosphere (i.e., lifetimes up to about 50 years for 
HFCs used as ODS substitutes). The response of the 
global HFC radiative forcing to the Kigali Amendment 
and national controls is a reduction from 0.22–0.25 W 
m−2 in the baseline scenario to 0.13 W m−2 by 2050, 
and from 0.48–0.77 W m−2 to 0.08 W m−2 by 2100. 
The effects of the Kigali Amendment on global emis-
sions and RF through 2050 are similar to the effects 
of the different national regulations (discussed above) 
when implemented globally (Figure 2-18). 
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Figure 2-18. Response of global HFC emissions (GtCO2-eq yr −1) and global radiative forcing (W m−2) in the 
baseline scenario of Velders et al . (2015) to global implementation of three national regulations and of the 
Kigali Amendment (HFC-23 not included) . In each case, the national regulation is applied to all countries, 
with a 5-year delay of the regulations for developing countries . The emissions and radiative forcing shown 
here are based on the GWPs and radiative efficiencies used in Velders et al. (2015), which differ somewhat 
from those in Table 2-2 . (Note: see Section 2.5.1.2 for the status of the HFC regulations under SNAP) . 
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2.5.1.4 CliMate iMpaCts of hfCs
The radiative forcing from HFCs contributes to 
changes in atmospheric circulation, temperature, 
and sea level (see Chapter 5). Atmospheric chang-
es in temperature and circulation arising from HFC 
emissions lead to a weak, indirect depletion of strato-
spheric ozone (Hurwitz et al. 2015). Ozone Depletion 
Potentials (ODPs) of the most relevant HFCs range 
from 0.00039 for HFC-32 to 0.03 for HFC-23 (see 
Chapter 1).
Xu et al. (2013) calculate, using a parameterized in-
tegrated carbon and radiant energy balance model, 
a global average surface warming by HFCs of about 
0.1°C by 2050 and 0.35–0.50°C by 2100, based on the 
scenarios of Velders et al. (2009) (Figure 2-20). With 
a different parameterized climate model, they calcu-
lated a surface temperature change of 0.10–0.12°C for 
2050 and 0.28–0.44°C for 2100 based on the scenarios 
of Velders et al. (2015). These scenarios differ in their 
assumption for the projections of the demand for 
HFCs past 2050 and the way potential market satura-
tion is taken into account. To calculate the tempera-
ture response of HFCs in 2100, the emissions over 
the whole period from 2000 to 2100 are important. In 
Figure 2-20 HFC emissions and temperature changes 
are shown based on the Velders et al. (2015) scenario 
in which the same assumptions and model are used 
for the period past 2050 as for 2000–2050. 
With the Kigali Amendment and national and region-
al regulations, the future production and consump-
tion of HFCs is strongly limited (Table 2-1). Under 
the provisions of the Amendment, the contribution of 
HFCs to the global average surface temperature is pro-
jected to reach a maximum around 2060, after which 
it slowly decreases to about 0.06°C by 2100 (Figure 
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Figure 2-19. Response of HFC emissions (GtCO2-eq yr−1) and radiative forcing in the baseline scenario 
(Velders et al ., 2015) for developed and developing countries to implementation of the Kigali Amend-
ment to the Montreal Protocol (excluding HFC-23) . Extending the scenarios beyond 2050 under the 
same assumptions gives a radiative forcing for the baseline scenario of 0 .07–0 .12 W m−2 and 0 .40–0 .65 
W m−2 in 2100 for the developed and developing countries, respectively . The 2100 radiative forc-
ing under the Kigali Amendment is 0 .01 W m−2 and 0 .06–0 .07 W m−2 for the developed and develop-
ing countries, respectively . The emissions and radiative forcing shown here are based on the GWPs 
and radiative efficiencies used in Velders et al . (2015), which differ somewhat from those in Table 2-2 . 
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2-20). In contrast, the surface temperature contribu-
tion from HFCs in the baseline scenario is 0.3–0.5°C 
in 2100 (based on Xu et al., 2013 and Velders et al., 
2015). The difference in projected temperatures is 
relevant in the context of the 2015 UNFCCC Paris 
Agreement, which aims to limit the global tempera-
ture increase to well below 2°C relative to pre-indus-
trial levels. 
In Figure 2-20, the effects are also shown of a hypo-
thetical scenario in which the global production of 
HFCs ceases in 2020. In this case, the emissions start 
decreasing immediately and the surface temperature 
contribution of the accumulated HFC emissions 
is projected to stay below 0.02°C for the whole 21st 
century. These calculated surface warmings do not 
include emissions from HFC-23.
Due to the thermal inertia of the ocean, the response 
of surface temperature and even more so sea level 
rise through thermal expansion is even slower than 
changes in radiative forcing from the controls on HFC 
production. After HFCs, or any other greenhouse gas, 
stop being emitted, the climate system is not initially 
in equilibrium with radiative forcing, and the ocean 
will continue to take up heat until equilibrium is 
reached (see, e.g., Zickfeld et al., 2017 and Hu et al., 
2013). 
Historical and projected concentrations, emissions, 
and contributions to climate change have been cal-
culated for ODSs, high-GWP HFCs, and low-GWP 
alternatives (Figure 2-21), assuming full compliance 
with the Montreal Protocol, including the Kigali 
Amendment. The phase-down schedule for HFC pro-
duction and consumption substantially reduces future 
projected global HFC emissions. Summed HFC emis-
sions are expected to peak before 2040 and decline to 
less than 1 GtCO2-eq yr−1 by 2100. This peak emission 
is well below summed ODS emissions at their peak 
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Figure 2-20. HFC emissions and the contribution of HFCs to the global average surface warming of Earth 
with and without the Kigali Amendment . The scenarios without the measures are based on Xu et al . (2013) 
and Velders et al . (2015) which differ in their assumptions for the projections of the demand for HFCs past 
2050 . Also shown is a hypothetical scenario assuming that the global production of HFCs would cease in 
2020 . The surface temperature change based on Velders et al . (2015) is calculated using the MAGICC6 model . 
For comparison, the total warming from all greenhouse gases is projected to be 1 .4–4 .8°C by the end of the 
21st century following the RCP6 .0 and RCP8 .5 scenarios (Collins and Knutti et al ., 2013) . The contribution 
from HFC-23 is not included here . The emissions shown here are based on the GWPs used in Velders et al . 
(2015), which differ somewhat from those in Table 2-2; the difference in CO2-eq emissions is less than 1% . 
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Figure 2-21. Projected contributions to climate change from ODSs, high-GWP HFCs, and low-GWP alterna-
tives assuming full compliance to the provisions of the Montreal Protocol, including the Kigali Amendment . 
Shown are (a) emissions by mass, (b) CO2-eq emissions, (c) radiative forcing, and (d) average surface tempera-
ture contributions . Only the direct GWP-weighted emissions, radiative forcing, and temperature effects of 
the ODSs and HFCs are shown . The ODS data are from the baseline (A1) scenario of Chapter 6 of this Assess-
ment . The ODS emissions from around 1980 through 2016 are derived from atmospheric observations and 
after 2016 are from the scenario (distinction indicated by dashed vertical lines) . The projected HFC quantities 
follow the controls of the Kigali Amendment assuming full compliance (Figure 2-20) . The projections of the 
low-GWP alternatives result from imposing the controls of the Kigali Amendment to the HFC baseline sce-
nario (curve in Figure 2-20 labeled ‘without measures’; Velders et al ., 2015) . The difference between the HFC 
baseline scenario and the Kigali Amendment scenario are assigned here to the low-GWP alternatives . These 
could be chemicals with a GWP of less than 20 or alternative technologies . The low-GWP alternatives scenario 
assumes that the alternatives use the same amount (by mass) per application as the HFCs they replace . The 
curve with the low-GWP alternatives is based on the upper and lower range scenarios from Velders et al . 
(2015) and Figure 2-20 . The contributions of the low-GWP alternatives in panels b, c, and d are smaller than 
the thickness of the green curves . Not included here are contributions from HFC-23, indirect radiative effects 
from ozone depletion, and indirect effects associated with the energy used by equipment and the associated 
CO2 emissions .
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in the 1980s. Only marginal increases are projected 
for CO2-eq emissions of the low-GWP alternatives 
despite substantial projected increases in the mass of 
their emissions.
A more complete understanding of the climate impact 
of refrigerant-using equipment can be accomplished 
through more detailed analysis of, for example, the 
Life Cycle Climate Performance (LCCP), which in-
cludes direct and indirect emissions (i.e., those asso-
ciated with energy use) as well as associated emissions 
from production and disposal (see e.g., Papasavva et 
al., 2010; Section 2.5.2.3).
2.5.1.5 hfC-23 projeCtion 
Emissions of HFC-23 originate predominantly as a 
by-product of HCFC-22 production, and they have 
continued despite mitigation efforts. HFC-23 is a 
strong infrared absorber and has the longest lifetime 
(228 years) and highest GWP (12,690 for a 100-year 
time horizon; Table 2-2; see Section 2.3) of the HFCs 
considered in this Assessment. The amount of HFC-
23 emitted depends on the amount of HCFC-22 
produced, the yield of HFC-23 from the production 
process, and the degree to which produced HFC-23 
is incinerated. Although HFC-23 is included under 
the phasedown schedule with other HFCs (Table 
2-1), a separate provision is additionally included for 
HFC-23 in the Amendment that states: “Each country 
manufacturing HCFC-22 or HFCs shall ensure that 
starting in 2020 the emissions of HFC-23 generated in 
production facilities are destroyed to the extent prac-
ticable using technology approved by the Montreal 
Protocol” (UNEP, 2016a). Without abatement, HFC-
23 emissions were projected to increase to ~20 Gg yr−1 
by 2016 and ~24 Gg yr−1 by 2035 (Miller and Kuijpers, 
2011). Emissions for 2016, derived from atmospheric 
observations, are 12.3 Gg yr−1, well below the worst-
case scenario, but above the best-practice scenario of 
~11 Gg yr−1. With implementation of the provisions 
of the Kigali Amendment, future HFC-23 emissions 
are expected to be limited significantly.
Recently, developments in chemical synthesis may 
have opened up the use of HFC-23 as feedstock for 
the production of a wide range of -CF3 containing 
fluorochemicals (Grushin, 2014), which may affect 
future HFC-23 emissions.
2.5.2 HFC Alternatives
2.5.2.1 alternatives: hfos, hydroCarbons, 
Co2, nh3, not-in-Kind alternatives
Commercially-available alternatives with low- to 
 medium-GWPs are available for high-GWP HFCs for 
many refrigeration and AC sector applications; how-
ever, more supporting work (e.g., standards develop-
ment and code adoption) is needed for use of some 
of the lowest GWP options and fastest growing sec-
tors, such as certain air conditioning sectors. Efforts 
to optimize cooling capacity and energy efficiency 
performance of refrigeration and air conditioning 
equipment containing low-GWP and zero-ODP re-
frigerants continue to make progress, as do standards 
development in all sectors. 
In recent years, there has been a focus on natural re-
frigerants (CO2, hydrocarbons, and ammonia), low-
GWP HFCs, and HFOs alone or in blends with satu-
rated HFCs to replace fluids with high-GWP. The use 
of hydrocarbons (e.g., iso-butane [R-600a] and pro-
pane [R-290]), ammonia (R-717), and carbon dioxide 
(R-744) continues. 
European domestic refrigerator and freezer manufac-
turers have been required to use refrigerants with a 
GWP less than 150 since 2015 (EU, 2014). In the USA, 
domestic appliance manufacturers have created a vol-
untary commitment to convert away from HFC-134a 
use as a refrigerant (AHAM, 2016). A charge size of 
up to 57 g of iso-butane (R-600a) has been allowed in 
refrigeration and has been in commercial use for some 
time in self-contained refrigerated food cases and 
smaller domestic refrigerators (US EPA, 2011). Other 
options to replace HFC-134a include HFC-1234yf, 
HFC-152a, and non-flammable blends of HFOs and 
HFCs. European commercial refrigeration GWP lim-
its are phased in gradually; limits are initially placed 
on HFCs with GWPs greater than 2,500, and in 2020, 
on HFCs with GWPs larger than 150 in applications 
where alternatives are available and affordable. In ad-
dition, there is a service ban on HFCs having GWPs 
greater than 2,500 starting in 2020 (EU, 2014). In the 
USA, the HFC-blend R-404A is not allowed in new 
equipment as of 1 January 2017 for supermarkets, 
as of 1 January 2018 for condensing units, and as of 
1 January 2019 for self-contained systems (2020 for 
larger systems). High-GWP blends such as R-404A 
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are not allowed in new refrigerated food processing 
and dispensing equipment from 1 January 2021 and in 
new warehouse applications from 1 January 2023 (US 
EPA, 2015a). Canada has published draft recommen-
dations that limit the use of fluids having GWPs above 
650 starting in 2020 for stand-alone, medium tem-
perature commercial refrigeration systems and they 
limit the use of fluids having GWPs above 1,500 in 
stand-alone low temperature commercial refrigeration 
(Environment and Climate Change Canada, 2017). 
Low-GWP refrigerant blends of HFC/HFO/hydro-
chlorofluoroolefins (such as R-448A, R-449A, R-449B, 
R-450A, and R-513A; Table 2-4) have GWPs that are 
50–70% lower than refrigerants they typically replace, 
and they are in commercial use in refrigeration equip-
ment. The use of R-407A and R-407F (at approxi-
mately half the GWP of R-404A) continues to grow in 
many parts of the world. Non-halocarbon refrigerants 
such as CO2 (R-744) and propane (R-290) are increas-
ingly being used in supermarkets.
2.5.2.2 safety issues
Some alternatives to high-GWP HFCs (e.g., water 
and inert gases) pose no safety risk to handle but oth-
ers do entail some risk. According to safety ratings, 
hydrocarbons have higher flammability than most 
HFCs, while ammonia and some HFOs have lower 
flammability, and CO2 is non-flammable. Safety rat-
ings also indicate higher toxicity for ammonia than 
for most HFCs and lower toxicity for hydrocarbons, 
HFC-1234yf, and CO2 (ASHRAE, 2016). Safety issues 
can be resolved by changes in design of equipment, 
limiting the refrigerant charge sizes, and limiting po-
tential emissions (UNEP, 2011). 
2.5.2.3 energy effiCienCy vis-à-vis gWp
The overall life-cycle climate impact of refrigeration 
and air conditioning applications that use halocar-
bons as refrigerants depends on many factors includ-
ing, but not limited to
• the GWP of the refrigerant used,
• the loss (or recovery) of the refrigerant at the end 
of life of the equipment,
• the leakage rate of the refrigerant and recharge 
rates during service,
• the energy required to operate the coolant device, 
• the number of hours that the equipment is used, 
and
• the carbon intensity of the electricity used to 
power the equipment.
Of these, for most applications, emissions due to the 
energy use of the equipment tend to dominate the 
life-cycle emissions (unless the grid is exceptionally 
free of carbon-emitting energy sources or the hours of 
use are very low). For example, Goetzler et al. (2016) 
estimated 73–76% of global CO2–eq emissions from 
AC systems in 2010 to be indirect emissions from 
the energy use. Hence the energy efficiency resulting 
from the use of specific refrigerants is a very import-
ant consideration.
In the context of the Montreal Protocol, energy ef-
ficiency4 has had a range of commonly accepted 
meanings, which include, but are not limited to the 
following:
1. The performance of a refrigerant relative to an 
HFC, HCFC, or CFC refrigerant being replaced 
such that it consumes less energy to perform the 
same service in the same (or similar) refrigera-
tion or air-conditioning equipment, henceforth 
referred to as “refrigerant energy efficiency”.
2. The performance of refrigeration or air-con-
ditioning equipment by replacing one or more 
components other than the refrigerant such that 
it consumes less energy to perform the same 
service, henceforth referred to as “equipment en-
ergy efficiency”.
There are other methods to reduce energy consump-
tion in refrigeration, air conditioning, or other ap-
plications in which halocarbons are used, which fall 
under a broader consideration of “energy efficiency”, 
such as using building insulation or maintenance to 
ensure optimal operation. Such methods (sometimes 
called “not-in-kind”) are less germane to a discussion 
of energy efficiency in the context of the Montreal 
4 Sometimes “energy efficiency” is also used to denote a metric 
or quantitative measure designed to measure the amount of 
energy used to perform a particular service, e.g., reduce the 
temperature of one ton of chilled water by 1 degree C. The 
less energy used to perform the same service, the more energy 
efficient the technology being used.
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Protocol, since the influence of these approaches 
is generally independent of the chemical chosen as 
coolant.
Many studies have been conducted to evaluate both 
types of energy efficiency improvement mentioned 
above (e.g., Schultz, 2016; Abdelaziz et al., 2015). For 
example, in a study of refrigerant energy efficiency in 
air conditioners, Schultz (2016) found that some alter-
nate low-GWP refrigerants, e.g., HFC-32 and R-452B 
(blend of 67% HFC-32, 7% HFC-125, and 26% HFC-
1234yf, also referred to as DR-55), perform as well 
as or better than the HFC refrigerant R-410A (blend 
of 50% HFC-32 and 50% HFC-125). Meanwhile, 
Abdelaziz et al. (2015) found that the low-GWP re-
frigerant R-290 (propane) achieved a slightly higher 
efficiency than HCFC-22, but with a slightly lower 
cooling capacity under test conditions.
Equipment energy efficiency has been evaluated 
mainly under the aegis of market transformation 
programs for energy efficiency such as those run by 
the EU Ecodesign program (EuP, 2008) and the U.S. 
Department of Energy (DOE, 2017). Shah et al. (2013) 
found that a ~30% efficiency improvement, relative to 
current technologies, for air conditioners was cost-ef-
fective in many economies.
The conversion from using HFC refrigerants with 
high GWPs to refrigerants with lower GWPs, which 
will most likely result from the Kigali Amendment, 
provides an opportunity to consider other techno-
logical improvements that offer additional climate 
benefits through improvements in equipment energy 
efficiency.
Shah et al. (2015) found that if, in 2030, the world 
mini-split AC stock (i.e., the total number of installed 
and operational mini-split ACs5) transitioned from 
high-GWP, low-efficiency equipment to low-GWP 
refrigerants such as HFC-32 or propane (R-290), cou-
pled with improved equipment that was 30% more 
efficient, the climate benefit over the ~10 year lifetime 
of the ACs would be over 25 GtCO2-eq emissions. 
This would roughly double the CO2-eq emission re-
ductions in comparison with either policy (refrigerant 
transition or equipment energy efficiency improve-
ment) implemented in isolation. The combined direct 
and indirect emissions abatement from both policies 
implemented together for mini-split ACs would be 
roughly 98 GtCO2-eq emissions by 2050, as a result 
of the large projected growth in ACs in developing 
countries (Figure 2-22). Regions with higher hours of 
use or more carbon-intensive electricity grids would 
benefit more from energy efficiency improvement.
Based on the various alternate refrigerant testing pro-
grams listed above and the various energy efficiency 
market transformation studies, similar results (in % 
terms) may also be found for other air-conditioning 
and refrigeration equipment. Results are dependent 
on hours of use, emissions during operation or at end 
of life, grid carbon intensity, growth rates, and other 
relevant factors.
In conclusion, improvements in energy efficiency in 
refrigeration and air conditioning equipment during 
the transition to low-GWP alternative refrigerants 
can potentially double the climate benefits of the 
HFC phasedown of the Kigali Amendment. The po-
tential magnitude of these combined benefits would 
contribute to achieving the targets of the UNFCCC 
2015 Paris Agreement, which aims to keep global 
temperature rise this century well below 2°C above 
pre-industrial levels.
5 Mini-split ACs are the most widely used type of AC system, 
representing roughly ~70% of sales by unit worldwide.
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Figure 2-22. Estimated emissions abatement potential of air conditioning (AC) Stock in 2030 over 10-year 
AC lifetime . Positive numbers indicate CO2 emission reductions while negative numbers indicate increases in 
CO2 emissions1 . Source: Shah et al. (2015) . The purple bar indicates the “indirect” emissions abatement from 
the ~30% equipment efficiency improvement (compared with current technologies) while the yellow bar 
indicates the “indirect” emissions abatement refrigerant energy efficiency improvement (or reduction), and 
the blue bar indicates the direct emissions abatement due to the lower GWP of the refrigerant compared to 
the commonly used AC refrigerant R-410A2 . See Table 2-4 for the acronyms of the different refrigerants . R32/
R152a is a blend of 95% HFC-32 and 5% HFC-152a . R32/R134a is a blend of 95% HFC-32 and 5% HFC-134a . 
1 Shah et al . (2015) estimated the world AC stock (# of installed units) will grow from ~900 million units in 2015 to roughly 1 .6 
billion units in 2030 .
2 Indirect emissions are emissions from the electricity grid due to the energy consumption of the equipment, while direct 
emissions are emissions of the refrigerant from the equipment due to leakage or at the end of life .
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3.1
SCIENTIFIC SUMMARY
This chapter deals with the evolution of global ozone outside of the polar regions. The increase of ozone-depleting 
substance (ODS) concentrations caused the large ozone decline observed from the early satellite era (circa 1980) to 
the mid-1990s. Since the late 1990s, concentrations of ODSs have been declining due to the successful implementa-
tion of the Montreal Protocol. Ozone concentrations show latitudinally dependent increases in the upper stratosphere 
for the 2000–2016 period; changes in other parts of the stratosphere are not yet statistically significant. A new suite 
of model simulations confirms previous results for the upper stratosphere that about half of the observed increase is 
associated with declining ODSs. Ozone column trends are likewise positive but not generally statistically significant. 
Their overall evolution is, however, compatible with the decline in equivalent effective stratospheric chlorine (EESC).
Over the next decades, we expect increasing global mean stratospheric ozone columns, as ODSs continue to decline. 
Emissions of greenhouse gases (GHGs), especially carbon dioxide (CO2 ), methane (CH4 ), and nitrous oxide (N2O), 
will also affect the evolution of global stratospheric ozone, particularly in the second half of the 21st century, when 
ODS concentrations are expected to be low.
PAST CHANGES IN TOTAL COLUMN OZONE 
• Ground- and space-based observations indicate that there is no statistically significant trend in near-global 
(60°S–60°N) column ozone over the 1997–2016 period. These datasets show an increase of between 0.3% 
and 1.2% decade−1 since 1997, with uncertainties of about 1% decade−1. These findings are consistent 
with our understanding of the processes that control ozone:
 ○ In middle and high latitudes, the increase in total column ozone expected to arise from the 15% 
decline in EESC since 1997 is small (~1% decade−1) relative to the large, dynamically forced year-
to-year variations of ~5%;
 ○ In the tropics, where halogen-driven ozone loss is small in the lower stratosphere, total column 
ozone has not varied significantly with ODS concentrations, except under conditions of high volca-
nic aerosol loading (e.g., from the eruption of Mt. Pinatubo in 1991).
• Outside the tropics, present-day (2014–2017) total ozone columns from ground-based and space-based 
observations remain lower than 1964–1980 column ozone by:
 ○ about 2.2% for the near-global average (60°S–60°N);
 ○ about 3.0% in the Northern Hemisphere mid-latitudes (35°N–60°N);
 ○ about 5.5% in the Southern Hemisphere mid-latitudes (35°S–60°S).
These values are essentially the same as in the last Assessment, given uncertainties associated with nat-
ural variability and instrumental accuracy. The larger depletion in the Southern Hemisphere is linked 
to the Antarctic ozone hole. 
PAST CHANGES IN OZONE PROFILES
Additional and improved datasets and focused studies evaluating trend uncertainties have strengthened our ability 
to assess ozone profile changes. Analysis of data from the upper stratosphere shows increases that are consistent with 
Chapter 3
Update on Global ozone: past, present, and FUtUre
Chapter 3 | Global Ozone
3.2
those suggested in the last Assessment. There is some evidence for a dynamically driven decrease in ozone in the lower 
stratosphere from 2000 to 2016, but robust trends have not been identified for this region. New chemistry–climate 
model (CCM) simulations that include realistic time variations of GHG and ODS concentrations are analyzed using 
the same trend model as for the observations; this allows attribution of changes in ozone to different processes.
• Measurements show increases of ozone in the upper stratosphere over the period 2000-2016. Following a 
large decline of 5 to 7% decade−1 through the 1980s and middle 1990s, upper stratospheric ozone has 
increased by 1 to 3% decade−1 since 2000. The largest confidence is in northern mid-latitudes, where the 
positive trend is statistically significant between 35- and 45-km altitude. Confidence in trends in the trop-
ics and southern mid-latitudes is not as high due to larger discrepancies between trends from individual 
measurement records.
• Model simulations attribute about half of the observed upper stratospheric ozone increase after 2000 to 
the decline of ODSs since the late 1990s. The other half of the ozone increase is attributed to the slowing 
of gas-phase ozone destruction cycles, which results from cooling of the upper stratosphere caused by 
increasing GHGs.
• There is some evidence for a decrease in lower stratospheric ozone from 2000 to 2016. This decrease is most 
consistent across datasets in the tropics, but is not statistically significant in most analyses. Much of the 
apparent decline was reversed by an abrupt increase in ozone in 2017, indicating that longer records are 
needed to robustly identify trends in this region. Model simulations attribute the variations in lower 
stratospheric ozone over this period primarily to dynamical variability.
• Assessing the consistency between stratospheric profile trends and total column ozone trends requires 
changes in tropospheric ozone to be well quantified. A recent assessment of tropospheric column ozone 
trends, however, shows large disagreements in the sign and magnitude of the observed trends over the 
past decade and a half.
FUTURE OZONE CHANGES 
The baseline climate change scenario used in the new model simulations differs from the previous Assessment, be-
cause new emissions scenarios were used. The key drivers of future ozone levels continue to be declining ODS concen-
trations, upper stratospheric cooling because of increased GHGs, and the possible strengthening of the Brewer-Dobson 
circulation from climate change. The new emissions scenarios lead to slight differences in the relative contributions of 
these processes in various latitude and altitude regions and a delay in return dates for ozone compared to the previous 
Assessment.
• Estimated dates of return of total column ozone to 1980 values are generally a few years later than 
given in the previous Assessment and vary considerably between scenarios. For the baseline scenario 
(RCP-6.0), they are:
 ○ around mid-century for near-global mean annually averaged ozone;
 ○ most likely before the middle of the century (~2035) for annually averaged Northern Hemisphere 
mid-latitude ozone;
 ○ around mid-century for annually averaged Southern Hemisphere mid-latitude ozone. 
• CO2, CH4, and N2O will be the main drivers of 60°S–60°N stratospheric ozone changes in the second half of 
the 21st century. These gases impact both chemical cycles and the stratospheric overturning circulation, 
with a larger response in stratospheric ozone associated with stronger climate forcing. By 2100, the strato-
spheric column is expected to decrease in the tropics by about 5 DU for RCP-4.5 and about 10 DU for 
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RCP-8.5 relative to 1980 values, with the net total column change projected to be smaller (about 5 DU) 
because of offsetting increases in tropospheric ozone.
• Given that ODS levels are expected to decline slowly in coming years, a large enhancement of stratospheric 
sulfate aerosol in the next decades would result in additional chemical ozone losses. Possible sources of 
additional stratospheric sulfate aerosol include volcanic eruptions (like Mt. Pinatubo in 1991) and geo-
engineering. Even when ODS levels have declined substantially, a large injection of volcanic halogens 
into the stratosphere could drive substantial ozone losses in the presence of aerosol surfaces.
• Future ozone recovery and the projected strengthening of the Brewer-Dobson circulation (BDC) are likely 
to lead to increases in the stratosphere-to-troposphere (STT) flux of ozone via increases in mid-latitude 
lower stratospheric ozone and mass flux. The net impact of increased STT flux on the tropospheric ozone 
burden is highly model and scenario dependent. Most studies suggest it will be small relative to other 
factors, such as concurrent changes in precursor emissions, temperature, and water vapor.
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3.1. INTRODUCTION
This chapter updates the corresponding chapter from 
the previous Assessment (Chapter 2, WMO, 2014); it 
describes our current understanding of past changes 
in global (60°S–60°N) ozone and its expected future 
development. The chapter focuses on detection and 
attribution of ozone changes and the robustness of 
ozone trends and their associated uncertainties. The 
chapter also describes how ozone is expected to change 
in the future. This includes the modeled response to 
the continuing decline in stratospheric chlorine- and 
bromine-containing compounds and the response of 
ozone to climate change. A key benchmark, as always, 
is the date of return of ozone to its 1980 value.
3.1.1 Summary of Findings from the 
 Previous Ozone Assessment 
The 2014 Assessment (WMO, 2014) for the first time 
provided evidence that stratospheric ozone concen-
trations have increased in response to reductions in 
the emissions of ozone-depleting substances (ODSs) 
imposed by the Montreal Protocol. In particular, 
measurements of ozone in the upper stratosphere 
showed a statistically significant positive trend, which 
 chemistry–climate models (CCMs) suggested is at-
tributable equally to decreased ODS concentrations 
and to colder temperatures resulting from increased 
greenhouse gases (GHGs). Total column ozone had 
not increased significantly (1%±1.7%). Large dynam-
ic variability and differences between datasets were 
shown to make trend detection difficult given the 
~1% expected increase in column ozone associated 
with ODS decline.
CCM results indicated that a large enhancement of 
sulfate aerosol from either a volcanic eruption or 
geoengineering would result in significant ozone loss 
while ODS levels remain high. CCM simulations were 
also used to examine how assumptions about future 
GHG emissions affect ozone in the late 21st century, 
when chemical ozone destruction by halogens will 
be negligible. The effects of increasing nitrous oxide 
(N2O), which chemically depletes global ozone, com-
pete against the effects of increasing carbon dioxide 
(CO2) and methane (CH4), which increase ozone in 
the extratropics via both changes in chemistry and 
strengthening of the circulation. CCMs showed dif-
ferences of 7% in global average total column ozone 
for the year 2100 between maximum and minimum 
radiative forcing Representative Concentration 
Pathways (RCPs). Significant decreases in tropical 
column ozone were projected under all scenarios 
despite increases in the upper stratosphere associat-
ed with GHG-induced cooling. The column reduc-
tions occurred primarily because strengthening of 
the circulation decreases tropical ozone in the lower 
stratosphere.
3.1.2 Major New Developments Since 2014
With four additional years of data and the advent of 
both new and consolidated merged datasets, this chap-
ter revisits evidence for the detectability of positive 
ozone trends that might be attributable to decreases 
in stratospheric chlorine- and  bromine-containing 
compounds.
The Long-term Ozone Trends and Uncertainties in 
the Stratosphere (LOTUS) initiative has undertaken 
a systematic assessment of the significance of ob-
served ozone profile trends. LOTUS (2018) robustly 
quantified the degree to which ozone variability can 
be attributed to the various proxies used to represent 
natural process that drive ozone changes. It also ex-
amined available trend models and formulated a best 
practice, applying a common methodology to up-
dated satellite and ground-based datasets (including 
merged and homogenized data). The resulting trend 
profiles include a traceable error characterization for 
the assessment of significant (recovery) trends. The 
new analysis confirms the general trends derived for 
the 2014 Ozone Assessment, but with larger estimated 
uncertainties, in particular in the upper stratosphere. 
In addition, the LOTUS trend model used for the pro-
file observations is applied to model integrations of 
ozone under various scenarios, allowing a consistent 
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comparison of observed and modeled trends up to the 
present day.
The Chemistry-Climate Model Initiative Phase 1 
(CCMI-1; Morgenstern et al., 2017) provides new 
model integrations that simulate past, present, and fu-
ture ozone. For the past,  free-running and “specified 
dynamics” model integrations are available and cap-
ture many important features of the observed ozone 
variability and trends. The baseline future projections 
use the RCP-6.0 scenario to represent climate change. 
In this respect, this chapter deviates from the 2014 and 
2011 Ozone Assessments (WMO, 2014; WMO, 2011), 
where CCMVal-2 integrations were used, which are 
based on the SRES A1B scenario. However, the re-
sponse of ozone to different climate change scenar-
ios is evaluated using additional RCP scenarios and 
idealized sensitivity studies (e.g., fixed ODSs or fixed 
GHGs). Return dates are derived in a comprehensive 
way by calculating filtered multi-model mean time se-
ries and analyzing if and when 1980 ozone values are 
reached (Dhomse et al., 2018). 
3.1.3 Data Sources
This Assessment relies on essentially the same ground-
based, in situ and satellite ozone datasets as were used 
for the 2014 Assessment. Since then, all records have 
been extended to the present, and some have been re-
vised and reprocessed, in part or in full. In addition, 
a few new data records have emerged. Appendix 3A 
summarizes the data records used in this chapter. 
Because single-instrument records do not provide 
sufficient temporal and/or spatial coverage to assess 
global long-term trends, merging is required; quan-
tification of uncertatinties associated with merging 
is discussed in Section 3.1.4. Each approach has its 
merits and weaknesses, and the availability of a num-
ber of complementary, independent global ozone 
datasets is essential to comprehensively quantifying 
uncertainties in trend assessments.
3.1.4 Data Quality
Data quality is one of the key drivers of trend un-
certainty, with other important contributions com-
ing from natural variability, methodological choices 
in the regression analyses, and assumptions on how 
trend results are combined (see Section 3.2). Merged 
datasets provide comprehensive multi-instrument 
records, with improved temporal and spatial cov-
erage and reduced uncertainties compared to a 
 single-instrument data record (Tummon et al., 2015). 
The challenges of merged records highlighted in the 
last Assessment, however, are still relevant: Inter-
instrument biases and drift, differences or changes in 
spatiotemporal sampling patterns, different (vertical) 
coordinate systems, and different spatiotemporal res-
olutions can all impact the accuracy of trends derived 
from merged records.
Instrument biases lead to time-dependent artifacts 
(“jumps”) when continuous or partially overlapping 
records are merged without prior adjustment to a com-
mon absolute reference (Ball et al., 2017; Weatherhead 
et al., 2017). The accuracy of such bias corrections in-
creases with the amount of data available and depends 
on the length of the overlap periods for different re-
cords. Many single-instrument records were revised 
in recent years (Appendix 3A), and a series of inter-
comparisons revisited and refined the estimated bi-
ases between satellite data records (Kramarova et al., 
2013; Frith et al., 2014, 2017; Tegtmeier et al., 2013; 
Coldewey-Egbers et al., 2015; Rahpoe et al., 2015; 
Froidevaux et al., 2015; Davis et al., 2016; Sofieva et 
al., 2017), ground-based datasets (Van Malderen et 
al., 2016; Deshler et al., 2017), and ground-based and 
satellite data records (Koukouli et al., 2015; Hubert et 
al., 2016; Thompson et al., 2017; Garane et al., 2018; 
Sterling et al., 2018). Single-sensor ozone profile data-
sets agree to within about 5% in the height range of 
20–45 km. Once adjustments are made by the merg-
ing algorithms, the residual inter-instrument biases 
are reduced considerably. However, it is likely that 
uncertainties associated with bias corrections are, in 
some cases, not negligible; e.g., for the merged SBUV 
satellite data records (due to short overlap periods; 
Ball et al., 2017; Frith et al., 2017) and for the SAGE-
MIPAS-OMPS satellites (due to a sparse sampler that 
acts as transfer standard between MIPAS and OMPS; 
LOTUS, 2018).
Removing inter-instrument drift is a challenge that 
requires considerable temporal overlap of data re-
cords and a reliable statistical analysis (Stolarski and 
Frith, 2006). Drift correction schemes have been de-
veloped for combined data from dense nadir-viewing 
samplers (Coldewey-Egbers et al., 2015), but thus far 
such corrections have only rarely been tested for limb 
merging algorithms (Eckert et al., 2014; Damadeo 
Figure 3-1. Long-term ozone trends in % decade−1 for the period 2000–2012 derived from both (a) a regres-
sion of monthly zonal mean data (MZM) and (b) monthly zonal mean data corrected for sampling biases 
due to the diurnal and seasonal cycle. The diurnal correction has the greatest influence on the upper strato-
sphere, while the seasonal correction has the greatest influence at higher latitudes. Stippling denotes areas 
where the trend results are not significant at the 2σ level. Contour lines are plotted at 2% decade−1 intervals. 
Adapted from Damadeo et al. (2018).
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et al., 2018). Intercomparisons between single re-
cords generally show inter-instrument drifts below 
1% decade−1 for total column data (Frith et al., 2014; 
Koukouli et al., 2015; Garane et al., 2018) and less than 
3–5% decade−1 for profilers (Kramarova et al., 2013; 
Rahpoe et al., 2015; Hubert et al., 2016; Frith et al., 
2017). Large drifts (i.e., 5% decade−1 or more) found 
in previous versions of the OSIRIS and SCIAMACHY 
satellite data records (Hubert et al., 2016) have been 
corrected, improving agreement with other datasets 
(Sofieva et al., 2017; Bourassa et al., 2018; LOTUS, 
2018). Instabilities in the NCEP temperature data in 
the 1980s (McLinden et al., 2009; Maycock et al., 2016) 
have been shown to have introduced a ~6% decade−1 
systematic error on the trend in SAGE II v6.2 volume 
mixing ratio data in the tropical upper stratosphere 
(Froidevaux et al., 2015; Ball et al., 2017). The current 
SAGE II v7.00 release, used by all merged limb re-
cords considered here, utilizes MERRA temperature 
profiles that substantially reduce this systematic error.
Time-dependent biases can appear in datasets that 
are based on a collection of observations with non-
homogeneous sampling (e.g., SAGE, HALOE, and 
ACE-FTS). This can also be true for an instrument 
such as SBUV that drifts in local overpass time. 
Ignoring SBUV data close to the terminator avoids 
most, but not all, of this issue. A study comparing 
trends regressed from monthly zonal mean (MZM) 
solar occultation data to those from data close to the 
native resolution of the measurements (Figure 3-1) 
inferred that diurnal sampling biases that change over 
time affect the MZM-derived trends by about 1% de-
cade−1 in the mid-latitude upper stratosphere, which 
Figure 3-2. Independent linear trends 
(ILTs) fit from 2001 to 2015 using SBUV 
MOD (dark yellow) and SBUV COH 
(green) merged ozone records. Trends 
are in % decade−1 and plotted as a func-
tion of pressure layers for 40–50°S. Hor-
izontal lines indicate trend uncertainty 
(2σ): Solid lines represent the statisti-
cal uncertainty from the unexplained 
variability in the multiple linear regres-
sion (MLR) analysis (Section 3.2.1), and 
dotted lines show the total uncertainty 
obtained by adding the statistical and 
merging uncertainty in quadrature. The 
latter is estimated from Monte Carlo sim-
ulations that model how uncertainties in 
individual SBUV data records propagate 
through the merging chain. Adapted 
from Frith et al. (2017).
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constitutes about half of the trend in past two decades 
(Damadeo et al., 2018). Seasonal sampling biases were 
shown to be more prevalent at higher latitudes and 
in the tropical middle stratosphere. The analysis led 
to a sampling bias correction scheme for the SAGE II 
dataset, which was used for the SAGE-OSIRIS-OMPS 
record, but not for other limb records. Sampling bi-
ases in total column or limb profile data records are 
generally considered random in nature but are not 
fully quantified (Coldewey-Egbers et al., 2015; Millán 
et al., 2016).
The coherent propagation of uncertainties through 
merging algorithms is a complex challenge. 
Addressing this challenge by applying a Monte Carlo 
technique to simulate the SBUV error time series for 
two different merging algorithms results in a trend 
uncertainty of 1–2.4% decade−1 (1σ), which explains 
the differences in profile trends for the merged SBUV 
MOD and SBUV COH records (Frith et al., 2014, 
2017; see also Appendix 3A and Figure 3-2). So far, 
a comprehensive error propagation analysis has not 
been done for the merged limb profile records. The 
most advanced attempt, based on singular value de-
composition of the differences between four merged 
limb and nadir profile data records, estimated uncer-
tainties of up to 5% for earlier versions of MZM data 
from the GOZCARDS and SWOOSH data records 
(Ball et al., 2017). However, the impact of measure-
ment uncertainties on trends was not investigated. 
Differences in merged data records are dominated by 
the selection of instruments rather than the choice 
of the merging technique (Tummon et al., 2015). 
Differences are smallest in the mid-latitude lower 
and middle stratosphere (5%) and increase in the 
upper stratosphere (8%) and tropical lower strato-
sphere (10%), consistent with the biases between 
single-instrument data records. Recent modifications 
to profile records have addressed, at least partially, 
some of the identified issues, and current versions of 
merged ozone profile records are in better agreement 
than the versions used in the previous Assessment 
(LOTUS, 2018). Differences between merged space- 
and ground-based total column records (compared 
as monthly zoone mean total column datasets) are on 
average less than 1–2% and they drift apart less than 
0.5–1% decade−1 (Chiou et al., 2014; Bai et al., 2017).
Recent reanalysis datasets (Dee et al., 2011; Dragani 
2011; and Wargan et al., 2017) have been shown to 
produce a “realistic representation of total ozone” 
(Davis et al., 2017), but they are not included in this 
Assessment.
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3.2 NATURAL OZONE VARIATIONS 
AND TREND DETECTION
3.2.1 Natural Variability
The natural variation and long-term trends of strato-
spheric ozone are generally quantified using multiple 
linear regression (MLR) models. Such models have 
been discussed in previous ozone assessments (e.g., 
WMO, 2014). They use explanatory variables (i.e., 
predictors) to describe natural and anthropogenic 
variability in long-term ozone time series. The typical 
multi-linear regression can be written in the follow-
ing form (e.g., Chehade et al., 2014, Steinbrecht et al., 
2017, Weber et al., 2018):
where Z(t) represents a monthly or yearly averaged 
ozone time series and  Z0 is the value at t0. The time series 
usually describes deviations from a climatology rather 
than the absolute amount of ozone. The Trend term is 
discussed in Section 3.2.2. The predictors, or proxies, 
Pi (t) are the variables used to explain ozone interan-
nual and long-term variability. The predictors most 
commonly used in ozone trend studies are listed in 
Table 3-1 and are discussed in detail below. The last 
term, ε(t), is the residual variability not explained 
by the MLR, which most analyses assume to be first 
order autoregressive noise. The terms in the model 
must be linearly independent and are assumed to be 
sufficiently orthogonal to provide independent piec-
es of information such that the regression can attri-
bute, with confidence, ozone variability in the ob-
served or modeled time record (see Section 3.2.2). 
When terms exhibit significant covariations, as is 
the case, for example, for the quasi-biennial oscil-
lation (QBO) and the El Niño–Southern Oscillation 
(ENSO) over particular time periods, the ability of 
MLR to determine attribution is detrimentally im-
pacted and confidence intervals, which take into 
account the covariance matrix of the regression co-
efficients, are correspondingly larger. 
While MLR models are often applied to zonally av-
eraged satellite data, there can be large longitudinal 
asymmetries in the influence of some of the process-
es represented by the various proxies on ozone. In 
particular, ENSO and the North Atlantic Oscillation 
(NAO) have large regional impacts that can be seen 
in non-zonally averaged data, as discussed in more 
detail in the sections below.
3.2.1.1 solar Variability
The solar cycle influences ozone through photo-
chemical and dynamical processes in the stratosphere 
(Haigh, 1994; Hood and Soukharev, 2003). Ozone in 
the upper-middle atmosphere is produced at wave-
lengths shorter than 242 nm, and it is primarily de-
stroyed at longer wavelengths through photochemical 
processes. Understanding changes in UV irradiance 
is therefore important for the ozone and radiation 
budget. The solar ozone response (SOR) to changes 
in solar irradiance further plays a potentially import-
ant role in climate variability through modulation of 
stratospheric temperatures and wind. These changes 
in the stratosphere can influence tropospheric climate 
through both direct radiative effects and dynamical 
coupling, with impacts on extratropical modes of vari-
ability (e.g., Gray et al., 2010). Thus, understanding 
of the coupling between solar cycle variability, ozone 
changes, and circulation is of great importance for 
assessing the climate response to solar cycle change. 
The 2014 Assessment reported a 2–4% variation of 
SOR in the upper stratosphere (3% in total ozone) in 
phase with the 11-year solar cycle. However, it was 
stated that the “exact shape of the solar response pro-
file depends on the type of data and/or analysis, the 
length of data records, and the time periods under 
investigation.” In the 2014 Assessment, the uncertain-
ties regarding solar-induced variability in observed 
ozone fields were related to the brevity of ozone re-
cords (spanning only a few solar cycles) as well as 
incomplete understanding of the accuracy of modern 
solar spectral irradiance (SSI) observed records (i.e., 
data from the SORCE satellite; McClintock et al., 
2005). The lack of sufficient spectral resolution in the 
radiation schemes of global climate models was also 
noted as the reason for the models not being able to 
reproduce the solar–ozone relationship detected in 
observations.
Since the last Assessment, several papers have 
 re-evaluated SOR estimates using both updated sat-
ellite observations and models. Uncertainties in the 
magnitude and structure of SOR estimates remain and 
continue to complicate the validation of atmospheric 
chemistry models (Dhomse et al., 2016). The primary 
Z(t) = Z0 + Trend · (t–t0) +        ni 0 аi Pi (t) + ε(t)   (1) 
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Table 3-1. Table of proxies used in Equation (1), including representative data sources. The proxies and data 
sources used in analyses presented in Section 3.3 are shaded in dark orange. 
Proxy Parameter Data Sources
Solar cycle 
10.7 cm solar radio flux
NOAA National Centers for Environmental Information: 
https://www.ngdc.noaa.gov/stp/solar/flux.html
National Research Council Canada Dominion Radio As-
trophysical Observatory:  ftp://ftp.geolab.nrcan.gc.ca/
data/solar_flux/
30 cm solar radio flux CNES Collecte Localisation Satellites Space Weather Services: https://spaceweather.cls.fr/services/radioflux/
Core-to-wing ratio of Mg II 
doublet (280 nm)
University of Bremen: http://www.iup.uni-bremen.de/
UVSAT/Datasets/mgii
QBO1 and QBO2 
(orthogonal 
 components of 
the quasi- biennial 
 oscillation, QBO)
EOF1 and EOF2 Free University of Berlin: www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/
Tropical zonal winds at 2 pres-
sure levels (e.g., 30 hPa and 50 
hPa or 10 hPa and 30 hPa)
NOAA National Weather Service
Climate Prediction Center: http://www.cpc.ncep.noaa.
gov/data/indices/
ENSO
Multivariate ENSO index NOAA Earth System Research Laboratory:https://www.esrl.noaa.gov/psd/enso/mei/
Niño 3.4 index NOAA National Weather Service 
Climate Prediction Center: http://www.cpc.noaa.gov/
data/indices/
http://www.cpc.ncep.noaa.gov/products/precip/
CWlink/MJO/enso.shtml
Southern Oscillation index
Aerosols Mean aerosol optical depth at 550 nm
NASA Goddard Institute for Space Studies:
https://data.giss.nasa.gov/modelforce/strataer/tau.
line_2012.12.txt 
Khaykin et al. (2017)
https://www.atmos-chem-phys.net/17/1829/2017/acp-
17-1829-2017.pdf
Other Dynamical 
Proxies
Brewer–Dobson circulation 
(BDC): eddy heat flux (EHF) at 
100 hPa
NOAA National Weather Service 
Climate Prediction Center: http://www.cpc.ncep.noaa.
gov/products/stratosphere/polar/polar_body.html 
North Atlantic Oscillation 
(NAO) index
(daily or monthly)
NOAA National Weather Service
Climate Prediction Center: http://www.cpc.ncep.noaa.
gov/products/precip/CWlink/pna/nao.shtml
Arctic Oscillation (AO) index
(daily or monthly)
NOAA National Weather Service
Climate Prediction Center: http://www.cpc.ncep.noaa.
gov/products/precip/CWlink/daily_ao_index/ao.shtml
Antarctic Oscillation (AAO) 
index (daily or monthly)
NOAA National Weather Service 
Climate Prediction Center: http://www.cpc.ncep.noaa.
gov/products/precip/CWlink/daily_ao_index/aao/aao.
shtml
Tropopause pressure (TP)
NOAA Earth System Research Laboratory https://www.
esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.
tropopause.html
NASA Global Modeling and Assimilation Office:
https://gmao.gsfc.nasa.gov/reanalysis/MERRA/data_ac-
cess/
https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/
data_access/
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new result, shown by two studies, is that updated SAGE 
II and SBUV mixing ratio datasets suggest a decrease 
in the magnitude of the SOR in the tropical upper 
stratosphere relative to earlier assessments (from 
~4% in the 2014 Assessment to ~1% here) (Maycock 
et al., 2016; Dhomse et al., 2016). The SAGE II v7.0 
number density dataset is consistent with v6.2, but 
the mixing ratio dataset exhibits a smaller signal, 
largely due to the use of a different temperature re-
analysis product to convert ozone number densities 
to mixing ratios. SBUV MOD VN8.6 also shows a 
smaller and less significant SOR in the tropical upper 
stratosphere than the SBUV Merged Cohesive VN8.5 
and closely resembles the SAGE II v7.0 mixing ratio 
data. However, given known issues with reanalysis 
temperatures, the authors concluded that the use of 
number density is more robust for SOR analyses than 
converting to mixing ratio for data records for which 
number density is the native coordinate, in agreement 
with previous findings (Remsberg et al., 2014). One 
of the studies also showed that the SAGE–GOMOS 
merged number density datasets are consistent with 
the SOR in SAGE II alone while SAGE-OSIRIS is not 
(Maycock et al., 2016). It further notes that limb sam-
pling is too sparse to extract sub-annual variations 
in the SOR but that the SBUV MOD VN8.6 dataset 
suggests substantial month-to-month variations, par-
ticularly in the winter extratropics.
The investigations of SSI data and their reproducibil-
ity by solar models is important for the simulation of 
solar cycle effects on both stratospheric ozone and 
surface climate (e.g. Ermolli et al., 2013, and Matthes 
et al., 2017). Two new studies find that at pressures <5 
hPa, the ozone response to solar variability simulated 
using output from solar models, such as SATIRE-S and 
NRLSSI, as forcings in climate models is consistent 
with observations, while simulations using SORCE 
data are not (Figure 3-3; Dhomse et al., 2016; Ball et 
al., 2016). These studies support earlier evidence that 
SORCE measurements strongly overestimate solar 
cycle variability in the UV range.  Large differences in 
the amplitude and spectral features of the most recent 
solar cycle (C24, which began in December 2008) 
from earlier periods, including a reduction in total 
solar irradiance amplitude of 35% from the previous 
cycle, are an area of active investigation. 
Previous studies have reported a secondary maximum 
in the ozone response to the solar cycle in the tropical 
lower stratosphere (e.g., Soukharev and Hood, 2006; 
Gray et al., 2010). This lower stratospheric signal is 
generally attributed to a dynamical response to in-
creased heating in the upper stratosphere during solar 
maxima, but it could be a result of aliasing in MLR 
analyses due to the presence of volcanic eruptions at 
solar maxima (Chiodo et al., 2014). However, further 
evidence for the dynamical response comes from the 
fact that the secondary peak has also been seen in 
IASI satellite data (2008–2013) using daily solar flux 
measurements in the regression analysis (Wespes et 
al., 2016). 
3.2.1.2 QUasi-biennial osCillation (Qbo)
The quasi-biennial oscillation (QBO) influences 
stratospheric ozone through its impact on dynamical 
and chemical processes. The QBO signal in tropical 
ozone consists of a primary maximum in amplitude 
at a pressure of ~7 hPa, a secondary maximum near 
20–30 hPa, and a minimum near 15 hPa (e.g., Naoe 
et al., 2017). However, other modes of variability such 
as ENSO can also influence tropical stratospheric 
ozone (e.g., Oman et al., 2013; Section 3.2.1.3), and 
anomalies do not always show a direct correlation 
with the QBO phase (Nedoluha et al., 2015a). The 
QBO proxy in MLR analyses (Table 3-1) is often rep-
resented by the wind speeds measured at two different 
pressure levels by radiosonde soundings in Singapore 
(Baldwin, 2001) or, alternatively, by two orthogonal 
QBO time series derived from principal component 
analyses (Wallace et al., 1993; Randel and Wu, 1996). 
The period since the last Assessment was marked 
by an unprecedented disruption of the QBO during 
the NH winter of 2015–2016 (Newman et al., 2016; 
Osprey et al., 2016; Dunkerton et al., 2016). Usually, 
alternating westerly and easterly zonal wind regimes 
propagate downward with time with a ~28-month pe-
riod. In 2016, an anomalous upward displacement of 
the westerly phase occurred from ~30 hPa to 15 hPa, 
and easterly winds appeared at 40 hPa (see Figure 
3-4). Such a disruption of the QBO has never before 
been observed in tropical wind measurements, which 
began in 1953. The first two empirical orthogonal 
functions (EOFs) of the QBO, which describe the 
primary modes of variability in tropical zonal winds, 
typically account for ~95% of the variance in these 
winds; in 2016, they explain only 71% of the variance 
(Tweedy et al., 2017). 
Figure 3-3. Estimated solar 
cycle signal in tropical ozone 
volume mixing ratio (VMR) 
from SAGE II (1984–2005) v7.0 
(black) and v6.2 (light blue). 
The signal was dervied using a 
recently developed regression 
model (Damadeo et al., 2014). 
All error bars are 2-σ; none are 
shown for SAGE data. The mod-
eled ozone solar cycle signals 
for climate model simulations 
using output from the NRLSSI 
(green) and SATIRE-S (orange) 
solar models and from SORCE 
data (red) for the 1984–2005 
period are also shown. Adapted 
from Dhomse et al. (2016). 
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The anomalous zonal wind pattern drove a decrease 
in tropical upwelling from 50 to 30 hPa, which was 
associated with a positive ozone anomaly, and in-
creased upwelling at pressures >50 hPa, which was 
associated with a negative ozone anomaly (Figure 
3-5) (Tweedy et al., 2017). In the extratropics, re-
duced downwelling balanced the decrease in tropi-
cal ascent from 50 to 30 hPa, resulting in a negative 
ozone anomaly. In fact, SBUV observations show 
near-record low levels of total ozone in the subtrop-
ics in August 2016 of both hemispheres (Tweedy et 
al., 2017). At nearly the same time as the QBO dis-
ruption, there was a very strong El Niño event and 
a very strong stratospheric polar vortex in early to 
mid-winter (Nedoluha et al, 2015; Cheung et al., 
2016; Hu et al., 2016; Scaife et al., 2017), which may 
have also contributed to ozone variability.  In fact, 
while ENSO and QBO are assumed to be orthogonal 
terms in MLR analyses, they are sometimes in phase 
for long periods of time, complicating attribution of 
ozone changes (e.g., Neu et al., 2014). 
The occurrence of the 2016 QBO cycle, as well as 
other less pronounced anomalies in the magnitude 
and phase of the QBO in the past decade (Nedoluha 
et al., 2015), are possible indications of changes in the 
normal behavior of the processes that impact the glob-
al stratospheric ozone distribution and inter-annual 
variability. The causes of this anomalous behavior and 
its potential implications for the future evolution of 
ozone are still under investigation. 
3.2.1.3 el niño–soUthern osCillation (enso)
El Niño–Southern Oscillation (ENSO) affects tropi-
cal upwelling, which in turn leads to fluctuations in 
temperature and ozone in the tropical lower strato-
sphere (Bodeker et al., 1998; Randel et al., 2009; and 
references therein). ENSO is generally represented 
in MLR analyses either by the Niño 3.4 index or by 
the multivariate ENSO index (MEI) (Wolter, 2013), 
which is based on the first principle component of six 
atmospheric parameters (Table 3-1). In the tropical 
upper troposphere and lower stratosphere (UTLS), 
the ENSO coefficient is negative, with low ozone 
during El Niño years and high ozone during La Niña 
years; the opposite signal is seen in mid-latitudes (e.g., 
Neu et al., 2014; Oman et al., 2013; Olsen et al., 2016; 
Wespes et al., 2016). Regression of MLS satellite mea-
surements suggests up to a ~20 ppb K−1 response of 
ozone in the tropical lower stratosphere to changes 
Figure 3-4. Monthly mean zonal wind U(m s−1) derived from Singapore radiosondes (1°N, 104°E) between 
70 and 10 hPa for 1981 through July 2016. Easterlies are shown in cyan/blue, while westerlies are shown in 
green/brown. Contours are every 20 m s−1, with easterlies dashed and westerlies solid, and a thick black line 
for zero wind. The red squares show the dates of the 40 hPa easterly-to-westerly transition, while the red stars 
show the dates of the 10 hPa westerly-to-easterly transition. From Newman et al. (2016).
1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992
20
22
24
26
28
30 Altitude (km
)
10
Pr
es
su
re
 (h
Pa
)
1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
20
22
24
26
28
30 A
ltitude (km
)
10
Pr
es
su
re
 (h
Pa
)
2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016
20
22
24
26
28
30 Altitude (km
)
10
20
20
20
70
70
70
Pr
es
su
re
 (h
Pa
)
40
40
40
U (m s-1)
0 20 40−20−40
Global Ozone | Chapter 3
3.13
in sea surface temperatures in the Niño 3.4 region 
(Oman et al., 2013). This likely represents a maximum 
value, as ENSO and the QBO were in phase through-
out much of the analyzed period, making it impossi-
ble to separate their contributions to ozone variability 
through linear regression (Neu et al., 2014). The pe-
riod since the last Assessment has seen not only the 
disruption of the QBO described in Section 3.2.1.2 
but also the 2015 El Niño, which was the strongest on 
record since 1997 and the third strongest since 1950. 
The impact of this event on stratospheric ozone has 
not yet been assessed.
The lag between the ENSO signal in atmospheric 
composition and the ENSO index increases with 
height, and optimizing the lag has been shown to 
reduce trend uncertainty in the lower stratosphere 
(Sioris et al, 2014; Sofieva et al., 2017). One study, how-
ever, did not find that inclusion of the lag in an MLR 
model improved the fit to the 8-year long IASI ozone 
time series, perhaps due either to the brevity of the re-
cord or the broad vertical smoothing of IASI (Wespes 
et al. 2016). This second possibility is consistent with 
another analysis that found the ENSO contribution 
to ozone variability to be statistically insignificant in 
many geographical regions in low-vertical-resolution 
NDACC FTIR ground-based data (Vigouroux et al. 
2015). 
Figure 3-5. Impact of the 2015–2016 QBO disruption on stratospheric variables. The rows show (top) the 
MERRA-2 zonal-mean zonal wind component (in m s−1), (middle) deseasonalized MLS temperature anoma-
lies (in %), and (bottom) ozone anomalies (in %) as a function of time and pressure  (relative to the long-term 
monthly averages), averaged over 5°S–5°N. The left column shows the composite of the easterly-to-westerly 
shear transitions based on 4 shear transitions at 40 hPa. The right column shows the 2015–2016 QBO cycle, 
which includes the data from April 2014 to September 2016, with month 0 (vertical dashed lines) being May 
2016. The thick black contours denote the zero wind shear. The horizontal dashed lines indicate the 40 hPa 
level. Adapted from Tweedy et al. (2017).
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Even in vertically resolved datasets, however, the 
ENSO impact on stratospheric ozone is regional. It 
changes sign between the eastern and western regions 
of the Pacific Ocean (Oman et al., 2013), and even in 
the extratropics there are large regions of both posi-
tive and negative coefficient estimates in total column 
ozone (Rieder et al., 2013; Frossard et al., 2013). Thus, 
the ENSO signal, while important for regional ozone 
variability, is typically small in zonal averaged ozone 
time series that are analyzed in this chapter (e.g, Sioris 
et al., 2014). LOTUS (2018) shows that inclusion of 
an unlagged ENSO proxy in MLR trend analyses of 
vertically resolved datasets changes trends by 1–2% 
decade−1 and reduces trend uncertainties by 1% 
decade−1.  
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3.2.1.4 eFFeCts oF stratospheriC aerosol loadinG
Volcanic eruptions are a major source of sulfate aero-
sol in the stratosphere. In the absence of volcanic 
eruptions, the background stratospheric aerosol layer 
is attributed to sulfuric gas precursors such as car-
bonyl sulfide (OCS) and sulfur dioxide (SO2) that are 
emitted at the surface and lofted into the stratosphere 
by deep convection. See Box 3-1 for a general descrip-
tion of the origin of stratospheric aerosols and their 
impacts on ozone through radiative processes and het-
erogeneous chemistry (e.g., Kremser et al., 2016 and 
references therein). Aerosol surface area has tended to 
undergo significant variations on decadal timescales, 
with major eruptions in the 1970s (Fuego), 1980s (El 
Chichón), and 1990s (Mount Pinatubo). There is thus 
potential for significant aliasing between the solar 
cycle and aerosol terms in MLR analysis (Solomon, 
1996).
Long-term observational records of stratospheric 
aerosol are very important for the interpretation of 
global temperature changes and ozone layer variabil-
ity. Ground-based lidar observations provide stable, 
high-quality measurements of stratospheric aerosol. 
Satellite data are also a very important source of in-
formation because they provide the global distribu-
tion of aerosols, although the derived aerosol surface 
area from satellite extinction measurements is rather 
uncertain (Kremser et al., 2016). In situ stratospheric 
aerosol measurements from optical particle counters 
(OPCs) have been extensively used to validate satel-
lite measurements from SAGE II and HALOE (e.g., 
SPARC, 2006). The discrepancies between aerosol 
properties inferred from in situ and SAGE II mea-
surements during volcanically quiescent periods have 
been reduced recently due to improvements in both 
data records (Thomason et al., 2008; Kovilakam and 
Deshler, 2015). 
One study presented a new combined data record 
from continuous stratospheric aerosol lidar obser-
vations spanning 1994–2015 at the French Haute-
Provence Observatory (OHP; 44°N, 6°E) compared 
with satellite data from SAGE II, GOMOS, OSIRIS, 
CALIOP, and OMPS (Khaykin et al., 2017). Figure 
3-6, modified from this study, shows the time series 
of monthly averaged stratospheric aerosol optical 
depth between 17- and 30-km altitude derived from 
OHP lidars and satellite datasets. Remarkable agree-
ment is found between all datasets despite the large 
variety of measurement techniques. Merged datasets 
such as the Global Space-based Stratospheric Aerosol 
Climatology (described by Thomason et al., 2018), 
provide input to the construction of stratospheric 
aerosol forcing datasets for chemistry–climate model 
simulations. Gap-filling of the record after the 1991 
Mount Pinatubo eruption, when the stratosphere was 
too optically opaque for SAGE II measurements, has 
typically been done with ground-based lidar data. 
A new study finds that using CLAES measurements 
from the UARS satellite instead of these ground-based 
lidar measurements leads to less aerosol loading in 
the tropical lower stratosphere and less ozone loss 
following the eruption, in better agreement with ob-
servations (Revell et al., 2017).  
As discussed in Box 3-1, enhanced aerosol levels fol-
lowing major volcanic eruptions cause ozone changes 
via heterogeneous chemical processes on the particle 
surfaces and dynamical effects related to the radiative 
heating of the lower stratosphere (e.g., SPARC, 2006). 
Ensemble sensitivity simulations using a coupled 
 atmosphere–ocean chemistry–climate model have 
been used to assess how these dynamical and chemi-
cal processes affect stratospheric ozone and NH polar 
vortex dynamics (Muthers et al., 2015). The study 
found that ozone is affected globally by a volcanic 
eruption for several years. At current ODS levels, the 
dominant ozone response is depletion linked to het-
erogeneous chemistry involving halogen compounds, 
with radiative and dynamical perturbations playing a 
less important role. However, a major volcanic erup-
tion could directly inject volcanic HCl into the strato-
sphere, triggering substantial ozone loss even when 
ODS levels are significantly lower than today (Klobas 
et al., 2017). 
As seen in Figure 3-6, there has been no volcanic 
eruption with Volcanic Explosivity Index (VEI) >5 
since Mount Pinatubo (VEI 6), but some small erup-
tions occurred in the last decade. Studies have shown 
that smaller volcanic eruptions can inject aerosol into 
the stratosphere (e.g.,Vernier et al.,  2011). Therefore, 
it is thought that these eruptions may have impact-
ed the ozone column at mid-latitudes over the past 
decade, as atmospheric chlorine levels have slowly 
decreased. The Calbuco volcano, which erupted in 
southern Chile on 22 April 2015, increased the strato-
spheric aerosol optical depth by a factor of 2, with an 
e-folding time of 90 days (Bègue et al., 2017). 
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Box 3-1. Origin of Stratospheric Aerosols at Mid-latitudes
C. Junge (Junge et al., 1961) discovered the presence of a layer of aqueous sulfuric acid aerosols in the strato-
sphere in the early 1960s. The composition of these aerosols is dominated by droplets of sulfuric acid/water 
(H2SO4–H2O) solution, with smaller amounts of meteoritic and non-sulfate materials. The main precursors 
of sulfate aerosols are sulfur dioxide (SO2) and carbonyl sulfide (OCS), which are transported to the strato-
sphere through dynamical transport mechanisms occurring mainly in the tropics. Volcanic eruptions can 
also directly inject SO2 into the stratosphere. SO2 and OCS are then oxidized to form H2SO4, which rapidly 
nucleates to form condensation nuclei. These nuclei grow into larger aerosol particles through condensation 
and coagulation mechanisms.
The key processes relating to the origin of stratospheric aerosols (adapted from Kremser et al., 2016) are 
given in Box 3-1 Figure 1:
 Impact of Stratospheric Aerosols on Ozone
Stratospheric aerosols play a role on the stratospheric ozone budget through chemical, radiative, and dy-
namical processes:
• Chemical processes
 ○ Nitrogen oxides (e.g., N2O5) are converted to HNO3 through heterogeneous chemical reaction 
at the surface of the particles. This slows down NOX catalytic cycles and enhances ozone in the 
middle stratosphere.
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The Asian monsoon circulation has been highlight-
ed recently as an important pathway for transport 
of aerosols into the stratosphere (e.g., Vernier et al., 
2015, 2011). Both the Asian and North American 
summer monsoon circulations are accompanied by 
low temperatures in the lowermost stratosphere sub-
tropics. Using a nudged chemistry–climate model, 
one study showed that significant heterogeneous 
chlorine activation on volcanic and non-volcanic par-
ticles could occur along the southeastern flank of the 
monsoon anticyclones (Solomon et al., 2016a). This 
conversion of HCl into reactive chlorine led to small 
modeled ozone decreases of 1.5–2.5% in the 16- to 
18-km altitude range when averaged over 2009–2012 
and 0°–30°N.
3.2.1.5 other dynamiCal Variations 
The Brewer–Dobson circulation (BDC) is a residual 
meridional circulation driven largely by the deposi-
tion of momentum by planetary-scale waves. Changes 
in the BDC drive variations in ozone both through 
transport and chemistry. For example, variations in 
tropical upwelling have been shown to have a statisti-
cally significant impact on ozone in the  mid-latitude 
lower stratosphere (Neu et al., 2014); Nedoluha et 
al. (2015) hypothesized that a significant decrease 
in tropical ozone from 2004 to 2013 seen near 10 
hPa in measurements from MLS and other satellites 
(Kyrola et al., 2013; Gebhardt et al., 2014; Eckert et 
al., 2014), for which an increase in tropical upwelling 
was deemed an insufficient explanation (Eckert et 
al., 2014), could have instead resulted from chemical 
changes associated with a decrease in upwelling over 
the period (Aschmann et al., 2014). Using a 2-dimen-
sional model, this study showed that such a decrease 
in upwelling would increase the residence time of N2O 
and therefore its conversion into NOy, which would in 
turn deplete ozone near the ozone maximum, where it 
is very sensitive to NOy. 
Because year-to-year variations in the BDC can have 
such an important influence on ozone variability (e.g., 
Fusco and Salby, 1999; Newman et al., 2001; Dhomse 
et al., 2006), they are often taken into account in MLR 
analyses. However, variability in  middle-stratospheric 
tropical upwelling associated with the QBO and 
ENSO can be as large as 40% (Flury et al., 2013; Neu et 
al., 2014; Minschwaner et al., 2016), making it unclear 
to what degree BDC proxies provide information in-
dependent of these terms in MLR analyses, particu-
larly in the tropics. As discussed in Section 3.2.1, the 
LOTUS study found that inclusion of an eddy heat flux 
(EHF) proxy, which is a measure of the vertical group 
velocity of planetary-scale waves and is proportional 
to the vertical component of the BDC, has a negligi-
ble impact on ozone profile trends computed from 
zonal average ozone fields (LOTUS, 2018). However, 
Box 3-1, continued.
 ○ In the lower stratosphere, the removal of nitrogen oxides leads to increased production and 
decreased loss of reactive chlorine via HOX and ClX cycles. This results in ozone loss in the 
presence of ODSs. 
• Radiative and dynamical processes
 ○ Enhancement of the stratospheric aerosol layer by volcanic eruptions increases atmospheric 
optical depth in the solar shortwave radiation domain, inducing a cooling at Earth’s surface. At 
the same time, volcanic aerosols increase the absorption of solar longwave radiation, inducing 
a heating of the lower stratosphere. 
 ○ For volcanic eruptions occurring in the tropics, the warming of the tropical stratosphere en-
hances the meridional temperature gradient, which perturbs the stratospheric circulation. The 
enhanced upwelling linked to heating of the lower tropical stratosphere results in lower ozone 
levels in the tropics and higher ozone at mid-latitudes. At polar latitudes, the strengthening 
of the vortex due to the larger meridional gradient enhances polar ozone destruction under 
present-day ODS levels.
Figure 3-6. Time series of monthly mean stratospheric aerosol optical depth between 17- and 30-km altitude 
(sAOD1730 ) from OHP lidars and monthly and zonal mean sAOD1730 within 40–50°N from satellite sounders. 
From Khaykin et al. (2017).
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another study found that while the QBO dominates 
total column ozone (TCO) variability in the tropics, 
using a winter-mean EHF at 100 hPa as a proxy for the 
BDC accounts for most of the variability in TCO from 
50 to 60° in both hemispheres, with an explained vari-
ance of up to 7 DU in the SBUV MOD v8.6 and GSG 
datasets and a 15–35% larger signal in SBUV MOD 
8.0 (Chehade et al. 2014; see Appendix 3A for a de-
scription of these datasets). While studies that utilize 
a BDC proxy tend to focus on interannual changes 
in ozone and on the lower-stratospheric circulation, 
Ball et al. (2016) developed a new upper-branch 
Brewer–Dobson circulation (UBDC) index based on 
mid-latitude temperature variations near 5 hPa that 
reflect rapid changes in the upper branch of the BDC 
that occur on timescales of a month or less.  They 
found that this index explains more of the variability 
in ozone at 2 hPa (up to 60%) than the QBO index 
and reduces uncertainties on the estimated trend in 
upper-stratospheric equatorial ozone by up to 20%.      
Other dynamical terms in MLR analyses include 
tropopause pressure, which has been shown to be a 
strong predictor of short-term variability in Fourier 
transform infrared (FTIR) ground-based ozone 
records (Vigouroux et al., 2015), and the Arctic 
Oscillation (AO), North Atlantic Oscillation (NAO), 
and Antarctic Oscillation (AAO) indices. The AO and 
NAO are essentially different ways of describing NH 
high-latitude pressure gradients, which influence the 
zonality of the jet stream. The AAO is the SH counter-
part of the AO (e.g., Weiss et al., 2001; Frossard et al., 
2013; Rieder et al., 2013; and references therein). The 
NAO/AO and AAO contributions to zonally averaged 
ozone variations are generally small (Chehade et al., 
2014; Wespes et al., 2016; LOTUS, 2018), but these 
oscillations explain much of the variability in ozone 
at individual ground stations (Petropavlovskikh et al., 
2015; Vigouroux et al., 2015).  This is likely due to the 
fact that there are large regions of both positive and 
negative coefficients for the NAO north of 40°N and 
for the AAO south of 50°S that are associated with the 
shift in the jet stream between positive and negative 
phases (Rieder et al., 2013; Frossard et al., 2013).  
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3.2.1.6 attribUtinG Variability in 
 reGression  analysis
In addition to there being covariances between the 
various proxies describing natural variability, these 
proxies are not fully orthogonal to the trend term and 
thereby influence trend estimates and their sensitiv-
ity. This long-recognized issue has been the subject 
of continued efforts in recent years to quantify trend 
sensitivity to the combination and description of 
natural proxies (de Laat et al., 2015; LOTUS, 2018). 
Figure 3-7 shows an example of an ozone time series, 
the proxies for natural variability used in the LOTUS 
analysis (scaled by their regression coefficients), and 
the ozone fit residuals resulting from subtraction of 
those proxy terms.  
As discussed in Section 3.2.1.5, inclusion of the AO, 
AAO, NAO, or EHF proxies has a negligible impact on 
trends for most zonally averaged satellite profile data-
sets (LOTUS, 2018). Trend uncertainties are slightly 
affected by these terms but not to the extent that insig-
nificant trends become significant, or vice versa. The 
use of solar, QBO, and ENSO proxies is well estab-
lished. Their omission results in 1–2% decade−1 chang-
es in piecewise linear profile trends and a decrease in 
overall significance levels (LOTUS, 2018). The impact 
of the solar cycle term on upper-stratospheric trends 
diminishes to 0.5% decade−1 for regression analyses of 
data extending past 2014. Furthermore, the choice of 
solar proxy is found to be not particularly important 
for time series of this length (LOTUS, 2018). Using 
a lag for the ENSO term (see Section 3.2.1.3) main-
ly affects trend uncertainties, not the trends, but no 
consistent picture emerges regarding the magnitude 
of the impact or the parts of the atmosphere for which 
a lag is important. Adding a third QBO EOF into the 
regression has negligible impacts on the trend and 
uncertainty results (LOTUS, 2018). 
Including an aerosol proxy primarily affects trend 
results in the lower stratosphere. Some aerosol de-
pendence is seen across datasets in the middle to 
upper stratosphere, and coherence of this dependence 
across datasets adds confidence that it is likely real 
(LOTUS, 2018). The proxy terms for El Chichón and 
Mount Pinatubo scale differently, and it is often nec-
essary to separate them and use different time lags 
for each term. It is quite important to accurately rep-
resent the Pinatubo event, because it tends to have a 
large impact on the trend term, especially when using 
piecewise linear trends. In recent years, there have 
been numerous small volcanic eruptions (Solomon 
et al., 2016b; Section 3.2.1.4), and the aerosol proxy 
time series have not yet been extended to cover these 
events. A pragmatic approach used in LOTUS is to 
repeat the last month of the aerosol proxy time se-
ries (September 2012) to extend the record (LOTUS, 
2018). This choice has a negligible effect on trend 
results since the aerosol regression term is primari-
ly constrained by the period immediately following 
the Pinatubo eruption rather than by aerosol loading 
during the last five years (Figure 3-7). 
3.2.2 Trend Models
The proxies discussed in Section 3.2.1 describe peri-
odic or transient variations in ozone in Equation (1), 
with the longer-term evolution characterized by the 
Trend term in Equation (1). Trends are often modeled 
as two linear terms that are either connected (piece-
wise linear trend, PLT) or disconnected (independent 
linear trend, ILT). Alernatively, an additional proxy 
function (e.g., equivalent effective stratospheric chlo-
rine, EESC) can be used to attribute long-term chang-
es in ozone to a particular process, such as changes in 
ODSs. 
Both PLT and ILT trend estimates are sensitive to 
the start- and endpoints of the time series, but this 
sensitivity decreases as the length of the time series 
increases. For stratospheric ozone trends, the ad-
vantages of ILT over PLT are that outliers in the mid 
1990s affect only one trend, not both, and that no 
linear model is forced during the turnaround period, 
when the time series behaves nonlinearly. The inflec-
tion time in the PLT model is generally fixed to ~1997 
(Harris et al., 2008; Kyrölä et al., 2013; Chehade et 
al., 2014; Damadeo et al., 2014), coinciding with the 
turnaround in ODS concentrations (see Chapter 1). 
Changing this inflection point impacts PLT trends 
in the upper stratosphere; for datasets that end in 
2016, PLT trends systematically increase by up to 
0.3%  decade−1 (at mid-latitudes) for every forward 
shift in inflection time of one year. Changing the start 
year for recovery in the ILT analyses from 1997 to 
2000 leads to a change in the trends of up to 1–1.5% 
 decade−1 (Figure 3-8; LOTUS, 2018). Hence, trends 
calculated over different time periods are not directly 
comparable, and the level of disagreement depends 
on the trend model and the dataset (LOTUS, 2018). 
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Figure 3-7. Terms in the regression of monthly deseasonalized ozone anomalies from SAGE-CCI-OMPS at 
42 km in the 35°–60°N zonal band. The top panel shows observed monthly mean anomalies (in %; gray line) 
relative to the annual cycle of ozone. The black line is the result of the regression model including the inde-
pendent linear trends (ILTs; thick blue lines). The light blue line shows the sum of the terms of the regression 
model without the ILTs included. The middle panel shows the residual in the observed ozone when the long-
term trend and regressed natural variations are subtracted. The bottom panel shows the relative contribu-
tions of (from top to bottom) the solar flux, QBO, ENSO, and aerosols to the reconstructed time series (light 
blue line) in the top panel. The same vertical scale is used for all time series. Dashed lines fall outside the 
period used by the MLR. Observations and regression model are those used by LOTUS (2018).
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This issue should not be overlooked when comparing 
trends and their significance from different analyses.
Long-term changes in ozone can also be represented 
as a nonlinear process; e.g., proportional to a measure 
of total stratospheric halogen loading such as an EESC 
proxy. EESC is calculated from emission rates of chlo-
rofluorocarbons and related halogenated compounds, 
given their individual Ozone Depletion Potentials 
(ODPs) and certain assumptions regarding transport 
Figure 3-8. Sensitivity of ozone profile trend estimates to the modeling of the trend in the regression 
 (independent, piecewise, or EESC) and its starting point. Results are shown for GOZCARDS v2.20 (top row) 
and SBUV MOD v8.6 (bottom row) at mid-northern latitudes for the past two decades. Trends in the upper 
stratosphere vary by 1–2 % decade−1 depending on the trend model and regression period. Adapted from 
LOTUS (2018).
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times into the stratosphere. EESC-derived trends are 
primarily used for attribution studies. They are not 
well suited to detection of recent trends because the 
model uses a single fit coefficient, which is primarily 
constrained by the early period of large EESC increas-
es and ozone depletion rates.  The small ozone changes 
observed in recent years are poorly described by the 
modest post-turnaround decline in EESC (Damadeo 
et al., and 2014; Frith et al., 2017). In fact, the strong 
 anti-correlation between EESC and ozone in the early 
period can force an erroneous, statistically significant 
positive trend in the latter period, even through syn-
thetic time series in which EESC does not decrease 
(Kuttippurath et al., 2015). Models with two orthog-
onal EESC terms avoid such trend bias by effectively 
leaving the turnaround time and  ozone depletion/re-
covery rate as free parameters (Damadeo et al., 2014, 
2018), but this renders attribution of trends to chang-
es in ODSs less straightforward. Adaptive techniques, 
such as dynamic linear regression models (DLMs; 
Laine et al., 2014, and Ball et al., 2017) and ensem-
ble empirical mode decomposition (EEMD) methods 
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(Bai et al., 2017), do not rely on a priori information 
for the long-term behavior of ozone. Trends are al-
lowed to evolve over time, more accurately reflecting 
observed changes, especially when compared to single 
EESC models (Bai et al., 2017). The diagnosed differ-
ence of several percent per decade between PLT and 
DLM trends is not significant. However, uncertainties 
of DLM trends are generally larger, such that they are 
more likely to be insignificant than PLT trends. Tests 
on synthetic data hint that the DLM method provides 
more accurate errors (Ball et al., 2017). 
Artifacts in the time series—such as sudden chang-
es in the mean value or noise level, or more gradual 
changes due to drifting satellite orbits or instrument 
performance (e.g., Weatherhead et al., 2017)—are 
usually not modeled in a regression. Some artifacts 
are large and contribute considerably to the random 
component of the trend uncertainty budget, while 
others contribute to the systematic error. Accurate 
estimates of the latter remain challenging for a num-
ber of reasons, despite considerable progress in recent 
years, particularly in analysis of data from the middle 
and upper stratosphere (Section 3.1.4). 
Random errors derived from regression residuals 
are typically in the range of 0.5–1% decade−1 (1σ). 
Discrepancies in trends for individual merged data 
records are estimated to range from 1.1 to 3.2% 
 decade−1 (1σ). Uncertainties in the regression analysis 
contribute 0.5–1% decade−1, and uncertainty in the 
long-term stability of satellite profile data records is 
currently thought to be about 1–3% decade−1 (LOTUS, 
2018). Averaging different trend results reduces some 
of the biases, assuming they are uncorrelated between 
the data analyses, but the assumptions going into the 
combination of trends derived from individual data 
records can play a considerable role in quantifying 
uncertainties in long-term changes (Harris et al., 
2015; Steinbrecht et al., 2017;  and LOTUS, 2018). 
This is further discussed in Section 3.3.2.
3.3 PAST OZONE IN OBSERVATIONS
3.3.1 Changes in Total Column Ozone
The time series for (near) global mean, mid-latitude, 
and tropical total column ozone are shown in Figure 
3-9 (Weber et al., 2018).
3.3.1.1 interannUal Variations
As discussed in Section 3.2.1, a large fraction of the 
total ozone variability is related to natural processes. 
The impact of these processes on the ozone layer de-
pends on season and latitude. To illustrate this, Figure 
3-10 shows a time–latitude cross section of total ozone 
deviations from the 1964–1980 annual cycle, clear-
ly showing a large degree of interannual variability. 
However, the ozone deviations in the extratropics are 
mostly negative (relative to pre-1980 levels) after the 
mid-1980s, indicating an overall decrease in ozone.  
Polar ozone depletion contributes to these negative 
anomalies as ozone-depleted polar air moves into 
lower latitudes. Strong negative anomalies at SH 
high latitudes in late 2015 to early 2016 reflect a large 
Antarctic ozone hole, whose extent was close to the 
all-time record. Record low temperatures likewise 
occurred in the Arctic stratosphere in late 2015 to 
early 2016 (see Chapter 4). In the Arctic, however, 
one study estimates that polar ozone depletion is re-
sponsible for only about one-third of the variability in 
NH mid-latitude ozone in spring, with dynamically 
driven differences in ozone transport between warm 
and cold winters responsible for the other two-thirds 
(Strahan et al., 2016).   
The 2015–2016 boreal winter was also characterized 
by an unprecedented disruption in the downward 
propagation of the QBO westerly phase (Newman et 
al., 2016; see Section 3.2.1.2). The associated decrease 
in tropical upwelling led to a positive perturbation in 
tropical total ozone, while weaker extratropical down-
welling decreased extratropical total ozone from April 
to September 2016 (Tweedy et al., 2017; and Weber et 
al., 2017).
3.3.1.2 total ozone trends
The total ozone trend estimates presented below are 
based on the ILT approach (Weber et al., 2018). The 
regression model (see Section 3.2.1) also includes 
seasonal, QBO, solar, and ENSO terms using the 
proxy data sources described in Table 3-1. 
The five bias-corrected merged time series (Appendix 
3A) for the tropical (20°S–20°N) and mid-latitude 
(35–60°S and N) zonal bands, along with ILT trend fits 
to the time series, are shown in Figure 3-11. Prior to 
1997, total ozone trends over the mid-latitudes of both 
Figure 3-9. Time series of annual mean 
total ozone in four zonal bands. Data 
are from WOUDC ground-based mea-
surements combining Brewer, Dobson, 
SAOZ, and filter spectrometer data (red 
lines;  Fioletov et al. 2002); the BUV-SBUV-
SBUV/2 v8.6 merged products from 
NASA (MOD v8.6; dark blue lines; Chiou 
et al., 2014, Frith et al., 2014), and NOAA 
(light blue lines; Wild et al., 2016); the 
GOME-SCIAMACHY-GOME-2 (GSG) prod-
uct from the University of Bremen (dark 
green lines; Weber et al., 2011) and GTO 
product from ESA/DLR (light green lines; 
Coldewey- Egbers et al., 2015). WOUDC 
values for 2016 are preliminary because 
not all ground station data were available. 
From Weber et al. (2018).
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hemispheres were about −3% ± 1.5% (2σ) decade−1. 
The 35°–60°S and 35°–60°N trends for 1997–2016 are 
about +0.6% decade−1 and +0.2% decade−1, respec-
tively, based on the average of trend estimates for five 
datasets. The total column ozone trends are not statis-
tically significant except for the GSG and GTO data-
sets (Appendix 3A) in the SH, which show a +0.7% 
± 0.7% decade−1 increase that just reaches the 2σ 
uncertainty level. Given the large (~5%) year-to-year 
variability in mid-latitude total column ozone, the ob-
served trends for 1997–2016 are consistent with the 
expected trends from EESC changes, which are about 
+1% decade−1. Note that the two independent linear 
fits are almost joined together in the SH but not in the 
NH. The tropical belt trends are nearly zero.  
Total ozone trends for the same five datasets are 
shown as a function of latitude for 5-degree latitude 
bins in Figure 3-12. The latitudinal dependence of 
the pre-1997 decrease was discussed in previous 
Assessments. The trend is nearly zero at the equator 
and becomes negative and statistically significant 
toward the poles. The trends over middle and high 
latitudes are about −3 to −6% decade−1, or about 
−5.5 to −11% over the entire 1979–1996 period. The 
trends over the 1997–2016 period, on the other hand, 
do not show any clear latitudinal dependence. They 
are close to zero over the equator and NH middle 
and high latitudes (35°–60°N). Positive values of up 
to 0.8% decade−1 are seen over the 30°–60°S latitude 
band, though they are not statistically significant. The 
trend at 20°N is positive and statistically significant 
in some datasets. An increase at that latitude can also 
been seen in Figure 3-10, where ozone values in the 
mid-1990s are noticeably lower than in recent years.
As discussed in Section 3.2.2, a common approach to 
estimating total ozone trends is to fit the ozone time 
Figure 3-10. Latitude–time cross section of deviations (%) of total ozone from the long-term (1964–1980) mean, 
estimated from the five datasets shown in Figure 3-9. Measurements from 1964–1970 are from the WOUDC 
ground-based dataset. Zonal averages were calculated for each dataset for each month of the year using data 
averaged over the years 1997-2016, when data from all five data sets are available. These monthly zonal aver-
ages for each dataset were subtracted from the original data, yielding monthly deviations (in percent) for the 
entirety of each data record. The deviations then were averaged over all of the datasets for each zonal band 
to form a single set of monthly zonal deviations. Finally, baseline monthly mean, zonal mean deviations were 
calculated from the 1964-1980 average, and differences from these baseline deviations were plotted.
Total Ozone Deviations (%), All Data
La
tit
ud
e
1964
60°
-20 20-7.0 7.0-5.0 5.0-3.0 3.0-1.5 1.50
30°
−30°
−60°
0°
1969 1974 1979 1984 1989
Year
1994 1999 2004 2009 2014 2019
Chapter 3 | Global Ozone
3.24
series using EESC. This approach works particularly 
well for ozone data integrated over the globe (with or 
without the polar regions), because dynamical fluc-
tuations are largely reduced by the global integration. 
Figure 3-13 shows global ozone with seasonal, QBO, 
solar, and volcanic effects removed and the best fit for 
the EESC curve overlaid, providing a picture of the 
extent of “unexplained” ozone variability (updated 
from WMO, 2011). While this method does not esti-
mate the rates of ozone change prior to and after the 
turning point separately, it is useful as an illustration 
because it indicates the overall agreement of ozone 
and ODS changes.
One study used a different technique, called a four-
step adaptive ozone trend estimation scheme, to iso-
late the long-term zonal ozone variability related to 
anthropogenic forcing (Bai et al, 2017). The technique 
does not require any a priori assumptions about the 
shape of the ozone trend.  With this technique, the 
turning point of the ozone change was determined to 
occur in the year 2000; i.e., later than the maximum 
of stratospheric ODSs and also later than the turn-
ing point typically used in ILT analyses. Otherwise, 
the study’s conclusions were similar to those from 
conventional methods. It finds that the rate of ozone 
change is positive after 2000 but that the record is still 
too short to identify a significant trend.
The datasets discussed above are based on measure-
ments in the UV or visible parts of the spectrum. 
Fourier transform infrared (FTIR) measurements of 
the solar spectrum can also provide total ozone col-
umns. The records of ground-based FTIR measure-
ments are now long enough to examine the trends. 
Data from eight FTIR sites with records starting from 
Figure 3-11. Annual mean total ozone time 
series of five bias-corrected, merged data-
sets in the 35°–60°S, 35°–60°N and 20°S–20°N 
 l atitude bands. The thick orange lines are the 
result from applying a multiple linear regres-
sion (MLR) model. The solid black lines indi-
cate the linear trends before and after the ODS 
peak in 1997, respectively. The shaded areas 
show the 2σ uncertainty of the MLR trend 
 estimates. Adapted from Weber et al. (2018).
Figure 3-12. Total ozone linear 
trend in % decade−1 as a func-
tion of latitude for 1979–1996 
(bluish colors) and 1997–2016 
(reddish colors) estimated for 
NASA MOD, NOAA SBUV, GTO, 
GSC, and WOUDC datasets. 
The thick blue line with blue 
2σ error bars and the thick red 
line with red 2σ error bars rep-
resent a weighted mean trend 
from the five (or three before 
1996) datasets for 1979–1996 
and 1997–2016, respectively. 
The weights are the inverses 
of the trend uncertainties 
from the individual datasets. 
Trends estimated using the 
individual datasets are shown 
by the thin lines as indicated. The 1979–1996 trends are not shown, as the GSG and GTO are available only 
after 1995. The uncertainty of the mean trend is the weighted standard deviation resulting from the averag-
ing. However, the uncertainties are sometimes very small, as all datasets agree at some latitudes very well. 
Therefore, the larger value of the weighted standard deviation and the mean of the individual uncertainties 
is plotted (in most cases, it is the latter). Adapted from Weber et al. (2018).
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Figure 3-13. Deseasonalized, area-
weighted total ozone deviations for 
60°S–60°N from the WOUDC dataset, 
adjusted for seasonal, solar, volcanic, 
and QBO effects (black line). The orange 
line represents the component of ozone 
 variability due to changes in the equiv-
alent effective stratospheric chlorine 
(EESC) based on a fit to data from 1964–
2016. The EESC curve for the  mid-latitude 
lower stratosphere is used for this plot.
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around 1995 have been found to be consistent with 
UV/VIS measurements (Vigouroux et al., 2015). The 
total ozone trends over middle and low latitudes are 
small and not significant for all stations except for 
Wollongong, located at 34°S, where the 1996–2012 
trend was 1.9% ± 1.1% decade−1.
Total ozone changes during the solstice seasons for 
35°–60°S and 35°–60°N for the period 1970–2016 
are shown in Figure 3-14. The ozone variability over 
mid-latitudes is highest during winter and is much 
lower during summer, though the winter and sum-
mer deviations are highly correlated. The long-term 
ozone decline in the Northern Hemisphere shows a 
seasonal dependence, with the average winter and 
spring 1997–2016 deviations from pre-1980 lev-
els of 3–4% and summer and autumn deviations of 
~2–2.5%. In contrast, there is no seasonal difference 
in the ozone decline in the Southern Hemisphere. The 
average 1997–2016 values are about 6% lower than 
the pre-1980 level for all seasons. In the Northern 
Hemisphere, large winter–spring ozone deviations 
such as those seen in 1993 and 1995 (points a and 
b in Figure 3-14) which were related to the Mount 
Pinatubo eruption, have not occurred recently. 
Summer deviations in 2011 and 2016 (points c and d 
in Figure 3-14) however, are among the largest in the 
record and comparable to those that occurred in 1993 
and 1995. The large Arctic ozone depletion events 
in 2011 and 2016, as well as the QBO disruption in 
2016 (Section 3.2.1.2) and the large 2015 ENSO event 
(Section 3.2.1.3) may have contributed to these large 
deviations. However, it is difficult to quantify these 
effects. Unlike in the Northern Hemisphere, summer-
time ozone values in the Southern Hemisphere are 
affected by the ozone hole and dilution of polar ozone 
to mid-latitudes (e.g., Fioletov and Shepherd, 2003). 
Long-term total ozone variations and trends are gen-
erally determined from zonal or global averages, but 
zonal asymmetries do exist. One study investigated the 
ENSO impact on the detectability of regional trends 
in total ozone (Coldewey-Egbers et al., 2014). Both it 
and another study (Knibbe et al., 2014) that used a 
different dataset (van der A et al., 2010, 2015) found 
that the effect of ENSO on total ozone is primarily 
seen over the Pacific. The contributions from most 
other factors showed little longitudinal dependence.  
In summary, the main results of this Assessment 
related to total column ozone are similar to those 
from the 2014 Assessment (WMO, 2014): column 
ozone remains below pre-1980 levels by 2–3% over 
NH mid-latitudes (35°–60°N) and by 5–6% over SH 
mid-latitudes (35°–60°S), with no major changes over 
the tropical region (20°S–20°N). Despite the fact that 
it has been nearly 20 years since the ODS turning point 
in 1997, we still do not see a statistically significant 
positive total ozone trend over the NH mid-latitudes. 
The trend is only +0.2% decade−1, which is consistent 
with expectations given the slow rate of ODS decline 
and large interannual variability. The trend over the 
Figure 3-14. Seasonal, area-weighted total ozone deviations from the 1964–1980 means, calculated for four 
seasonal averages for the latitude bands 35°–60°N (top row) and 35°–60°S (bottom row). The years on the 
horizontal scale correspond to the first month of the season. The arrows indicate large NH ozone deviations 
that occurred in the winter–spring of 1993 (a) and 1995 (b), as well as in the summer of 2011 (c) and 2016 (d) 
that are discussed in the text. Updated from WMO (2007).
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SH mid-latitudes is about +0.7% decade−1, which is 
just above the 2σ uncertainty level.
3.3.2 Trends in Ozone Profiles
3.3.2.1 time series
Figures 3-15 and 3-16 show time series of annual 
mean ozone concentration anomalies at four pressure 
levels from 70 to 2 hPa from various ground-based 
and satellite-based measurements records (Appendix 
3A), averaged over four latitude bands (LOTUS, 
2018). Chemistry–climate model simulations from 
CCMI-1 are also shown. Ozone anomalies are rela-
tive to the 1998 to 2008 climatology of each individual 
dataset. Figures 3-15 and 3-16 show overall consis-
tency among observations and between observations 
and models at the various pressure levels and latitude 
bands. The relatively narrow model ranges, as com-
pared to the interannual variability of the observa-
tions, can be explained to some extent by the lack of 
volcanic perturbations in some of the CCMI-1 simu-
lations, as well as by a 3-year smoothing applied to the 
model output. The larger variability of ground-based 
Figure 3-15. Evolution of annual mean deseasonalized ozone anomalies at the 2-hPa/42-km (left column) 
and 10-hPa/31-km (right column) levels. Satellite data and measurements from ground-based stations are 
averaged over four different latitude bands. Gray shadings correspond to the 10th–90th percentiles of the 
CCMI-1 model results. The model mean and median are also plotted, together with the ±2σ range of the 
models (gray lines). All anomalies are calculated relative to the base period 1998–2008; CCMI-1 model data 
are shown as 3-year weighted running means with a double weight for the central year (i.e., 1-2-1 weighting). 
Adapted from LOTUS (2018).
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observations relative to the satellite measurements is 
expected, given the small number of measurement 
stations providing long-term ozone measurements. 
As in the last Assessment, all datasets show an ozone 
decline up to the late 1990s, with a leveling off since 
then. At 2 hPa, most records indicate a slight increase 
of ozone over the 2000–2016 period that is most pro-
nounced in the Northern Hemisphere. In the CCMI-1 
simulations, the ozone decline before 2000 is linked to 
increasing ODS levels. After 2000, the ozone increase 
due to ODS decline is enhanced by upper-stratospher-
ic cooling associated with increases in GHGs (e.g., 
Randel et al., 2016) (Section 3.3.3). At pressures great-
er than 10 hPa, no increase in ozone is seen in the ob-
servational records, in broad agreement with the range 
of model simulations at these pressure levels. 
Figure 3-16. Same as Figure 3-15 but for levels 20 hPa/26 km (left) and 70 hPa/19 km (right). Adapted from 
LOTUS (2018). 
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3.3.2.2 ozone trends 2000–2016
The last Assessment examined ozone profile trends 
for both the period of ODS increases, up to about 
1997, and after the turnaround in ODS concentra-
tions. For the first part of the record, it confirmed the 
large negative trends of about −6 to −8% decade−1 in 
the upper stratosphere (around 2 hPa or 35–45 km al-
titude) that had been found in previous Assessments. 
For the period after the ODS peak, it reported a signif-
icant increase in ozone of 2.5–5% at around the same 
altitudes in the mid-latitudes and in the tropics. These 
findings were in agreement with CCMVal-2 model 
simulations, which attributed about half of this up-
per-stratospheric ozone increase to declining ODSs. 
The other half was attributed to increasing GHGs, 
which cool the upper stratosphere and reduce catalyt-
ic ozone loss rates.
Shortly after the release of the 2014 Assessment, 
several papers that reassessed ozone trends were 
published as part of the SPARC/IO3C/IGACO-O3/
NDACC (SI2N) initiative. The most prominent study 
re-evaluated long-term ozone profile trends from 
ground-based, single-satellite and merged satellite 
ozone records over the period 1979–2012 (Harris 
et al., 2015). Trends obtained before the ODS peak 
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were found to be similar to those reported previous-
ly, including in the 2014 Assessment. For the period 
after the peak in ODS concentrations, positive trends 
of ~2% decade−1 in mid-latitudes and ~3% decade−1 
in the tropics were found in the upper stratosphere. 
However, several methods were used to investigate the 
significance of the increasing trends and in all cases 
they were found to be insignificant throughout the 
stratosphere. One method, similar to that used in the 
previous Assessment, estimated the uncertainty of av-
erage trends from the weighted mean of the individu-
al variances but added an extra term for measurement 
drift, which was found to be ±3–5% decade−1 in the 
20–40 km altitude range and larger elsewhere (Hubert 
et al., 2016). A second method used the joint distribu-
tion of the individual variances around the arithmetic 
mean of the estimators e.g., (SPARC 2013). The main 
conclusion of the Harris et al. (2015) study was that 
the analyses included in the 2014 Assessment had un-
derestimated the uncertainties in the combined ozone 
records and that, given these uncertainties, it was too 
early to detect a significant trend given the length of 
the “recovery” period (1997–2012).
The differences in the conclusions regarding the sig-
nificance of increasing ozone trends between the 2014 
Assessment and Harris et al. (2015) were revisited 
under the LOTUS initiative (LOTUS, 2018). In par-
allel, one study using both newly released merged sat-
ellite records and ground-based datasets (Steinbrecht 
et al., 2017) and another using just satellite records 
(Sofieva et al., 2017) re-evaluated ozone profile trends 
using multi-linear regression analyses. Both studies 
found significant ozone increases in the upper strato-
sphere of about 2–2.5% decade−1 in the mid-latitudes 
of both hemispheres. Other recent analyses using 
ground-based datasets have also reported significant 
positive trends of ozone in the upper stratosphere 
(e.g., Moreira et al., 2015; Nair et al., 2015; Vigouroux 
et al., 2015).
However, at least in the case of SBUV long-term ob-
servations, inclusion of uncertainties in the calibration 
and drift of individual instruments in ozone profile 
merged datasets can result in relatively large errors in 
ozone trend results.  When Monte Carlo simulations 
are used to estimate uncertainties in ozone trends 
based on the SBUV MOD merged dataset over the pe-
riod 2000–2015, the significant ozone trends derived 
over the 1.6–1.0 hPa range from standard multi-linear 
regression analyses become insignificant at the 2σ 
level (Frith et al., 2017). 
Altitude–latitude cross sections of ozone trends de-
rived from the merged satellite ozone datsets consid-
ered in the LOTUS initiative are shown in Figures 
3-17 and 3-18 for the periods 1985–1997 and 2000–
2016, respectively. Trends were determined using the 
ILT regression model (Section 3.2.2). In Figure 3-17, 
the negative trends obtained in the upper stratosphere 
(e.g., above 35 km) are consistent in magnitude with 
previous studies. These trends range from −4 to −9% 
decade−1, depending on the satellite record, with larger 
negative trends in the Southern Hemisphere in some 
cases. For the 2000–2016 period (Figure 3-18), most 
records show significant positive ozone trends in the 
upper stratosphere, consistent with the recent stud-
ies discussed above. These positive trends are largest 
in the mid-latitudes of both hemispheres and range 
from 2 to 4% decade−1. Both SBUV merged records 
also show significant positive trends in the tropical 
upper stratosphere, although the significance is likely 
overestimated due to omission of the merging uncer-
tainies of the SBUV datasets (Section 3.1.4; Frith et 
al., 2017). Some significant negative trends are found 
in the tropical middle to lower stratosphere; these are 
seen primarily in the SBUV and SWOOSH records 
(LOTUS, 2018).  While merging uncertainties were 
not available for all datasets and thus not explicitly 
considered within LOTUS, they are to some extent 
taken into account in that the final trend uncertainty 
(Section 3.3.2.3) was derived from the trend ensem-
ble using the noise in the regression residuals and the 
spread in the derived trends. 
3.3.2.3 trend proFiles
Figure 3-19 shows individual trend profiles derived 
from the various data records used in LOTUS (2018) 
in four broad latitude bands. The pre-1997 trends are 
very similar across the datasets, within the uncer-
tainties of the measurements; the exceptions are both 
SBUV merged records, which show large differences 
from the other datasets in some regions due to larg-
er merging uncertainty in the mid 1990s (LOTUS, 
2018). In the post-2000 period, all individual merged 
records show significant trends, ranging from 2 to 5% 
decade−1, in the 5–2 hPa pressure range for 35°–60°N. 
Smaller positive trends are found in the other latitude 
bands, and some trend values are not significant, 
Figure 3-17. Ozone trends for the period 1985–1997 estimated from six satellite data records using the inde-
pendent linear trend (ILT) model. Gray stippling denotes results that are not significant at the 2σ level. Data 
are presented on the latitudinal grid and vertical coordinates associated with each dataset. Adapted from 
LOTUS (2018).
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especially in the tropics. In the middle and lower 
stratosphere, trends are generally not significantly dif-
ferent from zero. This includes the NH mid-latitudes, 
where most records show negative but not significant 
trends below 70 hPa. 
To facilitate comparison with model simulations, it is 
useful to calculate an average ozone trend profile from 
the individual trends derived from each observational 
record. However, the use of different averaging tech-
niques and different approaches to the calculation of 
average trend uncertainties can result in contradict-
ing statements regarding the significance of ozone 
recovery in the stratosphere (Figure 3-20). Various 
techniques have been used to merge the uncertainties 
in the past (e.g., Harris et al., 2015; Steinbrecht et al., 
2017); LOTUS (2018) introduced a new, more sta-
tistically robust method. This method includes both 
simple error propagation, which captures uncertain-
ties introduced by the data and the analyses, and the 
standard error of the mean, which captures system-
atic uncertainties such as those introduced by drifts 
between datasets. Another important parameter that 
impacts the uncertainty of combined trends is the es-
timated number of independent datasets. In LOTUS 
(2018), this number is determined from the correla-
tion of the fit residuals from the trend simulations; it 
Figure 3-18. Ozone trends for the period 2000–2016 estimated from six satellite data records using the inde-
pendent linear trend (ILT) model. Gray stippling denotes results that are not significant at the 2σ level. Data 
are presented on the latitudinal grid and vertical coordinates associated with each dataset. Adapted from 
LOTUS (2018).
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has been more subjectively determined in previous 
studies (Steinbrecht et al., 2017). The combined trends 
from the merged satellite datasets used in the LOTUS 
(2018) study are shown in Figure 3-21 and compared 
to the results from the last Ozone Assessment, as well 
as from the two major studies on ozone profile trends 
published since then (Harris et al., 2015; Steinbrecht 
et al., 2017). A significant ozone increase is found in 
the NH mid-latitude upper stratosphere regardless of 
the method used. In the tropics and SH mid-latitude 
upper stratosphere, however, trends are smaller, and 
their degree of significance depends on the method 
used to evaluate combined uncertainties.
3.3.2.4 ConsistenCy oF total ColUmn trends and 
inteGrated proFile trends
As shown in Figure 3-12, total ozone trends for the 
1997–2016 period are close to zero over all latitudes, 
with small positive but not statistically significant 
values at middle and high latitudes. Despite the small 
magnitude of these trends, the time series of global 
mean total ozone is, in fact, consistent with changes 
in EESC resulting from ODS changes (Figure 3-13).
However, ozone profile trends (Section 3.3.2) show 
a significant increase in ozone mixing ratios in the 
upper stratosphere; this is also thought to be due 
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to the decline in ODSs, with enhancement of up-
per-stratospheric cooling associated with increases 
in GHGs (Section 3.3.3). Though the contribution 
of the upper stratosphere to column ozone changes is 
small, it is necessary to understand the consistency or 
lack thereof among ozone trends in the upper, middle, 
and lower stratosphere and their relationship to total 
column changes.  
There is recent evidence for a continuous decline 
in lower-stratospheric ozone, based on merged 
SWOOSH-GOZCARDS-SAGE II-CCI-OMPS and 
SAGE II-OSIRIS-OMPS data (Ball et al., 2018). 
Partial column ozone anomalies (60°S–60°N) were 
calculated for three layers: the upper stratosphere 
(10–1 hPa), the middle stratosphere (32–10 hPa), and 
the lower stratosphere (100–32 hPa). The study found 
that for the 1998–2016 period, there was a highly 
probable recovery in the upper stratosphere, a rela-
tively flat trend in the middle stratosphere, and a con-
tinuous decrease in ozone in the lower stratosphere. 
Similar observational results showing a decline in 
lower-stratospheric ozone have also been noted by 
others (e.g., Bourassa et al., 2014, 2018; Steinbrecht 
et al., 2017; Sofieva et al., 2017) and can be seen in 
Figures 3-18 and 3-19 of this report. These figures 
show that the decline is largest and most consistent 
across datasets in the tropics. Several studies have 
addressed attribution of ozone trends in the tropical 
lower stratosphere (see Section 3.3.3.2). 
Ball et al. (2017) also found that stratospheric column 
ozone, which is dominated by lower-stratospheric 
ozone, decreased from 1998 to 2016. Using the OMI/
MLS tropospheric ozone residual column (Ziemke 
et al., 2006), the study suggests that the total column 
change is near zero because of increases in tropo-
spheric ozone that compensate for the decline in the 
stratosphere.
Though there does appear to be evidence from merged 
satellite datasets for a decrease in lower-stratospheric 
Figure 3-19. Ozone profile trends with 2σ uncertainties for the 1985–1997 (top row) and 2000–2016 time 
periods (bottom row) from the ILT regression for latitude bands 35°–60°S (left column), 20°S–20°N (center 
 column), and 35°–60°N (right column). Colored lines are the trend estimates from six individual merged data-
sets on their original vertical grid. Adapted from LOTUS (2018).
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ozone over the 1998–2016 period, it is not easy to 
assert the statistical significance of the trends be-
cause the uncertainties are very large there, as seen 
in Figure 3-19. In particular, the lower stratosphere 
is one of the most difficult regions for obtaining ac-
curate satellite observations because of steep vertical 
gradients in various atmospheric parameters around 
the tropopause. Natural variability is also large in the 
lower stratosphere. In fact, in a 9-member ensemble 
of a free-running CCM, 1998–2016 trends in the 
lower stratosphere varied from −6% decade−1 to +6% 
decade−1 among the ensemble members (Stone et al., 
2018).  Furthermore, a recent study showed that low-
er-stratospheric ozone and the total ozone column both 
increased sharply from 2016 to 2017, reversing much 
of the apparent decline in recent years (Chipperfield 
et al., 2018). Using a  chemistry-transport model, that 
study concluded that the observed changes in low-
er-stratospheric ozone have been dominated by dy-
namically driven variability and that there is no need 
to invoke the VSLS-driven ozone loss suggested by 
Ball et al. (2018) to explain them. Enhanced isentro-
pic transport between the tropical and extratropical 
lower stratosphere from 1998 to 2016, particularly in 
the NH mid-latitudes, has been proposed as a mecha-
nism for this dynamically driven decrease in ozone in 
the lower stratosphere (Wargan et al., 2018).
The tropospheric ozone trend and its role in total col-
umn changes require further investigation.  OMI/MLS 
Figure 3-20. Combined trends of six satellite data records with 2σ uncertainties for the pre-1997 period 
(top row) and the post-2000 period (bottom row) from the LOTUS analysis for three latitude bands 35°–
60°S (left column), 20°S–20°N (center column) and 35°–60°N (right column). Central trend estimates are 
identical for all methods (black lines). Green lines represent uncertainties calculated using the LOTUS 
method (Equation 5.1 in LOTUS, 2018); Blue lines represent the method of Steinbrecht et al. (2017) 
with the number of independent datasets estimated as 2 for pre-1997 and 3 for post-2000 trends; and 
red lines represent the J-distribution method used by Harris et al. (2015). Results shown here for the 
latter two methods were obtained using formulae that were modified to use an unbiased estimator 
of sample variance. Adapted from LOTUS (2018). 
Figure 3-21. Ozone profile trends from WMO (2014), Harris et al. (2015), Steinbrecht et al. (2017), and LOTUS 
(2018) are shown in red, orange, blue, and black, respectively1. The top row shows trends before the turn-
around of ODSs; the bottom row shows trends since the turnaround. Shaded areas and error bars represent 
the 95% confidence interval for the combined trend. Colored profiles are slightly offset on the vertical axis for 
display purposes. Steinbrecht et al. (2017) did not report or discuss pre-1997 trends but did calculate them 
and made them available for comparison here. Adapted from LOTUS (2018).
1Data included in the trends from each study are from the following periods:
Pre-turnaround Post-turnaround
WMO (2014) May 1970 / Feb 1979 / Oct 1984 –1997 Jan 2000–Dec 2013
Harris et al. (2015) (Sections 2.1 & 2.2) Feb 1979 / Oct 1984–Dec 1997 Jan 1998–Dec 2012
Steinbrecht et al. (2017) (Table 3) May 1970 / Feb 1979 / Oct 1984–Dec 1996 Jan 2000–Dec 2016
LOTUS (2018) (Table ES.1) Jan 1985–Dec 1996 Jan 2000–Dec 2016
WMO (2014) Harris et al. (2015) Steinbrecht et al. (2017) LOTUS (2018)
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is the only record of tropospheric ozone to show contin-
uous, near-global, monotonic increases in tropospheric 
ozone since 2004 (Gaudel et al., 2018). Other OMI re-
cords based on profile retrievals show much smaller in-
creases, and IASI measurements actually show a decline 
in tropospheric ozone since 2008. There is currently no 
consistent picture of changes in ozone throughout the 
troposphere over the past decade (Figure 3-22).
3.3.3 Impacts of Changes in Ozone- 
Depleting Substances and 
 Greenhouse Gases on Ozone Trends
A comprehensive interpretation of observational 
records must be supported by chemistry–climate or 
chemistry-transport modeling. CCMI-1 modeled 
ozone profile trends are in excellent agreement with 
the observed trends (Section 3.3.2.3), except in the 
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SH lowermost stratosphere during the period of 
ozone depletion (Figure 3-23). Idealized scenarios 
run by a subset of these models allow the attribution 
of ODS and GHG effects on ozone changes.
The evolution of stratospheric ozone in a changing 
climate depends on (in addition to ODS change): 
cooling of the stratosphere due to increases in 
GHGs; changes in transport (Brewer–Dobson circu-
lation); and changes in ozone chemistry (N2O/NOx 
and CH4/HOx).
While past changes in stratospheric ozone were 
primarily due to anthropogenic emissions of 
 ozone-depleting substances (ODSs), the evolution of 
stratospheric ozone in the 21st century will be con-
trolled not only by the decline in ODSs but also, to 
a large extent, by the increase in greenhouse gases 
(GHGs) such as CO2, CH4, and N2O. This section 
updates the attribution of past changes in ozone to 
changes in ODSs and GHGs, separated for the pe-
riods 1979–1996 and 2000–2016. This attribution is 
based on a multi-model analysis of simulations from 
CCMI-1 (Figure 3-24).
Figure 3-24 provides an update of the attribution of 
ozone trends due to ODS and GHG changes, based 
on output from the seven CCMI-1 models that per-
formed all of the required simulations. In addition to 
the standard (REF-C2) model simulations including 
all forcings (ODSs and GHGs), a set of sensitivity 
simulations was run with either changes in ODSs only 
(i.e., with fixed GHGs) or with changes in GHGs only 
(i.e., with fixed ODSs). In the REF-C2 simulations, 
ODS and GHG concentrations follow the RCP-6.0 
scenario, consistent with observed concentrations 
before 2005. Sea surface temperatures were either 
prescribed from an offline model simulation, which 
was performed using either the same model or a dif-
ferent model, or they were internally calculated via 
a coupled ocean model (Morgenstern et al., 2017). 
Trends were calculated as independent linear trends 
(ILTs) consistent with observed trends, using proxies 
derived from the variability in each model for QBO, 
ENSO, solar cycle, and aerosol optical depth.
In line with previous results, this analysis shows that 
negative ozone trends over the period 1979–1996 are 
primarily due to the increase in ODS concentrations. 
Model simulations with fixed ODSs exhibit small, 
statistically insignificant trends, except in the tropical 
lower stratosphere. In this region, the simulations in-
dicate that the 1979–1996 ozone decrease may mostly 
Figure 3-22. Time series of the tropospheric ozone burden, calculated from measured tropospheric ozone 
columns for seven satellite records. All instruments are nadir-viewing and have differing vertical sensitivi-
ties. The black line is the OMI/MLS tropospheric ozone residual product; the dark red and orange lines are 
IASI retrievals using the Fast Optimal Retrievals on Layers (FORLI) and SOftware for a Fast Retrieval (SOF-
RID) algorithms; respectively; the blue line is the OMI optimal estimation retrieval from Rutherford Appleton 
 Laboratories (RAL); and the gold line is a combined GOME and OMI time series from Smithsonian  Astrophysical 
 Observatory. The green and purple lines are standard products from SCIAMACHY and TES, respectively. See 
Gaudel et al. (2018) and references therein. Adapted from Gaudel et al. (2018).
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Figure 3-23. Measured and modeled ozone 
trends for the NH mid-latitudes (top row), tropics 
( middle row), and SH mid-latitudes (bottom row) 
for the pre-1997 (left column) and post-2000 (right 
 column) periods. The black line is the combined 
 satellite-based ozone trend from LOTUS, with 2σ 
uncertainties, the blue line is the median model, 
and the gray line is the multi-model mean. The 
gray envelope shows the 2σ variance of the mod-
els. CCMI-1 REF-C2 simulations are shown.
Figure 3-24. Attribution of stratospheric ozone 
profile trends for 1979–1996 (left column) and 
2000–2016 (right column) due to ODSs and GHGs 
based on CCMI-1 model simulations. The top row 
shows the trends for NH mid-latitudes (35°–60°N); 
the middle row, for the tropics (20°N–20°S); and 
the bottom row, for SH mid-latitudes (60°–35°S). 
The gray lines show the multi-model mean of 
seven REF-C2 simulations including all forcings, 
with the shading indicating the 2σ range. The light 
blue lines show the median for all forcings. The 
red and blue lines represent the median trends 
due to ODSs only (i.e., with fixed GHGs) and due to 
GHGs only (i.e., with fixed ODSs), respectively. The 
same subset of seven models are used in all cases. 
Adapted from LOTUS (2018).
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be due to an increase in GHGs. However, uncertainties 
in the lower stratosphere are large, as expressed by the 
relatively large spread in model results. Positive ozone 
trends in the lower stratosphere over the 2000–2016 
period in the mid-latitudes of both hemispheres are 
consistent with the decline in ODSs, as the all-forcing 
REF-C2 simulations show positive ozone trends in 
this region similar to the ODS-only simulations.
In the upper stratosphere, ODS and GHG changes 
both contribute more or less equally to the positive 
ozone trends over the 2000–2016 period, again large-
ly in agreement with previous results. The GHG-
induced ozone increase in the upper stratosphere is 
primarily a result of cooling associated with GHGs, 
which reduces catalytic ozone loss rates. Furthermore, 
these simulations confirm previous findings that in 
the upper stratosphere, the effects of declining ODSs 
and increasing GHGs add approximately linearly. 
3.3.3.1 eFFeCts oF Very short-liVed sUbstanCes
Halogens from very short-lived substances (VSLSs; 
i.e., from halogenated ozone-depleting substances 
with lifetimes shorter than a few months) may con-
tribute to ozone trends, in particular in the lowermost 
stratosphere, even when the concentrations of VSLSs 
themselves exhibit no trend (e.g., Dvortsov et al., 1999; 
Salawitch et al., 2005; Sinnhuber et al., 2009). They do 
so by providing additional chemical reaction partners 
for bromine and chlorine from anthropogenic long-
lived source gases. One study described simulations 
with the chemistry–climate model EMAC over the 
timeframe 1960–2005 with and without the inclusion 
of brominated VSLSs (Sinnhuber and Meul, 2015). 
It found that a constant contribution of brominated 
VSLSs, producing about 6 ppt of additional bromine, 
led to column ozone changes in better agreement with 
observations and a stronger negative ozone trend in 
the mid-latitude lowermost stratosphere for the 1979–
1995 period. The study also found a stronger positive 
trend for the 1996–2005 period, but the considered 
time period was too short for a robust estimate of the 
effect on ozone trends. The largest effect of brominat-
ed VSLSs on ozone was found for polar winter–spring 
ozone loss in the lower stratosphere and, in particular, 
the Antarctic ozone hole (Chapter 4, Sections 4.3.3 
and 4.5.3.4).
Model calculations show that column ozone is re-
duced by about 1% at low latitudes and about 5% at 
high latitudes relative to a model simulation without 
VSLSs when best estimates for the present-day strato-
spheric loading of brominated and chlorinated VSLSs 
are used (Figure 3-25; Hossaini et al., 2015). The 
largest ozone reductions due to VSLSs occur in the 
lowermost stratosphere below 20-km altitude, where 
present-day ozone reductions due to VSLSs could 
be almost half as large as the ozone depletion due to 
long-lived ODSs, depending on the assumed VSLS 
scenario (Figure 3-25). Although the effectiveness 
of VSLSs to deplete ozone depends on the anthropo-
genic halogen loading, VSLSs have contributed to the 
lower-stratospheric ozone decrease since preindustri-
al times. Lower-stratospheric ozone changes due to 
the presence of brominated VSLSs have resulted in an 
estimated radiative forcing of about 0.02 W m-2 since 
the preindustrial period (Hossaini et al., 2015).
Brominated VSLSs are emitted primarily from bio-
genic oceanic sources (such as phytoplankton and 
seaweed) and contribute significantly to the current 
stratospheric bromine loading (see Chapter 1); in 
contrast, chlorinated VSLSs are emitted primarily 
from anthropogenic sources (although there are also 
significant natural sources of methyl chloride) and 
currently contribute little to stratospheric chlorine 
loading. However, some of the chlorinated VSLSs, and 
in particular CH2Cl2, have shown relatively large in-
creases in recent years (Hossaini et al., 2015; Hossaini 
et al., 2017; Oram et al., 2017). The impact of anthro-
pogenic chlorinated VSLSs on past ozone trends is 
still small (Hossaini et al., 2015), but may become 
important in the future if the observed increase in 
emissions of CH2Cl2 continues (Hossaini et al., 2017).
All CCMI-1 models now include additional bromine 
from VSLSs (Morgenstern et al., 2017). Two studies 
have investigated the impact of VSLSs on ozone re-
covery in chemistry–climate model simulations, with 
a focus on polar ozone, where the effects are largest 
(Oman et al., 2016; Fernandez et al., 2017; see Chapter 
4, Section 4.5.3.4). 
3.3.3.2 tropiCal ozone ChanGes
Past Assessments (WMO, 2011; WMO, 2014) have re-
ported observed negative ozone trends in the tropical 
lower stratosphere, in overall agreement with avail-
able chemistry–climate model simulations. Modeled 
changes in tropical stratospheric ozone columns 
using the CMAM chemistry–climate model over the 
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1960–2010 period are broadly consistent with satel-
lite observations based on LIMS, SAGE I and II, and 
MIPAS, although the modeled decrease in tropical 
ozone is smaller than that deduced from SAGE II 
(Shepherd et al., 2014). The model shows a decrease 
of tropical (25°S–25°N) stratospheric ozone of 5.2 
± 1.7 DU between the 1964–1978 and 1996–2002 
periods, with the largest decrease in tropical strato-
spheric ozone before 1990 and little change since the 
mid-1990s. This is consistent with results presented 
in this Assessment and with the analysis in the last 
Assessment (WMO, 2014); while both model simu-
lations and observations show negative trends in the 
tropical lower stratosphere since 2000 (Figure 3-23), 
these trends are not significant except at 30–50 hPa 
in the SBUV MOD dataset. In CMAM, the 1990s de-
crease in stratospheric ozone is partly compensated 
by a modeled increase in tropical tropospheric ozone 
of 2.9 ± 0.7 DU over the same period (Shepard et al., 
2014). The modeled decrease in stratospheric ozone 
can be largely attributed to the increase in ODSs; a 
model simulation with constant ODSs shows only a 
small and insignificant decrease in the tropical strato-
spheric ozone column of 0.3 ± 1.8 DU between the 
1964–1978 average and the 1996–2002 average.
Another study similarly demonstrated that observed 
variations in tropical lower-stratospheric ozone are 
captured by a chemistry-transport model driven with 
meteorological reanalysis fields (Aschmann et al., 
2014). The lack of ozone decline after the mid-1990s 
was explained by changes in not only the strength but 
also the location of the tropical upwelling region. This 
argument, that structural changes in upwelling are re-
sponsible for changes in tropical ozone trends, is sup-
ported by another analysis using satellite observations 
(Stiller et al., 2017). MIPAS measurements indicate 
a southward shift of up to 5 degrees in the lower- to 
middle-stratospheric upwelling region during the 
period 2002–2012. This shift also appears to explain 
observed hemispheric asymmetries in trends in other 
long-lived trace gases (Stiller et al., 2017).
Separating chemical- and transport-related effects 
(in particular ozone reductions due to an increase in 
tropical upwelling; Chapter 5, Section 5.3.2) is not 
trivial, as recent papers (Oberländer-Hayn et al., 2015; 
Polvani et al., 2017) have emphasized that ODS chang-
es may have had a significant or even dominant im-
pact on changes in tropical upwelling, thus leading to 
the observed decreases in tropical  lower-stratospheric 
ozone. One study used a set of simulations from the 
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Figure 3-25. Effect of VSLSs on present-day (2011) ozone columns (calculated as the difference between 
simulations with and without VSLSs) as a function of latitude (left), and the impact of ODSs (purple) and 
VSLSs (black) on global mean ozone profiles (right). Shading indicates the range of current estimates of the 
contribution of VSLSs to stratospheric bromine. Adapted from Hossaini et al. (2015).
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GEOSCCM with small ensembles of single forcings 
and concluded that dynamical responses to ODSs are 
the main driver for past changes in tropical upwell-
ing (Polvani et al., 2017). It suggests that the mecha-
nism of such a response may relate to changes in the 
thermal structure of the lower stratosphere caused by 
polar ozone depletion, which could alter the propaga-
tion and dissipation of planetary-scale waves. Another 
study, based on simulations with the EMAC chemis-
try–climate model, finds that ODSs contributed about 
equally with other GHGs to past changes in tropical 
lower-stratospheric upwelling (Oberländer-Hayn et 
al., 2015). 
3.4 PROJECTED OZONE CHANGES
Models have always been tools to test process under-
standing and to project possible future developments. 
Box 3-2 summarizes the evolution of models used in 
Ozone Assessments since 2002 and introduces the 
model runs used in this Assessment. 
Box 3-2. Modelling past and future changes in ozone: Model heritage and application
Modelling in support of the Ozone Assessments has a long tradition. For example, the 
2002 Assessment used a selection of early 3-dimensional (3-D) Chemistry-Climate Models 
(CCMs) to assess polar ozone changes. However, a large amount of information, in particu-
lar in the global ozone chapter, was derived from 2-dimensional (2-D) models. In the 2006 
Assessment, 3-D Chemistry Transport Models (CTMs) were extensively used to discuss past 
ozone changes and were complemented with 3-D CCMs. The projected changes for the 21st 
century were extensively discussed in a separate chapter that used 2-D models and (very 
extensively) 3-D CCM results, largely emerging from the CCMVal (CCM Validation) ac-
tivity. The model results were used to characterize future changes in ozone, including the 
return dates. The 3-D CCM modelling results for the 2010 Assessment were produced in the 
context of a comprehensive model evaluation in the framework CCMVal-2 (SPARC, 2010). 
A summary of the participating models can be found in Morgenstern et al. (2010). In the 
2014 Assessment, results from this exercise were also used and complemented with results 
from newer publication. Prior to the 2014 report the CCMVal activity was superseded by the 
Chemistry-Climate Modelling Initiative (CCMI), which has a wider remit than CCMVal.
Earlier versions of most models contributing to CCMI in the context of stratospheric ozone 
variability and trends were evaluated in CCMVal-2. As can be expected, some models have 
been changed more than others; however their fidelity is always assessed by modelling the recent past. A 
summary of relevant models and their configurations can be found in Morgenstern et al. (2017). Generally, 
there is a trend to higher spatial resolution, more processes and the option to run more models with inter-
active ocean and sea-ice coupling. In previous CCM projections there was a clearer disjoint between model 
configurations used for CCMVal and model configurations used for CMIP (Coupled Model Intercomparison 
Project). Often, when projecting ozone changes, CCMs prescribed the future sea-surface temperatures and 
sea-ice coverage from their nearest CMIP relative. The CMIP model would be run without chemistry (pre-
scribing ozone – perhaps from CCM integrations – in the radiation), but with an interactive ocean and 
sea-ice. This circularity can now be overcome by running atmosphere-ocean CCMs consistently. However, 
it is important to remember that the ozone projection will rely in both cases on the chosen climate change 
scenario (see table below and Meinshausen et al., 2011 for the definition of the RCPs).
Other model changes relate to the complexity of the chemistry (more emitted species, more reactions in the 
troposphere) and to a better understanding of the halogen budget, including the role of VSLSs. The impact 
of concentration and flux boundary conditions on lifetimes of halogen-containing species was evaluated in 
the SPARC Report No. 6 using a subset of CCMs from CCMVal-2/CCMI.
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Name of 
Simulation
Type of Simulation Purpose Features
REF-C1
Hindcast simulation 
of the period 
1960–2010
To produce realistic simulations of 
the past atmospheric state 
GHG*, ODS*, background and volcanic aerosol, 
solar variability, ozone and aerosol precursors, 
SST*, SIC*, VSLSs* are prescribed from observations
REF-C1SD
Hindcast simulation 
of the period 
1980–2010
Same as  REF-C1, but with the 
CCM dynamics nudged to 
observed meteorology
Same as in REF-C1; SSTs and SIC are consistent with 
meteorological reanalyses
REF-C2
Consistent 
simulation from 
the past into the 
future for the period 
1960–2100
To produce best estimates of the 
future ozone and climate changes 
under specific assumptions of 
GHG and ODS evolution
Observations until 2005; then prescribed future 
scenarios for GHG and ozone/aerosol precursors 
(medium RCP6.0), ODS (WMO, 2011), background 
aerosol, projected solar variability, VSLSs; SST and 
SIC modeled
SEN-C2-
RCP2.6
Same as in REF-C2 
but for the period 
2000–2100
To assess the future evolution of 
ozone  and climate change under 
GHG scenarios other than RCP6.0
Same as in REF-C2, but GHG and ozone/aerosol 
precursors according to RCP2.6 scenario; SST and 
SIC consistent with RCP2.6 scenario
SEN-C2-
RCP4.5
Same as in REF-C2 
but for the period 
2000–2100
To assess the future evolution of 
ozone  and climate change under 
GHG scenarios other than RCP6.0
Same as in REF-C2, but GHG and ozone/aerosol 
precursors according to RCP4.5 scenario; SST and 
SIC consistent with RCP4.5 scenario
SEN-C2-
RCP8.5
Same as in REF-C2 
but for the period 
2000–2100
To assess the future evolution of 
ozone  and climate change under 
GHG scenarios other than RCP6.0
Same as in REF-C2, but GHG and ozone/aerosol 
precursors according to RCP8.5 scenario; SST and 
SIC consistent with RCP8.5 scenario
SEN-C2-fODS
Same as in REF-C2 
for the period 
1960-2100
To assess the effect of halogens 
on stratospheric ozone and 
climate change in the presence of 
climate change
Same as in REF-C2, but with halogens (ODS) fixed 
at 1960 levels
SEN-C2-
fGHG
Same as in REF-C2 
for the period 
1960–2100
To assess the impact of halogens 
on the atmosphere in the absence 
of climate change
Same as in REF-C2, but with GHG fixed at 1960 
levels and 1955–1964 average values from REF-C2 
for SST and SIC repeating each year
*GHG: Greenhouse gases; ODS: Ozone depleting substances; SST: Sea surface temperature; SIC: Sea-ice concentration; VSLSs: 
Very short- lived halogenated substances
3.4.1 Expected Return to 1980  Levels 
 and Ozone Recovery
One of the most critical roles that models play in the 
assessment process is to provide projections of the fu-
ture evolution of ozone, with the return to 1980 values 
being a convenient definition of an ozone recovery 
milestone. Previous Assessments have discussed trop-
ical and global annual mean total column ozone time 
series from individual models or multi-model means 
(see Box 3-2 for a timeline of modeling and current 
experimental setups). In the last two Assessments, the 
results of the CCMVal-2 initiative have been utilized. 
Here, we provide an update using recent integrations 
from CCMI-1. The increased availability of simula-
tions from models and ensemble integrations within 
CCMI-1 provides a new resource for assessing past 
and future ozone changes. However, the ability to dis-
cern the robustness of ozone return dates is limited 
by the newness of the results and the resulting lack of 
comprehensive validation across models. 
Figure 3-26 presents the modeled total column ozone 
time series from 1960 to 2100 from bias-adjusted 
CCMI-1 multi-model means for the tropical belt and 
for global annual means. To provide a measure of 
the spread that is realistic but not overly influenced 
by outliers, the envelope is calculated from models 
that fall within 1σ of the multi-model mean (denot-
ed MMM1S; see Dhomse et al., 2018 for details). 
The MMM1S return dates are generally found to be 
consistent with those derived from the median model 
(Dhomse et al., 2018).
Box 3-2, continued.
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The most appropriate (based on the chosen bound-
ary conditions) free-running model representation of 
past total ozone is REF-C1 (blue lines in Figure 3-26). 
REF-C1SD (green lines) should be an even more ac-
curate representation, as the individual models’ cir-
culation and thermal structure are relaxed toward 
analyzed values, thus providing extra information 
about “realistic” temporal changes to the models. 
Theoretically, REF-C1SD should provide the best rep-
resentation of observed ozone anomalies (in partic-
ular the timing of low/high ozone events). However, 
there are large differences among models in how the 
specified dynamics were implemented. REF-C1 is still 
able to capture the long-term variability as imposed 
by the boundary conditions, but it does not accurately 
capture extremes or particular events. By construc-
tion, REF-C2 (red lines in Figure 3-26) should be 
similar to REF-C1 for the past. However, the bound-
ary conditions are extended into the future following 
the RCP-6.0 scenario in REF-C2, allowing the identi-
fication of possible return thresholds in total ozone. 
A common point of reference is the occurrence of 
ozone values at 1980 levels (indicated by the horizon-
tal dashed lines in Figure 3-26). For a more detailed 
discussion of the use of return dates, see Box 3-3 on 
“Ozone return dates”.
Figure 3-27 provides a comparison of the 1980 total 
column ozone return dates from the last Assessment 
(WMO, 2014) with the corresponding MMM1S re-
sults from CCMI-1 (Dhomse et al., 2018) (see also 
details in Box 3-3). Many of the 20 CCMs analyzed 
provided ensemble integrations of the REF-C2 sce-
nario; if only a single model integration was available, 
then a 3-year boxcar smoothing algorithm was applied 
before ensemble mean model output and individual 
integrations were brought together (Dhomse et al., 
2018). Due to the large number of model realizations 
that are combined to derive the multi-model mean, 
internal variability contributes only a small amount 
to the uncertainty in return dates (indicated by range 
bars in Fig. 3-27). However, when determining wheth-
er the 1980s total ozone threshold has been met with 
either measurements or output from an individual 
model, the year-to-year variability of ozone due to 
internal atmospheric variability must be considered 
(e.g., Keeble et al., 2018). The multi-model median re-
turn dates are in good agreement with the MMM1S re-
sults, demonstrating the robustness of the analysis, but 
they have larger uncertainties (Dhomse et al., 2018). 
The MMM1S return year is used in this Assessment 
because it is a more comparable metric to the analysis 
in the last Assessment than the median return year. 
Figure 3-26. Adjusted and smoothed multi-model mean time series of annual mean tropical (left) and global 
(right) total column ozone (TCO) from CCMI models (colored lines) and from observations (solid black lines 
and symbols). Note that the multi-model mean uses a 1σ threshold (MMM1S) for filtering (for method see 
Dhomse et al., 2018, Figure 2, bottom). The dashed black lines represent 1980 values of TCO. 
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The delay in return dates seen in this Assessment rel-
ative to the 2014 Assessment results primarily from 
different assumptions made in the scenarios (see 
Box 3-3). The current best estimates for the range of 
years in which total ozone will return to 1980 values 
are 2042–2051 for the near-global mean, 2039–2050 
for the SH mid-latitudes, and 2020–2044 for the NH 
mid-latitudes. The systematic delay of return years 
relative to the last Assessment (WMO, 2014) does not 
imply deficits in understanding, but rather reflects 
updates to prescribed scenarios describing the future 
evolution of GHGs (chosen to be in line with CMIP5) 
and ODSs. The extended range of return dates for the 
tropical belt reflects the fact that some models will not 
return to their 1980 ozone values in the projected time 
window given the competing effects of climate change 
(declining lower-stratospheric ozone) and declining 
ODSs (increasing ozone) in the tropics.
3.4.2 Effects of Future Stratospheric 
 Temperature and Circulation Changes
As mentioned throughout this chapter, the evolution 
of stratospheric ozone in the 21st century will be con-
trolled not only by the decline of ODSs but also, to 
a large extent, by changes in GHG concentrations, 
most importantly CO2, CH4, and N2O. These GHGs 
affect stratospheric ozone through temperature and 
subsequent changes in dynamics and transport; CH4 
and N2O also affect ozone chemistry (e.g., Butler 
et al., 2016), as discussed in more detail in Section 
3.4.3.2. The impact of possible future GHG scenarios 
described by different Representative Concentration 
Pathways (RCPs) is discussed in Section 3.4.3.1.
The effects of GHG-induced temperature and circu-
lation changes on ozone are compared to the effects 
of declining ODSs in Figure 3-28, which shows re-
sults from time-slice simulations with different forc-
ings from the UM-UKCA chemistry–climate model 
Figure 3-27. Bar chart comparing WMO (2014) projected 1980 return dates (labeled CCMVal-2) to this Assess-
ment’s CCMI-1 1980 return dates as analyzed from the multi-model mean (MMM1S) time series. The global 
mean refers to 90°S–90°N for WMO (2014) and to a near-global mean (60°S–60°N), consistent with the obser-
vations presented in this chapter) in the case of MMM1S. The true and near-global mean should be very 
similar (Dhomse et al., 2018). A comprehensive table with more details is provided by Dhomse et al. (2018). 
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(Banerjee et al., 2016). The decrease in ODSs between 
the years 2000 and 2100 will lead to an ozone increase 
essentially everywhere in the atmosphere, with the 
largest percentage changes in the upper stratosphere 
at around 40 km and in the lower stratosphere at high 
latitudes, particularly in the Southern Hemisphere, 
where recovery of the Antarctic ozone hole is most 
notable. In contrast, changes in GHG concentra-
tions will lead to a more complex pattern of ozone 
changes, with increases in the upper stratosphere at 
Box 3-3.  Ozone Return Dates
A critical role of Ozone Assessments is to provide years at which (column) ozone is expected to return to a 
particular, historic level – so-called return dates. This Assessment tabulates ozone return to 1980 values only. 
Here, we explain how return dates are computed and clarify why our current estimate for when global, total 
ozone will return to the 1980 level is systematically delayed relative to the 1980 return given in the prior two 
Assessments.
Comprehensive Chemistry-Climate Models (CCMs) project climate, and interactively calculate ozone, for 
prescribed future abundances of greenhouse gases (GHGs) and ozone depleting substances (ODSs). Three 
types of uncertainties must be considered for return date estimates: internal variability, structural uncertain-
ty, and scenario uncertainty. 
Internal Variability. CCMs exhibit internally-generated variability that impacts ozone (e.g., polar strato-
spheric warmings). If multiple runs from one model exist for the same climate scenario, these so-called 
ensembles are averaged together. If only one run is available, the model output is smoothed with respect to 
time, prior to being combined with results from other models. Due to the large number of runs and models 
that are combined to derive the multi-model mean, internal variability contributes only a small amount to 
the uncertainty of return dates. 
Structural Uncertainty. CCMs represent processes, and their interactions, differently. This may lead to dif-
ferent return dates, for the same prescribed future levels of GHGs and ODSs. Several of the latest CCMs have 
interactive oceans and/or sea-ice modules, enlarging the degrees of freedom. In this and prior Assessments, 
structural uncertainty is quantified by examining output from many different models. While structural un-
certainty is certainly important for quantifying the range of expected return years, the introduction of three 
additional CCMs for this Assessment is not responsible for the delay of the return dates relative to prior 
Assessments. Structural uncertainty is, however, the driving factor of lower and upper limits for the range 
of years given in Table 3-4.
Scenario Uncertainty. CCM projections use prescribed scenarios for future ODSs and GHGs. The return 
dates reported in WMO (2011) and WMO (2014) were based on ODSs from the baseline scenario of WMO 
(2007) with an adjustment for HCFCs and GHGs from the Special Report on Emissions Scenarios (SRES) 
A1b scenario developed in IPCC (2000). Here, we use ODSs from the baseline scenario of WMO (2011) 
and GHGs from the Representation Concentration Pathway (RCP) 6.0 scenario developed by Masui et al. 
(2011) for IPCC (2013). As illustrated below, differences in future specifications of CO2, CH4, and ODSs are 
the likely cause of the obvious delay in return of ozone to the 1980 value relative to the projections of the 
previous Assessments. 
Most CCMs prescribe future abundances of GHGs and ODSs at the surface and compute the concentra-
tions in the atmosphere as a function of time. Panels a) and b) on the next page show significant differences 
in the  assumed evolution of CO2 and CH4 as used in model runs for the previous assessments (SRES A1b) 
and this assessment (RCP 6.0). Note that these differences in CO2 and CH4 have both direct and indirect 
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all latitudes, primarily due to GHG-induced cooling 
that slows down gas-phase ozone loss reactions. In 
the low-latitude lower stratosphere, however, ozone 
is projected to decrease due to changes in dynamics 
and transport, and, in particular, a strengthening of 
the BDC. This increase in the strength of the BDC is a 
robust finding in the CCMI-1 models, although there 
are still uncertainties in the magnitude (Morgenstern 
et al., 2018) and attribution of the strengthening 
(Chapter 5, Section 5.3.2). Lower-stratospheric 
ozone in middle to high latitudes may either increase 
or decrease, depending on the hemisphere and on 
the GHG scenario. In the more extreme RCP-8.5 sce-
nario, the upper-stratospheric increase in ozone due 
to GHGs is larger than that due to ODS decline. In 
the tropical lower stratosphere, ozone changes due to 
BDC alteration that are potentially driven by GHG 
increases will dominate (see also Section 3.4.3). 
A study diagnosing ozone sensitivity to varying 
GHGs and ODSs in CCMI-1 simulations finds vary-
ing degrees of consistency in the models’ responses in 
ozone to individual forcings, including some consid-
erable disagreement. It is suggested that some of these 
differences could be linked to circulation differences 
between the models (Morgenstern et al., 2018). The 
results in Figure 3-28 (Banerjee et al., 2016) are there-
fore an illustration of principle and not a universally 
valid result. 
     Box 3-3, continued.
 consequences for the climate change impact on ozone. Panel c) shows effective equivalent stratospheric 
chlorine (EESC) that can be used as a proxy of how the halogen loading evolves within the CCMs. The 
approximately 5-year delay in EESC drawdown in the WMO (2011) baseline scenario used in this as-
sessment relative to the previously-used scenario reflects new knowledge of lifetimes and emissions of 
various ODSs. This is another factor contributing to the overall delay in return dates.
Time series of a) CO2, b) CH4, and c) equivalent effective stratospheric chlorine (EESC) used as bound-
ary conditions for the CCM simulations analyzed for ozone return dates of this assessment (black solid) 
and of the prior two assessments (black dashed). For the baseline return dates of this assessment, future 
abundances of CO2, CH4, and all other GHGs are from the RCP 6.0 scenario developed for IPCC (2013) 
and ODS mixing ratios that drive EESC originate from WMO (2011). The prior two Assessments uti-
lized time series of GHGs from the SRES A1b scenario and ODSs from WMO (2007) with an adjust-
ment for HCFCs. The EESC curves in this figure were calculated for mid-latitude air with a lifetime of 3 
years, using the Newman et al. (2007) release factors.
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3.4.3 Sensitivity to the Specification of 
 Different Future Scenarios 
3.4.3.1 eFFeCts oF diFFerent representatiVe 
 ConCentration pathways
A number of CCMI-1 models provide estimates of the 
sensitivity of ozone to changes in other traces gases 
using simulations with different scenarios. The differ-
ent RCPs are GHG concentration trajectories first cho-
sen for the Coupled Model Intercomparison Project 
Phase 5 (CMIP5) to span a range of corresponding ra-
diative forcings by the year 2100 (see Box 3-2). While 
the standard reference simulations of CCMI-1 use the 
RCP-6.0 scenario, sensitivity simulations for RCP-2.6, 
RCP-4.0, and RCP-8.5 have also been carried out. 
Figure 3-29 summarizes the evolution of total ozone 
columns for the different RCPs (Dhomse et al., 2018). 
For global mean total ozone columns, the return to 
1980 values is faster and the possibility of super-re-
covery (i.e., the increase of ozone above historical lev-
els) is higher for the RCPs with larger GHG increases. 
This effect is largest in mid-latitudes, where RCP-8.5 
results in ozone increases of more than 20 DU above 
average 1980 levels at the end of the 21st century. 
RCP-4.5, in contrast, results in a return to 1980 glob-
al mean ozone columns in NH  mid-latitudes by the 
middle of the 21st century and shows little change af-
terwards. Tropical ozone columns for the multi-mod-
el mean do not fully return to pre-1980 levels in any 
of the scenarios. 
One study shows changes in tropical total column 
ozone for three altitude ranges (upper stratosphere, 
lower stratosphere, and troposphere) for three RCPs 
(4.5, 6.0, 8.5) from calculations with the chemistry–
climate model EMAC (Meul et al., 2016; Figure 3-30). 
Upper-stratospheric ozone columns (p<10 hPa) re-
cover to 1980 levels as early as ~2025 in all scenarios 
and show a super-recovery afterwards, with the largest 
super-recovery for RCP-8.5. In contrast, ozone col-
umns in the lower stratosphere (10 hPa < p < 100 hPa) 
do not return to pre-1980 levels at all but continue to 
decrease, with the largest decrease for RCP-8.5. (These 
simulations show a small increase in tropical low-
er-stratospheric ozone columns between the late 1990s 
and around 2025, but it is not clear if this is significant.) 
Tropical total ozone columns also depend critically on 
the evolution of tropospheric partial column ozone, 
which is either decreasing or increasing in the future, 
depending on the RCP scenario (Igelsias-Suarez et al., 
Figure 3-28. Modeled percent changes in annual 
mean ozone between 2000 and 2100 due to GHG 
changes according to RCP-4.5 (top) and RCP-8.5 
(middle) and due to ODS changes (bottom). Shown 
are differences between a year-2000 baseline sim-
ulation with single forcing changes for year-2100 
conditions: RCP-4.5 and RCP-8.5 assume year-
2100 SST, sea-ice, and GHG concentrations with 
year-2000 ODS and ozone precursor emissions. 
From Banerjee et al. (2016).
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2016; Meul et al., 2016). In most scenarios, tropical 
tropospheric ozone columns decrease during the sec-
ond half of the 21st century, though there are large dif-
ferences among models (Section 3.4.4). The exception 
is RCP-8.5, which shows a strong increase in tropical 
tropospheric ozone in most models due to a strong in-
crease in methane. There is some cancelation between 
the projected upper-stratospheric increase in tropical 
ozone (e.g., due to GHG-induced cooling) and the 
projected decrease in lower-stratospheric ozone, but 
the overall effect on stratospheric ozone columns de-
pends on the RCP scenario (Banerjee et al., 2016).
3.4.3.2 inFlUenCe oF nitroUs oxide and methane
Methane (CH4) and nitrous oxide (N2O) affect strato-
spheric ozone not only through the temperature 
changes associated with their radiative forcing, but 
also through chemistry: N2O is the main source of 
odd nitrogen (NOy) in the stratosphere, while CH4 
is an important source for hydroxyl radicals (HOx) 
but is also involved in chlorine deactivation into HCl. 
Currently, N2O is the most important ODS emitted 
in terms of its Ozone Depletion Potential (ODP). 
However, the ODP metric was traditionally developed 
for long-lived halogen-containing ODSs. It uses CFC-
11 as a reference gas, and it is not an optimal metric 
Figure 3-29. Adjusted and smoothed multi-model mean time series of annual mean TCO from observations 
(solid black lines and symbols) and for RCP scenarios from CCMI models: REF-C2=RCP-6.0 (red lines), SEN-
C2-RCP45=RCP-4.5 (blue lines), and SEN-C2-RCP85=RCP-8.5 (orange lines). The black dashed lines represent 
1980 values of TCO. From Dhomse et al. (2018).
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for assessing the impact of future N2O emissions. 
Specifically, the ODP value for N2O depends critically 
on the level of other GHGs and the degree of halo-
gen loading. This sensitivity is due to the chemical 
interactions of NOx with HOx and ClOx, as well as the 
temperature dependence of those interactions (Revell 
et al., 2015). The ODP of N2O was calculated using the 
chemistry–climate model SOCOL (Revell et al., 2015) 
for year-2100 conditions under a range of different 
CH4 and CO2 concentrations (Figure 3-31). Figure 
3-31a shows the calculated global mean total ozone 
column as a function of CO2 and CH4 global mean 
surface mixing ratios, with all other parameters held 
constant according to RCP-6.0. Global mean total 
ozone increases for increasing CO2 and increasing 
CH4 concentrations. Reductions in global mean total 
ozone relative to the modeled value for the year 2000 
of 314 DU (white contour) are primarily due to reduc-
tions in tropospheric ozone columns resulting from 
reductions in ozone precursor emissions in the model 
scenarios (Revell et al., 2015). Figure 3-31b shows the 
calculated ODP of N2O in the year 2100 as a func-
tion of CO2 and CH4. The ODP of N2O for 2100 will, 
under essentially all conditions, be larger than the cal-
culated value of 0.015 for the year 2000 because of in-
teractions of NOx chemistry with chlorine chemistry. 
Under high chlorine loading, increasing NOx reduces 
ozone depletion by deactivating reactive chlorine. 
Higher CO2 levels induce cooling of the stratosphere, 
which increases the chemical destruction of NOx and 
reduces the efficiency of ozone destruction by N2O 
(Stolarski et al., 2015). Higher levels of CH4 also slow 
NOx-driven ozone loss, but they lead to an increased 
ODP of N2O. This is because increased CH4 reduc-
es the efficiency of CFC-11 at destroying ozone, and 
CFC-11 is used as a reference gas in the ODP concept 
(Revell et al., 2017).  
One study analyzing the effect of N2O and CH4 
changes on ozone from a range of CCMI-1 models 
shows that the global-average impact of N2O increas-
es on total column ozone is highly model-dependent 
(Morgenstern et al., 2017). Another analysis of simu-
lations from the WACCM model with different N2O 
and CH4 scenarios concludes that extratropical total 
ozone could either remain weakly depleted or even 
Figure 3-30. Past and projected tropical ozone 
for different RCPs: (a) total-column ozone, (b) 
upper-stratospheric partial column ozone, (c) 
lower-stratospheric partial column ozone, and (d) 
tropospheric partial column ozone. From Meul et 
al. (2016).
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increase well above historical levels, depending on the 
CH4 and N2O scenario (Butler et al., 2016).
3.4.3.3 sensitiVity to GeoenGineerinG/solar 
 radiation manaGement
Deliberate increases in stratospheric aerosol loading 
to counter the effects of GHG-induced global warm-
ing have been discussed in recent years. This is often 
termed geoengineering or, more specifically, solar 
radiation management (SRM; see also Chapter 6). 
These schemes would impact stratospheric ozone 
in a number of ways: 1) through chemical effects 
of the increased aerosol loading, 2) through result-
ing changes in stratospheric temperature as well as 
changes in solar radiation and corresponding photol-
ysis rates, both of which impact ozone chemistry, and 
3) through resulting changes in stratospheric dynam-
ics and transport. The most discussed and studied 
SRM schemes involve enhancement of stratospheric 
sulfate aerosols. Chapter 6, Section 6.2.5 provides a 
detailed overview of the impact of deliberate climate 
interventions. A number of recent chemistry–climate 
modeling studies, including coordinated multi-model 
studies (GeoMIP, Kravitz et al., 2013), have been per-
formed to study the impact of deliberate stratospheric 
sulfate aerosol enhancements on the ozone layer (e.g., 
Pitari et al., 2014). The effect on stratospheric ozone 
depends critically on the assumed stratospheric hal-
ogen loading; i.e., it will be different under a scenario 
where halogen loading is enhanced (e.g., for the mid-
dle of the 21st century) than under a scenario with 
little halogen loading (e.g., corresponding to the end 
of the 21st century). While much can be learned from 
the effects of enhanced sulfate aerosol loading follow-
ing volcanic eruptions (see also Chapter 5, Section 
5.2.3), the long-term effects of deliberate sulfate aero-
sol increases will be different from volcanic effects 
due to the different timescales involved (Pitari et al., 
2014). In addition to their use in studying strato-
spheric chemistry perturbations taking place through 
the enhanced surface area density of the sulfuric acid 
aerosols, chemistry–climate models have been used 
to examine the impact on long-lived species transport 
due to the aerosol-driven surface cooling coupled 
to the stratospheric warming (Visioni et al., 2017). 
Perturbed concentrations of CH4, N2O, and other 
long-lived tracers would feed back on short-lived spe-
cies that regulate stratospheric ozone depletion. Any 
significant reduction in stratospheric ozone associat-
ed with sulfate aerosol enhancement would further 
lead to decreases in tropospheric ozone through de-
creased stratosphere-to-troposphere transport (STT) 
of ozone and increased UV radiation (Xia et al., 2017).
More recent studies have explored strategic injec-
tions of sulfate aerosols into the stratosphere at loca-
tions other than the equator. One examination of a 
scenario in which injection at 15°N, 15°S and 30°N 
was steadily increased over the 21st century found 
that mean surface temperature and the equator-to-
pole temperature gradients were kept near 2020 lev-
els despite the strong climate forcing of the RCP-8.5 
scenario (Richter et al., 2018). Polar column ozone 
Figure 3-31. Effect of different abundances of CO2 
and CH4 on (a) global mean total column ozone 
and on the (b) ODP of N2O in 2100. Black squares 
indicate the CO2 and CH4 surface concentrations 
in 2100 for the various RCP scenarios. White con-
tour lines show values of ozone (314 DU) and the 
ODP of N2O (0.015) for year-2000 conditions. From 
Revell et al. (2015)
Chapter 3 | Global Ozone
3.50
recovered to pre-ozone hole conditions by the end of 
the century but, in contrast to RCP-8.5, did not ex-
ceed pre-1980 levels. In the middle and high latitudes, 
ozone recovered and even exceeded RCP-8.5 values in 
some latitude bands and some months. Another study 
looked at differences between high- and low-altitude 
injections, assuming injection latitudes of 15°N and 
15°S (Tilmes et al., 2018). Ozone destruction was less 
severe when sulfate aerosols were injected at 70 hPa 
rather than 30 hPa, and for middle and high latitudes, 
the low-altitude injections resulted in more column 
ozone than without geoengineering in winter. 
A number of studies have also investigated the effect 
of solid particles for SRM schemes (e.g., Tang et al., 
2014; Tang et al., 2016; Keith et al., 2016; Weisenstein 
et al., 2015). These highly refractive particles will 
lead to much less warming of the tropical lower 
stratosphere compared to sulfate aerosols (Keith et 
al., 2016). In particular salts of alkaline metals such 
as calcite (CaCO3) have been proposed for SRM; 
these would have the side effect of chemically remov-
ing acids such as HCl or HNO3 that are involved in 
ozone depletion. Model simulations have been used 
to investigate and compare the impact of proposed 
geoengineering schemes using sulfate, titania, and 
black carbon particles on the stratosphere (Jones et 
al., 2016). However, so far not enough information is 
available to assess how these proposed SRM schemes 
with solid aerosol particles will affect the evolution of 
stratospheric ozone under different GHG and ODS 
scenarios.
A recent chemistry–climate modeling study inves-
tigated the effect of solar radiation management 
schemes on stratospheric and surface ozone. It fo-
cused on the generic impact of SRM schemes; i.e., 
ozone changes due to the reduction in solar radiation, 
stratospheric temperature changes, and resulting 
changes in dynamics and transport (Nowack et al., 
2016). In this study, the radiative forcing due to in-
creased GHGs was balanced by a reduction in solar 
radiation at the top of the atmosphere without explicit 
treatment of stratospheric aerosol enhancements (an 
implementation colloquially termed space mirrors). 
This generic scheme thus shows some general aspects 
of SRM schemes without the particular chemical and 
radiative aspects that are specific to sulfate or other 
aerosol enhancements. The study shows that this ge-
neric SRM scheme would lead to strong enhancements 
in stratospheric ozone, with a calculated global total 
column increase of about 8% (Nowack et al., 2016). 
Because SRM schemes will not substantially reduce 
the upper-stratospheric cooling due to GHG increas-
es, stratospheric ozone will strongly increase. In addi-
tion, reduced solar radiation under SRM would lead 
to further chemical ozone enhancement, according 
to this study. Increases in tropical upwelling (BDC) 
would be reduced with SRM, mediating the climate 
change-induced reduction in tropical lower-strato-
spheric ozone. 
3.4.4 Impacts on Tropospheric Ozone
Both ozone recovery and the projected strengthening 
of the stratospheric circulation associated with GHG 
increases act to increase the downward transport of 
ozone from the stratosphere to the troposphere in 
the extratropics (e.g., Zeng and Pyle, 2003; Hegglin 
and Shepherd, 2009; Banerjee et al., 2016; see also 
Chapter 5, Section 5.3.3). The impact on tropo-
spheric ozone is greatest in the upper troposphere 
(UT), where ozone’s radiative effect is largest. Climate 
change has the largest impact in the subtropics, and 
ozone recovery primarily affects UT ozone in the 
extratropics (Banerjee et al., 2016).  The net impacts 
of these processes, however, given concurrent chang-
es in precursor emissions, temperature, and water 
vapor, are highly model- and scenario-dependent, 
as described below. Figure 3-32 shows the sensitivi-
ty of ozone to ODSs and long-lived GHGs for seven 
CCMI-1 models (Morgenstern et al., 2018). There are 
sizable discrepancies among the models throughout 
the atmosphere, but these discrepancies are particu-
larly large in the troposphere. A separate set of sim-
ulations showed a somewhat surprising sensitivity of 
tropospheric ozone to changes in N2O; this sensitivity 
was dominated by chemical depletion of stratospheric 
ozone by N2O (Morgenstern et al., 2018).   
Using the UM-UKCA model under both RCP-4.5 and 
RCP-8.5 emissions scenarios in which the methane 
boundary condition was held constant, a recent study 
found that the projected increase in STT associated 
with climate change and ozone recovery offsets de-
creases in net chemical production associated with 
reductions in ozone precursor emissions (Banerjee 
et al., 2016), in agreement with earlier work (Sekiya 
and Sudo, 2014). Enhanced STT increases the glob-
al tropospheric lifetime of ozone (τO3) because it 
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Figure 3-32. Ratio of zonal mean ozone volume mixing ratio (VMR) changes to VMR in (left column) equiva-
lent Cl (Newman et al., 2007) and (right column) equivalent CO2 (sum of CO2, HFCs, PFCs, and SF6) for seven 
CCMI-1 models for July. The solid black lines indicate 150 ppbv of ozone. Adapted from Morgenstern et al. 
(2018).
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increases the ozone burden in the UT, where ozone 
is long lived. For climate change, this enhancement 
is offset by greater water vapor-induced loss of tro-
pospheric ozone (reduction in lifetime of 0.4–6.7%, 
depending on scenario); for ozone recovery, the in-
crease in τO3 is enhanced by decreases in OH asso-
ciated with decreased photolysis rates (increase of 
~0.5%) (Bannerjee et al., 2016; Zhang et al., 2014). 
This decrease in OH may enhance the intercontinen-
tal transport of ozone and other pollutants, increasing 
ozone attributable to Asian emissions by up to 15%, or 
0.3 ppbv, in the Northern Hemisphere (Zhang et al., 
2014). It should be noted, however, that global models 
differ by nearly a factor of 2 in their predictions of OH 
changes associated with stratospheric ozone recovery 
(Madronich et al., 2015).  
While ozone recovery and projected increases in the 
ozone flux associated with STT have a clear influence 
on τO3, the net change in lifetime depends strongly 
on changes in precursor emissions, temperature, 
and humidity and is highly scenario-dependent. 
Uncertainties in the future evolution of CH4 dom-
inate differences in tropospheric ozone among RCP 
scenarios (e.g., Revell et al., 2012, 2015; Young et al., 
2013; Naik et al., 2013). Within any given scenario, 
changes in tropospheric ozone depend primarily 
on changes in ozone precursors. The SOCOL CCM, 
using RCP-6.0, simulates a 23% decrease in global 
mean tropospheric ozone between 1990 and 2060. 
This decrease is dominated by reductions in NOx 
emissions. The increased STT associated with climate 
change contributes <1 ppb of additional ozone at 500 
hPa between 1960 and 2090. This additional ozone, 
as well as that attributable to increased production of 
NOx by lightning, was largely offset by increases in 
ozone chemical loss driven by higher temperatures 
in the model. Under a “solar mirror” geoengineering 
scenario in the HadGEM3 CCM, higher stratospheric 
ozone levels combined with lower atmospheric-spe-
cific humidity resulted in an overall increase in sur-
face ozone of ~5% (Nowack et al., 2016), assuming no 
change in precursor emissions.  
Observations cannot yet be used to evaluate projec-
tions of the tropospheric ozone response to strength-
ening of the stratospheric circulation and ozone 
recovery. However, satellite observations have been 
used to quantify the link between year-to-year vari-
ations in circulation strength and lower-stratospheric 
ozone abundances, with a 40% increase in circulation 
associated with a ~25% increase in NH mid-latitude 
lower-stratospheric ozone (Neu et al., 2014). These 
changes are similar to the long-term increases in cir-
culation and ozone predicted by CCMs from 1960 to 
2100 (Hegglin and Shepherd, 2009) and are associated 
with a ~2% increase in tropospheric ozone (Neu et al., 
2014). Taken together with the modeling studies de-
scribed above, this study suggests that future changes 
in tropospheric ozone are likely to be dominated by 
changes in precursor emissions, with the stratosphere 
playing a relatively minor role in increasing tropo-
spheric ozone abundances and lifetime.
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Appendix 3A 
Data Sources
3A.1 Ground-based Measurements
Ground-based instruments at numerous stations around the globe monitor changes in total column and profile 
ozone amounts at local to regional scales (WMO, 2014; Hassler et al., 2014). These instruments include:
• remote-sensing instruments such as Dobson and Brewer spectrophotometers (Fioletov et al., 2002, 
2008; Petropavlovskikh et al., 2005, 2009, 2011), SAOZ spectrometers (Hendrick et al., 2011), filter 
ozonometers (Bojkov et al., 1994), FTIR spectrometers (Hase et al., 1999; Vigouroux et al., 2015), lidars 
(Claude et al., 1988;  Godin et al., 1989; McDermid et al., 1990), and microwave radiometers (MWR; 
Parrish et al., 1992; McDermid et al., 1998a,b; McPeters et al., 1999; Calisesi et al, 2003; Studer et al., 
2013; Nedoluha et al., 2015); and
• in situ instruments such as balloon-borne ozonesondes (Komhyr, 1969; Smit et al., 2007; Deshler et al., 
2008, 2017) and aircraft-mounted sensors (Thouret et al., 1998; Nédélec et al., 2015). 
Since the last Assessment, most ground-based data records were merely extended in time. However, several sta-
tion records were revised to address inhomogeneities in time (changes in measurement process at the site) or in 
space (differences in measurement process between sites in the network). Such revisions were done for 2 MWR 
stations and for about 30 ozonesonde sites. The Bern microwave instrument was upgraded and the entire time 
series was referenced to the current spectrometer (Moreira et al., 2015). The Payerne microwave data changed as 
a result of improvements in the retrieval method and in the integration of the measurements (private communi-
cations with PI Maillard-Barras). Both revised MWR records were used for this Assessment. Over the past few 
years, the ozonesonde community has put considerable effort into reducing uncertainties in the measurements 
to 5–10%. Biases between different types of ozonesonde instrumentation have been characterized, correction 
schemes developed, and the ozone profile records of 30 stations in the NDACC, GAW, and SHADOZ networks 
reprocessed accordingly (Tarasick et al., 2016; Van Malderen et al., 2016; Deshler et al., 2017; Witte et al., 2017; 
Sterling et al., 2018). Further efforts to assess the outcome of this homogenization activity are ongoing. At the 
time of this Assessment, not all reprocessed sonde data were available.
The profile trends assessed here are based on observations at the sites listed in Table 3A-1, most of which have 
operated continuously for at least 20 years. Zonally averaged, ground-based data records, one for each measure-
ment technique, were computed from deseasonalized anomaly time series at each site in a given latitude band 
(Fioletov et al., 2002, 2008; WMO, 2014; Steinbrecht et al., 2017; LOTUS, 2018). Such an approach reduces the 
impact of station-dependent instrument biases, temporal coverage, and sampling. 
The WOUDC ground-based total column dataset is based on available Dobson, Brewer, SAOZ, and filter ozo-
nometer data that have been averaged monthly and zonally (using a TOMS v7 climatology to translate devia-
tions in ozone at a single point into zonal mean deviations) and then binned in 5-degree intervals (Fioletov et 
al., 2002). Time series based on these relatively sparse ground-based measurements may not always reproduce 
monthly zonal fluctuations well, particularly in the tropics and Southern Hemisphere. However, seasonal (and 
longer) averages can be estimated with a precision comparable with satellite-based datasets (~1%) (Chiou et al., 
2014).
3A.2 Space-Based Ozone Profiles
Space-based observations of stratospheric ozone are performed in nadir-, limb-, or  occultation-viewing geometry 
in different wavelength ranges using different measurement techniques (Chiou et al., 2014; Hassler et al., 2014; 
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Instruments and  
Data Archives
Stations (Start of Data Record)
35°–60°S 20°S–20°N 35°–60°N
Ozonesonde (0– 30 km)
http://www.ndsc.ncep.
noaa.gov/data,
http://www.woudc.org/
data/explore.php?lang=en,
https://tropo.gsfc.nasa.
gov/shadoz/Archive.html
Lauder (1986),
Macquarie Island 
(1994), 
Broadmeadows 
(1999)
Hilo (1982), 
Ascension Island 
(1998),
Kuala Lumpur (1998),
Nairobi (1998),
Natal (1998),
Pago Pago (1998),
Suva (1998),
Hong Kong 
Observatory* (2000)
Goose Bay (1963), 
Uccle (1965), 
Hohenpeißenberg (1966), 
Payerne (1968), 
Edmonton (1970), 
Wallops Island (1970),
Lindenberg (1975), 
Legionowo (1979), 
Praha (1979), 
Boulder (1991), 
De Bilt (1992), 
Valentia (1994), 
Huntsville* (1999)
Lidar (15–50 km)
http://www.ndsc.ncep.
noaa.gov/data
Lauder (1994) Mauna Loa (1993)
OHP (1986),
Hohenpeißenberg (1987),
Table Mountain (1988)
Microwave (MWR) 
(20–70 km)
http://www.ndsc.ncep.
noaa.gov/data
Lauder (1992) Mauna Loa (1995) Bern (1994),Payerne (2000)
FTIR (0–50 km)
http://www.ndsc.ncep.
noaa.gov/data
Wollongong 
(1996),
Lauder (2001)
Izaña* (1999) Jungfraujoch (1995)
Dobson/Brewer Umkehr 
(0–50 km)
ftp://aftp.cmdl.noaa.gov/
data/ozwv/DobsonUm-
kehr/Stray%20light%20
corrected/monthlymean
Perth (1984),
Lauder (1987) Mauna Loa (1984)
Arosa (1956), 
Boulder (1984),
OHP (1984), 
Fairbanks (1994)
Table 3A-1. Overview of the sources of ozone profile observations by ground-based techniques used for the 
monthly zonal mean data considered in this Assessment. Stations are sorted by instrument type and chrono-
logically by the starting year of the record. Those with an asterisk are located outside the attributed latitude 
zones. 
Merged Data 
Set
Instruments and Data 
Version
Ozone 
 Representation
Latitude 
Coverage and 
Sampling
Altitude 
 Coverage and 
Sampling
Temporal 
Coverage
SBUV-NASA 
MOD v8.6 
(release 6)
Nimbus 4 BUV v8.6
Nimbus 7 SBUV v8.6
NOAA 11 SBUV/2 v 8.6
NOAA 14 SBUV/2 v8.6
NOAA 16 SBUV/2 v8.6
NOAA 17 SBUV/2 v8.6
NOAA 18 SBUV/2 v8.6
NOAA 19 SBUV/2 v8.6
Partial columns over 
pressure layers
80°N–80°S 
5 deg
50–0.5 hPa, 
9 layers  
(~6–15 km thick) 
1970–2016
SBUV-NOAA 
COH v8.6
Nimbus 4 BUV v8.6
Nimbus 7 SBUV v8.6
NOAA 11 SBUV/2 v 8.6
NOAA 14 SBUV/2 v8.6
NOAA 16 SBUV/2 v8.6
NOAA 17 SBUV/2 v8.6
NOAA 18 SBUV/2 v8.6
NOAA 19 SBUV/2 v8.6
Partial columns over 
pressure layers
80°N–80°S 
5 deg
50–0.5 hPa, 
13 layers  
(~6–15 km thick) 
1978–2016
GOZCARDS 
v2.20
SAGE I v5.9_rev, 
SAGE II v7.0, 
HALOE v19, 
Aura MLS v4.2 
Mixing ratio at 
pressure levels
90°S–90°N,  
10 deg 215–0.2 hPa 1979–2016
SWOOSH v2.60
SAGE II v7.0,  
HALOE v19,  
UARS MLS v5,  
SAGE III v4,  
Aura MLS v4.2
Mixing ratio at 
pressure levels
90°S–90°N,  
10 deg (also 5 
and 2.5 deg)
316–1 hPa, 
~3 km 1984–2016
SAGE II- 
OSIRIS- OMPS 
SAGE II v7.0,  
OSIRIS v5.10,  
OMPS USask-2D v1.0.2
Number density 
(anomaly) at 
altitude levels
60°S–60°N,  
10 deg
0–50 km,  
1 km 1984–2016
SAGE II-  
CCI-  
OMPS
SAGE II v7.0,  
OSIRIS v5.10,  
GOMOS ALGOM2s v1,  
MIPAS IMK/IAA v7,            
SCIAMACHY         
UBr v3.5,  
ACE-FTS v3.5/3.6,  
OMPS USask-2D v1.0.2
Number density 
( anomaly) at 
altitude levels
90°S–90°N,  
10 deg
10–50 km,  
1 km 1984–2016
SAGE II- 
MIPAS- OMPS 
SAGE II v7.0,  
MIPAS IMK/IAA v7,  
OMPS NASA v2.0
Deseasonalized 
ozone anomalies at 
altitude levels
60°S–60°N, 
10 deg
10–50 km,  
1 km 1984–2017
Global Ozone | Chapter 3
3.71
Table 3A-2. Merged satellite vertical ozone profile datasets used in this Assessment (monthly zonal mean 
data).
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Weber et al., 2017; Garane et al., 2018). Revised datasets have been released for most instruments in recent years: 
(nadir) GOME, SCIAMACHY, GOME-2, OMI (Wever et al., 2017; Garane et al., 2018); (limb) OSIRIS v5.10 
(Bourassa et al., 2018), SCIAMACHY IUP v3.5 (Jia et al., 2015), Aura MLS v4.2 (Livesey et al., 2018); (occul-
tation) SAGE II v7.0 (Damadeo et al., 2013, 2014), GOMOS ALGOM2s v1 (Sofieva et al., 2017), and ACE-FTS 
v3.6 (Boone et al., 2013; Sheese et al.; 2015). Revisions include modification of calibration and altitude-registra-
tion data as well as updates to radiative transfer models, retrieval and screening algorithms, and meteorological 
datasets used to convert retrieved ozone values to different units. The largest improvements in stability of the 
data record were achieved for OSIRIS (altitude registration), MIPAS (calibration data), SCIAMACHY (retrieval 
algorithm), and SAGE II (meteorological data).
The records of two additional instruments have now reached sufficient length and maturity to be used in trend 
assessments: The Ozone Mapping and Profiler Suite (OMPS), onboard the Suomi-NPP platform launched in 
2011, provides total column data (nadir) in addition to profile data in nadir and limb geometry (Jaross et al., 
2014; Kramarova et al., 2014, 2018; Arosio et al., 2018; Zawada et al., 2018). The Infrared Atmospheric Sounding 
Interferometer (IASI), on the MetOp-A platform launched in 2006, provides nadir ozone profiles (Clerbaux et 
al., 2009; Dufour et al., 2012; Boynard et al., 2016; Wespes et al., 2016, 2018).
Merged, space- and time-gridded profile records can be categorized in a number of ways, depending on the type 
of instruments used (nadir versus limb), the profile representation (altitude/pressure, partial columns/volume 
mixing ratio/number density), the adjustment procedure (single versus multiple references) and the averaging 
Merged dataset Instruments
Record 
length
Reference URL
WOUDC
Dobson, 
Brewer, 
SAOZ, 
Filter ozonometer
1964–2016
Fioletov et al. (2002, 
2008)
http://woudc.org/archive/Projects-Cam 
paigns/ZonalMeans 
SBUV NASA MOD v8.6 
(release 6)
Nimbus 4 BUV
Nimbus 7 SBUV
NOAA 11 SBUV/2 
NOAA 14 SBUV/2
NOAA 16 SBUV/2
NOAA 17 SBUV/2
NOAA 18 SBUV/2 
NOAA 19 SBUV/2 
1970–2016 Frith et al. (2014)
http://acdb-ext.gsfc.nasa.gov/Data_ser-
vices/merged 
SBUV NOAA 
COH v8.6
Nimbus 4 BUV
Nimbus 7 SBUV
NOAA 11 SBUV/2  
NOAA 14 SBUV/2
NOAA 16 SBUV/2 
NOAA 17 SBUV/2
NOAA 18 SBUV/2
NOAA 19 SBUV/2 
1978–2016 Wild et al. (2016) ftp://ftp.cpc.ncep.noaa.gov/SBUV_CDR 
GTO  
GOME,  
SCIAMACHY,  
GOME-2A,  
OMI
1995–2016
Coldewey-Egbers et 
al. (2015)
http://www.esa-ozone-cci.
org/?q=node/163 
GSG
GOME, 
SCIAMACHY,  
GOME-2A
1995–2016
Weber et al. (2011, 
2016)
http://www.iup.uni-bremen.de/gome/
wfdoas 
Table 3A-3. Merged total ozone column datasets used in this Assessment (annual zonal mean data). 
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method (absolute versus anomaly-based, weighted versus unweighted). The following families of merged profile 
records are used in Chapter 3 (see Table 3A-2): 
SBUV MOD and SBUV COH. These records are based on the series of SBUV/2 v8.6 data. Since the last 
Assessment, NOAA-19 data were added, but only minor changes were made to the merging algorithms of the 
Merged Ozone Data (MOD) release 6 (Frith et al., 2017) and Cohesive data record (COH; Wild et al., 2016). 
The approach used for the MOD dataset is to average data from different records during overlap periods; the 
approach used for COH is to adjust and chain contiguous records sequentially. SBUV COH also incorporates 
some corrections to individual satellite profiles and excludes measurements from some SBUV instruments (e.g., 
the NOAA-9 ascending node data). 
GOZCARDS and SWOOSH. A second family of merged datasets is built around SAGE II and Aura MLS: 
GOZCARDS v2.20 and SWOOSH v2.6 (Froidevaux et al., 2015; Davis et al., 2016). Both records use SAGE II 
as an absolute reference, but differences are expected from their use of different instruments, adjustment proce-
dures, and averaging methods. For GOZCARDS, each record is weighted equally in the average after adjusting 
derived monthly zonal mean data during the overlap period. For SWOOSH, space–time collocated profile pairs 
are used for the adjustments, and weighting is done according to the number of observations. Current versions 
of GOZCARDS and SWOOSH differ considerably from those used in the previous Assessment; these differenc-
es are largely a result of revisions in the input data records and/or a different selection of instruments. 
SOO, SCO, and SMO. The last family comprises records constructed from SAGE II and two (or more) other 
instruments: SAGE-OSIRIS-OMPS (SOO), SAGE-CCI-OMPS (SCO), SAGE-MIPAS-OMPS (SMO) (Bourassa 
et al., 2014, 2018; Sofieva et al., 2017). All of these were constructed by 1) adjusting deseasonalized anomalies of 
individual records to those of SAGE II and then 2) either computing an unweighted (SOO) or weighted (SMO) 
average or the median (SCO). The latter exploits the larger ensemble of up to five instruments in the 2002–2012 
period. The MIPAS-based record requires using ACE-FTS as a transfer standard between MIPAS and OMPS, 
which leads to larger uncertainties in the adjustments. This 3-member family can be considered new to the 
WMO Assessment. Besides the addition of OMPS data, the previously used SAGE-GOMOS and SAGE-OSIRIS 
records were based on older and less stable versions of GOMOS and OSIRIS data.
3A.3 Space-Based Total Ozone Columns
Zonal and global total ozone time series are regularly updated and reported; e.g., in the annual State of the 
Climate reports published in the Bulletin of the American Meteorological Society (BAMS) (Weber et al., 2016, 
2017). They are based on ground-based measurements, as well as merged data from multiple satellite instru-
ments. The following total ozone datasets are used in this report (Table 3A-3; see Weber et al., 2018 for details).
SBUV MOD and SBUV COH. Both datasets are based on integrated vertical ozone profiles from the SBUV 
MOD and SBUV COH datasets described in Section 3A.2 (Bhartia et al., 2013).  
GTO. The GOME-type Total Ozone Essential Climate Variable (GTO-ECV) data record (Coldewey-Egbers et 
al., 2015) is based on GOME, SCIAMACHY, OMI, and GOME-2A measurements. The total ozone columns were 
retrieved using the GOME-type Direct FITting (GODFIT) version 3 algorithm (Lerot et al., 2014). Adjustments 
to OMI measurements were used to merge data from different instruments into one record in order to correct 
for small remaining inter-sensor biases and temporal drifts. The record was validated using ground-based mea-
surements (Coldewey-Egbers et al., 2015; Koukouli et al., 2015; Garane et al., 2018).
GSG. The merged GOME-SCIAMACHY-GOME-2A (GSG) total ozone time series (Kiesewetter et al., 2010; 
Weber et al., 2011, 2016) consists of total ozone data that were retrieved using the University of Bremen 
Weighting Function DOAS algorithm (Coldewey-Egbers et al., 2005; Weber et al., 2005). The SCIAMACHY 
and GOME-2A observations were successively adjusted for apparent offsets to be continuous with the original 
Chapter 3 | Global Ozone
3.74
GOME data. These offsets were determined as a function of latitude in steps of 1 degree using monthly zonal 
means and then smoothed over 10-degree latitude bands (Weber et al., 2018).
Thus, similar to the SBUV MOD and COH datasets, GTO and GSG are not independent and are in fact based on 
almost the same measurements by GOME, SCIAMACHY, and GOME-2A, although GTO also uses OMI data. 
The main difference is in the processing algorithms and/or how the data from different satellites were merged 
together.
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4.1
SCIENTIFIC SUMMARY
The chemical and dynamical processes controlling polar ozone are well understood. Polar ozone depletion is fun-
damentally driven by anthropogenic chlorine and bromine, with the severity of the chemical loss each year in both 
hemispheres strongly modulated by meteorological conditions (temperatures and winds), and, to a lesser extent, 
by the stratospheric aerosol loading and the solar cycle. As noted in prior Assessments, the stratospheric halogen 
concentration resulting from the emission of ozone-depleting substances (ODSs) reached its peak in the polar regions 
around the turn of the century and has been gradually declining since then in response to actions taken under the 
Montreal Protocol and its Amendments and adjustments. Early signs of ozone recovery are now beginning to appear 
in the Antarctic; as the observational record lengthens, clearer ozone hole recovery trends are expected to emerge 
against the background of natural variability. Nevertheless, the Antarctic ozone hole will continue to be a recurring 
phenomenon until the middle of the century. The Arctic is more dynamically variable, precluding identification of 
a significant increase in Arctic ozone, and cold conditions conducive to substantial ozone loss may still occur in a 
particular year in the coming decades. New chemistry–climate model (CCM) projections largely confirm previous 
studies that in both hemispheres, spring polar total column ozone will return to 1980 historical levels in the com-
ing decades, albeit with a delay of a few years due to updated future ODS and greenhouse gas (GHG) emissions 
scenarios.
OBSERVED CHANGES IN POLAR OZONE
• The characteristics of the October Antarctic ozone hole in the years since 2014 have generally been 
within the range observed since the early 1990s. In 2015, however, the ozone hole was particularly 
large and long-lasting, as a result of a cold and undisturbed polar stratospheric vortex. Aerosols from 
the Calbuco volcanic eruption in April 2015 are also believed to have contributed to the large ozone 
hole observed that year. Conversely, in 2017, the Antarctic ozone hole was very small due to a warm and 
unusually disturbed polar vortex.
• Several lines of evidence have started to emerge indicating an increase in Antarctic stratospheric 
ozone during September. Statistically significant trends since the year 2000 have now been identified 
showing an increase in observed ozone and a decrease in ozone hole size and depth. Although ac-
counting for the large degree of natural variability is challenging, the weight of evidence from statistical 
analyses and modeling studies suggests that the decline in ODSs made a substantial contribution to 
these trends.
• In the Arctic, the exceptionally low ozone abundances of spring 2011 have not been observed again 
in the last four years. Arctic stratospheric springtime ozone is dominated by large year-to-year dynam-
ically induced variability of the polar vortex, with severe ozone loss occurring in very cold years, such 
as 2011. Extreme meteorological conditions in the early 2015/2016 winter led to rapid ozone loss, but a 
sudden stratospheric warming (SSW) at the beginning of March 2016 curtailed the chemical processes 
which lead to ozone destruction about a month earlier than in 2011, keeping ozone above record low 
levels. Arctic ozone trends are small compared to the dynamical variability, and thus a recovery trend 
remains undetectable in observations over the 2000–2016 period.
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UNDERSTANDING OF FACTORS CONTROLLING POLAR OZONE
• Observations in the Arctic winter have demonstrated that large nitric acid trihydrate (NAT) parti-
cles are a regularly occurring phenomenon in the lower stratosphere. This knowledge improves our 
understanding of polar stratospheric cloud (PSC) formation and denitrification, which is important for 
catalytic ozone loss cycles.
• Bromine-containing very short-lived substances (VSLSs) of natural origin have an important im-
pact on the stratospheric halogen loading and consequently on stratospheric ozone loss in the polar 
regions. The inclusion of additional stratospheric bromine from VSLSs is necessary for models to pro-
duce a realistic simulation of polar ozone loss.
• The effects of tropospheric dynamical forcing in winter on Arctic polar ozone are now better quan-
tified. Ozone depletion in northern winters with SSWs is on average two-thirds less than in winters 
without SSWs, with depletion ending about one month earlier in the year. Such an SSW was a major 
influence on ozone levels observed in the Arctic winter of 2015/16.
• Polar ozone in the middle and upper stratosphere varies by 10–15% from year to year due to ener-
getic particle precipitation (EPP) related to solar variability. Satellite observations and model results 
show that NOy produced in the aurora is transported from the thermosphere down into the stratosphere 
in each winter, leading to stratospheric ozone decreases modulated by geomagnetic activity. The result-
ing variation in total column ozone is small (a few percent) but can persist for 2–3 years. Full EPP-effects 
were not included in current assessment models.
• Model simulations show that the Montreal Protocol and its Amendments and adjustments have al-
ready brought about substantial ozone benefits. In the polar regions of both hemispheres, much larger 
ozone depletion than currently observed has been avoided through implementation of the Protocol.
FUTURE EVOLUTION OF POLAR OZONE
• Updated CCM projections based on full compliance with the Montreal Protocol and assuming the 
baseline estimate of the future evolution of GHGs (RCP-6.0) have confirmed that the Antarctic 
ozone hole is expected to gradually close, with springtime total column ozone returning to 1980 
values shortly after mid-century (about 2060). The timing of the recovery of the ozone hole will not be 
significantly affected by increases in GHG concentrations. There are no substantial differences between 
Antarctic total ozone columns at the end of this century for the various GHG scenarios (Representative 
Concentration Pathways [RCPs]).
• The timing of the recovery of Arctic total ozone in spring will be affected by anthropogenic climate 
change. Based on full compliance with the Montreal Protocol and assuming the baseline estimate 
of the future evolution of GHGs (RCP-6.0), Arctic springtime total ozone is expected to return to 
1980 values before mid-century (2030s). New model simulations confirm that in the Arctic, enhanced 
GHG concentrations cause an earlier return of total column ozone to historical values than a reduction 
of ODSs alone.
• In the second half of the 21st century CO2, CH4, and N2O will be the dominant drivers of Arctic 
ozone changes, assuming full compliance with the Montreal Protocol. These gases impact both 
chemical cycles and the stratospheric overturning circulation, with a larger response in stratospheric 
ozone associated with stronger climate forcing. By 2100, the stratospheric ozone column is expected to 
not only recover but to exceed 1960–1980 average values in the Arctic, with springtime Arctic ozone 
being higher by about 35 DU for RCP-4.5 and about 50 DU for RCP-8.5.
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• In the coming decades, substantial Arctic ozone loss will remain possible in cold winters as long as 
ODS concentrations are well above natural levels. Increasing GHG concentrations may cool the lower 
stratosphere and lead to enhanced formation of polar stratospheric clouds (PSCs) early in the 
Arctic winter. However, one recent study indicates that no corresponding cooling is expected 
in March, which is the month when persistent low temperatures lead to large chemical ozone 
losses.
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4.1 INTRODUCTION
This chapter builds on the long sequence of chapters 
in most of the previous Assessments that have spe-
cifically considered stratospheric ozone in the polar 
regions of the earth. This history reflects the large 
scientific effort that has been dedicated to observing 
and understanding polar ozone changes, as well as 
the great long-standing interest in polar ozone among 
policymakers and the general public. 
4.1.1 Summary of Findings from the 
Previous Ozone Assessment
WMO (2014) reported that the Antarctic ozone hole 
had continued to appear each spring, with year-to-
year changes in the depth and area of the hole pre-
dominantly controlled by temperature variations, 
given the slow rate of decrease of equivalent effective 
stratospheric chlorine (EESC; see Chapter 1) ex-
pected in Antarctica since its peak value around the 
year 2000. Somewhat reduced ozone depletion was 
observed in the years 2010, 2012, and 2013, but not 
in 2011. These observations of less severe ozone de-
pletion were broadly consistent with the anticipated 
effects of the declining levels of ozone-depleting sub-
stances (ODSs) due to the Montreal Protocol and its 
Amendments and adjustments. However, a definitive 
conclusion that the observed changes were due to 
EESC decline could not yet be reached. Nonetheless, 
WMO (2014) stated that an estimate of the increase of 
springtime Antarctic total ozone of 10 to 25 Dobson 
Units (DU) could be made over the years 2000 to 
2010 by attempting to remove the effects of natural 
variability. 
In the Arctic, exceptionally low ozone concentrations 
were observed in the winter and spring of 2010/2011 
between 15 and 23 km, but importantly, WMO (2014) 
reported that chemistry transport models (CTMs) 
were able to successfully reproduce the measured 
depletion, given the observed meteorological condi-
tions. This was seen as providing confidence that the 
understanding of Arctic ozone depletion processes 
was largely correct. 
Continued observations from satellites and aircraft 
campaigns had further refined knowledge of PSC 
formation and polar chemical processes. Although 
several important scientific questions had not been 
resolved, these uncertainties did not hinder the 
successful simulation of polar ozone destruction, 
which is ultimately driven by temperatures falling 
below threshold values for the activation of chlorine. 
Previous issues surrounding conflicting values of the 
ClOOCl absorption cross-section were considered 
by WMO (2014) to be resolved, with more recent 
observational studies and laboratory investigations 
confirming the role of the catalytic ozone destruction 
cycle initiated by the ClO+ClO reaction, with a sig-
nificant contribution also from the cycle initiated by 
BrO+ClO.
Additionally, WMO (2014) stated the apparent trend 
towards Arctic cold winters becoming colder, as ex-
pressed through the VPSC diagnostic, had become less 
certain, as subsequent research found statistically 
weaker results. 
While WMO (2011) made extensive use of model 
results from the SPARC Chemistry-Climate Model 
Validation-2 (CCMVal-2) initiative, no such large 
suite of results was available for WMO (2014). 
However, it was reported that no work subsequent to 
CCMVal-2 had significantly challenged the previous 
findings pointing to an earlier recovery of ozone to 
1980 levels in the Arctic than the Antarctic (2030 and 
2050, respectively), with future levels of Arctic ozone 
also showing a greater sensitivity to the greenhouse 
gas (GHG) scenario used in model projections.
4.1.2 Scope of Chapter
This chapter updates the state of our knowledge about 
stratospheric ozone in the polar regions of both hemi-
spheres, taking advantage of systematic observation-
al programs and special measurement campaigns, 
laboratory studies, and a wide array of computer 
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modeling. The long-term record of meteorological 
conditions and ozone depletion in the polar vortex of 
both hemispheres is presented, updated for the years 
following the last Assessment. The particular winter–
spring seasons of 2015 and 2017 in the Antarctic and 
2015/2016 in the Arctic are considered in more detail. 
Progress in the understanding of the many chemical 
and physical processes underlying and influencing 
polar ozone depletion is then reported. Recent studies 
seeking to identify a statistically significant trend due 
to declining anthropogenic halogen levels (known as 
the second stage of Antarctic ozone recovery as set 
out in WMO (2007)) are discussed, before the chapter 
concludes with the presentation of results from the 
SPARC/IGAC Chemistry-Climate Model Initiative 
(CCMI) and the latest projections of polar ozone over 
the coming decades. 
4.2 RECENT POLAR OZONE CHANGES
4.2.1 Measurements of Ozone and 
Related Constituents
Scientific study of polar ozone is made possible by the 
continuation of long-term measurements of ozone 
made by ground-based, balloon, aircraft, and satellite 
instruments, supplemented by measurements of relat-
ed chemical constituents and meteorological param-
eters. In general, these measurement programs have 
largely been maintained since WMO (2014). 
Long-standing ground-based and balloon measure-
ments of both total column and vertically resolved 
ozone have continued under the WMO Global 
Atmosphere Watch and its contributing network 
NDACC (Network for the Detection of Atmospheric 
Composition Change). Observational data from these 
networks are freely available from the World Ozone 
and Ultraviolet Radiation Data Centre (www.woudc.
org). A summary of available satellite measurements 
relevant to polar ozone was provided in Table 3A-1 
of WMO (2014). Many satellite missions launched 
in the early 2000s have continued to collect data well 
beyond their expected lifetimes. A number of specific 
measurement campaigns have also been conducted in 
addition to long-term monitoring programs. The un-
derstanding that these missions and campaigns have 
contributed to will be discussed in Section 4.3.
It is also important to note the contribution of recent 
work that has combined observational ozone data 
from different instruments into single homogeneous 
long-term data sets (Sections 4.2.3, 4.2.4, and 4.4) 
and the extra insight and usefulness obtained by 
assimilating meteorological observations and pro-
ducing reanalysis products (discussed more fully in 
Section 4.2.2).
4.2.2 Evolution of Polar Temperatures 
and Vortex Characteristics 
4.2.2.1 temperatureS and pSC Volume 
Polar ozone depletion is highly dependent on strato-
spheric temperature, as this acts as a strong control on 
the potential for polar stratospheric cloud (PSC) for-
mation and thus the rate of heterogeneous reactions. 
Figure 4-1 shows the annual climatological cycle 
(1979–2017) of 50 hPa polar minimum temperature 
for both the Arctic and Antarctic, with four recent 
years highlighted. 
As is well established, winter and spring temperatures 
show a far higher degree of interannual variability over 
the Arctic than over Antarctica, indicative of the large 
year-to-year variability in dynamics and the more fre-
quent disturbances to the Arctic vortex in the form of 
sudden stratospheric warmings (SSWs) (Labitzke and 
van Loon, 1999). Since the last Assessment (WMO, 
2014), Arctic minimum temperatures have been in 
the 10–90% envelope about the climatological mean, 
except for winter/spring of 2015/2016. This period 
was characterized by December and January mini-
mum temperatures that were close to, or at, the lowest 
minimum values for the whole period, with a strong 
and undisturbed vortex (Manney and Lawrence, 2016; 
Matthias et al., 2016). However, a major final SSW oc-
curred on 5–6 March 2016 and the vortex broke up 
in early April (Manney and Lawrence, 2016). After 
the SSW, the polar minimum temperatures were then 
near, or at, their highest for the 1979–2017 period. 
The effects of these conditions on Arctic ozone levels 
will be further discussed in Section 4.2.4.1.
The less dynamically disturbed Antarctic vortex 
shows much lower interannual temperature variabili-
ty. Recent winter/spring temperatures over Antarctica 
have typically been within 30–70% of the long-term 
climatological mean, with the exception of the 2015 
spring where they were close to, or at, the lowest 
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minimum temperatures during October and early 
November, and 2017, when they were above the pre-
vious maximum during September. The effects on 
ozone of the 2015 low temperature in combination 
with the volcanic eruption of Calbuco in southern 
Chile are discussed in Section 4.2.3.1. 
A vortex-wide and season-long picture of the poten-
tial for ozone depletion in a winter/spring period is 
given by a measure of the time-integrated volume of 
air within the vortex, between the 400 K and 700 K 
isentropic surfaces, where heterogeneous ozone loss 
can occur. This metric, hereafter integrated VPSC, is 
defined using height-resolved temperature data from 
radiosondes or reanalyses, together with a standard, 
non-denitrified profile of nitric acid, in order to es-
timate the temperature threshold for existence of 
nitric acid trihydrate (NAT) PSCs (Rex et al., 2002). 
(Due to the use of a non-denitrified nitric acid pro-
file, this does not strictly define threshold tempera-
tures for NAT existence, but rather is a proxy for low 
temperatures.)
Figure 4-2 shows the long-term evolution of Arctic in-
tegrated VPSC, updating the similar figure from WMO 
(2014), which used VPSC, rather than integrated VPSC. 
The addition of the time integration emphasizes the 
importance of duration of the low temperatures (see 
Ice PSC threshold
Cl activation threshold
170
180
190
200
210
220
230
Te
m
pe
ra
tu
re
 (K
)
2014
2015
2016
2017
Ice PSC threshold
Cl activation threshold
J F M A M J J A S O N D
170
180
190
200
210
220
230
Te
m
pe
ra
tu
re
 (K
)
NH
SH
J A S O N D J F M A M J
2013−4
2014−5
2015−6
2016−7
Month
Month
Figure 4-1. Annual cycle and variabil-
ity at 50 hPa (~20 km) of minimum 
temperature for the Northern Hemi-
sphere (50°N–90°N, top) and the 
Southern Hemisphere (50°S–90°S, 
bottom) from ERA-Interim reanaly-
sis data (Dee et al ., 2011) . The thick 
black line shows the climatolog-
ical mean annual cycle, with the 
dark and light gray shaded areas to 
indicate the 30–70% and 10–90% 
probabilities, respectively; the thin 
gray lines indicate the record max-
imum and minimum values for the 
period; and the colored lines show 
the annual cycle of temperatures for 
recent years . The data cover the peri-
ods 1978/1979 to 2016/2017 for the 
Northern Hemisphere and 1979–
2017 for the Southern Hemisphere . 
Also indicated are the threshold 
temperatures for chlorine activa-
tion and ice PSC formation . Updated 
from Figure 3-1 in WMO (2014) .
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also Strahan et al., 2016). The figure shows integrated 
VPSC calculated from several reanalysis products to 
provide an idea about structural uncertainty arising 
from the different reanalysis systems. The three more 
recent reanalyses (NCEP/CFSR, ERA-Interim, and 
MERRA-2) are in closer agreement with each other 
than they are with the earlier NCEP reanalysis (see 
the figure caption for references). NCEP is shown 
for comparison with earlier reports but is no longer 
recommended for stratospheric analyses due to the 
availability of more recent reanalyses that have been 
shown to be more suitable (Lawrence et al., 2015; 
Long et al., 2017).
Apparent from Figure 4-2 is the large integrated 
VPSC value for the 2015/2016 winter/spring, driven 
by the particularly cold December and January in 
2015/2016 (Manney and Lawrence, 2016). It exceeds 
the corresponding value associated with the stronger 
Arctic ozone depletion of 2011, even though March 
total ozone values were not anomalously low (Figure 
4-4). This suggests an instance where the integrated 
VPSC metric alone is insufficient as an ozone deple-
tion proxy. Arctic ozone depletion in the winter and 
spring of 2015/2016 is discussed in Section 4.2.4.1. 
In the last Assessment, the evidence for a significant 
climate change-driven trend towards larger VPSC val-
ues occurring in the coldest winters (Rex et al., 2004; 
2006) was challenged by studies using extreme value 
statistics (Rieder and Polvani, 2013) or sunlit vortex 
volumes (Pommereau et al., 2013). Since then, there 
have been no in-depth analyses of the VPSC met-
ric and despite the large (integrated) VPSC value for 
2015/2016, due to the large year-to-year variability no 
significant trend can be detected. More recent studies 
have explored the drivers of polar stratospheric trends 
using observations and model simulations; these are 
discussed in Section 4.5.3. 
4.2.2.2 polar Vortex Breakup dateS 
Figure 4-3 shows the date at which the Arctic and 
Antarctic polar vortices breakup each spring, due to 
strong planetary wave breaking and the returning sun 
resulting in a warming of the polar stratosphere. As 
in Figure 4-2, the dates are calculated from a range 
of different reanalysis products, using wind data 
along the vortex edge (Nash et al., 1996). Similar to 
polar temperature variability, there is a higher degree 
of interannual variability of the vortex breakup date 
for the Arctic, compared to the Antarctic. As noted 
in the previous Assessment, this Arctic variability is 
greater since 2000 (average standard deviation across 
the reanalyses: 30.7 days) compared to the 1990s (av-
erage standard deviation: 18.8 days), although the 
amount depends on the reanalysis product. Breakup 
dates over Antarctica also show a degree of interan-
nual variability, which is more marked after the first 
decade of the record shown, although again this var-
ies between the reanalysis products. Overall, there is 
evidence of decadal variability in both hemispheres. 
In general, there is better agreement between the 
different reanalyses for the Antarctic vortex breakup 
dates (average max–min range between the reanalyses 
of 5.6 days) than the Arctic (average max–min range 
of 16.7 days), with the Arctic having some years where 
the range between different reanalyses exceeds one 
month. Differences in the simulation of stratospheric 
Figure 4-2. Time-integrated Arctic VPSC, 
integrated by day (d) from 1 November to 
30 April for each winter/spring, on isen-
tropic surfaces from 400 to 700 K . Results 
are shown for different meteorological 
reanalyses: NCEP (Kalnay et al ., 1996), 
NCEP/CFSR (Saha et al ., 2010), MERRA-2 
(Gelaro et al ., 2017), and ERA-Interim 
(Dee et al ., 2011) . The figure is an update 
from WMO (2014) with the refinement of 
time integrating VPSC and the addition of new reanalysis products . The VPSC metric is calculated based on the 
method described by Rex et al . (2006) and estimates the volume within the vortex in which the temperature 
is low enough for NAT PSCs to exist, based on a standardized non-denitrified nitric acid profile .
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winds between the reanalysis products (e.g., Butler 
et al., 2017; Long et al., 2017) explain the differences 
between the lines in Figure 4-3. There are a range of 
definitions for breakup date, but no systematic com-
parison exists in the literature. Other definitions, 
such as a temperature-based metric (e.g., Haigh and 
Roscoe, 2009) or computer image analysis techniques 
(Lawrence and Manney, 2017) may yield better agree-
ment between reanalyses.
4.2.3 Ozone Depletion in  Antarctic 
Springs (2014–2017)
Figures 4-4 and 4-5, updates to figures that have been 
used in previous Assessments, represent the evolution 
of polar ozone loss in both hemispheres. Figure 4-4 
shows mean polar cap (63°–90° latitude) total col-
umn ozone averaged for the months of March (for 
the Arctic) and October (for the Antarctic) compiled 
from various satellite datasets since 1970. For the 
Antarctic, generally reliable and well-sampled satellite 
measurements of total ozone have been available for 
October since 1979 from the TOMS/OMI/OMPS se-
ries of instruments, with some gaps in 1993 and 1995 
where alternate instruments were used. 
In Figure 4-5, rather than mean ozone, the minimum of 
the daily mean ozone is shown, and further, an attempt 
is made to confine the averaging region to within the 
polar vortex through use of a threshold for equivalent 
latitude on the 475 K isentrope (Müller et al., 2008).
In the Antarctic, both metrics share the general 
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Figure 4-3. Breakup dates for the Arctic (top) and 
Antarctic (bottom) polar vortices, defined as when 
the wind speed on the 500 K isentropic surface 
falls below 15 .2 m s−1, as per Nash et al . (1996) . 
Dates are determined using reanalysis data from 
NCEP/CFSR (Saha et al ., 2010), MERRA-2 (Gelaro et 
al ., 2017), and ERA-Interim (Dee et al ., 2011) . Note 
that the Nash et al . (1996) definition does not yield 
a breakup date in all reanalyses for certain years . 
Updated from Figure 3-2 of WMO (2014) .
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Figure 4-4. Total ozone average (Dob-
son units) over 63°–90° latitude in 
March (Northern Hemisphere, NH) 
and October (Southern Hemisphere, 
SH) . Symbols indicate the satellite 
data that have been used in different 
years . The horizontal gray lines repre-
sent the average total ozone for the 
years prior to 1983 in March for the NH 
and in October for the SH . Updated 
from Figure 3-4, WMO (2014) . 
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features of a clear decline over the 1980s and 1990s, 
followed by a period without a clear trend but show-
ing increased year-to-year variability, with the vari-
ability reduced in Figure 4-5 relative to Figure 4-4 
due to the use of equivalent latitude. For 1988, 2002, 
and 2012, relatively high temperatures in the winter 
stratosphere limited the severity of ozone loss in the 
following spring (Klekociuk et al., 2015); in the case of 
2002, an unprecedented major sudden stratospheric 
warming in September disrupted the polar vortex and 
allowed unusually strong transport of ozone-rich air 
into the polar cap (Newman and Nash, 2005; WMO, 
2007). 
Mean October ozone values for three of the last four 
years since the last Assessment—2014, 2016, and 
2017—were all at the higher end of the range of values 
observed since the year 2000, as were the two pre-
ceding years 2012 and 2013. In contrast, the October 
mean value for 2015 was the lowest on record. The 
relative positions are similar for minimum daily vor-
tex-averaged ozone (Figure 4-5), although 2014 and 
2016 are closer to the middle of the range, and the 
2015 minimum is not as low as 2006, which is the re-
cord low value for this metric.
The evolution of Antarctic ozone has also been rep-
resented in previous Assessments by the time series 
of three standard metrics: area of the ozone hole, 
minimum ozone within the ozone hole and ozone 
hole mass deficit (Figure 4-6—refer to the caption 
for the specific definitions and time periods of the 
metrics shown). For ozone hole area, the last four 
years have varied within the general range observed 
since the early 1990s, with 2015 being among the 
largest recorded and 2017 the second smallest since 
the late 1980s. Ozone hole minimum is similar in 
Figure 4-6 to the minimum vortex average shown in 
Figure 4-5 but shows a greater general increase since 
2000. Several years from the period 2000–2013 had 
lower ozone hole minimum values than all four years 
2014–2017. Ozone hole mass deficit (OMD) shows 
the most evident change since 2000, with the 2017 
value being the smallest since 1988. To illustrate the 
development of the Antarctic ozone hole over winter 
and spring in the four years, Figure 4-7 shows the es-
timated daily ozone mass deficit for July to December 
in years 2014 to 2017 and also the extreme years of 
2002 and 2006 for comparison. This metric is the dif-
ference in column ozone from 220 DU expressed as 
a mass integrated over the area of the ozone hole. A 
similar figure was last presented in WMO (2007). The 
onset of significant ozone depletion in the Antarctic 
normally occurs between the beginning and middle 
of August, when total column abundances usually 
begin to drop below the 220 DU threshold that was 
introduced by Stolarski et al. (1990) as a definition 
of the Antarctic ozone hole (see Uchino et al. (1999), 
Bodeker et al. (2005), and Huck et al. (2007) for ad-
ditional definitions, and Pazmiño et al. (2018) for 
different thresholds). Ozone loss typically maximizes 
at the beginning of October after which ozone con-
centrations tend to increase through the remainder of 
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Figure 4-5. Time series of the minimum of 
the daily average column ozone (Dobson 
units) within the 63° contour of equiva-
lent latitude (Φe ) in (top) March in the Arc-
tic and (bottom) October in the Antarctic . 
Arctic winters in which the polar vortex 
broke up before March (1987, 1999, 2001, 
2006, 2009, and 2013) are shown by open 
symbols; dotted lines connect surround-
ing years . Adapted from WMO (2014), 
updated using the Bodeker Scientific 
combined total column ozone data base 
(version 3 .0; circles; Müller et al ., 2008) 
through March 2013 and Aura OMI mea-
surements thereafter (diamonds) .
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Figure 4-7. Daily ozone mass deficit over Antarctica for various years compared with the 
range of values over the period 1990–2016 (gray shaded area) . The thick dark gray  line shows 
daily values averaged over the 1990–2016 period . Values have been computed using data 
from TOMS, Aura OMI, and Suomi NPP OMPS . Updated from Figure 4-9 from WMO (2007) .
Figure 4-6. (top) Area of the Antarctic ozone hole for 
1979–2017, averaged from daily total ozone area val-
ues contained by the 220 DU contour for 21–30 Sep-
tember . (middle) An average of daily minimum ozone 
values over Antarctica during the period from 21 Sep-
tember to 16 October . (bottom) Ozone mass deficit 
(OMD) averaged over the 21–30 September period . 
For all three panels, the vertical gray bars indicate the 
range of values over the same time period . The dark 
gray curves show the fits to each quantity as was shown 
in Newman et al . (2004) using EESC, as derived in New-
man et al . (2006), updated with the current baseline 
A1 scenario . The EESC has a mean age of 5 .5 years, an 
age spectrum width of 2 .75 years, and a bromine-scal-
ing factor of 65 . The fit is quadratic in EESC . This fig-
ure was generated from TOMS (1979–2004), Aura OMI 
(2005–2015), and Suomi NPP OMPS (2016–2017) data . 
Updated from Figure 4-8 from WMO (2007) . 
0
5
10
15
20
25
30
O
zo
ne
 h
ol
e 
ar
ea
(m
ill
io
n 
km
2 ) Area
100
150
200
A
ve
ra
ge
 d
ai
ly
m
in
im
um
 o
zo
ne
 (D
U
) 
Minimum
1980 1990 2000 2010
Year
0
10
20
30
40
O
zo
ne
 m
as
s 
de
c
it
(m
ill
io
n 
to
ns
) Mass Decit
Chapter 4 | Polar Stratospheric Ozone
4.12
the year, but do often show significant variability on 
timescales of days to weeks due to disturbance of the 
polar vortex by Rossby wave activity.
The growth and decline of daily ozone mass deficit in 
2014 and 2016 were generally similar to each other, 
and took place over a somewhat contracted peri-
od relative to the long-term mean, with a 1-2 weeks 
slower development in early September and an earlier 
zero-crossing in November (Figure 4-7). In terms of 
the broad features of the daily time series of deficit 
and area, these specific ozone holes exhibited behav-
ior similar to some years in the early 1990s, although 
their total ozone mass deficits were generally greater 
than pre-1990 levels (Figure 4-6; Newman et al., 2015; 
Weber et al., 2015; Newman et. al., 2017; Weber et al., 
2017). In 2016, the latest date for which total column 
ozone values were below 220 DU was November 20 
(Figure 4-7), which was the earliest such date for the 
period 2014-2017. This early elevation of levels above 
the 220 DU threshold was brought about by an epi-
sode of strong warming in the polar cap during late 
November of that year (Figure 4-1). Some evidence 
of a shift in the timing of the formation and growth 
of the ozone hole towards a later date since 2000 has 
also been presented (Solomon et al., 2016). The evolu-
tion of the ozone mass deficit in years 2015 and 2017, 
which were distinctly different to 2014 and 2016, are 
discussed in Sections 4.2.3.1 and 4.2.3.2, respectively.
4.2.3.1 antarCtiC Spring 2015: VolCaniC 
and dynamiCal inFluenCe on ozone
In terms of total annual ozone mass deficit, the 2015 
Antarctic ozone hole was the largest of the period 
2014–2017 (Figure 4-7). The 2015 ozone hole was no-
table in achieving a large maximum area, being com-
parable to the largest values observed for 2003 and 
2006 (Figure 4-6). Through much of the period from 
early October to mid-December, the Antarctic ozone 
hole of 2015 set records in daily area and mass deficit 
and had unusually low minimum column abundances 
(Nash et al., 2016; Weber et al., 2016). Additionally, its 
onset was approximately two weeks later than typical 
(Nash et al., 2016).
The large area of the 2015 Antarctic ozone hole was 
influenced in part by the chemical effects in the low-
ermost stratosphere (particularly around the 100–150 
hPa pressure level) of aerosols that were entrained 
in the polar vortex from the eruption of the Calbuco 
volcano in southern Chile in April 2015 (Solomon et 
al., 2016; Ivy et al., 2017; Stone et al., 2017). Studies 
comparing ozone hole metrics with and without the 
inclusion of prescribed aerosol loading derived from 
observed volcanic SO2 emissions found simulations 
with prescribed aerosols provide an ozone hole area 
that closely matches observations, and concluded that 
chemical ozone depletion enhanced by heterogeneous 
processes associated with the volcanic aerosols was 
the primary factor behind the ozone hole achieving 
record size. Dynamical and temperature feedbacks 
from the ozone loss were less important (Solomon et 
al., 2016; Ivy et al., 2017). Measurements by ozone-
sondes and the Aura MLS satellite instrument are 
consistent with the model results and indicate that the 
aerosol-influenced ozone loss was most significant in 
the lowermost stratosphere (Stone et al., 2017). 
It should be noted that the contribution of volcanic 
aerosol particles took place in the setting of a notably 
cold and stable Antarctic vortex in 2015 (Figures 4-1 
and 4-12). The level of disturbance to the Antarctic 
vortex was relatively low in the winter and spring. 
The eddy heat flux at 100 hPa was generally below the 
long-term average from July to October, and particu-
larly in October, which favored the ozone hole having 
greater persistence than on average (Nash et al., 2016). 
Much of 2015 was marked by a positive value for the 
Southern Annular Mode index, which did not favor 
Rossby wave propagation to high (> 60°S) southern 
latitudes (Fogt, 2016). 
4.2.3.2 antarCtiC Spring 2017: dynamiCal 
inFluenCeS on ozone
Antarctic ozone loss in the spring of 2017 was unusu-
ally low and comparable in some metrics, particularly 
mass deficit, with that for 2002 (when the stratospher-
ic vortex exhibited an unprecedented major warming 
as noted earlier) and most years prior to 1989. The 
small size of the ozone hole in terms of its maximum 
area and total mass deficit compared with other years 
can be seen in Figure 4-6. The rate of increase of 
ozone mass deficit in 2017 was notably below aver-
age throughout September (Figure 4-7), during the 
majority of which time stratospheric temperatures 
were the warmest in the 1979–2017 record (Figure 
4-1). Unusually for the Southern Hemisphere, the 
ratio of September to March ozone from 50° to 90°S 
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was greater than one, consistent with the high value 
of poleward eddy heat flux integrated over winter 
(Figure 4-12). 
4.2.4 Ozone Depletion in  Arctic 
Springs (2014–2017)
The annual time series of polar cap mean and min-
imum ozone in March for the Arctic are shown in 
the upper panels of Figures 4-4 and 4-5. Some is-
sues around the interpretation of these figures in the 
Arctic are discussed in Section 3.2.3 of WMO (2014). 
These averages have been used to assess the long-term 
behavior of Arctic stratospheric ozone as chemical 
depletion normally peaks in March, unless the polar 
vortex dissipates earlier. In the Arctic polar cap, ozone 
concentrations in the lower stratosphere are more 
strongly influenced by horizontal transport than in 
the Antarctic, owing to the relatively weak and dis-
turbed nature of the northern polar vortex. The Arctic 
vortex is smaller and more spatially variable than the 
Antarctic vortex, and variability in the amount of 
ozone transported to the polar cap can complicate 
the interpretation of total column measurements. In 
spite of these limitations, which can be minimized 
by considering partial columns (e.g., Strahan et al., 
2016), these metrics have been used to highlight years 
where ozone concentrations in the Arctic are notably 
low. However, as discussed in detail in WMO (2014), 
years of particularly low Arctic ozone in March, such 
as 1997 and 2011, can show distinctly different behav-
ior in chemical ozone loss (which was strong in 2011 
but only moderate in 1997) and dynamical influences 
(which reduced ozone levels in the latter part of the 
1997 winter). More recently, chemical depletion of 
ozone has been shown to account for one-third of the 
difference from the pre-1983 mean (the gray shaded 
area in Figure 4-4) in most years, with the remain-
der being due to variations in dynamical resupply 
of ozone (Strahan et al., 2016; see also WMO, 2010 
Figure 2-15).
As for the Antarctic, Figures 4-4 and 4-5 display an 
evident negative trend in ozone in the 1980s which 
did not continue past the late 1990s. In terms of March 
mean ozone across the geographic polar cap (Figure 
4-4), the four years since the last Assessment have all 
been well within the range of typical values observed 
since 2000, with only small differences between each 
of the years and significantly above the value for 2011 
which experienced very large ozone depletion. The 
differences between the four years are much larger in 
Figure 4-5 however, with minimum ozone in March 
2015 now at the higher end of the range of values since 
1990 and March 2016 being one of the lowest values. 
To consider the development of Arctic ozone in win-
ter and spring over these four recent years, Figure 
4-8 shows time series of the daily average concentra-
tion of specific species relevant to ozone chemistry 
at a height of approximately 18 km—representative 
for the lower stratosphere within the Arctic polar 
vortex. The 2013/2014 Arctic vortex was large, cold 
(see also Figure 4-1), and relatively strong through-
out the winter; temperatures near 18-km altitude 
were below chlorine activation thresholds until ap-
proximately mid-March. The observed decrease in 
ozone was slightly more than the average up until 
April 2014 (Bernhard et al., 2015). Over the period 
December 2014 to April 2015, ozone concentrations 
in the Arctic lower stratosphere near 18 km altitude 
were the highest in the Aura MLS record (which 
started in August 2004; Figure 4-8) (Manney et al., 
2015b; Bernhard et al., 2016). A minor sudden strato-
spheric warming (SSW) event in early January 2015 
(Figure 4-1) raised temperatures and limited further 
development of ozone-depleting chemistry within the 
polar vortex. Additionally, Aura MLS data showed ev-
idence for above average transport of ozone-rich air 
into the polar cap through the upper branch of the 
Brewer-Dobson circulation (Manney et al., 2015b), 
which also elevated HNO3 concentrations to levels in 
the lower stratosphere not previously observed in the 
Aura MLS record. The enhanced temperatures and 
transport were both the result of increased high-lat-
itude wave activity (Manney et al., 2015b).
The early part of the 2016/2017 Arctic winter was un-
usually warm in the lower stratosphere with a weak 
vortex, although with a cold and strong vortex in the 
middle and upper stratosphere. Several minor SSWs 
occurred, with two of them near the threshold to be 
defined as “major” (according to definitions by Butler 
et al., 2015). Temperatures below chlorine activation 
thresholds in the lower stratosphere did not appear 
until late December. However, cold conditions were 
consistently present thereafter until early March, and 
significant chlorine activation and ozone loss were 
observed. As indicated by relatively high levels of 
HNO3 in the lower stratosphere (top panel of Figure 
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Figure 4-8. Time series of 
 vortex-averaged HNO3, H2O, 
HCl, ClO, and O3 from Aura 
Microwave Limb Sounder 
(MLS) on the 480 K potential 
temperature surface (~18 km, 
~50 hPa) for winters and spring 
in the Arctic . Gray shading 
shows the envelope of behav-
ior observed by Aura MLS over 
the 2005–2013 period . A data 
gap from 27 March to 18 April 
2011 has produced a notice-
able artefact in the envelope of 
some panels . The last four win-
ters are highlighted by colored 
lines as indicated in the legend, 
for which the given year refers 
to January to April . Updated 
from Figure 3-6 from WMO 
(2014) .
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4-8), denitrification was not particularly pronounced 
within the vortex during 2016/2017.
4.2.4.1 arCtiC Spring 2016: reCord ozone 
depletion halted By major Warming
The 2015/2016 Arctic winter had significant potential 
for large ozone loss (Manney and Lawrence, 2016). 
Exceptionally low temperatures occurred throughout 
the period from December 2015 to February 2016, 
which were the lowest in the 68-year observational re-
cord (Matthias et al., 2016). Strong denitrification and 
dehydration occurred (Manney and Lawrence, 2016; 
Figure 4-8), which were associated with extensive 
PSC formation (Khosrawi et al., 2017; Bernhard et al., 
2017). The low stratospheric temperatures, particular-
ly in November and December of 2015, were linked 
with weak planetary wave-1 activity associated with 
the prevailing enhanced tropospheric meridional 
temperature gradient that appears to have increased 
the vertical wind shear at northern mid-latitudes and 
reduced the ability of the planetary waves to propa-
gate upward (Matthias et al., 2016). 
The cold conditions led to very strong chlorine acti-
vation within the polar vortex in 2015/2016 until the 
end of February. Levels of HCl at the 480 K surface in 
the vortex in January were the lowest in the Aura MLS 
record, below those of 2010/2011 when ozone loss was 
exceptional and levels of ClO were correspondingly 
high (Figure 4-8). The amount of ozone depletion 
was enhanced by the strong level of denitrification 
(Manney and Lawrence, 2016). However, the overall 
ozone loss in this season was halted by a major final 
SSW in early March, which terminated stratospher-
ic chlorine activation approximately a month earlier 
than was the case for the 2010/2011 season (Bernhard 
et al., 2017). From this point on, ClO levels dropped 
rapidly (Figure 4-8). As a result of the warming, re-
cord Arctic ozone depletion that might have occurred 
with such high levels of chlorine activation earlier in 
the season, did not take place.
4.3 UNDERSTANDING OF POLAR 
OZONE PROCESSES
4.3.1 Polar Stratospheric Clouds
Polar stratospheric clouds (PSCs) and cold sulfate 
aerosols impact polar ozone and chlorine chemis-
try by converting chlorine from inactive reservoir 
species (mainly hydrochloric acid (HCl) and chlo-
rine nitrate (ClONO2)) to active ozone-destroying 
species. Furthermore, PSCs can both temporarily 
sequester HNO3 from the gas phase (substantially 
reducing gas-phase concentrations of HNO3 as long 
as the PSCs exist) and irreversibly redistribute HNO3 
by gravitational sedimentation of large nitric acid 
trihydrate (NAT) particles (referred to as “denitri-
fication”; WMO (2014), Box 3-1). These impacts on 
polar ozone and chlorine chemistry are now consid-
ered to be well understood. However, many aspects 
of the microphysics of PSCs and their formation still 
remain unclear, such as the nucleation mechanism for 
NAT particles (in particular, large NAT particles), the 
impact of rapid cooling rates (gravity waves), and the 
origin and nature of refractory (that is, non-volatile) 
particles in the polar vortex. As well, the substantial 
uncertainties in the reactivity on NAT surfaces (par-
ticularly the heterogeneous reaction HCl + ClONO2) 
identified many years ago (WMO, 1998; Carslaw 
and Peter, 1997) remain unresolved. Most results, 
such as comparisons of chemical transport models 
to observations, are generally robust to the details 
of the assumptions employed regarding PSCs and 
heterogeneous chemistry (e.g., Kirner et al., 2015a; 
Wohltmann et al., 2013). Nonetheless, there are con-
ditions where the exact rates of heterogeneous chlo-
rine activation reactions and thus also PSC compo-
sition will be significant; for example, when chlorine 
activation occurs in the Arctic within a limited spatial 
or temporal region (Wegner et al., 2016) or in the 
Antarctic under conditions of a direct competition of 
the rate of gas-phase deactivation and heterogeneous 
activation of chlorine (Solomon et al., 2015). Further, 
an accurate representation of PSC processes in mod-
els is required to ensure the reliability of projections 
of the future development of polar ozone under con-
ditions of changed atmospheric concentrations of key 
species. The contribution of the latest observational, 
laboratory, and modeling studies to addressing these 
questions is described in the following sections.
4.3.1.1 oBSerVationS oF pSC extent 
 and CompoSition
Long-term data sets of the occurrence of different 
types of PSC particles over the polar regions are now 
available from both satellite and ground-based ob-
servations. The MIPAS instrument, which was car-
ried by the ENVISAT satellite, was an infrared limb 
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sounder providing a pole-covering day and night time 
climatology of PSC distributions and their composi-
tion from July 2002 until April 2012. The CALIOP 
instrument onboard CALIPSO is a two-wavelength 
polarization-sensitive lidar that provides night-time 
high-resolution vertical profiles of PSCs with data 
collection beginning in mid-June 2006 and lasting 
until the present day. In addition, ground-based lidar 
systems provide important long-term information 
on PSC properties; measurements are available since 
1997 at Esrange, Sweden (Achtert and Tesche, 2014) 
and for 1995–2001 and 2006–2010 at McMurdo, 
Antarctica (Di Liberto et al., 2014). Data from these 
ground-based systems are compared with satel-
lite-based measurements and are used to test and de-
velop PSC classification schemes. 
The most recent data products from MIPAS and 
CALIOP (Spang et al., 2016; Lambert et al., 2016) 
show a very good agreement regarding PSC classifi-
cation and occurrence as seen in the daily altitude-re-
solved time series of three PSC classes in 2009 for the 
two instruments (Figure 4-9) (Spang et al., 2018). 
Given the very different measurement principles used 
by CALIOP and MIPAS, the agreement between the 
two data sets is encouraging and will allow analyses 
on the temporal and spatial development of PSCs over 
multiple winters to be performed with the potential 
for the validation and improvement of PSC schemes 
in CTMs and CCMs (e.g., Zhu et al., 2017a).
WMO (2014) reported on the detection of unusually 
large particles (up to 35 μm), so-called “NAT-rocks”, 
in synoptic-scale PSC fields during aircraft campaigns 
in the Arctic in 2010 and 2011 (von Hobe et al., 2013). 
It has been argued for a long time that the sequester-
ing of major amounts of nitric acid in relatively large 
particles leads to efficient denitrification (Salawitch 
et al., 1989). Further analysis of these observations 
(Molleker et al., 2014) showed that the optically mea-
sured size distribution (Figure 4-10) could only be ex-
plained by either strong asphericity of the particles or 
an alternate composition (e.g., water ice coated with 
NAT). While there has been previous evidence (Fahey 
et al., 2001; Brooks et al., 2003) for NAT-rocks, their 
observational basis has been expanded by these mea-
surements and the occurrence of large NAT particles 
now appears to be a regular feature of synoptic-scale 
PSCs in the Arctic. 
Further, analysis of the spectral signature of the PSC 
field over northern Scandinavia obtained by air-
borne passive infrared limb emission measurements 
in December 2011 revealed a distinctive “shoul-
der-like” signature in the spectral region around 820 
cm−1 (Woiwode et al., 2016). This observed signature 
is best explained by the combination of the absorp-
tion, emission, and scattering characteristics of large 
(log-normal distribution with a mode radius of 4.8 
μm) highly aspherical (aspect ratios of 0.1 or 10) 
NAT particles. The measurement of excess gas-phase 
HNO3 observed in a nitrification layer directly below 
the observed PSCs further supports the role of such 
large aspherical particles in denitrification. 
Comparison of CALIOP observations for the 
Antarctic in winter 2010 with model simulations 
suggests that two major NAT particle formation 
mechanisms must exist. Homogeneous nucleation 
from supercooled ternary solution (STS; see WMO 
(2014), Box 3-1) droplets produces large NAT parti-
cles which are needed to reproduce the observed rates 
of denitrification, while heterogeneous nucleation of 
NAT on ice produces small particles which account 
for the large backscattering ratio from NAT observed 
by CALIOP (Zhu et al., 2017a; 2017b).
It has also previously been proposed that refractory 
particles of meteoric origin could serve as conden-
sation nuclei of NAT-rocks (Curtius et al., 2005). 
Laboratory experiments using analogues of meteoric 
materials show that such surfaces have the capacity to 
nucleate nitric acid hydrates (James et al., 2018). As re-
ported in WMO (2014), aircraft measurements made 
in the Arctic in late winter 2010 detected a large num-
ber of refractory particles with diameters above 500 
nm (von Hobe et al., 2013). The abundance of refrac-
tory aerosols in the lower stratosphere during late win-
ter in the Arctic vortex appears to be a regular feature 
rather than an exception (Weigel et al., 2014). At the 
time of these measurements, the air mass subsidence 
inside the Arctic winter vortex from the upper strato-
sphere and mesosphere was well-advanced, leading to 
the conclusion that the refractory particles had been 
transported from higher altitudes into the lower strato-
sphere. In contrast, in the flight samples collected in 
an early winter situation (December 2011, and there-
fore a young vortex in which the air masses had seen 
much less descent), no large refractory particles were 
observed (Ebert et al., 2016). The observed general 
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tendency of a lower abundance of refractory particles 
during PSC events compared to non-PSC situations 
supports the hypothesis that such particles can provide 
a surface for heterogeneous nucleation during PSC 
formation. Further, recent analysis of particles origi-
nally collected in the Arctic stratosphere from January 
until March 2000 found a high abundance of carbo-
naceous refractory particles. Based on their chemistry 
and nanostructure, many non-meteoric sources for 
these carbonaceous particles can be excluded (Schütze 
et al., 2017). However, the exact source of the large re-
fractory particles in the stratosphere and their impact 
on PSC formation remain to be accurately determined.
4.3.1.2 graVity WaVeS and orographiC ForCing
Atmospheric gravity waves yield substantial small-
scale temperature fluctuations that can trigger the 
formation of PSCs (e.g., Murphy and Gary, 1995). Orr 
et al. (2015), based on case studies over the Antarctic 
Peninsula, investigated the representation of strato-
spheric mountain-wave-induced temperature fluc-
tuations by the UK Met Office Unified Model (UM) 
at climate scale and mesoscale, compared to observa-
tions. They found that, at high horizontal resolution (4 
km), the regional mesoscale configuration of the UM 
is able to correctly simulate the magnitude, timing, 
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Figure 4-9. Time series of the daily Antarctic PSC areas (top row) from MIPAS climatology (10-year mean 
[2002, 2003, and 2005–2011]; MIPAS data weighted by the area of the applied latitude bins south of 55°S 
in the altitude range 12–30 km), (middle row) from MIPAS for the year 2009, and (bottom row) CALIOP V2 for 
the year 2009, based on the identical computation of PSC area for each data set . Presented are all relevant 
PSC classes for the MIPAS and CALIOP satellite retrievals (ice, NAT, and STSmix) . For better comparability with 
CALIOP, MIPAS observations in the middle row are restricted to latitudes north of 82°S, the latitude coverage 
of CALIOP . Red triangles at 10 .5 km altitude in the MIPAS and CALIOP time series (middle and bottom rows) 
mark data gaps caused by the measurement mode . Adapted from Spang et al . (2018) .
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and location of the measured temperature fluctua-
tions. While a climate configuration of the model with 
lower horizontal resolution was not able to resolve the 
fluctuations, in this case, the use of a mountain wave 
parameterization scheme gave reasonable agreement 
with observations. A 10-year satellite record of gravity 
wave activity in the polar lower stratosphere based on 
AIRS indicates that orography as well as jet and storm 
sources are the main causes of the observed gravity 
waves. There is a strong seasonal cycle in wave activity 
with wintertime maxima at high latitudes, the cycle 
lasting 2–6 months in the Northern Hemisphere and 
5–9 months in the Southern Hemisphere (Hoffmann 
et al., 2017). A comparison of the satellite observa-
tions with temperature fluctuations in the ECMWF 
operational analysis (16-km horizontal resolution) 
showed that gravity wave patterns occur in the right 
locations, but that wave amplitudes were typically 
underestimated by a factor of 2–3 (Hoffmann et al., 
2017). Further, Lambert and Santee (2018) find that 
the potential to form ice PSCs in model studies driv-
en by various reanalyses varies significantly because 
of the underlying differences in the representation of 
mountain wave activity. Moreover, CALIOP data in-
dicate that simulations are missing clouds containing 
small NAT particles with large number densities; such 
particles are most likely to form from ice clouds or 
STS in gravity waves (Zhu et al., 2017b). 
These recent findings emphasize the importance of 
high spatial resolution, state-of-the-art meteorologi-
cal reanalyses, and high-quality schemes for the rep-
resentation of gravity waves in model studies aimed at 
PSC formation and existence.
4.3.2 Polar Chemistry
4.3.2.1 oBSerVationS oF polar ChemiStry
Measurements taken with balloon-borne MIPAS-B 
and TELIS instruments in northern Sweden on 31 
March 2011 inside the polar vortex provided verti-
cal profiles of inorganic and organic chlorine species 
over the whole altitude range in which chlorine had 
been undergoing activation and deactivation (Wetzel 
et al., 2015). A total chlorine (Cly) concentration of 
3.41 ± 0.30 ppbv is inferred above 24 km from the 
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Figure 4-10. Size distributions of large HNO3-containing PSC particles with high number densities from 
in situ airborne measurements in 2010 and 2011 . These measurements are compared to previous mea-
surements by Fahey et al . (2001) (retrieved from total NOy) and Brooks et al . (2003) (optical measure-
ments) . Adapted from Molleker et al . (2014) .
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measurements. This value is consistent with the 
slightly reduced chlorine loading of the stratosphere 
in 2011 compared to its peak value a decade earlier 
(see Chapter 1).
Strahan et al. (2014) reported Aura MLS-inferred Cly 
showed large variations from year to year due to the 
variability of transport to the Antarctic vortex. The 
mean expected annual Cly decline due to the Montreal 
Protocol is estimated to be −20 ppt yr−1; however, 
fluctuations of the concentration in a given year have 
varied up to 200 ppt below and 150 ppt above the 
mean. (The concentration of Cly in 2013 at 450 K in 
the vortex was estimated by this method to have been 
2650 ppt.) Because of this large interannual variability 
of Cly, it requires at least 10 years of chlorine decline 
after the chlorine maximum for an Antarctic ozone 
recovery (in the sense of an ozone increase caused by 
halocarbon reductions) to be attributable to a decline 
of stratospheric chlorine in a statistically significant 
manner (Strahan et al., 2014). 
In the Arctic vortex of the 2009/2010 winter, satellite 
observations showed the initial activation of chlorine 
occurred in association with the formation of PSCs 
over the eastern coast of Greenland at the beginning of 
January 2010 (Wegner et al., 2016). Although this area 
of PSCs covered only a small fraction of the vortex, 
it was responsible for almost the entire initial chlo-
rine activation throughout the vortex. Observations 
show that HCl mixing ratios decreased rapidly in and 
downstream of this region. Simulations of heteroge-
neous reaction rates along trajectories intersecting 
with the PSCs indicate that the initial phase of chlo-
rine activation occurred in just a few hours. These 
calculations further suggest that the very rapid chlo-
rine activation in Arctic winter 2009/2010 can only be 
explained by an increase in surface area density due 
to PSC formation (Wegner et al., 2016), as reactions 
on the background binary aerosol would have been 
too slow. 
4.3.2.2 laBoratory StudieS, theoretiCal 
BaSiS, and modelS
Laboratory, PSCs
New experiments on the heterogeneous kinetics of 
H2O, HNO3, and HCl on HNO3 hydrates have been 
performed using a multidiagnostic stirred-flow reac-
tor in which the gas phase as well as the condensed 
phase have been simultaneously investigated for 
stratospheric temperatures in the range 175–200 K 
(Iannarelli and Rossi, 2016). In these experiments, 
NAT was investigated in two phases; α-NAT, which 
exists at temperatures below 185 K and is metasta-
ble and β-NAT, which exists above this temperature 
and is the form predominantly found in PSCs (see 
also the following section). In the laboratory exper-
iments, initial spontaneous formation of α-NAT was 
found, followed by the gradual transformation of 
α- to β-NAT at T > 185 K; further nitric acid dihy-
drate (NAD) was spontaneously formed at somewhat 
larger partial pressures of HNO3 deposited on pure 
H2O ice (Iannarelli and Rossi, 2016). The improved 
experimental instrumentation suggests, in contrast to 
previous studies, the formation of α-NAT proceeds 
without prior formation of an amorphous HNO3∕H2O 
layer and always results in the formation of β-NAT. 
Chlorine Chemistry and Heterogeneous Reactions
Chlorine activation and subsequent ozone deple-
tion only occur because of heterogeneous reactions 
(Solomon et al., 1986); chlorine activation rates are 
mainly controlled by temperature, with only a lim-
ited dependence on PSC type (e.g., Salawitch et al., 
1988; Kawa et al., 1997; WMO, 2014). Beyond het-
erogeneous chemistry, NAT particles have an impact 
on gas-phase chemistry through removal of HNO3 
(denitrification). Initial chlorine activation is not 
directly related to chemical ozone loss and chlorine 
activation is often saturated because of the lack of 
available ClONO2, so that gas-phase chemistry be-
comes important (Solomon et al., 2015; Müller et 
al. 2018). However, strong polar ozone loss requires 
both a nearly complete activation of chlorine and the 
maintenance of high levels of active chlorine for an 
extended period (e.g., Solomon et al., 2015; Müller et 
al., 2018). Recent work has focused on the sensitivity 
of simulated ozone loss on PSC types, temperature 
thresholds and the maintenance of high levels of 
activated chlorine, and the chemical processes re-
sponsible for chlorine activation (Solomon et al., 2015; 
Kirner et al., 2015a; Wegner et al., 2016; Wohltmann 
et al., 2017; Müller et al., 2018).
Multi-year simulations of a CCM (nudged to ERA-
Interim reanalysis meteorological fields) show the im-
pact that the various types of PSCs (Box 3.1 in WMO 
(2014)) have on Antarctic chlorine activation and 
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ozone loss (Kirner et al., 2015a). In these simulations, 
in high southern latitudes, heterogeneous chemistry 
on liquid particles accounts for more than 90% of 
ozone depletion, with reactions on ice particles add-
ing less than 5% of further ozone depletion and NAT 
particles less than 1%, although NAT particles play an 
essential role in denitrification. Simulations of HNO3, 
ClO, and ozone agree closely with observations from 
MLS (Kirner et al., 2015a).
Polar ozone depletion simulations based on the 
WACCM model for the year 2011 indicate that total 
ozone depletion in both hemispheres is dependent on 
low temperatures (below 192 K) and associated het-
erogeneous chemistry on polar stratospheric cloud 
particles (Solomon et al., 2015). Reactions limited 
to temperatures above 192 K, or on binary (sulfate/
water) liquid aerosols, yield little simulated polar 
ozone depletion in this model in either hemisphere. 
The simulated ozone loss is sensitive to sulfate, which 
provides additional surface area for heterogeneous 
reactions (Tabazadeh et al., 2002); enhancing strato-
spheric sulfate by a factor of three increases ozone loss 
by up to 20 Dobson Units (DU) in the Antarctic and 
15 DU in the Arctic. These assumed enhanced sulfate 
levels are similar to those observed following recent 
relatively small volcanic eruptions since 2005. Ozone 
losses in the model are strongly sensitive to tempera-
ture, with a test case cooler by 2 K producing as much 
as 30 DU additional ozone loss in the Antarctic and 
40 DU in the Arctic. The modeled result compares 
with an earlier analysis of observations that calculated 
the mean dependence on stratospheric temperature of 
Arctic ozone loss as 15.6 DU K−1 (Rex et al., 2006).
Moreover, Solomon et al. (2015) corroborate earlier 
findings (Jaeglé et al., 1997) that in the edge region 
of the Antarctic vortex, transport of ClONO2 from 
lower latitudes to higher latitudes as well as latitudinal 
excursions of air parcels in and out of sunlight during 
winter enhances ClONO2 and HOCl available for re-
action with HCl and hence net chlorine activation. 
The onset of chlorine activation by heterogeneous 
processes is mostly limited by the amount of avail-
able ClONO2, as confirmed by a recent combination 
of CALIOP PSC and MLS HCl and ClO observations 
with model simulations (Nakajima et al., 2016).
Recent studies focus on a quantitative analysis of the 
chemical reactions involved in polar ozone depletion 
in the stratosphere (for specific winters) and of the 
relevant reaction pathways and cycles (Wohltmann 
et al., 2017; Müller et al., 2018). Wohltmann et al. 
(2017), based on NASA’s Jet Propulsion Laboratory 
(JPL) 2011 recommendation (Sander et al., 2011), find 
that the ClO dimer cycle contributes about 50% to the 
vortex-averaged ozone loss at 54 hPa in both hemi-
spheres, while the BrO–ClO cycle contributes about 
40%. Further, in the Southern Hemisphere, there is 
a clear shift from chlorine activation by the ClONO2 
+ HCl reaction in early winter to activation by the 
HOCl + HCl reaction later in winter (Wohltmann et 
al., 2017; Müller et al., 2018). The HOCl + HCl re-
action accounts for about 70% of the activation of Cl 
in the Southern Hemisphere, while it accounts for 
30% of the activation in the Northern Hemisphere 
(Wohltmann et al., 2017). In the core of the Antarctic 
vortex, in the lowermost stratosphere, high levels of 
active chlorine are maintained by effective chemical 
cycles (HCl null-cycles) where the formation of HCl 
is balanced by immediate reactivation, which allows 
active chlorine levels to be maintained and thus rapid 
ozone destruction to occur. For the observed almost 
complete activation of stratospheric chlorine in the 
lower stratosphere, the production of HOCl via HO2 
+ ClO, with the HO2 resulting from photolysis of 
CH2O, is essential (Müller et al., 2018).
In the dark core of the polar vortex MLS observations 
show a much faster depletion of HCl than simulated 
by current state-of-the-art models (ATLAS, CLaMS, 
WACCM, and TOMCAT/SLIMCAT) (Wohltmann 
et al., 2017; Grooß et al., 2018). This points to some 
unknown process that is currently not fully represent-
ed. There is only a minor impact of about 2% on the 
overall ozone column loss over the course of Antarctic 
winter and spring, however, because the HCl discrep-
ancy and the associated underestimation of chlorine 
activation occur in early winter, when ozone loss rates 
are slow.
Reaction Kinetics
Canty et al. (2016) showed that the most recent recom-
mendations for the kinetics that govern the partition-
ing of ClO and ClOOCl (put forth by the JPL panel) 
(Burkholder et al., 2015) are in extremely good agree-
ment with the atmospheric observations of ClO and 
ClOOCl. The most important difference with respect 
to calculations that rely on older recommendations is 
Polar Stratospheric Ozone | Chapter 4
4.21
the temperature at which loss of ozone by the ClOOCl 
catalytic cycle terminates. The current recommenda-
tion (Burkholder et al., 2015) suggests that ClOOCl 
is less stable than previously assumed, resulting in an 
approximate 2 K downward shift in the termination 
temperature of polar ozone loss due to the ClOOCl 
catalytic cycle (Canty et al., 2016).
4.3.3 Very Short-Lived 
 Halogenated Substances 
Recent observations show that the atmospheric 
concentration of dichloromethane (CH2Cl2)—an 
ozone-depleting gas not controlled by the Montreal 
Protocol—is increasing (Leedham Elvidge et al., 2015; 
Hossaini et al., 2017; Chapter 1 of this Assessment). 
The future evolution of atmospheric dichloromethane 
is uncertain, but for the present day (2015) the simulat-
ed contribution of dichloromethane to total inorganic 
chlorine in the polar lower stratosphere (100 hPa) is 
about 3% (Hossaini et al., 2017). Using atmospheric 
model simulations, Hossaini et al. (2017) show that 
the largest ozone decreases attributable to dichloro-
methane are simulated in the Southern Hemisphere. 
The impact of dichloromethane in these simulations 
is modest at the present time, with springtime zonal 
mean column ozone in the Southern Hemisphere 
up to 3%, or 6 DU, lower in simulations in which di-
chloromethane is considered (Hossaini et al., 2017). 
Beyond dichloromethane, a number of very short-lived 
substances (VSLSs; for example, 1,2-Dichloroethane, 
C2H4Cl2) have also been detected in Earth’s atmo-
sphere, although atmospheric measurements of these 
compounds are sparse (Hossaini et al., 2015a). While 
the major contribution to stratospheric chlorine from 
chlorine-containing VSLSs comes from dichloro-
methane, these other VSLSs also contribute. The ad-
ditional chlorine loading from all chlorine-containing 
VSLSs in 2013 amounted to about 100 ppt (Hossaini 
et al., 2015a).
It is also important to account for the contribution of 
bromine-containing VSLSs to the stratospheric hal-
ogen loading (e.g., Frieler et al., 2006). Recent CCM 
simulations of the evolution of the Antarctic ozone 
hole show a significant additional reduction of the 
total ozone column over the polar cap and better agree-
ment with observations, when brominated VSLSs are 
considered (Figure 4-11, Braesicke et al., 2013; Yang 
et al., 2014; Sinnhuber and Meul, 2015; Oman et al., 
2016; Fernandez et al., 2017). For instance, Sinnhuber 
and Meul (2015) found that due to the inclusion of 
VSLSs, up to 25% more ozone was destroyed locally 
in the southern polar lower stratosphere (60°–90°S) 
in October in the period 1979 to 1995, leading to a 
regional reduction of total column ozone by about 
10% (October) due to bromine-containing VSLSs. 
Compared to OMI satellite measurements, Oman et 
al. (2016) obtained better agreement in the very low 
ozone concentrations in the deep Antarctic lower 
stratospheric polar vortex during late September to 
early October from the late 1990s to the early 2000s 
when bromine from natural VSLSs was considered in 
their model. At the time of maximum chlorine loading 
around the year 2000, the 5 ppt of very short-lived Bry 
increased the ozone hole area by about 40% (5 million 
km2) and enhanced the ozone mass deficit by about 
75% (8 million tons) (Fernandez et al., 2017, Figure 
4-11). Although the strongest impact of bromine-con-
taining VSLSs is in the Antarctic, there is also an im-
pact on Arctic ozone levels in spring (e.g., Yang et al., 
2014). However, it should be noted that the impact of 
bromine on stratospheric ozone occurs through the 
ClO/BrO–ClO chemical cycle and thus is only strong 
for enhanced stratospheric chlorine levels.
4.3.4 Polar Dynamical Processes
4.3.4.1 dynamiCal Control oF polar ozone
Year-to-year variability of stratospheric polar ozone 
is controlled by dynamical and chemical processes. 
Both are coupled to temperature changes which, in 
turn, are strongly influenced by wave activity (WMO, 
2014). Recent studies of the dynamical contribution 
to temperature trends and ozone variability in Arctic 
spring essentially confirmed the important role of dy-
namics (Bohlinger et al., 2014; Bednarz et al., 2016; 
Ivy et al., 2016; Strahan et al., 2016). Ozonesonde 
measurements over Belgrano (Antarctica) show, for 
example, that the largest ozone depletion occurs in the 
coldest years (55–60% decrease of total ozone column 
in spring in the years 2000, 2003, and 2006), while the 
ozone loss in warm winters is smaller (20% in 2002 
due to the Southern Hemisphere (SH) major sudden 
stratospheric warming) (Parrondo et al., 2014). 
Planetary wave driving of the polar stratosphere is 
generally stronger and more variable in Northern 
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Hemisphere (NH) than in SH winter, leading to a 
warmer Arctic polar vortex and less chemical ozone 
depletion (see Figures 4-1, 4-4, and 4-5). In contrast, 
in austral winter and spring, Antarctic lower strato-
spheric temperatures are low enough for continuing 
heterogeneous ozone depletion, as the Antarctic vor-
tex is much less disturbed by wave forcing (WMO, 
2014; Solomon et al., 2014). The inter-hemispheric 
differences in the relationship between wave activity 
and the spring-to-fall ozone ratio are illustrated in 
Figure 4-12 (update of Weber et al., 2011 and Figure 
3-13 in WMO, 2014). Figure 4-12 shows the compact 
linear relationship between the mean winter eddy heat 
flux at 100 hPa and the spring-to-fall high-latitude 
ozone ratio, combining data from both hemispheres. 
The winter eddy heat flux is consistently lower in the 
SH than in the NH. As a result, chemical ozone loss 
dominates in the SH lower stratosphere, and ozone 
values are lower in spring than in fall (except for 2002 
and 2017). In contrast, the larger NH eddy heat flux 
leads to enhanced transport of ozone throughout the 
winter. As shown in Figure 4-12, this relationship 
held for all Antarctic and Arctic winters since the 
last Assessment, including the year 2015 (with the 
eruption of the Chilean volcano Calbuco enhancing 
Antarctic ozone depletion (see Section 4.2.3.1) and 
the northern winter 2015/2016 (see Section 4.2.4.1). 
4.3.4.2 reFined underStanding oF 
dynamiCal VariaBility 
The mechanisms involved in the generation, prop-
agation, and dissipation of planetary waves are well 
known from theoretical, observational, and modeling 
approaches. Nevertheless, our understanding of the 
processes that determine the degree and interannual 
variability of wave driving of the polar stratosphere 
is still incomplete (WMO, 2014). Investigating the 
sources of interannual variability of wave activity in 
the stratosphere is still an intense area of research. The 
following sections report on advances since the last 
Assessment.
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Figure 4-11. Temporal evolution of (a) 
the Antarctic ozone hole area and (b) 
ozone mass deficit for model experi-
ments with the Community Atmosphere 
Model with Chemistry (CAM) without 
brominated VSLSs (black, reference) 
and with brominated VSLSs (blue, refer-
ence + VSLS) on the left axis, as well as 
the difference between runs (red) on 
the right axis . Solid thick lines show the 
ensemble mean for each experiment, 
while the dashed, dotted, and dashed- 
dotted thin lines correspond to each of 
the three independent simulations for 
each run . Red dots in the upper panels 
show observations . From Fernandez et 
al . (2017) . 
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Sources of Dynamical Variability: SSTs and ENSO 
Since van Loon and Labitzke (1987), it is well known 
that variations in sea surface temperatures (SSTs) lead 
to anomalous stratospheric polar vortices, affecting 
stratospheric polar ozone. Recent studies have refined 
previous work by addressing in more detail the un-
derlying mechanisms linking SST anomalies to strato-
spheric polar vortex variability, the role of the loca-
tion of SST anomalies and differences in the impact of 
SSTs on the Arctic and Antarctic polar vortices and on 
stratospheric ozone. 
SST anomalies generate anomalous upward wave flux 
into the stratosphere. Hence, increasing global SSTs and 
their latitudinal gradients modulate the polar vortices 
through an enhancement of the Brewer-Dobson cir-
culation in both hemispheres. While globally uniform 
SST changes have a stronger impact on the Southern 
Hemisphere, changes in the SST gradients affect the 
Arctic vortex more significantly. This asymmetry is 
due to differences in the properties and transmission 
of the waves in both hemispheres (Hu et al., 2014). 
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Figure 4-12. Spring-to-autumn ratio of observed high latitude total ozone (>50º latitude) as a function of 
the absolute extratropical winter mean eddy heat flux (September to March in the Northern Hemisphere 
and March to September in the Southern Hemisphere) derived from ECMWF ERA-Interim data . Data from 
the Southern Hemisphere are shown as triangles (September over March ozone ratios) and from the North-
ern Hemisphere as solid circles (March over September ratios) . Polar total ozone distributions for select 
years are shown at the top . Updated from Weber et al . (2011) .
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Moreover, depending on the longitudinal position of 
the SST anomalies, they can either enhance or weak-
en upward wave propagation into the stratosphere 
through positive or negative interference with the 
climatological wave patterns. Hemispheric differenc-
es in the extratropical impact of regional tropical SST 
anomalies have been linked to differences in transient 
eddy forcing and stationary wave activity between 
the hemispheres (Li et al., 2010). Thus, higher SSTs in 
either the tropical Eastern Pacific Ocean (e.g., Calvo 
et al., 2017) or the North Atlantic (Omrani et al., 
2014), or lower SSTs in either the North Pacific (e.g. 
Hurwitz et al., 2012) or the Indian Ocean (Fletcher 
and Kushner, 2011) lead to a weaker Arctic polar vor-
tex. Using satellite observations and reanalysis data, 
Tian et al. (2017) reported a high correlation between 
SSTs in the East Asian marginal seas and lower strato-
spheric ozone over Antarctica in austral spring, with 
high SSTs reducing planetary wave activity in the SH, 
strengthening the stratospheric polar vortex, and 
thereby enhancing chemical ozone loss (with the op-
posite effects for low SSTs). According to their model 
simulations, ~17% of the decline of Antarctic lower 
stratospheric ozone between 1955 and 2005 may be 
associated with increasing SSTs over the marginal seas 
of East Asia.
Recent studies of the El Niño–Southern Oscillation 
(ENSO) highlighted the role of the location of the 
strongest SST anomalies (i.e., in the Eastern Pacific 
[EP] or the central Pacific [CP]) for the effects of 
ENSO on polar ozone. ‘Canonical’ EP El Niño events 
tend to weaken the polar vortex (e.g., Calvo et al., 2017 
and references therein) and enhance stratospheric 
column ozone at high latitudes (e.g., Cagnazzo et al., 
2009), while during La Niña events (characterized by 
negative SST anomalies in the central-eastern Pacific 
area), a stronger and colder polar Arctic vortex is 
observed (Iza et al., 2016), implying a reduced polar 
total ozone column. Compared to canonical El Niño 
events, CP El Niño events are more effective in the 
Antarctic where they lead to higher stratospheric 
temperatures and ozone in the lower stratosphere 
during austral summer and autumn (Zubiaurre and 
Calvo, 2012; Evtushevsky et al., 2015). However, the 
effects of CP El Niño on the Arctic stratosphere are 
still under debate (Hurwitz et al., 2014). 
Dynamical Variability in NH Stratospheric Winters 
Sudden stratospheric warmings (SSWs) in northern 
winter are induced by anomalously strong upward 
wave propagation from the troposphere and dissi-
pation in the middle and high latitudes of the strato-
sphere. They weaken the polar vortex, warm the polar 
stratosphere, and enhance the Brewer-Dobson cir-
culation (BDC) (e.g., Andrews et al., 1987; Charlton 
and Polvani, 2007). Since the previous Assessment, 
a growing number of studies investigated the impact 
of SSWs on polar processes and polar ozone. The en-
hanced temperature and BDC around the SSW date 
lead to a reduction of ozone loss and more ozone 
transported towards the pole (e.g., Strahan et al., 
2016; Manney et al., 2015b; Damiani et al., 2014; Tao 
et al., 2015). In addition, meridional mixing increases 
during and after SSWs although its impact on ozone 
is not clear due to large case-to-case variability (Tao et 
al., 2015; Damiani et al., 2014; Manney et al., 2015a; 
Manney and Lawrence, 2016). 
By comparing simulations with a CTM driven with 
observed meteorological conditions with and without 
heterogeneous chemistry, Strahan et al. (2016) quanti-
fied the chemical ozone depletion over the Arctic cap 
for the recent past (2005–2015). They showed that the 
linear relationship between the chemical ozone loss 
rate and the number of days cold enough for PSC par-
ticle formation within the polar vortex, found in ear-
lier studies (Rex et al., 2004, 2006; Tilmes et al., 2003), 
still holds. While enhanced chemical ozone loss takes 
place in an undisturbed, cold, and stable polar vortex, 
the occurrence of a major SSW in mid-winter limits 
the number of cold days. As a result, ozone deple-
tion in winters with a stable and cold polar vortex 
is roughly three times greater than in winters with 
a major SSW before mid-February. With five cold 
Arctic winters (2005, 2007, 2008, 2011, and 2014) 
and six winters with SSWs occurring in the period 
2005–2015, a large part of the interannual variability 
of Arctic ozone over this period is explained (correla-
tion of 0.97 between the maximum seasonal Arctic 
cap column ozone depletion and the number of cold 
days) (Strahan et al., 2016). Ozone loss in cold Arctic 
winters can additionally be amplified by high water 
vapor mixing ratios in the lower stratosphere, further 
increasing the probability of PSC formation and ef-
fective heterogeneous chlorine activation, as derived 
by Khosrawi et al. (2016) from satellite observations.
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Particularly strong SSWs may perturb the mesosphere 
for many weeks. These events are characterized by an 
elevated stratopause which forms at pressure levels as 
high as 0.5 Pa (~70 km) about 10–14 days after the 
peak of the SSW. During the recovery phase of such 
elevated stratopause events, observations show a 
strong descent of polar mesospheric NOx-rich air into 
the stratosphere (e.g., Pérot et al., 2014; Orsolini et 
al., 2017), inducing polar Arctic upper stratospheric 
ozone loss. 
Recently, Siskind et al. (2016) proposed a new mech-
anism by which dynamical variability in northern 
spring may affect polar ozone in the following sum-
mer. In winters with strong mesospheric descent that 
are followed by dynamically quiet spring seasons (as in 
boreal winter 2009), relatively low values of CH4 and 
high values of ClO may persist in the upper strato-
sphere throughout the summer. In 2009, these vari-
ations caused up to a 5% reduction in upper strato-
spheric ozone throughout the summer and early fall. 
Downward Planetary Wave Reflection
As discussed in the previous section, the upward 
propagation and dissipation of planetary waves is 
the important driver of the BDC in the boreal winter 
stratosphere and largely determines the dynamical re-
supply of Arctic ozone in winter and spring. However, 
the overall effect of the planetary wave forcing on 
Arctic ozone levels in midwinter and spring not only 
depends on the tropospheric planetary wave sourc-
es but also on the stratospheric conditions for wave 
propagation, as highlighted in a recent CCM study 
by Lubis et al. (2017). Downward planetary wave re-
flection may occur in the stratosphere when upward 
pulses of wave activity decelerate the flow in the upper 
stratosphere, forming a downward-reflecting surface 
that redirects waves back to the troposphere (e.g., 
Harnik and Lindzen, 2001). These types of events 
lead to a weaker BDC and a colder polar vortex. Thus, 
there is a direct effect by planetary wave reflection on 
ozone due to transport, such that less ozone is advect-
ed towards the polar region, and an indirect effect due 
to the induced lower temperatures in the polar vortex, 
which enhance heterogeneous chemical ozone loss 
(Lubis et al., 2017).
4.3.5 Other Factors Affecting Polar Ozone
4.3.5.1 Solar VariaBility By energetiC 
partiCle preCipitation
In addition to the impact on global ozone by decadal 
variations in solar ultraviolet irradiance (see Chapter 
3.2.1.1), polar ozone can be destroyed by energetic 
particle precipitation (EPP) resulting in total ozone 
loss up to 10–20 DU after strong solar proton events 
(SPEs) (Vogel et al., 2008). EPP is strongly linked to 
solar activity either directly by coronal mass ejections 
(CMEs) producing sporadically large fluxes of solar 
energetic particles or indirectly by the quasi-contin-
uous impact of the solar wind on Earth’s magneto-
sphere resulting in precipitation of energetic electrons 
(see e.g., the review by Mironova et al., 2015). The 
presence of EPP affects the ionization levels in the 
middle and upper polar atmosphere, leading to signif-
icant changes of the chemical composition including 
ozone (see e.g., the review by Sinnhuber et al., 2012).
Solar proton events caused by CMEs are particular-
ly frequent around the maximum of the solar cycle. 
A recent intercomparison study demonstrated the 
overall ability of specialized atmospheric models 
to reproduce the direct EPP effect by solar protons 
after the 2003 “Halloween” SPE in late October and 
early November 2003 (Funke et al., 2011). This event 
was characterized by short-term (days) mesospheric 
ozone depletions up to 70%, followed by longer-last-
ing (weeks to months) depletions of up to 35% in 
the upper stratosphere. After the “Halloween” event, 
which has been discussed in detail in WMO (2006), 
SPE-related composition changes of smaller magni-
tude have also been observed and modeled in other 
occasions, namely in November 2004 (Hocke, 2017), 
January 2005 (Jackman et al., 2011; Verkhoglyadova 
et al., 2015), as well as in January and March 2012 
(von Clarmann et al., 2013; Jackman et al., 2014; 
Päivärinta et al., 2016). A statistical investigation of 
average changes in ozone from sonde measurements 
following 191 SPEs from 1989 to 2016 was carried 
out by Denton et al. (2018). Their results indicate that 
SPEs are linked to a ~5–10% decrease in ozone at ~20 
km altitude during the polar winter. The greatest de-
crease occurs ~10–20 days following SPEs with ozone 
depleted for ~30 days on average.
Energetic electron precipitation is associated with 
geomagnetic storms and occurs mainly in the polar 
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auroral and sub-auroral regions with an intensity being 
largest about two years after the maximum of the solar 
cycle. Precipitation from mid-energy and from auro-
ral electrons affects the mesosphere (50–100 km) and 
the lower thermosphere (95–120 km), respectively. 
The NOx produced by EPP at these altitudes is long-
lived during polar winter and transported down into 
the stratosphere to altitudes well below 30 km. Satellite 
observations have provided clear evidence of this EPP 
indirect effect (IE) occurring in every polar winter 
with a magnitude modulated by the solar cycle (e.g., 
Randall et al., 2007; Hendrickx et al., 2015; Funke et 
al., 2016). The EPP-generated NOy contributes to the 
polar winter NOy column at 20–70 km by 10–40% in 
the Southern Hemisphere (SH) (see Figure 4-13, top 
panel) (Funke et al., 2014). Stronger wave activity in 
Arctic winters is responsible for the generally small-
er and more variable contributions in the Northern 
Hemisphere (up to 30%). Recently, observational ev-
idence of polar ozone losses due to the EPP IE has 
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Figure 4-13. (top) Temporal evolution of the NOy contribution produced by energetic particle precipitation 
(EPP-NOy) (in ppmv) at 70°–90°S taken by the Michelson Interferometer for Passive Atmospheric Sounding 
(MIPAS) on board the Envisat satellite during 2002–2012 . The contribution of EPP-NOy has been discrimi-
nated from that produced by N2O oxidation using a tracer correlation method based on MIPAS CH4 and CO 
observations . (Adapted from Funke et al ., 2014) . (middle and bottom) Ozone loss due to EPP as a function 
of pressure level (middle) and for the total ozone column (bottom) at southern high latitudes (70°–90°S) . 
Shown is the percentage difference between EMAC model simulations with and without EPP impact . The 
EPP effect is prescribed as an upper boundary condition of NOy based on MIPAS observations; solar pro-
ton events (e .g ., in October/November 2003 or January 2005) are prescribed by modeled ionization rates . 
Adapted from Sinnhuber et al . (2018) .
Polar Stratospheric Ozone | Chapter 4
4.27
been provided: SH polar stratospheric ozone loss due 
to the EPP IE peaks around 30–40 km in late winter 
with an average magnitude of about 10–15% (Fytterer 
et al., 2015; Damiani et al., 2016). Chemistry–climate 
models accounting for the EPP IE are able to repro-
duce the observed effects reasonably well. Forced by 
EPP-induced NOy anomalies from satellite data be-
tween 2002 and 2012, Sinnhuber et al. (2018) show a 
recurring average decrease in Antarctic total column 
ozone around 4% in each winter/spring (ranging be-
tween 2% and 3% in 2009 and 2010, and 8% in 2003; 
see Figure 4-13, middle and bottom panel, adapted 
from Sinnhuber et al., 2018). Although the decrease 
in total column ozone by EPP-generated NOy is less 
than one-tenth of the halogen-induced ozone deple-
tion in the Antarctic polar vortex (see Figure 2-29 in 
WMO, 2010), the EPP effect needs to be considered 
in models to simulate realistic total ozone columns 
in polar winter. However, most CCMI models do not 
yet incorporate the effects of EPP-generated NOy on 
polar ozone loss.
4.3.5.2 VolCaniC eruptionS
Sulfate aerosols increase in the stratosphere after vol-
canic eruptions, providing surfaces on which hetero-
geneous chemical reactions occur favoring ozone loss 
(Hofmann and Solomon, 1989). In addition, volcanic 
aerosols also reduce polar ozone by an indirect dy-
namical mechanism through radiative heating of the 
lower stratosphere which increases the equator-to-
pole temperature gradient. This leads to a strength-
ening of the polar vortex—either by thermal wind 
balance (Kodera, 1995) or reduced planetary wave 
forcing (Bittner et al., 2016)—and thus to more ozone 
loss. 
While some climate models are able to reproduce the 
robust response of the polar vortex to volcanic erup-
tions (Pitari et al., 2016; Muthers et al., 2015; Raible 
et al., 2016), others are not (Driscoll et al., 2012; 
Charlton-Perez et al., 2013; Toohey et al., 2014), or 
their response depends on the size of the eruption 
(Bittner et al., 2016). The reasons for these discrepan-
cies are still not well understood. Some models tend to 
overestimate the warming of the tropical stratosphere 
and thus magnify the polar dynamical response 
(Muthers et al., 2015). Moreover, the polar vortex re-
sponse seems to be very sensitive to the spatio-tem-
poral distribution of the volcanic forcing (Toohey et 
al., 2014) and also to the choice of the ozone climatol-
ogy in climate models without interactive chemistry 
(Muthers et al., 2014).
While no major volcanic eruptions comparable in size 
to Mt. Pinatubo have occurred since 1991, satellite 
measurements revealed further injections of volcanic 
SO2 into the stratosphere by a number of moderate 
eruptions at different latitudes during the past decade 
(WMO, 2011; Carn et al., 2016). Solomon et al. (2016) 
showed that including the SO2 emissions from these 
moderate eruptions in specified-dynamics CCM sim-
ulations enlarged the size of the modeled Antarctic 
ozone hole in September and led to better agreement 
with the observed ozone hole. Moreover, they found 
about a 10% reduction of the modeled post-2000 
healing of the Antarctic ozone hole in September as a 
result of the chemical effects of increased volcanic ac-
tivity in the latter part of 2000–2014. Likewise, obser-
vations from ozonesondes and the Aura MLS suggest 
that stratospheric volcanic particles from the 2015 
eruption of the Chilean volcano Calbuco enhanced 
Antarctic ozone depletion and contributed to the 
record-large Antarctic ozone hole in October 2015 
(Stone et al., 2017) (see also Section 4.2.3.1). This 
ozone loss after volcanic eruptions is driven by het-
erogeneous chemical processes associated with SO2 
emissions, while radiative and dynamical feedbacks 
only play a minor role (Ivy et al., 2017).
A further potential impact of explosive volcanic erup-
tions on stratospheric ozone is the direct injection of 
halogens into the stratosphere. Recent developments 
in measurement technology allowed for improved 
estimates of halogen ejections from large historical 
eruptions (Kutterolf et al., 2015). As these substances 
are diluted on their transport from the troposphere to 
the stratosphere through scavenging by hydrometeors 
(Tabazadeh and Turco, 1993), estimates of the injec-
tion efficiency into the stratosphere vary widely for 
individual eruptions. Nevertheless, direct injections 
of significant quantities of volcanic halogens have 
recently been confirmed by remote sensing: MLS re-
corded stratospheric HCl:SO2 ratios of 0.01–0.03 for 
14 eruptions spanning the years 2005 to 2014 (Carn et 
al., 2016). Based on petrological constraints, Cadoux 
et al. (2015) found that the Late Bronze Age ‘Minoan’ 
eruption of the Santorini volcano released far more 
halogens than sulfur. Even if only 2% of these halo-
gens had reached the stratosphere, they would have 
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resulted in reductions in ozone columns of 20% to 
>90% at northern high latitudes.
Recent Assessments have not considered the impact of 
the volcanic halogen loading on stratospheric ozone 
partly because of the large uncertainties in its magni-
tude and also because this process was determined to 
be small compared to anthropogenic halogen loading 
after the eruptions of El Chichón (in 1982) and Mt. 
Pinatubo (in 1991). However, volcanic halogens are 
expected to become more relevant in the future as an-
thropogenic halogens decline. The response of the total 
ozone column to the injection of SO2 results from two 
chemical regimes causing opposite ozone changes: (1) 
in the lower stratosphere (pressures >30 hPa), hetero-
geneous chemistry on sulfate aerosol surfaces leads 
to chlorine activation and ozone depletion and (2) in 
the upper stratosphere (pressures <30 hPa), catalytic 
ozone depletion in the NOx cycle is suppressed (Tie 
and Brasseur, 1995). Hence, in an atmosphere with 
low chlorine levels, such as in the era before indus-
trial halogen production, upper stratospheric chem-
istry dominates and the total polar ozone column is 
expected to increase after volcanic eruptions (WMO, 
2014; Muthers et al, 2015). Similarly, in the future, 
when anthropogenic halogen is expected to decrease, 
major volcanic eruptions that inject SO2 into the 
stratosphere may cause an ozone increase (e.g., Naik 
et al., 2017). However, Klobas et al. (2017) found that 
in a future medium Representative Concentration 
Pathway RCP-6.0 GHG scenario there is still signifi-
cant net loss of total column ozone after volcanic SO2 
emissions after mid-century. With increasing GHG 
concentrations, the post-volcanic chemical ozone 
depletion weakens due to stratospheric cooling and 
increased methane concentrations (Klobas et al., 
2017; Naik et al., 2017). Klobas et al. (2017) further 
show that in a future low-halogen environment, the 
presence in the stratosphere of bromine from natu-
ral, very short-lived biogenic compounds is critically 
important for determining whether future eruptions 
will lead to ozone depletion. The additional injection 
of volcanic halogens would induce substantial ozone 
reductions, particularly in polar regions. Projecting 
how future volcanic eruptions might affect strato-
spheric polar ozone remains highly uncertain due to 
the complex interactions between volcanic aerosols, 
rising GHG concentrations and VSLSs. 
4.4 RECOVERY OF POLAR OZONE
4.4.1 Polar Ozone Recovery in 
 Previous Assessments
WMO (2007) defined three stages of current and fu-
ture stratospheric ozone recovery: (1) a slowing in the 
rate of ozone decline, (2) the onset of ozone increases 
above the previous minimum values (so-called “turn-
around”) due to declining EESC, and (3) full recovery 
from ODSs. WMO (2007) concluded that, while sta-
bilization of Antarctic ozone levels had been observed 
at a similar time as the expected peak of EESC, due 
to the influence of both saturation of depletion and 
anomalously high temperatures, the attribution was 
inconclusive and it was therefore not possible to state 
that either the first or second stages of recovery had 
yet occurred. WMO (2007) also included predictions 
of a slow recovery of Antarctic total column ozone, 
with an increase in springtime ozone of 5–10% be-
tween 2000 and 2020, or 0.25–0.5% yr−1 (approxi-
mately 0.5–1 DU yr−1) over that period.
WMO (2011) concluded that the leveling off of 
Antarctic stratospheric ozone since the late 1990s 
could be attributed to the slight decline in Antarctic 
stratospheric ODSs, based on the analysis of Yang et 
al. (2008).
WMO (2014) discussed recovery of Antarctic spring-
time stratospheric ozone in more detail. Further stud-
ies of both vertically resolved and total column ozone 
had been published since WMO (2011), generally 
making use of multiple linear regression methods to 
account for non-chemical effects. It was concluded 
that Antarctic total column ozone appeared to have 
started to increase since reaching a minimum at the 
beginning of the 21st century and that the rate of 
increase appeared consistent with declining ODSs. 
The definitive conclusion that Antarctic stratospher-
ic ozone was increasing due to declining ODSs could 
not yet be reached, however, due to uncertainties in 
measurements and statistical methods.
Compared to the Antarctic, the Arctic shows larg-
er interannual variability in springtime ozone and 
smaller ozone depletion, and detection of changes 
in ozone due to decreases in EESC are therefore ex-
pected to take longer than in the Antarctic. WMO 
(2007) reported that no slowing of the decline in 
Arctic stratospheric ozone had yet been found. WMO 
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(2011) and WMO (2014) both reported little progress 
in assessing Arctic stratospheric ozone recovery since 
WMO (2007).
4.4.2 Long-Term Antarctic Ozone Trend
4.4.2.1 onSet oF antarCtiC ozone depletion
As noted in previous Assessments, the general choice 
of 1980 as the reference year for ozone levels should 
not be taken to mean that there was no anthropogen-
ic ozone depletion in Antarctica prior to that year. 
Comparing simulations from 17 CCMVal-2 models 
with total column ozone measurements from four 
long-term Dobson sites in the Antarctic (Faraday, 
Halley, South Pole, and Syowa) combined with mea-
surements from multiple space-based instruments 
(Bodeker et al., 2005), it was estimated that about 
half of the ozone loss attributable to halogens be-
tween 1960 and 2000 actually took place before 1980 
(Langematz et al., 2016). Updated results of this study 
for more years of observations and new CCMI model 
simulations are shown in Figure 4-14. The observed 
halogen-induced, pre-1980 Antarctic spring total 
ozone depletion reaches about 54% of that in the 
1960–2000 period, comparable in size to the previous 
estimate. Similar to the CCMVal-2 models, the CCMI 
models slightly underestimate the observed estimate, 
with a comparable spread in both model groups.
4.4.2.2 onSet oF antarCtiC ozone reCoVery
Since WMO (2014), several studies have taken advan-
tage of the increasing length of record to identify pa-
rameters that quantify various aspects of ozone loss, 
which show a positive trend in ozone (i.e. a decrease 
in ozone depletion) since the year 2000. Different 
sources of data have been used to derive these pa-
rameters, such as ozonesondes or ground-based 
data from the global Dobson and Brewer networks. 
Merged multi-year ozone time series were generated 
from different satellite instruments, which allowed 
the quantification of long-term trends in total column 
ozone and vertical ozone profiles before and after the 
turnaround of Antarctic EESC. More details of the ap-
plied ozone data sets are given in the respective studies 
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Figure 4-14. Halogen-induced Antarctic ozone depletion in September to November for the period 
1960–1980 in % of the depletion for the period 1960–2000 in CCMI simulations and observations . Uncer-
tainties of 1σ were derived by applying error propagation rules . For the analysis, the extended observa-
tional data base until 2016 (Bodeker et al ., 2005) has been used . Adapted from Langematz et al . (2016) .
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listed in Table 4-1. From these ozone observations, 
long-term changes in Antarctic ozone were derived by 
applying various mathematical methods that provide 
estimates of trends in a number of ozone parameters 
(e.g., total column ozone, ozone within the particular 
height range at which depletion has previously been 
greatest, or metrics used to describe the severity of 
the Antarctic ozone hole) for specific Antarctic lo-
cations (e.g., Antarctic ground-based or ozonesonde 
stations or polar cap (60°–90°S) average) and season 
(e.g., September, October, or September to November 
average) and trend periods (i.e., different starting and 
finishing years). Box 4-1 describes in more detail the 
methods applied to calculate Antarctic ozone trends.
Although the recent studies have differed in their ap-
proaches, they have found broadly consistent results. 
Table 4-1 gives an overview of some of the identified 
trends discussed in the following subsections, includ-
ing the ranges of uncertainty. It should be noted that 
the table only gives a subset of results, with most of 
the studies reported on having also considered addi-
tional or differently defined parameters and variations 
of method such as filtering criteria. There is consensus 
among all studies that, particularly in the month of 
September, several metrics of Antarctic ozone have 
shown reductions of depletion in the years following 
the peak in EESC. In contrast, in October, no signif-
icant trends in metrics of Antarctic ozone have been 
found to this time.
Individual studies find positive trends in Antarctic 
total column ozone in September that are significant 
at the 90% or 95% confidence levels (e.g., Solomon 
et al. 2016; Kuttipurath and Nair, 2017), while other 
metrics do not yield trends significant at the 2σ level. 
Apart from the impact of dynamical variability, un-
certainties in derived trends arise from the formu-
lation of the regression model, the use of different 
proxies, and the time period of the trend (Knibbe et 
al., 2014; de Laat et al., 2015; Chipperfield et al., 2017; 
Weber at al., 2018). Other factors not incorporated in 
the purely statistical uncertainty range include possi-
ble drifts in the observational data sets (Hubert et al., 
2016), the procedures used to merge and homogenize 
data records from different instruments (e.g., Hassler 
et al., 2014; Frith et al., 2017), or the representative-
ness of sparse ground-based data particularly in light 
of changes to the structure of the vortex over time 
(Hassler et al., 2011a). 
Total Column Ozone
Total column ozone over Antarctica in springtime has 
increased since 2000 at a mean rate estimated to be 
between 5 and 10% decade−1, approximately equiva-
lent to 1–2 DU yr−1 (Knibbe et al., 2014; Solomon et 
al., 2016; Kuttipurath and Nair, 2017; Chipperfield et 
al., 2017; Weber et al., 2018; Pazmiño et al., 2018). 
Solomon et al. (2016) found a positive trend in total 
column ozone in the month of September over the pe-
riod 2000–2014 as measured by ozonesondes at South 
Pole of 2.5 ± 1.5 DU yr−1, and SBUV measurements 
over the polar cap (as available) of 2.5 ± 1.6 DU yr−1, 
with both ranges at the 90% confidence level. These 
results are in good agreement with Pazmiño et al. 
(2018) who derived total column ozone trends inside 
the Antarctic polar vortex ranging between 1.85 and 
2.67 DU yr−1 depending on the methods and data 
sets over the 2001–2016 period. Their trends are sta-
tistically significant at the 2σ level. Kuttippurath and 
Nair (2017) found a positive trend in September to 
November total column ozone of 1.72 to 1.80 ± 0.80% 
yr−1 (95% confidence level), depending on how the 
vortex is defined, over the period 2001–2013. The 
value of the calculated trend was not greatly sensitive 
to the choice of proxies.
Knibbe et al. (2014) derived a range of positive total 
column ozone trends depending on the inflection year 
in their piecewise linear trend (PWLT) analysis. Using 
2001 (i.e., the year with maximum EESC over the SH 
polar cap), they found an increase of 3.1 ± 5.8 DU yr−1 
for the period 2001–2010. The trend was, therefore, 
not statistically significant at the 95% confidence level. 
More recently, Chipperfield et al. (2017) and Weber 
et al. (2018) both derived independent linear trends 
(ILTs) for September in Antarctica. Chipperfield et al. 
(2017) calculated the September Antarctic (60°–90°S) 
trend from 2000 to 2015 to be 4.7 ± 9.1% decade−1 
using NASA SBUV data, while Weber et al. (2018), 
using five merged data sets from satellite and ground-
based observations, found the 2000–2016 trend in 
September across the five data sets ranged between 
8 to 10% decade−1 with a 2σ uncertainty of 7%. By 
contrast, the trend in October was only 3% decade−1 
and not statistically significant (Figure 4-15). The fact 
that these two studies used almost the same data sets 
and similar methods but determined different results 
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Table 4-1 . Trends in a selection of metrics of Antarctic ozone in spring since 2000 (the year with maximum halo-
gen loading), derived from various data sets and using a variety of analysis methods . Box 4-1 gives descriptions 
of the methods used . Note that only a subset of the results for the polar regions of each study are shown, each 
of which also considered additional parameters not shown here .
Parameter Data Source Trend Confidence Level
Time
Period Method Reference
TOTAL COLUMN OZONE
Total column ozone
September–November
Antarctic 
MSR + 
 SCIAMACHY 3 .1 ± 5 .8 DU year
–1 ±2σ 2001–2010 MLR (PWLT) Knibbe et al . (2014)
Total column ozone
September 
South Pole
Total column ozone
September,
south of 63°S
Ozonesondes
SBUV
2 .5 ± 1 .5 DU year–1
2 .5 ± 1 .6 DU year–1
90% 2000–2014 Linear trend excluding 2002
Solomon 
et al . (2016)
Total column ozone
locations of Antarctic 
stations
September–November
TOMS/OMI 1 .72-1 .80 ± 0 .8 % year–1 95% 2001–2013
MLR (PWLT) with 
vortex filtering
Kuttipurath 
and Nair 
(2017)
Total column ozone
September, 60°–90°S NASA SBUV
4 .7 ± 9 .1  
% decade–1 ±2σ 2000–2015 MLR (ILT)
Chipperfield
et al . (2017)
Total column ozone
September, 60°–90°S 
Merged
satellite data 
and WOUDC 
8 .1–10 .1 ± 7 
% decade–1 ±2σ 2000–2016 MLR (ILT)
Weber 
et al . (2018)
Total column ozone
15 September–
15 October
Antarctic vortex
MSR-2 1 .42 ± 0 .92 DUyear–1 ±2σ 2001–2017
MLR (PWT) with 
vortex filtering
Pazmiño 
et al . (2018)
VERTICALLY RESOLVED OZONE
Ozone mixing ratio
September–November
Antarctic vortex
Ozonesondes 
Up to 8 % year–1, 
significant  between 
325 and 550 K 
levels 
95% 2001–2013 MLR (PWLT) with vortex filtering
Kuttipurath 
and Nair 
(2017)
Ozone partial column
September 
South Pole, Syowa
Ozonesondes “Clear increase” from 100 to 50 hPa 90% 2000–2015
Linear trend 
excluding 2002 
Solomon 
et al . (2016)
OZONE HOLE METRICS
Ozone hole area
late September
in cold years
AURA-MLS
Smaller in 2008, 
2011 due to 
decreased Cly
— 2004–2012 Linear relationship
Strahan 
et al . (2014)
Ozone hole area
September TOMS/OMI
–4 .5 ± 4 .1 
million km2 90% 2000–2015
Linear trend 
excluding 2002
Solomon 
et al . (2016)
Ozone hole mass 
 deficit between 
days 220 and 280
MSR-2
+GOME-2
–0 .77 ± 0 .17 
Mt year–1 ±2σ 2000–2015
Linear trend 6 
warmest years 
filtered 
de Laat
et al . (2017) 
Ozone hole mass 
deficit
15 September–
15 October
MSR-2 –0 .68 ± 0 .37 Mt year–1 ±2σ 2001–2017
MLR (PWT) with 
vortex filtering
Pazmiño 
et al . (2018)
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reflects the uncertainty of the multiple linear regres-
sion method—in this case, the results show some 
sensitivity to the length of the time period and the 
treatment of the proxies.
Vertically Resolved Ozone
WMO (2014) reported the results of Hassler et al. 
(2011b) showing that ozone loss rates in springtime 
(measured by ozonesondes at South Pole between 100 
and 40 hPa) had reached a maximum in the period 
1991–1995 and had subsequently stabilized but had 
not shown any significant reduction between 2001 
and 2010. The additional years of observational data 
from ozonesondes (Solomon et al., 2016; Kuttipurath 
and Nair, 2017) and Aura MLS (Strahan and Douglass, 
2018) do now show evidence that Antarctic ozone 
within this height range has significantly increased 
since the year 2000.
Solomon et al. (2016) studied ozonesonde measure-
ments from Syowa and South Pole stations in the 
month of September. They found a statistically sig-
nificant increase in ozone over the period 2000–2015 
Box 4-1. Methods Applied to Calculate Polar Ozone Trends
• Linear Trend
Linear trends since the year 2000 were used by Solomon et al. (2016), with the extreme year of 2002 
filtered out. Similarly, de Laat et al. (2017) calculated a linear trend since 2000, after removing the six 
warmest years of the 1979–2015 record (1986, 1988, 2002, 2004, 2010, and 2012).
• MLR (Multiple Linear Regression)
Multiple linear regression is the most commonly used method to calculate the Antarctic ozone trend 
remaining after removing the influence of known sources of variability, such as eddy heat flux, solar 
variability, the Quasi-Biennial Oscillation (QBO), El Niño–Southern Oscillation (ENSO), and strato-
spheric aerosol loading. The significance of the resulting trend is sensitive to the choice of proxies used 
to represent physical processes, and the choices of spatial and temporal averaging and time period (de 
Laat et al., 2015). In previous Assessments, EESC was often used as a regressor variable.
• MLR with PWLT (Piecewise Linear Trends)
Following Kuttippurath et al. (2015), who warned that the fit of EESC to ozone time series was deter-
mined mostly by the years prior to turnaround, and therefore could result in an inaccurate recovery 
trend, fits to EESC are not used in this Assessment. Regression using PWLT instead fits two linear 
trends to the ozone time series before and after an appropriate “turnaround” year, usually either 2000 
or 2001. The trends are constrained to give a common value at the turnaround year. PWLT was used 
by Knibbe et al. (2014).
• MLR with ILT (Independent Linear Trends)
Independent linear trends differ from PWLT in that the two linear trends are not constrained to meet 
at a common value at the turnaround year. This introduces an additional degree of freedom to the 
regression. Both Chipperfield et al. (2017) and Weber at al. (2018) used ILT.
• MLR with PWT (Piecewise Trends)
The “modified PWLT” model used by Pazmiño et al. (2018) is similar to ILT, but instead joins the two 
linear trends with a parabolic curve. This allows an overall improved regression result, as EESC and 
ozone show a non-linear growth rate around the period of the EESC peak.
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between 100 and 50 hPa, approximately half the size 
of the decrease measured in Syowa at this height be-
tween 1980 and 2000 (Figure 4-16). Kuttipurath and 
Nair (2017) also found positive trends since 2001 re-
versing the pre-2000 vertically resolved trend using 
ozone profiles from ozonesonde stations distributed 
across Antarctica during the period 1979–2013 filtered 
according to their location as inside or outside of the 
Antarctic vortex at each altitude. For 2001–2013, they 
found the largest trends of up to 8% yr−1 around 15 
km, with trends being significant at the 95% confi-
dence level between approximately 12 and 22 km. 
Using simple linear trends without any dynamical or 
aerosol proxies gave similar results but increased the 
uncertainty of the trend, such that the trend was no 
longer significant over some of the height range. 
Ozone Hole Metrics
Three metrics that have been widely used for many 
years to report on the state of the ozone hole from 
year to year are shown in Figure 4-6—the daily 
ozone hole area averaged from 21 to 30 September, 
the average of daily minimum ozone values from 21 
September to 16 October, and the daily ozone mass 
deficit (OMD) averaged from 21 to 30 September. A 
fit of Antarctic EESC to each metric is also shown. 
It is apparent that all three metrics show a clear sta-
bilization after the year 2000 when Antarctic EESC 
is calculated to have peaked, with the OMD show-
ing both the greatest apparent turnaround since that 
date but also the largest variability. Note that in this 
figure, the fit has not taken into account dynamical 
variability, most evident for all three metrics in the 
year 2002 when the Antarctic vortex experienced an 
unprecedented major sudden stratospheric warm-
ing. Negative trends (that is, towards a smaller ozone 
hole) can now be seen in ozone hole area (Strahan et 
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Figure 4-15. Total ozone time series for (top panel) 
the Arctic (60°–90°N) in the month of March and 
(bottom two panels) for Antarctica (60°–90°S) in the 
months of September and October, derived from five 
long-term observational data sets: WOUDC (based 
on the GAW network of ground-based Dobson and 
Brewer instruments), SBUV 8 .6 processed by NASA, 
SBUV 8 .6 processed by NOAA, GOME-SCIAMACHY-
GOME-2(GSG) and GOME-type Total Ozone (GTO) . In 
each panel, one data set has been chosen as labelled 
to show the results of applying a multiple linear 
regression with independent linear trends analy-
sis (orange) . Regressor terms include the solar cycle, 
QBO, ENSO, volcanic aerosol, and the strength of the 
Brewer-Dobson circulation . From Weber et al . (2018) .
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al., 2014; Solomon et al., 2016) and ozone hole mass 
deficit (de Laat et al., 2017) once temperature fluctu-
ations have been taken into account. The closeness 
with which particular ozone hole metrics follow the 
evolution of EESC varies with different choices of 
threshold and period of the year, due to saturation 
effects and, as already noted, the increased influence 
of dynamics in October compared to September 
(Solomon et al., 2016; Pazmiño et al., 2018).
Strahan et al. (2014) found that, comparing the ozone 
hole area in the very cold years of 2006, 2008, and 
2011, the progressive reduction in size was propor-
tional to declining EESC inferred from Aura MLS ob-
servations. Solomon et al. (2016) considered the size 
of the Antarctic ozone hole in September of each year, 
derived from TOMS/OMI data. From 2000 to 2015, 
the area decreased by 4.5 ± 4.1 million km2. 
The OMD between days 220 and 280 (from early 
August to early October) of each year was considered 
by de Laat et al. (2017) as derived from total column 
ozone measurements from multiple satellite instru-
ments. Including all years in the trend, the decrease 
from 2000 to 2015 was 0.52 ± 0.50 Mt yr−1. When ex-
cluding the six warmest years (1986, 1988, 2002, 2004, 
2010, and 2012) from the record in order to remove 
the largest fluctuations caused by meteorological vari-
ability, the OMD decreased by 0.77 ± 0.17 Mt yr−1 
(2σ). From 2000 to 2015, OMD defined in this way 
was estimated to have decreased about 30% from its 
peak value. Similar values were calculated using MLR 
with PWT (Box 4-1) by Pazmiño et al. (2018), who 
found a negative trend of OMD in September of 0.86 
± 0.36 Mt yr−1 since 2001, or 0.65 ± 0.33 Mt yr−1 if 
averaged over the period of maximum depletion, 15 
September to 15 October.
Attribution to Decline in EESC
Attributing the trends in Antarctic ozone discussed 
in the previous sections to a decline in stratospheric 
halogen abundances is challenging, as the trend in 
EESC is small compared to the large variability in Cly 
due to transport, as derived from Aura MLS measure-
ments between 2004 and 2012 (Strahan et al., 2014). 
Nevertheless, Strahan and Douglass (2018) using 
a longer Aura MLS data set until 2016, showed that 
vortex-averaged ozone loss (defined as the observed 
changes in partial column ozone between 261 and 12 
hPa from July to mid-September) decreased over the 
12-year data record because of the decline in lower 
stratospheric Cly levels. By analyzing ozone changes 
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Figure 4-16. Trends in ozonesonde data from Syowa (69°S, 39 .58°E) and South Pole stations with years as 
marked, with shading indicating the 90% confidence interval . Overlaid are model results from the WACCM 
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over this seasonal average, dynamical contributions to 
ozone change are minimized. 
Further evidence of a response of Antarctic ozone to 
declining ODSs was given by Solomon et al. (2016) by 
comparing measurements with CCM sensitivity sim-
ulations with different specified forcings. They showed 
(using model runs that held the dynamical condi-
tions, temperatures, and volcanic aerosols constant 
at 1999 levels) about half of the lower stratospheric 
ozone increase in September observed between 2000 
and 2014 was due to halogen decrease, with the re-
mainder attributed to changes in dynamics and tem-
perature (Figure 4-16). Likewise, the model results 
suggest that about half of the total column increase in 
September observed over that period is due to declin-
ing ODS levels (~ +1.3 DU yr−1). The ozone hole was 
estimated to have decreased by 3.5 ± 0.3 million km2 
as the result of decreasing chlorine and bromine. 
Further, Solomon et al. (2017) analyzed the season-
ality of modeled and observed trends in Antarctic 
stratospheric ozone and stratospheric temperatures. 
The changes observed prior to 2000 were followed 
by oppositely signed changes after 2000 very simi-
larly patterned in terms of season and altitude. These 
“mirrored” changes were largely able to be replicat-
ed by CCM runs only when forced with measured 
ODS levels, with a relatively small role being played 
by unforced dynamical changes. This finding is sup-
ported by de Laat et al. (2017) who found in their 
analysis of OMD in multi-sensor reanalysis (MSR) 
data that the ratio of pre- and post-2000 trends in 
OMD matched those in Antarctic EESC, seconded 
by regression results suggesting long-term chang-
es in PSC volume and pre-winter ozone levels had 
played only minimal roles.
Modeling results (Solomon et al., 2017; Randel et 
al., 2017) suggest that observed changes in Antarctic 
ozone have significantly contributed to the observed 
cooling in Antarctic stratospheric springtime tem-
perature from 1979 to the late 1990s and the subse-
quent warming trend to the present time. A compo-
nent of the temperature variability discussed in the 
context of detecting ozone recovery should therefore 
be considered a feedback from EESC changes rather 
than being purely unforced. 
4.4.2.3 Summary
While in the prior Assessment only two to three stud-
ies claimed to have found early signs of Antarctic 
ozone recovery, a number of studies has been present-
ed since then. These used various new merged data 
sets and observations, including four more years since 
WMO (2014), as well as chemistry–climate model 
simulations to attribute the observed changes. 
It is noteworthy that independent of the data set, time 
period, and analysis method, all studies derive trends 
in different metrics of Antarctic ozone of the same 
overall sign; i.e., they all show increasing total column 
ozone and ozone in the lower stratosphere, decreas-
ing ozone hole area, and decreasing ozone mass defi-
cit since about 2000 in Antarctic springtime. Some 
trends are statistically significant at the 2σ level, while 
others are either barely significant or not significant 
for various reasons, with differences arising for ex-
ample from the applied regression model or the time 
period. However, it was found that the significance of 
the derived trends rises for the month of September 
when dynamical activity of the Antarctic polar vortex 
is small and chemical ozone depletion not saturated 
as in October. Particularly in the month of September, 
several metrics of Antarctic ozone have shown signifi-
cant reductions of depletion in the years following the 
peak in EESC. By employing model simulations or 
other means, it has been shown that a portion of the 
positive trend in ozone can now be attributed to de-
clining ODS levels. Therefore, it can now be conclud-
ed that the early signs of the second stage of Antarctic 
ozone recovery are becoming apparent. 
4.4.3 Long-Term Arctic Ozone Trend
As stated in previous Assessments, detection of 
ozone recovery in the Arctic is much more difficult 
than the Antarctic, chiefly because of the much larger 
dynamical variability. Knibbe et al. (2014) analyzed 
spatial variations in monthly total column ozone for 
the period 1979–2012 in the Arctic but did not find 
any trend. Solomon et al. (2016) did not find statis-
tically significant trends in springtime Arctic SBUV 
data (63°–90°N) for the period 2000–2014, with their 
model results suggesting the small positive trend ex-
pected from EESC decline is currently overwhelmed 
by dynamical effects. The study of Weber et al. (2018) 
described above found trends in the Arctic in March 
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were less than 1% decade−1 and not significant 
(Figure 4-15). 
4.4.4 Benefits Achieved by the 
Montreal Protocol
By comparing model simulations using an uncon-
trolled growth of ODSs (unaffected by the Montreal 
Protocol) with simulations using ODS mixing ratios 
controlled by the Montreal Protocol, it is possible to 
identify how polar ozone would have developed in 
a “world avoided” with continuously growing ODS 
abundances. Moreover, the extent to which the polar 
ozone layer has already (in the recent past) benefited 
from the Montreal Protocol can be derived. CCM sim-
ulations assuming either a total chlorine loading of 9 
ppbv for ~2025 or a growth rate of 3% yr−1 (leading to 
9 ppbv in 2019) showed that uncontrolled growth in 
the emissions of ODSs would lead to ozone depletion 
in the coming decades much larger than projected 
for a controlled chlorine loading (Morgenstern et al., 
2008; Newman et al., 2009; WMO, 2011; Garcia et al., 
2012). 
Chipperfield et al. (2015) used a state-of-the-art 3D 
chemistry transport model to investigate a “world 
avoided” scenario, comparing a simulation based on 
observed atmospheric ODS loading to one in which 
continued growth in ODS production of 3% yr−1 
after 1987 is assumed (Figure 4-17). In Arctic winter 
2010/2011, when the OMI satellite instrument shows 
a local ozone column of around 230 DU, the integra-
tion without Montreal Protocol regulation indicates a 
greatly reduced ozone column below 120 DU (Figure 
4-17e). On 26 March 2011, a region of relatively low 
column ozone (250–275 DU) emerges in the obser-
vations (Figure 4-17a) and the model run with ob-
served ODSs (Figure 4-17b). With the “world avoid-
ed” scenario, however, a further dramatic decrease in 
column ozone by up to 130 DU over a wide region 
of the Arctic occurs. Without the Montreal Protocol, 
a deep Arctic ozone hole would have developed in 
2011 (Figure 4-17c). The Antarctic ozone hole would 
have been 40% larger by 2013 (with enhanced loss 
at subpolar latitudes) and longer-lived each year. 
Smaller Arctic ozone holes would have become a reg-
ular occurrence as chemical ozone depletion would 
have a stronger effect on Arctic ozone in spring than 
dynamic variability.
4.5 FUTURE CHANGES IN POLAR OZONE
This section discusses the future evolution of polar 
ozone as projected by new chemistry–climate model 
(CCM) simulations coordinated within the IGAC/
SPARC Chemistry-Climate Model Initiative CCMI 
(Eyring et al., 2013a). The CCMI model data set 
provides an update of previous ozone projections 
obtained from the second phase of the SPARC 
Chemistry-Climate Model Validation (CCMVal, re-
ferred to as CCMVal-2; SPARC CCMVal, 2010) activ-
ity that formed the basis of projections of future ozone 
for the prior two Assessments (WMO, 2011; 2014). 
4.5.1 New Ozone Projections from 
Chemistry–Climate Models
As a result of continuing global CCM activities, new 
model simulations have been produced. The major-
ity of CCMs that participated in CCMI had already 
been part of CCMVal-2; many of these models 
have been further refined since the earlier activity. 
Improvements of some of the CCMI models com-
pared to their CCMVal-2 versions include
• more detailed chemistry schemes, with enhanced 
tropospheric chemistry, a more consistent repre-
sentation of sulfate surface area densities, and the 
consideration of the effects of naturally produced 
very short-lived (bromine) substances (VSLSs) on 
ozone depletion, and
• interactive coupling of the atmosphere-only 
CCMs to deep-ocean models, hence improv-
ing the representation of climate feedbacks 
in particular (as in ‘classical’ Coupled Model 
Intercomparison Project Phase 5 (CMIP5)-type 
climate models). 
A detailed overview of the applied CCMs includ-
ing model expansions and improvements since 
CCMVal-2 is given in Morgenstern et al. (2017). 
The performance of the previous CCM generation 
that provided the ozone projections for the prior two 
Assessments has been evaluated in detail within the 
SPARC CCMVal activity. SPARC CCMVal (2010) 
compared the quality of the dynamics and transport, 
as well as of the radiation and chemistry schemes, 
and offered a useful baseline for evaluating the results 
of later model studies. So far, a similar coordinated 
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Figure 4-17. Evolution of column ozone in the Arctic from satellite observations and model simulations for 
winter 2010/2011 . Column ozone (DU) on 26 March 2011 (a) observed by OMI, (b) from model run with ODSs 
controlled by the Montreal Protocol (MP), and (c) from model run with uncontrolled ODSs (NoMP) (with the 
220 DU contour indicated in white) . (d) Difference in column ozone between runs NoMP and MP . (e) The daily 
minimum ozone column in the Arctic region (latitude >45°N) from mid-2010 to mid-2011 as observed by the 
Ozone Monitoring Instrument (OMI) (black points), along with equivalent model results from run MP (blue) 
and run NoMP (red) . From Chipperfield et al . (2015) .
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evaluation has not been completed for the current 
CCM versions, though a large number of analyses 
of the CCMI models focusing on different topics is 
underway (e.g., Wales et al., 2018; Dietmüller et al., 
2018) A comprehensive comparison of ozone return 
dates in the CCMI, CMIP5, and CCMVal-2 simula-
tions is presented in Dhomse et al. (2018).
A suite of CCMI simulations has been performed 
by the modeling groups using a standard set of spe-
cific forcings according to the recommendations in 
Eyring et al. (2013a); the relevant simulations and 
forcings for this Assessment are summarized in Box 
3-2, “Modeling past and future changes in ozone: 
Model heritage and application”. The most probable 
projections of the future evolution of polar ozone rely 
on the reference simulations (REF-C2) that are driven 
by an assumed decline of ODSs (WMO, 2011), the ef-
fects of brominated VSLSs, and a concurrent increase 
in GHG concentrations according to the RCP-6.0 
scenario (Meinshausen et al., 2011). Sensitivity (SEN) 
simulations address the uncertainty of polar ozone 
recovery induced by different GHG scenarios and 
the attribution of ozone recovery to future changes in 
ODSs and GHGs. 
As a novel aspect of CCMI, CCM simulations with 
specified dynamics (SD) have been performed for 
the historical period (1960–2010). The setup of these 
REF-C1SD simulations is specified in Box 3-2. The 
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dynamics in the REF-C1SD simulations are adjusted 
(“nudged”) towards observations or reanalysis data 
that represent the observed dynamical behavior of the 
atmosphere. Through the nudging, the model dynam-
ics in the REF-C1SD simulations are forced to closely 
follow observed dynamical variability from year to 
year. These simulations thus provide realistic vari-
ability in the transport of chemical compounds and 
temperatures, in contrast to free-running CCMs that 
develop their own internal dynamical variability. The 
REF-C1SD runs therefore allow for a more detailed 
evaluation of the chemical processes (e.g., Solomon 
et al., 2015). A comparison of the REF-C1SD results 
with those from free-running REF-C1 simulations 
also helps to identify inaccuracies in the representa-
tion of dynamical processes in CCMs.
Figure 4-18 presents the multi-model mean 
(MMM1S) total column ozone time series from the 
REF-C1 (light blue) and REF-C1SD (green) simula-
tions. MMM1S results represent the mean of the mod-
els that lie within one standard deviation (1σ) of the 
multi-model mean (MMM). Time series are shown 
for the unadjusted multi-model means (MMM1S) of 
the REF-C1, REF-C1SD, and REF-C2 simulations (top 
row) and the same MMM1S adjusted with respect 
to the mean 1980–1984 observations (bottom row) 
in Antarctic October (left) and Arctic March (right) 
(for more details see Dhomse et al., 2018). The top 
panels demonstrate that, as expected, the REF-C1SD 
simulations (i.e., in which the models are nudged 
towards analyzed meteorology) better reproduce the 
observed evolution of total column ozone than the 
REF-C1 simulations (i.e., the free-running CCMs). 
Both sets of simulations show the decline of the total 
ozone column until about the year 2000 in spring of 
the Northern and Southern Hemispheres. The REF-
C1SD runs, however, better capture the observed 
year-to-year variability. Due to the averaging of indi-
vidual model results, enhanced total ozone variability 
is suppressed in the MMM1S of the REF-C1SD simu-
lations, as for example in the Arctic around the turn of 
the century and in the Antarctic during the following 
decade. Nevertheless, with constrained dynamics, the 
CCMs perform well in simulating the ozone evolution 
in the Antarctic and Arctic, giving confidence that the 
basic chemical processes and the ozone response to 
long-term ODS changes are understood. 
4.5.2 Long-Term  Projections 
of Polar Ozone
This section focuses on the future evolution of 
Antarctic and Arctic polar ozone projected by state-
of-the-art CCMs following the best estimates of future 
decline in ODSs and increase in GHG concentrations. 
For this purpose, the CCMI REF-C2 simulations are 
analyzed for which the medium RCP-6.0 GHG sce-
nario has been prescribed. Apart from refinements of 
the models, the experimental setup differs from the 
projections shown in WMO (2011) and WMO (2014) 
due to updates in the ODS and GHG scenarios (see 
also Box-3-3, “Ozone Return Dates”) and the consid-
eration of brominated VSLSs. The potential implica-
tions of these changes on the ozone return to histori-
cal values will be discussed in Section 4.5.4.
4.5.2.1 Future antarCtiC Spring 
total Column ozone
Figure 4-18 (left) shows the future evolution of total 
column ozone (TCO) in the Antarctic (60°–90°S) in 
October for the multi-model mean of the REF-C2 
simulations (red lines in Figure 4-18) from 20 CCMs 
(Dhomse et al., 2018). In the past (1960–2010), the 
multi-model mean (MMM1S) TCO shows good 
agreement with observations including the strong 
decrease of Antarctic ozone in the 1980s and early 
1990s. A broad TCO minimum occurs around the 
year 2000. It is about 80 DU lower than the 1980 value, 
confirming the results presented in WMO (2011). In 
the future, the ozone hole will recover and a return of 
TCO to values of the year 1980 is expected to occur 
shortly after mid-century (between 2055 and 2066). 
Compared to the last Assessments (WMO, 2011, 
2014), the current estimate is postponed by about 10 
years. The previous earliest and latest projected return 
dates of Antarctic TCO (referring to the 1980 level) 
in October are also delayed by about 5 years (see also 
Figure 4-22). Possible reasons for these discrepancies 
are discussed in Section 4.5.4. 
4.5.2.2 Future arCtiC Spring total 
Column ozone
The temporal evolution of Arctic spring TCO derived 
from the CCMI simulations is presented for March 
in Figure 4-18 (right). It shows the TCO MMM1S 
(60°–90°N) until 2100 derived from the REF-C2 
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simulations (red lines in Figure 4-18) of 20 CCMs 
(Dhomse et al., 2018). Again, model results repre-
senting the past are indicating qualitative agreement 
with observations concerning the long-term be-
havior, although the strong decrease of TCO in the 
1990s, particularly in the years after the eruption of 
Pinatubo, is underestimated by the MMM1S. In the 
future, a return to TCO values of 1980 is expected 
before mid-century (between 2025 and 2043). Hence, 
the new projections suggest a return date for Arctic 
spring TCO that is delayed by 4 years compared to 
the CCMVal-2 estimate (WMO, 2011; 2014) (see also 
Figure 4-22). The range of potential TCO return dates 
is broader in the CCMI models, extending from 2025 
(as for the CCMVal-2 models) to 2043, i.e., 8 years 
later than the CCMVal-2 models. 
4.5.3 Factors Controlling 
 Future Polar Ozone
4.5.3.1 Changing roleS oF odSS and ghgS
Whereas ODSs are expected to continue to decrease 
due to the controls of the Montreal Protocol, GHG 
concentrations are expected to continue to rise. 
Hence, the relative effects of ODSs and GHGs on 
polar ozone will change with time. For the most likely 
scenario of future ODS and GHG changes (i.e., REF-
C2) the models project a return of TCO to historical 
values in the coming decades (see Figure 4-18). In 
this section, CCMI sensitivity simulations with sep-
arated forcings are discussed in order to disentangle 
the individual impacts of the ODS and GHG changes 
on the evolution of ozone. 
In simulations with constant ODSs between 1960 
and 2100 and growing GHG abundances (i.e., SEN-
C2-fODS simulations), Antarctic total column ozone 
(TCO) in October shows only a small, non-signifi-
cant positive long-term trend with weak year-to-year 
variations (Figure 4-19, top panel). A slight ozone 
increase after the middle of the 21st century results 
from stratospheric cooling forced by rising GHG 
Figure 4-19. Temporal evolution of multi-model 
means (MMM1S) of total column ozone (in Dob-
son Units, DU) derived from REF-C2 (red), SEN-
C2-fODS (brown), and SEN-C2-fGHG (green) 
CCMI scenario calculations for Antarctic spring 
(October, top panel) and Arctic spring (March, 
bottom panel) . SEN-C2-fODS simulations use 
fixed ODS levels of the year 1960, while SEN-C2-
fGHG simulations use fixed GHG levels of the 
year 1960 . Black triangles indicate observations 
derived from SBUV MOD data . The black dashed 
lines denote the 1960 reference values for each 
region . Adapted from Dhomse et al . (2018) .
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concentrations. When GHGs are held constant at 
their 1960 values but ODSs vary according to the pre-
scribed reference scenario (i.e., SEN-C2-fGHG sim-
ulations), the evolution of TCO closely follows that 
of the REF-C2 reference simulation. After the middle 
of the century, the GHG effect in the REF-C2 simula-
tions accelerates Antarctic ozone recovery and leads 
to about 10 DU higher TCO around 2100 than with 
constant 1960 GHG concentrations. Hence, the evo-
lution of the ODSs exerts the dominant influence on 
Antarctic TCO change modulated by a minor effect 
of GHGs in the second half of the century. Although 
the GHG effect strengthens Antarctic ozone recov-
ery from ODSs, the 1960 baseline value will not be 
reached by the year 2100.
In Arctic spring, TCO gradually increases with time 
in the SEN-C2-fODS simulation with constant 1960 
ODS levels (Figure 4-19, bottom panel). This ozone 
increase is caused by rising GHG concentrations 
which (a) cool the stratosphere, thereby reducing 
chemical gas-phase ozone depletion and (b) strength-
en the Brewer-Dobson circulation (BDC) leading to a 
growing poleward and downward transport of ozone 
in Arctic spring (e.g., Oman et al., 2010; Oberländer 
et al., 2013). When prescribing GHG values for the 
1960s (i.e., in SEN-C2-fGHG) throughout the whole 
projection, TCO closely follows the values of the REF-
C2 reference simulation until about 2020. Afterwards, 
TCO in the simulation with constant 1960 GHG 
concentrations gradually approaches its 1960 values 
until the end of the 21st century, in contrast to the 
reference simulation where the rising GHG abun-
dances induce an additional ozone increase, as de-
scribed above. Hence, as in the Antarctic, the ODSs 
have been the primary driver of observed Arctic TCO 
trends in the past. However, in contrast to Antarctica, 
changes in GHGs will exert the dominant control over 
Arctic ozone distributions by the late 21st century. As 
demonstrated in CCM sensitivity studies with speci-
fied single or combined forcings (Rieder et al., 2014; 
Douglass et al., 2014; Kirner et al., 2015b; see also 
Section 4.5.3.2), past ODS changes mainly affected 
Arctic lower stratospheric ozone, while changes of 
GHG concentrations mainly affect the upper strato-
sphere. In addition, the growing GHG abundances 
in the REF-C2 scenario drive a stronger transport of 
ozone into the Arctic stratosphere. In total, whereas 
the decline in ODSs allows TCO to recover towards 
its 1960 baseline in the Arctic, the concurrent increase 
in GHGs induces not only an earlier return of Arctic 
TCO to its 1960 baseline value (in the 2040s for the 
REF-C2 MMM1S) but also a further TCO increase by 
about 20 DU by the end of the century. 
These results reinforce the major findings of Eyring 
et al. (2010a) which were based on similar sensitivi-
ty simulations from a limited number of CCMVal-2 
models. The additional CCMI simulations thus en-
hance the confidence in the models’ responses to 
changing ODS and GHG concentrations. 
4.5.3.2 dynamiC VariaBility in arCtiC Spring
Particularly in the Arctic, CCM results show that the 
role of dynamical processes for determining spring-
time ozone will increase in the future. Individual 
CCM simulations indicate that even after 2040, when 
Arctic ozone is expected to have increased due to 
the effects of declining ODSs and rising GHGs, early 
springtime Arctic total column ozone can episodical-
ly drop by about 50 to 100 DU below the long-term 
mean for that period, reaching stratospheric ozone 
values characteristic of the near-present-day average 
ozone level (e.g., Langematz et al., 2014; Bednarz et 
al., 2016). This is due to the large year-to-year vari-
ability of the Arctic polar vortex. In the presence of a 
very cold, strong, and persistent polar vortex in late 
winter and early spring (as observed during March of 
1997, 2011, and 2015), enhanced formation of polar 
stratospheric clouds (PSCs), and elevated halogen-in-
duced ozone losses well above the long-term mean 
continue to occur. Together with reduced poleward 
transport of ozone, these factors contribute to the low 
total column ozone values as for instance measured in 
spring 1997. 
For the future, CCM studies project a significant cool-
ing trend in the Arctic winter mid- and upper strato-
sphere due to enhanced GHG concentrations (e.g., 
Oberländer et al., 2013; Rieder et al., 2014). There is, 
however, less confidence in the projected tempera-
ture trends in the Arctic lower stratosphere (e.g., 
Langematz et al., 2014; Rieder et al., 2014; Bednarz et 
al., 2016). Langematz et al. (2014) found in their CCM 
study that rising GHG concentrations lead to a cool-
ing of the Arctic lower stratosphere in early winter. 
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However, their model did not show any significant 
temperature changes in late winter or spring. Neither 
was a statistically significant increase in the volume 
of PSCs (VPSC), a temperature-dependent metric that 
is linearly correlated with wintertime chemical ozone 
loss (Rex et al., 2004), found throughout the 21st cen-
tury. Nevertheless, CCM projections suggest the pos-
sibility that in the presence of a cold and strong polar 
vortex higher VPSC and halogen-induced ozone losses 
may occur in individual Arctic winter/spring seasons 
until the middle of the 21st century (Langematz et 
al., 2014) or even into the second part of the century 
(Bednarz et al., 2016). 
4.5.3.3 the role oF ghg SCenarioS
As discussed in the previous sections, rising GHG 
concentrations influence the future recovery of strato-
spheric polar ozone. Ozone is not only affected by 
carbon dioxide (CO2) through cooling of the upper 
stratosphere and modifying ozone transport but also 
by the GHGs methane (CH4) and nitrous oxide (N2O) 
through both radiative and chemical effects (Chapter 
2 in WMO, 2014). Therefore, a projection of the return 
of ozone to a historical baseline will depend on the 
specific GHG scenario. Three different climate change 
scenarios (representative concentration pathways, 
RCPs, Meinshausen et al., 2011), i.e. RCP-4.5, RCP-
6.0 (= REF-C2), and RCP-8.5 have been discussed in 
Dhomse et al. (2018). Note that the modest RCP-2.6 
scenario was not included in the analysis because the 
number of model realizations for this scenario was 
too low. In Figure 4-20 the total column ozone (TCO) 
(top row) as well as the partial column ozone (PCO) 
for the upper (second row) and lower stratosphere 
(third row) and the troposphere (bottom row) are 
presented for the subset of CCMI models that carried 
out simulations with different RCPs. 
In Antarctic spring (October) (left column in Figure 
4-20) slight differences between the RCPs begin to 
emerge in the upper stratosphere (US) and the tropo-
sphere in the middle of the century. In the US, ozone 
directly responds to the RCP scenario with the small-
est ozone increase in the RCP-4.5 scenario and the 
largest ozone increase in RCP-8.5. In the RCP-8.5 sce-
nario, the GHG-induced cooling is most pronounced, 
and subsequently, the temperature-dependent reduc-
tion in chemical ozone depletion strongest. All RCP 
scenarios project higher US partial ozone columns 
by the end of the century than existed in the US be-
fore the start of ODS-induced ozone depletion. In the 
troposphere, the assumed strong increase in CH4 of 
the RCP-8.5 scenario will enhance ozone production 
more than in the other scenarios. No significant dif-
ferences between the RCPs appear, however, in the 
lower stratosphere (LS). The projected warming of the 
Antarctic LS in spring, particularly in the first half of 
the 21st century when the ozone hole starts to dimin-
ish (see Figure 5-8 in Chapter 5 of this Assessment), 
more than offsets a potential GHG-induced cooling 
(leading to heterogeneous ozone depletion). When in-
tegrated over the layers, TCO in Antarctic spring does 
not reveal significant differences between the GHG 
scenarios throughout the century. In the US, where 
ozone differences by the RCPs are most pronounced, 
PCO returns earlier to its 1980 values than TCO. 
However, differences in the US PCO return dates be-
tween the RCPs are not significant. As discussed in 
the previous section, ODSs are the dominant driver of 
ozone recovery in the South Polar lower stratosphere, 
even with more extreme future GHG abundance.
In Arctic spring, the effects of the extreme RCP-8.5 
scenario become progressively more important for 
TCO and the stratospheric and tropospheric PCOs 
in the second half of the century (Figure 4-20, right 
column). While the stratospheric cooling in the 
RCP-8.5 scenario drives the stronger increase of US 
PCOs, the LS ozone growth is related to the projected 
strengthening of the Brewer-Dobson circulation with 
enhanced ozone transport into the LS. Tropospheric 
ozone increase is strongest in the RCP-8.5 scenario 
due to steadily rising levels of atmospheric CH4 that 
reach 3.7 ppm by the end of the century. Adding the 
ozone changes in the different atmospheric layers 
yields higher TCO for the RCP-8.5 scenario compared 
to the more moderate scenarios. In the second half of 
the 21st century, the impact of GHGs is the dominant 
driver of stratospheric ozone changes. For all GHG 
scenarios, a “super-recovery” of Arctic spring TCO 
(i.e., an ozone increase above its concentrations in the 
1960s and 1970s, when anthropogenic ozone deple-
tion started) is projected. By 2100, the Arctic spring-
time stratospheric ozone column is expected to exceed 
1960–1980 average values by about 35 DU for RCP-4.5 
and about 50 DU for RCP-8.5 (Dhomse et al., 2018).
The different hemispheric sensitivity of future polar 
TCO to the climate change scenario was also found 
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in analyses of the CMIP5 model subset with interac-
tive chemistry (e.g., Eyring et al., 2013b), as well as in 
the ACCMIP model ensemble (Iglesias-Suarez et al., 
2016). In the CCMI projections, however, the influ-
ence of the RCPs on TCO starts later in the century, 
and the TCO spread between RCPs is smaller than for 
the CMIP5 models in both hemispheres.
The RCP scenarios consist of projected concentration 
changes for a number of GHGs (most importantly 
CO2, CH4, and N2O), which all have similar radiative 
effects, but differ in their chemical effects on ozone. 
As discussed previously, during the latter half of the 
21st century, as ODS concentrations are expected 
to decline, GHGs become more relevant for ozone. 
Model studies indicate that in particular the future 
CO2, N2O, and CH4 will have significant impacts on 
global total ozone (e.g., Fleming et al., 2011). The 
quantification of the net impact of these gases on fu-
ture polar ozone is complicated by competing effects: 
Increasing N2O concentrations will produce more 
NOy and enhance ozone depletion, thereby reducing 
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Figure 4-20. (top) Evolution of total column ozone (in Dobson Units, DU) MMM1S for the CCMI REF-C2 
simulation (red lines) and the CCMI RCP scenario simulations SEN-C2-RCP45 (blue-green lines) and SEN-C2-
RCP85 (orange lines) . The REF-C2 simulation uses the RCP-6 .0 scenario . Also shown are the partial ozone 
columns for the upper stratosphere (second row), the lower stratosphere (third row) and the troposphere 
(bottom) . For comparison the respective total and partial ozone columns are shown . The black dashed lines 
denote the 1980 reference values for each region and layer . Adapted from Dhomse et al . (2018) .
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the ozone increase due to CO2-induced cooling and 
increases in CH4 (Oman et al., 2010; Revell et al., 
2012). However, ozone depletion by NOy is less effec-
tive with decreasing temperature in the middle and 
upper stratosphere (Rosenfield and Douglass, 1998). 
In addition, chemical feedback processes reduce the 
efficiency of increasing N2O to deplete ozone, as with 
increasing CO2, less NOy is produced (e.g., Portmann 
et al., 2012; Stolarski et al., 2015). Nevertheless, Revell 
et al. (2015) show that the ozone depletion potential 
(ODP) of N2O for the year 2100 varies under different 
scenarios and is mostly larger than for the year 2000. 
Butler et al. (2016) describe how mitigation strategies 
may be adapted to the evolution of the individual 
gases: if reductions of CO2 and CH4 concentrations 
to RCP-2.6 levels (a low emissions scenario) could be 
achieved by the end of the 21st century, no super-re-
covery of stratospheric ozone is expected and N2O 
mitigation would become important to avoid further 
ozone depletion. On the other hand, if CO2 and N2O 
were reduced to RCP-2.6 levels but CH4 concentra-
tions increased, stratospheric ozone would increase 
toward historical levels and large increases in global 
tropospheric ozone would be expected. 
4.5.3.4 the role oF VSlSS
Since the last Assessment, considerable progress 
has been made in implementing the effects of bro-
mine-containing very short-lived substances (VSLSs) 
on ozone (see also Section 4.3.3) into CCMs. Model 
simulations show clear signatures of brominated 
VSLSs in stratospheric ozone (e.g., Hossaini et al., 
2015a; Sinnhuber and Meul, 2015; Oman et al., 2016; 
Fernandez et al., 2017; Falk et al., 2017). Brominated 
VSLSs are projected to affect the Antarctic ozone hole 
area and depth until about the middle of the century 
(Fernandez et al., 2017). As the abundance of long-
lived halogens declines, the relative importance of bro-
minated VSLSs regarding ozone reduction is predicted 
to increase in the coming decades and surpass ozone 
destruction by chlorine by about 2070 (Fernandez et 
al., 2017). However, as the depletion of stratospher-
ic ozone due to brominated VSLSs depends also on 
the availability of chlorine, the impact of bromine on 
stratospheric ozone will continuously fade. Therefore, 
Fernandez et al. (2017) do not find a significant change 
in the return date of Antarctic ozone to 1980 values. 
This result is in contrast to model projections by Yang 
et al. (2014) and Oman et al. (2016) which show that 
active bromine from VSLSs is expected to delay the 
return of TCO to historical values by about 6–8 years 
(Yang et al., 2014) to a decade (Oman et al., 2016). The 
differences between these projections may be due to 
the applied models, the number of model realizations, 
or the specifications of future VSLSs. Hence more 
model studies are needed for a robust projection of 
the effect of brominated VSLSs on the Antarctic ozone 
return date.
As discussed in WMO (2014), increasing emissions 
of synthetic, chlorine-containing VSLSs, in particular 
dichloromethane (CH2Cl2), represent another, more 
recently detected component of VSLSs that affects 
polar ozone. Recent observations indicate that the at-
mospheric concentration of dichloromethane (which 
is not controlled by the Montreal Protocol) is grow-
ing (see Chapter 1 for further details). Using CTM 
and CCM simulations, Hossaini et al. (2017) showed 
that the impact of dichloromethane on stratospher-
ic ozone has clearly increased in recent years from a 
relative ozone decrease by dichloromethane of 3 DU 
in 2010 to 6 DU in 2016. Assuming a continuous in-
crease of dichloromethane in coming decades at the 
mean rate observed over the 2004–2014 period, they 
found a delay of the return of Antarctic ozone to the 
1980 baseline by nearly 20 years compared to a sim-
ulation without CH2Cl2 abundance (Figure 4-21). 
A sustained future increase in atmospheric concen-
trations of dichloromethane would therefore further 
slow the recovery of the Antarctic ozone hole. The fu-
ture evolution of dichloromethane is however uncer-
tain, given its recent decline in growth rate between 
2014 and 2016 (see Chapter 1).
While the above cited studies have clearly shown that 
brominated and chlorinated VSLSs have a significant 
impact on stratospheric polar ozone, their conse-
quences for the return dates of polar ozone to histor-
ical baseline values will depend on the future abun-
dances of VSLSs in the atmosphere and are therefore 
uncertain, as addressed in more detail in Section 
4.5.4.2. 
4.5.4 Uncertainty in Polar 
Ozone Projections 
Future ozone projections are affected by uncertainty 
due to internal variability of the atmosphere, structural 
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uncertainty due to differences between models and 
uncertainty in the future scenarios for ODSs and 
GHGs (see also Box 3-3). The role of internal dynam-
ical variability in particular for Arctic polar ozone has 
been addressed in Section 4.3.4. In the following, the 
aspect of model uncertainty will be revisited for the 
new CCMI model simulations (Section 4.5.4.1) and 
the new ozone return dates will be discussed in the 
context of the ODS and GHG scenarios used (Section 
4.5.4.2). 
4.5.4.1 model unCertainty
As discussed in Section 4.5.1, CCMs differ in their 
treatment of the relevant physical, dynamical, and 
chemical processes. The broad range of total column 
ozone projections in the new CCMI simulations 
could be a result of the enhanced complexity of the 
applied CCMs. Most of the models participating in 
CCMI have been improved since CCMVal-2, being 
now more physically based, with enhanced resolu-
tion and more frequently coupled to ocean models, 
which leads to enhanced diversity in model results 
(Morgenstern et al., 2017). 
In particular, the responses in total column ozone of 
the CCMI models to anthropogenic forcings, such as 
changes in ODSs and GHGs, were found to be less 
consistent across the different CCMs than those of the 
ozone profiles (Morgenstern et al., 2018). The likely 
cause of this is lower-stratospheric transport and 
dynamical responses, such as in the Brewer-Dobson 
circulation, exhibiting substantial inter-model differ-
ences. Good agreement of CCM results was found in 
the middle and upper stratosphere. Obvious differ-
ences were identified particularly in the troposphere, 
possibly caused by differences in the formulation and 
complexity of the tropospheric chemistry modules 
used in the CCMs. 
These conclusions are confirmed by Dhomse et al. 
(2018) who investigate ozone recovery of partial 
columns in the lower stratosphere (LS, from the tro-
popause up to 10 hPa) and in the upper stratosphere 
(US, at 10 hPa and lower pressures) from 14 individ-
ual CCMI models. In the LS, where ozone has a long 
photochemical lifetime, the adjusted results from 
the CCMs show clear differences among the models 
in the polar regions. This suggests issues with the 
descriptions of dynamical (transport) and chemical 
Figure 4-21. Future impact of growth in dichloromethane (CH2Cl2) on Antarctic column ozone and ozone 
trend derived from a CCM study . Results are shown for two UMSLIMCAT simulations: one run without 
CH2Cl2 and another where surface CH2Cl2 concentrations continue to increase at the mean rate observed 
over the 2004–2014 period . The figure shows the temporal evolution of October mean Antarctic strato-
spheric ozone column (in Dobson Units, DU) relative to 1980 . While interannual variability is large, the 
two ozone time series are statistically different at the 95% significance level according to a Student’s 
t-test (Pvalue = 0 .02) . Ozone returns to the 1980 baseline in the year 2064 (without CH2Cl2; black line) and 
in 2081 (with CH2Cl2; gold line) . Adapted from Hossaini et al . (2017) .
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(heterogeneous chemistry) processes due to tempera-
ture biases in the CCMs. For the upper stratosphere, 
ozone in the polar regions behaves more similarly 
in the different models, as dynamical processes are 
less important for ozone, while the feedback of tem-
perature changes on ozone becomes more important 
(Haigh and Pyle, 1982). 
A further source of uncertainty in the CCMI ozone 
projections lies in existing uncertainties of rate con-
stants for the N2O and CH4 reactions, which have 
been reassessed recently (SPARC, 2013). The CCMI 
models generally used the kinetic rate constants rec-
ommended at the time of the simulations (Sander 
et al., 2011). However, using updated estimates of 
kinetic and photochemical parameters, Fleming et 
al. (2015) report that uncertainties in the commonly 
used recommendations for the rates of chemical loss 
processes of N2O and CH4 lead to a substantial range 
in model ozone, both for present day and long-term 
projections of future ozone recovery. For October SH 
polar ozone, the largest uncertainty is due to the Cl + 
CH4 reaction, which impacts the amount of chlorine 
in reservoir versus radical forms, resulting in a total 
ozone range of ±6% for present day chlorine loading. 
However, this range will diminish to less than ±1% by 
2100 as atmospheric chlorine decreases.
4.5.4.2 unCertainty in ozone return dateS
The return date of total or stratospheric ozone to a his-
torical baseline is an important indicator to assess the 
success of the Montreal Protocol and its Amendments 
and adjustments. Ozone return dates have been pre-
sented previously based on CCMVal-2 projections 
(Eyring et al., 2010a, b; WMO, 2011) and CMIP5 
simulations using different GHG scenarios (Eyring 
et al., 2013b; WMO, 2014). Estimates of ozone return 
dates from the new CCMI simulations have been de-
rived in Dhomse et al. (2018). This section compares 
the different estimates of ozone return dates and dis-
cusses reasons generating uncertainty in the derived 
dates. It is important to note that all model projec-
tions use prescribed scenarios for future abundances 
of ODSs assuming a future decline of ODSs according 
to the regulations of the Montreal Protocol. This sec-
tion does not assess the uncertainty in ozone return 
dates arising from potential non-compliance with 
the Montreal Protocol. (For more information on 
this topic see Chapter 6). The return dates for polar 
total column ozone from the CCMVal-2 projections 
in WMO (2011) and from the CCMI REF-C2 simu-
lations as well as their estimated ranges are shown in 
Figure 4-22. 
To account for model uncertainty, it is a common 
approach to give ozone return dates in terms of their 
mean value plus uncertainty range. Three different 
measures of ozone return dates were provided by 
Dhomse et al. (2018) for the CCMI simulations: (1) 
the multi-model mean (MMM) with the 1σ stan-
dard deviation defining the model range of recovery 
dates, (2) the median with the 10th and 90th percen-
tiles defining the range of recovery dates, and (3) the 
multi-model mean including only models within one 
standard deviation of the MMM (MMM1S) with the 
1σ standard deviation of the MMM1S defining the 
model range of recovery dates. For both polar regions, 
the median and MMM1S approaches provide (near) 
identical return dates giving confidence in the derived 
results.
Sensitivity to ODS and GHG Scenarios
As shown in Sections 4.5.2.1 and 4.5.2.2, the return 
dates of polar total column ozone (TCO) to 1980 
baseline values are delayed in the CCMI models 
(MMM1S) by 4 years in the Arctic and 10 years in 
the Antarctic compared to the CCMVal-2 models 
(SPARC CCMVal, 2010; WMO, 2011). This delay in 
polar ozone recovery can partially be ascribed to up-
dates in the ODS and GHG scenarios prescribed to 
the CCMI reference simulations (for more details see 
Box 3-3 and Dhomse et al., 2018). The change in the 
ODS scenario from the adjusted A1 scenario of WMO 
(2007) used in CCMVal-2 to the A1 scenario of WMO 
(2011) in CCMI caused a delayed decline in strato-
spheric halogen levels. In addition, the transition 
from the SRES-A1b GHG scenario used in CCMVal-2 
to the RCP-6.0 scenario in CCMI reduces the chem-
ically driven increase of ozone due to a slower rise of 
CO2 and CH4 in the RCP-6.0 scenario, explaining a 
further delay in TCO recovery in the CCMI models.
The expected effect of rising N2O concentrations in 
the REF-C2 simulations (about 40% between 1960 
and 2100) is to delay the ozone return date due to an 
enhanced production of NOx and catalytic ozone de-
pletion. However, while the return date of global and 
northern mid-latitude stratospheric column ozone is 
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significantly earlier in a scenario with fixed 1960 N2O 
surface mixing ratios than in the REF-C2 simula-
tions, it remains nearly unchanged in both polar areas 
(see Table 4 in Dhomse et al., 2018). Morgenstern 
et al. (2018) suggest that the negative effect of N2O 
increases on ozone in the upper stratosphere might 
be compensated by a self-healing effect in the lower 
stratosphere initiated by the upper stratosphere ozone 
decline. However, the detailed processes leading to a 
zero response of the polar ozone return date to N2O 
increases still need to be understood. 
CH4 concentrations increase in the RCP-6.0 scenario 
of the REF-C2 simulations by 57% between 1960 and 
their maximum in 2070, and by 128% between 1960 
and 2100 in the RCP-8.5 scenario. Consistent with 
previous work (e.g., Revell et al., 2012), stratospheric 
ozone returns earlier in the CCMI simulations with 
rising CH4 concentrations than in the constant-1960 
scenario. This effect is stronger for the more extreme 
CH4 increase in the RCP-8.5 scenario and stronger 
in Arctic spring (about 10 years) than in Antarctic 
spring (6 years). Note, however, that for the N2O- and 
CH4-sensitivity simulations only one realization by a 
limited number of models was available, reducing the 
robustness of the stated return dates.
Sensitivity to VSLSs
Section 4.5.3.4 revealed that both bromine- and 
 chlorine-containing VSLSs have the potential to delay 
the return of the Antarctic ozone hole to historical 
values by somewhere between several years and up 
to three decades. Hence, the future evolution of the 
VSLS emissions represents a further source of un-
certainty for the projection of the ozone return date. 
While the CCMVal-2 models generally did not in-
clude the effects of brominated VSLSs on ozone, most 
CCMI models took their effects into account. The ad-
ditional ozone depletion by the VSLSs could therefore 
be a further contribution to the delay in CCMI TCO 
return dates (e.g., Oman et al., 2016). 
The concentrations of the oceanic brominated VSLSs 
seem to have remained relatively stable over the 
past decades (see Figure 1-16 in Chapter 1). Based 
on this fact, most model studies assume a constant 
mixing ratio of brominated VSLSs of 5 ppt in sim-
ulations of past and future ozone. Based on present 
day, observed global oceanic and atmospheric con-
centrations (ERA-Interim) and historical and future 
data from three CMIP5 models, Ziska et al. (2017) 
derived, however, an increase of brominated VSLSs 
for the period 1979–2005. For the RCP-8.5 scenario, 
oceanic brominated VSLS emissions could increase 
by 30% from 2010 to 2100 (Tegtmeier et al., 2015; 
Ziska et al., 2017). In a transient CCM study using 
the RCP-6.0 GHG scenario and interactive VSLS 
emissions, an increase of the ocean–atmosphere flux 
of brominated VSLSs of about 8–10% by the end of 
the 21st century compared to present day was found 
(Falk et al., 2017). However, under the low chlorine 
loading at the end of the century, brominated VSLSs 
are projected to have less impact on total Antarctic 
stratospheric ozone depletion than in the present 
day (in agreement with studies using constant VSLS 
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years of total column ozone 
(TCO) to 1980 historical levels 
for the SH polar cap in October 
and the NH polar cap in March 
based on CCMVal-2 simulations 
(WMO) and on CCMI REF-C2 
simulations (MMM1S) . The esti-
mated 1-σ uncertainties are 
shown with black vertical lines . 
Adapted from Dhomse et al . 
(2018) .
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mixing ratios) and may not act as a major source 
of future stratospheric ozone depletion (Falk et al., 
2017). More CCM studies including the effects of cli-
mate change on VSLS emissions from the ocean need 
to be carried out to provide a robust estimate of the 
impact of future changes in brominated VSLSs on the 
return of polar ozone to historical values.
Chlorine-containing VSLSs are predominantly pro-
duced by industry. Among those, dichlorometh-
ane (CH2Cl2), has increased rapidly in recent years. 
Between 2000 and 2012, surface concentrations of 
CH2Cl2 increased at a global mean rate of almost 8% 
yr−1, with the largest growth in South and Southeast 
Asia (Hossaini et al., 2015b; Oram et al., 2017). As dis-
cussed in Section 4.5.3.4, Hossaini et al. (2017) ob-
tained a substantial delay of Antarctic ozone return, 
if the recently observed global mean CH2Cl2 growth 
rate of 2 ppt yr−1 continues. Whether such a growth 
rate would be likely to continue until the end of the 
century is arguable given the current global produc-
tion capacity for CH2Cl2.
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SCIENTIFIC SUMMARY
Since the 2014 Ozone Assessment, new research has better quantified the impact of stratospheric ozone changes 
on climate. Additional model and observational analyses are assessed, which examine the influence of strato-
spheric ozone changes on stratospheric temperatures and circulation, tropospheric circulation and composi-
tion, surface climate, the oceans, and sea ice. The new results support the main conclusions of the previous 
Assessment; the primary advances are summarized below.
STRATOSPHERIC TEMPERATURES
• New estimates of satellite-observed stratospheric temperature changes show net global stratospher-
ic cooling of around 1.5 K (at 25–35 km), 1.5 K (at 35–45 km), and 2.3 K (at 40–50 km) between 1979 
and 2005, with differences between datasets of up to 0.6 K.
 ○ There are now better estimates of observed stratospheric temperature trends than were available 
during the last Assessment. Two datasets from satellite measurements have been re-processed and 
now show greater consistency in long-term temperature trends in the middle and upper stratosphere. 
 ○ Satellite temperature records show smaller stratospheric cooling rates over 1998–2015 compared 
to 1979–1997, consistent with the observed differences in stratospheric ozone trends during these 
periods.
 ○ Global average temperature in the lower stratosphere (13–22 km) cooled by about 1 K between 1979 
and the late 1990s but has not changed significantly since then.
• In the lower stratosphere (13–22 km), ozone trends were the major cause of the observed cooling 
between the late 1970s and the mid-1990s. In the middle and upper stratosphere, however, increases 
in long-lived greenhouse gases played a slightly larger role than ozone changes in cooling trends 
over this period. Ozone recovery will continue to play an important role in future stratospheric tem-
perature trends.
 ○ There is now improved understanding of the causes of stratospheric temperature trends and vari-
ability. For the upper stratosphere (40–50 km), new studies suggest that one-third of the observed 
cooling over 1979–2005 was due to ozone-depleting substances (ODSs) and associated ozone 
changes, while two-thirds was due to other well-mixed greenhouse gases.
 ○ Chemistry–climate models show that the magnitude of future stratospheric temperature trends is 
dependent on future greenhouse gas concentrations, with most greenhouse gas scenarios showing 
cooling in the middle and upper stratosphere over the 21st century. The projected increase in global 
stratospheric ozone during this period would offset part of the stratospheric cooling due to increas-
ing greenhouse gases.
STRATOSPHERIC OVERTURNING CIRCULATION
• There are indications that the overturning circulation in the lower stratosphere has accelerated over 
the past few decades.
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 ○ Observations of the latitudinal profile of lower stratospheric temperature trends and changes in 
constituents show that tropical upwelling in the lower stratosphere has strengthened over the last 
~30 years, in qualitative agreement with model simulations and reanalysis datasets.
 ○ New studies using measurements provide evidence for structural changes in the stratospheric over-
turning circulation which is comprised of a strengthening in the lower stratosphere and a weaken-
ing in the middle and upper stratosphere.
 ○ According to models, in addition to well-mixed greenhouse gases, changes in ODSs (and associated 
changes in ozone) are an important driver of past and future changes in the strength of the strato-
spheric overturning circulation, notably the increase in downwelling over the Antarctic over the late 
20th century.
 ○ Estimates of externally forced long-term changes in the stratospheric overturning circulation from 
observations remain uncertain, partially due to internal variability.
 ○ Models project future increases in stratosphere–troposphere exchange of ozone as a consequence 
of a strengthening of the stratospheric overturning circulation and stratospheric ozone recovery.
IMPACTS ON THE TROPOSPHERE, OCEAN, AND SEA ICE
• New research supports the findings of the 2014 Ozone Assessment that Antarctic ozone depletion 
was the dominant driver of the changes in Southern Hemisphere tropospheric circulation in austral 
summer during the late 20th century, with associated weather impacts.
 ○ Over the period 1970 to 2000, tropospheric jets in the Southern Hemisphere shifted poleward and 
strengthened, the Southern Annular Mode (SAM) index increased, and the southern edge of the 
Hadley Cell expanded poleward. Since 2000, the SAM has remained in a positive phase.
 ○ For austral summer, most model simulations show a larger contribution to these trends from 
Antarctic ozone depletion compared to increases in well-mixed greenhouse gases during the last 
decades of the 20th century. During other seasons, the contribution of ozone depletion to circula-
tion changes is comparable to that from well-mixed greenhouse gases.
 ○ Paleoclimate reconstructions of the SAM index suggest that the current period of prolonged posi-
tive summer SAM conditions is unprecedented in at least the past 600 years.
 ○ No robust link between stratospheric ozone depletion and long-term Northern Hemisphere sur-
face climate has been established; there are indications that occurrences of extremely low spring-
time ozone amounts in the Arctic may have short-term effects on Northern Hemisphere regional 
surface climate.
• Changes in tropospheric weather patterns driven by ozone depletion have played a role in recent 
temperature, salinity, and circulation trends in the Southern Ocean, but the impact on Antarctic sea 
ice remains unclear.
 ○ Progress has been made since the last Assessment in understanding the physical processes involved 
in the Southern Ocean response to ozone depletion, which is now believed to entail a fast surface 
cooling followed by a slow long-term warming. 
 ○ Modeling studies indicate that ozone depletion contributes to a decrease in Antarctic sea ice extent 
and hence cannot explain the observed sea ice increase between 1979 and 2015. This is in agreement 
with the conclusions of the previous Assessment. However, in general, climate models still cannot 
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reproduce the observed Antarctic sea ice trends since 1979, which limits the confidence in the mod-
eled sea ice response to ozone depletion.
• New observation-based analyses indicate that a causal link between the strength of the Southern 
Ocean carbon sink and ozone depletion cannot be established, in contrast to earlier suggestions.
 ○ New observation-based analyses confirmed the previously reported slowdown of the carbon sink 
between the 1980s and early 2000s but also revealed a remarkable reinvigoration of the carbon sink 
since then. The new results indicate that atmospheric circulation changes (whether driven by ozone 
depletion or not) have not had a considerable impact on the net strength of the Southern Ocean 
carbon sink.
MONTREAL PROTOCOL CLIMATE IMPACTS
• New studies since the 2014 Ozone Assessment have identified that future global sea level rise of at 
least several centimeters has been avoided as a result of the Montreal Protocol. This would have aris-
en from thermal expansion of the oceans associated with additional global warming from unregulated 
ozone depleted substances emissions.
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5.1 INTRODUCTION AND SCOPE
The 2006 Ozone Assessment was the first to include 
a dedicated chapter on ozone–climate interactions 
(Baldwin and Dameris et al., 2007). The focus of that 
chapter was mostly on how anthropogenic climate 
change affects stratospheric ozone. Ozone–climate 
interactions were considered in a broader perspec-
tive in both the 2010 and 2014 Ozone Assessments. 
Chapter 4 of the 2014 Assessment (Arblaster and 
Gillett et al., 2014) addressed changes in stratospher-
ic climate, their coupling with stratospheric ozone 
changes, and the impacts of stratospheric changes on 
tropospheric climate. This chapter is similar in scope 
and provides an assessment of the advances in scien-
tific understanding of ozone–climate coupling since 
the last Assessment. To provide a basis for discussing 
these advances in the subsequent sections, the main 
conclusions from Chapter 4 of the 2014 Assessment 
are summarized here.
5.1.1 Summary of Findings from the 
 Previous Ozone Assessment
The last Assessment concluded that the lower strato-
sphere (near 20 km) cooled in the global mean by 
approximately 1 K over the period 1979–1995, after 
which temperatures remained approximately con-
stant. It also concluded that the middle (25–35 km) 
and upper (35–50 km) stratosphere have cooled in the 
global mean over this period; however, the available 
satellite datasets showed substantial differences in the 
estimated magnitude of cooling. In agreement with 
previous Ozone Assessments, it was concluded that 
stratospheric ozone changes were the primary cause 
of the observed lower-stratospheric cooling, while 
both ozone decreases and greenhouse gas (GHG) in-
creases (primarily carbon dioxide, CO2) made more 
comparable contributions to cooling in the middle 
and upper stratosphere. 
The 2014 Ozone Assessment concluded from obser-
vations of composition and temperature that over 
the past several decades there has been an increase 
in tropical lower-stratospheric upwelling, consistent 
with a strengthening of the shallow branch of the 
stratospheric overturning circulation. At the same 
time, long-term changes in the deep branch of the 
overturning circulation were concluded to be un-
certain. No long-term changes were found in strato-
spheric water vapor concentrations since 2000.
In agreement with the findings of earlier Assessments, 
the 2014 Assessment concluded that the ozone-in-
duced springtime cooling of the Antarctic lower strato-
sphere has strongly affected the Southern Hemisphere 
(SH) tropospheric climate in austral summer. It was 
assessed that stratospheric temperature changes due 
to ozone depletion were likely the dominant driver 
of the observed summertime poleward shift of the 
mid-latitude tropospheric jet and have contributed to 
the poleward expansion of the SH Hadley Cell. It was 
noted that, in response to ozone depletion, some cli-
mate models simulate a poleward shift of subtropical 
precipitation patterns and that consistent changes are 
seen in observations. Changes in the Southern Ocean 
were discussed, and it was concluded that changes in 
surface wind stress, associated with the tropospheric 
circulation response to ozone depletion, likely caused 
the intensification of the subtropical ocean gyres, 
the meridional overturning circulation, and subsur-
face warming. Contrary to the findings of the 2010 
Assessment, the 2014 Assessment concluded, though 
with low confidence, that stratospheric ozone deple-
tion induces a decrease in Antarctic sea ice extent and 
therefore cannot explain the small observed increase 
in Antarctic sea ice extent over the past several de-
cades. Possible impacts of ozone depletion-induced 
surface wind stress changes on carbon uptake in the 
Southern Ocean were also assessed to be uncertain. 
The 2014 Assessment did not find a robust link be-
tween ozone changes and tropospheric climate in the 
Northern Hemisphere.
The 2014 Assessment concluded that stratospheric 
ozone depletion contributed to a decrease in the flux of 
ozone into the troposphere but that coincident increas-
es in emissions of ozone precursor species led to an 
Chapter 5
StratoSpheriC ozone ChangeS and Climate
Chapter 5 | Ozone and Climate
5.6
overall increase in the tropospheric ozone burden. The 
overall global radiative forcing (RF) between 1850 and 
2011 due to the effect of long-lived ozone-depleting 
substances (ODSs) on both stratospheric and tropo-
spheric ozone was estimated to be about −0.15 W m−2.
For the future, the 2014 Assessment concluded that 
the impacts of ozone depletion on tropospheric cli-
mate will reverse as a result of ozone recovery and 
that this will offset part of the GHG-induced changes 
in SH tropospheric circulation in summer during the 
first half of this century. The projected strengthen-
ing of the stratospheric overturning circulation was 
assessed to have important implications for future 
stratospheric and tropospheric ozone abundances. 
The RF due to future stratospheric ozone changes was 
assessed to be uncertain even regarding its sign, due 
to uncertainty in model projections of tropical low-
er-stratospheric ozone trends.
5.1.2 Scope of the Chapter
Following Chapter 4 of the 2014 Ozone Assessment, 
this chapter begins with an assessment of changes 
in stratospheric constituents and external forcings 
(Section 5.2). Only a brief discussion of changes in 
ODSs and stratospheric ozone is given here, since 
these are assessed in detail in Chapter 1 (ODS chang-
es) and Chapters 3 and 4 (ozone changes). Section 
5.3 assesses changes in stratospheric temperatures 
and circulation. That section includes an attribution 
of observed temperature and circulation changes to 
different drivers and also an analysis of projected 
changes. Stratosphere–troposphere exchange of ozone 
is also discussed, but since changes in tropospher-
ic ozone have been recently assessed in detail in the 
Tropospheric Ozone Assessment Report (TOAR), led 
by the International Global Atmospheric Chemistry 
(IGAC) project (Young et al., 2018), the discussion 
of tropospheric chemistry is limited to assessing the 
effects of stratospheric ozone on the tropospheric 
ozone budget. Section 5.4 discusses the effects of 
stratospheric ozone on tropospheric circulation, sur-
face climate, the ocean, and sea ice, as well as the cur-
rent scientific understanding of physical mechanisms 
for the downward dynamical coupling between the 
stratosphere and troposphere. Lastly, Section 5.5 as-
sesses the climate impacts that have been avoided as 
a result of the successful regulation of ODS emissions 
under the Montreal Protocol, as well as the future 
climate impacts that will be avoided if nations adhere 
to the phasedown of hydrofluorocarbons under the 
2016 Kigali Amendment (see also Chapter 2).
5.2 OBSERVED CHANGES IN 
 ATMOSPHERIC  CONSTITUENTS 
AND EXTERNAL  FORCINGS 
THAT RELATE TO CLIMATE 
The species detailed in this section play a role in cli-
mate through their effects on radiative and chemical 
processes. Changes in these species can alter strato-
spheric ozone concentrations either through direct 
effects on ozone chemistry and/or via their effect on 
stratospheric temperatures and transport.
5.2.1 Long-Lived Greenhouse Gases and 
Ozone-Depleting Substances  
Carbon dioxide (CO2), methane (CH4), and nitrous 
oxide (N2O) are the three most important anthropo-
genically emitted GHGs in the atmosphere in terms of 
historical RF (Myhre and Shindell et al., 2013); how-
ever, it should be noted that ODSs and their replace-
ment compounds are also significant GHGs. Such 
gases are more transparent to incoming (shortwave) 
radiation from the sun compared to outgoing infrared 
(longwave) radiation. Increases in the atmospheric 
concentrations of these gases lead to warming at the 
surface, producing a direct global climate response. 
These gases may also cause changes in stratospher-
ic temperatures through effects on the local radia-
tive balance; for example, increasing CO2 cools the 
stratosphere (see Box 5-1). Ozone photochemistry 
responds to stratospheric temperature changes, as 
well as to changes in abundances of ODSs. Similarly, 
changes in ozone affect the stratospheric radiative 
balance; decreases in ozone will result in stratospher-
ic cooling due to less absorption of solar ultraviolet 
radiation. Changes in the stratospheric overturn-
ing (Brewer–Dobson) circulation may be forced by 
changes in well-mixed GHGs and ozone concentra-
tions (see Section 5.3.2); this may also impact the 
distributions of stratospheric and tropospheric ozone 
through transport changes (see Section 5.3.3).
Recent concentrations and growth rates for ODSs, 
including N2O, are described in Chapter 1 and for 
ODS replacement compounds in Chapter 2. Globally 
averaged annual average mole fraction values for 2017 
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were 405 ppm (parts per million) for CO2 and 1,850 
ppb (parts per billion) for CH4. Global concentra-
tions and growth rates for CO2 and CH4 are shown 
in Figure 5-1. These show that 2015 and 2016 had 
high CO2 growth rates relative to the 1980–2016 av-
erage. This is likely related, at least in part, to the El 
Niño conditions that persisted from late 2014 through 
early 2016 (Le Quéré et al., 2018); the CO2 growth 
rate is known to increase during El Niño conditions 
and decrease during La Niña conditions (Kim et al., 
2016; Betts et al., 2016; Le Quéré et al., 2018). The 
CH4 growth rate peaked in 2014 but remained pos-
itive and greater than 5 ppb yr−1 in 2015 and 2016. 
Multiple drivers have been suggested for the higher 
CH4 growth rates since the 2000s and are discussed 
in Section 1.5.2 (see also Saunois et al., 2016). These 
include changes in the atmospheric concentrations of 
the hydroxyl (OH) radical, increased emissions from 
oil and gas extraction, increased emissions from wet-
lands, and increased emissions from anthropogenic 
sources in East Asia.
5.2.2 Stratospheric Water Vapor 
Stratospheric water vapor (SWV) modulates Earth’s 
climate directly, mainly through longwave radiative 
processes, and indirectly through its influence on 
stratospheric ozone abundances. It impacts strato-
spheric ozone chemistry through its role as the major 
source of reactive hydrogen oxide molecules (HOx) in 
the stratosphere and through the formation of polar 
stratospheric clouds (see Chapter 4). Changes to 
Box 5-1. Why Does Increasing CO2 Cool the Stratosphere?
Although carbon dioxide (CO2) in the stratosphere plays only a small direct role in chemical processes, it is 
very important for the atmosphere’s radiative balance. CO2 emits and absorbs radiation mainly in the infra-
red part of the electromagnetic spectrum, with the strongest emission and absorption at wavelengths close 
to 15 μm. At these wavelengths, the absorption of infrared radiation by CO2 is so efficient that most radiation 
emitted by Earth’s surface is absorbed in the troposphere and does not reach the stratosphere. Radiation 
entering the stratosphere from below therefore comes from the relatively cold upper troposphere. At the 
same time, CO2 in the stratosphere emits radiation to space, cooling the stratosphere. The largest cooling 
rates are in the upper stratosphere, where temperatures are highest due to absorption of incoming ultravi-
olet radiation by ozone. Since this local emission is not balanced by the absorption of upwelling radiation 
from below, CO2 contributes a net cooling in the stratosphere. When the atmospheric CO2 concentration 
increases, there is only a small increase in the absorption of radiation from the troposphere, which does not 
compensate for a relatively larger increase in local emission, leading to a greater loss of radiation to space. 
An increase in CO2 therefore radiatively cools the stratosphere at all altitudes, with the largest cooling in the 
upper stratosphere.
Increases in other greenhouse gases (GHGs) that absorb and emit infrared radiation, such as methane, ni-
trous oxide, and chlorofluorocarbons (CFCs), also contribute to cooling in the upper stratosphere, because 
at stratospheric altitudes they emit more radiation to space than they absorb from below. However, when 
in the lower stratosphere, these gases, whose absorption bands lie at wavelengths between 7 and 12 μm, can 
absorb radiation from the warm lower troposphere and from Earth’s surface. Therefore, an increase in these 
gases can contribute to warming of the lower stratosphere, although their contribution is usually small. 
Some non-CO2 GHGs are also chemically reactive (such as methane, nitrous oxide, and CFCs) and thus 
have an indirect effect on stratospheric temperatures through changing ozone abundances (see Chapters 3 
and 4). In some cases, this indirect effect on stratospheric temperatures via changes to ozone may be larger 
than the direct radiative effect of the gas itself.
In summary, increases in stratospheric CO2 and other GHGs lead to stratospheric cooling, with the largest 
changes occurring in the upper stratosphere.
Chapter 5 | Ozone and Climate
5.8
SWV also impact ozone indirectly by changing strato-
spheric temperatures, which in turn alter the rates of 
photochemical reactions. 
Air enters the stratosphere with a water vapor con-
centration largely controlled by tropical tropopause 
temperatures. The primary source of SWV internal to 
the stratosphere is in situ oxidation of CH4, yielding 
two water molecules for each CH4 molecule oxidized. 
Convective overshooting of ice particles and trans-
port across the extratropical tropopause are minor 
sources of SWV. The primary loss process internal to 
the stratosphere is dehydration through ice particle 
formation and sedimentation in polar regions (mostly 
in the Antarctic) during winter. 
SWV has been measured by multiple in situ and re-
mote sensing techniques, starting with World War 
II measurements aimed at understanding contrails 
using a manually operated aircraft-borne frost point 
hygrometer (FPH) (Brewer, 1946). The Boulder FPH 
record extends from 1980 to present day. A detailed 
analysis of time variations in the Boulder record 
using breakpoints revealed periods of both increases 
and decreases in SWV and variations in trends with 
altitude (Hurst et al., 2011). While the net source of 
SWV from CH4 oxidation was found to vary with 
time, it is estimated to have caused about 25% of the 
increase in SWV in the altitude range 16–26 km be-
tween 1980 and 2010 (Hurst et al., 2011). Although 
the lack of continuous long-term measurements com-
plicates SWV trend determination, several studies 
have shown an overall long-term increasing trend 
(Oltmans et al., 2000; Rosenlof et al., 2001; Hurst 
et al., 2014). In terms of the consistency between in 
situ and satellite measurements of SWV, a compari-
son of balloon FPH measurements with retrievals 
from the Aura Microwave Limb Sounder (MLS) sat-
ellite instrument for the period 2004–2012 revealed 
there was no statistically significant drift (Hurst et 
al., 2014). Subsequent analysis including more recent 
data (Hurst et al., 2016) shows a trend in the differ-
ence between the balloon FPH measurements and the 
Aura MLS measurements, the reasons for which are 
still under investigation. 
Although it is known that tropical cold point tem-
peratures and in situ production from CH4 oxidation 
largely control SWV concentrations, there are still is-
sues reproducing the absolute value of measured SWV 
using global temperature analyses. To produce accu-
rate simulations (to within 0.5–1 ppmv [parts per mil-
lion by volume]) of tropical stratospheric water vapor 
entry concentrations using trajectory models driven 
by global temperature analyses, proper representation 
of waves, convective influences, and microphysical 
processes are needed (Ueyama et al., 2014). There is 
also evidence (Avery et al., 2017) that injections of ice 
can at times impact SWV during extreme events. 
Tropical Pacific sea surface temperature (SST) vari-
ability affects SWV entry through impacts on tropical 
tropopause temperatures; it has been suggested that 
SST changes contributed to the observed decrease in 
SWV in the lower stratosphere around the year 2000 
(Rosenlof and Reid, 2008; Brinkop et al., 2016; Ding 
and Fu, 2017; Garfinkel et al., 2018). Variations of 
SWV are detailed in the State of the Climate reports 
published annually in the Bulletin of the American 
Meteorological Society; the most recent update 
(Blunden and Arndt, 2017) shows recent extreme 
variability of SWV in the tropical lower stratosphere, 
where water vapor enters the stratosphere, ranging 
from very high values to very low values between 
December 2015 and December 2016 (Figure 5-2); 
part of this change may be related to the transition 
from extreme El Niño conditions to weak La Niña 
conditions at the end of the period (Konopka et al., 
2016; Garfinkel et al., 2018). 
Trends in tropical tropopause temperature and at-
mospheric CH4 concentrations are expected to be 
the major drivers of future SWV trends, but there are 
also suggestions from model simulations that trends 
in overshooting ice particles could contribute to 
trends in SWV (Dessler et al., 2016). Climate mod-
els predict that tropical lower-stratospheric humidity 
will increase in the future due to increased transport 
through the tropical tropopause layer (Smalley et al., 
2017), though it should be noted that many climate 
models do not properly capture the processes that 
affect tropical tropopause temperatures (Kim et al., 
2013). The magnitude of modeled increases in SWV 
over the 21st century, particularly in the middle and 
upper stratosphere, is strongly affected by future at-
mospheric CH4 concentrations (Revell et al., 2016).
It has been suggested that convective injection of 
water vapor into the lower stratosphere could lead to 
enhanced heterogeneous destruction of ozone and 
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Figure 5-1. Time series of concentrations and growth rates for globally averaged CO2 (top two panels) and CH4 
(bottom two panels). These time series were constructed with data provided by Ed Dlugokencky and Pieter 
Tans, NOAA/ESRL, and are available at www.esrl.noaa.gov/gmd/ccgg/trends/. See Masarie and Tans (1995) 
and Dlugokencky et al. (1994) for details of measurements.
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reduced Northern Hemisphere (NH) mid-latitude 
column ozone amounts (Anderson et al., 2012, 2017; 
Anderson and Clapp, 2018).  However, observational 
evidence that synoptic convective systems lead to en-
hanced catalytic ozone destruction in mid-latitudes is 
currently inconsistent (Schwartz et al., 2013; Solomon 
et al., 1997; Anderson et al., 2012, 2017). Though it has 
been posited that this mechanism may be enhanced 
in a warmer climate (Anderson and Clapp, 2018), the 
lack of evidence for any role for this mechanism in the 
current climate and the fact that in the future there 
will be lower atmospheric chlorine levels and hence 
reduced catalytic ozone destruction mean that there 
is low confidence in this proposed feedback.
Figure 5-2. Top panel: 
Lower-stratospheric wa ter 
vapor anomalies (black, 
red, and blue circles, plot-
ted as difference from the 
monthly mean over the 
period 2004–2018) from 
balloon measurements 
taken between 1980 and 
2018 at Boulder, Colorado 
(USA); Hilo, Hawaii (USA); 
and Lauder (New Zea-
land). Bottom panel: This 
graph is the same as the 
one above but shows only 
Boulder measurements 
(black circles) between 
2004 and 2018, as well as 
zonally averaged water 
vapor anomalies (35–45°N) 
from the Aura Microwave 
Limb Sounder (MLS; green 
dashes). The frost point 
(FP) data extend the infor-
mation plotted in Figure 
2.55 of Blunden and Arndt 
(2017).
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5.2.3 Stratospheric Aerosols 
Stratospheric aerosols influence climate by scattering 
sunlight back to space, by modifying cloud micro-
physical processes, and by altering ozone chemis-
try. Trends and variability in stratospheric aerosols 
and their impact on ozone are discussed in detail in 
Chapters 3 and 4 (see Sections 3.2.1.4, 4.2.3.1, and 
4.3.5.2). Because they reflect sunlight, artificial en-
hancement of stratospheric aerosols has been pro-
posed as a possible method for solar radiation man-
agement to cool the planet (see Chapter 6, Section 
6.2.5.2). Stratospheric aerosols also warm the strato-
sphere by absorbing infrared radiation, and as such, 
they are important drivers of the observed strato-
spheric temperature variability (see Section 5.3.1.2). 
Major increases in stratospheric aerosols result from 
volcanic eruptions. The last major volcanic eruption 
that significantly perturbed stratospheric aerosols was 
Mount Pinatubo (in the Philippines) in 1991. What 
are believed to be background levels of stratospheric 
aerosols were reached in the late 1990s (Kremser et 
al., 2016), and since then, there have been moderate 
eruptions that have increased stratospheric aerosol 
loading (Neely et al., 2013). Figure 5-3 (from Mills 
et al., 2016) shows the progression of the global aero-
sol burden from 1980 to 2015. Peak aerosol loading 
follows the Pinatubo eruption in 1991, with several 
shorter-lived increases following moderate eruptions 
during the early 21st century, the largest of which 
occurred in 2008. Sulfur-rich particles dominate 
stratospheric aerosols, but recent work has also high-
lighted the importance of organic aerosols (Murphy 
et al., 2014; Vernier et al., 2015; Yu et al., 2016) and 
has shown that they have likely increased significantly 
since the preindustrial period (Yu et al., 2016).   
Increases in stratospheric aerosols in the presence of 
elevated stratospheric chlorine produce ozone loss. 
For example, the large October 2015 Antarctic ozone 
hole has been attributed to the presence of volcanic 
aerosols from the Calbuco eruption (in southern 
Chile) (Solomon et al., 2016). The potential for aero-
sols to enhance ozone loss is expected to decrease as 
chlorine loadings continue to decrease in the future 
(Klobas et al., 2017), but uncertainty in future levels of 
volcanic aerosol introduces uncertainty to determin-
ing when ozone recovery to 1980 levels is expected to 
occur (Naik et al., 2017).
Since the 2014 Ozone Assessment, there have been 
significant improvements in understanding of the 
existence of the Asian Tropopause Aerosol Layer 
(ATAL) (Vernier et al., 2011), which became evident 
only after aerosol concentrations returned to pre-Pi-
natubo concentrations. The ATAL is hypothesized to 
have a significant anthropogenic origin (Vernier et al., 
2015) and, according to one study, likely contributes 
as much to the background aerosol in the Northern 
Hemisphere as small to moderate volcanic eruptions 
(Yu et al., 2017). 
5.2.4 Ozone 
Stratospheric ozone changes can impact climate by 
changing the large-scale atmospheric state, including 
impacts on the tropospheric circulation and ultimate-
ly surface weather (see Section 5.4), or by changing 
the amount of UV radiation that reaches the surface, 
both impacting surface temperatures and biogenic 
processes.  
Since the late 1990s, concentrations of ODSs have 
declined in response to the implementation of the 
Montreal Protocol (see Chapter 1). Chapter 3 reports 
that global (60°S–60°N) column ozone has been in-
creasing by between 0.3% and 1.2% per decade since 
the late 1990s, but this increase is not statistically sig-
nificant, owing to the comparatively large uncertainty 
of 1% per decade arising from dynamically forced in-
terannual variability. Global column ozone is expect-
ed to increase with further reductions in the abun-
dance of ODSs in the stratosphere. Current tropical 
column ozone is found to be unchanged compared to 
the period 1964–1980, consistent with the findings of 
the 2014 Assessment. Upper-stratospheric (35–45 km 
altitude) ozone in the tropics and mid-latitudes has 
increased by 1–3% per decade over the 2000–2016 
period; these increases are statistically significant and 
are thought to be caused by a combination of reduc-
tions in ODSs and GHG-induced cooling. Climate 
models predict a decrease in tropical lower-strato-
spheric ozone due to a modeled increase in strength 
of the stratospheric overturning circulation. However, 
due to large internal variability, which is also seen in 
models, this decrease has not been detected in a sta-
tistically significant manner since 2000. As noted in 
Chapter 4, the characteristics of the Antarctic ozone 
hole in October during recent years are similar to 
those in the early 1990s; its size and duration are still 
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impacted in cases of high volcanic aerosol loading, 
such as from the Calbuco eruption in 2015 (Solomon 
et al., 2016).  However, statistically significant positive 
trends in ozone have been observed in the Antarctic in 
September since 2000 (Solomon et al., 2016). Overall, 
there have been minimal long-term ozone changes 
found in the Arctic, where dynamically forced in-
terannual variability in ozone in winter and spring is 
large compared to the long-term changes.
5.2.5 Solar Activity
Total solar irradiance (TSI), which measures the 
amount of solar radiation at the top of Earth’s at-
mosphere, has been directly monitored by satellites 
since 1978. TSI varies on a wide range of timescales, 
the most relevant of which for understanding recent 
stratospheric climate and ozone changes is the ap-
proximately 11-year cycle during which TSI varies by 
about 1 W m−2 (<0.1%) between solar cycle maximum 
and minimum (Haigh, 2007). When solar activity 
is high, incoming solar UV radiation is enhanced, 
impacting ozone production in the stratosphere and 
mesosphere (Haigh, 2007). Changes in the absorption 
of UV radiation by ozone then impacts stratospher-
ic temperature distributions and, consequently, cir-
culation and climate (Gray et al., 2010). The impact 
of solar cycle variations on ozone depends on solar 
spectral irradiance (SSI) and, in particular, the frac-
tion of variance in the UV spectral region. The peak 
of the current 24th 11-year solar cycle, which started 
in December 2008, was weaker than previous cycles 
(Hathaway, 2015). At present, the sun is approaching 
a minimum phase of the solar cycle.
5.3 OBSERVED AND SIMULATED 
 CHANGES IN STRATOSPHERIC CLIMATE
Section 5.2 reviewed observed changes in some of 
the major constituents and external drivers of strato-
spheric climate. This section describes the current 
understanding from observations and model simu-
lations of recent and future changes in stratospheric 
climate and their drivers.
Figure 5-3. Calculated global mass burdens of major sulfur-bearing species from a specified dynamics (SD-)
WACCM VOLC simulation above the tropopause, shown as a function of time from 1 January 1980 to 31 
December 2015 (updated from Mills et al., 2016). The black line shows SO4 (sulfate); the green line, OCS (car-
bonyl sulfide); the yellow line, H2SO4 (sulfuric acid); and the red line, SO2 (sulfur dioxide). Mass burdens are 
shown in units of Gg (=109 g) of S. Note that the burden of dimethylsulfide in the stratosphere (10−3–10−2 Gg S) 
is too small to be shown. The spikes in the SO2 trace (red line) indicate where volcanic eruptions reached the 
stratosphere. The actual eruptions used are detailed in Mills et al. (2016). Note: there was an error in the orig-
inally published version due to an incorrect adjustment for molecular weights, so the burdens of the gases 
have shifted.
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5.3.1 Stratospheric Temperatures
Stratospheric temperature trends are a key marker for 
anthropogenic effects on the climate system (IPCC, 
2013; USGCRP, 2017). Moreover, stratospheric tem-
perature trends affect stratospheric ozone abundances 
through effects on the rates of photochemical reac-
tions (see Chapters 3 and 4). The 2014 Assessment 
concluded that over the past several decades, increas-
es in atmospheric GHGs and decreases in strato-
spheric ozone abundances have been the major ra-
diative drivers of global mean cooling in the middle 
and upper stratosphere. In the lower stratosphere, 
observed global mean cooling was largely attributed 
to stratospheric ozone changes over the past few de-
cades. The latitudinal structure of stratospheric tem-
perature trends is strongly influenced by changes in 
the stratospheric overturning circulation (see Section 
5.3.2), which may be externally forced and/or associ-
ated with internal variability. This section focuses on 
what has been learned about stratospheric tempera-
ture trends since the 2014 Ozone Assessment, notably, 
improved constraints on satellite-observed tempera-
ture trends and new efforts to attribute observed and 
model-simulated temperature variability and trends 
to natural and anthropogenic drivers.
5.3.1.1 obServed temperature ChangeS
Observations of stratospheric temperatures come 
from operational radiosondes, operational polar 
orbiting satellites, GPS Radio Occultation satellite 
networks, and from research satellites and rocket 
sondes. Radiosonde observations span the longest 
time period (starting in the late 1950s), but there are 
discontinuities due to changes in instrumentation 
and location of stations, and they cover only the lower 
part of the stratosphere. Consequently, homogenized 
datasets based on radiosondes have been construct-
ed to improve the accuracy of radiosonde tempera-
ture time series, e.g., IUK (Sherwood and Nishant, 
2015); RATPAC (Lanzante et al., 2003); RAOBCORE 
and RICH (Haimberger et al., 2012); and HADAT2 
(Thorne et al., 2005). Global temperature data for 
the stratosphere are available from the Microwave 
Sounding Unit (MSU) and Stratospheric Sounding 
Unit (SSU) satellite instruments that flew on opera-
tional polar orbiters and provided coverage from late 
1978 to 2005. MSU and SSU measure stratospheric 
temperatures over four broad layers covering the 
lower stratosphere (MSU Channel 4 [MSU4], 13–22 
km; and SSU Channel 1 [SSU1], 25–35 km), the mid-
dle stratosphere (SSU Channel 2 [SSU2], 35–45 km), 
and the upper stratosphere (SSU Channel 3 [SSU3], 
40–50 km). These instruments were replaced by the 
Advanced Microwave Sounding Unit (AMSU), which 
started flying in 1998. Continuing the record has re-
quired merging the MSU/SSU data with AMSU data 
or with measurements from other recent satellite re-
cords (see below). 
The 2014 Ozone Assessment highlighted a significant 
discrepancy in global long-term temperature trends in 
the middle stratosphere between the two independent 
analyses of the SSU record from the UK Met Office 
and the National Oceanographic and Atmospheric 
Administration (NOAA). The NOAA Center for 
Satellite Applications and Research (STAR) SSU v1.0 
dataset (Wang et al., 2012) showed temperature trends 
over 1979–2006 of −1.24 ± 0.13, −0.93 ± 0.14, and −1.01 
± 0.19 K decade−1 in SSU1, SSU2, and SSU3, respec-
tively (Wang et al., 2012). These could be compared 
with trends in the UK Met Office SSU dataset available 
at that time of −0.52 ± 0.23, −0.40 ± 0.23, and −1.27 ± 
0.33 K decade−1 (Wang et al., 2012). The NOAA STAR 
dataset therefore showed substantially larger cooling 
trends in SSU1 and SSU2 and a weaker cooling trend 
in SSU3 compared to the UK Met Office dataset.
Since the 2014 Ozone Assessment, both groups have 
published revised versions of their SSU datasets (Nash 
and Saunders, 2015; Zou et al., 2014). The reprocessed 
SSU records show much greater consistency in the es-
timated global and annual mean temperature trends 
throughout the stratosphere than was reported in the 
2014 Assessment (Seidel et al., 2016) (Figure 5-4). 
This reflects substantial progress in understanding the 
sources of differences in temperature trends between 
the two SSU datasets, but differences remain that are 
larger than the uncertainty estimates provided by 
each research team (Seidel et al., 2016). The satellite 
observations in Figure 5-4 show global stratospher-
ic cooling of about 1.5 K (25–35 km), 1.5 K (35–45 
km), and 2.3 K (40–50 km) between 1979 and 2005. 
The largest outstanding discrepancies are in SSU2 
and SSU3, where the NOAA dataset shows stronger 
cooling in SSU2 by about 0.6 K and weaker cooling 
in SSU3 by about 0.3 K than in the UK Met Office 
dataset. However, the reprocessed NOAA SSU dataset 
shows a vertical coherency in stratospheric tempera-
tures that is more consistent with model simulations 
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than the UK Met Office dataset (Seidel et al., 2016), 
suggesting that the NOAA SSU dataset provides a 
more physically consistent representation of strato-
spheric temperatures.
Since the 2014 Assessment, there have been efforts 
to extend the SSU record, which ended in 2006, to 
near-present day using more recent satellite mea-
surements, including AMSU-A (Zou et al., 2016; 
McLandress et al., 2015), SABER, and MLS (Randel 
et al., 2016). The signal weightings as a function of 
altitude of the more recent satellite instruments are 
different from those of the SSU instruments. Recent 
studies have focused on developing methods to map 
the current satellite retrievals onto the SSU weighting 
functions in order to produce a consistent merged re-
cord. Analysis of stratospheric temperature trends in 
satellite records covering the recent past has revealed 
weaker trends after around 1997 (Zou et al., 2016; 
McLandress et al., 2015; Randel et al., 2016; Khaykin 
et al., 2017) (Figure 5-5), which is consistent with cur-
rent understanding of the timing of peak atmospher-
ic chlorine loading (see Chapter 1), the coincident 
changes in stratospheric ozone trends (see Chapters 
3 and 4), and associated effects on stratospheric tem-
peratures (Ferraro et al., 2015; Randel et al., 2017).
In the lower stratosphere (13–22 km), the three 
MSU4 records, NOAA/STAR v4.0 (Zou et al., 2006), 
the Remote Sensing Systems (RSS) v3.3 (Mears et al., 
2011), and the University of Alabama in Huntsville 
(UAH) v6.0 data sets (Christy et al., 2003), show a net 
cooling in the global mean between 1979 and 2016 of 
about 1 K. The majority of the observed global lower 
stratospheric cooling in the MSU4 record occurred 
before the mid-1990s (Figure 5-4). Since then there 
has been little overall global temperature change in 
the MSU4 record (Seidel et al., 2016; Polvani et al., 
2017). The long-term cooling is interspersed by short-
term global stratospheric warming for a few years fol-
lowing the two major tropical volcanic eruptions in 
the epoch (El Chichón in 1982 and Mt. Pinatubo in 
1991). The stratospheric heating from volcanic aero-
sols peaks in the lower stratosphere (Figure 5-4d) but 
is also evident in the middle and upper stratosphere 
(Figure 5.4a–5.4c). 
The University of Alabama in Huntsville (UAH) 
MSU4 dataset shows slightly stronger cooling over 
the record, by about 0.2 K, compared to the NOAA 
STAR and Remote Sensing Systems (RSS) MSU4 
datasets (Figure 5-4d) (Seidel et al., 2016). The ma-
jority of the differences in temperature trends be-
tween the three MSU4 datasets are associated with 
temperature changes at high latitudes (Seidel et al., 
2016). The three MSU4 records agree reasonably 
well, in the global mean, with the radiosonde datasets 
RAOBCORE and RICH (Figure 5-4d), but the com-
parison with the radiosonde data is problematic be-
cause the disagreement between the two radiosonde 
datasets is as large as the difference between either of 
them and the MSU4 datasets.  
As reported in the last Assessment, long-term MSU4 
temperature trends show considerable structure in 
latitude and by season. Figure 5-6a shows MSU4 
temperature trends over 1979–1997. The trends show 
significant cooling throughout most of the year in the 
tropics and also in mid-latitudes, with enhanced cool-
ing in the Antarctic in austral spring and summer. An 
enhanced cooling in the Arctic in mid-winter as well 
as a warming in SH high latitudes in August are also 
observed, but these are not reproduced by the chem-
istry–climate models (Figure 5-6b), suggesting this is 
likely a manifestation of the large internal variability 
in the polar stratosphere during winter affecting the 
calculated trends over a relatively short 19-year peri-
od (see Section 5.3.1.3). Over the period 1998–2016 
(Figure 5-6c), the tropics is the only region where 
significant cooling has been observed in the MSU4 
record in boreal late spring and early summer. 
In addition to satellite and in situ stratospheric tem-
perature measurements, there are numerous meteo-
rological reanalysis datasets produced by the world’s 
meteorological services. Reanalysis products are 
widely used in the literature for atmospheric pro-
cess studies, but developers have cautioned against 
their use for climate trend studies, owing to potential 
discontinuities in the records that can be introduced 
by the integration of different satellite records into 
the model data assimilation system (Simmons et al., 
2014). The WCRP SPARC Reanalysis Intercomparison 
Project (S-RIP) has recently assessed the representa-
tion of long-term stratospheric temperature changes 
in a number of current reanalysis systems (Long et al., 
2017). These reanalysis products have been compared 
with the NOAA STAR MSU/AMSU v3.0 and SSU v2.0 
SSU1 and SSU2 records by sampling the pressure level 
output fields with the satellite weighting functions 
Ozone and Climate | Chapter 5
5.15
(c) SSU1 (25–35 km)
−2
−1
0
1
-2101
Te
m
p 
an
om
 (K
)
UK Met OfficeNOAA/STAR v3.0
UK Met Office
NOAA/STAR v3.0
CC I models
CCMI models
(b) SSU2 (35–45 km)
−2
−1
0
1
Te
m
p 
an
om
 (K
)
(a) SSU3 (40–50 km)
-2
−1
0
1
Te
m
p 
an
om
 (K
)
(d) MSU4 (13–22 km)
1979 1984 1989 1994 1999 2004 2009 2014
Year
−1
0
1
2
2
Te
m
p 
an
om
 (K
)
RAOBC RE 1 5ICH v1.5H v6.0SS 3 3 4
RAOBCORE v1.5
RICH v1.5
UAH v6.0
RSS v3.3
NOAA/STAR v4.0
CCMI models
Figure 5-4. Time series of global mean stratospheric temperature anomalies from 1979 to 2016. Panels show 
SSU Channels 3, 2, 1 (SSU3, SSU2, SSU1; a, b, c) and MSU channel 4 (MSU4; d) for the altitude ranges, datasets, 
and model outputs indicated in the legends. Gray lines indicate results from a total of 23 ensemble members 
across 14 Chemistry-Climate Model Initiative (CCMI) models for the REF-C2 experiment, weighted by the 
appropriate satellite weighting function for comparison with observations. All data in panel d are shown as 
monthly averages except the UK Met Office dataset, which uses 6-month averages, and the two radiosonde 
datasets, which are annual means. The radiosonde data are as in Figure 2.8 of Blunden and Arndt (2017). 
Anomalies are shown relative to 1979–1981. Adapted from Maycock et al. (2018).
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(Long et al., 2017). In the lower stratosphere, the re-
analyses generally show weaker long-term cooling 
compared to MSU4, by up to ~0.5 K (~50%) over 
the period 1979–2015. There are larger differences 
in the temperature trends among the reanalyses in 
the middle and upper stratosphere, with the NCEP 
Climate Forecast System Reanalysis (CFSR) show-
ing particularly large and unrealistic interannual and 
decadal variations, owing to its construction from 
multiple streams (Long et al., 2017). In other current 
reanalysis datasets, the differences in the long-term 
global mean temperature change in SSU1 and SSU2 
compared to observations are typically <1 K over 
1979–2015. In conclusion, current reanalyses show 
deficiencies in capturing both short- and long-term 
variations in stratospheric temperatures found in sat-
ellite measurements.
5.3.1.2 Simulation and attribution of paSt global 
StratoSpheriC temperature ChangeS
New studies published since the 2014 Assessment 
have quantified the contribution of different external 
factors, such as changing GHG concentrations and 
ozone (or ozone-depleting substance; ODS) con-
centrations, to observed stratospheric temperature 
changes over the satellite era.
According to one study, which applied a standard de-
tection and attribution analysis to global stratospheric 
temperature records from the NOAA/STAR SSU v1.0 
dataset, the effects of GHGs and ozone were not dis-
tinguishable separately in the middle to upper strato-
sphere (Mitchell, 2016), consistent with the conclu-
sion of the 2014 Assessment. Another study, which 
analyzed chemistry–climate model experiments with 
incrementally added forcing agents and prescribed 
observed SSTs, found that ODSs contributed about 0.4 
K (one-quarter) of the global mean cooling in SSU1 
and about 0.7 K (one-third) of the cooling in SSU2 
between 1979 and 1997, with virtually all cooling after 
2000 being attributed to GHGs (Aquila et al., 2016) 
(see Figure 5-7 for SSU2). In the upper stratosphere 
in SSU3, both a standard detection and attribution 
approach (Mitchell, 2016) and a chemistry–climate 
model study (Aquila et al., 2016) attribute about 
two-thirds of the long-term global average cooling 
between 1979 and 2005 to GHGs and one-third to 
ODSs. Chemistry–climate model experiments with 
incrementally added forcings further demonstrate that 
the relatively rapid decreases in global upper-strato-
spheric temperatures that occurred in the early 1980s 
and early 1990s were likely the result of a coincidence 
between a relative decrease in temperature following 
warming from major tropical volcanic eruptions and 
the declining phase of the 11-year solar cycle (Aquila et 
al., 2016). Stratospheric water vapor changes may have 
also contributed to cooling in the lower stratosphere 
over the last 30 years (Maycock et al., 2014); however, 
Figure 5-5. Observed annual mean stratospheric temperature trends in a merged satellite (SSU and MLS) 
record for the periods (a) 1979–1997 and (b) 1998–2016. Thick solid lines show MSU/AMSU, thin solid lines 
show SSU1, dashed lines show SSU2, and dotted lines show SSU3. Updated from Randel et al. (2016).
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the magnitude of this effect is not well constrained 
due to uncertainties in global long-term stratospheric 
water vapor trends (see Section 5.2.2).
In the last Assessment, simulations from climate mod-
els and chemistry–climate models were found to show 
weaker global average cooling than estimated from 
observations in the lower and upper stratosphere. 
In the middle stratosphere (35–45 km), the modeled 
trends were within the range of the observational un-
certainty (Thompson et al., 2012). Figure 5-4 shows 
simulated global average stratospheric temperature 
anomalies in the CCMI REF-C2 experiment (see 
Chapter 3 and Morgenstern et al. (2017) for model 
details) alongside the satellite observation datasets 
described above (Maycock et al., 2018). The model 
pressure level output has been sampled according to 
the satellite weighting functions to facilitate the com-
parison with observations. The main new findings 
are that the model-simulated temperature changes 
are now in good agreement with the revised NOAA 
STAR SSU dataset in the upper stratosphere (40–50 
km), whereas the revised UK Met Office record still 
shows stronger cooling than simulated in the chem-
istry–climate models, as was reported in the 2014 
Assessment. In the lower stratosphere in the MSU4 
(13–22 km) and SSU1 (25–35 km), the models show 
on average slightly weaker long-term cooling than ob-
served, similar to the findings of the 2014 Assessment, 
though the observed trends lie within the range of 
individual model realizations (Maycock et al., 2018). 
Figure 5-6. Lower-stratospheric temperature trends over the periods (a, b) 1979–1997 and (c, d) 1998–2016 in 
K per decade as a function of latitude and month from (a, c) satellite MSU/AMSU NOAA/STAR v4.0 (MSU4) and 
(b, d) multi-model mean MSU4 temperatures from 12 CCMI models for the REF-C2 simulation. The following 
years, which were influenced by volcanic eruptions, are treated as missing data in panels a and b: 1982, 1983, 
1991, 1992, 1993. The hatching in panels a and c shows where the magnitude of the observed trend is within the 
5–95% range of simulated internal variability, estimated from the spread in modeled trends, and is therefore 
estimated to be not statistically significant (at the 95% confidence level). Hatching in panels b and d shows where 
the observed MSU4 trends in panels a and c lie outside the 5–95% range of model trends, thus showing areas 
where the simulated and observed trends are inconsistent. Based on datasets described in Maycock et al. (2018).
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The difference in global mean lower-stratospheric 
temperature trends is at least partly associated with 
the CCMI multi-model mean showing weaker cool-
ing in the tropics than found in observations (Figure 
5-6b). Note that many of the CCMI models did not 
include the radiative effects of volcanic aerosols in 
the REF-C2 experiment, following the interpretation 
of the experimental design by modeling groups, and 
hence most of the models do not capture stratospheric 
warming following the two major volcanic eruptions 
since 1979 (Figure 5-4). In conclusion, there is now 
greater consistency between observed and modeled 
global stratospheric temperature trends in all the SSU 
channels, and this is largely the result of the updates to 
the satellite records since the 2014 Assessment rather 
than any major changes in the modeled temperature 
trends (McLandress et al., 2015; Maycock et al., 2018).
5.3.1.3 Simulation and attribution of paSt polar 
 StratoSpheriC temperature trendS
In addition to the attribution of global mean strato-
spheric temperature changes to different external fac-
tors, studies have separately analyzed the contribution 
of radiative and dynamical processes to seasonal polar 
stratospheric temperature trends. Dynamical contri-
butions to temperature changes occur through adia-
batic heating (cooling) associated with downwelling 
(upwelling) motion. In the Arctic, studies indicate an 
Figure 5-7. SSU2 (35–45 km) global mean monthly 
temperature anomalies in satellite observations 
(black line) (McLandress et al., 2015) and the Goddard 
Earth Observing System Chemistry-Climate Model 
(GEOSCCM; red line). The five panels show experi-
ments with forcings added incrementally: (a) SSTs (sea 
surface temperatures), (b) SSTs + GHGs (greenhouse 
gases), (c) SSTs + GHGs + ODSs (ozone-depleting sub-
stances), (d) SSTs + GHGs + ODSs + Volc (volcanoes), 
(e) SSTs + GHGs + ODSs + Volc + Sun (solar). Time series are plotted as anomalies relative to the 1995–2011 
average. The solid red lines show the model ensemble means, and the shaded areas show the spread across 
the three ensemble members. Adapted from Aquila et al. (2016). 
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important role for dynamical processes in determin-
ing the observed long-term lower-stratospheric cool-
ing in boreal spring, though the precise magnitude of 
the dynamical contribution depends on the approach 
used to separate the radiative and dynamical contri-
butions (Bohlinger et al., 2014; Ivy et al., 2016). In the 
Arctic in boreal summer, the observed stratospheric 
cooling at 50 hPa is smaller in magnitude and is, as 
expected, dominated by the radiative effects of in-
creasing GHGs and ozone. In the Antarctic, changes 
in dynamics have acted to slightly enhance the radia-
tive cooling from ozone loss in austral spring but have 
offset part of the radiative cooling in austral summer, 
resulting in weaker lower-stratospheric tempera-
ture trends than would arise from radiative effects 
alone (Keeley et al., 2007; Orr et al., 2013; Ivy et al., 
2016). Thus, the observed long-term cooling trend in 
the Antarctic lower stratosphere in austral spring is 
slightly enhanced by the effect of dynamical feedbacks 
to the observed ozone trends (see Chapter 4). Since 
2000, during the period when emergence of healing of 
the Antarctic ozone hole has been observed (Solomon 
et al., 2016), Antarctic lower-stratospheric tempera-
ture trends show a warming in austral spring, which 
can be partly attributed to radiative effects of ozone 
trends as well as to dynamical changes that may be 
associated with internal variability (Solomon et al., 
2017).
Chemistry–climate model experiments show sub-
stantial differences in polar temperature trends, par-
ticularly in the lower stratosphere, between different 
ensemble members forced with identical observed 
SSTs, sea ice, and external forcing agents and initial-
ized using a range of atmospheric initial conditions 
(Randel et al., 2017; Maycock et al., 2018) or with 
slight differences in the model parameterizations 
(Garfinkel et al., 2015a). In fact, the spread of simu-
lated trends suggests that recent observed polar tem-
perature trends (Figure 5-6b) are not inconsistent 
with internal variability, assuming that these mod-
els offer a realistic representation of the forced and 
unforced components of stratospheric temperature 
change. For example, although the CCMI REF-C2 
multi-model mean does not capture the recent ob-
served Arctic warming in boreal winter and cool-
ing in boreal spring in the MSU4 (Figure 5-6b), the 
observed trends in the Arctic lie within the range of 
model simulations (Maycock et al., 2018). Observed 
SST changes have been estimated to account for about 
half of the recent Arctic stratospheric cooling trend 
in boreal spring (Garfinkel et al., 2015a), which is 
broadly in agreement with the estimated dynamical 
contribution to Arctic temperature trends discussed 
in Section 5.3.1.2 (Bohlinger et al., 2014; Ivy et al., 
2016). The models in Figure 5-6b either included a 
coupled ocean or used SST and sea ice boundary con-
ditions from another model simulation, and thus the 
evolution of SSTs will likely differ from observations, 
though any forced component of SST change and its 
effect on polar temperature trends should be at least 
partly captured. 
5.3.1.4 Simulated Future StratoSpheric 
 temperature ChangeS
As described in the 2014 Ozone Assessment, future 
global stratospheric temperature trends will be de-
termined by the relative rates of change in the major 
drivers of temperature in the stratosphere: CO2, ozone, 
and, to a lesser extent, stratospheric water vapor. For a 
low GHG scenario, projected increases in ozone may 
result in a weak or even a small positive global tem-
perature trend in the upper stratosphere (Maycock, 
2016). For higher GHG scenarios, global cooling in 
the upper stratosphere due to projected CO2 increases 
dominates over the warming effect from increasing 
ozone, and therefore temperatures are projected to 
decrease over the 21st century (Stolarski et al., 2010; 
Douglass et al., 2012; Maycock, 2016). One possible 
source of uncertainty in future temperature trends, 
particularly in the lower stratosphere, is the large 
spread in projected stratospheric water vapor concen-
trations (Smalley et al., 2017), though this effect has 
not yet been quantified.
The latitudinal and seasonal patterns of future tem-
perature trends in the lower stratosphere also depend 
on the GHG scenario. Figure 5-8 shows project-
ed temperature trends at the altitude of the MSU4 
channel from the CCMI REF-C2 experiment. The 
projected warming in the Antarctic in austral spring 
and summer is very prominent over the first half of 
this century as the ozone hole reduces in depth and 
extent (see Chapter 4). This warming is about a fac-
tor of two smaller for the medium-to-high GHG sce-
nario (RCP-6.0; Figure 5-8a) than for the low GHG 
scenario (RCP-2.6; Figure 5-8c). Polar stratospheric 
temperature trends are also affected by changes in 
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the deep branch of the stratospheric overturning cir-
culation (see Section 4.3.4). In the Arctic, the CCMI 
models simulate a mid-winter warming in the lower 
stratosphere over the first half of the century. Future 
Arctic lower-stratospheric temperature trends will be 
determined by a balance between changes in high-lat-
itude wave driving and associated changes in down-
welling over the pole as well as radiative effects from 
changes in ozone and GHGs (Oberländer et al., 2013; 
Rieder et al., 2014; Langematz et al., 2014; Bednarz 
et al., 2016). These findings are generally consistent 
with the 2014 Ozone Assessment. Over the second 
half of the 21st century, there is projected warming in 
the lower stratosphere across most of the tropics and 
subtropics in the low GHG scenario (Figure 5-8d), 
whereas the models project cooling in this region for 
the medium-to-high GHG scenario (Figure 5-8b). 
Thus, the sign of projected tropical lower-stratospher-
ic temperature trends over the second half of the 21st 
century is dependent on the GHG scenario.
5.3.2 Brewer–Dobson Circulation 
Changes in the strength of the stratospheric overturn-
ing circulation, or the Brewer–Dobson circulation 
(BDC), are key drivers of changes in stratospheric 
temperature (see Section 5.3.1), tracer concentra-
tions (see Chapter 3, Section 3.4.2, and Chapter 4, 
Section 4.3.4), and stratosphere–troposphere ex-
change (Section 5.3.3). This section is dedicated to 
assessing the main advances in understanding of the 
BDC since the last Assessment, with special emphasis 
on the long-term trends.
5.3.2.1 obServationS
The BDC is not directly measured and thus has to be 
derived indirectly from temperature observations, 
dynamical reanalysis fields, or tracer measurements. 
While a strengthening of the BDC is simulated in 
response to climate change, it has remained elusive 
in the observations. The 2014 Ozone Assessment 
Figure 5-8. CCMI multi-model mean zonal-mean MSU4 channel (~13–22 km) temperature trends (K per 
decade) over the periods (a, c) 2000–2049 and (b, d) 2050–2099 under (a, b) the medium-to-high greenhouse 
gas (GHG) scenario (RCP-6.0; 12 models) and (c, d) the low GHG scenario (RCP-2.6; 4 models). Regions where 
less than two-thirds of the models agree on the sign of the trend are hatched. Based on model simulations 
described in Morgenstern et al. (2017) and Maycock et al. (2018).
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examined a few studies that provided evidence of an 
acceleration in lower-stratospheric tropical upwelling 
in recent decades (Fu et al., 2010; Young et al., 2012), 
while no consistent trends in the BDC were found in 
the upper stratosphere. Since then, additional studies 
have inferred BDC trends from satellite and radio-
sonde temperature observations in the lower strato-
sphere (Ossó et al., 2015; Fu et al., 2015), obtaining an 
estimated acceleration of annual mean upwelling in 
the lower stratosphere of about 2% per decade, which 
is in quantitative agreement with climate model trends 
(e.g., Butchart, 2014). The 2014 Assessment highlight-
ed inconclusive results on BDC trends inferred from 
reanalysis data; however, new studies have obtained 
estimates of an acceleration in lower-stratospheric 
tropical upwelling of 2–5% per decade in reanalyses 
(Fueglistaler et al., 2014; Abalos et al., 2015; Miyazaki 
et al., 2016), consistent with climate model trends. 
This advance is due to the combination of several 
reanalysis datasets and estimates to extract common 
signals among them. Nevertheless, these studies re-
veal a large spread in both the baseline magnitude and 
the long-term trends of the BDC among different re-
analysis datasets and different methods for estimating 
the circulation. Moreover, in contrast with the broad 
agreement on acceleration in the lower-stratospheric 
BDC, the sign of the trends in the middle and upper 
stratosphere remains uncertain. This is because re-
analyses are affected by major discontinuities above 
~10 hPa, which hampers deriving trends at these lev-
els (Simmons et al., 2014; Abalos et al., 2015). Note 
that in general, reanalyses are deemed to be unreliable 
for studying long-term stratospheric changes (see 
Section 5.3.1.1). While this undermines confidence 
in estimated BDC trends from reanalyses, reanalyses 
remain the only available observational-based source 
with global coverage; therefore, these estimates cur-
rently cannot be verified against independent data. 
Long-lived tracer measurements in the stratosphere 
can be used to derive the age of air (AoA), a mea-
sure of the net tracer transport circulation strength 
that integrates effects of both the advection by the 
overturning circulation and mixing (see Box 5-2). 
Reconciling the observed and modeled AoA trends 
has been a major issue since an analysis of balloon 
measurements revealed a small aging of stratospheric 
air over the last decades (Engel et al., 2009), which was 
inconsistent with the negative AoA trends produced 
by climate models (Waugh, 2009). While the ob-
served trends in AoA reported in one study (Engel et 
al., 2009) were not highly statistically significant, they 
have been recently supported with extended observa-
tions for 2015–2016 (Engel et al., 2017). In the 2014 
Assessment, it was mentioned that spatiotemporal 
sparseness of the measurements could be a key issue 
for interpreting the disagreement between models 
and data (Garcia et al., 2011). To address this issue, 
long-term (>30 years) AoA trends have been obtained 
by combining observations with models of varying 
complexity (Ray et al., 2014; Hegglin et al., 2014). 
These combined data–model-derived AoA estimates 
show negative trends in the lower stratosphere and 
positive trends in the middle stratosphere (consistent 
with Engel et al., 2017). One such example is illus-
trated in Figure 5-9, which shows the AoA trends 
for the NH mid-latitudes as a function of altitude de-
rived from tracer observations (Ray et al., 2014). AoA 
trends derived from the ERA-Interim reanalysis show 
a qualitatively similar structure (Diallo et al., 2012; 
Ploeger et al., 2015), although this result is likely to 
depend on the reanalysis dataset. The decrease in AoA 
in the NH mid-latitude lower stratosphere shown in 
Figure 5-9 and in another study (Hegglin et al., 2014) 
is consistent with the estimated increase in the over-
turning circulation described above; however, as out-
lined in Box 5-2, AoA is strongly affected by mixing, 
and hence its local trends do not necessarily indicate 
changes in overturning circulation. Importantly, these 
new studies also demonstrate that the observed de-
crease in AoA in the lower stratosphere can be rec-
onciled within uncertainties with the trends derived 
from chemistry–climate models, while the disagree-
ment between observations and models remains at 
higher altitudes.
Global estimates of AoA from satellite tracer mea-
surements are available only for about a decade after 
2002. Over this recent period, the observations show 
trends of opposite sign in the two hemispheres, with 
AoA decreasing in the Southern Hemisphere and in-
creasing in the Northern Hemisphere (Stiller et al., 
2012; Haenel et al., 2015). This behavior is consistent 
with AoA trends over the same period independent-
ly derived from HCl measurements (Mahieu et al., 
2014) and from the ERA-Interim reanalysis (Ploeger 
et al., 2015). The main difference between the decadal 
and the long-term trends in the reanalysis is that the 
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Box 5-2. What Is the Age of Stratospheric Air?
The Brewer–Dobson circulation (BDC) controls, to a large extent, the global distributions of tracers in the 
stratosphere, including ozone (see Chapters 3 and 4). Despite its relevance, there remain large uncertainties 
in the mean magnitude and the long-term trends of the BDC, as this planetary-scale circulation cannot 
be directly measured (Butchart, 2014). The mean age of stratospheric air (AoA) is an estimate of the time 
of residence of an air parcel in the stratosphere since it entered through the tropical tropopause (Hall and 
Plumb, 1994; Waugh and Hall, 2002). Mean AoA can be inferred from observations of long-lived tracers 
with near-linear tropospheric sources, such as SF6 or CO2, and thus constitutes a useful benchmark for the 
representation of stratospheric transport in models (Waugh and Hall, 2002). The annual mean climatology 
of AoA derived from the MIPAS satellite data is shown in Box 5-2 Figure 1a. There is broad agreement 
among independent observations showing ages of 4–6 years in the lower stratosphere mid-latitudes (~40–
60°N, ~20–25 km) and less agreement at high and low latitudes and at higher levels (Haenel et al., 2015).
The AoA structure in Box 5-2 Figure 1a results from the combined effect of two components, as illustrated 
in Box 5-2 Figure 1b: slow mean advection by the overturning circulation (including shallow and deep 
branches; e.g., Birner and Boenisch, 2011) and rapid two-way quasi-isentropic irreversible mixing (see also 
Plumb, 2002; Shepherd, 2007). Accordingly, the AoA can be separated into the residual circulation transit 
timescale (RCTT) (Birner and Boenisch, 2011) and the time due to mixing processes (aging by mixing) 
(Garny et al., 2014). While the overturning circulation tends to steepen the meridional AoA gradients, mix-
ing between the tropics and the extratropics causes recirculation of air parcels, increasing AoA throughout 
most of the stratosphere (see example trajectory in panel b).
Years
Latitude
Box 5-2 Figure 1. (a) Climatology of annual mean age of air 2002–2012 from MIPAS SF6 measure-
ments and (b) schematic of the net stratospheric tracer transport circulation, including overturning 
circulation and mixing components. (a) Note that MIPAS mean age is overestimated at high latitudes 
due to an SF6 mesospheric sink (Stiller et al., 2012). (a) Adapted from Haenel et al. (2015). (b) Adapted 
from Garny et al. (2014).
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AoA reduction in the NH lower stratosphere disap-
pears for the most recent period. This could be relat-
ed to an interruption in the acceleration of tropical 
upwelling in the lower stratosphere at the beginning 
of the 21st century (Aschmann et al., 2014), which is 
consistent with the observed reduced cooling of the 
tropical lower stratosphere over the first decade of the 
21st century as compared to the previous two decades 
(see Section 5.3.1.1) (Aquila et al., 2016; Polvani et 
al., 2017; Randel et al., 2016; Khaykin et al., 2017). 
Different mechanisms have been proposed to ex-
plain the changes in tropical upwelling since around 
2000, including ocean multi-decadal variability 
(Aschmann et al., 2014), the change in trend of atmo-
spheric ODS concentrations since the late 1990s (see 
Section 5.3.2.2), and internal atmospheric variability 
(Garfinkel et al., 2017a). Moreover, the opposite sign 
of mean AoA trends in each hemisphere over the peri-
od 2002–2012 can be understood as a southward shift 
of the tropical upwelling region (Stiller et al., 2017); 
while the cause of this shift remains unclear, when 
its effects on AoA are removed, the remaining mean 
AoA trends are consistent with model predictions in 
the lower stratosphere (Stiller et al., 2017).
In addition to estimating long-term trends in the 
BDC, there are substantial uncertainties in estimates 
of the absolute strength of the overturning circulation 
among reanalyses (e.g., Abalos et al. (2015) estimate a 
40% uncertainty). Using the meridional age gradient 
Box 5-2, continued.
Furthermore, due to irreversible mixing, an air parcel traveling in the stratosphere does not maintain its 
identity, and the AoA at any location is fully described by a transit time distribution referred to as the age 
spectrum, which reflects a diversity of individual pathways followed by the elements forming the air mass 
(Hall and Plumb, 1994; Waugh and Hall, 2002). The mean age constitutes the first moment of the statistical 
distribution. Typical stratospheric age spectra feature long tails of old transit times due to aging by mixing, 
such that the mean age is usually longer than the modal age (peak of the age spectrum). Multiple peaks in 
the age spectrum reflect seasonal and interannual variability in the circulation (Ploeger and Birner, 2016). 
Understanding the separate contributions of the distinct transport mechanisms to the mean age and the 
age spectrum is key to constraining transport processes in models and their long-term trends, which are 
currently subject to large uncertainties.
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Figure 5-9. Profiles of trends in the North-
ern Hemisphere (NH) mid-latitude mean 
age of air (in percent per decade) from 
1975 to 2012. Green symbols are trends 
derived from in situ tracer observations 
combined with a simple mechanistic 
model. Red symbols represent average 
trends from four ocean-coupled CCM-
Val2 models. Orange symbols represent 
average trends from nine ocean-cou-
pled CCMI models. Error bars represent 
the standard deviation of the mean of 
all model trends at each level and, for 
observations, the 1σ uncertainty on the 
trend estimate at each level. Update to 
Ray et al. (2014). 
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as a metric of the strength of the stratospheric over-
turning circulation, good agreement is found between 
two different observational estimates at an altitude of 
20 km (Neu and Plumb, 1999; Linz et al., 2016; Linz 
et al., 2017). The inferred value for the strength of the 
circulation is also shown to fall within the reanalysis 
uncertainty range and to agree with estimates from a 
climate model (Linz et al., 2017). In contrast, at higher 
levels, there is a 100% uncertainty in the circulation 
strength, with reanalyses and models showing signifi-
cantly faster circulation than the observational esti-
mate. This difference could be due to the fact that the 
AoA derived from SF6 observations is overestimated, 
because this tracer has mesospheric sinks that lead to 
smaller concentrations of the tracer at high latitudes 
than if it were passively transported (e.g., Waugh and 
Hall, 2002; Haenel et al., 2015; Kovács et al., 2017). 
Nevertheless, the absolute strength of the overturning 
circulation remains highly uncertain in the middle 
and upper stratosphere (Linz et al., 2017). 
5.3.2.2 Simulated paSt and future ChangeS 
 of the bdC
The 2014 Ozone Assessment highlighted that chem-
istry–climate models robustly predict a long-term 
acceleration of the BDC in response to anthropogenic 
climate change (Hardiman et al., 2014; Palmeiro et 
al., 2014). This result stands for the new CCMI sim-
ulations (Morgenstern et al., 2018), while updated 
observational estimates still feature a near-zero trend 
or decelerating net transport circulation at mid-lati-
tudes in the NH middle stratosphere (see Figure 5-9). 
The main recent advances in the analysis of trends in 
models have been through taking into account the 
potential contribution of large internal atmospher-
ic variability on trends by assessing the role of the 
length of the period considered and through showing 
the importance of having several ensemble members 
for each simulation type. It was found that, while 
the BDC robustly accelerates over the last 55 years 
in chemistry–climate model simulations, when the 
period is limited to the last 25 years, some ensemble 
members show a slowing of tropical upwelling and an 
increase in NH mid-latitude mean AoA in the mid-
dle to upper stratosphere (Garfinkel et al., 2017a). It 
has also been found that the minimum record length 
needed to statistically distinguish a forced signal from 
the internal variability is about 30 years for a BDC 
trend of 2% per decade (Hardiman et al., 2017). This 
implies that shorter observational records do not nec-
essarily reflect forced long-term trends. These results 
could potentially reconcile the modeled and observed 
AoA trends over shorter periods when most data have 
been collected, though discrepancies still remain with 
the longest observational records that began more 
than 40 years ago (Figure 5-9). On a wider perspec-
tive, one model study (Muthers et al., 2016) suggests 
that changes in mean AoA in the 20th and 21st centu-
ries are unprecedented since the 1600s. However, this 
single-model result remains to be confirmed by other 
studies. Regarding future BDC trends, several CCMI 
models show the entire BDC being lifted as the tropo-
pause rises (Oberländer-Hayn et al., 2016). Such close 
connection between the tropopause rise and the BDC 
acceleration may have implications for stratosphere–
troposphere exchange (see Section 5.3.3).
A number of recent studies have highlighted the 
importance of assessing changes in isentropic eddy 
mixing in addition to the overturning circulation for 
interpreting long-term trends in the net stratospheric 
tracer transport and for comparing models to obser-
vations (Garny et al., 2014; Ray et al., 2014; Ploeger 
et al., 2015; Abalos et al., 2016; Miyazaki et al., 2016; 
Ray et al., 2016; Ploeger and Birner, 2016; Dietmüller 
et al., 2017). These studies build on a few previous 
studies addressing this issue (Ray et al., 2010; Li et 
al., 2012). They show that AoA trends derived from 
ERA-Interim reanalysis can be largely attributed to 
long-term trends in the isentropic mixing (Ploeger et 
al., 2015). Because isentropic mixing is a fundamen-
tal component of stratospheric tracer transport and 
its effect is integrated in AoA (see Box 5-2), it has to 
be adequately represented in models. Although two-
way mixing and the mean overturning circulation 
are intrinsically coupled (both are driven by Rossby 
wave breaking), their combined effects on AoA, an 
integrated Lagrangian measure of transport, are not 
straightforward (Garny et al., 2014; Ploeger et al., 
2015; Ploeger and Birner, 2016). 
Previous model studies have examined the impact of 
ODS-driven ozone depletion and recovery on past 
and future BDC and AoA trends (e.g., Li et al., 2008; 
Oman et al., 2009; McLandress et al., 2010; Oberländer 
et al., 2013). Since the last Assessment, additional ev-
idence from chemistry–climate model simulations 
has shown that Antarctic ozone depletion is the main 
driver of the observed BDC acceleration in the SH 
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summer over the past several decades (Keeble et al., 
2014; Oberländer-Hayn et al., 2015; Garfinkel et al., 
2017a; Polvani et al., 2018; Morgenstern et al., 2018; 
Li et al., 2018). Figure 5-10a shows the dominant role 
of ODSs in driving the SH polar downwelling acceler-
ation until the year 2000. The changes in annual mean 
downwelling seen in Figure 5-10a predominantly re-
flect changes in austral summer (Polvani et al., 2018). 
Also shown in Figure 5-10a is a trend in polar down-
welling in the 21st century of opposite sign, due to 
the ozone recovery (Oberländer et al., 2013; Polvani et 
al., 2018). The ODS influence on the BDC is not lim-
ited to the Antarctic region, and a number of recent 
modeling studies have quantified the global influence 
(Oberländer-Hayn et al., 2015; Polvani et al., 2017; 
Garfinkel et al., 2017a; Polvani et al., 2018). Figure 
5-10b shows that, in a chemistry–climate model, a sig-
nificant fraction (about 50%) of the past acceleration 
of the annual mean upwelling in the tropical lower 
stratosphere is attributed to ODSs. In the future, the 
decrease of ODSs and ozone recovery are expected 
to significantly reduce the GHG-driven BDC annual 
mean acceleration trends (Figure 5-10b). Finally, the 
ODS impact on the NH polar downwelling trends is 
negligible (Figure 5-10c). These results from a single 
chemistry–climate model remain to be tested in other 
models. Interestingly, recent modeling works have 
shown that the ozone hole, despite driving a strong 
acceleration of the downwelling over the boreal sum-
mer Antarctic lower stratosphere, leads to an increase 
in AoA in that region and season (Morgenstern et al., 
2018; Li et al., 2018). This is attributed to the delay 
in the polar vortex breakup date, which implies that 
relatively old air remains isolated over this region. 
This result highlights the importance of considering 
changes in mixing for interpreting AoA trends. 
The influence of ODS-induced ozone changes on the 
net overturning circulation occurs through changes in 
wave forcing associated with thermally driven chang-
es in the background zonal wind. The wave forcing 
of the BDC cannot be viewed as predefined or fixed, 
as it may be affected by changes in radiation (Ming 
et al., 2016). Furthermore, there are important com-
pensating processes between waves of different spatial 
scales, some of which cannot be directly represented 
in models and so are parameterized (e.g., Cohen et al., 
2014; Sigmond and Shepherd, 2014).
Figure 5-10. Time series of annual mean residual (overturning) circulation at 70 hPa over the (a) SH polar cap 
(60°S–90°S), (b) tropics (30°S–30°N), and (c) NH polar cap (60°N–90°N) for different runs from the Community 
Earth System Model (CESM) with Whole Atmosphere Community Climate Model (WACCM) as its atmospheric 
component. The thin colored lines represent all forcing runs (blue), runs with ODSs fixed to 1960 levels (red), 
and runs with GHGs fixed to 1960 levels (green). Three members are shown for each simulation type. Thick 
lines show the linear fit for each ensemble mean for the periods 1965–2000 and 2000–2080. Adapted from 
Polvani et al. (2018). 
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5.3.3 Stratosphere–Troposphere Exchange
Since ~90% of the total ozone column resides in the 
stratosphere, changes in stratosphere–troposphere 
exchange (STE) are critical to the evolution of the 
tropospheric ozone burden and thus air quality (e.g., 
Collins et al., 2003; Zeng and Pyle, 2005; Hegglin and 
Shepherd, 2009). Some of the factors affecting fu-
ture changes in tropospheric ozone are addressed in 
Section 3.4.4 of Chapter 3 and in the recent IGAC 
Tropospheric Ozone Assessment Report (TOAR; 
see Young et al., 2018), which reports on the current 
understanding of tropospheric ozone in detail. Here 
we briefly assess the main advances since the 2014 
Assessment regarding STE.
The 2014 Assessment discussed improvements to 
chemistry–climate models through the merging of 
tropospheric and stratospheric chemistry schemes, 
and it discussed the contribution of STE to the tro-
pospheric ozone budget. The merged schemes result-
ed in improvements in modeled tropospheric ozone 
concentrations due to the inclusion of stratospheric 
ozone changes by ODSs and changes in the strength 
of the BDC (see Section 5.3.2). It was assessed that 
models consistently showed reduced ozone STE in 
the present compared to preindustrial times due to 
stratospheric ozone depletion, although the magni-
tude of the estimated change is model-dependent. On 
the other hand, model studies showed that concurrent 
ODS decreases and GHG increases in the future would 
lead to increased STE of ozone, with the magnitude 
of the change depending on the RCP scenario (see 
Section 4.5.3 in WMO (2014) and Section 11.3.5.1.2 
in IPCC (2013)). Since the last Assessment, our qual-
itative understanding of the expected future changes 
in STE has not been modified. Stratospheric ozone in-
flux into the troposphere is still expected to increase 
in the future, with the magnitude of the increase still 
model- and scenario-dependent, as discussed below. 
STE typically occurs due to isentropic mixing, often 
during the formation of tropopause folds and cutoff 
lows associated with mid-latitude cyclonic distur-
bances, for example in the Atlantic and Pacific storm 
tracks (Stohl et al., 2003). New studies on STE have 
been conducted, quantifying its spatial and seasonal 
variability (e.g., Yang et al., 2016), investigating the 
mechanisms of ozone transport from the lowermost 
stratosphere to the surface (Škerlak et al., 2014; Lin 
et al., 2015; Albers et al., 2018), and giving quanti-
tative observational constraints of the magnitude of 
tropospheric ozone changes due to STE (e.g., Neu 
et al., 2014). Stratosphere-to-troposphere ozone 
transport peaks in late spring and early summer in 
the Northern Hemisphere and shows little seasonal-
ity in the Southern Hemisphere (Yang et al., 2016). 
However, because it migrates seasonally in altitude 
following the subtropical jets, STE is strongest in win-
ter in the Northern Hemisphere at the lower isentro-
pes. This winter maximum is consistent with the peak 
of stratospheric ozone influence observed near the 
surface (Škerlak et al., 2014).
Nonetheless, difficulties remain in estimating the 
magnitude of STE. Large uncertainties have been re-
ported in the magnitude, geographic distributions, 
seasonality, and long-term changes of STE, depending 
on the definition of the tropopause and the reanalysis 
dataset used (Boothe and Homeyer, 2017). In addi-
tion, it has been shown that the use of monthly mean 
residual circulation vertical velocities yields large er-
rors in the estimated magnitude of ozone STE, result-
ing in different magnitude estimates in comparison to 
other methodologies (Hsu and Prather, 2014).
Ozone STE is controlled by the amount of ozone avail-
able in the lowermost stratosphere and also by the fre-
quency and location of stratospheric intrusion events. 
Because these are governed by different mechanisms 
and their relative importance remains unclear, the 
variability of ozone STE, and in particular the rela-
tionship with El Niño–Southern Oscillation (ENSO), 
is still under discussion (Neu et al., 2014; Hess et al., 
2015; Lin et al., 2015; Olsen et al., 2016; Albers et al., 
2018). New research since the last Assessment pro-
vides more evidence that both the acceleration of the 
BDC (see Section 5.3.2.2) and stratospheric ozone re-
covery (see Chapter 3) will tend to increase the future 
global tropospheric ozone burden through enhanced 
STE. Two new studies find a substantial correlation 
between the strength of the BDC, STE, and tropo-
spheric ozone during the observed period using sat-
ellite observations (Neu et al., 2014) and chemistry–
climate model simulations constrained by observed 
SSTs and validated against observed ozone variability 
(Hess et al., 2015). The covariability between STE and 
tropospheric ozone from observations was used to 
deduce that the projected strengthening of the BDC 
alone (that is, without accounting for ozone recovery) 
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could lead to an increase in zonal mean tropospheric 
ozone of 2% by the end of the 21st century (Neu et al., 
2014). A larger increase in mid-tropospheric ozone of 
6% by 2100 due to BDC strengthening was obtained 
in one model study (Hess et al., 2015). The threefold 
difference between the two estimates highlights con-
siderable quantitative uncertainty in the future evolu-
tion of ozone STE. 
Several studies have estimated the role of STE for 
future tropospheric ozone using chemistry–climate 
model simulations that include the effects of climate 
change, in general agreeing that STE increases con-
tribute importantly to future tropospheric ozone 
abundances. These studies examine the influence of 
the stratosphere on the tropospheric ozone through 
STE by including a stratospheric ozone tracer (no 
chemical ozone production in the troposphere) in 
the simulations (Banerjee et al., 2016; Meul et al., 
2018). Figure 5-11 shows the changes in the strato-
spheric ozone tracer due to climate change and ODS 
reduction, as a diagnostic of the impact of changes in 
STE on tropospheric ozone between 2000 and 2100 
(Banerjee et al., 2016). A strengthened BDC under 
climate change following the RCP-8.5 scenario has its 
strongest effect on tropospheric ozone in the tropics 
and subtropics (Figure 5-11a), while stratospheric 
ozone recovery from declining long-lived ODSs has 
a larger role in the mid-latitudes and extratropics 
(Figure 5-11b). These results are consistent with re-
cent estimates that the stratosphere-to-troposphere 
transport of ozone will increase more than 50% by 
2100 under an RCP-8.5 scenario (Meul et al., 2018). 
Such increases in stratospheric ozone influx into the 
troposphere are consistent with those inferred in a 
multi-model study (Young et al., 2013) and model 
sensitivity studies (Kawase et al., 2011; Abalos et al., 
2017). These results highlight STE as an important 
factor for determining future changes in tropospheric 
ozone, although its quantitative role remains uncer-
tain due to the limited number of studies and the vari-
ations across current model results.
Future changes in tropospheric ozone will be de-
termined by a complex interplay between chemical 
and transport processes. While all studies agree that 
STE changes will tend to increase future tropospher-
ic ozone, the relative importance of STE versus tro-
pospheric chemistry for future tropospheric ozone 
trends remains an open question. A strong sensitivity 
to GHG scenario, as reported in the last Assessment, 
is supported by new model results, with studies 
finding a net decrease in the global burden of tropo-
spheric ozone in 2100 compared to that in 2000 in 
the RCP-6.0 scenario (Sekiya and Sudo, 2014; Revell 
et al., 2015) and an increase in the RCP8.5 scenar-
io (Banerjee et al., 2016; Meul et al., 2018). A major 
source of uncertainty in projections of tropospheric 
ozone is the future evolution of methane concentra-
tions, which are much larger in the RCP8.5 scenario 
than in the others. However, scenario dependence is 
not the only source of uncertainty in future tropo-
spheric ozone. A study using new simulations from 
multiple  chemistry–climate models finds consider-
able disagreement among models in tropospheric 
ozone even when the same scenario is considered, 
with much of the model spread being likely due to the 
uncertainty in stratospheric transport and STE trends 
(Morgenstern et al., 2018). A more detailed discus-
sion of future tropospheric ozone changes is given in 
Chapter 3, Section 3.4.4.
5.3.4 Stratospheric Winds 
5.3.4.1 polar vortiCeS
The characteristics of stratospheric wintertime polar 
vortices, such as their strength and duration, have a 
large impact on polar stratospheric ozone variability 
and can also affect tropospheric climate. Observed 
and projected variability and long-term changes in 
polar vortex characteristics are discussed in Chapter 
4. Here, we briefly review polar vortex changes with a 
focus on their implications for the troposphere.
Previous assessments reported an observed strength-
ening of the Antarctic polar vortex during austral 
spring and a delay in the vortex breakup date re-
sulting from diabatic cooling associated with ozone 
loss. Figure 4-3 in Chapter 4 shows that the trend 
toward later breakup dates did not continue during 
recent years, which were instead characterized by a 
large variability in breakup dates ranging between 
mid-November and mid-December. This year-to-
year variability is linked to variability in planetary 
wave activity, which is mostly driven by internal 
climate dynamics. No recent studies have analyzed 
projected changes in the Antarctic vortex and, in line 
with previous Assessments, it is expected that ozone 
recovery will lead to a weakening of the polar vortex 
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and a return to earlier breakup dates. A trend toward 
later breakup dates of the Antarctic vortex may reap-
pear in the late 21st century as a result of tropical up-
per-tropospheric warming driven by increased GHG 
concentrations and associated strengthening of the 
meridional temperature gradient near the tropopause 
(Wilcox and Charlton-Perez, 2013).
The large interannual variability in the Arctic polar 
vortex effectively masks any trends driven by chang-
es in external forcings including ODSs and ozone, 
though there has been a shift toward weaker vorti-
ces in mid-winter since 1990 (consistent with the 
temperature changes discussed in Section 5.3.1) 
(Garfinkel et al., 2017b).  It has been suggested in a 
number of studies that a loss of Arctic sea ice can lead 
to a weakening of the stratospheric vortex (e.g., Kim 
et al., 2014), and one study argued that the observed 
ice loss has shifted the vortex toward Eurasia (Zhang 
et al., 2016). However, another study demonstrated 
that the observed shift is also consistent with un-
forced decadal variability (Seviour, 2017). Two stud-
ies (Garfinkel et al., 2017b; Kretschmer et al., 2018) 
presented evidence that the weakening of the Arctic 
polar vortex since 1990 contributed to the hiatus in 
GHG-induced near-surface warming over Eurasia in 
boreal winter; however, the vortex weakening itself 
was not attributed to external forcing, implying that it 
is likely a result of internal variability.
Several new studies have analyzed future dynamical 
changes in the Arctic vortex and their implications 
Figure 5-11. Modeled changes in 
ozone mixing ratio [ppbv] between 
2000 and 2100 due to (a) changes 
in physical climate (GHGs, sea sur-
face temperatures, and sea ice) 
following the RCP-8.5 scenario 
and (b) changes in ODS concen-
trations. Shown are changes for a 
stratospheric ozone tracer that is 
constrained to stratospheric val-
ues above the tropopause but that 
evolves freely in the troposphere 
and undergoes only tropospheric 
loss processes (i.e., there is no 
tropospheric ozone production). 
The inclusion of a separate strato-
spheric ozone tracer in the model 
simulations allows separation of 
the STE contribution from the 
changes due to tropospheric pro-
cesses. Adapted from Banerjee et 
al. (2016).
Ozone and Climate | Chapter 5
5.29
for surface climate. Coupled climate models dis-
agree about the sign of the projected vortex changes 
(Simpson et al., 2018), although weakening of the 
polar night jet has been reported to be a preferred 
response across the CMIP5 multi-model ensemble 
(Manzini et al., 2014) and single-model large ensem-
ble (Peings et al., 2017) by the end of the 21st century 
under a high GHG scenario. Nevertheless, episodes of 
a cold and strong polar vortex are projected to occur 
throughout the 21st century (Bednarz et al., 2016). 
While simulated future vortex changes are small in 
comparison to the observed large interannual vari-
ability, the intermodel spread in vortex changes is a 
significant component of uncertainty in future tropo-
spheric climate change (Manzini et al., 2014; Zappa 
and Shepherd, 2017; Simpson et al., 2018). 
The mechanisms of the projected changes in the Arctic 
polar vortex remain unclear. While projected Arctic 
amplification and sea ice loss can contribute to vor-
tex weakening in coupled model simulations, as dis-
cussed above (Kim et al., 2014; Manzini et al., 2018), 
the weakening is also found in atmosphere-only 
model simulations omitting sea ice loss as a response 
to global SST warming (Karpechko and Manzini, 
2017). The lack of understanding of the mechanisms, 
together with large intermodel spread in projections, 
indicates that our confidence in projected Arctic vor-
tex changes is low. 
5.3.4.2 QuaSi-biennial oSCillation 
 diSruption and impliCationS
The influence of the Quasi-Biennial Oscillation 
(QBO) on stratospheric ozone is relatively well un-
derstood (Chapter 3, Section 3.2.1.2). However, the 
disruption of the QBO that took place in 2016 (see 
Chapter 3 for a discussion of its effects on ozone) 
raised questions about how well we understand the 
QBO’s generating mechanisms, the response of the 
QBO to climate change, and how the QBO will affect 
future ozone evolution. 
During early 2016, a downward propagation of the 
eastward QBO phase was unexpectedly interrupted 
by the appearance of a westward jet at 40 hPa (Osprey 
et al., 2016; Newman et al., 2016). Several papers have 
concluded that the immediate cause of the interrup-
tion was a flux of easterly momentum associated with 
a pulse of planetary waves propagating from the NH 
extratropics (Osprey et al., 2016; Coy et al., 2017; 
Barton and McCormack, 2017; Watanabe et al., 2017). 
There is evidence that the strong 2015–2016 El Niño 
was implicated in forcing the wave pulse (Barton and 
McCormack, 2017; Hirota et al., 2018), and one study 
also suggests a role for the very low Arctic sea ice con-
centrations in that year (Hirota et al., 2018). The effect 
of the QBO interruption on ozone was consistent with 
our existing understanding of QBO–ozone linkages 
(see Chapter 3, Section 3.2.1.2). The interruption 
was not predicted by operational seasonal prediction 
models (Osprey et al., 2016), but it was reproduced 
retrospectively by an atmospheric model driven by 
observed SSTs (Watanabe et al., 2017). Although such 
an event is unprecedented in the more than 60 years 
of QBO observations (Newman et al., 2016), analo-
gous events are found in model simulations (Osprey 
et al., 2016), and the effect of the anomalous wave flux 
on the QBO is consistent with our understanding of 
QBO generating mechanisms.  Since the disruption in 
2016, the QBO has recovered to its expected eastward 
phase. Analysis of simulations of future QBO, corrob-
orated by observational evidence, suggests that QBO 
amplitude in the lower stratosphere will decrease 
(Kawatani and Hamilton, 2013; Schirber et al., 2015; 
Naoe et al., 2017) as a result of a projected increase in 
the mean tropical upwelling (see Section 5.3.2.2) and 
that the amplitude of QBO-induced ozone variability 
will consistently decrease in the lower stratosphere; in 
the upper stratosphere, it will increase due to ozone 
recovery (Naoe et al., 2017). However, this result is 
based on only a few available studies. Furthermore, 
our current understanding of changes in wave forc-
ing contributing to the QBO is incomplete, which 
prevents firm conclusion about future QBO changes 
or whether QBO interruptions can occur more fre-
quently in future climate. 
5.4 EFFECTS OF CHANGES IN 
 STRATOSPHERIC OZONE ON THE
 TROPOSPHERE AND SURFACE 
The influence of stratospheric ozone change on SH 
tropospheric and surface climate has been analyzed 
and investigated in an increasingly mature body of 
research. A key result is that ozone depletion is as-
sessed to be the dominant driver of austral summer 
(December–January–February; DJF) atmospheric 
circulation changes ranging from subpolar to trop-
ical latitudes over the period in which stratospheric 
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ozone was rapidly decreasing. We focus here on what 
has been learned since the 2014 Ozone Assessment 
(Arblaster and Gillett et al., 2014). This includes im-
proved quantification of the forced response to ozone 
in the context of natural internal variability and im-
proved understanding of the role of recent changes 
in SSTs in driving observed SH circulation changes. 
We also highlight a growing body of evidence that 
suggests that the Southern Ocean response to ozone 
depletion is timescale-dependent. The effects of ozone 
depletion on the climate of the Southern Hemisphere, 
which span from the stratosphere to the oceans, are 
summarized in the schematic shown in Figure 5-12. 
We begin by assessing the effects of stratospheric 
ozone changes on the tropospheric circulation, fol-
lowed by an assessment of the resultant impacts on 
surface climate, the ocean, and sea ice.
Figure 5-12. Schematic illustration of Southern Hemisphere climate impacts in austral summer associated 
with Antarctic ozone depletion. Ozone depletion has cooled the Antarctic stratosphere, leading to a delayed 
breakup of the stratospheric polar vortex and an accelerated Brewer–Dobson circulation. Impacts extended 
into the troposphere: A region of strong westerly winds and associated rainfall shifted southward, affecting 
the ocean circulation. The subtropical edge of the tropical circulation also expanded poleward, leading to 
reduced precipitation in mid-latitudes and enhanced precipitation in the subtropics. Update to Figure 4-22 
in Arblaster and Gillett et al. (2014).
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5.4.1 Tropospheric Circulation Effects 
As described in Section 5.3.1, the primary effect of 
Antarctic stratospheric ozone depletion is to produce 
a strong cooling in the lower stratosphere over the 
Antarctic in austral spring. Over the period in which 
ozone depletion was increasing from 1960 to around 
2000, large changes were observed in the SH mid- 
latitude and tropical circulations in austral summer: 
The SH tropospheric mid-latitude maximum in zonal 
winds (that is, the jet) shifted poleward; the Southern 
Annular Mode (SAM) index, which corresponds to 
opposite-signed changes in sea level pressure over 
high latitudes and mid-latitudes, shifted more into its 
positive phase (i.e., decreased sea level pressure over 
high latitudes); and the subtropical edge of the Hadley 
Cell shifted poleward. We first review the observa-
tional evidence for these changes and then discuss 
model simulations that causally link these changes to 
ozone depletion. An assessment of the current under-
standing of the mechanisms through which this shift 
occurs appears in Section 5.4.2.
5.4.1.1 the Southern hemiSphere: obServationS
The SH general circulation includes a band of strong 
westerly winds, which are associated with the storm 
track (that is, synoptic-scale eddies and rainfall in 
the mid-latitudes). The latitude of the maximum 
zonal mean westerly winds in the lower troposphere 
is referred to as the mid-latitude near-surface jet 
(or for brevity, jet) and is climatologically centered 
around 52°S. Global monitoring of the location of 
the near-surface jet is available only since 1987 from 
the launch of the Special Sensor Microwave Imager 
(Goodberlet et al., 1989). Since then, a series of sat-
ellite microwave radiometers and scatterometers 
have continually observed near-surface wind speed. 
Measurements from the various satellite missions 
can then be combined into a gridded dataset, either 
with a reanalysis product or in a stand-alone product 
such as the Cross-Calibrated Multi-Platform (CCMP) 
ocean surface wind vector analyses (Atlas et al., 2011). 
Before 1987, winds were observed by available ra-
diosondes and (after 1979) estimated from satellite 
measurements. Modern reanalysis products such as 
ERA-Interim and MERRA more accurately capture 
variability and trends in near-surface winds, wind 
stress, and the SAM after 1979 than earlier reanalyses 
(Swart et al., 2015) when compared to station data (for 
the SAM) and satellite data (for near-surface winds). 
The recent evolution of the latitude of the near-surface 
jet in CCMP is shown in Figure 5-13. Trends in the 
jet are strongest in DJF and are statistically significant 
at the 95% confidence level in that season (Swart et al., 
2015), consistent with the findings of previous assess-
ments. Since 2000, the jet in DJF has shifted equator-
ward, though trends are not statistically significant. 
Trends are weaker and not statistically significant in 
other seasons, with the exception of a significantly 
stronger jet in May (Ivy et al., 2017a). 
The SAM is the leading mode of variability in the SH 
extratropical circulation and, as mentioned above, 
corresponds to opposite-signed changes in sea level 
pressure between subpolar latitudes and mid-lati-
tudes. The SAM index generally tracks changes in the 
characteristics of the mid-latitude jet (as evidenced 
by the large correlation on interannual timescales in 
Figure 5-13), with the positive phase corresponding 
to a poleward jet shift, though the variations in the 
SAM can also be associated with variations in the 
strength of the mid-latitude jet (Monahan and Fyfe 
2006; Swart et al., 2015; Solomon and Polvani, 2016). 
The SAM index can be calculated from station pres-
sure observations, which are available for a longer pe-
riod than Southern Ocean surface wind observations 
as they do not rely on satellite retrievals. Hence the 
SAM has historically been used to quantify chang-
es in the large-scale mid-latitude circulation. After 
1979, there is generally good agreement between 
the SAM index calculated from station observations 
and that calculated from reanalyses, whereas prior to 
1979, some reanalyses are known to have deficiencies 
(Marshall, 2003) and tend to simulate trends that are 
too strong (Swart et al., 2015). 
Figure 5-13 shows the historical evolution of the SAM 
index from station observations of sea level pressure 
(based on an update of Marshall, 2003). The largest 
seasonal trends over the period in which ozone deple-
tion was increasing (through 2000) are found in DJF 
and MAM (March–April–May), and these changes 
dominate the response in the annual mean. Since 
2000, the SAM has stayed mostly in its positive phase 
(with respect to the 1971–2000 period). Evidence 
from paleoclimate reconstructions of the SAM index 
derived from networks of surface temperature proxies 
and from multiple studies suggests that the current 
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period of prolonged positive summer SAM condi-
tions is unprecedented over at least the past 600 years 
(Villalba et al., 2012; Abram et al., 2014; Dätwyler et 
al., 2017). Reconstructions for the summer season 
(Dätwyler et al., 2017) are very robust across multiple 
methods and datasets, but some discrepancies exist in 
the magnitude of reconstructed low frequency SAM 
changes during the preindustrial period for the annu-
ally averaged SAM.
On interannual timescales, the position/strength of the 
mid-latitude jet and the Hadley Cell edge are correlated 
(Kang and Polvani, 2011; Ceppi and Hartmann, 2013; 
Staten and Reichler, 2014), raising the question of 
whether the subtropical Hadley Cell edge would also 
have shifted poleward. Recent studies have confirmed 
that the subtropical edge of the Hadley Cell has ex-
panded poleward, confirming the results of the pre-
vious Assessment (Garfinkel et al., 2015a; Lucas and 
Nguyen, 2015; Davis and Birner, 2017; Solomon et al., 
2017; Kim et al., 2017). This poleward shift is most pro-
nounced in austral summer in the Atlantic and Indian 
Ocean sectors (Choi et al., 2014; Kim et al., 2017), the 
same region in which the upper- tropospheric polar 
Figure 5-13. SAM index (black) and mid-latitude jet positions (blue) time series from 1958–2017 for the four 
seasons and annual mean. The SAM index is normalized by its standard deviation and is defined as in Mar-
shall (2003). The jet position is based on the maximum of CCMP satellite-based surface wind speed (Atlas et 
al., 2011) (available for download at http://www.remss.com/measurements/ccmp), which starts in 1987. A 
linear trend line of the SAM changes before 2000 is shown when statistically significant, and the slope of the 
best fit line and its corresponding 95% uncertainty bounds are shown.
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jet has shifted poleward most sharply (Manney and 
Hegglin, 2018). Quantifying the rate of the observed 
Hadley Cell expansion has been challenging, however. 
Different studies have used a wide variety of metrics 
to track Hadley Cell width, and two recent studies 
(Davis and Birner, 2017; Solomon et al., 2017) sug-
gest that metrics based on upper-tropospheric quan-
tities are only weakly correlated with metrics based 
on  mid-tropospheric and surface processes, though 
another study (Mantsis et al., 2017) suggests that in 
CMIP5 models, a metric based on outgoing longwave 
radiation is well correlated with mid-tropospheric 
metrics. Furthermore, different reanalysis products 
do not agree as to the rate of expansion even when a 
common definition of a single metric is applied. For 
example, one study (Garfinkel et al., 2015a) compared 
five different reanalysis products (including MERRA 
output from two different stages in the assimilation 
cycle) and found that the trends in different reanaly-
sis products (or even from two different stages in the 
assimilation cycle of the same reanalysis system) can 
be significantly different at the 90% confidence level 
in the Southern Hemisphere over the period 1980 to 
1999, with rates of expansion ranging from 1 degree 
per decade to 0.3 degree per decade (Figure 5-14). 
Differences are even larger over the period from 1980 
to 2009. Thus, while the Hadley Cell expansion is 
robust, its magnitude has large uncertainty, which is 
partly related to disagreement among applied metrics 
for the Hadley Cell edge. The development of a robust 
observational metric (or a set of metrics) of Hadley 
Cell width is still an area of active research.
5.4.1.2 the Southern hemiSphere: model 
 SimulationS of the paSt
We now assess modeling studies that have attempt-
ed to pin down the cause of the observed changes in 
the SH circulation, and we begin with the period in 
which ozone depletion was increasing, between the 
1960s and 2000. The cleanest way to establish the 
importance of ozone for past changes in the SH cir-
culation is to perform model simulations of the his-
torical period both with and without ozone depletion. 
The 2014 Assessment described several such studies 
and concluded that ozone depletion is very likely the 
dominant driver of the changes in the SAM in sum-
mer. Since the previous Assessment, one modeling 
study has supported the conclusion that ozone de-
pletion has led to a change in the summer SAM by 
comparing integrations with and without ozone de-
pletion (Keeble et al., 2014). An additional study has 
also concluded that summertime Hadley Cell trends 
are strong in CMIP5 models only when ozone deple-
tion is included (Tao et al., 2016) (Figure 5-15). A 
third study compared the summertime tropospheric 
response to ozone depletion from 1960 to 2000 in a 
suite of climate model simulations of varying con-
figurations (for example, prescribed SSTs versus the 
inclusion of a coupled ocean, as well as prescribed 
ozone concentrations versus the inclusion of inter-
active chemistry) and found a consistent widening 
of the Hadley Cell and poleward shift of the jet in 
austral summer (Seviour et al., 2017a). Figure 5-15 
summarizes the trends in both the SAM and the sub-
tropical Hadley Cell edge as simulated in the CMIP5 
multi-model mean. Both the positive SAM trend and 
the poleward expansion of the Hadley Cell maximize 
in austral summer during the period from the early 
1970s to around 2005, when the models are forced 
with all external climate drivers, including anthro-
pogenic (ozone depletion, increasing GHG concen-
trations, and aerosols) and natural (solar cycle and 
volcanoes) factors. The separate contribution of ozone 
depletion and GHGs can be seen in both variables, 
with ozone playing a dominant role in austral sum-
mer and GHGs playing a major role during the other 
seasons. Overall, the majority of studies that have 
compared simulations forced with ozone depletion to 
simulations forced with no ozone depletion have con-
cluded that ozone is the dominant forcing of changes 
in the SH circulation over the period in which ozone 
depletion was increasing. 
Two studies that compared simulations with and 
without ozone disagreed with this consensus and con-
cluded that ozone depletion was not the dominant 
cause of recent changes in the Southern Hemisphere 
in austral summer (Staten et al., 2012; Quan et al., 
2014). However, there are methodological issues with 
both studies (Waugh et al., 2015): They both used 
prescribed ozone fields that underrepresent the mag-
nitude of observed Antarctic ozone depletion, thus 
leading to a weakened response to ozone. Specifically, 
one of the studies (Quan et al., 2014) used ozone forc-
ing (Lamarque et al., 2012) which underestimates ob-
served ozone depletion by a factor of two (Figure 2f of 
Eyring et al., 2013). The other study (Staten et al., 2012) 
implicitly assumes that there was negligible ozone 
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depletion between 1870 and 1979, as they use 1979 
ozone values for their “preindustrial/1870” simula-
tions, yet significant ozone loss occurred before this 
(Eyring et al., 2013) (see Chapter 4); hence the dif-
ference between their “preindustrial” simulation and 
2000 simulation has too weak an ozone change. The 
net effect is that SST- and GHG-induced changes are 
considered over the period 1870 to 2000 as compared 
to ozone induced-changes from 1979 to 2000, which 
necessarily underestimates the relative impact of 
ozone on surface climate compared to other drivers. 
Figure 5-14. Poleward expansion of the SH Hadley Cell as determined by the zero crossing of the 500 
hPa stream function in five reanalysis products and in each member of an ensemble of Goddard Earth 
Observing System Chemistry-Climate Model (GEOSCCM) simulations and in the ensemble mean (EM) 
in (a) DJF and (b) the annual average from 1980 to 1999. Integrations forced with time- varying ODS 
and GHG concentrations in addition to observed SSTs are in blue, while integrations with fixed ODS 
and GHG concentrations are in orange. Vertical lines or bars represent the 95% confidence interval on 
the trend as deduced by a Student’s t test, and the center horizontal line indicates the trend. The uncer-
tainty for the ensemble-mean trends are indicated by a rectangle, while that of individual ensem-
ble members/reanalysis are indicated by a vertical line. The ensemble members for each ensemble are 
ordered by their expansion trend before they are plotted for clarity. Adapted from Garfinkel et al. (2015).
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The weight of the evidence from studies that have 
compared the impact of ozone depletion to other 
forcings in a methodologically appropriate manner 
clearly points to stratospheric ozone depletion as the 
dominant driver of the changes in the summer SAM 
over the period in which an ozone hole was formed 
(prior to 2000).
The trends in tropospheric zonal wind in CCMI mod-
els from 1960 to 2000, when forced with natural and 
anthropogenic forcings including ozone depletion, 
are similar to those in reanalysis data  (Figure  5-16a–c; 
Son et al., 2018). Trends are somewhat weaker in 
CMIP5 models (Figure 5-16d; Rea et al., 2018); how-
ever, the weaker trends are most pronounced in those 
CMIP5 models that did not use interactive chemistry 
(Figure 5-16f; as noted by Eyring et al., 2013); trends 
in CMIP5 models that used interactive chemistry are 
quantitatively similar to those simulated by the CCMI 
models and observations (Figure 5-16e). While the 
observed zonal wind trend is generally consistent 
with the forced response to ozone depletion, the wind 
field by itself does not provide a unique fingerprint of 
ozone depletion due to the large internal variability in 
the climate system (Schneider et al., 2015).
Although there is uncertainty in the magnitude of the 
Hadley Cell widening (see Section 5.4.1.3), studies 
agree that the widening has continued (e.g., Mantsis 
et al., 2017). At the same time, the SAM has mostly 
Figure 5-15. Seasonal-mean 
trends in the (a) SAM index for 
the period 1971–2006 and (b) 
the latitude of the poleward 
edge of the SH Hadley circula-
tion at 500 hPa for the period 
1970–2005 (1970–2000 for 
ozone only), derived from CMIP5 
historical simulations. Positive 
trends indicate poleward expan-
sion and negative values indi-
cate equatorward retreat. Error 
bars are 90% confidence level. 
Units are (a) hPa per decade 
and (b) degree per decade. The 
colors denote model experi-
ments including the following 
forcings: all anthropogenic and 
natural (red); greenhouse gases 
only (orange); tropospheric 
and stratospheric ozone only 
(light blue); natural (solar and 
volcanic) only (dark blue); and 
anthropogenic aerosols only 
(gold). Adapted from Gillett et 
al. (2013) and Tao et al. (2016).
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stayed in its positive phase, though the jet latitude has 
shifted somewhat equatorward from its 2000 posi-
tion in austral summer (Figure 5-13). As discussed 
in Chapter 4, SH polar ozone depletion peaked 
around 2000 and has slowly begun its recovery, and 
hence ozone cannot be the sole driver of changes in 
the Southern Hemisphere since 2000. Rather, several 
studies have concluded that recent changes in tropical 
and subtropical SSTs (due to both internal variabil-
ity and GHG-induced warming), and in particular 
decadal variability associated with the Pacific Decadal 
Oscillation (also known as the Interdecadal Pacific 
Oscillation), drove recent changes in SH circulation 
(Allen et al., 2014; Waugh et al., 2015; Garfinkel et 
al., 2015b; Franzke et al., 2015; Nguyen et al., 2015; 
Clem et al., 2016; Schneider et al., 2015; Allen and 
Figure 5-16. Long-term mean (thin black contour) and linear trend (color) of zonal-mean DJF zonal winds over 
1960–2000 (the period of ozone loss) for (a) Japanese 55-year Reanalysis (JRA-55); (b, c) CCMI models in REF-C1 
and REF-C2 simulations, respectively; and (d, e, f ) CMIP5 models. The positive (negative) trends on the pole-
ward (equatorward) flanks of the mean jet characterize a poleward shift of the jet. A comparison between 
CMIP5 models with and without chemistry is shown in panels e and f. The  JRA-55 is the most recent reanalysis 
product to cover the full period of ozone loss; trends in other reanalysis products analyzed over a shorter period 
are quantitatively similar (e.g., Son et al., 2010). Contour interval of climatological wind is 10 m s-1  starting from 
10 m s-1 at the outer-most contour. Adapted from Son et al. (2018).
Ozone and Climate | Chapter 5
5.37
Kovilakam 2017; Mantsis et al., 2017; Fogt et al., 2017; 
Amaya et al., 2018). 
As discussed in Section 5.4.1.1, significant trends in 
the strength of the tropospheric mid-latitude jet, are 
also evident in May, in addition to summer; however, 
unlike in summer, a role of ozone depletion in the May 
trends is unclear. While ozone trends and stratospher-
ic cooling have been observed in late fall, implying 
that they might have contributed to the tropospheric 
trends in May, similar stratospheric changes have also 
been observed earlier in fall and in summer but with-
out concurrent significant trends in the tropospheric 
circulation. Furthermore, observational and model-
ing studies suggest a stronger role of observed chang-
es in tropical SSTs in forcing SH tropospheric circu-
lation changes in autumn, especially after 2000, when 
the ozone forcing has begun to recover (Schneider et 
al., 2015; Clem et al., 2016). Finally, SAM trends in 
autumn are not robust in modeling studies, with some 
studies finding positive trends (Stone et al., 2016) (see 
Figure 5-15) and others finding no trend (Swart et al., 
2015; Tao et al., 2016), implying the trends may not be 
attributed to external forcing.
Finally, there is no consensus on the importance of 
changes in aerosol concentrations for changes in the 
SH tropospheric circulation: Some studies find that 
historical changes in aerosols largely canceled the ef-
fect of GHGs on the SAM in the last half of the 20th 
century in CMIP5 models (e.g., Fyfe et al., 2012; Gillett 
et al., 2013), while others find a  relatively weak role 
for aerosols in CMIP5 models for both the SAM and 
the Hadley Cell changes (Steptoe et al., 2016; Tao et 
al., 2016). This discrepancy could be due to differenc-
es in the number of models considered by each study.
5.4.1.3 the Southern hemiSphere: magnitude 
 of paSt ChangeS in modelS
Modeled ensemble-mean trends in the jet position 
and SAM are somewhat weaker than those observed 
in several atmosphere–ocean and chemistry–climate 
model ensembles (see Figure 5-16) (Swart et al., 2015; 
Rea et al., 2018; Iglesias-Suarez et al., 2016; Purich et 
al., 2016a; Son et al., 2018). Climate models, on aver-
age, have been shown to underestimate trends in the 
strength of the SH mid-latitude jet (Swart and Fyfe, 
2012; Swart et al., 2015; Purich et al., 2016a). These 
underestimations have important implications for 
understanding changes to SH surface wind stress and 
hence attribution of the trends in ocean circulation 
and sea ice (Section 5.4.4). Similarly, the ensemble, 
or multi-model, mean response of the Hadley Cell to 
historical forcings in climate models is weaker than 
observed, as noted in the previous Assessment (Quan 
et al., 2014; Garfinkel et al., 2015a). Recent research 
has suggested that this difference might not reflect 
any model biases but rather could be due to internal 
variability contributing to the observed trend, while 
averaging over an ensemble damps any such con-
tribution from internal variability (Garfinkel et al., 
2015a; Davis and Birner, 2017; Mantsis et al., 2017). 
Namely, the multi-model-mean trends illustrate the 
forced component in these circulation changes, while 
the reanalysis trends indicate one particular realiza-
tion impacted by natural variability. For Hadley Cell 
expansion, individual climate simulations that in-
clude observed time-varying SSTs, ozone, and GHG 
concentrations can simulate trends as large as those 
evident in reanalysis and observational products 
(Garfinkel et al., 2015a; Allen and Kovilakam, 2017; 
Davis and Birner, 2017) (see Figure 5-14). According 
to these results, the magnitude of the forced response 
is comparable to the magnitude of the internal vari-
ability (Figure 5-14). In fact, CMIP5 models with 
neither time-varying GHGs nor ozone can simulate 
20-year expansion trends larger than those inferred 
from satellite data (Mantsis et al., 2017). Similarly, in-
dividual simulations of the past climate covering the 
period of ozone depletion can reproduce the magni-
tude of the trends in the SH mid-latitude jet evident 
in reanalyses, implying that any discrepancy between 
multi-model mean and observed trends is within the 
uncertainty due to internal variability (Schneider et 
al., 2015; Swart et al., 2015; Rea et al., 2018).  
There are some known model deficiencies, outlined 
below, that can affect the magnitude of simulated SH 
tropospheric circulation trends. On the one hand, in 
the case of models that prescribe ozone as a bound-
ary condition rather than internally simulate it, the 
magnitude of simulated tropospheric circulation re-
sponse to ozone depletion can be affected by unreal-
istic ozone forcing. For example, ozone depletion in 
the CMIP5 ozone forcing is weaker than observed, 
and it has been suggested that this may lead to an un-
derestimation of the response in the extratropical SH 
circulation (Figure 5-16d; Young et al., 2014). In ad-
dition, a monthly-mean and zonal-mean ozone data-
set misses the maximum amplitude of the ozone hole, 
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which may lead to an underestimated tropospheric 
response (Crook et al., 2008; Waugh et al., 2009; Neely 
et al., 2014). On the other hand, the response of the 
 mid-latitude jet to ozone forcing does not depend on 
whether the atmosphere is interactively coupled with 
the ocean in a model or is forced with prescribed SSTs 
(Sigmond et al., 2010; Seviour et al., 2017a; Son et al., 
2018) (see Figure 5-16).
Other model deficiencies that can affect simulation of 
tropospheric response to ozone forcing include a lack 
of fully resolved stratospheric dynamics (Rea et al., 
2018) and an orientation of the simulated polar vortex 
that is too zonal (Dennison et al., 2017), both of which 
may lead to underestimation of the tropospheric re-
sponse. By contrast, a delay in springtime breakdown 
of the polar vortex present in many climate models 
(SPARC, 2010) may lead to an overly strong response 
(Sheshadri and Plumb, 2016; Lin et al., 2017) (see 
Section 5.4.2). 
In addition to the stratospheric biases, most cur-
rent climate models exhibit an equatorward bias in 
the position of the SH mid-latitude jet in summer 
as compared to reanalysis data (Wilcox et al., 2012; 
Swart and Fyfe, 2012), due in part to biases in the 
cloud distribution (Ceppi et al., 2012), though this 
bias is reduced in CCMI models (Son et al., 2018). 
The 2014 Assessment noted that the magnitude of the 
simulated tropospheric response to the ozone hole 
may depend on the severity of this bias, with mod-
els that exhibit a more equatorward climatological jet 
bias also showing a larger poleward shift of the jet in 
response to ozone depletion (e.g., Sigmond and Fyfe, 
2014). New studies, however, do not find similar rela-
tionships in the CCMI simulations (Son et al., 2018), 
nor in CMIP5 models when limited to the austral 
summer season (Simpson and Polvani, 2016), nor in 
ozone-only forced simulations (Seviour et al., 2017a), 
suggesting that the relationship between a larger cli-
matological jet bias and a larger response to ozone 
depletion is not robust.
Considering the contribution of internal variability 
to uncertainty in simulated tropospheric circulation 
response to ozone depletion, new modeling studies 
using a large single-model ensemble (Solomon and 
Polvani, 2016) and long control simulations (Thomas 
et al., 2015) suggest that the internal variability of the 
SH mid-latitude jet is smaller than its forced response 
to combined anthropogenic forcing during the 20th 
century as well as its projected response during the 
21st century (Solomon and Polvani, 2016), in agree-
ment with the previous Assessment. One study re-
ported that during the period 1980–2004, the forced 
component exceeds internal variability in the case 
of a poleward jet shift but not for the SAM trend 
(Thomas et al., 2015). For the SAM, a stronger forcing 
over a longer period is needed for a robust positive 
trend to emerge over internal variability (Gillett et al., 
2013; see Figure 5-15), consistent with the previous 
Assessment.
Overall, we assess with high confidence that strato-
spheric ozone depletion is the dominant external 
driver of changes in the SH summer tropospheric 
circulation before the year 2000; however, existing 
model deficiencies preclude a quantitative separation 
of the magnitudes of the forced (mostly due to ozone) 
and unforced components of the observed trends.
5.4.1.4 the Southern hemiSphere: model 
 SimulationS of the future
The role of ozone in future changes in the SH large-scale 
atmospheric circulation has received comparatively 
little attention since the 2014 Assessment, with studies 
generally finding results consistent with those report-
ed in 2014. Ozone recovery will have impacts opposite 
to those associated with ozone depletion (Solomon 
and Polvani, 2016; Dennison et al., 2016) and hence 
will mitigate some of the poleward shift of the jet due 
to projected increases in concentrations of GHGs. 
The degree of mitigation is dependent on the rate of 
increase in GHGs (Iglesias-Suarez et al., 2016; Tao et 
al., 2016; Rea et al., 2018). Some of the GHG-induced 
poleward shift will be compensated by the effect of 
GHGs on ozone (i.e., super-recovery; Morgenstern 
et al., 2014; see also Chapter 3). Uncertainty in the 
magnitude of the mitigation for a given scenario can 
be reduced if careful attention is paid to jet biases and 
to the magnitude of lower-stratospheric temperature 
trends over Antarctica (Wenzel et al., 2016), as well as 
to biases in present-day sea ice concentration for each 
model (Bracegirdle et al., 2018).
5.4.1.5 the northern hemiSphere
The last Ozone Assessment found no robust  linkages 
between stratospheric ozone depletion and tropo-
spheric circulation in the Northern Hemisphere, 
though a weak positive Northern Annular Mode 
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trend is evident in CMIP5 models forced with ozone 
concentrations. While there has been little work since 
2014 focusing on changes on decadal timescales, sev-
eral studies have explored whether interannual vari-
ability in late spring ozone concentrations may mod-
ulate surface climate (Section 5.4.3).
5.4.2 Mechanisms for Stratosphere–
 Troposphere Dynamical Coupling 
As described in Section 5.4.1, stratospheric ozone loss 
in the Southern Hemisphere has led to a poleward shift 
in the tropospheric mid-latitude jet. We now discuss 
progress toward understanding the dynamical mech-
anisms for this observed downward coupling. As stat-
ed in the previous Assessment, it is well established 
that the impact of stratospheric ozone depletion on 
the troposphere occurs through a cooling of the lower 
polar stratosphere, which is associated with anoma-
lously strong westerly winds and a positive anomaly 
in stratospheric potential vorticity. It is well accepted 
that the balanced response in the troposphere to this 
positive potential vorticity anomaly is an acceleration 
of the zonal flow on the poleward flank of the jet (e.g., 
Hartley et al., 1998; Thompson et al., 2006), consistent 
with the sign of the observed change. However, this 
balanced response is too weak to explain the magni-
tude of the observed circulation shift.
Studies with idealized atmospheric models in particu-
lar suggest that eddy feedbacks amplify the impact of 
stratospheric cooling and so play a critical role in the 
mechanism, as discussed in the last Assessment. The 
relative roles of synoptic and planetary waves, with 
zonal wavenumbers greater than 3 and less than 3, 
respectively, have been the subject of two recent ide-
alized modeling studies (Yang et al., 2015; Smith and 
Scott, 2016). These point to both categories of waves 
being important for the amplification of the tropo-
spheric circulation response, as are substantial non-
linear eddy–eddy interactions (consistent with Orr et 
al., 2012). Specifically, these studies indicate that the 
tropospheric response cannot be due solely to the im-
posed radiative cooling modifying tropospheric syn-
optic waves alone and that planetary scale waves are 
crucial in the downward influence. It is very difficult 
to tease out the nature of these interactions, however, 
as it is likely impossible to clarify how the changes in 
waves have modified the zonal-mean flow after the 
zonal-mean flow has already changed (Garfinkel et 
al., 2013; Garfinkel and Waugh, 2014).
While the SH tropospheric response to ozone deple-
tion in December is simulated by the climate models, 
it is unclear based on the current literature whether 
the response can be quantitatively explained by the 
strengthened stratospheric westerly winds and the 
delay in the breakdown of the stratospheric polar 
vortex only. Two studies (Sun et al., 2014; Byrne et 
al., 2017) conclude that the delay in the breakdown 
can account for the tropospheric impacts, but a third 
study (Sheshadri et al., 2014) argues that it cannot ac-
count for the full impact (though it does contribute). 
Finally, the onset date for the vortex breakdown is 
generally too late in the current climate models (e.g., 
Wilcox and Charlton-Perez, 2013), in part due to 
too-weak gravity wave drag in the polar stratosphere 
near 60°S (McLandress et al., 2012; Geller et al., 2013; 
Garcia et al., 2017; Garfinkel and Oman, 2018), and 
this bias impacts the magnitude and seasonality of the 
tropospheric response to ozone depletion (Sheshadri 
and Plumb, 2016; Lin et al., 2017). 
5.4.3 Surface Impacts
The last Assessment noted that extratropical rainfall 
in the Southern Hemisphere is tied to the position of 
the mid-latitude jet and, for the first time, suggested 
that recent changes in both extratropical and subtrop-
ical austral summer rainfall may be related to ozone 
depletion. However, only a few studies were available, 
and most either did not isolate the effect of ozone de-
pletion from other anthropogenic forcings and/or they 
used simplified models or experiments. Subsequent 
studies have sought to understand the dynamical 
mechanisms for the subtropical rainfall increase in 
summer. One study (Hendon et al., 2014), attribute 
it to a poleward shift of the subtropical dry zone. 
Understanding the extratropical rainfall response is 
hampered by the quality of observational products, 
with little in situ data and changes in satellite prod-
ucts leading to substantial differences across reanaly-
sis results. Nonetheless, a weighted average across five 
reanalyses suggests the changes in summer from 1979 
to 2010 are dynamically consistent with increases in 
synoptic eddy activity (Solman and Orlanski, 2016), 
which is primarily associated with ozone depletion. 
Also, one study (Bai et al., 2016), using maximum co-
variance analysis and principal component analysis to 
attribute increases in SH extratropical rainfall, found 
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a predominant role of ozone depletion over GHGs. 
However, a firm conclusion about the role of ozone 
depletion cannot be reached based on these statistical 
studies only, because statistical relationships are not 
typically able to determine causality.
Since the last Assessment, a small number of stud-
ies have investigated links between regional rainfall 
changes and ozone depletion. In particular, there 
has been a focus on the significant increase of aus-
tral summer rainfall in southeastern South America 
(SESA) over the past 50 to 100 years. This region, 
which includes northern Argentina, Uruguay, south-
ern Brazil and Paraguay, has experienced one of the 
largest increases in rainfall worldwide (Gonzalez et al., 
2014). Most studies using ensembles of climate mod-
els or single-model ensembles attribute this increase 
to anthropogenic forcing (Vera and Díaz, 2015; Díaz 
and Vera, 2017; Zhang et al., 2016; Wu and Polvani, 
2017); however, they disagree on whether the increase 
is driven by GHG increases (Zhang et al., 2016) or by 
ozone depletion (Yu and Polvani, 2017). One study 
(Zhang et al., 2016) notes that its model may under-
estimate the rainfall response to ozone depletion and 
aerosols, which somewhat undermines its attribution 
of the rainfall increase to GHGs. Internal decadal 
variability due to changes in SSTs was also likely an 
important driver of the rainfall changes (Zhang et 
al., 2016), which could explain why the  multi-model 
rainfall increase due to anthropogenic forcing is 
weaker than that observed (Vera and Díaz, 2015; Díaz 
and Vera, 2017). Hence, there is a wide range of con-
clusions for the attribution of rainfall increases in the 
SESA region, with a large sensitivity to the model and 
time period analyzed. 
Other regional rainfall changes have received relative-
ly little attention since the last Assessment. An imprint 
of ozone depletion has been identified in changes of 
the position of the South Pacific Convergence Zone 
(SPCZ) over the 1961–1996 period, with increas-
es in rainfall on the northern edge and decreases to 
the south (Brönnimann et al., 2017). Projections by 
chemistry–climate models suggest that these changes 
will reverse as a result of ozone recovery. One study 
suggested the role of ozone in recent winter rainfall 
declines in southwestern Australia (Delworth et al., 
2014), although another study argued that ozone de-
pletion is unlikely to be an important factor in this 
season (Karoly, 2014). In East Africa, the SAM has 
been identified as the leading cause of changes in 
summer rainfall, surface temperature, and the diurnal 
temperature range, implying the role of ozone during 
the period of depletion (Manatsa et al., 2013, 2015, 
2016). A small anthropogenic component was also 
found in long-term drying trends in Chile since the 
late 1970s, but the contribution of ozone depletion 
has not been isolated (Boisier et al., 2016). Given that 
these are single studies on each region, it is difficult to 
make an overall assessment of their significance.
Research since the last Assessment to tease out the 
impact of ozone recovery on future rainfall trends has 
been limited by the lack of ozone-only simulations 
for the 21st century under the CMIP5 framework. 
One study (Lim et al., 2016) discusses future rainfall 
changes related to the SAM, finding a robust impact 
of SAM changes on SH summer rainfall, with a pos-
itive SAM opposing the thermodynamically driven 
projected changes in the subtropics to mid-latitudes 
while enhancing the increases in the high latitudes. 
Ozone recovery would drive a more negative SAM 
and the reverse of these impacts on rainfall.
In terms of surface temperature changes, the previous 
Assessment found that the largest surface temperature 
response was over the high-latitude Southern Ocean 
(see Section 5.4.4) rather than Antarctica. While a 
contribution of ozone depletion to Antarctic surface 
temperature trends has been shown in a number of 
previous studies (e.g., McLandress et al., 2011), re-
cent studies have emphasized an important role for 
natural variability in explaining some of the observed 
temperature changes over the Antarctic Peninsula 
and West Antarctica in recent decades (Jones et al., 
2016; Turner et al., 2016; Smith and Polvani, 2017). 
One study (Smith and Polvani, 2017) analyzes the 
AMIP5 and CMIP5 models, as well as the observed 
relationship between the SAM and surface warming 
over Antarctica, concluding that the pattern of warm-
ing matches neither anthropogenically forced trends 
nor trends congruent with the SAM and that internal 
variability likely played a key role. Similarly, anoth-
er study (Turner et al., 2016) notes both the regional 
and seasonal sensitivity of the temperature changes 
and the dominant processes involved, concluding that 
while ozone depletion likely contributed to warming 
of the eastern Antarctic Peninsula during summer, 
the warming across the peninsula is not inconsistent 
with natural variability, particularly when placed in 
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the context of paleoclimate records, which show pre-
vious multidecadal periods of strong warming (Jones 
et al., 2016). Another study (Chiodo et al., 2017) also 
finds a negligible radiative impact of ozone depletion 
on Antarctic surface temperatures, suggesting that 
the high albedo of the snow-covered surface simply 
reflects any increases in shortwave radiation. Hence, 
while these studies do not rule out that the ozone 
depletion has likely contributed to Antarctic surface 
temperature trends in some regions and seasons, as 
was previously suggested, they do show that the large 
natural variability of the region and the sparsity of data 
and large model biases in the Antarctic and Southern 
Ocean regions (e.g., Eyring et al., 2013; Marshall and 
Bracegirdle, 2014; Purich et al., 2016a; see also Figure 
5-16) impact our confidence in attribution and pro-
jection studies there. 
Several additional impacts of stratospheric ozone 
depletion have now been documented. For exam-
ple, one study (Dennison et al., 2015), using a single 
chemistry–climate model, finds that ozone depletion 
leads to an increased frequency of extreme anomalies 
and increased persistence of the SAM in the strato-
sphere and stronger, more persistent  stratosphere–
troposphere coupling. Additionally, another study 
(Dennison et al., 2016) finds that ozone depletion 
leads to an increase in blocking frequency—as de-
fined by persistent positive anomalies in 500 hPa 
geopotential heights—in the South Atlantic region 
and little change in the South Pacific in their model, 
consistent with ERA-Interim reanalysis trends over 
the satellite era. Though this indicates a potential im-
pact of stratospheric ozone on blocking-induced heat 
waves and rainfall patterns, this result would need to 
be substantiated with additional models, particularly 
given well-known model biases in underestimating 
blocking frequency (Ummenhofer et al., 2013). 
5.4.3.1 interannual variability
The last Assessment noted two studies (Son et al., 
2013; Bandoro et al., 2014) linking interannual vari-
ability of Antarctic ozone anomalies in spring to SH 
summer surface temperature and rainfall changes. 
Recent modeling studies, using a range of approach-
es, have examined the possible connection between 
Arctic spring ozone and surface climate and have ob-
tained mixed results. One study (Cheung et al., 2014) 
probed whether the extreme Arctic ozone depletion 
of 2011 had an effect on tropospheric climate with the 
UK Met Office operational weather forecasting model. 
It found no improvement in spring tropospheric fore-
cast skill when forcing the model with more realistic 
ozone concentrations as compared to climatological 
ozone. Another study (Karpechko et al., 2014) found 
a relationship between the 2011 low-Arctic strato-
spheric ozone anomalies and tropospheric climate in 
atmospheric general circulation model simulations, 
but it noted that specifying the ozone anomalies in 
isolation of SST anomalies did not result in a signifi-
cant surface impact. A third study (Smith and Polvani, 
2014) found that the prescribed ozone forcing needed 
for a robust tropospheric response in its simulations 
appeared to be larger than that historically observed.
In contrast, a coupled chemistry–climate simulation 
study (Calvo et al., 2015) found a robust  stratospheric–
tropospheric response in low versus high ozone years: 
a positive phase of the North Atlantic Oscillation 
(NAO), a poleward shift of the North Atlantic tro-
pospheric jet, and corresponding regional surface 
temperature anomalies. This study used an ensemble 
of simulations driven by historically observed ODSs, 
and the link between stratospheric ozone and tropo-
spheric circulation was found only during the recent 
period of high ODSs, suggesting the importance of 
chemistry feedback on the dynamics. The fully cou-
pled approach of this study (Calvo et al., 2015) allows 
consistency between the evolving ozone distributions 
and dynamical conditions, which may explain the 
differences between its conclusions and those of stud-
ies prescribing ozone concentrations. Future work is 
needed to evaluate whether differences in the ozone 
forcings, as well as other inter-model differences, 
among the various studies have contributed to the 
range of conclusions. 
Two recent observational studies have also suggested 
that interannual variability in ozone can modify sur-
face climate. The first study (Ivy et al., 2017b) finds 
that extreme Arctic stratospheric ozone anomalies in 
March are associated with NH tropospheric climate 
in spring (March–April) in specific regions of the 
Northern Hemisphere; the effects are generally con-
sistent with those found in a chemistry-climate model 
(Calvo et al., 2015). Finally, another study (Xie et al., 
2016) suggests that Arctic stratospheric ozone anom-
alies influence the North Pacific Oscillation (NPO) 
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and that an anomalous NPO modulates subtropical 
SSTs. This subtropical SST anomaly might then lead 
to improved predictability of ENSO, though future 
work is needed to confirm many aspects of this chain 
of associations (Garfinkel, 2017). However, it is well 
known that a delayed or advanced final warming of 
the Arctic stratospheric vortex can lead to surface 
impacts (Black and McDaniel, 2007; Ayarzagüena et 
al., 2009; Hardiman et al., 2011), and distinguishing 
the dynamical impact of the final warming from the 
radiative impact of the ozone anomaly that typically 
accompanies a final warming also requires additional 
work.
Thus, our assessment is that interannual variability 
in springtime Antarctic and Arctic ozone may be im-
portant for surface climate, but work remains to better 
quantify this connection.
5.4.4 Ocean and Ice Impacts 
5.4.4.1 oCean impaCtS
As discussed above, observations show trends in the 
SAM and low-level tropospheric winds that are largest 
during austral summer (Figures 5-13 and 5-15), and 
these summertime trends have been mainly attribut-
ed to stratospheric ozone depletion. A positive SAM 
trend implies a poleward shift and/or strengthening 
of the surface wind stress, which plays a fundamen-
tal role in the ocean circulation. Westerly wind stress 
acts to drive northward transport in the underlying 
ocean (via Ekman transport), creating a region of di-
vergence and upwelling on the poleward side of the 
surface wind maximum and a region of convergence 
and downwelling equatorward of the surface wind 
maximum (e.g., Arblaster and Gillett et al., 2014). 
The previous Assessment reported that observations 
indicate a strengthening of the horizontal and ver-
tical circulations in the Southern Ocean, of which a 
substantial part was likely caused by ozone-induced 
westerly wind trends. These wind trends were also 
linked to subsurface warming below and north of the 
Antarctic Circumpolar Current (ACC), but the rela-
tive importance of the wind trends and other forcings 
(notably warming due to increased GHGs) had not 
been quantified.
Since the last Assessment, more evidence has ap-
peared indicating a substantial role for ozone de-
pletion in recent trends of the Southern Ocean 
circulation. For austral summer, one study (Solomon 
et al., 2015) showed that modeled trends in the verti-
cal ocean circulation are mainly attributable to ozone 
depletion, while a different study (Wang et al., 2014) 
showed that ozone recovery acts to mitigate future 
GHG-induced changes in the horizontal ocean cir-
culation. Observed changes in the thermal structure 
of the Southern Ocean (Figure 5-17) are dominated 
by a warming that maximizes along the northern 
flank of the ACC, around 40–50°S, with the largest 
warming in the upper 1,000 m (Armour et al., 2016; 
Schneider and Deser, 2018). Two noticeable excep-
tions are the regions with subsurface cooling north 
of 35°S (Armour et al., 2016) and widespread SST 
cooling that occurred since the late 1970s in the re-
gion south of 50°S (Fan et al., 2014; Jones et al., 2016; 
Armour et al., 2016; Schneider and Deser, 2018). The 
high-latitude surface cooling is intimately linked to 
the observed increase in Antarctic sea ice over that 
period (Parkinson and DiGirolamo, 2016) and will be 
discussed in Section 5.4.4.2.
Focusing first on the region between 30–60°S, a mod-
eling study identified increasing GHGs as the main 
driver of the warming in this region, with ozone 
depletion playing a secondary role (Solomon et al., 
2015). This appears consistent with a recent study 
(Armour et al., 2016) that suggests that the structure 
of upper ocean warming, with delayed warming south 
of the ACC and enhanced warming to the north, is 
fundamentally shaped by the mean (climatological) 
meridional circulation in the Southern Ocean. This 
study finds that wind-driven upwelling of water that 
has not been warmed by GHGs slows the warming 
south of the ACC, while the GHG-induced heat is 
taken up and transported northward and then stored 
just north of the ACC. This mechanism does not rely 
on changes in the meridional ocean circulation, pos-
sibly explaining why ozone-induced atmospheric cir-
culation changes play a secondary role in accounting 
for recent Southern Ocean warming.
In conjunction with these warming trends, the 
Southern Ocean has also experienced freshening (i.e., 
a decline in salinity), with the exception of a strong 
salinification trend north of 45°S in the upper 500 
m (Figure 5-17). A recent modeling study suggests 
that 30% of the modeled Southern Ocean freshen-
ing can be attributed to ozone depletion (Solomon 
et al., 2015). Sources of the freshening are believed 
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to be located in the high latitudes and may include 
GHG- and ozone-induced changes in high-latitude 
precipitation minus evaporation (Fyfe et al., 2012), a 
 wind-driven increase in northward freshwater trans-
port by sea ice (Haumann et al., 2016), and basal 
melting of Antarctic ice shelves (Bintanja et al., 2013). 
Note that the melting of ice shelves was not consid-
ered by this study (Solomon et al., 2015). 
Finally, we note that unforced internal variability of 
the Southern Ocean may have played a role in ob-
served trends. While its magnitude is highly uncer-
tain, some studies suggest that it is potentially large 
(Latif et al., 2013; Zhang et al., 2017).
5.4.4.2 Sea iCe impaCtS
We now turn to the observed high-latitude (south 
of 50°S) surface cooling and the associated increase 
in Antarctic sea ice since 1979. New studies suggest 
that these trends reflect multi-decadal variability, with 
opposite trends in SSTs observed over the 1950–1978 
period (Fan et al., 2014) and a recently recovered 
 satellite-based estimate of Antarctic sea ice extent sug-
gesting a decreasing sea ice trend from the mid-1960s 
to 1979 (Meier et al., 2013; Armour and Bitz, 2015; 
Gagné et al., 2015). The magnitude and sign of the 
ozone hole contribution to Southern Ocean tempera-
ture and Antarctic sea ice trends since 1979 have been 
topics of much discussion. In the last Assessment, it 
was reported that all climate model simulations that 
isolated the impact of stratospheric ozone depletion 
(including time-slice simulations in models with and 
without resolved ocean eddies, a fully coupled chem-
istry–climate model, and all six CMIP5 models with 
ozone-only simulations available) simulated decreased 
sea ice extent associated with ozone-induced changes 
in the Southern Ocean circulation, suggesting that 
ozone depletion had not contributed to the observed 
high-latitude ocean cooling and increase in Antarctic 
sea ice. The 2014 Assessment also cautioned that due 
to inconsistencies between the observed and modeled 
sea ice trends, confidence in the simulated response to 
the formation of the ozone hole was limited.
New modeling studies have corroborated the findings 
of the last Assessment that a realistic, time-evolving 
ozone hole leads to Antarctic sea ice decline and thus 
cannot explain the observed increase in sea ice since 
1979 (Solomon et al., 2015) nor the regional patterns 
of Antarctic sea ice trends (Landrum et al., 2017). 
However, other recent studies have highlighted dis-
crepancies between modeled and observed sea ice 
trends since 1979 (Gagné et al., 2015; Hobbs et al., 2015; 
Rosenblum and Eisenman, 2017), which may be relat-
ed to model biases in the ocean mean state (Kostov et 
al., 2016, 2018; Schneider and Deser, 2018), Southern 
Ocean deep convection (Behrens et al., 2016), the 
weaker simulation of recent wind trends (Purich et 
al., 2016a), the underestimation of the zonal asym-
metries in the atmospheric circulation (Haumann et 
al., 2014), the underestimation of historical surface 
freshening (Purich et al., 2018), and the lack of an 
interactive ice shelf component (Pauling et al., 2017). 
These studies 1) confirm that the confidence in the 
Figure 5-17. Observed 1979–2013 trend in annual-mean, zonal-mean ocean potential temperature and 
salinity from the Met Office Hadley Centre’s EN4 dataset (Good et al., 2013).
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simulated response to ozone depletion is still limited 
and 2) argue that the conclusion that the ozone hole 
has not contributed to recent high-latitude ocean and 
sea ice trends may be preliminary.
Despite these persistent model uncertainties, signif-
icant advances have been made in the understand-
ing of processes responsible for the modeled ocean 
and sea ice response to ozone depletion. Idealized 
model simulations where the stratospheric ozone 
concentrations were instantaneously changed from 
pre-ozone hole to ozone hole conditions (Ferreira et 
al., 2015) demonstrated that the high-latitude ocean 
response entails two timescales (Figures 5-18 and 
Figure 5-19). On the shorter timescales (months to 
years), the response is characterized by ocean cooling 
at the surface associated with increased northward 
Ekman transport of colder high-latitude waters. This 
is consistent with well-known correlations between 
month-to-month variations in the SAM, SST and sea 
ice extent. On longer timescales (years to decades), 
this surface cooling is then replaced by warming as-
sociated with enhanced upwelling of relatively warm 
waters beneath the mixed layer (see also Marshall et 
al., 2014). This two-timescale behavior was also seen 
in a different coupled climate model with significantly 
different characteristics of ocean convection (Seviour 
et al., 2016, 2017b) (Figure 5-19c). It should be noted 
that part of the initial cooling response in Figure 
5-19c may be a reflection of the initial conditions: 
As a corresponding ensemble of control simulations 
was not available, the unforced time evolution of the 
SSTs was estimated indirectly. Furthermore, in spite 
of a relatively long cooling phase, the sea ice did not 
expand in those simulations. Nonetheless, based on 
the initial cooling of SSTs in response to instanta-
neous ozone forcing, some have argued that ozone 
Figure 5-18. Schematic of the two-timescale response of the ocean and sea 
ice to a stepwise ozone hole as simulated by climate models. The dot at 60°S 
and × at 40°S indicate the dipole in surface wind stress associated with the 
strengthened SAM in response to ozone depletion. (a) The fast response is 
dominated by surface cooling associated with increased northward Ekman 
transport, whereas (b) in the slow response this cooling is replaced by warm-
ing, which is the result of enhanced upwelling of relatively warm waters from 
beneath the mixed layer. Blue patches represent the sea ice cover (expanding 
in the fast response and contracting in the slow response). Adapted from Fer-
reira et al. (2015). 
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depletion could drive a transient expansion of sea 
ice (Marshall et al., 2014; Ferreira et al., 2015). The 
impact of a realistically prescribed (i.e., time-varying) 
ozone hole on Antarctic sea ice trends critically de-
pends on the timescale of transition from the initial 
cooling to subsequent warming. Unfortunately, this 
timescale is not well constrained, varying greatly be-
tween the three models with the prescribed stepwise 
ozone perturbation (Figure 5-19). Other attempts to 
quantify the impact of the ozone hole on Antarctic sea 
ice are more indirect and rely on statistical techniques 
(such as convolution theorem) to extract the SST or 
sea ice response to a hypothetical step increase in 
the SAM index. Consistent with the idealized ozone 
experiments, these studies find a large intermodel 
spread between CMIP5 models in the SST response: 
In response to a SAM increase, some models simu-
late a short transition time from initial cooling to 
Figure 5-19. Zonal-mean and annual-mean SST response to a stepwise ozone depletion in three coupled 
models: (a) MITgcm, with an idealized Double-Drake configuration, and two comprehensive models, (b) 
CCSM3.5 and (c) GFDL ESM2Mc. All three models show a two-timescale response, consisting of a cooling 
followed by a warming in the Southern Ocean region (50–70°S). However, their magnitude and timescales 
vary greatly. The net cooling lasts approximately 20 years in the MITgcm, 3 years in CCSM3.5, and 30 years in 
GFDL ESM2Mc. Adapted from Ferreira et al. (2015) and Seviour et al. (2016).
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subsequent warming, while other models continue to 
cool for at least 20 years (Kostov et al., 2016, 2018). 
This intermodel spread has been related to biases in 
the models’ mean ocean stratification and to dynami-
cal processes, including oceanic (parameterized) eddy 
fluxes, mixed layer dynamics, and air–sea interactions 
(Ferreira et al., 2015; Kostov et al., 2016). This tech-
nique has also been applied to Antarctic sea ice, re-
vealing a large range in modeled transition timescale 
from initial sea ice expansion to subsequent sea ice 
contraction in response to a step function in the SAM 
(Holland et al., 2016). Applying the modeled sea ice 
response function to SAM variability but driven by 
the observed SAM time series, one study (Holland et 
al., 2016) suggests that for the multi-model mean, the 
observed variations in the SAM have driven a mod-
est sea ice decline. While these studies based on the 
convolution theorem are generally consistent with the 
idealized ozone forcing perturbations, it remains to 
be demonstrated that the convolution theorem can 
accurately predict the sea ice response to the SAM in 
each model.
The new studies that have quantified the response 
to an instantaneous ozone perturbation or SAM in-
crease have provided important, novel insights into 
the physical processes involved in the sea ice response 
to ozone depletion. It should be emphasized, how-
ever, that these idealized experiments are tools to 
probe the physics of the climate system and that they 
were not meant to represent the real ozone hole, as 
its formation and the corresponding SAM increase 
have occurred over several decades. Nonetheless, 
these studies suggest that when forced with the real, 
time-varying ozone hole, models with a long cooling 
timescale would simulate increased sea ice. However, 
this does not seem to be consistent with the fact that 
all studies that have analyzed climate model experi-
ments forced with realistic, time-varying ozone de-
pletion consistently find decreasing sea ice.
It also needs to be emphasized that the modest in-
crease in Antarctic sea ice extent is the result of 
near-canceling regional trends, with the strongest sea 
ice increase in the Ross Sea and strongest decrease in 
the Bellingshausen and Amundsen Seas (Turner et 
al., 2015; Hobbs et al., 2016). This pattern in the sea 
ice trends is qualitatively consistent with a deepening 
of the Amundsen Sea Low (ASL). There is some ev-
idence that the ozone hole has contributed to these 
atmospheric circulation trends (England et al., 2016) 
in the summer months, but it has also been noted that 
the observed ASL trends are within the bounds of 
modeled internal variability (Turner et al., 2015). An 
increasing body of evidence suggests that the ozone 
hole is not the main driver of ASL trends and points 
to decadal variations in the tropical Pacific (Meehl et 
al., 2016; Purich et al., 2016b; Schneider and Deser, 
2018), or possibly the Atlantic (Li et al., 2014), as the 
likely drivers. 
We further note that during the austral spring 
(September, October, November; SON) of 2016, un-
precedented retreat of Antarctic sea ice was observed 
that was 46% faster than the mean rate of loss in spring 
over the satellite era (Turner et al., 2017). This led to 
record-low sea ice extent anomalies, well exceeding 3 
standard deviations of the observed 1979–2016 ice ex-
tent (Stuecker et al., 2017). This observation contrasts 
sharply with the long-term increasing sea ice trend 
discussed above. Studies have linked the unprece-
dented retreat to record negative values of the SAM 
(Turner et al., 2017; Doddridge and Marshall, 2017; 
Stuecker et al., 2017) and extratropical SST anomalies 
forced by the extreme 2015–2016 El Niño (Stuecker 
et al., 2017). These studies suggest that the unprece-
dented retreat was the result of tropically forced and 
internal SH atmospheric variability (and hence that it 
was unrelated to the slow, long-term warming simu-
lated by the models), but more studies are needed to 
come to robust conclusions.
In conclusion, since the last Assessment, significant 
progress has been made regarding the understanding 
of processes involved in the response of Antarctic sea 
ice to ozone depletion, which is now believed to entail 
a fast surface cooling followed by a slow, long-term 
surface warming. However, the role that the ozone 
hole has played in observed Antarctic sea ice chang-
es remains unclear. While the conclusion of the last 
Assessment that the ozone hole cannot explain recent 
trends in Antarctic sea ice is supported by new model-
ing studies, confidence in this result remains low. This 
is because climate models generally do not reproduce 
observed Antarctic sea ice trends since 1979 and be-
cause new studies have identified several systematic 
biases. Future progress could be made by model im-
provements and repetition of realistic ozone-only sim-
ulations performed with more coupled climate models.
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5.4.4.3 oCean Carbon
The Southern Ocean plays a crucial role in the global 
carbon cycle, as it accounts for about 40% of the glob-
al oceanic uptake of anthropogenic CO2 (Khatiwala et 
al., 2009; Frölicher et al., 2015). The strength of the car-
bon sink is mainly dependent on the air–sea gradients 
of CO2. In the absence of other changes, the increase in 
anthropogenic CO2 in the atmosphere would lead to 
increased air–sea gradients and hence to an increased 
carbon sink (dashed black line in Figure 5-20). It was 
previously suggested that the carbon sink had slowed 
down (Le Quéré et al., 2007) and that this slowdown 
was partly related to ozone-induced changes in the 
surface winds, which bring up carbon-rich water and 
hence reduce the air–sea gradient of CO2. These re-
sults relied on atmospheric inversion methods (which 
estimate carbon fluxes from atmospheric CO2 mea-
surements) and forward ocean models. The realism of 
this slowdown has been debated in the literature, as 
inversion models have been shown to depend on data 
selection (Law et al., 2008) and the coarse resolution 
ocean models employed in most studies do not rep-
resent critical processes such as mesoscale eddies 
(Swart et al., 2014). Furthermore, the last Assessment 
reported that for the 1990–2009 period, estimates of 
the trends in the carbon sink depended on the anal-
ysis, with atmospheric inversions generally showing 
a slowdown in the uptake and ocean biogeochemical 
models indicating no slowdown (Lenton et al., 2013).
Since the last Assessment, further evidence has ap-
peared suggesting that the apparent slowdown of the 
carbon sink is not robust (Landschützer et al., 2015, 
Munro et al., 2015) (Figure 5-20). These studies em-
ployed observations of the surface ocean CO2 mea-
surements and hence did not rely on imperfect ocean 
biogeochemical models. While they confirmed earlier 
studies that the carbon sink slowed down between the 
1980s and early 2000s, they also found a remarkable 
reversal with a reinvigoration of the sink between 2002 
and 2012 (Figure 5-20). Averaged over the Southern 
Ocean, these decadal variations were found to be 
reasonably robust to the method used to interpolate 
Figure 5-20. Evolution of the Southern Ocean carbon sink based on (red and blue lines and shading) two 
methods to interpolate surface ocean observations and (black solid line and gray shading) an atmospheric 
inversion method. The expected uptake based on the growth of atmospheric CO2 alone is shown by the 
dashed black line. Negative values indicate anomalous uptake by the ocean. Adapted from Landschützer et 
al. (2015).
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the sparse measurements in space and time, though 
significant uncertainties remain on smaller spatial 
scales (Ritter et al., 2017). As shown in Figure 5-20, 
the strength of the carbon sink is now thought to be 
comparable to that expected based on atmospheric 
CO2 increases alone. These results suggest that atmo-
spheric circulation changes (whether driven by ozone 
or not) have not had a considerable impact on the net 
strength of the Southern Ocean carbon sink. 
5.4.5 Changes in Radiative 
 Forcing and Feedbacks
Since the last Assessment, there have been no major 
published updates to the estimated preindustrial 
to present-day ozone radiative forcing (RF) due to 
the effects of long-lived ODSs on stratospheric and 
 tropospheric ozone abundances. However, one study 
(Hossaini et al., 2015) highlighted 1) that halogenated 
very short-lived substances (VSLSs) of both anthro-
pogenic and natural origin tend to destroy ozone in 
the lower stratosphere more efficiently than long-lived 
ODSs and 2) that since the ozone radiative effect per 
molecule is stronger in the lower stratosphere than in 
the upper stratosphere, this may be important for the 
global radiative balance. This study estimated a global 
radiative effect from the stratospheric ozone changes 
in response to observed VSLSs (bromine [Br], chlorine 
[Cl], and iodine species) of −0.08 W m-2. Although 
the study found no trend in the influence of VSLSs on 
global ozone between 1979 and 2013, the influence of 
brominated VSLSs on global ozone in the preindustri-
al (i.e., with low anthropogenic Cl) was ~30% smaller 
than present day owing to the coupling between Br 
and Cl chemical cycles. The study therefore estimated 
an indirect ozone RF from VSLSs of −0.014 W m-2, 
which is about one-tenth of the study’s estimated total 
ozone RF due to long-lived ODSs.
New studies since the last Assessment have quanti-
fied the stratospheric and tropospheric ozone RF due 
to the projected major drivers of atmospheric ozone 
concentrations over the 21st century: declining halo-
genated ODS concentrations, climate change due to 
anthropogenic forcing, changes to tropospheric ozone 
precursor species including methane, and changes to 
chemically active greenhouse gases (nitrous oxide 
[N2O]). One study (Banerjee et al., 2018) used a 
chemistry–climate model to estimate the 21st-centu-
ry ozone RF due to the projected decline in long-lived 
halogenated ODSs. It found a total (stratosphere and 
troposphere) ozone RF between 2000 and 2100 of 0.07 
W m-2. This is in quantitative agreement with another 
study (Iglesias-Suarez et al., 2018) that used a different 
chemistry–climate model and estimated the ozone 
RF due to future ODSs to be 0.129 ± 0.081 W m-2. 
Thus, the future decline in ODSs over the 21st century 
will induce a small indirect positive RF from ozone. 
However, this positive RF is substantially smaller than 
the negative direct RF due to declining atmospher-
ic ODSs as a result of the Montreal Protocol and its 
Amendments (see Chapter 6).
A number of modeling studies published since the last 
Assessment have examined the impact of changes in 
ozone in response to an abrupt increase in CO2 on es-
timates of the equilibrium climate sensitivity (ECS)—
the equilibrium change in global mean near-surface 
temperature in response to a doubling in CO2. As dis-
cussed in Chapters 3 and 4, CO2 affects stratospheric 
ozone abundances through effects on transport and 
chemistry (via changes to stratospheric tempera-
tures). New estimates of the effect of ozone changes 
on ECS in different chemistry–climate models range 
from no change (Marsh et al., 2016) to a reduction in 
ECS of about 20% (Nowack et al., 2014), with some 
studies finding a decrease in ECS of a smaller mag-
nitude (Dietmüller et al., 2014; Muthers et al., 2014). 
The differences in the relative importance of ozone 
changes for inferred ECS are likely to be related to the 
distribution and magnitude of ozone and stratospher-
ic water vapor changes simulated in the individual 
models. We therefore conclude that ozone changes 
and their associated effect on climate feedbacks in 
response to increased CO2 are more likely to reduce 
than to increase ECS; however, there is currently large 
quantitative uncertainty in the magnitude of this 
feedback.
5.5 CLIMATE IMPACTS OF THE 
MONTREAL PROTOCOL
5.5.1 World Avoided by the Montreal 
 Protocol
World-avoided simulations evaluate the environmen-
tal and climate impacts that have been avoided as a 
result of the successful regulation of ODS emissions 
under the Montreal Protocol. This is generally done 
by a comparison of climate model simulations with 
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and without ODS emissions regulations. In the sce-
narios with unregulated ODSs, the ODSs are gener-
ally assumed to increase at a constant rate of 3–3.5% 
per year (e.g., Prather et al., 1996; Velders et al., 2007; 
Newman et al., 2009; Garcia et al., 2012). As reported 
in the 2014 Assessment, chemistry–climate models 
suggest that continued accumulation of ODSs in the 
atmosphere in the absence of the Montreal Protocol 
would have led to a collapse of the global ozone layer 
by the mid-21st century, with devastating environ-
mental implications (Newman et al., 2009; Garcia et 
al., 2012). The last Assessment also reported on the 
additional (mostly unanticipated) benefits of ODS 
regulations for mitigation of global climate change. 
Specifically, it was reported that by later this century, 
unregulated ODS increases could have led to global 
surface temperature increases comparable to tem-
perature increases caused by other greenhouse gases 
(Velders et al., 2007) and could have almost doubled 
changes in the hydrological cycle (precipitation minus 
evaporation) over the next few decades.
While new literature on this topic since the last 
Assessment is limited, such studies have highlighted 
other aspects of the climate benefits of the Montreal 
Protocol. One modeling study found that in the 
world-avoided scenario, the projected increase in the 
potential intensity of tropical cyclones is nearly three 
times larger in 2065 than in a scenario accounting for 
warming due to other greenhouse gases only (Polvani 
et al., 2016). Two other studies have attempted to 
quantify the implications of the avoided tempera-
ture and precipitation changes from restricting ODS 
emissions for global sea level rise (SLR). One study 
found that under an idealized scenario in which the 
emissions of gases regulated under the Montreal 
Protocol had instead been eliminated in 2050, addi-
tional thermal SLR of between 4–14 cm would be ex-
pected in the 21st century (Zickfeld et al., 2017), with 
the large range coming from the uncertainty in ocean 
heat uptake efficiencies in climate models. The other 
study found that by 2065, thermal SLR avoided by the 
Montreal Protocol is about 5 cm, but note that part of 
that SLR is balanced by changes in the hydrological 
cycle over Antarctica (Previdi and Polvani, 2017).
5.5.2 Projected Climate Impacts of the 
 Kigali Amendment
Other new studies have simulated future climate 
impacts that will be avoided if nations adhere to the 
phasedown of hydrofluorocarbons (HFCs) under the 
Kigali Amendment. In the simulations without HFC 
regulations, a wide range of HFC scenarios is typically 
considered (Chapter 2, Section 2.3.1). As discussed 
in Chapter 2, these new studies indicate that the an-
ticipated phasedown of HFCs is expected to avoid up 
to 0.4 K of global mean surface warming by 2100. The 
atmospheric impacts of HFC regulations have been 
further quantified using a 2-D (latitude–pressure) 
interactive chemistry, radiation, and dynamics model 
(Hurwitz et al., 2015, 2016). These studies found 
that unregulated increases in HFCs would result in 
a warming of the troposphere and stratosphere. In 
a business-as-usual HFC emissions scenario, the 
tropical lower stratosphere in 2050 was up to 0.41 K 
warmer than in a scenario with zero HFC emissions 
(Hurwitz et al., 2015). In that same business-as-usual 
scenario, the 10–16 km global mean temperature was 
projected to increase by 0.11–0.13 K between 2015 
and 2050, while HFC mitigation scenarios similar to 
those proposed under the Kigali Amendment were 
found to avoid most of that warming (Hurwitz et al., 
2016). In a business-as-usual scenario, HFCs were also 
found to impact the atmospheric circulation, slightly 
enhancing the Brewer–Dobson circulation above 18 
km (resulting in a small decrease of the stratospheric 
mean age of air by −0.3%) and weakening the Hadley 
Cell circulation below 18 km (Hurwitz et al., 2015). 
More studies are needed to confirm this result with 
more comprehensive models.
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SCIENTIFIC SUMMARY
In the sections below, we note the significance of various improvements in our understanding concerning actions 
related to the Montreal Protocol and its Amendments that could alter the recovery of the ozone layer and/or impact 
Earth’s climate. As in previous Assessments, we use equivalent effective stratospheric chlorine (EESC) as a proxy 
for the amount of stratospheric ozone depletion caused by ozone-depleting substances (ODSs) that contain chlorine 
and/or bromine and reside in the atmosphere for more than a few months. The return of EESC to 1980 values is 
used as a metric to compare the effects of different future scenarios of production and emission of ozone-depleting 
gases on ozone layer recovery. In this chapter, we also use 2-D model simulations to estimate changes in future ozone 
depletion for these different scenarios. (Note that 3-D model projections of global and polar ozone and analyses of 
expected recovery dates are presented in Chapters 3 and 4. These calculations include changes in greenhouse gas 
levels and in atmospheric transport and are not expected to be equivalent to the EESC recovery dates). Our ability 
to predict future changes in the ozone layer is limited more by uncertainties in future levels of CO2 , CH4 , and N2O 
than by uncertainties in the levels of ODSs, especially as we approach the 1980 values of EESC. Indeed, ozone levels 
in some regions of the atmosphere could exceed natural levels, due to climate change, with possible consequences 
to humans and natural ecosystems, assuming natural levels represent a harmonious balance. The influence of CO2 
occurs through its role in the climate system as a driver of change in temperature and atmospheric circulation. The 
influences of CH4 and N2O occur primarily through their roles as chemical reagents in the atmosphere. ODSs them-
selves are greenhouse gases, and their influence on climate and ozone layer depletion are intricately intertwined, 
even though we note them separately for clarity of presentation. Lastly, note that the various additional actions 
discussed below impact future ozone to a much smaller degree than what has already been accomplished by the 
Montreal Protocol. 
Post-Kigali information of interest and concern
• The Kigali Amendment to the Montreal Protocol, along with regional and national regulatory and volun-
tary actions taken before Kigali entered into force, is expected to substantially limit future climate forcing 
by HFCs. Projections of HFC emissions that include compliance with Kigali Amendment control mea-
sures suggest that the radiative forcing (a metric for global warming) from HFCs, currently 0.025 W m−2 
(not including HFC-23), will reach 0.13 W m−2 by 2050, about half as high as that projected without the 
Kigali Amendment and prior national and regional regulation. The estimated benefit of these actions is 
2.8–4.1 Gt CO2-eq. yr−1 of avoided Global Warming Potential (GWP)-weighted emissions by 2050. The 
projected surface temperature contribution from HFCs (excluding HFC-23) reduces from 0.3–0.5 °C to 
less than 0.1 °C in 2100 due to entry into force of the Kigali Amendment. 
• Options are available to further decrease the climate impact of HFCs. Use of commercially available 
low-GWP alternatives in place of high-GWP HFCs in refrigeration and air-conditioning equipment, 
thermal insulating foam, metered-dose inhalers, fire protection, and miscellaneous HFC applications 
during the phasedown would further reduce climate change. Additional benefits would be gained by 
such actions via development of more energy-efficient equipment and thermal insulating foam that use 
these low-GWP replacements. 
• Sustained increases in anthropogenic chlorinated very short-lived substances (VSLSs Cl) emissions, as 
seen for CH2Cl2 in the 2000s, would decrease stratospheric ozone levels in the coming decades. However, 
observed growth rates of CH2Cl2 continue to be highly variable, and there is insufficient information to 
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confidently predict future concentrations. If the growth in emission rates seen during the first decade of 
this century continues, CH2Cl2 is projected to deplete as much column ozone between 2020 and 2060 
as that by the controlled ODSs emitted during that period. However, such large growth projections do 
not account for a more recent reduction in the CH2Cl2 growth rate, nor have they been shown to be 
consistent with expectations for global demand over the coming decades. Any control of CH2Cl2 pro-
duction and consumption under the Montreal Protocol would be rapidly effective, since this VSLS will 
be cleansed out of the stratosphere within a few years. 
Ozone-depleting substances (ODSs) and equivalent effective stratospheric chlorine (EESC) 
Below, we discuss potential changes in the projected trajectory of ozone depletion and EESC that result from im-
provements in our understanding of the emissions or other characteristics of individual gases or groups of gases. We 
reference these potential changes to the so-called baseline scenario—which should be considered a plausible future 
pathway for these gases. The baseline scenario for ODSs is developed from atmospheric concentration observations, 
combined with estimates of the amounts of ODSs in existing equipment or other products containing ODSs, referred 
to as banks. The 2018 baseline scenario for HFCs takes into account global control measures introduced by the 
Kigali Amendment and other regional and national actions. For all baseline scenarios, we assume that the long-
lived greenhouse gases N2O, CH4, and CO2 follow the Representative Concentration Pathway (RCP) 6.0 scenario. 
Note that for some of the metrics the combined consequence of these gases is generally not simply the addition of 
each of the changes. It is also important to recognize that the return date of EESC to 1980 levels is quite sensitive to 
any change in EESC concentration because of the relatively small rate at which EESC is projected to decline in the 
middle of this century.
• Global emissions of CFC-11 derived from atmospheric observations show an increase in recent years that 
is not consistent with our understanding of release from its banks and suggests new global production 
that is not reported to the United Nations Environment Programme (UN Environment). If total emissions 
of CFC-11 were to continue at levels experienced from 2002–2016 (67 Gg yr-1), the return of mid-latitude 
and polar EESC to the 1980 value would be delayed by about seven years and 20 years, respectively. Such 
an assumption of continuing emissions implicitly assumes that the unidentified emissions will grow to 
counteract the expected decline in bank emissions. 
• Emissions from current ODS banks continue to be a slightly larger future contribution than ODS produc-
tion to ozone layer depletion over the next four decades, assuming maximum production levels allowed by 
the Montreal Protocol. Future business-as-usual emissions from HCFCs and from banks of CFCs and 
banks of halons are each projected to contribute roughly comparable amounts to EESC in the next few 
decades. 
• Elimination of future production of methyl bromide (CH3Br) for quarantine and pre-shipment (QPS) ap-
plications, not controlled by the Montreal Protocol, would accelerate the return of mid-latitude EESC to 
1980 levels by about a year. Production for QPS use has remained relatively stable over the last two de-
cades and now constitutes almost 90% of the reported production of CH3Br since emissions from other 
uses have declined dramatically. Non-QPS applications of CH3Br were completely phased out in 2015, 
except for approved critical use exemptions, which have declined by a factor of ~30 since 2005. 
• If CCl4 emissions continue to decline at the rate observed over the last two decades of 2.5% yr−1, future con-
centrations will be about 14 ppt higher in 2050 than projected in the previous Assessment. CCl4 emissions 
inferred from atmospheric observations continue to be much greater than those assumed from feed-
stock  uses as reported to UN Environment; by-product emissions from chloromethane and perchloro-
ethylene plants and fugitive emissions from the chlor-alkali process have been quantified as significant 
contributors to these additional emissions. Elimination of all CCl4 emissions in 2020 would accelerate 
the return of mid-latitude EESC to 1980 levels by almost three years compared to the baseline scenario 
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of a continued emissions decrease of 2.5% yr−1. Alternatively, if future emissions do not decline but 
remain at the current level, the return of mid-latitude EESC to 1980 levels would be delayed almost two 
years. 
• The return of mid-latitude EESC to 1980 levels is estimated to be delayed by almost two years compared to 
the previous Assessment, due primarily to the higher projected future concentrations of CCl4. The mid- 
latitude EESC change from CCl4 alone leads to a delay larger than two years, but future CH3Br baseline 
projections are now lower than in the previous Assessment and offset some of the effect from CCl4. The 
delay in polar EESC returning to 1980 levels is slightly more than two years when compared with the 
previous Assessment. A new EESC formalism alters the time evolution of EESC and dates when EESC 
returns to 1980 levels, but it has little effect on the relative impacts of the various alternative future 
scenarios. When compared with the previous Assessment’s EESC formalism, the new EESC formalism 
leads to a projected EESC return to the 1980 level 11 years later at mid-latitudes and by less than two 
years later at polar latitudes. 
• Reducing anthropogenic emissions of N2O from those in RCP-6.0 to the Concerted Mitigation scenario1 
would have a similar positive impact on stratospheric ozone over the next four decades as eliminating 
production of HCFCs from 2020. This N2O emissions reduction would have a larger benefit to climate 
over 2020–2060 than the sum of all the options for controlled ODSs considered (based on GWP-weighted 
emissions).
Updates on the climate impact of gases controlled by the Montreal Protocol
• Future emissions of HFC-23, a potent greenhouse gas and a by-product of HCFC-22 production, are ex-
pected to be limited by the Kigali Amendment, which mandates the destruction of HFC-23 to the extent 
practicable. Globally, HCFC-22 is currently produced in roughly equal quantities for controlled emis-
sive uses, which are declining, and for the uncontrolled feedstock uses, which grew rapidly over the last 
few decades but have recently stabilized. Future emission trends will largely depend on the extent to 
which HFC-23 is destroyed by HCFC-22 production facilities and the amount of HCFC-22 produced. 
• Future emissions of HFCs, HCFCs, and CFCs contribute approximately 60, 9, and 3 cumulative Gt CO2-
equivalent emissions, respectively, from 2020 to 2060 in the baseline scenario. Of the 60 Gt CO2-eq emis-
sions from HFCs, 53 arise from future production. For reference, cumulative CO2 emissions from fossil 
fuel usage are projected over this time period to be 1,700 Gt CO2 in the RCP-6.0 scenario and 760 Gt 
CO2 in the  RCP-2.6 scenario. The total radiative forcing from CFC and HCFCs and their HFC replace-
ments is projected to continue to increase gradually for the next decade or two. After that point, the 
ODS and HFC restrictions of the Montreal Protocol, if adhered to, ensure a continued decline in total 
RF from ODSs and their replacements through the rest of the century.
• Global warming potentials, global temperature change potentials, and ozone depletion potentials of hun-
dreds of HCFCs are presented, most for the first time in an assessment. This comprehensive assessment 
includes all the HCFCs listed under Annex C, Group I of the Montreal Protocol, many of which did not 
have estimated GWPs at the time of the signing of the Kigali Amendment.
Updates on impacts of climate gases and other processes on future stratospheric ozone
In this section, we summarize potentially important impacts on the future of the ozone layer that could result from 
anthropogenic activity not associated with ODS production or consumption and not controlled by the Montreal 
Protocol. As noted above, a major issue is that uncertainties in future changes in the ozone layer will be influenced 
more by uncertainties in CO2, CH4, and N2O levels than by uncertainties in the levels of ODSs, especially as we 
1 UNEP 2013. Drawing Down N2O to Protect Climate and the Ozone Layer. A UNEP Synthesis Report. United Nations Environment 
Programme (UNEP), Nairobi, Kenya.
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approach the 1980 values of EESC. Increases in greenhouse gas concentrations are predicted to lead to increases in 
upper-stratospheric ozone at all latitudes, with a more complex pattern of ozone changes in the lower stratosphere, 
including a decrease in low latitudes due to changes in dynamics and transport. These processes are discussed in 
detail in Chapters 3 and 4. Note that natural forces such as large explosive volcanic eruptions could also adversely 
affect ozone recovery over the next decade, while ODS levels remain high. 
• The wide range of possible future levels of CO2, CH4, and N2O represents an important limitation to making 
accurate projections of the ozone layer. Global mean warming as well as stratospheric cooling will drive 
ozone changes through both atmospheric circulation and chemistry. Future ozone levels depend on the 
path of greenhouse gas and aerosol emissions as well as the sensitivity of the climate system to these 
emissions. Future ODS atmospheric concentrations are more certain than atmospheric concentrations 
of climate forcing emissions, as long as there is adherence to the Montreal Protocol. This chapter con-
siders various climate scenarios, using the Representative Concentration Pathways (RCPs) adopted by 
the IPCC for its Fifth Assessment Report (AR5). The Paris Agreement, with a stated objective to limit 
globally averaged warming to less than 2°C, requires emissions closest to RCP-2.6, the lowest emission 
scenario of all the RCP scenarios. 
• Intentional long-term geoengineering applications  that substantially increase stratospheric aerosols to 
mitigate global warming by reflecting sunlight would alter stratospheric ozone. The estimated magnitudes 
and even the sign of ozone changes in some regions are uncertain because of the high sensitivity to vari-
ables such as the amount, altitude, geographic location and type of injection, and the halogen loading. 
An increase of stratospheric sulfate aerosol burden in amounts sufficient to substantially reduce global 
radiative forcing would delay the recovery of the Antarctic ozone hole. Much less is known about the 
effects on ozone from geoengineering solutions using non-sulfate aerosols.
• Rocket launches presently have a small effect on total stratospheric ozone (much less than 0.1%). Space 
industry developments indicate that rocket emissions may increase more significantly than reported in 
the previous Assessment. Their impacts will depend on rocket design (particularly the altitude of emis-
sions), launch vehicle sizes, launch rates, spaceport locations, and fuel types. Important gaps remain in 
understanding rocket emissions and their combined chemical, radiative, and dynamical impacts on the 
global stratosphere and in projections of launch rates. These gaps limit the confidence level of predic-
tions of present and future impacts of rocket emissions on stratospheric ozone and suggest periodic as-
sessments are warranted. The lifetime of the most important rocket emissions is limited, and the strato-
spheric accumulation of rocket-emitted black carbon and alumina particles varies in correspondence 
with global launch rates and altitude of emissions.
Update on other environmental impacts of Montreal Protocol gases
Here, we refer to all gases controlled under the Montreal Protocol and its various Amendments, including the Kigali 
Amendment, as Montreal Protocol Gases.
• There is increased confidence that trifluoroacetic acid (TFA) produced from degradation of HFCs, HCFCs, 
and HFOs will not harm the environment over the next few decades. This assessment is based on the cur-
rent estimates of future use of hydrocarbons, HCFCs, and HFOs. It is noteworthy that HFCs and HCFCs 
have atmospheric lifetimes long enough to globally distribute any TFA emissions, while HFOs have 
atmospheric lifetimes so short that TFA emissions are deposited near the point of emission. Periodic 
re-evaluation is prudent, given the uncertainties in the sources and sinks of TFA and because of its 
persistence in the environment.
Information for Policymakers | Chapter 6
6.5
Summary of the impacts of mitigation options and particular scenarios
Figure 6-1 (also Figure ES-9) shows what ozone and climate-relevant changes could be avoided if various ac-
tions were taken. These changes are shown as the differences in global total column ozone averaged over 2020–
2060 and in cumulative CO2-equivalent emissions over 2020–2060 relative to the baseline (A1) scenario (which 
includes the Kigali Amendment for HFCs). The options available to hasten the recovery of the ozone layer are 
limited, mostly because actions that could help significantly have already been taken.
 ○ For CFCs, halons, and HCFCs, the most effective mitigation option, not considering technical fea-
sibility, is expanded bank recapture and destruction; elimination of HCFC production starting in 
2020 would be somewhat less effective. 
 ○ For CH3Br, elimination of production for currently uncontrolled quarantine and pre-shipment 
(QPS) applications is shown. 
 ○ For CCl4, the impacts of total emissions elimination starting in 2020 are shown.  
 ○ For CH2Cl2, an uncontrolled ozone-depleting gas whose exact sources are unknown, we show that 
immediate emissions elimination would have a greater positive impact on total column ozone than 
total emissions elimination of CCl4.
 ○ For N2O, the impacts of the Concerted Mitigation average scenario from UNEP (2013) are shown, 
compared to the RCP-6.0 scenario. The Concerted Mitigation scenario was developed by averaging 
the four published mitigation scenarios (RCP-2.6, SRES B2, and scenarios 4 and 5 from Davidson, 
2012) that lead to lower N2O emissions in 2050 than were experienced in 2005.
 ○ For HFCs, the impact of a hypothetical complete global phaseout of production (excluding HFC-
23) starting in 2020 is shown. As discussed in Chapter 2, for this scenario the surface temperature 
contribution of the HFC emissions would stay below 0.02 °C for the entire 21st century and beyond.
Further detail on these options and scenarios is given in Section 6.4 and Table 6-5.
All the scenarios discussed above hasten the ozone layer recovery (CFCs, halons, HCFCs, CH3Br, CCl4, CH2Cl2 
and N2O) and reduce warming (HFCs, CFCs, halons, HCFCs, CCl4, and N2O). An additional scenario for emis-
sions that may result from a violation of the Montreal Protocol is shown, namely continuing unexplained emis-
sions of CFC-11 at 67 Gg yr −1, which is the average calculated annual emission from atmospheric concentration 
observations over 2002–2016. This scenario leads to more ozone depletion and climate warming. Avoiding this 
scenario would have a larger positive impact on future ozone than any of the other mitigation options consid-
ered here.
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Figure 6-1. Ozone and climate-relevant impacts of alternative future scenarios compared with the base-
line scenario. The climate-relevant metric is chosen to be the integrated GWP-weighted emission from 
2020 to 2060, and the ozone-relevant metric is the percentage change in total column ozone averaged 
over 2020 to 2060. A decrease in total ozone and an increase in GWP-weighted emissions occur when 
future emissions are higher than in the baseline scenario for the compounds considered. Numerical val-
ues of these changes are shown in Table 6-5.
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6.1 INTRODUCTION
The World Meteorological Organization (WMO) 
Ozone Assessments have reported on the ozone layer 
and related processes since the 1980s. Since 1989, 
the Assessments have focused on reviewing progress 
of the control measures introduced under the 1987 
Montreal Protocol and its subsequent Amendments 
and adjustments. The Protocol is widely acknowl-
edged to have been highly successful, resulting in 
striking reductions in the total amount of ODSs in the 
atmosphere (see Chapter 1) and more recently in an 
upturn in upper-stratospheric ozone levels (Chapter 
3), giving confidence in the projections that ozone 
will recover sometime around mid-century at mid- 
latitudes and the Arctic, and somewhat later for the 
Antarctic. In addition, it was shown around a decade 
ago that the Montreal Protocol and its Amendments 
and adjustments had contributed more to climate 
change mitigation than any other existing interna-
tional agreement at that time (Velders et al., 2007). 
In this chapter, we focus on possible options and 
scenarios to aid policymakers in decisions related 
to protecting stratospheric ozone and minimizing 
effects on climate from ODS halocarbons and their 
replacements. As production and consumption of 
controlled ODSs have continued to decline, options 
for reducing their future emissions have become 
somewhat more limited but still exist and with sig-
nificant potential for ozone and climate protection. 
One potentially important new result is a slower 
decline in CFC-11 atmospheric concentrations than 
projected in the last Assessment; the implications of 
this result are discussed in Section 6.4. Also, growth 
in very short-lived substances, such as CH2Cl2, and 
other compounds not covered by the Protocol (e.g., 
N2O) could have important effects on the future evo-
lution of stratospheric ozone.
A major new development relating to policy is the 
Kigali Amendment to the Montreal Protocol, which 
introduces controls on HFCs. HFCs are replacement 
compounds that have only small effects on ozone 
depletion. However, many of these compounds in 
current commercial use are strong greenhouse gases 
and therefore affect climate. The Kigali Amendment 
comes into force on January 1, 2019, as it has now 
been ratified by the threshold 20 parties to the 
Montreal Protocol. This chapter summarizes the pro-
jected impacts of the Kigali Amendment on climate 
(which are discussed in detail in Chapter 2) and also 
examines some other processes and policies unrelated 
to Montreal Protocol gases, including impacts of pro-
posed stratospheric aerosol geoengineering interven-
tions that might alter stratospheric ozone. 
6.1.1 Summary of Findings from the 
Previous Ozone Assessment
Chapter 5 of the previous Assessment evaluated the 
impacts of various hypothetical policy options for 
reducing future emissions of ODSs, including elimi-
nation of production and bank recapture and destruc-
tion (Harris and Wuebbles et al., 2014). Updates to 
Ozone Depletion Potentials (ODPs), Global Warming 
Potentials (GWPs) and, for the first time in an Ozone 
Assessment, Global Temperature change Potentials 
(GTPs), were also presented. The main findings were
• Emissions from the 2015 ODS banks through 
to 2050 were projected to lead to greater future 
ozone depletion and climate forcing than those 
caused by future ODS production. Halon banks 
were projected to contribute most to ozone deple-
tion, while CFC and HCFC banks were expected 
to contribute most in terms of GWP-weighted 
emissions. 
• The impact on the recovery of stratospheric ozone 
of further policy actions on ODSs that had already 
been controlled was becoming smaller, but if all 
ODS emissions ceased (including from banks), 
then the return to 1980 mid-latitude equivalent 
effective stratospheric chlorine (EESC) values 
would be brought forward by about 11 years from 
the baseline scenario of 2047. 
• Global ozone was expected to increase to above 
pre-1980 levels due to future projected increases 
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in carbon dioxide (CO2) and methane (CH4), 
which act to increase globally averaged ozone.
• Future CCl4 emissions remained more uncertain 
than for other ODSs due to incomplete under-
standing of the current budget—with likely miss-
ing source(s)—but were expected to remain an 
important factor in the evolution of EESC. 
• There was still insufficient research available to 
confidently compare the options of mitigating 
emissions of anthropogenic very short-lived sub-
stances (VSLSs) with those of the longer-lived 
ODSs, but VSLSs were expected to play a rel-
atively larger role in future ozone depletion if 
long-lived controlled halocarbons followed their 
projected decline.
• Quarantine and pre-shipment (QPS) uses of 
CH3Br—which are exempted uses not controlled 
by the Montreal Protocol—constituted an annu-
al consumption that was larger than that from 
uses controlled by the Protocol. The elimination 
of future emissions from QPS uses would have 
brought forward the date of EESC return to 1980 
levels by 1.1 years relative to the baseline scenario. 
• The direct radiative forcing (RF) from ODS halo-
carbons (CFCs, halons, and HCFCs) in 2014 was 
about 0.33 W m−2 and near its expected peak. The 
RF was projected to decrease to about 0.20 W 
m−2 by 2050 and to near 0.10 W m−2 by 2100, as-
suming continued compliance with the Montreal 
Protocol. 
• While HFCs constituted less than 1% of the RF on 
climate (0.02 W m−2), if the mix of HFCs remained 
unchanged, increasing demand would have im-
plied a radiative forcing for HFCs as high as 0.4 
W m−2 by 2050. Replacement of the current mix 
of high-GWP HFCs with low-GWP compounds 
was projected to have the potential to lead to a de-
crease in the projected RF possibly by as much as 
0.07 W m−2 by 2030 relative to the baseline scenar-
io. HFC banks were also stated to be an important 
consideration when estimating the impact of HFC 
mitigation on future climate change. 
• If (hypothetical) geoengineering of the climate 
system via anthropogenic increases of strato-
spheric sulfate aerosols were to occur within the 
next few decades, it could deplete stratospheric 
ozone, with the largest effects in the polar regions, 
although quantitative studies were limited. 
Since the last Assessment, in addition to peer-re-
viewed publications, several reports have addressed 
topics of direct interest for this chapter: 
• The SPARC report, Solving the Mystery of Carbon 
Tetrachloride (SPARC, 2016). This report iden-
tifies four specific emission pathways for CCl4, 
which have not been well quantified by previous 
Ozone Assessments, and shows that these path-
ways, combined with revised lifetime estimates 
for CCl4, result in a reduced discrepancy between 
known atmospheric sources and sinks. These path-
ways are (1) fugitive emissions from incineration, 
feedstock usage, and process agents; (2) unreport-
ed non-feedstock emissions during production 
of chlorinated methanes and perchloroethylene; 
(3) unreported inadvertent emissions during the 
production and use of chlorine gas; and (4) legacy 
emissions from contaminated land areas.
• Reports produced by the UNEP Technology 
and Economic Assessment Panel (TEAP). These 
reports continue to assess the technological 
and economic possibilities for phasing in com-
mercially available replacements for ODSs (e.g., 
UNEP, 2016). This provides key information on 
the technical feasibility of scenarios considered in 
this chapter that assume reductions in future pro-
duction or the capture and destruction of banks. 
6.1.2 Key Issues to Be Addressed 
in This Assessment
The majority of this chapter is dedicated to assessing 
the potential future impacts of a number of ozone-rel-
evant processes and activities on ozone depletion 
and climate forcing, in order to aid policy decisions 
regarding stratospheric ozone protection and relat-
ed climate issues. Simple, well-established metrics 
are used to provide information about the effect 
of emissions from human activity on stratospher-
ic ozone and climate. Ozone metrics include Ozone 
Depletion Potentials (ODPs) and equivalent effec-
tive stratospheric chlorine (EESC). Climate metrics 
used are Global Warming Potentials (GWPs), Global 
Temperature change Potentials (GTPs), and radiative 
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forcing (RF). GWPs and GTPs are presented for an 
extensive set of less common HCFCs for the first time 
and are updated for other HCFCs and HFCs in Group 
I of Annexes A, C, and F of the Kigali Amendment. 
New ozone and climate metrics for short-lived halo-
olefins, which are characterized by very small ODPs, 
GWPs, and GTPs, are also reported. 
New scenarios that incorporate previously reported 
bottom-up bank estimates, the latest ODS mixing 
ratio observations, and reported production are gen-
erated in this chapter, and the potential impacts on fu-
ture ozone depletion and climate forcing are calculat-
ed. These scenarios investigate effects of hypothetical 
changes in emissions and are illustrative of potential 
mitigation actions. For the first time, projections of 
an anthropogenic VSLS (CH2Cl2) are incorporated 
into these scenarios. The impact of future HFC abun-
dances on climate forcing, with regard to the Kigali 
Amendment (Section 6.2.1.2), is also assessed, using 
the scenarios presented in Chapter 2. 
Consistent with Chapters 3 and 4 in this Assessment 
in their analyses of future projections of ozone, we use 
the Representative Concentration Pathway (RCP) 6.0 
scenario (IPCC, 2013) as the baseline emission sce-
nario for CO2, CH4, and N2O. The sensitivity of the 
projected impacts of these greenhouse gases on strato-
spheric ozone is investigated by additionally using the 
RCP2.6, RCP4.5, and RCP8.5 scenarios. Our primary 
reason for using a variety of future greenhouse gas 
(GHG) scenarios is to assess the range of ozone im-
pacts of the compounds relative to those controlled 
under the Montreal Protocol. The RCP2.6 scenario is 
the one that most closely complies with the stated goal 
of the Paris Agreement to hold “the increase in the 
global average temperature to well below 2°C above 
pre-industrial levels and pursuing efforts to limit the 
temperature increase to 1.5°C above preindustrial 
levels” (IPCC, 2013a). It should be noted that a new 
group of scenarios (Shared Socioeconomic Pathways, 
or SSPs) has recently been developed. The SSPs are 
based on alternative socioeconomic projections that 
could arise from plausible major global developments 
(O’Neill et al., 2017; Riahi et al., 2017). This new sce-
nario framework, established by the climate change 
research community, will be used for the new gener-
ation of earth system models as part of the Coupled 
Model Intercomparison Project Phase 6 (CMIP6). 
Here, in common with the rest of this Assessment, we 
use the RCP scenarios that were adopted by the IPCC 
for its Fifth Assessment Report (IPCC, 2013b).
In common with previous Assessments, this chap-
ter also assesses some other potential influences on 
stratospheric ozone that do not involve the emission 
of chlorine- and bromine-containing source gases, 
including deliberate climate intervention and rockets. 
Here, and elsewhere in the chapter, key gaps in our 
understanding that prevent a firm assessment of fu-
ture ozone levels are identified.
6.2 ISSUES OF POTENTIAL 
 IMPORTANCE TO  STRATOSPHERIC 
OZONE AND CLIMATE
6.2.1 Halocarbons Controlled Under 
the Montreal Protocol 
Implementation of the Montreal Protocol controls 
has resulted in significantly lower EESC than would 
otherwise have occurred (WMO, 2014, and preced-
ing reports) as well as significant reductions in radia-
tive forcing of climate change. The majority of ODSs 
that were originally controlled under the Montreal 
Protocol are now declining in the atmosphere. The at-
mospheric abundance of CFCs has declined substan-
tially (Chapter 1) mainly due to their substitution by 
HCFCs, HFCs, and not-in-kind (NIK) solutions in-
cluding non-fluorinated compounds; although some 
CFCs, notably CFC-11, have not dropped as quickly 
as expected over the last few years, and the reasons 
for this are not well understood. The observed rate of 
decline of atmospheric CCl4 also remains slower than 
predicted, and there is new understanding of potential 
additional sources that include by-product emissions 
from chloromethane and perchloroethylene plants, 
although a discrepancy between sources and sinks 
still exists. Section 6.4 discusses the implications of 
these uncertainties on future EESC. 
Atmospheric CH3Br results from both natural and an-
thropogenic emissions, the latter mainly from its use 
as a fumigant. The atmospheric abundance of CH3Br 
has continued to decline, most likely due to the phase-
out (completed in 2015) of controlled industrial pro-
duction and consumption (Chapter 1). Critical use 
exemptions (CUEs) for the controlled uses, applied for 
by developed countries since 2005 and by developing 
countries since 2015, have declined dramatically from 
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their peak in 2005 of 21.8 Gg yr−1 and now represent 
only a small fraction (<10% or 0.7 Gg) of annual use 
of CH3Br. Quarantine and pre-shipment (QPS) uses 
of CH3Br, which are not controlled by the Montreal 
Protocol, have remained relatively stable over the last 
decade and in 2016 constituted an annual consump-
tion of 8.4 Gg.
HCFCs, which are transitional replacement com-
pounds, are still increasing in the atmosphere, al-
though growth rates have slowed in response to their 
phaseout schedules, which were established first in 
1992 with an accelerated phaseout established in 2007 
(Harris and Wuebbles et al., 2014). In non–Article 
5 countries, HCFC production started decreasing 
around 2000, well before the phaseout schedule 
started in 2004, whereas the production of HCFCs 
in Article 5 parties continued to rise until 2012 and 
started decreasing just when the phaseout schedule 
went into effect in 2013 (UNEP, 2017). The consump-
tion of HCFCs in Asia in Article 5 parties in 2015 
accounts for the majority of global consumption at 
around 70%. Thus, for achieving further global HCFC 
emissions reductions, complying with or even accel-
erating the earlier phaseout schedule (by promoting 
the replacement of HCFCs by low-GWP fluorinated 
compounds or non-fluorinated compounds and other 
NIK solutions) in Asia plays an important role in re-
ducing future HCFC emissions. An important source 
of emissions not controlled by the Montreal Protocol 
is emissions from banked ODSs, mainly from uses 
such as refrigerants and foams. If no further policy 
actions for banked ODSs are considered in Article 
5 parties, especially in Asia, emissions from banked 
HCFCs will become larger than those of banked CFCs 
(Daniel et al., 2011). Thus, banked HCFCs will be a 
major source of both ODSs and climate emissions in 
the coming decades. Effective measures for reducing 
emissions from banked HCFCs are recovery and de-
struction from banked ODSs when equipment that 
uses refrigerants and foams is disposed, together with 
appropriate management for reducing leakage during 
the operation of such equipment (Box 5-1 of Harris 
and Wuebbles et al., 2014). In Section 6.4 we discuss 
the effect on future EESC and ozone of policy options 
that include reducing HCFC leakage by bank recap-
ture and destruction and eliminating production of 
HCFCs. 
Halons are particularly important to ozone depletion 
because they contain bromine, which is roughly 60 
times more effective at depleting ozone than chlorine. 
However, because of their smaller atmospheric con-
centrations, halons influence climate to a much small-
er degree than other ODSs such as CFCs, HCFCs, and 
CCl4. In Harris and Wuebbles et al. (2014), future 
leakage of halons from their banks was found to be 
the largest contributor to ozone depletion through 
to 2050. While, for the Assessments, we assume that 
bank capture is 100% effective, in reality the acces-
sibility and profitability of the various banks are im-
portant factors in destroying emissions; for example, 
halon bank capture from fire-fighting equipment for 
use in new aircraft where alternatives are not available 
is generally much more cost effective than CFC and 
HCFC bank capture from foams used in home insula-
tion where alternatives are widely available. 
6.2.1.1 replaCement CompoundS 
The reduction in ODS emissions has occurred as a 
result of NIK technology; containment, recovery, and 
recycling actions; and replacement by compounds 
that do not have significant ODPs. Examples of NIK 
technology include mechanical pumps or hydrocar-
bons to replace ODS propellants in consumer and 
commercial applications, CO2 or hydrocarbons to 
replace ODSs in foam-blowing applications, and am-
monia in industrial refrigeration. Ammonia and the 
hydrocarbons used (ethane, propane, and butane) 
do not have any significant impact on stratospheric 
ozone or radiative forcing of climate change. Of the 
in-kind replacement compounds, HFCs are by far 
the most important (for climate; they are non-ozone 
depleting), with HFC-134a accounting for the ma-
jority of HFC production, emissions, atmospheric 
concentration, and radiative forcing (see Chapter 
2). Oxygenated compounds (e.g., hydrofluoroethers) 
have found use in niche applications. The decreased 
use of CFCs, and now HCFCs, has resulted in in-
creased HFC use, particularly in the refrigeration 
and air conditioning sectors and, to a lesser degree, 
in the foam and fire protection sectors. Annual global 
production of CFCs peaked in the late 1980s (UNEP, 
2017), HCFC production peaked in the late 2000s 
(UNEP, 2017), and HFC production and emissions 
continue to increase (McCulloch and Midgley, 2001; 
Velders et al., 2015a) (see also Chapters 1 and 2). As 
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will be discussed in Section 6.2.6, the atmospheric 
degradation of HFCs neither contributes significantly 
to tropospheric ozone formation nor yields products 
that pose a significant known risk to human or eco-
system health.  
HFCs typically have lower GWPs than the CFCs and 
HCFCs they have replaced. Yet, some HFCs such as 
HFC-23 (GWP =12,400), HFC-143a (GWP = 3,170), 
and HFC-125 (GWP = 4,800), and to a lesser extent 
HFC-134a (GWP = 1,300), have high GWPs. While 
the current contribution of HFCs to radiative forcing 
of climate is small at approximately 0.02 W m− 2 (see 
Chapter 2), the potential future growth in the emis-
sions of high-GWP HFCs has given rise to concerns 
about their possible future climate impact (UNEP, 
2011; Velders et al., 2009; Velders et al., 2015b; Velders 
et al., 2012; WMO, 2011; 2014; Wuebbles et al., 
2013) and to the Kigali Amendment of the Montreal 
Protocol discussed in the next section.
To minimize ozone layer depletion and have minimal 
impact on climate, ODS replacements need to have 
low ODPs and low GWPs. Meeting such conditions 
requires replacement compounds to not contain chlo-
rine or bromine, have short lifetimes, and/or have 
weak infrared (IR) absorption cross-sections. 
Halogenated alkenes (halogenated olefins, HFOs) such 
as HFO-1234yf, HFO-1234ze(E), HCFO-1233zd(Z), 
and HCFO-1233zd(E) are commercially important 
short-lived replacement compounds (Brown, 2009; 
Burkholder et al., 2015; Wallington et al., 2010; 2017). 
Members of this class of compounds have low ODPs 
and GWPs (Appendix A) and have been developed 
for use as refrigerants, aerosol propellants, degreasing 
agents, and foam-blowing agents (Burkholder et al., 
2015; Wallington et al., 2017). HFOs can be used on 
their own or as blends with HFCs. A number of other 
short-lived compounds have also been proposed as 
replacements for long-lived ODSs and HFCs (see 
Chapter 1).
The energy efficiency of the equipment used can also 
be very important to the indirect impact of replace-
ment compounds on climate forcing. In fact, for some 
applications, the indirect impact on climate through 
energy efficiency can be far more important than the 
direct impact through emissions of the gas itself, as 
discussed below and in Chapter 2. 
6.2.1.2 kigali amendment 
The Kigali Amendment comes into force on January 
1, 2019, as it has now been ratified by the threshold 
20 parties to the Montreal Protocol. Under Annex F, 
it includes 18 controlled HFC substances and forms a 
framework of regulations in 4 country groupings; the 
main non–Article 5 (non-A5) parties, other non-A5 
parties, Group I A5 parties, and Group II A5 parties. 
It subsumes all current policies for HFCs. Unlike the 
current restriction of ODSs listed in the Montreal 
Protocol, rather than aim for a complete phaseout, 
the amendment aims to achieve 80–85% phaseout of 
production and consumption of HFCs compared to 
baseline levels. The amendment aims to implement 
the phasedown of HFC production and consumption 
starting in 2019 for most developed countries, in 2024 
for most developing countries, and in 2028 for some 
developing countries. The Amendment also mandates 
that HFC-23 emissions should be destroyed to the ex-
tent practicable by all countries. 
The Kigali Amendment will significantly limit the fu-
ture production and consumption of HFCs. Under the 
current control measures, emissions of HFCs are pro-
jected to peak around 2035, about a decade after the 
peak in global production and consumption, due to 
gradual emissions from refrigeration and air-condi-
tioning equipment (so-called banks). The HFC bank, 
therefore, represents a substantial source of emissions 
and radiative forcing after production is phased down 
(Velders et al., 2014). Emissions of HFC-23 (formed as 
a by-product of HCFC-22 manufacture, see Section 
6.2.1.3) should also be significantly limited. The con-
tribution of HFCs (excluding HFC-23) to the global 
average surface temperature change is projected to 
reach a maximum—assuming compliance with the 
Kigali Amendment—of around 0.07°C by 2060, after 
which it decreases slowly to about 0.06°C by 2100 
(Chapter 2). Without Kigali, surface temperature 
warming from HFCs might have been as high as 0.3°–
0.5°C by 2100 (Chapter 2).  Of course, adjustments 
to the HFC control schedules analogous to historical 
adjustments to the ODS control schedules could sub-
stantially reduce the climate impact.
The Kigali Amendment regulations mandate not only 
different phasedown schedules of production and 
consumption (for the different country groupings) 
but also different settings of base year and baseline 
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expressed in CO2 equivalents. The baselines in non-
A5 parties are set based on historical data of HFCs 
(2011–2013) plus 15% of the baseline consumption of 
HCFCs, whereas the baselines in A5 parties are set at 
the average amounts of HFCs from 2020 to 2022 in 
Group I countries, and the average amounts of HFCs 
from 2024 to 2026 in Group II countries, plus 15% of 
the baseline consumption of HCFCs for both groups 
(Chapter 2, Table 2-3). Thus, the effects of emissions 
reductions due to the Kigali Amendment will depend 
on the levels of baseline consumption in A5 parties 
even before the phasedown schedule starts, which 
in turn depends on incentives to reduce the con-
sumption of HFCs and promote the replacement to 
non-fluorinated compounds.  
Options are available to accelerate the phasedown 
schedule and provide additional avoided GWP-
weighted emissions of HFCs, including use of tech-
nologically feasible low-GWP alternatives in place of 
high-GWP HFCs in refrigeration and air- conditioning 
equipment during the phasedown (Xu et al., 2013). 
Additional benefits of the Kigali Amendment could be 
gained via the development of more energy-efficient 
equipment that uses these low-GWP replacements, 
since the CO2 emissions resulting from the energy 
used by the equipment are important contributors to 
the total climate impact related to refrigerant use (e.g., 
Shah et al., 2015). 
6.2.1.3 hfC-23 
HFC-23 is formed as a by-product at the reactor stage 
of the manufacture of HCFC-22. Atmospheric emis-
sions can be avoided if HCFC-22 production is man-
aged for better containment and if the HFC-23 is incin-
erated. Incineration projects in developing countries 
have been supported through the Clean Development 
Mechanism (CDM) of the Kyoto Protocol (http://
cdm.unfccc.int), allowing a significant fraction of 
the HFC-23 produced in HCFC-22 facilities to be 
incinerated during the period 2006–2013. Despite 
these mitigation efforts, there has been a resurgence 
in emissions since 2009 (Rigby et al., 2014), with 
emissions in 2013–2015 similar to or slightly higher 
than in 2006, when CDM-facilitated destruction had 
yet to be fully implemented (Simmonds et al., 2018). 
This increase in emissions is attributed mainly to the 
fact that no new CDM projects were awarded after 
2009, while HCFC-22 production for feedstock use in 
non–Annex 1 countries (mainly China) was increas-
ing, including from plants that did not have abatement 
technology (Fang et al., 2014; Simmonds et al., 2018). 
The Montreal Protocol regulates for dispersive uses of 
HCFC-22 (such as refrigerants and foams), which are 
being reduced. However, around half of the current 
production of HCFC-22 is for feedstock uses (Miller 
et al., 2010; WMO, 2014) (such as fluorine-contained 
resin and components of sophisticated technologies), 
which are uncontrolled. Total HCFC-22 production 
increased rapidly in the past few decades but has re-
cently stabilized (Miller et al., 2010), showing that 
expansion of feedstock use has not matched the de-
crease in emissive uses and indeed also appears to 
have stabilized over the last few years.
The Kigali Amendment mandates all HCFC-22 pro-
ducing facilities to collect and destroy the emitted 
HFC-23 by-product “to the extent practicable,” al-
though reduction schedules and frameworks are still 
under discussion. The emission reductions can be 
gained for most developing countries because many 
companies set up destruction facilities under the 
CDM. However, although the incremental cost of 
HFC-23 destruction is far less than the price paid by 
the CDM, the cost for renewal of the destruction fa-
cilities and operating the incineration may be an issue 
for some developing countries. In summary, emis-
sions of HFC-23 are expected to be reduced under 
the full implementation of the Kigali Amendment, 
assuming declines mandated by the Protocol outpace 
any increases in HCFC-22 production. However, the 
future trajectory of HFC-23 emissions is uncertain 
and depends on the amount of HCFC-22 produced, 
the efficiency of avoiding unwanted HFC-23 by- 
products, and whether the amount of HFC-23 incin-
erated increases or decreases. 
6.2.2 Breakdown Products
The atmospheric degradation of HCFCs, HFCs, and 
HFOs is initiated by reaction with OH radicals leading 
to the formation of halogenated carbonyl compounds, 
which undergo further oxidation to yield HF, HCl, 
CO2, and, in some cases, trifluoroacetic acid (TFA) 
(Burkholder et al., 2015; Calvert et al., 2008; IPCC/
TEAP, 2005; Wallington et al., 1994; WMO, 2011, 
2014). The photochemical ozone creation potentials 
of HCFCs, HFCs, and HFOs are very small, and 
tropospheric ozone formation resulting from their 
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degradation is of negligible importance (Hayman and 
Derwent, 1997; Luecken et al., 2010; Wallington et 
al., 2015; WMO, 2011, 2014). The additional burden 
of HF, HCl, and CO2 at the concentrations expected 
from atmospheric degradation of HCFCs, HFCs, and 
HFOs is of no consequence. 
TFA is a product of the atmospheric degradation of 
HCFC-123 and several commercially important ODS 
replacement compounds such as HFC-134a, HFO-
1234yf, and HFC-227ea. HFO-1234yf has five times 
the TFA breakdown products than the HFC-134a it re-
places in mobile air conditioners. TFA is a ubiquitous 
natural component of the hydrosphere, with many 
sources beyond the halocarbons controlled under 
the Montreal Protocol (e.g., Scheurer et al., 2017). It 
is present in ocean water, even at great depths and in 
remote locations, at a concentration of approximately 
200 ng /l (Solomon et al., 2016). In surface freshwater, 
TFA levels are typically 10–300 ng l−1. TFA is stable in 
the environment and accumulates in terminal water 
bodies such as salt lakes. TFA levels in the Dead Sea 
have been reported to be 6,400 ng l−1 (Boutonnet et al., 
1999). Currently, the oxidation of HFC-134a makes 
the largest contribution from ODS replacements to 
TFA formation. The global background atmospheric 
concentration of HFC-134a is approximately 100 ppt. 
Assuming a 7–20% molar yield of TFA (Wallington 
et al., 1996), rainout as the sole atmospheric fate of 
TFA, and annual global precipitation of 5 x 1017 liters 
Warneck and Williams (2012) give an estimate of 
20–50 ng l−1 for the current average TFA concentra-
tion in global precipitation resulting from HFC-134a 
degradation. Local concentrations will be higher or 
lower than the global average depending on local pre-
cipitation volumes and photochemical activity. The 
concentrations of TFA observed in rainwater typically 
substantially exceed those that can be accounted for 
by HFC-134a degradation, indicating the presence 
of significant sources other than HFC degradation 
(Frank et al., 1996; McCulloch and Lindley, 2003; 
Wu et al., 2014a, b). HFC-134a is currently being re-
placed by HFO-1234yf in applications such as mobile 
air conditioners. HFO-1234yf has a higher, 100%, 
molar TFA yield and degrades more rapidly and clos-
er to its emission sources than HFC-134a with 20% 
molar TFA yield. Luecken et al. (2010), Russell et al. 
(2012), Henne et al. (2012), Kazil et al. (2014), and 
Wang et al. (2018) have estimated TFA concentrations 
in rainwater resulting from future use of HFO-1234yf 
and report similar findings. Average concentrations in 
rainwater are projected to be of the order of 1,000 ng 
l−1. Regions with lower rainfall have higher concen-
trations but lower total deposition. Increases in TFA 
levels in terminal water bodies in North America of 
1,000–15,000 ng l−1 with a maximum of 200,000 ng l−1 
in the Sonoran Desert were projected in a modeling 
study of 50 years of future HFO-1234yf use (Russell 
et al., 2012).
It has been shown recently that the reaction of Criegee 
intermediates with TFA in the gas phase is extremely 
rapid (Chhantyal-Pun et al., 2017). Criegee interme-
diates are present in the atmosphere as a result of the 
reaction of ozone with alkenes and play an import-
ant role in atmospheric chemistry over landmasses 
with vegetation, where biogenic emissions of alkenes 
(e.g., isoprene and terpenes) are significant and ozone 
is available.  Reactive loss of TFA via reaction with 
Criegee intermediates could be an important loss 
mechanism for TFA, and it has not been accounted for 
in atmospheric models of TFA deposition. Inclusion 
of this new gas-phase chemistry in atmospheric 
models could decrease the projected deposition of 
TFA over landmasses (by as much as a factor of two) 
(Chhantyal-Pun et al., 2017).
The effects of TFA on human and ecosystem health 
resulting from the use of compounds regulated 
under the Montreal Protocol have been assessed by 
Solomon et al. (2016). Mammals are insensitive to 
TFA (Boutonnet et al., 1999), and plants and other 
animals have a high tolerance to TFA. Solomon et al. 
(2016) tested a worst-case scenario with upper-limit 
TFA levels estimated for the future use of HFC-134a, 
HFO-1234yf, HFC-143a, and HFC-227ea through the 
year 2050 and selecting the most sensitive biological 
endpoints for different species. The no-observed-ef-
fect-concentrations for aquatic organisms considered 
by Solomon et al. (2016) were in the range 3 x 107–2.4 
x 109 ng l−1, with an outlier at 1.2 x 105 ng l−1. Risks 
for humans, terrestrial vertebrates, plants exposed via 
soil, and aquatic plants and animals were assessed to 
be de minimis (Solomon et al., 2016). Risks for or-
ganisms in salt lakes and playas were not assessed 
because there are no data on the toxicity of TFA for 
such organisms. It was noted that future increases 
in TFA levels resulting from ODS replacement deg-
radation in salt lakes will be small compared to the 
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existing burden of other natural salts in such locations 
(Solomon et al., 2016). The large body of published 
field measurements, toxicological studies, modeling 
studies, and environmental assessments point to a 
clear conclusion: The current and estimated future 
concentrations of TFA and its salts resulting from 
degradation of HCFCs, HFCs, and HFOs do not pose 
any known significant risk to human or ecosystem 
health (Solomon et al., 2016).
6.2.3 Very Short-Lived Substances (VSLSs; 
Biogenic and Anthropogenic)
VSLSs have not been controlled by the Montreal 
Protocol since it has been mistakenly assumed they 
have a negligible impact on stratospheric ozone due 
to their short atmospheric lifetimes and/or because 
they are dominated by biogenic sources. Previous 
Assessments had considered n-propyl bromide as an 
ODS with a latitude-dependent ODP. Since the last 
Assessment, a number of new studies predict a signif-
icant impact of VSLSs on ozone as discussed below. 
Chlorinated VSLSs are predominantly anthropogenic 
in origin (Chapter 1). They currently contribute only 
a small fraction (<10%) to total stratospheric chlo-
rine but are becoming more relevant for stratospheric 
ozone due to increased emissions of CH2Cl2, which 
is used as an industrial solvent, as a blowing agent in 
the production of foam plastics, and as a feedstock 
or by-product in the production of other chemicals 
(Campbell and Shende, 2005; Simmonds et al., 2006). 
Surface concentrations have increased by around 8% 
(2.85 ppt) per year between 2004 and 2014 (Hossaini 
et al., 2017). Assuming this mean growth rate contin-
ues linearly, Hossaini et al. (2017) predict that CH2Cl2 
could delay the return of total lower stratospheric Cly 
to pre-1980 levels by 15–17 years, and by 2050, re-
duce annual mean ozone concentrations in the lower 
stratosphere by 6%—effects that are much larger than 
the influence of potentially eliminating future small 
levels of production or emission of CFCs and HCFCs. 
In Section 6.4 we examine the effects of eliminating 
emissions of CH2Cl2 on future ozone and the influ-
ence of different RCPs and varying OH levels on pro-
jections of the impact of CH2Cl2 on future ozone.  
Biogenic VSLSs—mainly CHBr3 and CH2Br2—ac-
count for an appreciable fraction (~30%) of total 
stratospheric bromine. The majority of CHBr3 and 
CH2Br2 emissions come from oceanic marine algae, 
mainly seaweeds (Carpenter and Liss, 2000). While 
most models currently assume fixed emissions or 
atmospheric mixing ratios of VSLS Br (Hossaini et 
al., 2016), oceanic emissions may undergo future 
climate-induced or other anthropogenically induced 
changes. Changes in surface winds and sea surface 
temperature and removal of sea ice would likely in-
crease the oceanic sea–air fluxes of VSLS Br (Tegtmeier 
et al., 2015; Falk et al., 2017); however, possible chang-
es in biological oceanic production are not sufficiently 
well understood. While currently believed to be small 
(Leedham et al., 2013), future anthropogenic emis-
sions of VSLS Br in the form of seaweed aquaculture 
have also been projected to substantially increase 
over the next years, particularly from Southeast Asia 
(Radulovich et al., 2015; WMO, 2014). The ODPs of 
VSLSs are highly sensitive to growing emissions in 
this region (e.g., Tegtmeier et al., 2015). 
The effectiveness of both brominated and chlorinated 
VSLSs as ODSs depends not only on their emissions 
but also on chemical processing and the strength 
and location of convective transport (Chapter 1). In 
addition, the phaseout of the long-lived chlorinated 
source gases under the Montreal Protocol and the 
resulting decline in stratospheric chlorine mean that 
bromine-mediated O3 destruction via the BrO + ClO 
catalytic cycle will decrease over the 21st century. 
However, there is not currently a consensus on wheth-
er the combination of these factors causes a delay in 
the return of Antarctic ozone to pre-1980 levels due to 
bromine VSLS. Falk et al. (2017) find that changes in 
atmospheric chemistry and transport and a decrease 
of anthropogenic chlorine may result in a decrease 
in the total amount of stratospheric Bry VSLS and its 
impact on ozone during the 21st century, despite in-
creasing VSLS Br emissions. In contrast, Tegtmeier et 
al. (2015) project a 31% increase of the ODP-weighted 
emissions of CHBr3 by 2100, compared to present val-
ues under the RCP8.5 scenario, due to a larger convec-
tive updraft mass flux in the upper troposphere and 
increasing emissions, offset by less effective catalytic 
ozone destruction. Fernandez et al. (2017) find that 
VSLS Br chemistry affects the depth and duration of 
the Antarctic ozone hole and will dominate Antarctic 
ozone seasonality by 2100, but that its inclusion in 
a global model does not result in a significant delay 
to the modelled ozone return date to 1980 levels. 
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Conversely, Yang et al. (2014) and Oman et al. (2016) 
derived an increase of between 7 and 10 years in the 
return date when VSLS Br are included. 
In summary, emissions of VSLS Br from seaweed 
farming and from physical sea–air exchange may in-
crease in the future, but overall changes in VSLS Br 
emissions from these combined effects, along with 
potential climate-induced changes in natural oceanic 
production, are not known to any degree of certainty. 
Whether increased future VSLS Br emissions would 
actually lead to a delay in O3 recovery is also highly 
uncertain, with contrasting results due to structur-
al differences between models and internal model 
variability. 
Previous Assessments have concluded that iodine 
chemistry likely has a negligible role in determin-
ing levels of stratospheric ozone, based on available 
 remote-sensing measurements of iodine in the low-
ermost stratosphere. Saiz-Lopez et al. (2015) however 
calculate that significant levels of total reactive iodine, 
between two and five times larger than the currently 
assumed upper limits, can be injected into the strato-
sphere and exert an ODP similar to, or even larger 
than, that of VSLS Br. There are currently no projec-
tions of how iodinated VSLSs might affect the future 
evolution of the stratospheric ozone layer, although 
oceanic iodine emissions are predicted to have in-
creased over the 20th century due to increases in sur-
face ozone concentrations (Sherwen et al., 2017).
6.2.4 The Key Climate Gases: Carbon 
 Dioxide, Methane, and Nitrous Oxide 
The most important drivers of climate change over 
the last century are the well-mixed greenhouse gases 
(GHGs) carbon dioxide (CO2), methane (CH4), and 
nitrous oxide (N2O), with HFCs as a growing new 
threat to climate as a consequence of its widespread 
use as a transitional substitute for ODSs. With at-
mospheric lifetimes of a decade or more, these gases 
are circulated and mixed around the globe to yield 
small inter-hemispheric gradients. The atmospheric 
abundances and associated radiative forcings on cli-
mate from these gases have increased substantially in 
the industrial era (see Chapters 1, 3, and 5). Future 
changes in halogen concentrations will take place 
against the backdrop of the changes occurring in 
the climate and in the chemical and radiative effects 
of these GHGs. The Paris Agreement within the 
United Nations Framework Convention on Climate 
Change (UNFCCC) enhances previous UNFCCC 
targets for reducing overall climate forcing, starting 
in the year 2020, and aims to limit the global aver-
age temperature increase this century to well below 
2°C above preindustrial levels and to pursue efforts 
to limit the temperature increase to 1.5°C. Within the 
Agreement, each country determines its own con-
tribution towards the global goals, called Nationally 
Determined Contributions (NDCs). One key aspect 
for the Montreal Protocol is that the Paris Agreement 
does not give stringent guidance on the levels of the 
most important climate gases for stratospheric ozone, 
namely CH4 and N2O. Changing concentrations of 
CH4 and N2O can significantly affect the amounts of 
hydrogen oxides (HOx) and nitrogen oxides (NOx) 
concentrations in the stratosphere, which also affect 
the concentration and distribution of ozone. The NOx 
produced from dissociation of N2O decreases strato-
spheric ozone, while CH4 can lead to regions of net 
ozone production, particularly in the troposphere, 
and to regions of depletion, but in the global average 
leads to additional ozone. The continuing increase in 
the global CO2 concentration and, to a lesser degree, 
the increase in global CH4 concentration also have 
important effects on stratospheric ozone through 
cooling of the stratosphere, which slows the ozone 
chemical loss rates. The resulting climate change from 
increasing GHGs also strengthens the stratospheric 
Brewer–Dobson circulation (BDC), which will redis-
tribute ozone (see Chapter 5). 
Future ozone levels will be strongly dependent on the 
actual future emissions and concentrations of these 
climate gases. Once the NDCs of the major countries 
are available beyond the current estimates of 2030, 
going out to mid-century or beyond, it will be possible 
to better estimate the impact of the Paris Agreement 
on the future state of the ozone layer and also better 
determine the dates for the return of the ozone layer 
to its 1980 values. As shown in Rogelj et al. (2016), the 
initial NDCs do not hold globally averaged tempera-
ture increases below 2°C, and so further reductions 
in projected GHG emissions, with associated different 
impacts on stratospheric ozone, are expected if cli-
mate actions are taken to meet the Paris Agreement. 
Section 6.4 examines how the changing concen-
trations of these gases according to selected RCPs 
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adopted by the IPCC for its Fifth Assessment Report 
(IPCC, 2013b) could affect future changes in ozone 
relative to the changing emissions and concentrations 
of halogens. Of the RCPs, the RCP2.6 scenario is the 
closest one holding global temperature increase below 
2°C (IPCC, 2013a). 
6.2.5 Deliberate Climate Intervention
6.2.5.1 geoengineering via StratoSpheriC 
Sulfate aeroSol modifiCationS
Increasing the burden of stratospheric aerosols, also 
called stratospheric aerosol geoengineering, has been 
proposed as a method to increase the reflectivity of 
Earth’s atmosphere in order to counteract some effects 
of climate change. The most discussed application is 
using the continuous injection of SO2 (or H2SO4) into 
the tropical stratosphere. Despite similarities to short-
term impacts of volcanic eruptions, the impact of geo-
engineering strategies on the climate system would be 
different, since they would have to be applied over an 
extended period of time to continuously cool Earth’s 
surface. The increase in stratospheric aerosol surface 
area density (SAD) as a result of increasing sulfur in-
jections over a continuous time period would increase 
surface cooling, but it would also cause an increase 
in heterogeneous ozone loss cycles involving reactive 
chlorine (ClOx), bromine (BrOx), and hydrogen (HOx) 
(see Appendix 6A). On the other hand, the reduction 
of nitrogen oxides through increasing heterogeneous 
reactions (mostly important in the tropical mid- 
stratosphere) could actually increase ozone and coun-
teract a potential decrease in tropical column ozone 
as the result of projected increasing GHGs. These 
chemical effects of geoengineering on ozone would 
be reduced by the end of the 21st century because of 
the projected future decrease in ODSs and consequent 
halogen activation through heterogeneous reactions.
In addition to chemical changes, an increased strato-
spheric aerosol burden could also cause larger dy-
namical changes, including heating of the lower trop-
ical stratosphere and a speedup of the BDC, including 
changes in tracer transport towards high latitudes, 
which in part would counteract the change in ozone 
due to chemistry (Appendix 6A). For large injection 
amounts, this may even cause an increase in column 
ozone in the Northern Hemisphere (NH) winter 
mid-latitudes compared to a non-geoengineering 
scenario (Tilmes et al., 2018). Changes in tracer trans-
port and UV as a result of changes in column ozone 
and aerosol scatter may also increase tropospheric 
methane lifetime (Visioni et al., 2017b), may alter 
stratosphere-to-troposphere exchange of ozone and 
other tracers (Xia et al., 2017), and would weaken the 
tropospheric jet streams (Richter et al., 2018). The po-
tential heating of the tropopause may further cause a 
significant increase in stratospheric water vapor, im-
pacting radiation and chemistry.
Column ozone changes as the result of stratospher-
ic aerosol geoengineering therefore depends on the 
injection amount, timing (ODS loading), and injec-
tion strategy (influencing aerosol size and location; 
Appendix 6A). Relatively small and constant injec-
tions of 2.5–4 Tg S yr−1 between 2020 and 2070, which 
would result in 0.5°C of surface cooling, are calculated 
to lead to an approximately 4% reduction in the global 
stratospheric column ozone for 2020 and only 1% re-
duction by 2070 (Pitatry et al., 2014; Xia et al., 2017). 
Much larger injection amounts that would lead to a 
surface temperature cooling of around 2°C in 2040–
2050, based on a single model study, would result in 
reductions in column ozone of 28–40% in October 
over Southern Hemisphere (SH) high latitudes and 
8–18% for NH high latitudes in March, with varying 
values depending on the injection altitude (Tilmes et 
al., 2018). Injections closer to the tropopause cause a 
stronger dynamical response and could result in up 
to an 8% increase in column ozone in NH winter 
mid- and high latitudes. A single modeling transient 
simulation based on RCP8.5 greenhouse gas forcings 
with continuously increasing SO2 injections between 
2020 and 2099 and decreasing ODSs would result in 
approximately constant change in column ozone in 
high polar latitudes (20–23% in October over the SH 
and 10–12% in March over the NH polar latitudes) 
and slightly larger (3–5%) column ozone values com-
pared to non-geoengineering conditions for tropics 
and winter northern mid-latitudes by the end of the 
21st century (Richter et al., 2018).
Use of Other Aerosols
The use of high refractive index solid particles such 
as Al2O3, TiO2, and CaCO3 have been suggested as 
stratospheric aerosol geoengineering options with 
lower stratospheric heating and lower surface areas 
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for heterogeneous reactions than sulfate aerosols 
(Dykema et al., 2014; Keith et al., 2016). Limited heat-
ing in the stratosphere and reduced reactivity of the 
particles may change the dynamical response com-
pared to sulfate aerosols. Based on simple 2-D model 
simulations, Keith et al. (2016) estimate that a radia-
tive forcing of −1 W m− 2 achieved using stratospheric 
injection of CaCO3 particles could result in a 3.8% 
increase in global column ozone. Estimated aerosol 
properties and uptake rates still need to be confirmed 
by lab studies. Impacts on chemistry and dynamics 
in comprehensive earth system models have not been 
investigated.
6.2.5.2 geoengineering via Solar 
irradianCe reduCtion
Other geoengineering activities proposed to help 
counteract climate change via solar radiation man-
agement involve modifying Earth’s energy balance by 
Box 6-1. Stratospheric Aerosol Geoengineering
Climate geoengineering via reduction of incoming solar radiation is a strategy to deliberately mitigate some 
of the effects of anthropogenic global warming (Crutzen, 2006). Since it does not address the cause of climate 
change (the increase in greenhouse gases) it could be only a temporary solution to help reduce the worst 
impacts, including heat waves, floods, sea level rise, etc., until decarbonization has effectively stabilized the 
climate (Tilmes et al., 2016; Wigley, 2006). Stratospheric aerosol geoengineering is a proposed method to re-
flect incoming shortwave solar radiation to cool Earth’s surface, also called solar radiation management. The 
idea of this approach is to inject aerosols or gases that form aerosols (most studies have performed calcula-
tions for sulfur dioxide [SO2]) into the tropical stratosphere. These are distributed around the globe within 
approximately 1–2 months, similar to what has been observed after large volcanic eruptions. The continuous 
injection of SO2 or aerosols is assumed to form a persistent aerosol layer that achieves a certain amount 
of global cooling, with a cooling efficiency reaching up to 1°C per 10 TgSO2 yr−1 injections (Pierce et al., 
2011; Kravitz et al., 2018), although with potentially reduced efficiency with increasing injection amounts 
(Niemeier and Schmidt, 2017). Earth system models have a range of approximately a factor of three in the 
forcing efficiency per injection amount, which depends on the aerosol microphysical descriptions and radi-
ation scheme, as well as feedbacks including changes in ice clouds and assumptions regarding levels of other 
greenhouse gases (Visioni et al., 2017). There is large uncertainty in the regional impacts of stratospheric 
aerosol geoengineering. The following is a brief overview of currently known potential benefits, side effects, 
and risks (Robock, 2016).
Benefits: Earth system models have shown that globally averaged temperatures can be balanced (Kravitz et 
al., 2013), extreme temperatures and large precipitation events can be reduced (Curry et al., 2014), aridity 
can be reduced (Tilmes et al., 2016), and the melting of the Arctic sea ice can be significantly slowed or 
even reversed (Kravitz et al., 2017). The cooling of Earth’s surface via stratospheric aerosol geoengineering 
has potential positive impacts on air quality (Xia et al., 2017) and agriculture and crop yields (Pongratz et 
al., 2012). Limited investigation also suggests surface ozone levels could decline (Eastham et al., 2018; Xia 
et al., 2017), which would lead to health benefits. A potential decrease in column ozone may be beneficial 
if it counteracts the increasing column ozone above preindustrial levels from a projected super recovery. 
Strategically placed injections may reverse the shortening of the Quasi-Biennial Oscillation (QBO) period 
from increasing greenhouse gases in the future (Richter et al., 2018). Changes in direct to diffuse radiation 
ratio have been shown to be beneficial for plant growth and may have other benefits for the biosphere (Xia et 
al., 2016). The strong cooling potential of stratospheric aerosols would allow for a quick response to sudden 
climate changes, and the relatively short lifetime of stratospheric sulfate aerosols of about 2 years would 
allow for a phaseout of geoengineering in a short time if required. The approach would not largely change 
ocean acidification but may reduce the bleaching of coral reefs (Zhang et al., 2017).
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reflecting sunlight before it enters Earth’s atmosphere 
(e.g., Early, 1989; Seifritz, 1989; Angel, 2006). Recent 
model studies investigating the stratospheric response 
in the Geoengineering Model Intercomparison 
Project (GeoMIP) G1 experiment computed a glob-
al ozone increase of 2–8% throughout most of the 
stratosphere due to a 4% reduction in the total solar 
irradiance (TSI), with a global total column ozone in-
crease of 1.6% (Jackman and Fleming, 2014; Nowack 
et al., 2016). This resulted in up to a 20% reduction 
in local UV radiation, with potential adverse effects 
on life on Earth, including vitamin-D deficiency and 
an increase in tropospheric ozone. The main drivers 
of the ozone increase were reductions in atomic oxy-
gen and temperature caused by the 4% TSI decrease, 
which subsequently slowed the ozone photochemical 
loss rates. Reductions in stratospheric water vapor and 
atomic oxygen excited state, O(1D), also contributed 
to the ozone enhancement by decreasing odd hydro-
gen concentrations and therefore the HOx-ozone loss 
rates.
6.2.6 Other Potential  Influences 
on Stratospheric Ozone 
Emissions from Rockets 
Since WMO (2014), the orbital launch rate has in-
creased by about a factor of two (Doncaster et al., 2016; 
FAA, 2016). Recent developments suggest that rock-
et launches and emissions will continue to increase 
and possibly accelerate. New space systems, such as 
reusable and heavy-lift launch vehicles and commu-
nication satellite constellations using thousands of 
satellites in low earth orbit, have emerged (Klinkrad, 
2017; Pelton and Jacque, 2016). Maturation of these 
Box 6-1, continued. 
Side Effects: Models show that past or present-day climate conditions cannot be perfectly restored with geo-
engineering and that, depending on how it is implemented, it may lead to unintended side effects. Models 
agree that cooling Earth’s surface via shortwave radiation (as opposed to mitigating the heating caused 
by increased trapping of longwave radiation) slows the hydrological cycle, which leads to reductions in 
global precipitation (Tilmes et al., 2013). While the largest reductions occur over the oceans, this method 
may lead to a disruption of the monsoonal precipitation. Other side effects include significant heating in 
the tropical stratosphere, a substantial increase in stratospheric water vapor, a strengthening of the polar 
night jets, and a weakening of subtropical jets and tropospheric storm tracks (Tilmes et al., 2018; Richter 
et al., 2018). Changes in stratosphere–troposphere exchange may impact tropospheric ozone and methane 
lifetimes (Visioni et al., 2017b). Enhanced sulfur deposition resulting from injections was shown to be un-
important (Kravitz et al., 2009). Changes in stratospheric ozone, including the delay of the recovery of ozone 
at high altitudes and the potential increase of ozone for some regions and seasons, and changes in aerosols 
impact surface ultraviolet (UV) radiation. Substantial changes in UV, either increased or decreased from 
pre-ozone hole values, may be harmful for life on Earth. Further, potential side effects include changes in 
ocean currents, carbon budget, effects on land and ocean biosphere, energy production for solar generators, 
and visible astronomy. New strategies are being currently developed that aim to reduce some of these side 
effects (Kravitz et al., 2017).
Risks: Attempting to offset elevated global temperatures requires consistent injections until greenhouse 
gases are sufficiently reduced. Depending on the pathway, this approach may require hundreds of years 
of application (Tilmes et al., 2016). A sudden termination of such an application would lead to significant 
climate change within 10 years after the termination (Jones et al., 2013). Uncertainties regarding future 
climate change mean that the injection amounts may be higher than anticipated. There are other possible 
risks that are not included in the models, for example, impacts on the biosphere and continued sea level rise. 
Additionally, feedback processes might be larger than model predictions, and the current model parame-
terizations might not be correct in a “geo-engineered” world. Technical injection strategies have not been 
developed to date, and the required costs would depend on many factors (McClellan et al., 2012).
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systems ensures that launch emissions will increase 
in coming years. Detailed scenarios of future launch 
emissions based on known, likely, or speculative fu-
ture space transportation requirements have not been 
developed. 
Studies of the atmospheric impacts of rockets have 
primarily focused on stratospheric chemical per-
turbations associated with the various components 
of rocket engine emissions. In particular, ozone loss 
caused by solid rocket motors (ammonium perchlo-
rate oxidizer) occupies the greatest portion of the 
literature, as summarized in Harris and Wuebbles et 
al. (2014). Existing model predictions are necessarily 
incomplete, however, because they do not account for 
the several types of fuels used by the space industry or 
the rapid evolution in the global space launch indus-
try and because of the sparsity of new research using 
modern models that couple atmospheric radiation 
and chemistry. 
For several decades (1981–2011), the Space Shuttle 
was the largest single rocket emission source, and 
research focused on its solid rocket motor emissions. 
After the Space Shuttle ended service in 2011, solid 
rocket motor emissions from other launch vehicles 
(Ariane V, Vega, and others) have increased such that 
solid rocket motor emissions into the stratosphere (~4 
Gg yr−1) have remained nearly constant over the past 
decade. Global models (Voigt et al., 2013), using pre-
scribed HCl and alumina aerosol emissions, generally 
agree that as recently as a few years ago, solid rocket 
motor emissions produce a global total column ozone 
loss of about 0.03%, approximately equally parti-
tioned between HCl gas-phase reactions and alumina 
surface heterogeneous chlorine activation reactions. 
The alumina surface heterogeneous contribution is 
not well understood, however. Two microphysical 
parameters, acknowledged as poorly understood in 
Daniel et al. (2011), determine the magnitude of the 
alumina impact. These are (1) the size distribution of 
emitted alumina (specifically, the submicron mode 
mass fraction, which determines steady-state strato-
spheric alumina surface area density) and (2) the 
chlorine activation rate constant. Models have tend-
ed to adopt values representative of lower bounds for 
these parameters. Extrapolations of model results to 
parameter upper bounds suggest that alumina-related 
global ozone loss could be a factor of 10 larger than 
the widely assumed value of 0.03% (Voigt et al., 2013). 
No research has been done since WMO (2014) to 
conclusively eliminate the possibility of upper-bound 
submicron mass fraction or chlorine activation rate. 
Ross and Sheaffer (2014) considered the radiative 
effects of the black carbon (BC; i.e., “soot”) and alu-
mina aerosol components of rocket emissions and 
noted that coupling between radiative and chem-
ical impacts presents a potentially important path 
for ozone loss from rocket emissions. BC emissions 
from kerosene-fueled rockets have a relatively long 
stratospheric lifetime (~3 years) and accumulate in 
the upper stratosphere (Ross et al., 2010). This BC 
scatters and absorbs incoming solar radiation, possi-
bly increasing stratospheric temperatures and thereby 
accelerating the rate of ozone-destroying chemical re-
actions. Models of BC-based geoengineering (Kravitz 
et al., 2012) and limited nuclear exchanges (Mills et 
al., 2014) can be viewed as analogues to rocket BC 
emissions, though scaled up by orders of magnitude. 
Downward extrapolations using these models suggest 
that stratospheric heating in the present-day rocket 
BC accumulation (Ross et al., 2010) could produce 
global ozone loss comparable to that purely from 
chemical loss from solid rocket motors. The fraction 
of global launches using propellants that have a rela-
tively large BC emission index (mainly kerosene) has 
trended upward in recent years, increasing the steady-
state BC accumulation. Indirect ozone loss caused by 
stratospheric heating associated with rocket BC emis-
sions has yet to be studied using the required coupled 
chemistry and climate models. 
Larson et al. (2017) modeled the impact of 
 hydrogen-fueled rockets emitting only water vapor 
(typically, propellants emit ~400 g [H2O] per kg of 
fuel). They found global ozone loss from rocket H2O 
emissions to be three orders of magnitude less than 
from an equivalent emission from solid rocket mo-
tors. The present water vapor component of rocket 
emissions produces ozone loss less than 0.0001%. 
Even under the most expansive plausible launch 
growth scenario, ozone loss from hydrogen-fueled 
rockets does not become significant.
Larson et al. (2017) also examined ozone loss caused 
by spacecraft descent from orbit. Intense atmospheric 
heating in the mesospheric portion of the reentry cor-
ridor produces NOx, which while not directly emitted 
is a source arising from rocket activity. Larsen et al. 
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Table 6-1. Atmospheric lifetimes, fractional halogen release factors, and Ozone Depletion Potentials (ODPs) for 
long-lived halocarbons. In this Assessment, lifetimes are based on SPARC (2013) and SPARC (2016). Fractional 
release factors (mid-latitude conditions) used in this Assessment are from Newman et al. (2007), with ODPs cal-
culated using the fractional release values from Laube et al. (2013), shown in parentheses. Lifetime uncertainties 
are based on SPARC (2013) lifetimes as evaluated by Velders and Daniel (2014); the uncertainty associated with 
the CCl4 lifetime has not been updated for the revised lifetime and so is left blank. See Chapter 1 for further dis-
cussion on atmospheric lifetimes. 
Halocarbon Atmospheric Lifetime (years)
Fractional 
Release 
Factors
ODPs
WMO 
(2014)
This
Assessment
Lifetime 
Uncertainty 
(1σ)
WMO (2014) 
and this 
Assessment
This
Assessment
Recommendation
In 
Montreal 
Protocol
Annex A-I 
CFC-11 52 52 ±22% 0.47 1.0 1.0
CFC-12 102 102 ±15% 0.23 0.73 (0.81) 1.0
CFC-113 93 93 ±17% 0.29 0.81 (0.82) 0.8
CFC-114 189 189 ±12% 0.12 0.50 1.0
CFC-115 540 540 ±17% 0.04 0.26 0.6
Annex A-II 
halon-1301 72 72 ±13% 0.28 15.2 (19.0) 10.0
halon-1211 16 16 ±29% 0.62 6.9 (7.7) 3.0
halon-2402 28 28 ±19% 0.65 15.7 6.0
Annex B-II
CCl4 26 a 32 0.56 0.87 (0.87) 1.1
Annex B-III
CH3CCl3 5.0 b 5.0 b ±3% 0.67 0.14 (0.17) 0.1
Annex C-I
HCFC-22 12 12 ±16% 0.13 0.034 (0.024) 0.055
HCFC-123 1.3 1.3 0.02 c 0.02
HCFC-124 5.9 5.9 0.022 c 0.022
HCFC-141b 9.4 9.4 ±15% 0.34 0.102 (0.069) 0.11
HCFC-142b 18 18 ±14% 0.17 0.057 (0.023) 0.065
HCFC-225ca 1.9 1.9 0.025 c 0.025
HCFC-225cb 5.9 5.9 0.033 c 0.033
Annex E
CH3Br 0.8 d 0.8 d ±17% 0.60 0.57 0.6
Others
halon-1202 2.5 2.5 ±33% 0.62 1.7
CH3Cl 0.9 e 0.9 e ±18% 0.44 0.015
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(2017) modeled the NOx emission for spacecraft re-
turning from orbit, finding ozone column loss would 
not exceed 0.1% at a rate of 105 reentries per year. For 
comparison, the present reentry rate (including large 
space debris) is less than 102 per year so that current 
ozone loss from reentry NOx emissions is inferred to 
be less than 0.0001%. 
6.3 METRICS FOR CHANGES IN 
OZONE AND CLIMATE
6.3.1 Metrics for Changes in Ozone 
The two primary metrics for studies of stratospheric 
ozone are equivalent effective stratospheric chlorine 
(EESC) and Ozone Depletion Potentials (ODPs). 
An updated analysis of ODPs was given in the last 
Assessment (see Section 5.3 and especially Box 5-2 
in Harris and Wuebbles et al. (2014) for the basic 
description of the EESC and ODP concepts; see also 
Tables 5-2 and 5-3 in that Assessment for the derived 
values of ODPs). Uncertainty estimates of the ODPs 
were also included in Table 5-2, and to our knowl-
edge, have not been updated. A discussion of the 
uncertainties associated with ODPs and EESC from a 
variety of sources can be found in Velders and Daniel 
(2014). Semi-empirical ODPs (see Box 5-2 in Harris 
and Wuebbles et al., 2014) and EESC take advantage 
of observations to determine fractional release factors 
(FRFs), which quantifies how much of a trace gas is 
broken down by the time it reaches a particular re-
gion of the stratosphere. Section 6.4 and Chapter 1 
describe a recent update to the FRF formalism for 
chlorine- and bromine-containing compounds. This 
leads to relatively minor changes in FRFs, and thus 
to semi-empirical ODPs, and to more significant 
changes in calculated EESC. This update does not, 
however, affect model-calculated ODPs. Relative to 
the last Assessment, the only lifetime change for the 
most important long-lived halocarbons is for CCl4. 
As discussed in Chapter 1, the CCl4 lifetime has 
been updated from 26 to 32 years, leading to a 23% 
increase in its ODP (Table 6-1 and Appendix A). It is 
also important to recognize that ODPs can depend on 
the background atmosphere. Revell et al. (2015) have 
confirmed that this is especially the case for nitrous 
oxide (N2O), where ODP values are likely to be larger 
(by as much as a factor of two depending on levels 
of chlorine and methane in the stratosphere) for 2100 
than in the present day. 
In addition to the updates above, there are only a few 
new studies of ODPs since WMO (2014), primarily 
for compounds considered to play a relatively minor 
role in ozone depletion. The discussion of these fol-
lows below in two parts, for long-lived gases (atmo-
spheric lifetimes greater than 1 year) and for short-
lived gases. Overall, the findings for ODPs are similar 
to prior Assessments, but this Assessment includes 
ODP estimates for a few additional compounds.
Long-Lived Gases
Davis et al. (2016), using the NASA Goddard two-di-
mensional chemistry-climate model, evaluated the 
atmospheric lifetimes, ODPs, and GWPs for several 
CFCs not previously examined, namely CFC-112, 
CFC-112a, CFC-113a, and CFC-114a. The first ob-
servations of the small atmospheric concentrations 
of CFC-112, CFC-112a, and CFC-113a were report-
ed by Laube et al. (2014), along with budget analy-
ses with emission sources dating back to the 1960s 
(see Chapter 1). The first long-term measurements 
of CFC-114 and CFC-114a, separately (Laube et al., 
Notes:
a The partial lifetime for CCl4 is 44 years for atmospheric loss (from SPARC, 2013) and is assumed to be 183 years for  oceanic 
loss (Butler et al., 2016) and 375 years for soil loss for a total lifetime of 32 years (see Chapter 1). 
b The partial lifetime for CH3CCl3 is 5 years for atmospheric loss (from SPARC, 2013). 
c ODPs taken from Papanastasiou et al. (2018).
d The total lifetime for CH3Br is 1.5 years for atmospheric loss (from SPARC, 2013), 3.1 years for oceanic loss, and 3.3–3.4 years 
for soil loss. 
e The partial lifetime for CH3Cl is 1.3 years for atmospheric loss (from SPARC, 2013) and 3 years for oceanic and soil losses.
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2016), have also been reported since WMO (2014). 
As expected, the ODPs for these CFCs are quite large: 
0.98, 0.86, 0.73, and 0.72 for CFC-112, CFC-112a, 
CFC-113a, and CFC-114a, respectively.
Short-Lived Gases
Wallington et al. (2015) analyzed the atmospher-
ic chemistry for a number of different short chain 
haloolefins; however, only HCFO-1233zd(E) (26-
day lifetime using a simple scaling relative to global- 
averaged OH (hydroxyl) concentrations) and HCFO-
1233zd(Z) (12-day lifetime) had non-zero ODPs, and 
these were already included in Harris and Wuebbles 
et al. (2014) based on the earlier study by Patten 
and Wuebbles (2010). Patten and Wuebbles (2010), 
using a three-dimensional atmospheric chemistry- 
climate model, found an atmospheric lifetime of 40 
days (for emissions assumed to be on all landmass-
es from 30°N to 60°N) and an ODP of 0.00034 for 
HCFO-1233zd(E) and an atmospheric lifetime of 13 
days and an ODP of <0.00034 for HCFO-1233zd(Z). 
In a new study updating the reaction rates, Sulbaek 
Andersen et al. (2017) found a slightly smaller life-
time for HCFO-1233zd(E) of 36 days and reduced the 
ODP to 0.00030 for the same emissions assumptions 
as made in Patten and Wuebbles (2010). As empha-
sized in prior assessments, ODPs for very short-lived 
substances (VSLSs) that contain bromine or chlorine 
are strongly dependent on the geographic location 
and season of emission. Therefore, it is important to 
provide the emissions assumptions when reporting 
VSLS ODP derivations. Although ODP-weighted 
emissions have been used for some time in analyses 
of long-lived gases, Tegtmeier et al. (2015) extend this 
approach to short-lived compounds through analyses 
of CHBr3 emissions from the ocean by accounting 
for the area-based variations in ODPs and emissions. 
They found that ODP-weighted emissions of CHBr3 
were about 9% of the total ODP-weighted emissions 
by the long-lived halogenated ODPs and that they are 
expected to grow over the rest of the century due to 
climate change.
Indirect ODPs
As strong radiative forcers, HFCs increase tropo-
spheric and lower-stratospheric temperatures, there-
by enhancing ozone-destroying catalytic cycles and 
modifying the atmospheric circulation. These chang-
es lead to a weak indirect depletion of stratospheric 
ozone. Incorporating the interactions between chem-
istry, radiation, and dynamics, model-calculated 
ODPs for HFC-32, HFC-134a, HFC-125, HFC-143a, 
and HFC-23 range from 0.39 × 10−3 to 30.0 × 10−3 
(Hurwitz et al., 2015). These values are approximately 
100 times larger than previous ODP estimates, which 
were based solely on the direct chemical potential 
to deplete ozone via catalytic loss cycles that involve 
fluorine (Ravishankara et al., 1994). Nevertheless, 
their total projected impact on globally averaged total 
ozone from HFCs remains less than 0.1 DU (Dobson 
unit) by 2050 (Hurwitz et al., 2016), even for the high-
growth HFC scenario from Velders et al. (2015).
6.3.2 Metrics for Changes in Climate
Radiative forcing (RF), Global Warming Potentials 
(GWPs), and Global Temperature change Potentials 
(GTPs) are the primary metrics used to consider 
the climate effects of halocarbons and other gases. 
An updated analysis of GWPs and GTPs was given 
in the last Assessment (see section 5.3 and especial-
ly Box 5-3 in Harris and Wuebbles et al. (2014) for 
the basic description of the GWP and GTP concepts; 
Table 5A-1 in that Assessment gives the derived val-
ues of GWPs and GTPs from IPCC, 2013b). Table 
5-5 in Harris and Wuebbles et al. (2014) provides 
an update for a number of halocarbons based on the 
updated SPARC (2013) lifetimes, while Section 5.3.2 
(and Tables 5-6 and 5-7) discuss uncertainties in the 
GWP and GTP derivations. Shortcomings of using 
RF, GWPs, and GTPs as proxies for climate response 
have been studied extensively and are summarized 
in Chapter 8 of IPCC (2013b). More recent work has 
examined how the GWP concept can be appropriate-
ly used to compare different climate-forcing agents 
(Allen et al., 2016).
In this Assessment, updates for many GWPs and GTPs 
are provided. Table 6-2 presents values for selected 
long-lived ODSs and HFCs, following the approach 
used in IPCC AR5 (2013b) that is currently being 
used by policymakers. This Assessment also includes 
GWPs and GTPs for the 274 HCFCs in Annex C of 
the Montreal Protocol (Appendix A). These values 
are potentially useful as the Parties continue the pro-
cess of phasing out HCFC production and consump-
tion; many of them are provided for the first time in 
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an assessment. The new values are based on estimates 
of lifetimes and calculations of infrared absorption 
characteristics (Papanastasiou et al., 2018). Because 
these quantities are not experimentally measured, 
the metrics calculated from this information typically 
have larger uncertainties associated with them than 
those based on laboratory measurements. 
As in the last Assessment, these metrics were calcu-
lated based on the evaluation and assessment of IPCC 
(Myhre et al., 2013), with updates based on Etminan et 
al. (2016). The new analyses by Etminan et al. (2016) 
include shortwave effects not adequately considered 
previously; these affect the radiative forcing efficien-
cy and GWP for CH4 but have no significant effects 
on the GWPs for other compounds. Also shown are 
the atmospheric lifetimes and radiative efficiencies 
used in these analyses. As in WMO (2014) and IPCC 
(2013b), the CO2 radiative efficiencies (and hence the 
GWPs and GTPs) of non-CO2 greenhouse gases pre-
sented in Table 6-2 and Appendix A are calculated 
with a CO2 level corresponding to 391 ppm. 
The following discusses the few new studies of GWPs 
and GTPs (based on updates to atmospheric life-
times or new radiative efficiencies for the compounds 
in question) that have been published since WMO 
(2014) in two parts: long-lived gases (atmospheric 
lifetimes greater than 1 year) and short-lived gases. 
Overall, with the exception of the values for CH4, 
there have been minor changes in the derived GWPs 
and GTPs for the compounds evaluated.  
Long-Lived Gases
As mentioned above (Section 6.3.1), Davis et al. 
(2016) have provided 100-year GWP values for CFCs 
that have not previously received much attention: 
CFC-112, CFC-112a, CFC-113a, and CFC-114a. Lu 
et al. (2017) updated analyses of the radiative forc-
ing for NF3 and derived GWPs and GTPs for 20- and 
100-year integrations. Their GWP and GTP values 
are smaller than those derived previously by IPCC 
(2013b), primarily due to their derivation of a smaller 
radiative efficiency. In contrast, a study by Totterdill 
et al. (2016) found a 25% larger radiative efficiency 
for NF3 than IPCC (2013b) and therefore larger GWP 
and GTP values. 
Short-Lived Gases
Most of the new analyses since WMO (2014) of short-
lived halocarbons have been associated with short-
lived haloolefins, which generally have extremely 
small GWP values. A short description is provided 
of some of the key studies. Wallington et al. (2015), 
along with their analyses of ODPs, provide estimated 
GWPs for a number of HCFOs, all having 100-year 
GWPs of 1 or less. Sulbaek Andersen et al. (2017) de-
rive GWP values for HCFO-1233zd(E) of 19, 5, and 1 
for 20-, 100- and 500-year time horizons, respectively, 
using the radiative forcing three-dimensional model-
ing studies from Wuebbles et al. (2013) for emissions 
assumed to be distributed across all landmasses from 
30°N to 60°N; these GWPs are larger than prior values 
but reasonable for the assumed landmass emissions. 
Orkin et al. (2014) examined the photochemical 
properties of HCFO-1233zd(Z) and estimated an at-
mospheric lifetime of 46 days assuming a well-mixed 
distribution (which would be very unlikely for such a 
short-lived gas) and a relatively small 100-year GWP 
of 14 (but this again reflects an even distribution of 
the concentration of the gas).
Climate Carbon-Cycle Feedbacks
New studies of the Climate–Carbon cycle Feedbacks 
(CCFs) on GWPs and GTPs show the potential im-
portance of accounting for these feedbacks with an 
explicit CCF model rather than with a linear feedback 
approach, especially for long-time horizons (Sterner 
and Johansson, 2017). While values of GWPs and 
GTPs change less than 10% for all well-mixed green-
house gases when the time horizon is limited to 100 
years or less, the values for long time horizons, such as 
500 years, can be substantially lower (by up to 30% for 
the GWP and up to 90% for the GTP) with the explicit 
CCF model than with the linear feedback approach. 
This Assessment does not account for the CCF effects 
in the values of GWPs and GTPs presented here.
Indirect GWPs
There are multiple types of indirect (100-yr) GWPs 
that have been discussed in the literature. Usually, 
these relate to the chemical impact a source gas has on 
other gases and their subsequent climate forcing. One 
indirect effect that has been shown to be important 
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Table 6-2. Lifetimes, radiative efficiencies, direct global warming potentials (GWPs), and Global Temperature 
change Potentials (GTPs) for selected gases (based on a radiative efficiency for CO2 based on [CO2] = 391 ppm). 
The CO2 AGWPs a for the 20- and 100-yr time horizons are 2.495 x 10-14 and 9.171 x 10-14 W yr (m2 kg)-1; the CO2 
AGTPs a for the 20-, 50-, and 100-yr time horizons are 6.841 x 10-16, 6.167 x 10-16, and 5.469 x 10-16 K kg-1. GTPs for 
the 50-yr time horizon are not included in this table but may be found in Appendix A.
Industrial Designation or 
Common Name
Lifetime
(years)
GWP
20-yr
GWP
100-yr
GTP
20-yr
GTP
100-yr
Annex A-I
CFC-11 52 7,090 5,160 7,160 2,920
CFC-12 102 10,800 10,300 11,300 8,590
CFC-113 93 6,560 6,080 6,830 4,860
CFC-114 189 7,710 8,580 8,180 8,530
CFC-115 540 5,780 7,310 6,210 8,290
Annex A-II
halon-1301 72 7,930 6,670 8,160 4,700
halon-1211 16 4,590 1,750 3,950 300
halon-2402 28 3,920 2,030 3,730 615
Annex B-II
CCl4 32 3,790 2,110 3,670 750
Annex B-III
CH3CCl3 5 555 153 300 21
Annex C-I
HCFC-22 12 5,310 1,780 4,230 265
HCFC-141b 9.4 2,590 800 1,900 114
HCFC-142b 18 5,140 2,070 4,530 390
Annex E
CH3Br 0.8 7.6 2 2.4 <1
Others
halon-1202 2.5 720 196 285 27
CH3Cl 0.9 16 4.3 5.1 <1
HFC-23 228 11,085 12,690 11,825 13,150
HFC-32 5.4 2,530 705 1,440 90
HFC-125 30 6,280 3,450 6,040 1,180
HFC-134a 14 3,810 1,360 3,170 215
HFC-143a 51 7,050 5,080 7,110 2,830
HFC-152a 1.6 545 148 190 21
HFC-227ea 36 5,250 3,140 5,140 1,260
HFC-245fa 7.9 2,980 880 2,040 124
Notes:
a From the mass of the atmosphere (5.135 x 1018 kg; Trenberth and Smith, 2005), average molecular mass of dry air (28.964 g  mol-1; 
Warneck and Williams, 2012), and molecular mass of CO2 (44.01 g mol-1) the conversion factor 1 ppm CO2 = 7.803 x 1012 kg is 
derived. This conversion factor can be used to convert the CO2 AGWPs and AGTPs given above to units of per ppm rather than 
per kg.
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results from the destruction of stratospheric ozone by 
the ODSs. Because ozone is a greenhouse gas itself, 
destruction of ozone will lead to a cooling influence 
on climate. For gases like the halons, this indirect ef-
fect is actually larger than, and opposite in sign to, the 
direct forcing caused by the presence of the halons 
themselves. There have been no new studies updating 
this indirect effect for the ODSs, so we update them 
here (Table 6-3) only for the revised CO2 AGWP (ab-
solute GWP, which is the radiative forcing integrat-
ed over a given time horizon, resulting from a pulse 
emission of the gas) and the updated lifetime of CCl4. 
As interest in shorter-lived compounds replacing lon-
ger-lived greenhouse gases has grown, the importance 
of identifying the degradation products of these com-
pounds and understanding the physical properties 
of the products has been pointed out. This is another 
situation in which the indirect GWP can actually be 
larger than the direct GWP of an emitted compound 
(Bravo et al., 2011; Jubb et al., 2015).
6.4 SCENARIOS AND 
 SENSITIVITY ANALYSES 
6.4.1 Tools Used in Analyses of 
Ozone and Climate Effects 
In this chapter, as in the past two Ozone Assessments 
(WMO, 2011, 2014), we use two primary tools to com-
pare the climate and ozone impacts of various future 
scenarios. The first is a simple box model (Harris and 
Wuebbles et al., 2014), which allows for the calculation 
of the ozone metrics EESC and ODP-weighted emis-
sions and of the climate metrics RF (radiative forcing) 
and GWP-weighted emissions (100-yr time horizon). 
EESC has been shown to be a reasonable proxy for 
the amount of stratospheric ozone depletion caused 
by a given abundance of a long-lived ODS (Daniel 
et al., 2010), and RF is a quantity that describes the 
energy imbalance often due to the presence of some 
compound in the atmosphere, and is roughly pro-
portional to the global average surface temperature 
change it will produce (Myhre et al., 2013). The sec-
ond evaluation tool used in this chapter is the NASA/
Goddard Space Flight Center (GSFC) 2-D coupled 
chemistry–radiation–dynamics model (Fleming et 
al., 2011) driven with mixing ratio boundary condi-
tions calculated from the box model. Earlier versions 
of this model were also used in Daniel and Velders, 
et al. (2011) and Harris and Wuebbles et al. (2014). 
The inclusion of the 2-D model allows us to compare 
impacts of the long-lived ODSs that are controlled by 
the Montreal Protocol with the impacts of CO2, CH4, 
and N2O as well as with very short-lived (VSLS) com-
pounds like CH2Cl2. The GSFC 2-D model compares 
well with observations and with the 3-D Goddard 
Earth Observing System Chemistry Climate Model 
(GEOSCCM) in simulating temperature and various 
transport-sensitive features in the meridional plane, 
such as the horizontal and vertical gradients of long-
lived stratospheric tracers and age of air (Fleming et 
al., 2011; SPARC, 2013). Projections of future ozone 
using this 2-D model are also in very good agree-
ment with those of more complex 3-D models used in 
Chapters 3, 4, and 5 of this Assessment to examine the 
impacts of various processes and emissions on ozone 
and climate (see Appendix 6A). 3-D models provide 
our best understanding of chemical, dynamical, and 
radiative processes and how they interact to explain 
the past and future state of the atmosphere. However, 
these models take large amounts of computer time, 
which makes evaluation of many dozens of alternative 
scenarios impractical. Thus, in this chapter, we do not 
use any 3-D model calculations. 
RF is calculated throughout this chapter as it was in 
Harris and Wuebbles et al. (2014), using the radia-
tive efficiencies found in the Appendix Table A-1. 
EESC is also calculated as in WMO (2014) and is 
used as the basis for comparison of different sce-
narios (Section 6.4.3.1). However, we also discuss 
calculations of EESC using the updated approach 
of Ostermoller et al. (2017) and Engel et al. (2017). 
The fundamental advance in these papers is the rec-
ognition that the difference between the average age 
of ODSs that have dissociated and the average age 
of inert tracers can be important to the estimated 
amount of Cly and Bry in the stratosphere and thus 
for EESC. They demonstrate that the use of mean 
age of air in the calculation of both fractional release 
and in EESC (Newman et al., 2007) leads to a bias in 
those quantities. The impact of the updated theoret-
ical approach on calculated fractional release factors 
(FRFs) is not large overall, but it does alter the FRF 
of a few compounds (Engel et al., 2017). The effect 
on the change to polar EESC is also not particularly 
large since the average age of the dissociated ODSs 
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are generally not too different from the mean age of 
an inert tracer. At mid-latitudes, on the other hand, 
the new approach leads to significantly older effective 
ages for dissociated ODSs than for an inert tracer in 
many cases, assumed to be three years here and in 
previous Assessments (WMO, 2007, 2011, 2014). 
The return of EESC to 1980 levels continues to be a 
useful metric to compare future scenarios. It is im-
portant to recognize, however, that relatively small 
changes in stratospheric chlorine and bromine load-
ing (i.e., EESC) can lead to large changes in this return 
time because of how gradually EESC is declining in 
the baseline scenario. It is also important to recognize 
that while numerous sources of uncertainty, partic-
ularly in atmospheric lifetimes, limit our ability to 
pinpoint the return of EESC to 1980 levels to within 
25–40 years (95% confidence interval) (Velders and 
Daniel, 2014), this metric can be used meaningfully to 
compare differences in return dates of various scenar-
ios, assuming that the relative atmospheric lifetimes, 
production, and bank estimates of different substanc-
es or groups of substances are well defined.
Table 6-3. Indirect GWPs from ozone depletion (direct forcing from ODSs, themselves, is not included). Ap-
proach is taken from Daniel et al. (1995), assuming a radiative forcing due to ozone depletion in 2011 of –0.15 W 
m–2 (IPCC, 2013b). Uncertainty in this radiative forcing leads to an uncertainty in these GWPs of ±100%. Direct 
GWPs are shown for comparison.
GAS Indirect GWP 100-yr Direct GWP 100-yr
CFC-11 –2,860 5,160
CFC-12 2,050–2,050 10,300
CFC-113 –2,180 6,080
CFC-114 –880 8,580
CFC-115 –210 7,310
HCFC-22 –98 1,780
HCFC-123 –35 80
HCFC-124 –45 530
HCFC-141b –250 800
HCFC-142b –160 2,070
CH3CCl3 –310 153
CCl4 –2,610 2,110
CH3Br –1,210 2
halon-1211 –18,500 1,750
halon-1301 –46,100 6,670
halon-2402 –44,800 2,030
HCFC-225ca –39 127
HCFC-225cb –58 525
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6.4.2 Baseline Scenario for 
Ozone and Climate  
Future atmospheric concentrations of ODSs depend 
on the amount emitted to the atmosphere and the 
rate at which destruction occurs. The destruction rate 
can change over time due to changes in atmospheric 
circulation, changes in solar irradiances at the rel-
evant wavelengths, or changes in reactive chemicals 
like OH, O(1D), and atomic chlorine. Release to the 
atmosphere depends on multiple factors, which can 
include the amount released during and after pro-
duction, whether production is ultimately for use as 
a feedstock or for dispersive uses, and on the rate at 
which the ODS is released from existing applications, 
also called banks.
Because of inherent uncertainties in these sources and 
sinks, it is not possible to perfectly predict future ODS 
concentrations. Therefore, the baseline (A1) scenario 
should be considered a plausible future pathway, and 
not the most likely future pathway in some statistical 
sense. In fact, here and in Chapter 1 we show the extent 
to which historical observations have differed from 
the baseline scenario projections of past Assessments. 
It is also important to keep in mind that the purpose 
of the projections in this chapter is not for them to 
serve as predictions, but instead to be used to evaluate 
the impact of potential policy options regarding the 
future production and consumption of various ODSs 
as well as emissions from banks. 
The baseline scenario in this Assessment has been 
developed using the same methodology as has been 
used in the past several Assessments (WMO, 2007, 
2011, 2014). Observations from Chapter 1 are used to 
constrain the mixing ratios over the time period when 
they are available, which is generally from around 
1980 through 2016. Before this time period, mixing 
ratios are taken from the previous Assessment (Harris 
and Wuebbles et al., 2014), except for CFC-114 (see 
discussion below). The recent mixing ratios are used 
in conjunction with the bottom-up bank estimates for 
2008 (UNEP, 2009) and the annual production report-
ed to the Ozone Secretariat to estimate bank values 
through the beginning of 2016 using the relationship
 Bi+1 = Bi + Pi – Ei 
where Bi is the bank at the beginning of year i, and Pi 
and Ei are the production and emission, respectively, 
throughout year i. Knowing the annual emissions 
and bank values allow for a calculation of the bank 
fraction that is annually released over the past sever-
al years. The annual release fractions, averaged over 
the last 7 years, are then assumed to remain constant 
in the future; by assuming that future production is 
equal to what is permitted by the fully adjusted and 
amended Montreal Protocol and that this is added to 
the banks, these release fractions can be used to esti-
mate future annual emissions. 
Table 6-4 contains the long-lived ODS mixing ratios 
for the baseline scenario, and Figure 6-2 includes a 
comparison of the current baseline scenario with the 
baseline scenario from WMO (2014). Many of the cur-
rent projections remain very similar to the previous 
ones (e.g., CFC-12, CFC-113, and CFC-114 and ha-
lons 1211 and 1301). Such agreement is to be expected 
since our understanding of global lifetimes for most 
of the compounds has not changed, there has been no 
reported production to UNEP for CFCs and halons, 
and we continue to assume the same 2008 bank lev-
els as in Harris and Wuebbles et al. (2014). There has 
been a slight downward revision in the CFC-114 mix-
ing ratios from 1979 through the mid-1980s because 
of recent additions of firn data to the historical record 
(Chapter 1) (Laube et al., 2014). Thus, CFC-114 mix-
ing ratios preceding the atmospheric measurement 
record have been scaled by a constant factor (0.92) to 
avoid a discontinuity in 1979. Figure 6-2 also shows 
how the individual mixing ratios change in the dif-
ferent alternative scenarios. For the scenarios shown, 
the HCFCs show much more dependence on future 
emissions than do the CFCs in relation to their cur-
rent atmospheric concentrations, but CFC emissions, 
in particular those from the CFC-11 banks, remain 
significant.
The CCl4 projection in the current Assessment is 
higher than in Harris and Wuebbles et al. (2014) be-
cause emissions are assumed to decline at a rate of 
2.5% yr−1 rather than the 6% yr−1 assumed in Harris 
and Wuebbles et al. (2014). There is substantial inter-
annual variability in the emission trend, but the up-
dated rate is more consistent with the long-term trend 
over the last two decades. 
HCFC projections are similar to those of the previous 
Assessment (Harris and Wuebbles et al., 2014), al-
though the three major HCFCs shown in Figure 6-2 
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all have concentrations somewhat lower for the next 
few years, owing to recent growth in concentrations 
that was less than projected previously and to the fact 
that reported production over the past few years has 
been less than was assumed in Harris and Wuebbles 
et al. (2014) . 
CH3Br projections are developed by calculating the 
total atmospheric loss of CH3Br (using the approach 
used in Table 1-4 of Carpenter and Reimann et al., 
2014) with a global atmospheric lifetime of 0.8 years, 
and assuming equivalent total atmospheric emis-
sions. (Note that the baseline scenario of the previous 
Assessment assumed a global atmospheric CH3Br life-
time of 0.75 years as in WMO, 2011). All emissions, 
including QPS and CUE emissions, are assumed to 
continue at the 2016 level indefinitely into the future. 
This is a minor difference from the baseline scenario 
of the last Assessment, where CUE emissions were as-
sumed to be zero after 2012. This change makes little 
difference to the calculations since production under 
CUE has continued to decline and was less than a 
tenth of production for QPS in 2016.  
A lower assumed total atmospheric emission is the 
primary reason for a slight lowering of future CH3Br 
atmospheric concentrations in the baseline scenario 
when compared with the previous Assessment (6.7 
ppt currently relative to the previous 7.0 ppt). Note 
that the CH3Br budget continues to have a significant 
imbalance between sources and sinks, and there is a 
large uncertainty in both terms (WMO, 2014). The 
key issue, however, is the level of anthropogenic pro-
duction and consumption that could be controlled, 
if desired, which is well defined. We also note that 
(continued) reduction in the global atmospheric 
mole fraction of CH3Br leads to an increase in the net 
sea–air flux of CH3Br, which can somewhat dampen 
policy actions taken to reduce anthropogenic emis-
sions. While the ocean response to recent and predict-
ed future changes in atmospheric CH3Br is now very 
small (resulting in a calculated increase in net ocean 
emissions according to the budget terms of Carpenter 
and Reimann et al. (2014) of ~0.4 Gg yr−1 from 2012 
to 2016), we note that since the mid-1990s, the net 
ocean source has likely increased by ~10 Gg yr−1 (Hu 
et al., 2012; WMO, 2014).
The baseline scenario for HFCs is taken directly from 
Chapter 2 and includes global control measures 
introduced by the Kigali Amendment and other re-
gional and national actions. In order to estimate the 
impact of the Kigali actions, we use the reference sce-
narios for HFCs developed in Velders et al. (2015a), 
which are projections without consideration of specif-
ic global control measures. These HFC scenarios are 
discussed in detail in Chapter 2, Section 2.5.1.
Potentially, one of the more important differenc-
es from projections of previous Assessments is that 
CFC-11 has declined more slowly than projected for 
a number of years, and the discrepancy has increased 
since 2012. While this is not apparent from Figure 
6-2 due to the large scale on the y-axis, it has the po-
tential to be important and will be discussed later in 
Section 6.4.3. We continue to treat CFC-11 emission 
in the baseline scenario as has been done in previous 
Assessments, i.e., as arising solely from its banks. This 
does lead to a higher implied annual bank release 
fraction, since the ratio of emissions to bank size has 
gone up substantially since 2013.
In addition to evaluating the impact of future ODS 
emissions and concentrations, we use the 2-D model 
to examine the impact of future concentrations of 
N2O, CH4, and CO2, as well as of short-lived halocar-
bon (i.e., CH2Cl2) emissions, on stratospheric ozone. 
Figure 6-2. Comparison of long-lived halocarbon mixing ratios in the current baseline scenario (shown as 
solid black curve) with those from the baseline scenario of WMO (2014) (dot-dashed black line); future mix-
ing ratio projections for the “no emission from 2020 onward” (dark blue), “bank capture and destruction in 
2020” (cyan), “bank capture and destruction in 2025” (yellow), and “no production from 2020 onward” (red) 
scenarios. Shaded regions represent the time periods when mixing ratios are constrained to observational 
estimates (see Chapter 1). The approximate natural concentration of CH3Br is noted by the dotted blue line 
in the lower right-hand panel (see Chapter 1). The green curves for CFC-11 and CCl4, respectively, show con-
centrations for scenarios in which annual emissions remain at 67 Gg yr−1 of CFC-11 and 33 Gg yr−1 of CCl4.
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Table 6-4. Mixing ratios (ppt) of the ODSs considered in the baseline scenario. Values are for the beginning of 
the corresponding year. Shaded areas indicate when the mixing ratio values are forced to equal global average 
estimates inferred from observations (see Chapter 1).
Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22 HCFC-141b HCFC-142b halon-1211 halon-1202 halon-1301 halon-2402 CH3Br CH3Cl
1955 3.3 14.3 1.3 2.4 0.0 42.3 0.1 1.0 0.0 0.0 0.00 0.00 0.00 0.00 6.3 491.3
1960 9.5 29.5 1.9 3.5 0.0 52.1 1.5 2.1 0.0 0.0 0.00 0.00 0.00 0.00 6.5 510.3
1965 23.5 58.8 3.1 4.6 0.0 64.4 4.7 4.9 0.0 0.0 0.00 0.00 0.00 0.00 6.7 528.1
1970 52.8 114.3 5.5 5.9 0.2 75.9 16.3 12.1 0.0 0.0 0.02 0.00 0.00 0.02 7.0 539.9
1975 106.1 203.1 10.4 7.6 0.6 85.5 40.0 23.8 0.0 0.2 0.12 0.01 0.04 0.06 7.4 545.8
1980 162.4 296.6 19.0 10.1 1.6 93.0 82.3 39.6 0.2 0.7 0.70 0.01 0.35 0.15 7.8 548.4
1981 170.7 311.3 21.5 10.6 1.9 94.6 89.0 43.8 0.2 0.7 0.82 0.01 0.41 0.17 7.9 548.6
1982 179.4 329.6 25.3 11.0 2.2 96.0 93.9 48.0 0.2 0.8 0.94 0.01 0.50 0.19 8.0 548.9
1983 187.6 345.4 28.5 11.6 2.4 97.2 97.8 52.0 0.2 0.8 1.09 0.01 0.59 0.21 8.0 549.1
1984 196.4 362.8 32.0 12.2 2.8 98.5 102.1 55.6 0.2 0.8 1.25 0.01 0.71 0.23 8.1 549.3
1985 205.6 378.1 36.8 12.7 3.1 99.8 106.6 59.7 0.2 0.9 1.40 0.01 0.84 0.25 8.2 549.4
1986 215.4 397.2 41.9 13.3 3.5 101.1 110.2 65.6 0.2 0.9 1.56 0.02 1.01 0.27 8.3 549.5
1987 226.5 415.9 47.4 14.2 3.9 102.7 113.3 71.1 0.2 1.0 1.75 0.02 1.21 0.30 8.4 549.6
1988 237.6 437.9 54.2 14.5 4.3 103.7 118.3 75.1 0.2 1.0 1.94 0.02 1.41 0.32 8.5 549.7
1989 247.5 458.8 61.1 15.0 4.8 104.9 122.9 80.2 0.2 1.1 2.13 0.02 1.60 0.35 8.6 549.8
1990 255.2 476.2 67.7 15.5 5.2 106.0 127.2 86.3 0.3 1.3 2.33 0.02 1.77 0.38 8.7 549.8
1991 260.6 489.6 73.3 15.8 5.7 106.2 130.7 92.5 0.3 1.9 2.55 0.02 1.94 0.40 8.8 549.9
1992 264.0 500.6 78.4 16.0 6.1 105.8 133.3 98.8 0.3 2.8 2.74 0.03 2.10 0.42 8.9 549.9
1993 266.3 510.1 81.3 16.1 6.5 105.3 130.4 103.3 0.5 3.9 2.92 0.03 2.23 0.44 9.0 549.9
1994 266.9 516.3 83.1 16.2 6.9 104.4 122.1 108.4 1.3 5.0 3.11 0.03 2.35 0.46 9.2 550.0
1995 266.3 522.4 83.7 16.3 7.2 103.8 110.6 113.2 2.6 6.2 3.32 0.04 2.44 0.47 9.2 560.9
1996 265.2 528.5 83.8 16.3 7.5 102.8 98.2 119.0 4.5 7.2 3.48 0.04 2.53 0.48 9.2 544.9
1997 264.2 533.0 83.6 16.4 7.7 101.8 84.1 123.7 6.4 8.4 3.63 0.04 2.60 0.48 9.1 535.0
1998 262.8 536.3 83.2 16.4 7.9 100.8 71.1 128.4 8.2 9.3 3.81 0.04 2.66 0.49 9.3 555.4
1999 261.5 539.1 82.7 16.4 8.0 99.8 59.5 134.3 10.1 10.4 3.95 0.05 2.72 0.49 9.4 563.3
2000 259.9 541.2 82.1 16.4 8.1 98.6 49.7 139.1 11.8 11.4 4.07 0.05 2.78 0.49 9.0 552.6
2001 258.4 542.9 81.8 16.4 8.2 97.6 41.5 144.7 13.5 12.4 4.17 0.04 2.84 0.49 8.6 540.2
2002 256.7 543.6 81.2 16.4 8.3 96.6 34.5 150.5 14.8 13.3 4.23 0.04 2.91 0.49 8.3 536.3
2003 254.5 543.6 80.4 16.4 8.3 95.6 28.8 155.4 16.1 13.9 4.27 0.04 2.97 0.49 8.3 541.5
2004 252.5 543.5 79.6 16.4 8.3 94.6 24.0 160.5 17.0 14.6 4.31 0.04 3.02 0.48 8.1 536.4
2005 250.5 542.7 78.9 16.3 8.3 93.7 20.0 165.7 17.5 15.2 4.34 0.03 3.05 0.48 8.0 538.7
2006 248.4 541.8 78.4 16.2 8.4 92.6 16.7 171.9 17.9 15.9 4.34 0.03 3.08 0.48 7.8 537.1
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Table 6-4. Mixing ratios (ppt) of the ODSs considered in the baseline scenario. Values are for the beginning of 
the corresponding year. Shaded areas indicate when the mixing ratio values are forced to equal global average 
estimates inferred from observations (see Chapter 1).
Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22 HCFC-141b HCFC-142b halon-1211 halon-1202 halon-1301 halon-2402 CH3Br CH3Cl
1955 3.3 14.3 1.3 2.4 0.0 42.3 0.1 1.0 0.0 0.0 0.00 0.00 0.00 0.00 6.3 491.3
1960 9.5 29.5 1.9 3.5 0.0 52.1 1.5 2.1 0.0 0.0 0.00 0.00 0.00 0.00 6.5 510.3
1965 23.5 58.8 3.1 4.6 0.0 64.4 4.7 4.9 0.0 0.0 0.00 0.00 0.00 0.00 6.7 528.1
1970 52.8 114.3 5.5 5.9 0.2 75.9 16.3 12.1 0.0 0.0 0.02 0.00 0.00 0.02 7.0 539.9
1975 106.1 203.1 10.4 7.6 0.6 85.5 40.0 23.8 0.0 0.2 0.12 0.01 0.04 0.06 7.4 545.8
1980 162.4 296.6 19.0 10.1 1.6 93.0 82.3 39.6 0.2 0.7 0.70 0.01 0.35 0.15 7.8 548.4
1981 170.7 311.3 21.5 10.6 1.9 94.6 89.0 43.8 0.2 0.7 0.82 0.01 0.41 0.17 7.9 548.6
1982 179.4 329.6 25.3 11.0 2.2 96.0 93.9 48.0 0.2 0.8 0.94 0.01 0.50 0.19 8.0 548.9
1983 187.6 345.4 28.5 11.6 2.4 97.2 97.8 52.0 0.2 0.8 1.09 0.01 0.59 0.21 8.0 549.1
1984 196.4 362.8 32.0 12.2 2.8 98.5 102.1 55.6 0.2 0.8 1.25 0.01 0.71 0.23 8.1 549.3
1985 205.6 378.1 36.8 12.7 3.1 99.8 106.6 59.7 0.2 0.9 1.40 0.01 0.84 0.25 8.2 549.4
1986 215.4 397.2 41.9 13.3 3.5 101.1 110.2 65.6 0.2 0.9 1.56 0.02 1.01 0.27 8.3 549.5
1987 226.5 415.9 47.4 14.2 3.9 102.7 113.3 71.1 0.2 1.0 1.75 0.02 1.21 0.30 8.4 549.6
1988 237.6 437.9 54.2 14.5 4.3 103.7 118.3 75.1 0.2 1.0 1.94 0.02 1.41 0.32 8.5 549.7
1989 247.5 458.8 61.1 15.0 4.8 104.9 122.9 80.2 0.2 1.1 2.13 0.02 1.60 0.35 8.6 549.8
1990 255.2 476.2 67.7 15.5 5.2 106.0 127.2 86.3 0.3 1.3 2.33 0.02 1.77 0.38 8.7 549.8
1991 260.6 489.6 73.3 15.8 5.7 106.2 130.7 92.5 0.3 1.9 2.55 0.02 1.94 0.40 8.8 549.9
1992 264.0 500.6 78.4 16.0 6.1 105.8 133.3 98.8 0.3 2.8 2.74 0.03 2.10 0.42 8.9 549.9
1993 266.3 510.1 81.3 16.1 6.5 105.3 130.4 103.3 0.5 3.9 2.92 0.03 2.23 0.44 9.0 549.9
1994 266.9 516.3 83.1 16.2 6.9 104.4 122.1 108.4 1.3 5.0 3.11 0.03 2.35 0.46 9.2 550.0
1995 266.3 522.4 83.7 16.3 7.2 103.8 110.6 113.2 2.6 6.2 3.32 0.04 2.44 0.47 9.2 560.9
1996 265.2 528.5 83.8 16.3 7.5 102.8 98.2 119.0 4.5 7.2 3.48 0.04 2.53 0.48 9.2 544.9
1997 264.2 533.0 83.6 16.4 7.7 101.8 84.1 123.7 6.4 8.4 3.63 0.04 2.60 0.48 9.1 535.0
1998 262.8 536.3 83.2 16.4 7.9 100.8 71.1 128.4 8.2 9.3 3.81 0.04 2.66 0.49 9.3 555.4
1999 261.5 539.1 82.7 16.4 8.0 99.8 59.5 134.3 10.1 10.4 3.95 0.05 2.72 0.49 9.4 563.3
2000 259.9 541.2 82.1 16.4 8.1 98.6 49.7 139.1 11.8 11.4 4.07 0.05 2.78 0.49 9.0 552.6
2001 258.4 542.9 81.8 16.4 8.2 97.6 41.5 144.7 13.5 12.4 4.17 0.04 2.84 0.49 8.6 540.2
2002 256.7 543.6 81.2 16.4 8.3 96.6 34.5 150.5 14.8 13.3 4.23 0.04 2.91 0.49 8.3 536.3
2003 254.5 543.6 80.4 16.4 8.3 95.6 28.8 155.4 16.1 13.9 4.27 0.04 2.97 0.49 8.3 541.5
2004 252.5 543.5 79.6 16.4 8.3 94.6 24.0 160.5 17.0 14.6 4.31 0.04 3.02 0.48 8.1 536.4
2005 250.5 542.7 78.9 16.3 8.3 93.7 20.0 165.7 17.5 15.2 4.34 0.03 3.05 0.48 8.0 538.7
2006 248.4 541.8 78.4 16.2 8.4 92.6 16.7 171.9 17.9 15.9 4.34 0.03 3.08 0.48 7.8 537.1
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Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22 HCFC-141b HCFC-142b halon-1211 halon-1202 halon-1301 halon-2402 CH3Br CH3Cl
2007 246.2 539.8 77.7 16.3 8.4 91.5 14.0 179.1 18.5 16.9 4.32 0.03 3.11 0.47 7.7 542.0
2008 244.1 537.6 76.9 16.3 8.4 90.3 11.7 187.3 19.1 18.1 4.28 0.03 3.15 0.47 7.5 544.7
2009 242.2 535.5 76.1 16.4 8.4 89.1 9.9 195.2 19.6 19.3 4.22 0.02 3.17 0.46 7.3 543.0
2010 240.4 532.8 75.7 16.3 8.4 87.9 8.3 202.5 20.1 20.0 4.16 0.02 3.19 0.46 7.1 539.1
2011 238.4 530.2 75.0 16.3 8.4 86.7 6.9 210.0 20.9 20.8 4.08 0.02 3.21 0.45 7.1 534.7
2012 236.4 527.7 74.4 16.1 8.4 85.5 5.8 216.0 21.9 21.5 4.01 0.02 3.24 0.44 7.1 535.8
2013 234.4 524.8 73.7 16.1 8.4 84.5 4.8 221.4 22.8 21.8 3.91 0.02 3.27 0.44 6.9 542.3
2014 232.9 521.9 73.0 16.1 8.4 83.3 4.0 226.5 23.5 22.1 3.81 0.02 3.30 0.43 6.7 538.7
2015 231.7 519.1 72.4 16.0 8.5 82.3 3.4 231.5 24.1 22.2 3.71 0.01 3.32 0.42 6.7 546.0
2016 230.3 515.9 71.7 16.0 8.5 81.1 2.7 235.3 24.4 22.2 3.61 0.01 3.32 0.42 6.8 555.3
2017 229.2 512.6 71.2 16.0 8.5 79.9 2.3 239.3 24.5 22.3 3.51 0.01 3.32 0.41 6.8 550.6
2018 227.0 507.6 70.4 15.9 8.5 78.8 1.8 244.0 25.1 22.5 3.40 0.01 3.33 0.40 6.7 539.5
2019 224.8 502.6 69.7 15.8 8.5 77.8 1.5 247.9 25.6 22.7 3.29 0.01 3.33 0.39 6.7 539.5
2020 222.5 497.7 68.9 15.8 8.5 76.7 1.2 251.1 26.1 22.8 3.17 0.00 3.34 0.39 6.7 539.5
2021 220.1 492.9 68.2 15.7 8.5 75.6 1.0 253.7 26.6 22.9 3.06 0.00 3.34 0.38 6.7 539.5
2022 217.6 488.1 67.4 15.6 8.5 74.5 0.8 255.0 27.0 22.9 2.94 0.00 3.34 0.37 6.7 539.5
2023 215.1 483.3 66.7 15.5 8.5 73.4 0.7 255.5 27.4 22.9 2.83 0.00 3.34 0.37 6.7 539.5
2024 212.5 478.6 66.0 15.5 8.5 72.3 0.6 255.2 27.7 22.9 2.72 0.00 3.33 0.36 6.7 539.5
2025 209.9 473.9 65.3 15.4 8.5 71.2 0.5 254.3 28.0 22.9 2.61 0.00 3.33 0.35 6.7 539.5
2030 196.4 451.2 61.9 15.0 8.5 65.9 0.2 235.0 28.5 22.2 2.10 0.00 3.28 0.31 6.7 539.5
2035 182.6 429.7 58.6 14.6 8.5 60.7 0.1 193.4 26.9 20.5 1.66 0.00 3.20 0.28 6.7 539.5
2040 168.9 409.1 55.6 14.2 8.4 55.8 0.0 144.6 23.9 17.8 1.30 0.00 3.10 0.25 6.7 539.5
2045 155.7 389.5 52.7 13.9 8.4 51.1 0.0 103.1 20.4 15.0 1.01 0.00 2.98 0.22 6.7 539.5
2050 143.1 370.9 49.9 13.5 8.3 46.7 0.0 71.1 16.9 12.3 0.77 0.00 2.86 0.19 6.7 539.5
2055 131.2 353.2 47.3 13.2 8.2 42.6 0.0 48.1 13.8 9.9 0.59 0.00 2.73 0.17 6.7 539.5
2060 120.0 336.3 44.8 12.8 8.2 38.8 0.0 32.2 11.2 7.9 0.44 0.00 2.60 0.15 6.7 539.5
2065 109.7 320.2 42.5 12.5 8.1 35.2 0.0 21.5 8.9 6.2 0.34 0.00 2.46 0.13 6.7 539.5
2070 100.1 304.9 40.3 12.2 8.0 31.9 0.0 14.2 7.1 4.9 0.25 0.00 2.33 0.11 6.7 539.5
2075 91.3 290.3 38.1 11.8 8.0 28.9 0.0 9.4 5.6 3.8 0.19 0.00 2.20 0.10 6.7 539.5
2080 83.2 276.4 36.1 11.5 7.9 26.1 0.0 6.2 4.5 2.9 0.14 0.00 2.08 0.08 6.7 539.5
2085 75.7 263.2 34.3 11.2 7.8 23.6 0.0 4.1 3.5 2.2 0.10 0.00 1.96 0.07 6.7 539.5
2090 68.9 250.6 32.5 10.9 7.7 21.3 0.0 2.7 2.8 1.7 0.08 0.00 1.84 0.06 6.7 539.5
2095 62.7 238.6 30.8 10.6 7.7 19.2 0.0 1.8 2.2 1.3 0.06 0.00 1.73 0.05 6.7 539.5
2100 57.0 227.2 29.2 10.4 7.6 17.2 0.0 1.2 1.7 1.0 0.04 0.00 1.62 0.05 6.7 539.5
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Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22 HCFC-141b HCFC-142b halon-1211 halon-1202 halon-1301 halon-2402 CH3Br CH3Cl
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2010 240.4 532.8 75.7 16.3 8.4 87.9 8.3 202.5 20.1 20.0 4.16 0.02 3.19 0.46 7.1 539.1
2011 238.4 530.2 75.0 16.3 8.4 86.7 6.9 210.0 20.9 20.8 4.08 0.02 3.21 0.45 7.1 534.7
2012 236.4 527.7 74.4 16.1 8.4 85.5 5.8 216.0 21.9 21.5 4.01 0.02 3.24 0.44 7.1 535.8
2013 234.4 524.8 73.7 16.1 8.4 84.5 4.8 221.4 22.8 21.8 3.91 0.02 3.27 0.44 6.9 542.3
2014 232.9 521.9 73.0 16.1 8.4 83.3 4.0 226.5 23.5 22.1 3.81 0.02 3.30 0.43 6.7 538.7
2015 231.7 519.1 72.4 16.0 8.5 82.3 3.4 231.5 24.1 22.2 3.71 0.01 3.32 0.42 6.7 546.0
2016 230.3 515.9 71.7 16.0 8.5 81.1 2.7 235.3 24.4 22.2 3.61 0.01 3.32 0.42 6.8 555.3
2017 229.2 512.6 71.2 16.0 8.5 79.9 2.3 239.3 24.5 22.3 3.51 0.01 3.32 0.41 6.8 550.6
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2050 143.1 370.9 49.9 13.5 8.3 46.7 0.0 71.1 16.9 12.3 0.77 0.00 2.86 0.19 6.7 539.5
2055 131.2 353.2 47.3 13.2 8.2 42.6 0.0 48.1 13.8 9.9 0.59 0.00 2.73 0.17 6.7 539.5
2060 120.0 336.3 44.8 12.8 8.2 38.8 0.0 32.2 11.2 7.9 0.44 0.00 2.60 0.15 6.7 539.5
2065 109.7 320.2 42.5 12.5 8.1 35.2 0.0 21.5 8.9 6.2 0.34 0.00 2.46 0.13 6.7 539.5
2070 100.1 304.9 40.3 12.2 8.0 31.9 0.0 14.2 7.1 4.9 0.25 0.00 2.33 0.11 6.7 539.5
2075 91.3 290.3 38.1 11.8 8.0 28.9 0.0 9.4 5.6 3.8 0.19 0.00 2.20 0.10 6.7 539.5
2080 83.2 276.4 36.1 11.5 7.9 26.1 0.0 6.2 4.5 2.9 0.14 0.00 2.08 0.08 6.7 539.5
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about 10% of the effect of the case considered here, in 
which the entire CFC bank in 2020 was captured and 
destroyed. There is a slight nonlinearity introduced 
tied to the return of EESC to 1980 levels, because a 
larger mitigation will cause EESC to cross below the 
1980 threshold sooner, thus changing the ending time 
of the integration. The time when emissions occur 
can also lead to a response that does not scale linearly. 
Thus, for example, some metrics for the combined im-
pact of a zero-production scenario with a zero-bank 
scenario are not expected to be exactly the same as the 
metrics for a zero-emission scenario.
Designing the alternative scenarios for most ODSs is 
relatively straightforward since they are entirely, or 
almost entirely, emitted from human activity. CH3Br 
is an exception. As discussed previously, the key as-
pect to evaluating the controllable contribution of 
CH3Br to stratospheric bromine and ozone depletion 
is the amount that is emitted from human activity 
in comparison to natural emissions. As in previous 
Assessments, we consider emissions from QPS (7.3 
Gg yr−1 in 2016) and CUE (0.7 Gg yr−1 in 2016) to 
be the controllable emissions. We do not consider 
emissions from indoor or outdoor biomass burning as 
being controllable, nor do we consider any potential 
emissions reduction from leaded gasoline, due to its 
small estimated contribution to total emissions.  
As stated above, the concentration of CFC-11 has not 
dropped as quickly as expected over the last few years 
or as quickly as it had been dropping over the preceding 
ten years. This observation is particularly unexpected 
because reported global production of the CFCs, in 
total, has been below zero (i.e., more destruction than 
production) since 2010 (UNEP, 2017). This discrep-
ancy could be attributed to several potential causes: 
(1) a circulation change that resulted in lower natural 
loss rates; (2) increased emission from existing equip-
ment; or (3) emissions from production that have not 
been reported to the Ozone Secretariat for allowed 
uses as feedstock or process agents or from illegal uses 
for new equipment or to service existing equipment. 
Identifying the underlying cause(s) is key to quantify-
ing the potential implication for ozone depletion. If, 
for example, a temporary circulation change is entirely 
responsible for the slower decline, there is little long-
term impact. While atmospheric circulation changes 
have likely played a role, 3-D models cannot explain 
the observed atmospheric concentrations without 
RCP6.0 is used in the baseline scenario, with sensi-
tivity calculations performed using RCP2.6, RCP4.5, 
and RCP8.5 scenarios. While the specific RCP does 
not affect conclusions regarding the importance of 
the various ODS emission sources to future ozone 
depletion, the wide range of concentrations of N2O, 
CH4, and CO2 across the RCPs can lead to a rather 
large difference in the date when global column ozone 
returns to 1980 levels. 
Given the multiple sources of CH2Cl2 (Leedham 
Elvidge et al., 2015) and continued variability in 
growth rates, we assume that it is reasonable to proj-
ect constant emissions forward; thus, the baseline for 
CH2Cl2 maintains current atmospheric mixing ratios 
into the future. We note, however, that there are major 
uncertainties in future emissions of CH2Cl2 due to a 
lack of bottom-up information on its industrial sourc-
es. A constant stratospheric VSLS Br of 5 ppt is used 
in all the 2-D model runs.
6.4.3 Alternative Future Scenarios 
As in past Assessments, we consider multiple alterna-
tive future sensitivity cases to assess which emission 
sources are responsible for the projected concentra-
tions of the various ODSs and of EESC. This informa-
tion can inform policy discussions by quantifying the 
effects of various potential policy controls.
Zero-emission scenarios are run for all ODSs, both in-
dividually and collectively, and assume no future an-
thropogenic emission into the atmosphere from any 
source; thus, the future concentrations are governed 
exclusively by the current concentrations and the 
global lifetimes. These scenarios represent minimum 
concentrations that can be achieved through direct 
controls, assuming the lifetimes used in the model are 
accurate and unchanging. There are also scenarios in 
which there is continued production into the future as 
allowed by the Montreal Protocol but current banks 
are eliminated, and other scenarios in which current 
banks continue to emit into the future but future 
production is eliminated. None of these alternative 
scenarios is presented as a likely, or even necessari-
ly a possible, future path. Instead, they are meant as 
sensitivity studies, which can aid in determining the 
impact of some lesser reduction. For example, if 10% 
of the CFC bank were captured and destroyed in 
2020, the magnitude of the impact is expected to be 
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emission increases after 2012 (Montzka et al., 2018). 
An abrupt and substantial increase in emissions from 
existing banks, required to solely explain the obser-
vations, is considered highly unlikely: While building 
demolition may lead to increasing CFC-11 emissions 
as the insulating foams in the buildings are destroyed, 
such emissions are expected to ramp up slowly and 
to primarily occur in developed countries, which is 
not shown by the observations (Montzka et al., 2018). 
These lines of evidence suggest the possibility that the 
emissions could be related to unreported production 
(Montzka et al., 2018). Thus, we have included an ad-
ditional sensitivity case in which we assume the future 
emissions of CFC-11 do not decline but remain at 67 
Gg yr−1, the average calculated top-down emissions 
over 2002–2016. 
As discussed previously and in Chapter 1, new po-
tential sources of CCl4 emissions have been identified 
from industry and from legacy uses that are current-
ly not captured in reporting to UNEP. There are also 
likely additional missing source(s). Given that future 
CCl4 emissions remain uncertain, we have included 
an additional alternative scenario for CCl4 in which 
current estimated top-down emissions (33 Gg yr−1) 
remain constant indefinitely. 
Projecting future CH2Cl2 emissions is one of the 
more uncertain aspects of the scenarios considered 
here. As discussed in Chapter 1, tropospheric mixing 
ratios of CH2Cl2 demonstrated strong growth from 
the early 2000s to around 2014. Growth has slowed 
since then, although growth rates continue to be 
highly variable. A potentially large source of CH2Cl2 
is as a co-product of CHCl3 manufacture, which is 
used almost entirely for HCFC-22 production (Oram 
et al., 2017). Oram et al. (2017) calculate that around 
715 kt of CH2Cl2 (in 2015) could be produced in 
association with HCFC-22 production in China, 
of which ~455 Gg (nearly half of estimated global 
CH2Cl2 annual emissions) could be used for emissive 
applications. If indeed CH2Cl2 production is closely 
linked to the demand for HCFC-22, then its emis-
sions could decline in the future, as long as noncon-
trolled feedstock production of HCFC-22 does not 
outweigh declines in controlled HCFC-22 emissions 
mandated by the Montreal Protocol. However, the 
variable growth rates of CH2Cl2 and the lack of a de-
finitive understanding of its global budget mean that 
reliable projections are currently not possible. Thus, 
we develop two alternative scenarios for CH2Cl2, in-
tended as sensitivity studies to examine the potential 
influence on stratospheric O3: (1) continued strong 
growth in emissions, assuming that surface mole 
fractions grow consistently at 2.85 ppt per year (the 
mean rate observed during 2004–2014 as in scenario 
1 from Hossaini et al., 2017), and (2) immediate ces-
sation of emissions. 
It is important to recognize that N2O remains the most 
significant ODP-weighted emission among all the 
ODSs. Thus, even though N2O is not controlled under 
the Montreal Protocol, we run two mitigation scenari-
os to compare with the ODS emission cases. These al-
ternative scenarios will also have climate implications 
because N2O is a long-lived greenhouse gas. The two 
scenarios are unchanged from Harris and Wuebbles et 
al. (2014). In one, all future anthropogenic emissions 
are eliminated, and in the other, the average of the 
“concerted mitigation” scenarios from UNEP (2013) 
is assumed. These scenarios are RCP2.6, SRES B2, and 
scenarios 4 and 5 from Davidson (2012). Future as-
sumptions in these scenarios vary, but as an example, 
scenario 4 in Davidson (2012) considered improved 
agricultural efficiency and emissions reductions of 
50% in the transportation/industrial sectors and from 
biomass burning relative to a baseline scenario in 
2050. Scenario 5 incorporates scenario 4 assumptions, 
as well as a reduction in meat consumption.
Policy options can be directly compared with the 
baseline scenario of this Chapter (Table 6-5) using: 
(1) the return of EESC to 1980 levels, (2) integrated 
EESC above 1980 levels, (3) integrated ODP- and (4) 
GWP-weighted ODS emissions from 2020 through 
2060, and (5) integrated ozone depletion. As in past 
Assessments, 1980 is the reference year—identified 
as a time when the return of EESC or global column 
ozone to levels experienced then signifies an import-
ant milestone in moving towards recovery. It is im-
portant to recognize, however, that even when EESC 
or global column ozone returns to 1980 levels, there 
will almost certainly be differences in the ozone spa-
tial distribution both for the total column as well as in 
the vertical profile. These differences are unavoidable 
as long as greenhouse gases like CO2, CH4, and N2O 
remain perturbed from their 1980 levels. The actual 
year of return to 1980 global column ozone also will 
depend on natural variations (e.g., in meteorology 
and atmospheric circulation) that can affect ozone, 
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Table 6-5. Comparison of scenarios and cases a : the year when EESC b drops below the 1980 value for both 
mid-latitude and Antarctic vortex, and integrated EESC differences (mid-latitude case) relative to the baseline 
(A1) scenario c. Also shown are changes in integrated ODP- and GWP-weighted emissions and, for selected cases, 
integrated global ozone depletion for 2020−2060. Future changes in CH4 and CO2 may also significantly alter 
ozone levels, potentially by amounts larger than any of the cases considered in this table.
Scenario
and
Cases
Percent  Difference in 
 Integrated EESC Relative 
to  Baseline  Scenario for 
the 
Mid- latitude Case
Year When EESC is 
Expected to Drop 
Below 1980 Value
Change in 
 Cumulative 
ODP- 
Weighted e 
Emission: 
2020−2060
Change in 
 Cumulative 
GWP- 
Weighted f 
Emission: 
2020−2060
Percent 
 Difference in 
Integrated 
O3 
 Depletion g : 
2020−2060
Mid-latitude c, d
Antarctic 
Vortex d
EESC dt
1980
χ
∫ EESC dt
2020
χ
∫ (Million tonsCFC-11-eq) (Billion tonsCO2-eq)
Scenarios
A1: Baseline 
scenario 0.0 0.0 2049.4 2075.7 0.00 0.0 0.00
Cases a of zero production from 2020 onward of: 
P0: All ODS –4.2 –19.1 2044.6 2070.3 –0.88 –5.8 –0.21
CFCs –0.0 –0.0 2049.4 2075.7 –0.00 –0.0 –0.00
Halons –0.0 –0.0 2049.4 2075.7 –0.00 –0.0 –0.00
HCFCs –0.8 –3.9 2048.6 2075.3 –0.12 –4.0 –0.05
CH3Br for QPS 
and CUE h
–1.5 –6.8 2048.2 2074.2 –0.18 –0.0 –0.06
CCl4 –2.2 –9.9 2046.6 2072.3 –0.59 –1.8 –0.17
Cases a of zero emissions from 2020 onward of: 
E0: All ODS 
(does not 
include N2O)
–8.0 –36.8 2039.6 2064.2 –2.30 –13.9 –0.48
CFCs –1.7 –7.9 2047.3 2073.2 –0.62 –3.3 –0.09
Halons –2.2 –9.9 2047.1 2073.0 –0.61 –0.2 –0.10
HCFCs –2.4 –11.0 2047.5 2074.7 –0.30 –8.7 –0.12
CCl4 i –2.2 –9.9 2046.6 2072.4 –0.59 –1.8 –0.12
CH3CCl3 –0.0 –0.0 2049.4 2075.7 –0.00 –0.0 –0.00
CH3Br for QPS 
and CUE h –1.5 –6.8 2048.2 2074.2 –0.18 –0.0 –0.06
Total anthro-
pogenic N2O j
- - - - –5.25 –81.8 –0.45
N2O
mitigation - - - - –1.23 –19.1 –0.04
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Cases a of full recovery of the 2020 banks of: 
B0: All ODS –5.1 –23.2 2043.9 2069.7 –1.42 –8.1 –0.27
CFCs –1.7 –7.9 2047.3 2073.2 –0.62 –3.3 –0.09
Halons –2.2 –9.9 2047.1 2073.0 –0.61 –0.2 –0.10
HCFCs –1.6 –7.4 2048.3 2075.1 –0.19 –4.7 –0.08
Cases a of full recovery of the 2025 banks of: 
B1: All ODS –3.1 –14.1 2045.0 2070.6 –1.09 –6.9 –0.18
CFCs –0.9 –4.3 2047.9 2073.8 –0.46 –2.4 –0.06
Halons –1.2 –5.5 2047.7 2073.5 –0.46 –0.2 –0.06
HCFCs –1.2 –5.7 2048.1 2074.9 –0.18 –4.3 –0.07
Continued emission of CFC-11: 
Constant at 
67 Gg yr−1 +4.0 +18.3 2056.7 2096.0 +2.06 +10.6 +0.20
Continued emission of CCl4: 
+0.9 +4.0 2051.2 2080.6 +0.42 1.3 +0.05
Cases relating to the VSLS CH2Cl2:
No future an-
thropogenic 
emission
- - - - - - -0.17
Increasing 
emission - - - - - +0.17
Notes:
a Significance of ozone-depleting substances for future EESC were calculated in the hypothetical “cases” by setting production or 
emission to zero in 2020 and subsequent years or the bank of the ODS to zero in the year 2020 or 2025. 
b EESC is calculated as in WMO (2014).
c EESC is integrated above the 1980 level and until it returns to this level, denoted as year “x”
d For mid-latitude conditions, an average age of air of 3 years, corresponding fractional release values, and a bromine efficiency fac-
tor (alpha) of 60 are assumed. For Antarctic vortex conditions, an average age of air of 5.5 years, corresponding fractional release 
values, and an alpha value of 65 are assumed. In all cases, age spectra are applied as in Newman et al. (2007).
e Semi-empirical ODPs from Table 6-1.
f GWPs with 100-year time horizon (Table 6-2).
g Integrated globally averaged total column ozone changes are taken from 2-D model runs described in this chapter.
h It is assumed that 84% of production for QPS use is emitted to the atmosphere and that 65% of production under CUE is emitted 
(Harris and Wuebbles et al., 2014). The alternative scenario evaluated here includes elimination of emissions from both QPS use 
and under CUE. Note that emissions under CUE are 15 times smaller than emissions from QPS use in future years of the baseline 
scenario.
i Banks are assumed to be zero. Emissions include uncertain sources such as possible fugitive emissions and unintended other 
emissions.
j The integrated ODP- and GWP-weighted emissions correspond to the reduction of anthropogenic N2O emissions from RCP6.0 to 
two mitigation cases (see text). The weaker “N2O mitigation” scenario is only projected through 2050, so ODP- and GWP-weighted 
emissions are calculated for 2020–2050.
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Figure 6-3. EESC for the current baseline scenario (mid-latitude conditions) compared with EESC from 
the WMO (2014) baseline scenario; also shown are the four major alternative scenarios that represent 
current mitigation examples considered in this Assessment, and a scenario that assumes a continuation 
of CFC-11 emissions through the end of the century at the level estimated over 2002–2016 (67 Gg yr−1) 
(Montzka et al., 2018). All of the EESC curves are calculated using the approach from Newman (2007). 
The difference between the current baseline curve and the WMO (2014) curve is indistinguishable until 
after 2020.
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The “No Future Emissions” scenario represents the 
fastest that EESC could recover, assuming no chang-
es in lifetimes or fractional release values in the fu-
ture. The close alignment of the “Zero 2020 Bank,” 
“Zero 2025 Bank,” and “No Future Production” cases 
demonstrates the comparable importance of current 
banks and future production when ODSs are exam-
ined together. If emissions were completely stopped 
in 2020, it could result in an earlier return of mid- 
latitude and polar EESC to 1980 levels by about a 
decade. However, for perspective, it is important to 
recognize the relatively small impacts that additional 
controls could have on ODSs when compared with 
what the Montreal Protocol has already accomplished 
(e.g., Figures 5-6 and 5-8 of Harris and Wuebbles et 
al., 2014). 
As previously discussed, a new approach to calculate 
EESC (Engel et al., 2017) has been proposed, which 
regardless of EESC levels and the amount of anthro-
pogenic climate change.
6.4.3.1 StratoSpheriC ozone impliCationS 
We project that mid-latitude EESC will return to 
1980 levels around 2049 and polar EESC will return 
around 2076 for the baseline scenario. This is almost 
2 years later for mid-latitude EESC and slightly more 
than 2 years later for polar EESC when compared with 
the baseline scenario of WMO (2014). Both of these 
differences are primarily a result of higher concentra-
tions of CCl4, which are caused primarily by slower 
projected decreases in future emissions. The differ-
ence in total EESC between the WMO (2014) baseline 
scenario and the current one is shown in Figure 6-3. 
The differences appear very small at the scale shown 
all the way to 2100. 
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differs from the methodology used in this chapter and 
in previous Assessments in that it attempts to account 
for the fact that the average age of air for source gases 
that have been dissociated in the stratosphere is long-
er than the average age of inert tracers in the same 
stratospheric location. For the scenarios considered 
in this chapter, the use of the new EESC approach 
leads to a delay in mid-latitude return to 1980 levels 
of about another decade, with a much smaller effect 
for polar EESC. Despite these quite large changes in 
the return dates for mid-latitude EESC, the relative 
importance of the various ODS emission sources to 
ozone depletion metrics changes little between the 
two approaches (cf. Tables 6-5 and 6C-1). For the rest 
of this chapter we will use the older EESC approach. 
The importance of future emissions from CFCs, ha-
lons, HCFCs, CCl4, and CH3Br (mainly from QPS) 
are all comparable, even more so than in the previous 
Assessment. As in WMO (2014), future emissions 
from CFCs and halons in the baseline scenario con-
tinue to arise entirely from the existing banks, while 
banks of CCl4 and CH3Br are assumed to be negligibly 
small, so future emissions for them arise exclusively 
from future production. Future HCFC emissions arise 
from both current banks as well as future projected 
production, with current banks contributing more 
than future production. 
If the emissions indicated from the recent slowdown 
in the decline of CFC-11 concentrations continue 
into the future, the recovery of EESC and ozone will 
be delayed. As stated above, we have included a sce-
nario in which CFC-11 emissions continue at 67 Gg 
yr−1 indefinitely. This is the level implied by atmo-
spheric concentration trends over 2002–2016 if it is 
assumed that atmospheric dynamics played no role in 
the changing trends (Montzka et al., 2018) (Chapter 
1). In this alternative scenario, the mid-latitude EESC 
return to 1980 levels is delayed by about 7 years, and 
polar EESC return is delayed by about 20 years. For 
context, the ODP-weighted CFC-11 emissions in this 
scenario exceed those of the baseline scenario by 2.1 
million ODP-weighted tons over 2020–2060, thus 
almost doubling ODP-weighted emissions from the 
long-lived halocarbon ODSs over that period com-
pared with the baseline scenario. Continuing emis-
sion of CCl4 at 33 Gg yr−1 also has implications for 
ozone recovery: It delays the return of EESC to 1980 
levels at mid-latitudes and in the Antarctic vortex 
by ~2 years and ~5 years, respectively, relative to the 
baseline scenario.  
Figure 6-4a compares the impact of selected scenari-
os on the globally averaged total column ozone as cal-
culated with the 2-D model. As expected, the ozone 
response exhibits a roughly inverse relationship with 
the EESC curves shown in Figure 6-3. Continued 
CFC-11 emissions at 67 Gg yr−1 causes a change in 
ozone that grows over time and eventually leads to 
more ozone depletion than is caused by all future 
halocarbon ODS emissions in the baseline scenario. 
Shown in Figure 6-4b are the responses for the N2O 
mitigation scenarios. N2O exerts a similar ozone re-
sponse to that shown in Harris and Wuebbles et al. 
(2014). After about 30 years, the impact of future an-
thropogenic N2O emissions on ozone is larger than 
the combined impact of all future long-lived haloge-
nated ODS emissions, and the N2O influence contin-
ues to grow. The significance of N2O is also apparent 
from its cumulative ODP- and GWP-weighted emis-
sions shown in Table 6-5; the total N2O anthropogen-
ic emissions over 2020–2060 are more than two times 
that of the ODSs for ODP-weighted emissions, and six 
times for GWP-weighted emissions. 
Figure 6-4c shows the impacts on ozone of the range 
of RCP scenarios (RCP2.6, 4.5, 6.0, and 8.5). The in-
fluences of CO2, CH4, and N2O are shown, individual-
ly, by varying each one alone while holding the other 
two gases at 2015 levels. The baseline ODS scenario 
is used in all runs. The processes responsible for the 
ozone impacts of these greenhouse gases (GHGs) are 
discussed in Chapter 3. When compared with Figure 
6-4a, it is apparent that the variations of each of these 
three gases across the RCP scenarios lead to a sub-
stantially wider range of possible future ozone levels 
than from the ODS scenarios alone. For example, 
the difference in global ozone in 2100 between the 
baseline ODS scenario and a scenario with no ODS 
emissions from 2020 is less than 1 DU (Figure 6-4a). 
This contrasts with differences of 11, 16, and 6 DU, 
due to differences in CO2, CH4, and N2O, respective-
ly, between the RCP2.6 and RCP8.5 scenarios. Thus, 
policies that affect the future evolution of these three 
GHGs in particular will be important for predicting 
how ozone will change. Furthermore, the potential 
increase of global ozone above preindustrial levels 
means that in the future, policy decisions that lead to 
less climate forcing and less ozone depletion may no 
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Figure 6-4a. Influence of selected sce-
narios on globally averaged total ozone. 
The scenarios include the baseline sce-
nario; no long-lived ODS emissions 
from 2020; full capture and destruc-
tion of the bank in 2020, but allowing 
continued production; full capture and 
destruction of the bank in 2025, but 
allowing continued production; no pro-
duction of long-lived ODSs from 2020, 
but allowing banks to continue to emit; 
continued annual emission of CFC-11 
at 67 Gg yr−1; and continued annual 
emission of CCl4 at 33 Gg yr−1, with all 
other assumptions following the base-
line scenario. Calculations are from the 
GSFC 2-D model. In all scenarios shown, 
the decline just before 2100 is caused 
by a decrease in tropospheric column 
ozone and is not due to additional 
stratospheric ozone depletion. The zero 
line represents 1980 levels.
Figure 6-4b. Influence of N2O mitigation 
on future ozone. Globally averaged total 
column ozone for the baseline scenario 
(black) is compared with the scenarios 
in which no future anthropogenic N2O 
emissions occur and for a weaker N2O 
mitigation scenario (see text). Calcula-
tions are from the GSFC 2-D model. 
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Figure 6-4c. Separate influence of N2O, CH4, and CO2 on future global ozone in 
the presence of decreasing ODSs. The baseline ODS scenario is used in all runs. 
The shading depicts the range of impacts, among RCP2.6, 4.5, 6.0, and 8.5, due 
to future increasing CO2 (purple) and N2O (yellow). The CH4 impacts for RCP2.6 
and 8.5 are depicted by the thick blue lines. The thinner colored lines show the 
separate impacts of N2O (yellow), CH4 (blue), and CO2 (purple) under the RCP6.0 
scenario. The thick green line shows the response to only decreasing ODSs. 
For CO2, RCP8.5 gives the largest ozone response and RCP2.6, the smallest. For 
N2O, RCP8.5 gives the most negative ozone response relative to ODS only, and 
RCP2.6 gives the least negative ozone response. For all simulations, the gases 
(of N2O, CH4, and CO2) that are not being varied are fixed at 2015 levels. Calcu-
lations are from the GSFC 2-D model, which compares well with 3-D models, 
including for CH4 perturbations (see Appendix 6B).
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Figure 6-5. Influence of CH2Cl2 on globally 
averaged total ozone. The change in total 
ozone from 1960 through 2100 is shown 
for the three CH2Cl2 scenarios considered 
(upper panel); assumed constant emissions 
(our baseline scenario), linearly increasing 
emissions (adapted from Hossaini et al., 
2017), and an elimination of anthropo-
genic emissions beginning in 2015. Sur-
face concentrations of CH2Cl2 for the three 
scenarios are also shown (lower panel). 
Calculations are from the GSFC 2-D model.
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all anthropogenic emissions of CH2Cl2 had ceased in 
2015, the effect on integrated ozone depletion from 
2020–2060 would be about two-thirds of the effect of 
eliminating production of all controlled ODSs begin-
ning in 2020.  
6.4.3.2 Climate impliCationS 
From the projections for 2020 through 2060, HCFC 
emissions contribute about two-thirds to the total 
GWP-weighted emissions for all ODSs (not includ-
ing N2O), with both future production and current 
banks playing comparable roles. Projected CFC banks 
in 2020 represent the next most important class of 
GWP-weighted emissions, contributing just over 
20% of the total in the baseline scenario. If, howev-
er, unreported CFC-11 production is and continues 
to be an important factor, the GWP-weighted emis-
sions of all the controlled ODSs from 2020 to 2060 
would almost double compared with the baseline 
longer be considered a win-win proposition (Butler 
et al., 2016). 
The two alternative scenarios for CH2Cl2, namely (1) 
continued strong growth in emissions and (2) imme-
diate cessation of emissions, are shown in Figure 6-5 
along with its mixing ratios in the baseline scenario. 
Unlike the CFCs, CH2Cl2 has a short lifetime and thus 
responds rapidly to changes in emissions. If emissions 
quickly decrease in the future, the contribution of 
CH2Cl2 to stratospheric chlorine will also fall rapid-
ly. Under scenario (1), the 2-D model predicts that 
integrated ozone depletion over 2020–2060 (shown 
in the final column of Table 6-5) would increase by 
even more than it would decrease if all future con-
trolled ODS production were eliminated beginning 
in 2020. However, the continuing large variability in 
its surface abundances causes us to be unable to con-
fidently predict future concentrations or to evaluate 
the plausibility of this scenario. If, on the other hand, 
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Figure 6-6. Historical and 
projected future radiative 
forcing from long-lived ODS 
halocarbons. The forcing for 
the mitigation scenarios and 
the constant CFC-11 emission 
scenario shown in Figure 6.2 
and 6.3 are also shown.
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scenario (assuming CFC-11 emissions continue at 67 
Gg yr−1), and CFCs would be the ODS group whose 
future emissions contribute most to climate change. 
Continuing CCl4 emissions at 2016 levels lead to a 
much smaller additional climate impact. As a point of 
comparison, the amount of CO2 emitted in 2015 from 
fuel combustion was 32 Gt CO2, and the sum from 
2020 to 2060 in the RCP6.0 scenario is 1,700 Gt CO2 
(IEA, 2017), while the total CO2-equivalent emissions 
in the baseline scenario from ODSs controlled by the 
Montreal Protocol over 2020–2060 is projected to be 
13.8 Gt CO2-eq yr-1.
As seen in Figure 6-6, the maximum difference in 
radiative forcing between the baseline scenario and 
the zero-emission scenario is less than 0.05 W m−2, 
and by 2100, no ODS policy action could reduce ODS 
radiative forcing by as much as 0.01 W m−2 when 
compared with the baseline scenario, which assumes 
compliance with the Montreal Protocol. If there is not 
complete adherence to the Protocol, the RF would 
be expected to rise above the current baseline curve, 
with the actual RF path depending on the extent of the 
Montreal Protocol violation. If, for example, CFC-11 
emissions were to continue at 67 Gg yr−1 indefinitely, 
RF would be 0.03 W m−2 higher in 2100 than in the 
baseline scenario (Figure 6-6).
Figure 6-7 shows the contribution of the various 
ODSs and their replacements, specifically HFCs, 
to future RF. The RF from CFCs has been declining 
since the latter half of the 20th century. The subse-
quent increase in the HCFC replacement compounds 
is projected to offset this decline through to about 
2020. Once the transition to HFCs advances, the pro-
jected HFC concentration increases more than offset 
the decline in ODS RF for at least a decade. After that 
point, the HFC restrictions of the Kigali Amendment, 
if adhered to, ensure a continued decline in total RF 
from ODSs and their replacements through the rest 
of the century. This is one of the primary expected 
successes of the Kigali Amendment; in the absence 
of Kigali, there would have been a possibility that 
uncontrolled growth of HFCs could have led to in-
creasing total RF through the end of the century. Our 
current projections suggest that the total RF from 
ODSs and their replacements will be below 0.2 W m−2 
by the end of the century if there is global adherence 
to the Kigali Amendment, meaning the RF from all 
Montreal Protocol gases (ODSs and HFCs) would be 
only slightly higher than the RF of CFC-12, by itself, in 
the early 2000s, when it was at its peak concentration. 
Cumulative GWP-weighted HFC emissions under 
the Kigali Amendment (excluding HFC-23) are cal-
culated to be 62–63 Gt CO2-eq yr-1 from 2020 to 2060 
compared with potential emissions in the absence of 
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Figure 6-7. Contribution to historical and projected future radiative forcing from long-lived 
ODS halocarbons and HFCs (not including HFC-23). The lowest black line represents the forcing 
from CH3Cl and the cyan line represents the additional contribution from CH3CCl3 and CCl4. The 
shaded range for uncontrolled HFCs represents that range between the “low” and “high” projec-
tions in Velders et al. (2015b). HFC-23 is not included in the RF contributions from HFCs since it is 
generally not used as a replacement compound in applications that traditionally used ODSs, and 
it is also in a separate group in the Kigali Amendment (see Chapter 3, Section 2.5.1.5).
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as the minimum and the RCP8.5 projection as the 
maximum emissions scenario). The substantial bene-
fit of the Kigali Amendment is apparent from the fig-
ure, in comparing the HFC curves without the Kigali 
Amendment (red dashed) with the Kigali curves (red 
solid). The sizable reduction in the climate impact of 
ODSs, in response to actions taken as a consequence 
of the Montreal Protocol, is also evident.  In contrast, 
the relative reductions that can be made in future 
ODS and HFC emissions lead to a substantially small-
er climate influence, assuming compliance with the 
Protocol. 
Kigali (baseline scenario of Velders et al., 2015b) over 
the same time period of 125–155 Gt CO2-eq yr-1. A 
hypothetical immediate global phaseout of HFC 
production in 2020 could reduce these cumulative 
emissions to 9.5–9.6 Gt CO2-eq yr-1, which represent 
continuing emissions from the banks. See Chapter 2 
for further discussion.  
The climatic influence of the ODSs and their replace-
ments are shown in comparison with the three dom-
inant GHGs, CO2, CH4, and N2O, in Figure 6-8. The 
figure demonstrates the large range in CO2-equivalent 
emissions and radiative forcing for these three climat-
ically important gases (using the RCP2.6 projection 
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Figure 6.8. Emissions and radiative forcing of ODSs and HFCs compared to these quantities for the three 
long-lived greenhouse gases: CO2, CH4, and N2O. Maximum (minimum) values for CO2, CH4, and N2O repre-
sent the RCP8.5 (RCP2.6) future projections. The total represents the sum of all curves, with the maximum 
total including the baseline curves for ODSs and HFCs, and the RCP8.5 scenario for the other three green-
house gases. The minimum total is the baseline ODS and HFC scenario and the RCP2.6 scenario for CO2, 
CH4, and N2O. The HFC curves (red) are not labeled due to the lack of available space. The solid red curves 
are the baseline HFC scenario consistent with the Kigali Amendment and the dashed HFC curves represent 
the “low growth” future HFC scenario described in Chapter 2 and is from Velders et al. (2015a). The dashed 
ODS curves represent the “no future ODS emission” scenario described in the text. 
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Since geoengineering may be considered in the future, chemical and dynamical changes and their impacts on 
future column ozone have to be understood. Models incorporate stratospheric chemistry and dynamics with 
varying degrees of sophistication, and very few single-model studies have investigated changes in ozone due to 
geoengineering with consideration of interactions between dynamics, chemistry, aerosols, and climate. In this 
appendix, the current state of knowledge on stratospheric sulfate geoengineering is summarized in more detail 
than covered in the main chapter.
6A.1 Impact of Stratospheric  Sulfate Geoengineering on Net  Chemical Ozone Production 
An increasing sulfate aerosol burden from possible continuous injection of SO2 into the tropical stratosphere 
would result in an enhanced aerosol surface area density in the mid- and lower stratosphere (i.e., up to about 
10 hPa in the tropics). This would increase the surface area available for heterogeneous reactions, similar to that 
observed after large volcanic eruptions (Heckendorn et al., 2009; Pitari et al., 2014; Tilmes et al., 2009; Tilmes et 
al., 2012; Visioni et al., 2017a). The magnitude and spatial pattern of the increased aerosol surface area density 
and the associated mass and size distributions, which are strongly model dependent, vary with the amount and 
location of injections (e.g., Dai et al., 2018; English et al., 2012; Laakso et al., 2017; Niemeier and Timmreck, 
2015; Pitari et al., 2014; Tilmes et al., 2017) and on the injection substance. The impact of increased aerosol 
surface area is particularly significant for three heterogeneous reactions:
          N2O5 + H2O  →  2HNO3 (1)
     ClONO2 + H2O  →  HOCl + HNO3    for T < 200 (2)
     ClONO2 + HCl  →  Cl2 + HNO3   for T < 200K (3)
Reaction (1), the reduction of nitrogen oxides (NOy) via hydrolysis of N2O5 (e.g., Fahey et al., 1993) would 
increase ozone abundance, which is in part counteracted by the increase in ozone loss cycles involving reac-
tive chlorine (ClOx), bromine (BrOx), and hydrogen (HOx) families. This reaction is dominant in the tropical 
mid-stratosphere (Figure 6A-1, top left). 
Increasing/decreasing the surface area density and NOy would result in an increase/decrease of the importance 
of reaction (1), although this effect would saturate at very high aerosol loadings (e.g., Berthet et al., 2017). 
Reaction (2), the hydrolysis of ClONO2, results in production of HOCl, increased HOx and ClO concentra-
tions, and increased ozone loss via the catalytic ClOx and HOx cycles. Heterogeneous reactions of ClONO2 
with hydrogen chloride HCl result in additional reactive chlorine. Reactions (2) and (3) are most important in 
cold regions, especially in the lower stratosphere in polar regions in winter and spring (Figure 6A-1, top left). 
Additional reactions, including the hydrolysis of BrONO2, play an important role for warmer conditions (Tilmes 
et al., 2012), as recent observations after small volcanic eruptions have demonstrated (Berthet et al., 2017). 
The importance of these reactions will decline with the projected decreasing stratospheric halogen burden. A 
potential increase in the cold point temperature, as the result of aerosol geoengineering and a resulting increase 
in stratospheric water vapor content (see Section 6.2.5), leads to an additional increase in the HOx ozone loss 
cycle throughout the stratosphere. Resulting changes in net chemical ozone production are most important in 
the lower and upper tropical stratosphere, especially in the summer Northern Hemisphere (Tilmes et al., 2018). 
An increase in the odd oxygen cycle involving reactive oxygen (Ox), resulting from a temperature increase in 
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Figure 6A-1. Processes impacting stratospheric ozone in 2042–2049 following RCP8.5 for 16 Tg S yr−1 injec-
tions at 15°N/15°S. Impact of enhanced sulfate aerosols on zonal and annual averaged net rate of chemical 
production of ozone (top left), temperature (top right), and ozone concentration (bottom left). Changes in the 
dominant ozone loss cycles are shown in blue if decreasing (net chemical production is increasing) and in 
red if increasing (net chemical production decreasing) (top left). The example is based on a RCP8.5 control 
simulation between 2042 and 2049 and a geoengineering simulation with injection of 16 Tg S yr−1 evenly 
distributed between two single injection locations at 15°N and 15°S latitude, 180° longitude, and at 70 hPa 
(about 19 km) to counteract surface warming of about 2°C, using a fully interactive model, CESM1 (WACCM) 
(Richter et al., 2018; Tilmes et al., 2018). The tropopauses in the control and geoengineering simulations are 
shown by the black and blue lines, respectively. Changes in ozone concentration with geoengineering are 
driven mainly by dynamical changes, especially in the tropics and the Northern Hemisphere; changes in 
ozone concentration in polar regions mainly reflect enhanced chemical loss. Differences in column ozone (%) 
between the geoengineering and the control simulation in 2042–2049 are illustrated for different months 
(bottom right).
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the tropical stratosphere, would also contribute to the change in net chemical ozone. Finally, the decrease in 
photolysis rates due to scatter by aerosols has been estimated to decrease ozone in the tropical lower stratosphere 
(Pitari et al., 2014). 
6A.2 Impact of Stratospheric Sulfate Geoengineering on Dynamics 
According to modeling studies, geoengineering via stratospheric aerosol injection would affect dynamics through 
two main processes: (1) cooling of the troposphere as the result of reduced incoming shortwave radiation and 
(2) substantial warming of the tropical stratosphere as the result of diabatic heating caused by the increased 
sulfate aerosol layer (Figure 6A-1, top right) (e.g., Pitari et al., 2014; Tilmes et al., 2018; Richter et al., 2018). 
These processes result in a drop in tropopause altitude, a weakening of the subtropical jets, and an increase in 
the tropical cold point temperature, which may increase stratospheric water vapor by up to 90% for very large 
injections of 40 Tg SO2 yr−1 (Richter et al., 2018; Tilmes et al., 2018). The vertical component of the residual 
circulation in the tropics is reduced below the injection location as the result of a decrease in the temperature 
gradient between the tropics and mid-latitudes above the subtropical jets. On the other hand, the increased 
tropical upwelling above the injection locations and increased downwelling in high latitudes is consistent with a 
strengthening of the gravity wave drag and Eliassen–Palm flux (EPF) divergence in mid- and high latitudes and 
is aligned with a strengthening of the polar night jet (Tilmes et al., 2018; Richter et al., 2018). The strengthening 
of the polar night jet in high latitudes results in additional ozone depletion (Tilmes et al., 2009), while increases 
in horizontal advection, especially in winter mid-latitudes in the Northern Hemisphere stratosphere, can result 
in an increase of ozone above values of non-geoengineered conditions, for example, as shown for large injections 
of 16 Tg S yr−1 at about 1 km above the tropical tropopause (Figure A6-1, bottom left). Changes in advection of 
ozone, other gases, and sulfate aerosols interact with chemical changes as well as stratosphere-to- troposphere 
exchange. Resulting changes in tropospheric chemistry, temperature, and UV are estimated to increase methane 
lifetime by 16% for continuous 4 Tg S yr−1 injections (Visioni et al., 2017b). 
Simulations with injections of sulfur at the equator identified a significant prolonging of the westerly phase 
of the Quasi-Biennial Oscillation (QBO) with increasing injection amounts (Aquila et al., 2014). This would 
lead to a stronger confinement of particles in the tropics (Niemeier and Schmidt, 2017). However, Richter et al. 
(2017) have shown that geoengineering in a model with interactive stratospheric chemistry and coupled ocean 
has a reduced impact on the QBO due to reductions in heating as the result of reductions in ozone around 30 
hPa. Furthermore, different injection scenarios at 15°N and 15°S or in addition at 30°N and 30°S with injections 
up to 25 Tg S yr−1 by the end of the 21st century (Richter et al., 2018) would instead lead to a QBO that is closer 
to present-day conditions. Large differences and shortcomings in the representation of the QBO in different 
models exist, and differences in the response to geoengineering have to be investigated in more detail.
6A.3 Impact of Sulfate Aerosol  Geoengineering on Column Ozone 
In addition to potential changes in column ozone as the result of increasing greenhouse gases (GHGs) (Butler 
et al., 2016), chemical and dynamical changes due to geoengineering, as discussed above, would affect future 
column ozone and in part counteract the projected increase of column ozone (“super-recovery”) over most lati-
tudes (Chapter 3). In one modeling study, a fixed injection of 4 Tg S yr−1 between 2020 and 2070, which results 
in 0.5°C of surface cooling, leads to approximately a 4% reduction in the global stratospheric column ozone for 
2020 and only a 1% reduction by 2070 (Xia et al., 2017). These results are similar to calculations based on four 
models using fixed injections of 2.5 Tg S yr−1, which show an average decrease in global column ozone of 2.8% 
over the same period (Visioni et al., 2017a). The impact of aerosols geoengineering on ozone is therefore small if 
applied later in the century, when global column ozone absent geoengineering is projected to increase by about 
~4% (from 2020 to 2070) due to changes in ODS and GHG concentrations (Cionni et al., 2017).
Simulations using a fully interactive earth system model that includes an interactive aerosol microphysical 
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scheme coupled to interactive chemistry and radiation, and with an internally generated QBO (Mills et al., 
2017), point to the importance of chemistry and dynamical changes on column ozone. Very large injections of 
16 Tg S yr−1, to cool the surface by about 2°C in 2042–2049, reduce column ozone values towards present-day 
conditions in winter and spring high altitudes for both hemispheres (Figure 6A-1, bottom right). Maximum 
reductions of 8% in March over the Arctic, and 28% in October over Antarctica are reached in comparison to the 
RCP8.5 control simulation (Figure 6A-1, bottom right). On the other hand, an increase of column ozone above 
non- geoengineered levels up to 8% is simulated for the Northern Hemisphere mid-latitudes in winter. A differ-
ent experiment that reached the same surface cooling but applied injections at higher altitudes (~5 km about the 
tropopause) indicated that advection is less important and resulted in a larger decrease in column ozone at high 
latitudes, with up to 18% loss over the Arctic and up to 40% over Antarctica in spring. The impact on column 
ozone is therefore dependent on the injection strategy (Richter et al., 2018; Tilmes et al., 2018).
A transient simulation based on RCP8.5 GHG forcings with continuously increasing SO2 injections at 15°N, 
15°S, 30°N, and 30°S at ~5 km about the tropopause required injections up to 25 Tg S yr−1 by the end of the 
century to maintain temperatures at 2020 levels (Kravitz et al., 2017). In this simulation, ozone recovery in the 
Southern Hemisphere polar vortex was delayed until the end of the 21st century. Besides, column ozone reached 
values close to pre-ozone hole conditions for the Southern Hemisphere and tropics and well above pre-ozone 
hole conditions for northern mid-latitudes in winter and spring (Richter et al., 2018). By the end of the 21st 
century, geoengineering resulted in higher column ozone values compared to non-geoengineering conditions 
for tropics and winter northern mid-latitudes.
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In this appendix, predictions of past and future ozone with the GSFC 2-D model (GSFC 2D), used in this 
chapter, are shown to be in very good agreement with the GEOSCCM 3-D simulations used in Chapters 3, 4, 
and 5. The GEOSCCM has a comprehensive tropospheric and stratospheric chemical mechanism (e.g., Oman 
et al., 2016) and performed well in both chemical- and transport-related process evaluations (SPARC CCMVal, 
2010; Strahan et al., 2011; Douglass et al., 2012). The GSFC 2-D model has complete stratospheric chemistry 
but contains a limited subset of tropospheric species (Fleming et al., 2011; Jackman et al., 2016). The GSFC 2-D 
model compares well with observations and the GEOSCCM in simulating various transport-sensitive features 
in the meridional plane (e.g., long-lived tracers), as well as long-term changes in temperature and age of air over 
the 1950–2100 period (Fleming et al., 2011; SPARC, 2013). In this appendix, we also show comparisons of the 
baseline simulation with the CCMI multi-model mean (MMM, ±1σ) for the total and stratospheric column, and 
with selected observations where available.
Figure 6B-1 shows comparisons of the GSFC 2-D model and GEOSCCM global/annually averaged ozone from 
the CCMI baseline REF-C2 simulations for 1960–2100. These simulations include past stratospheric aerosol 
variations and solar ultraviolet flux variability associated with the 11-year solar cycle, with a repeating 11-year 
cycle projected out to 2100. The 2-D model stratospheric column ozone agrees quite well with the GEOSCCM, 
both in absolute amount and the pre-2000 decline and future ozone recovery out to 2100 (Figure 6B-1b). 
While tropospheric column ozone is similar in the two models during the 1960s, GSFC 2-D underestimates the 
time-dependent increases in tropospheric ozone in the GEOSCCM from ~1970 through the mid-21st century 
(Figure 6B-1c). This is likely due to the limited tropospheric chemical scheme used in the 2-D model, as men-
tioned above. This results in a low bias in tropospheric ozone throughout the 21st century, which is as large as 
15% (5 DU) in 2050–2060. This low bias is also reflected in the future total column ozone comparison through 
the 21st century (Figure 6B-1a). For the total and stratospheric column, GSFC 2D and GEOSCCM show overall 
agreement with the observations but show a stronger decline and stronger recovery compared with the CCMI 
MMM (gray shading indicates ±1σ). For the tropospheric column, the limited available data fall between the two 
models (see the figure caption for details of the observations and MMM).
Figure 6B-2 shows stratospheric column ozone from the REF-C2 simulations at selected latitude zones. The 
GSFC 2D low bias in tropospheric ozone, and therefore in the total column, is similar to that of the global 
average (Figure 6B-1); therefore, the focus here is on stratospheric ozone. The 2-D model captures well the de-
cline and recovery of stratospheric ozone simulated by the GEOSCCM and CCMI MMM during the Antarctic 
spring and the tropical and Northern mid-latitude annual average. The models show general agreement with 
the observations, which have significant year-to-year variability, although the CCMI MMM shows a somewhat 
weaker ozone decline during the Antarctic spring. The models also show the GHG-induced “super-recovery” 
at Northern Hemisphere mid-latitudes, where stratospheric ozone is 15–20 DU higher in 2100 than in 1960 
(the CCMI MMM shows a somewhat smaller increase). The GEOSCCM, GSFC 2D, and CCMI MMM all show 
a similar decrease in tropical stratospheric ozone during the late 21st century, again driven primarily by GHG 
changes as discussed in Chapter 3 (see Sections 3.4.2 and 3.4.3.1 and Figures 3-26, 3-29, and 3-30). 
GSFC 2D also compares well with the GEOSCCM in simulating the ozone response to the CH4 perturbations 
discussed in Chapters 3 and 4. Figure 6B-3 shows the profile ozone mixing ratio difference (ppm) between 
the RCP8.5 (high) CH4 simulation and REF-C2 (RCP6.0 CH4), averaged over 2070–2100.  In the stratosphere, 
increased CH4 loading leads to increased ozone due to the conversion of active chlorine to reservoir chlorine via 
the reaction CH4 + Cl -> HCl + CH3, which reduces the chlorine-catalyzed ozone loss, although this process will 
Appendix 6B
Comparison of Past and Future Ozone Projections of the 
GSFC 2-D Model with GEOSCCM 3-D Simulations 
  
        
    
1960 1980 2000 2020 2040 2060 2080 2100
REF-C2   Global Annual Average
(a) Total column
D
ob
so
n 
U
ni
ts
       
 
 
 
 
 
 
 
 
   
   
 
 
 
 
 
 
 
 
 
  
280
290
300
310
 
GEOSCCM
GSFC 2D
CCMI MMM, ±1σ   
 OBS
  
        
    
1960 1980 2000 2020 2040 2060 2080 2100
(b) Stratospheric column
250
260
270
280
        
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
  
        1960 1980 2000 2020 2040 2060 2080 2100
(c) Tropospheric column
26
28
30
34
        
    
 
 
32 
 
   
   
 
 
 
 
  
Year
D
ob
so
n 
U
ni
ts
D
ob
so
n 
U
ni
ts
Figure 6B-1. Comparison of past and future globally averaged ozone from the REF-C2 simulations and obser-
vations. This shows the ozone columns below (c) and above (b) the latitude- and seasonally-dependent tro-
popause, and the total column (a), from the GSFC 2-D model (red line) and GEOSCCM 3-D model (blue line) 
for 1960–2100. Also shown are the CCMI multi-model mean (MMM, dark gray line) with ±1σ (gray shading) 
(see Sections 3.4 and 4.5 of this Assessment, and Dhomse et al., 2018 for details). The observations are (a) 
ground-based total ozone for 1964–2016 updated from Fioletov et al. (2002); (b) stratospheric column ozone 
from: Aura/MLS version 4.2 for 2005–2017 (black +), and Global OZone Chemistry And Related trace gas Data 
records for the Stratosphere (GOZCARDS) version 2.20 for 1985–2016, updated from Froidevaux et al. (2015) 
and time-interpolated to fill in missing data (orange Δ); and (c) tropospheric column ozone derived from 
OMI/MLS averaged over 60°S to 60°N for 2005–2016 (Ziemke and Cooper, 2017; 2018). To facilitate visual 
comparison and minimize the model biases in the 1960s, the following offsets were applied: (a) MMM: +6.5 
DU; (b) MMM: –3 DU, GOZCARDS: +3 DU.
Chapter 6 | Information for Policymakers
6.62
  
        
    
1960 1980 2000 2020 2040 2060 2080 2100
        
    
 
 
 
 
 
 
   
   
 
 
 
 
 
 
 
REF-C2 Stratospheric Column
 
150
200
250
300
350
400
  
        
    
1960 1980 2000 2020 2040 2060 2080 2100
        
    
 
 
 
 
 
   
   
 
 
 
 
 
 
225
230
235
240
245
  
        1960 1980 2000 2020 2040 2060 2080 2100
        
    
 
 
 
 
 
 
 
   
   
 
 
 
 
 
 
 
 
280
300
320
340
(a) 90–65°S Sept/Oct
(b) 20°S–20°N Annual Average
(c) 35–60°N Annual Average
Year
GEOSCCM
GSFC 2D
CCMI MMM, ±1σ   
 OBS
D
ob
so
n 
U
ni
ts
D
ob
so
n 
U
ni
ts
D
ob
so
n 
U
ni
ts
Figure 6B-2. Comparison of past and future stratospheric column ozone in select latitude bands from 
the baseline REF-C2 simulations and observations. This shows the ozone column above the tropopause 
( seasonally- and latitude-dependent) from the GSFC 2-D model (red line) and GEOSCCM 3-D model (blue line) 
for 1960–2100. Also shown are the CCMI multi-model mean (MMM, dark gray line) with ±1σ (gray shading) 
(see Sections 3.4 and 4.5 of this Assessment, and Dhomse et al., 2018 for details). The observations are strato-
spheric column ozone from: Aura/MLS version 4.2 for 2005–2017 (black +), and Global OZone Chemistry And 
Related trace gas Data records for the Stratosphere (GOZCARDS) version 2.20 for 1985–2016, updated from 
Froidevaux et al., 2015 and time-interpolated to fill in missing data (orange Δ). To facilitate visual comparison 
and minimize the model biases in the 1960s, the following offsets were applied: (a) MMM: +15 DU; (b) MMM: 
–16 DU, GOZCARDS: +2 DU; (c) GEOSCCM: –5 DU, GOZCARDS: +2 DU.
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Figure 6B-3. Profile ozone sensitivity to CH4. This shows the ozone mixing ratio difference (ppm) between 
simulations using the RCP8.5 CH4 (high) scenario and the baseline REF-C2 (RCP6.0 CH4) from the GEOSCCM 
and GSFC 2-D model, averaged over the period 2070–2099 to minimize interannual variability in the GEO-
SCCM. Negative differences are indicated by the blue colors, positive differences by the red colors.
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become less important as chlorine diminishes through the late 21st century. Methane oxidation also increases 
stratospheric HOx, which (1) increases the HOx-ozone loss and (2) sequesters NOx in the reservoir HNO3 via the 
reaction OH + NO2, thereby reducing ozone loss in the mid-stratosphere (Nevison et al., 1999; Randeniya et al., 
2002). There is also a contribution due to the increased water vapor from methane oxidation, which enhances 
stratospheric cooling and reduces the ozone chemical loss rates (e.g., WMO, 2014). In the troposphere and 
lowermost stratosphere, CH4 oxidation leads to enhanced NOx-induced ozone production, which is strongly 
dependent on the amount of ambient NOx (e.g., see Jacob, 1999; Portmann and Solomon, 2007; Fiore et al., 2008; 
Kawase et al., 2011; WMO, 2014). The net impact of these processes yields ozone increases throughout most of 
the stratosphere below ~42 km and ozone decreases above ~42 km. The small area of negative ozone change in 
the tropical mid-stratosphere is likely due to “reverse self-healing,” in which increased ozone concentrations at 
higher altitudes allow less UV radiation to penetrate to lower altitudes, thereby reducing ozone production (e.g., 
Haigh and Pyle, 1982; Portmann and Solomon, 2007). 
Figure 6B-4 shows time series of the global ozone difference from the REF-C2 simulation using (1) fixed (low) 
1960 CH4 throughout 1960–2100 and (2) RCP8.5 (high) CH4 for 2000–2100. Globally, tropospheric and strato-
spheric column ozone both increase with larger methane concentrations and decrease with smaller methane 
concentrations. GEOSCCM and GSFC 2D give very similar global tropospheric and stratospheric ozone re-
sponses to both low and high methane concentrations throughout 1960–2100 (Figure 6B-4b and c). Although 
GSFC 2D has limited tropospheric chemistry and underestimates the GEOSCCM baseline tropospheric ozone, 
the large-scale NOx distribution is similar to the GEOSCCM. As a result, GSFC 2D simulates quite well the 
methane-induced global tropospheric ozone perturbations (difference from REF-C2) simulated by GEOSCCM 
(Figure 6B-4c). The total column ozone responses are therefore also quite similar between the two models 
(Figure 6B-4a), which gives confidence in the fidelity of the 2-D model total ozone responses to the CH4 sensi-
tivity simulations discussed in Section 6.4.3.1 (Figure 6-4c). Figure 6B-4 also indicates that changes in strato-
spheric and tropospheric ozone each account for roughly 50% of the total ozone response to the CH4 sensitivity 
simulations shown in Figure 6-4c.
Figure 6B-5 shows the model ozone mixing ratio sensitivity to N2O as discussed in Chapters 3 and 4. The 
difference between simulations using fixed (low) 1960 N2O versus the baseline REF-C2 (RCP6.0 N2O) results 
in positive ozone changes in the mid-upper stratosphere, owing to the reduced NOx-ozone loss. Negative ozone 
changes occur in the lower stratosphere and upper troposphere as the reduced NOx decreases the NOx-induced 
ozone production cycle. Some of the negative changes are also likely caused by “reverse self-healing” as dis-
cussed above. The zero ozone difference line occurs at ~28 km in the tropics and descends with latitude to ~18 
km at the poles (see also Revell et al., 2012; Figure 2-25 of Parwon, Steinbrecht, et al., 2014; and Chapter 3 of 
this Assessment). To emphasize these positive and negative ozone differences, time series of the global column 
ozone below and above this zero difference line are shown in Figure 6B-6c and d. GSFC 2D is similar to the 
GEOSCCM in simulating the positive ozone changes above the zero difference line through the 21st century 
(Figure 6B-6c). However, GSFC 2D underestimates the negative ozone differences below the zero difference line 
at Northern Hemisphere mid-high latitudes at 10–18 km (Figure 6B-5) and in the global average (Figure 6B-
6d). As a result, the 2-D model has larger positive changes in the global total column in the later part of the 21st 
century (Figure 6B-6a). However, GSFC 2D is very similar to the GEOSCCM in simulating the positive column 
ozone differences above 28 km, the primary region of stratospheric NOx-ozone loss (Figure 6B-6b).
Figure 6B-4. Comparison of the past and future global ozone sensitivity to CH4 variations. This shows the 
1960–2100 global ozone difference from the baseline REF-C2 (RCP6.0 CH4) of simulations using fixed (low) 
1960 CH4 (negative ozone anomalies) and the RCP8.5 CH4 (high) scenario (positive ozone anomalies). Shown 
are the global tropospheric (c) and stratospheric (b) columns (separated by the latitude- and seasonally- 
dependent tropopause), and the total column (a) from the GSFC 2-D model (red line) and GEOSCCM 3-D 
model (blue line). Note that interannual variability in the 2-D model, due to tropospheric NOx and CO emis-
sions and the 11-year solar cycle, is the same for all simulations, so that the 2-D model difference curves (red) 
show minimal variability.
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Ozone Dierence: Fixed 1960 N2O-REFC2
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Figure 6B-5. Profile ozone sensitivity to N2O. This shows the ozone mixing ratio difference (ppm) between 
simulations using fixed (low) 1960 N2O and the baseline REF-C2 (RCP6.0 N2O) from the GEOSCCM and GSFC 
2-D model, both averaged over the period 2070–2099 to minimize interannual variability in the GEOSCCM. 
Negative differences are indicated by the blue colors, positive differences by the red colors.
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Figure 6B-6. Comparison of the past and future global ozone sensitivity to N2O. This shows the 1960–2100 
global ozone difference between simulations using fixed (low) 1960 N2O and the baseline REF-C2 (RCP6.0 
N2O). As seen in Figure 6A-5, positive ozone differences occur in the mid-upper stratosphere, and negative 
differences in the lower stratosphere: the zero difference line occurs at ~28 km in the tropics and descends 
with latitude to ~18 km at the poles (see also Figure 2-25 of Pawson, Steinbrecht, et al., 2014, and Chapter 3 
of this Assessment). To emphasize these positive and negative differences, the column ozone below (d) and 
above (c) the zero difference line is shown in the bottom two panels. Also shown is column ozone above 28 
km (b), the primary region of NOx ozone loss, and the total column (a), from the GSFC 2-D model (red line) 
and GEOSCCM 3-D model (blue line). Note that interannual variability in the 2-D model, due to tropospheric 
NOx and CO emissions and the 11-year solar cycle, is the same for all simulations, so that the 2-D model dif-
ference curves (red) show minimal variability.
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Appendix 6C
Evaluation of Alternative Scenarios Using New EESC Formalism
Table 6C-1. Same as Table 6-5, for the part shown, but using the approach to calculating EESC and 
the fractional release values from Engel et al. (2017). Table 6-5 and its footnotes provide additional 
information about the scenarios and the calculations used to populate the table.
Scenario
and
Cases
Percent Difference in  Integrated 
EESC Relative to Baseline Scenario 
for the Mid-latitude Case
Year When EESC is Expected to
Drop Below 1980 Value
Mid-latitude Antarctic Vortex
EESC dt
1980
χ
∫ EESC dt
2020
χ
∫
Scenarios
A1: Baseline scenario 0.0 0.0 2060.4 2077.3
P0: All ODS –5.0 –16.4 2054.7 2071.9
CFCs 0.0 0.0 2060.4 2077.3
Halons 0.0 0.0 2060.4 2077.3
HCFCs –0.9 –3.0 2059.8 2076.9
CH3Br for QPS and CUE –1.6 –5.4 2058.9 2075.8
CCl4 –2.7 –8.9 2056.9 2073.9
E0: All ODS 
(does not include N2O)
–9.9 –32.3 2048.9 2065.6
CFCs –2.1 –6.7 2058.0 2074.9
Halons –2.6 –8.6 2057.8 2074.6
HCFCs –2.5 –8.3 2058.8 2076.2
CCl4 –2.7 –8.9 2056.9 2073.9
CH3CCl3 0.0 0.0 2060.4 2077.3
CH3Br for QPS and CUE –1.6 –5.4 2058.9 2075.8
B0: All ODS –6.0 –19.5 2054.4 2071.3
CFCs –2.1 –6.7 2058.0 2074.9
Halons –2.6 –8.6 2057.8 2074.6
HCFCs –1.6 –5.3 2059.5 2076.7
B1: All –4.0 –13.1 2055.4 2072.4
CFCs –1.3 –4.1 2058.6 2075.4
Halons –1.6 –5.3 2058.4 2075.1
HCFCs –1.4 –4.5 2059.3 2076.5
Continued emission of CFC-11: 
Constant at 67 Gg yr−1 +6.0 +19.7 2072.7 2098.4
Continued emission of CCl4 at current levels: 
+1.5 +4.9 2063.7 2080.8
Appendix A
SummAry of AbundAnceS, LifetimeS,
ozone depLetion potentiALS (odpS),
rAdiAtive efficiencieS (reS),
GLobAL WArminG potentiALS (GWpS), And
GLobAL temperAture chAnGe potentiALS (GtpS)
Lead Author
J.B. Burkholder
Contributors
Ø. Hodnebrog
V.L. Orkin
2Cover photo: Experimental apparatus used in fundamental kinetic and photochemical laboratory studies. Lab-
oratory measurements provide key input to the derivation of the parameters reported in this appendix. Photo: 
W. von Dauster, NOAA.
CONTENTS
APPENDIX A: INTRODUCTION  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 1
APPENDIX A: SUMMARY OF ABUNDANCES, LIFETIMES, ODPs, REs, GWPs, AND GTPs  .  .  .  .  .  .  .  .  .  .  .  .  . 2
Hydrocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 2
Oxygenated Hydrocarbons .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 2
Chlorofluorocarbons .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 2
Hydrochlorofluorocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 4
Hydrofluorocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .18
Unsaturated Hydrofluorocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .20
Chlorocarbons and Hydrochlorocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .22
Unsaturated Hydrochlorocarbons and Chlorocarbons .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .24
Unsaturated Chlorofluorocarbons and Hydrochlorofluorocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .24
Bromocarbons, Hydrobromocarbons and Halons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .24
Unsaturated Bromofluorocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .26
Unsaturated Bromochlorofluorocarbons .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .26
Fully Fluorinated Species .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .26
Halogenated Ethers .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .28
Fluoroesters  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .32
Halogenated Alcohols  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .34
Halogenated Ketones  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .36
Iodocarbons  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .36
Special Compounds  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .36
Table Heading Footnotes  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .38
Abundance Footnotes  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .39
Lifetime Footnotes   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .39
ODP Footnotes  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .42
RE, GWP, and GTP Footnotes  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .43
REFERENCES  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .44
Appendix A
SummAry of AbundAnceS, LifetimeS,
ozone depLetion potentiALS (odpS), 
rAdiAtive efficiencieS (reS), GLobAL WArminG potentiALS (GWpS), And 
GLobAL temperAture chAnGe potentiALS (GtpS)
This page was intentionally left blank.
A.1
Appendix A
Introduction
Table A-1 in this appendix contains a compilation of atmospheric abundance, lifetime, ozone depletion poten-
tial (ODP), and radiative metrics for ozone depleting substances (ODSs), replacement compounds, and related 
species covered under the umbrella of the present ozone assessment. The table builds upon the metrics reported 
in various previous assessments from the Intergovernmental Panel on Climate Change (IPCC, 2013) and the 
World Meteorological Organization and United Nations – Environment (WMO, 2014).
The abundances and metrics reported in Table A-1 were evaluated based on the best available data and analysis 
methods as described in the table heading footnotes. Table entries have associated abundance, lifetime, ODP, 
and radiative metric footnotes that provide the literature source, parameters, or method used to derive the 
reported metric. Long- and short-lived (lifetimes <~0.5 years) source compounds are included in the table. 
Metrics given for short-lived species are dependent on the time and location of their emission because they do 
not become atmospherically well-mixed and, hence, the abundances and metrics reported are not valid for all 
emission scenarios.
In the absence of experimental kinetic or photochemical data for some molecules, the OH radical reactivity and 
UV photolysis rates were estimated using structure activity relationships (SARs), trends in reactivity and pho-
tolysis for a class of compounds, or comparison with similar molecules where experimental data are available. 
In the absence of experimental infrared absorption spectra, radiative efficiencies were calculated, in some cases, 
based on theoretically calculated spectra (e.g. for many of the hydrochlorofluorocarbons (HCFCs) included in 
the table).
The ODPs and global warming potentials (GWPs) given in the table may differ, in some cases, from the official 
metrics for controlled substances reported in the Montreal Protocol  Handbook (Handbook, 2018) due to con-
sideration of recent experimental data, methods of analysis, and/or assessment recommendations (Ammann et 
al., 2017; Burkholder et al., 2015; IPCC, 2013; Ko et al., 2013; WMO, 2014).
2Appendix A | Appendix Table A-1
A.2
Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
Carbon dioxide CO2 402 .9 ppm – 0 1 .375e-5 1 1 1 1 1 A1 L1  R1
Methane CH4 1842 ppb 12 .4 12 .4 10 .4 0 3 .63e-4 84 28 67 14 4 A2 L1  R1
Fossil methane # CH4 12 .4 12 .4 10 .4 0 3 .63e-4 85 30 68 15 6 A2 L1  R1
Nitrous oxide N2O 329 ppb 121 123 – 123 – 3 .00e-3 264 265 277 282 234 A3 L :2,3 O1  R1
Hydrocarbons
Propene CH2=CHCH3 –
0 .35 days
(0 .27–0 .50 days)
0 .4 days
(0 .27–0 .50 days)
0 .4 days
(0 .27–0 .50 days) – 0 1 .5e-4 <<1 <<1 <<1 <<1 <<1 O2 R2
Isobutene (CH3 )2C=CH2 –
0 .20 days
(0 .15–0 .29 days)
0 .2 days
(0 .15–0 .29 days)
0 .2 days
(0 .15–0 .29 days) – 0 6 .8e-5 <<1 <<1 <<1 <<1 <<1 O2 R2
Propane, R-290 CH3CH2CH3 –
12 .5 days
(9 .9–27 days)
15 days
(9 .9–27 days)
15 days
(9 .9–27 days) – 0 3 .6e-4 <1 <1 <1 <1 <1 O2 R2
Isobutane, R-600a (CH3 )2CHCH3 –
6 .0 days
(5 .2–10 .7 days)
7 days
(5 .2–10 .7 days)
7 days
(5 .2–10 .7 days) – 0 2 .5e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
n-pentane CH3CH2CH2CH2CH3 –
3 .4 days
(2 .7–6 .5 days)
3 days
(2 .7–6 .5 days)
3 days
(2 .7–6 .5 days) – 0 1 .7e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
Cyclopentane c-CH2CH2CH2CH2CH2 –
2 .7 days
(2 .2–5 .3 days)
3 days
(2 .2–5 .3 days)
3 days
(2 .2–5 .3 days) – 0 1 .3e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
Isopentane (CH3 )2CHCH2CH3 –
3 .4 days
(2 .9–6 .0 days)
4 days
(2 .9–6 .0 days)
4 days
(2 .9–6 .0 days) – 0 2 .4e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
Oxygenated Hydrocarbons
Methyl formate CH3OCHO –
66 days
(60–143 days)
87 days
(60–143 days)
87 days
(60–143 days) – 0 0 .045 40 11 12 1 .8 1 .5 L5 O2 R2
Isopropanol (CH3 )2CHOH –
2 .0 days
(1 .5–2 .9 days)
2 days
(1 .5–2 .9 days)
2 days
(1 .5–2 .9 days) – 0 1 .4e-3 <<1 <<1 <<1 <<1 <<1 O2 R2
Methylal CH3OCH2OCH3 –
2 .2 days
(1 .5–2 .8 days)
2 days
(1 .5–2 .8 days)
2 days
(1 .5–2 .8 days) – 0 4 .0e-3 <<1 <<1 <<1 <<1 <<1 L6 O2 R2
Chlorofluorocarbons
CFC-11 CCl3F 230 .2 ppt 52 52 – 55 1 .0 0 .26 7,090 5,160 7,160 5,480 2,920 A4 L :2,3 R3
CFC-12 CCl2F2 515 .9 ppt 102 102 – 103 0 .73–0 .81 0 .32 10,800 10,300 11,300 11,000 8,590 A4 L :2,3 O:3,4 R3
CFC-13 CClF3 3 .0 ppt 640 640 – – 1 .0 0 .25 10,900 13,900 11,700 14,200 15,900 A4 L7 O5 R3
CFC-112 CCl2FCCl2F 0 .4 ppt 59 63 .6 – 65 .4 0 .98 0 .29 5,500 4,370 5,631 4,715 2,875 A4 L :2,8 O6 R4
Table A-1. Atmospheric abundances, lifetimes, ozone depletion potential (ODPs), radiative efficiencies (REs), 
Global Warming Potentials (GWPs) for 20 and 100-year time horizons, and Global Temperature change Potentials 
(GTPs) for 20, 50, and 100-year time horizons. Atmospheric abundances are taken from the present Assessment as 
noted in the footnotes . Global, annually averaged, atmospheric lifetimes (total, arising from tropospheric OH reaction, 
and arising from stratospheric loss) were derived using the methods and kinetic and photochemical data described 
in the footnotes . The ODPs reported here are semi-empirical values or from atmospheric model calculations as cited 
in the compounds footnote . The radiative metrics reported here are based on a CO2 abundance of 391 ppm (the CO2 
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Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
Carbon dioxide CO2 402 .9 ppm – 0 1 .375e-5 1 1 1 1 1 A1 L1  R1
Methane CH4 1842 ppb 12 .4 12 .4 10 .4 0 3 .63e-4 84 28 67 14 4 A2 L1  R1
Fossil methane # CH4 12 .4 12 .4 10 .4 0 3 .63e-4 85 30 68 15 6 A2 L1  R1
Nitrous oxide N2O 329 ppb 121 123 – 123 – 3 .00e-3 264 265 277 282 234 A3 L :2,3 O1  R1
Hydrocarbons
Propene CH2=CHCH3 –
0 .35 days
(0 .27–0 .50 days)
0 .4 days
(0 .27–0 .50 days)
0 .4 days
(0 .27–0 .50 days) – 0 1 .5e-4 <<1 <<1 <<1 <<1 <<1 O2 R2
Isobutene (CH3 )2C=CH2 –
0 .20 days
(0 .15–0 .29 days)
0 .2 days
(0 .15–0 .29 days)
0 .2 days
(0 .15–0 .29 days) – 0 6 .8e-5 <<1 <<1 <<1 <<1 <<1 O2 R2
Propane, R-290 CH3CH2CH3 –
12 .5 days
(9 .9–27 days)
15 days
(9 .9–27 days)
15 days
(9 .9–27 days) – 0 3 .6e-4 <1 <1 <1 <1 <1 O2 R2
Isobutane, R-600a (CH3 )2CHCH3 –
6 .0 days
(5 .2–10 .7 days)
7 days
(5 .2–10 .7 days)
7 days
(5 .2–10 .7 days) – 0 2 .5e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
n-pentane CH3CH2CH2CH2CH3 –
3 .4 days
(2 .7–6 .5 days)
3 days
(2 .7–6 .5 days)
3 days
(2 .7–6 .5 days) – 0 1 .7e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
Cyclopentane c-CH2CH2CH2CH2CH2 –
2 .7 days
(2 .2–5 .3 days)
3 days
(2 .2–5 .3 days)
3 days
(2 .2–5 .3 days) – 0 1 .3e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
Isopentane (CH3 )2CHCH2CH3 –
3 .4 days
(2 .9–6 .0 days)
4 days
(2 .9–6 .0 days)
4 days
(2 .9–6 .0 days) – 0 2 .4e-4 <<1 <<1 <<1 <<1 <<1 L4 O2 R2
Oxygenated Hydrocarbons
Methyl formate CH3OCHO –
66 days
(60–143 days)
87 days
(60–143 days)
87 days
(60–143 days) – 0 0 .045 40 11 12 1 .8 1 .5 L5 O2 R2
Isopropanol (CH3 )2CHOH –
2 .0 days
(1 .5–2 .9 days)
2 days
(1 .5–2 .9 days)
2 days
(1 .5–2 .9 days) – 0 1 .4e-3 <<1 <<1 <<1 <<1 <<1 O2 R2
Methylal CH3OCH2OCH3 –
2 .2 days
(1 .5–2 .8 days)
2 days
(1 .5–2 .8 days)
2 days
(1 .5–2 .8 days) – 0 4 .0e-3 <<1 <<1 <<1 <<1 <<1 L6 O2 R2
Chlorofluorocarbons
CFC-11 CCl3F 230 .2 ppt 52 52 – 55 1 .0 0 .26 7,090 5,160 7,160 5,480 2,920 A4 L :2,3 R3
CFC-12 CCl2F2 515 .9 ppt 102 102 – 103 0 .73–0 .81 0 .32 10,800 10,300 11,300 11,000 8,590 A4 L :2,3 O:3,4 R3
CFC-13 CClF3 3 .0 ppt 640 640 – – 1 .0 0 .25 10,900 13,900 11,700 14,200 15,900 A4 L7 O5 R3
CFC-112 CCl2FCCl2F 0 .4 ppt 59 63 .6 – 65 .4 0 .98 0 .29 5,500 4,370 5,631 4,715 2,875 A4 L :2,8 O6 R4
absolute GWPs for the 20- and 100-yr time horizons are 2 .495 × 10-14 and 9 .171 × 10-14 W yr/(m2 kg); the CO2 absolute 
GTPs for the 20-, 50-, and 100-yr time horizons are 6 .841 × 10-16, 6 .167 × 10-16, and 5 .469 × 10-16 K/kg, see Chapter 
6) and are consistent with the values reported in IPCC (2013) and the last ozone assessment (WMO, 2014) . Radiative 
efficiencies were calculated using the methods given in Hodnebrog et al . (2013) with lifetime and stratospheric 
temperature change adjustments applied . Climate-carbon feedbacks are included for CO2 (see IPCC (2013) for further 
details) . The derivation of GTP assumes a climate sensitivity of 1 .06 K (W m-2)-1, equivalent to a 3 .9 K equilibrium 
temperature increase in response to a doubling of CO2, toward the higher end of the uncertainty in climate sensitivity . 
For further details on the specific values used see Supplementary Material Section S8 .12 and references therein in 
IPCC (2013) .
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CFC-112a CClF2CCl3 0 .07 ppt 51 52 – 53 .8 0 .86 0 .26 4,770 3,455 4,823 3,690 1,970 A4 L :2,8 O6 R4
CFC-113 CCl2FCClF2 71 .7 ppt 93 93 – 94 .5 0 .81–0 .82 0 .30 6,560 6,080 6,830 6,510 4,860 A4 L :2,3 O:3,4 R3
CFC-113a CCl3CF3 0 .66 ppt 59 55 – 57 .5 0 .73 0 .25 5,040 3,750 5,114 4,020 2,230 A4 L :2,8 O6 R4
CFC-114 CClF2CClF2 15 ppt 189 189 – 191 0 .50 0 .31 7,710 8,580 8,180 9,010 8,530 A4 L :2,3 O:3,4 R3
CFC-114a CCl2FCF3 1 ppt ~100 105 – 106 .7 0 .72 0 .29 6,960 6,670 7,287 7,175 5,650 A4 L :2,8 O6 R4
CFC-115 CClF2CF3 8 .5 ppt 540 540 – 664 0 .26 0 .20 5,780 7,310 6,210 7,500 8,290 A4 L :3,9 O:3,4 R3
CFC-216ba CClF2CClFCF3 38 ppq – 135 – 135 0 .35 A4 L10 O7
CFC-216ca CClF2CF2CClF2 20 ppq – ~135 – ~135 ~0 .35 A4 L10 O7
(E)-R316c ((E)-1,2-dichlorohexafluoro-cy-
clobutane) (E)-1,2-c-C4F6Cl2 75 75 – 76 0 .46 0 .28 4,750 4,050 4,909 4,375 2,935 L11 O8 R5
(Z)-R316c ((Z)-1,2-dichlorohexafluoro-cy-
clobutane) (Z)-1,2-c-C4F6Cl2 114 114 – 115 0 .54 0 .31 5,500 5,400 5,773 5,800 4,715 L11 O8 R5
Hydrochlorofluorocarbons
HCFC-21 CHFCl2 1 .7 1 .7 1 .8 ~35 0 .036 0 .15 545 150 190 26 20 A5 L :12,13 O9 R3
HCFC-22 CHF2Cl 235 .3 ppt 11 .9 11 .9 13 .0 161 0 .024–0 .034 0 .21 5,310 1,780 4,230 845 265 A5 L :3,12,13 O3 R3
HCFC-31 CH2FCl 0 .080 ppt 1 .2 1 .2 1 .3 ~35 0 .019 0 .0587 230 65 77 11 9 A5 L1 O9 R6
HCFC-121 CHCl2CCl2F – 1 .11 1 .17 20 0 .030 0 .183 245 65 80 11 9 A5 L14 O10 R7
HCFC-121a CHClFCCl3 – 2 .67 2 .96 27 .3 0 .066 0 .180 580 160 235 29 22 A5 L14 O10 R7
HCFC-122 CHCl2CClF2 – 0 .9 0 .96 21 0 .022 0 .17 220 60 70 10 8 A5 L14 O9 R3
HCFC-122a CHClFCCl2F – 3 .1 3 .4 34 0 .067 0 .21 865 235 375 44 33 A5 L14 O9 R3
HCFC-122b CHF2CCl3 – 9 .31 12 .6 35 .5 0 .170 0 .213 2,330 715 1,705 255 102 A5 L14 O10 R7
HCFC-123 CHCl2CF3 1 .3 1 .3 1 .38 31 0 .01 0 .15 290 80 98 14 11 A5 O11 R3
HCFC-123a CHClFCClF2 4 .0 4 .0 4 .3 65 0 .039 0 .23 1,350 370 660 72 51 A5 O9 R3
HCFC-123b CHF2CCl2F ~6 11 .8 15 .1 54 0 .124 0 .24 3,400 1,130 2,700 530 168 A5 L14 O10 R7
HCFC-124 CHClFCF3 1 .1 ppt 5 .9 5 .9 6 .3 98 0 .022 0 .20 1,870 530 1,120 121 74 A5 O5 R3
HCFC-124a CHF2CClF2 ~9 .2 17 19 161 0 .026 0 .241 4,675 1,825 4,085 1,260 330 A5 L14 O10 R7
HCFC-131 CHCl2CHClF – 0 .76 0 .752 20 0 .019 0 .101 115 30 36 5 4 A5 L14 O10 R7
HCFC-131a CH2ClCCl2F – 2 .57 2 .8 31 0 .056 0 .169 645 175 260 32 24 A5 L14 O10 R7
HCFC-131b CH2FCCl3 – 2 .33 2 .55 26 0 .054 0 .132 460 125 175 22 17 A5 L14 O10 R7
HCFC-132 CHClFCHClF – 1 .73 1 .81 39 0 .025 0 .152 440 120 155 21 17 A5 L14 O10 R7
HCFC-132a CHCl2CHF2 – 1 .12 1 .18 24 0 .020 0 .131 245 65 81 12 9 A5 L14 O10 R7
HCFC-132b CH2ClCClF2 – 3 .5 3 .7 67 0 .038 0 .202 1,175 320 540 61 45 A5 L14 O10 R6
HCFC-132c CH2FCCl2F 4 .3 4 .1 4 .5 41 0 .062 0 .17 1,155 315 570 62 44 A5 O9 R3
HCFC-133 CHClFCHF2 – 3 .1 3 .21 68 0 .017 0 .173 1,010 275 435 51 38 A5 L14 O10 R7
HCFC-133a CH2ClCF3 0 .38 ppt 4 .0 4 .6 4 .7 103 0 .019 0 .15 1,295 355 680 72 50 A5 L15 O9 R8
HCFC-133b CH2FCClF2 – 7 .2 7 .71 110 0 .024 0 .206 2,645 765 1,740 205 108 A5 L14 O10 R7
HCFC-141 CH2ClCHClF – 1 .14 1 .19 30 0 .022 0 .0772 170 45 56 8 6 A5 L14 O10 R7
HCFC-141a CH2FCHCl2 – 0 .50 0 .49 20 0 .011 0 .0594 55 15 17 3 2 A5 L14 O10 R7
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CFC-112a CClF2CCl3 0 .07 ppt 51 52 – 53 .8 0 .86 0 .26 4,770 3,455 4,823 3,690 1,970 A4 L :2,8 O6 R4
CFC-113 CCl2FCClF2 71 .7 ppt 93 93 – 94 .5 0 .81–0 .82 0 .30 6,560 6,080 6,830 6,510 4,860 A4 L :2,3 O:3,4 R3
CFC-113a CCl3CF3 0 .66 ppt 59 55 – 57 .5 0 .73 0 .25 5,040 3,750 5,114 4,020 2,230 A4 L :2,8 O6 R4
CFC-114 CClF2CClF2 15 ppt 189 189 – 191 0 .50 0 .31 7,710 8,580 8,180 9,010 8,530 A4 L :2,3 O:3,4 R3
CFC-114a CCl2FCF3 1 ppt ~100 105 – 106 .7 0 .72 0 .29 6,960 6,670 7,287 7,175 5,650 A4 L :2,8 O6 R4
CFC-115 CClF2CF3 8 .5 ppt 540 540 – 664 0 .26 0 .20 5,780 7,310 6,210 7,500 8,290 A4 L :3,9 O:3,4 R3
CFC-216ba CClF2CClFCF3 38 ppq – 135 – 135 0 .35 A4 L10 O7
CFC-216ca CClF2CF2CClF2 20 ppq – ~135 – ~135 ~0 .35 A4 L10 O7
(E)-R316c ((E)-1,2-dichlorohexafluoro-cy-
clobutane) (E)-1,2-c-C4F6Cl2 75 75 – 76 0 .46 0 .28 4,750 4,050 4,909 4,375 2,935 L11 O8 R5
(Z)-R316c ((Z)-1,2-dichlorohexafluoro-cy-
clobutane) (Z)-1,2-c-C4F6Cl2 114 114 – 115 0 .54 0 .31 5,500 5,400 5,773 5,800 4,715 L11 O8 R5
Hydrochlorofluorocarbons
HCFC-21 CHFCl2 1 .7 1 .7 1 .8 ~35 0 .036 0 .15 545 150 190 26 20 A5 L :12,13 O9 R3
HCFC-22 CHF2Cl 235 .3 ppt 11 .9 11 .9 13 .0 161 0 .024–0 .034 0 .21 5,310 1,780 4,230 845 265 A5 L :3,12,13 O3 R3
HCFC-31 CH2FCl 0 .080 ppt 1 .2 1 .2 1 .3 ~35 0 .019 0 .0587 230 65 77 11 9 A5 L1 O9 R6
HCFC-121 CHCl2CCl2F – 1 .11 1 .17 20 0 .030 0 .183 245 65 80 11 9 A5 L14 O10 R7
HCFC-121a CHClFCCl3 – 2 .67 2 .96 27 .3 0 .066 0 .180 580 160 235 29 22 A5 L14 O10 R7
HCFC-122 CHCl2CClF2 – 0 .9 0 .96 21 0 .022 0 .17 220 60 70 10 8 A5 L14 O9 R3
HCFC-122a CHClFCCl2F – 3 .1 3 .4 34 0 .067 0 .21 865 235 375 44 33 A5 L14 O9 R3
HCFC-122b CHF2CCl3 – 9 .31 12 .6 35 .5 0 .170 0 .213 2,330 715 1,705 255 102 A5 L14 O10 R7
HCFC-123 CHCl2CF3 1 .3 1 .3 1 .38 31 0 .01 0 .15 290 80 98 14 11 A5 O11 R3
HCFC-123a CHClFCClF2 4 .0 4 .0 4 .3 65 0 .039 0 .23 1,350 370 660 72 51 A5 O9 R3
HCFC-123b CHF2CCl2F ~6 11 .8 15 .1 54 0 .124 0 .24 3,400 1,130 2,700 530 168 A5 L14 O10 R7
HCFC-124 CHClFCF3 1 .1 ppt 5 .9 5 .9 6 .3 98 0 .022 0 .20 1,870 530 1,120 121 74 A5 O5 R3
HCFC-124a CHF2CClF2 ~9 .2 17 19 161 0 .026 0 .241 4,675 1,825 4,085 1,260 330 A5 L14 O10 R7
HCFC-131 CHCl2CHClF – 0 .76 0 .752 20 0 .019 0 .101 115 30 36 5 4 A5 L14 O10 R7
HCFC-131a CH2ClCCl2F – 2 .57 2 .8 31 0 .056 0 .169 645 175 260 32 24 A5 L14 O10 R7
HCFC-131b CH2FCCl3 – 2 .33 2 .55 26 0 .054 0 .132 460 125 175 22 17 A5 L14 O10 R7
HCFC-132 CHClFCHClF – 1 .73 1 .81 39 0 .025 0 .152 440 120 155 21 17 A5 L14 O10 R7
HCFC-132a CHCl2CHF2 – 1 .12 1 .18 24 0 .020 0 .131 245 65 81 12 9 A5 L14 O10 R7
HCFC-132b CH2ClCClF2 – 3 .5 3 .7 67 0 .038 0 .202 1,175 320 540 61 45 A5 L14 O10 R6
HCFC-132c CH2FCCl2F 4 .3 4 .1 4 .5 41 0 .062 0 .17 1,155 315 570 62 44 A5 O9 R3
HCFC-133 CHClFCHF2 – 3 .1 3 .21 68 0 .017 0 .173 1,010 275 435 51 38 A5 L14 O10 R7
HCFC-133a CH2ClCF3 0 .38 ppt 4 .0 4 .6 4 .7 103 0 .019 0 .15 1,295 355 680 72 50 A5 L15 O9 R8
HCFC-133b CH2FCClF2 – 7 .2 7 .71 110 0 .024 0 .206 2,645 765 1,740 205 108 A5 L14 O10 R7
HCFC-141 CH2ClCHClF – 1 .14 1 .19 30 0 .022 0 .0772 170 45 56 8 6 A5 L14 O10 R7
HCFC-141a CH2FCHCl2 – 0 .50 0 .49 20 0 .011 0 .0594 55 15 17 3 2 A5 L14 O10 R7
6Appendix A | Appendix Table A-1
A.6
Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
HCFC-141b CH3CCl2F 24 .4 ppt 9 .4 9 .4 10 .7 72 .3 0 .069–0 .102 0 .16 2,590 800 1,900 285 114 A5 L :3,13 O4 R3
HCFC-142 CH2ClCHF2 – 2 .6 2 .73 60 0 .019 0 .110 645 175 260 32 24 A5 L14 O10 R7
HCFC-142a CH2FCHClF – 1 .58 1 .64 42 0 .015 0 .113 400 110 140 19 15 A5 L14 O10 R7
HCFC-142b CH3CClF2 22 .2 ppt 18 18 19 .3 212 0 .023-0 .057 0 .19 5,140 2,070 4,530 1,490 390 A5 L :3,13 O4 R3
HCFC-151 CH2ClCH2F – 0 .49 0 .487 20 0 .008 0 .0306 40 10 12 2 2 A5 L14 O10 R7
HCFC-151a CH3CHClF – 1 .16 1 .2 33 0 .015 0 .0629 200 55 66 9 7 A5 L14 O10 R7
HCFC-221aa CHCl2CCl2CCl2F – 0 .93 0 .98 20 0 .027 0 .183 140 38 46 7 5 L14 O10 R7
HCFC-221ab CHClFCCl2CCl3 – 2 .67 2 .96 27 0 .069 0 .181 405 110 165 20 15 L14 O10 R7
HCFC-221ba CHCl2CClFCCl3 – 1 .11 1 .17 20 0 .032 0 .174 160 44 53 8 6 L14 O10 R7
HCFC-221da CCl3CHClCCl2F – 3 .29 3 .71 29 0 .083 0 .243 670 180 300 34 25 L14 O10 R7
HCFC-221ea CCl3CHFCCl3 – 3 .52 3 .99 30 0 .088 0 .219 640 175 295 33 24 L14 O10 R7
HCFC-222aa CHCl2CCl2CClF2 – 1 .11 1 .17 20 0 .028 0 .224 220 60 73 10 8 L14 O10 R7
HCFC-222ab CHClFCCl2CCl2F – 2 .67 2 .96 27 0 .061 0 .234 560 150 225 28 21 L14 O10 R7
HCFC-222ac CHF2CCl2CCl3 – 9 .29 12 .6 35 0 .191 0 .221 1,620 500 1,185 175 71 L14 O10 R7
HCFC-222ba CHCl2CClFCCl2F – 1 .11 1 .17 20 0 .028 0 .210 210 56 68 10 8 L14 O10 R7
HCFC-222bb CHClFCClFCCl3 – 3 .15 3 .54 29 0 .071 0 .199 560 150 245 28 21 L14 O10 R7
HCFC-222ca CHCl2CF2CCl3 – 1 .38 1 .47 22 0 .034 0 .205 250 68 86 12 10 L14 O10 R7
HCFC-222da CCl2FCHClCCl2F – 4 .48 5 .23 31 0 .097 0 .283 1,120 305 580 62 43 L14 O10 R7
HCFC-222db CCl3CHClCClF2 – 4 .62 5 .42 31 0 .100 0 .265 1,080 295 570 61 41 L14 O10 R7
HCFC-222ea CCl3CHFCCl2F – 4 .68 5 .49 31 0 .101 0 .245 1,010 280 535 57 39 L14 O10 R7
HCFC-223aa CHCl2CCl2CF3 – 1 .11 1 .17 20 0 .024 0 .195 205 56 68 10 8 L14 O10 R7
HCFC-223ab CHClFCCl2CClF2 – 3 .18 3 .54 31 0 .059 0 .282 855 230 375 43 32 L14 O10 R7
HCFC-223ac CHF2CCl2CCl2F – 9 .29 12 .6 35 0 .164 0 .289 2,265 695 1,660 245 99 L14 O10 R7
HCFC-223ba CHCl2CClFCClF2 – 1 .39 1 .47 23 0 .029 0 .258 340 92 116 16 13 L14 O10 R7
HCFC-223bb CHClFCClFCCl2F – 3 .18 3 .54 31 0 .059 0 .235 710 195 310 36 27 L14 O10 R7
HCFC-223bc CHF2CClFCCl3 – 10 .6 15 .1 36 0 .185 0 .249 2,140 680 1,640 282 99 L14 O10 R7
HCFC-223ca CHCl2CF2CCl2F – 1 .38 1 .47 22 0 .029 0 .234 310 83 105 15 12 L14 O10 R7
HCFC-223cb CHClFCF2CCl3 – 3 .88 4 .45 30 0 .073 0 .238 875 240 420 46 33 L14 O10 R7
HCFC-223da CCl2FCHClCClF2 – 6 .48 7 .86 37 0 .111 0 .313 1,850 525 1,155 129 74 L14 O10 R7
HCFC-223db CCl3CHClCF3 – 6 .47 8 .02 33 0 .117 0 .229 1,350 385 845 94 54 L14 O10 R7
HCFC-223ea CCl2FCHFCCl2F – 6 .28 7 .74 33 0 .114 0 .282 1,620 460 1000 110 64 L14 O10 R7
HCFC-223eb CCl3CHFCClF2 – 6 .46 8 .02 33 0 .117 0 .262 1,540 440 965 108 62 L14 O10 R7
HCFC-224aa CHClFCCl2CF3 – 3 .15 3 .54 29 0 .049 0 .247 800 215 345 40 30 L14 O10 R7
HCFC-224ab CHF2CCl2CClF2 – 11 .3 15 .1 45 0 .141 0 .306 2,945 960 2,305 430 142 L14 O10 R7
HCFC-224ba CHCl2CClFCF3 – 1 .39 1 .47 24 0 .023 0 .215 310 83 105 14 12 L14 O10 R7
HCFC-224bb CHClFCClFCClF2 – 4 .1 4 .45 51 0 .047 0 .283 1,180 320 585 64 45 L14 O10 R7
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HCFC-141b CH3CCl2F 24 .4 ppt 9 .4 9 .4 10 .7 72 .3 0 .069–0 .102 0 .16 2,590 800 1,900 285 114 A5 L :3,13 O4 R3
HCFC-142 CH2ClCHF2 – 2 .6 2 .73 60 0 .019 0 .110 645 175 260 32 24 A5 L14 O10 R7
HCFC-142a CH2FCHClF – 1 .58 1 .64 42 0 .015 0 .113 400 110 140 19 15 A5 L14 O10 R7
HCFC-142b CH3CClF2 22 .2 ppt 18 18 19 .3 212 0 .023-0 .057 0 .19 5,140 2,070 4,530 1,490 390 A5 L :3,13 O4 R3
HCFC-151 CH2ClCH2F – 0 .49 0 .487 20 0 .008 0 .0306 40 10 12 2 2 A5 L14 O10 R7
HCFC-151a CH3CHClF – 1 .16 1 .2 33 0 .015 0 .0629 200 55 66 9 7 A5 L14 O10 R7
HCFC-221aa CHCl2CCl2CCl2F – 0 .93 0 .98 20 0 .027 0 .183 140 38 46 7 5 L14 O10 R7
HCFC-221ab CHClFCCl2CCl3 – 2 .67 2 .96 27 0 .069 0 .181 405 110 165 20 15 L14 O10 R7
HCFC-221ba CHCl2CClFCCl3 – 1 .11 1 .17 20 0 .032 0 .174 160 44 53 8 6 L14 O10 R7
HCFC-221da CCl3CHClCCl2F – 3 .29 3 .71 29 0 .083 0 .243 670 180 300 34 25 L14 O10 R7
HCFC-221ea CCl3CHFCCl3 – 3 .52 3 .99 30 0 .088 0 .219 640 175 295 33 24 L14 O10 R7
HCFC-222aa CHCl2CCl2CClF2 – 1 .11 1 .17 20 0 .028 0 .224 220 60 73 10 8 L14 O10 R7
HCFC-222ab CHClFCCl2CCl2F – 2 .67 2 .96 27 0 .061 0 .234 560 150 225 28 21 L14 O10 R7
HCFC-222ac CHF2CCl2CCl3 – 9 .29 12 .6 35 0 .191 0 .221 1,620 500 1,185 175 71 L14 O10 R7
HCFC-222ba CHCl2CClFCCl2F – 1 .11 1 .17 20 0 .028 0 .210 210 56 68 10 8 L14 O10 R7
HCFC-222bb CHClFCClFCCl3 – 3 .15 3 .54 29 0 .071 0 .199 560 150 245 28 21 L14 O10 R7
HCFC-222ca CHCl2CF2CCl3 – 1 .38 1 .47 22 0 .034 0 .205 250 68 86 12 10 L14 O10 R7
HCFC-222da CCl2FCHClCCl2F – 4 .48 5 .23 31 0 .097 0 .283 1,120 305 580 62 43 L14 O10 R7
HCFC-222db CCl3CHClCClF2 – 4 .62 5 .42 31 0 .100 0 .265 1,080 295 570 61 41 L14 O10 R7
HCFC-222ea CCl3CHFCCl2F – 4 .68 5 .49 31 0 .101 0 .245 1,010 280 535 57 39 L14 O10 R7
HCFC-223aa CHCl2CCl2CF3 – 1 .11 1 .17 20 0 .024 0 .195 205 56 68 10 8 L14 O10 R7
HCFC-223ab CHClFCCl2CClF2 – 3 .18 3 .54 31 0 .059 0 .282 855 230 375 43 32 L14 O10 R7
HCFC-223ac CHF2CCl2CCl2F – 9 .29 12 .6 35 0 .164 0 .289 2,265 695 1,660 245 99 L14 O10 R7
HCFC-223ba CHCl2CClFCClF2 – 1 .39 1 .47 23 0 .029 0 .258 340 92 116 16 13 L14 O10 R7
HCFC-223bb CHClFCClFCCl2F – 3 .18 3 .54 31 0 .059 0 .235 710 195 310 36 27 L14 O10 R7
HCFC-223bc CHF2CClFCCl3 – 10 .6 15 .1 36 0 .185 0 .249 2,140 680 1,640 282 99 L14 O10 R7
HCFC-223ca CHCl2CF2CCl2F – 1 .38 1 .47 22 0 .029 0 .234 310 83 105 15 12 L14 O10 R7
HCFC-223cb CHClFCF2CCl3 – 3 .88 4 .45 30 0 .073 0 .238 875 240 420 46 33 L14 O10 R7
HCFC-223da CCl2FCHClCClF2 – 6 .48 7 .86 37 0 .111 0 .313 1,850 525 1,155 129 74 L14 O10 R7
HCFC-223db CCl3CHClCF3 – 6 .47 8 .02 33 0 .117 0 .229 1,350 385 845 94 54 L14 O10 R7
HCFC-223ea CCl2FCHFCCl2F – 6 .28 7 .74 33 0 .114 0 .282 1,620 460 1000 110 64 L14 O10 R7
HCFC-223eb CCl3CHFCClF2 – 6 .46 8 .02 33 0 .117 0 .262 1,540 440 965 108 62 L14 O10 R7
HCFC-224aa CHClFCCl2CF3 – 3 .15 3 .54 29 0 .049 0 .247 800 215 345 40 30 L14 O10 R7
HCFC-224ab CHF2CCl2CClF2 – 11 .3 15 .1 45 0 .141 0 .306 2,945 960 2,305 430 142 L14 O10 R7
HCFC-224ba CHCl2CClFCF3 – 1 .39 1 .47 24 0 .023 0 .215 310 83 105 14 12 L14 O10 R7
HCFC-224bb CHClFCClFCClF2 – 4 .1 4 .45 51 0 .047 0 .283 1,180 320 585 64 45 L14 O10 R7
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HCFC-224bc CHF2CClFCCl2F – 11 .3 15 .1 45 0 .141 0 .308 2,965 970 2,320 430 142 L14 O10 R7
HCFC-224ca CHCl2CF2CClF2 – 1 .79 1 .92 28 0 .028 0 .262 480 130 173 23 18 L14 O10 R7
HCFC-224cb CHClFCF2CCl2F – 1 .57 1 .64 35 0 .022 0 .248 400 108 139 19 15 L14 O10 R7
HCFC-224cc CHF2CF2CCl3 – 12 .5 19 37 0 .174 0 .314 3,215 1,090 2,600 550 165 L14 O10 R7
HCFC-224da CClF2CHClCClF2 – 10 .4 12 .3 67 0 .096 0 .349 3,180 1,010 2,425 410 146 L14 O10 R7
HCFC-224db CCl2FCHClCF3 – 9 .39 12 43 0 .119 0 .285 2,420 745 1,780 265 107 L14 O10 R7
HCFC-224ea CCl2FCHFCClF2 – 9 .16 11 .6 43 0 .117 0 .312 2,600 795 1,895 275 114 L14 O10 R7
HCFC-224eb CCl3CHFCF3 – 8 .88 11 .9 35 0 .126 0 .235 1,915 580 1,380 195 83 L14 O10 R7
HCFC-225aa CHF2CCl2CF3 – 11 .8 15 .1 54 0 .094 0 .264 2,820 935 2,240 440 139 L14 O10 R7
HCFC-225ba CHClFCClFCF3 – 4 .2 4 .45 74 0 .025 0 .254 1,175 320 590 65 45 L14 O10 R7
HCFC-225bb CHF2CClFCClF2 – 15 .9 19 100 0 .069 0 .319 4,030 1,520 3,470 985 260 L14 O10 R7
HCFC-225ca CHCl2CF2CF3 0 .02 ppt 1 .9 2 .0 44 0 .025 0 .220 470 127 170 22 18 A5 L3 O5 R3
HCFC-225cb CHClFCF2CClF2 0 .04 ppt 5 .9 6 .3 101 0 .033 0 .290 1,860 525 1,110 120 73 A5 L3 O5 R3
HCFC-225cc CHF2CF2CCl2F – 14 .1 19 55 0 .110 0 .344 4,080 1,455 3,410 835 230 L14 O10 R7
HCFC-225da CClF2CHClCF3 – 16 .3 19 .5 100 0 .071 0 .302 3,860 1,475 3,340 980 255 L14 O10 R7
HCFC-225ea CClF2CHFCClF2 – 15 .3 18 .1 99 0 .068 0 .340 4,210 1,560 3,590 975 260 L14 O10 R7
HCFC-225eb CCl2FCHFCF3 – 13 .4 17 .7 55 0 .105 0 .287 3,310 1,155 2,725 630 180 L14 O10 R7
HCFC-226ba CHF2CClFCF3 – 17 19 161 0 .019 0 .267 3,790 1,480 3,310 1,020 265 L14 O10 R7
HCFC-226ca CHClFCF2CF3 – 5 .47 5 .8 98 0 .013 0 .261 1,680 465 965 105 66 L14 O10 R7
HCFC-226cb CHF2CF2CClF2 – 21 .6 24 .7 174 0 .022 0 .341 5,370 2,385 4,915 1,970 540 L14 O10 R7
HCFC-226da CF3CHClCF3 – 27 .7 32 .6 185 0 .025 0 .251 4,315 2,210 4,105 2,075 665 L14 O10 R7
HCFC-226ea CClF2CHFCF3 – 24 .9 28 .8 180 0 .023 0 .307 5,095 2,455 4,775 2,195 650 L14 O10 R7
HCFC-231aa CHCl2CCl2CHClF – 0 .799 0 .839 20 0 .022 0 .128 98 27 31 5 4 L14 O10 R7
HCFC-231ab CH2ClCCl2CCl2F – 1 .61 1 .73 23 0 .042 0 .180 280 75 98 13 10 L14 O10 R7
HCFC-231ac CH2FCCl2CCl3 – 2 .33 2 .55 26 0 .058 0 .156 350 94 135 17 13 L14 O10 R7
HCFC-231ba CHCl2CClFCHCl2 – 0 .56 0 .586 20 0 .015 0 .114 62 17 19 3 2 L14 O10 R7
HCFC-231bb CH2ClCClFCCl3 – 2 .54 2 .8 27 0 .063 0 .163 400 108 159 20 15 L14 O10 R7
HCFC-231da CHCl2CHClCCl2F – 0 .54 0 .557 20 0 .015 0 .136 70 19 22 3 3 L14 O10 R7
HCFC-231db CHClFCHClCCl3 – 1 .34 1 .43 21 0 .036 0 .144 185 50 63 9 7 L14 O10 R7
HCFC-231ea CHCl2CHFCCl3 – 0 .76 0 .799 20 0 .021 0 .131 96 26 30 4 4 L14 O10 R7
HCFC-231fa CCl2FCH2CCl3 – 6 .26 7 .71 33 0 .143 0 .213 1,230 350 755 83 49 L14 O10 R7
HCFC-232aa CHClFCCl2CHClF – 1 .65 1 .77 245 0 .036 0 .177 300 82 106 14 11 L14 O10 R7
HCFC-232ab CHCl2CCl2CHF2 – 1 .01 1 .07 20 0 .024 0 .143 150 41 49 7 6 L14 O10 R7
HCFC-232ac CH2ClCCl2CClF2 – 2 .56 2 .8 29 0 .053 0 .222 590 160 235 29 22 L14 O10 R7
HCFC-232ad CH2FCCl2CCl2F – 2 .33 2 .55 26 0 .050 0 .213 515 140 198 25 19 L14 O10 R7
HCFC-232ba CHCl2CClFCHClF – 0 .99 1 .04 20 0 .023 0 .162 165 45 54 8 6 L14 O10 R7
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HCFC-224bc CHF2CClFCCl2F – 11 .3 15 .1 45 0 .141 0 .308 2,965 970 2,320 430 142 L14 O10 R7
HCFC-224ca CHCl2CF2CClF2 – 1 .79 1 .92 28 0 .028 0 .262 480 130 173 23 18 L14 O10 R7
HCFC-224cb CHClFCF2CCl2F – 1 .57 1 .64 35 0 .022 0 .248 400 108 139 19 15 L14 O10 R7
HCFC-224cc CHF2CF2CCl3 – 12 .5 19 37 0 .174 0 .314 3,215 1,090 2,600 550 165 L14 O10 R7
HCFC-224da CClF2CHClCClF2 – 10 .4 12 .3 67 0 .096 0 .349 3,180 1,010 2,425 410 146 L14 O10 R7
HCFC-224db CCl2FCHClCF3 – 9 .39 12 43 0 .119 0 .285 2,420 745 1,780 265 107 L14 O10 R7
HCFC-224ea CCl2FCHFCClF2 – 9 .16 11 .6 43 0 .117 0 .312 2,600 795 1,895 275 114 L14 O10 R7
HCFC-224eb CCl3CHFCF3 – 8 .88 11 .9 35 0 .126 0 .235 1,915 580 1,380 195 83 L14 O10 R7
HCFC-225aa CHF2CCl2CF3 – 11 .8 15 .1 54 0 .094 0 .264 2,820 935 2,240 440 139 L14 O10 R7
HCFC-225ba CHClFCClFCF3 – 4 .2 4 .45 74 0 .025 0 .254 1,175 320 590 65 45 L14 O10 R7
HCFC-225bb CHF2CClFCClF2 – 15 .9 19 100 0 .069 0 .319 4,030 1,520 3,470 985 260 L14 O10 R7
HCFC-225ca CHCl2CF2CF3 0 .02 ppt 1 .9 2 .0 44 0 .025 0 .220 470 127 170 22 18 A5 L3 O5 R3
HCFC-225cb CHClFCF2CClF2 0 .04 ppt 5 .9 6 .3 101 0 .033 0 .290 1,860 525 1,110 120 73 A5 L3 O5 R3
HCFC-225cc CHF2CF2CCl2F – 14 .1 19 55 0 .110 0 .344 4,080 1,455 3,410 835 230 L14 O10 R7
HCFC-225da CClF2CHClCF3 – 16 .3 19 .5 100 0 .071 0 .302 3,860 1,475 3,340 980 255 L14 O10 R7
HCFC-225ea CClF2CHFCClF2 – 15 .3 18 .1 99 0 .068 0 .340 4,210 1,560 3,590 975 260 L14 O10 R7
HCFC-225eb CCl2FCHFCF3 – 13 .4 17 .7 55 0 .105 0 .287 3,310 1,155 2,725 630 180 L14 O10 R7
HCFC-226ba CHF2CClFCF3 – 17 19 161 0 .019 0 .267 3,790 1,480 3,310 1,020 265 L14 O10 R7
HCFC-226ca CHClFCF2CF3 – 5 .47 5 .8 98 0 .013 0 .261 1,680 465 965 105 66 L14 O10 R7
HCFC-226cb CHF2CF2CClF2 – 21 .6 24 .7 174 0 .022 0 .341 5,370 2,385 4,915 1,970 540 L14 O10 R7
HCFC-226da CF3CHClCF3 – 27 .7 32 .6 185 0 .025 0 .251 4,315 2,210 4,105 2,075 665 L14 O10 R7
HCFC-226ea CClF2CHFCF3 – 24 .9 28 .8 180 0 .023 0 .307 5,095 2,455 4,775 2,195 650 L14 O10 R7
HCFC-231aa CHCl2CCl2CHClF – 0 .799 0 .839 20 0 .022 0 .128 98 27 31 5 4 L14 O10 R7
HCFC-231ab CH2ClCCl2CCl2F – 1 .61 1 .73 23 0 .042 0 .180 280 75 98 13 10 L14 O10 R7
HCFC-231ac CH2FCCl2CCl3 – 2 .33 2 .55 26 0 .058 0 .156 350 94 135 17 13 L14 O10 R7
HCFC-231ba CHCl2CClFCHCl2 – 0 .56 0 .586 20 0 .015 0 .114 62 17 19 3 2 L14 O10 R7
HCFC-231bb CH2ClCClFCCl3 – 2 .54 2 .8 27 0 .063 0 .163 400 108 159 20 15 L14 O10 R7
HCFC-231da CHCl2CHClCCl2F – 0 .54 0 .557 20 0 .015 0 .136 70 19 22 3 3 L14 O10 R7
HCFC-231db CHClFCHClCCl3 – 1 .34 1 .43 21 0 .036 0 .144 185 50 63 9 7 L14 O10 R7
HCFC-231ea CHCl2CHFCCl3 – 0 .76 0 .799 20 0 .021 0 .131 96 26 30 4 4 L14 O10 R7
HCFC-231fa CCl2FCH2CCl3 – 6 .26 7 .71 33 0 .143 0 .213 1,230 350 755 83 49 L14 O10 R7
HCFC-232aa CHClFCCl2CHClF – 1 .65 1 .77 245 0 .036 0 .177 300 82 106 14 11 L14 O10 R7
HCFC-232ab CHCl2CCl2CHF2 – 1 .01 1 .07 20 0 .024 0 .143 150 41 49 7 6 L14 O10 R7
HCFC-232ac CH2ClCCl2CClF2 – 2 .56 2 .8 29 0 .053 0 .222 590 160 235 29 22 L14 O10 R7
HCFC-232ad CH2FCCl2CCl2F – 2 .33 2 .55 26 0 .050 0 .213 515 140 198 25 19 L14 O10 R7
HCFC-232ba CHCl2CClFCHClF – 0 .99 1 .04 20 0 .023 0 .162 165 45 54 8 6 L14 O10 R7
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HCFC-232bb CH2ClCClFCCl2F – 2 .56 2 .8 29 0 .053 0 .222 590 160 235 29 22 L14 O10 R7
HCFC-232bc CH2FCClFCCl3 – 3 .64 4 .14 30 0 .075 0 .205 770 210 360 40 29 L14 O10 R7
HCFC-232ca CHCl2CF2CHCl2 – 0 .70 0 .737 20 0 .017 0 .130 95 26 30 4 4 L14 O10 R7
HCFC-232cb CH2ClCF2CCl3 – 4 .47 5 .21 31 0 .090 0 .208 950 260 490 53 37 L14 O10 R7
HCFC-232da CHCl2CHClCClF2 – 0 .82 0 .859 20 0 .019 0 .178 151 41 48 7 6 L14 O10 R7
HCFC-232db CHClFCHClCCl2F – 1 .51 1 .61 24 0 .033 0 .200 310 84 108 15 12 L14 O10 R7
HCFC-232dc CHF2CHClCCl3 – 2 .83 3 .15 28 0 .060 0 .184 540 145 225 27 20 L14 O10 R7
HCFC-232ea CHCl2CHFCCl2F – 0 .83 0 .872 20 0 .019 0 .165 142 38 45 7 5 L14 O10 R7
HCFC-232eb CHClFCHFCCl3 – 2 .04 2 .22 25 0 .045 0 .183 390 104 143 19 15 L14 O10 R7
HCFC-232fa CCl2FCH2CCl2F – 9 .23 12 .5 35 0 .176 0 .267 2,255 690 1,645 242 99 L14 O10 R7
HCFC-232fb CCl3CH2CClF2 – 10 .2 14 .4 36 0 .194 0 .249 2,255 710 1,710 280 103 L14 O10 R7
HCFC-233aa CHClFCCl2CHF2 – 2 .63 2 .87 32 0 .043 0 .185 545 145 220 27 20 L14 O10 R7
HCFC-233ab CH2ClCCl2CF3 – 2 .57 2 .8 31 0 .042 0 .194 560 150 225 27 21 L14 O10 R7
HCFC-233ac CH2FCCl2CClF2 – 3 .71 4 .14 35 0 .057 0 .250 1,030 280 490 54 39 L14 O10 R7
HCFC-233ba CHClFCClFCHClF – 2 .1 2 .23 38 0 .031 0 .202 475 128 178 23 18 L14 O10 R7
HCFC-233bb CHCl2CClFCHF2 – 1 .27 1 .34 23 0 .023 0 .171 245 66 81 11 9 L14 O10 R7
HCFC-233bc CH2ClCClFCClF2 – 4 .75 5 .21 53 0 .057 0 .261 1,365 375 730 78 53 L14 O10 R7
HCFC-233bd CH2FCClFCCl2F – 3 .71 4 .14 35 0 .057 0 .257 1,060 290 500 56 40 L14 O10 R7
HCFC-233ca CHCl2CF2CHClF – 1 .27 1 .34 23 0 .023 0 .174 245 67 83 12 9 L14 O10 R7
HCFC-233cb CH2ClCF2CCl2F – 4 .57 5 .21 37 0 .069 0 .250 1,260 345 660 71 49 L14 O10 R7
HCFC-233cc CH2FCF2CCl3 – 6 .26 7 .71 33 0 .100 0 .246 1,650 465 1,020 112 66 L14 O10 R7
HCFC-233da CHCl2CHClCF3 – 0 .896 0 .939 20 0 .017 0 .142 142 38 46 7 5 L14 O10 R7
HCFC-233db CHClFCHClCClF2 – 2 .37 2 .52 40 0 .034 0 .238 630 170 245 31 24 L14 O10 R7
HCFC-233dc CHF2CHClCCl2F – 3 .55 3 .96 35 0 .055 0 .245 970 265 445 50 37 L14 O10 R7
HCFC-233ea CHCl2CHFCClF2 – 0 .982 1 .03 20 0 .019 0 .183 200 54 65 9 8 L14 O10 R7
HCFC-233eb CHClFCHFCCl2F – 2 .32 2 .51 30 0 .038 0 .221 575 155 220 28 22 L14 O10 R7
HCFC-233ec CHF2CHFCCl3 – 4 .13 4 .77 31 0 .068 0 .236 1,080 295 540 58 41 L14 O10 R7
HCFC-233fa CCl2FCH2CClF2 – 15 .4 23 .3 46 0 .207 0 .321 4,020 1,495 3,435 940 250 L14 O10 R7
HCFC-233fb CCl3CH2CF3 – 16 .4 29 .3 37 0 .247 0 .204 2,635 1,010 2,285 675 175 L14 O10 R7
HCFC-234aa CHF2CCl2CHF2 – 6 .51 7 .54 47 0 .062 0 .198 1,500 425 940 105 60 L14 O10 R7
HCFC-234ab CH2FCCl2CF3 – 3 .76 4 .14 41 0 .039 0 .215 980 265 465 51 37 L14 O10 R7
HCFC-234ba CHClFCClFCHF2 – 3 .39 3 .61 57 0 .028 0 .215 885 240 400 45 34 L14 O10 R7
HCFC-234bb CH2ClCClFCF3 – 4 .84 5 .21 67 0 .035 0 .218 1,265 350 680 73 49 L14 O10 R7
HCFC-234bc CH2FCClFCClF2 – 7 .01 7 .71 77 0 .045 0 .279 2,245 645 1,455 170 91 L14 O10 R7
HCFC-234ca CHClFCF2CHClF – 2 .74 2 .9 51 0 .025 0 .205 685 185 280 34 26 L14 O10 R7
HCFC-234cb CHCl2CF2CHF2 – 1 .65 1 .74 29 0 .020 0 .199 400 110 141 19 15 L14 O10 R7
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HCFC-232bb CH2ClCClFCCl2F – 2 .56 2 .8 29 0 .053 0 .222 590 160 235 29 22 L14 O10 R7
HCFC-232bc CH2FCClFCCl3 – 3 .64 4 .14 30 0 .075 0 .205 770 210 360 40 29 L14 O10 R7
HCFC-232ca CHCl2CF2CHCl2 – 0 .70 0 .737 20 0 .017 0 .130 95 26 30 4 4 L14 O10 R7
HCFC-232cb CH2ClCF2CCl3 – 4 .47 5 .21 31 0 .090 0 .208 950 260 490 53 37 L14 O10 R7
HCFC-232da CHCl2CHClCClF2 – 0 .82 0 .859 20 0 .019 0 .178 151 41 48 7 6 L14 O10 R7
HCFC-232db CHClFCHClCCl2F – 1 .51 1 .61 24 0 .033 0 .200 310 84 108 15 12 L14 O10 R7
HCFC-232dc CHF2CHClCCl3 – 2 .83 3 .15 28 0 .060 0 .184 540 145 225 27 20 L14 O10 R7
HCFC-232ea CHCl2CHFCCl2F – 0 .83 0 .872 20 0 .019 0 .165 142 38 45 7 5 L14 O10 R7
HCFC-232eb CHClFCHFCCl3 – 2 .04 2 .22 25 0 .045 0 .183 390 104 143 19 15 L14 O10 R7
HCFC-232fa CCl2FCH2CCl2F – 9 .23 12 .5 35 0 .176 0 .267 2,255 690 1,645 242 99 L14 O10 R7
HCFC-232fb CCl3CH2CClF2 – 10 .2 14 .4 36 0 .194 0 .249 2,255 710 1,710 280 103 L14 O10 R7
HCFC-233aa CHClFCCl2CHF2 – 2 .63 2 .87 32 0 .043 0 .185 545 145 220 27 20 L14 O10 R7
HCFC-233ab CH2ClCCl2CF3 – 2 .57 2 .8 31 0 .042 0 .194 560 150 225 27 21 L14 O10 R7
HCFC-233ac CH2FCCl2CClF2 – 3 .71 4 .14 35 0 .057 0 .250 1,030 280 490 54 39 L14 O10 R7
HCFC-233ba CHClFCClFCHClF – 2 .1 2 .23 38 0 .031 0 .202 475 128 178 23 18 L14 O10 R7
HCFC-233bb CHCl2CClFCHF2 – 1 .27 1 .34 23 0 .023 0 .171 245 66 81 11 9 L14 O10 R7
HCFC-233bc CH2ClCClFCClF2 – 4 .75 5 .21 53 0 .057 0 .261 1,365 375 730 78 53 L14 O10 R7
HCFC-233bd CH2FCClFCCl2F – 3 .71 4 .14 35 0 .057 0 .257 1,060 290 500 56 40 L14 O10 R7
HCFC-233ca CHCl2CF2CHClF – 1 .27 1 .34 23 0 .023 0 .174 245 67 83 12 9 L14 O10 R7
HCFC-233cb CH2ClCF2CCl2F – 4 .57 5 .21 37 0 .069 0 .250 1,260 345 660 71 49 L14 O10 R7
HCFC-233cc CH2FCF2CCl3 – 6 .26 7 .71 33 0 .100 0 .246 1,650 465 1,020 112 66 L14 O10 R7
HCFC-233da CHCl2CHClCF3 – 0 .896 0 .939 20 0 .017 0 .142 142 38 46 7 5 L14 O10 R7
HCFC-233db CHClFCHClCClF2 – 2 .37 2 .52 40 0 .034 0 .238 630 170 245 31 24 L14 O10 R7
HCFC-233dc CHF2CHClCCl2F – 3 .55 3 .96 35 0 .055 0 .245 970 265 445 50 37 L14 O10 R7
HCFC-233ea CHCl2CHFCClF2 – 0 .982 1 .03 20 0 .019 0 .183 200 54 65 9 8 L14 O10 R7
HCFC-233eb CHClFCHFCCl2F – 2 .32 2 .51 30 0 .038 0 .221 575 155 220 28 22 L14 O10 R7
HCFC-233ec CHF2CHFCCl3 – 4 .13 4 .77 31 0 .068 0 .236 1,080 295 540 58 41 L14 O10 R7
HCFC-233fa CCl2FCH2CClF2 – 15 .4 23 .3 46 0 .207 0 .321 4,020 1,495 3,435 940 250 L14 O10 R7
HCFC-233fb CCl3CH2CF3 – 16 .4 29 .3 37 0 .247 0 .204 2,635 1,010 2,285 675 175 L14 O10 R7
HCFC-234aa CHF2CCl2CHF2 – 6 .51 7 .54 47 0 .062 0 .198 1,500 425 940 105 60 L14 O10 R7
HCFC-234ab CH2FCCl2CF3 – 3 .76 4 .14 41 0 .039 0 .215 980 265 465 51 37 L14 O10 R7
HCFC-234ba CHClFCClFCHF2 – 3 .39 3 .61 57 0 .028 0 .215 885 240 400 45 34 L14 O10 R7
HCFC-234bb CH2ClCClFCF3 – 4 .84 5 .21 67 0 .035 0 .218 1,265 350 680 73 49 L14 O10 R7
HCFC-234bc CH2FCClFCClF2 – 7 .01 7 .71 77 0 .045 0 .279 2,245 645 1,455 170 91 L14 O10 R7
HCFC-234ca CHClFCF2CHClF – 2 .74 2 .9 51 0 .025 0 .205 685 185 280 34 26 L14 O10 R7
HCFC-234cb CHCl2CF2CHF2 – 1 .65 1 .74 29 0 .020 0 .199 400 110 141 19 15 L14 O10 R7
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HCFC-234cc CH2ClCF2CClF2 – 9 .46 10 .6 85 0 .054 0 .267 2,705 835 1,990 300 120 L14 O10 R7
HCFC-234cd CH2FCF2CCl2F – 6 .64 7 .71 48 0 .063 0 .281 2,160 615 1,370 155 87 L14 O10 R7
HCFC-234da CHClFCHClCF3 – 2 .67 2 .82 50 0 .024 0 .203 660 180 268 33 25 L14 O10 R7
HCFC-234db CHF2CHClCClF2 – 5 .69 6 .18 72 0 .039 0 .271 1,820 510 1,070 115 71 L14 O10 R7
HCFC-234ea CHCl2CHFCF3 – 1 .06 1 .11 23 0 .014 0 .158 205 55 67 10 8 L14 O10 R7
HCFC-234eb CHClFCHFCClF2 – 2 .88 3 .04 52 0 .026 0 .241 845 230 355 42 32 L14 O10 R7
HCFC-234ec CHF2CHFCCl2F – 5 .32 6 .04 45 0 .052 0 .276 1,745 485 990 105 68 L14 O10 R7
HCFC-234fa CClF2CH2CClF2 – 31 43 .4 108 0 .132 0 .347 6,225 3,405 6,005 3,330 1,170 L14 O10 R7
HCFC-234fb CCl2FCH2CF3 ~45 45 98 58 0 .40 0 .264 5,190 3,490 5,190 3,685 1,760 O9 R7
HCFC-235ba CHF2CClFCHF2 – 8 .8 9 .5 121 0 .018 0 .225 2,375 715 1,700 238 102 L14 O10 R7
HCFC-235bb CH2FCClFCF3 – 7 .21 7 .71 110 0 .017 0 .237 2,140 620 1,410 167 87 L14 O10 R7
HCFC-235ca CH2ClCF2CF3 – 9 .82 10 .6 126 0 .018 0 .215 2,455 765 1,830 288 110 L14 O10 R7
HCFC-235cb CHClFCF2CHF2 – 4 .45 4 .7 85 0 .014 0 .234 1,375 375 710 76 53 L14 O10 R7
HCFC-235cc CH2FCF2CClF2 – 14 .2 15 .7 146 0 .021 0 .282 4,040 1,450 3,385 840 230 L14 O10 R7
HCFC-235da CHF2CHClCF3 – 7 .55 8 .09 112 0 .017 0 .227 2,130 620 1,430 175 88 L14 O10 R7
HCFC-235ea CHClFCHFCF3 – 7 .36 7 .88 111 0 .017 0 .227 2,085 605 1,385 165 86 L14 O10 R7
HCFC-235eb CHF2CHFCClF2 – 3 .18 3 .33 69 0 .012 0 .274 1,160 315 510 59 44 L14 O10 R7
HCFC-235fa CClF2CH2CF3 – 61 .7 88 .6 204 0 .051 0 .297 6,780 5,320 6,930 5,730 3,430 L14 O10 R7
HCFC-241aa CH2ClCCl2CHClF – 1 .43 1 .52 24 0 .035 0 .116 187 51 64 9 7 L14 O10 R7
HCFC-241ab CH2FCCl2CHCl2 – 0 .77 0 .803 20 0 .020 0 .0937 81 22 25 4 3 L14 O10 R7
HCFC-241ac CH3CCl2CCl2F – 5 .18 6 .18 32 0 .112 0 .191 1,090 300 610 65 42 L14 O10 R7
HCFC-241ba CH2ClCClFCHCl2 – 0 .79 0 .826 20 0 .020 0 .121 108 29 34 5 4 L14 O10 R7
HCFC-241bb CH3CClFCCl3 – 7 .76 10 34 0 .163 0 .191 1,545 450 1,050 131 64 L14 O10 R7
HCFC-241da CHCl2CHClCHClF – 0 .56 0 .581 20 0 .014 0 .100 63 17 19 3 2 L14 O10 R7
HCFC-241db CH2ClCHClCCl2F – 0 .53 0 .549 20 0 .014 0 .119 71 19 22 3 3 L14 O10 R7
HCFC-241dc CH2FCHClCCl3 – 0 .75 0 .786 20 0 .019 0 .115 97 26 31 5 4 L14 O10 R7
HCFC-241ea CHCl2CHFCHCl2 – 0 .42 0 .429 20 0 .011 0 .081 38 10 12 2 1 L14 O10 R7
HCFC-241eb CH2ClCHFCCl3 – 1 .05 1 .11 20 0 .027 0 .125 147 40 48 7 6 L14 O10 R7
HCFC-241fa CHCl2CH2CCl2F – 0 .53 0 .555 20 0 .014 0 .117 70 19 22 3 3 L14 O10 R7
HCFC-241fb CHClFCH2CCl3 – 1 .48 1 .59 22 0 .037 0 .152 255 69 87 12 10 L14 O10 R7
HCFC-242aa CHF2CCl2CH2Cl – 2 .13 2 .29 29 0 .039 0 .131 340 93 129 17 13 L14 O10 R7
HCFC-242ab CH2FCCl2CHClF – 1 .78 1 .91 27 0 .034 0 .132 290 78 103 14 11 L14 O10 R7
HCFC-242ac CH3CCl2CClF2 – 8 .09 10 42 0 .125 0 .227 2,065 610 1,430 185 87 L14 O10 R7
HCFC-242ba CHClFCClFCH2Cl – 1 .99 2 .11 37 0 .033 0 .151 370 100 135 18 14 L14 O10 R7
HCFC-242bb CHCl2CClFCH2F – 1 .03 1 .09 21 0 .021 0 .133 168 46 55 8 6 L14 O10 R7
HCFC-242bc CH3CClFCCl2F – 8 .09 10 42 0 .125 0 .244 2,220 655 1,535 199 93 L14 O10 R7
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HCFC-234cc CH2ClCF2CClF2 – 9 .46 10 .6 85 0 .054 0 .267 2,705 835 1,990 300 120 L14 O10 R7
HCFC-234cd CH2FCF2CCl2F – 6 .64 7 .71 48 0 .063 0 .281 2,160 615 1,370 155 87 L14 O10 R7
HCFC-234da CHClFCHClCF3 – 2 .67 2 .82 50 0 .024 0 .203 660 180 268 33 25 L14 O10 R7
HCFC-234db CHF2CHClCClF2 – 5 .69 6 .18 72 0 .039 0 .271 1,820 510 1,070 115 71 L14 O10 R7
HCFC-234ea CHCl2CHFCF3 – 1 .06 1 .11 23 0 .014 0 .158 205 55 67 10 8 L14 O10 R7
HCFC-234eb CHClFCHFCClF2 – 2 .88 3 .04 52 0 .026 0 .241 845 230 355 42 32 L14 O10 R7
HCFC-234ec CHF2CHFCCl2F – 5 .32 6 .04 45 0 .052 0 .276 1,745 485 990 105 68 L14 O10 R7
HCFC-234fa CClF2CH2CClF2 – 31 43 .4 108 0 .132 0 .347 6,225 3,405 6,005 3,330 1,170 L14 O10 R7
HCFC-234fb CCl2FCH2CF3 ~45 45 98 58 0 .40 0 .264 5,190 3,490 5,190 3,685 1,760 O9 R7
HCFC-235ba CHF2CClFCHF2 – 8 .8 9 .5 121 0 .018 0 .225 2,375 715 1,700 238 102 L14 O10 R7
HCFC-235bb CH2FCClFCF3 – 7 .21 7 .71 110 0 .017 0 .237 2,140 620 1,410 167 87 L14 O10 R7
HCFC-235ca CH2ClCF2CF3 – 9 .82 10 .6 126 0 .018 0 .215 2,455 765 1,830 288 110 L14 O10 R7
HCFC-235cb CHClFCF2CHF2 – 4 .45 4 .7 85 0 .014 0 .234 1,375 375 710 76 53 L14 O10 R7
HCFC-235cc CH2FCF2CClF2 – 14 .2 15 .7 146 0 .021 0 .282 4,040 1,450 3,385 840 230 L14 O10 R7
HCFC-235da CHF2CHClCF3 – 7 .55 8 .09 112 0 .017 0 .227 2,130 620 1,430 175 88 L14 O10 R7
HCFC-235ea CHClFCHFCF3 – 7 .36 7 .88 111 0 .017 0 .227 2,085 605 1,385 165 86 L14 O10 R7
HCFC-235eb CHF2CHFCClF2 – 3 .18 3 .33 69 0 .012 0 .274 1,160 315 510 59 44 L14 O10 R7
HCFC-235fa CClF2CH2CF3 – 61 .7 88 .6 204 0 .051 0 .297 6,780 5,320 6,930 5,730 3,430 L14 O10 R7
HCFC-241aa CH2ClCCl2CHClF – 1 .43 1 .52 24 0 .035 0 .116 187 51 64 9 7 L14 O10 R7
HCFC-241ab CH2FCCl2CHCl2 – 0 .77 0 .803 20 0 .020 0 .0937 81 22 25 4 3 L14 O10 R7
HCFC-241ac CH3CCl2CCl2F – 5 .18 6 .18 32 0 .112 0 .191 1,090 300 610 65 42 L14 O10 R7
HCFC-241ba CH2ClCClFCHCl2 – 0 .79 0 .826 20 0 .020 0 .121 108 29 34 5 4 L14 O10 R7
HCFC-241bb CH3CClFCCl3 – 7 .76 10 34 0 .163 0 .191 1,545 450 1,050 131 64 L14 O10 R7
HCFC-241da CHCl2CHClCHClF – 0 .56 0 .581 20 0 .014 0 .100 63 17 19 3 2 L14 O10 R7
HCFC-241db CH2ClCHClCCl2F – 0 .53 0 .549 20 0 .014 0 .119 71 19 22 3 3 L14 O10 R7
HCFC-241dc CH2FCHClCCl3 – 0 .75 0 .786 20 0 .019 0 .115 97 26 31 5 4 L14 O10 R7
HCFC-241ea CHCl2CHFCHCl2 – 0 .42 0 .429 20 0 .011 0 .081 38 10 12 2 1 L14 O10 R7
HCFC-241eb CH2ClCHFCCl3 – 1 .05 1 .11 20 0 .027 0 .125 147 40 48 7 6 L14 O10 R7
HCFC-241fa CHCl2CH2CCl2F – 0 .53 0 .555 20 0 .014 0 .117 70 19 22 3 3 L14 O10 R7
HCFC-241fb CHClFCH2CCl3 – 1 .48 1 .59 22 0 .037 0 .152 255 69 87 12 10 L14 O10 R7
HCFC-242aa CHF2CCl2CH2Cl – 2 .13 2 .29 29 0 .039 0 .131 340 93 129 17 13 L14 O10 R7
HCFC-242ab CH2FCCl2CHClF – 1 .78 1 .91 27 0 .034 0 .132 290 78 103 14 11 L14 O10 R7
HCFC-242ac CH3CCl2CClF2 – 8 .09 10 42 0 .125 0 .227 2,065 610 1,430 185 87 L14 O10 R7
HCFC-242ba CHClFCClFCH2Cl – 1 .99 2 .11 37 0 .033 0 .151 370 100 135 18 14 L14 O10 R7
HCFC-242bb CHCl2CClFCH2F – 1 .03 1 .09 21 0 .021 0 .133 168 46 55 8 6 L14 O10 R7
HCFC-242bc CH3CClFCCl2F – 8 .09 10 42 0 .125 0 .244 2,220 655 1,535 199 93 L14 O10 R7
14
Appendix A | Appendix Table A-1
A.14
Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
HCFC-242ca CHCl2CF2CH2Cl – 1 .09 1 .15 22 0 .022 0 .144 193 52 63 9 7 L14 O10 R7
HCFC-242cb CH3CF2CCl3 – 12 .3 18 .7 36 0 .206 0 .251 3,045 1,025 2,450 510 154 L14 O10 R7
HCFC-242da CHClFCHClCHClF – 1 .32 1 .38 29 0 .024 0 .147 238 64 80 11 9 L14 O10 R7
HCFC-242db CHCl2CHClCHF2 – 0 .73 0 .761 20 0 .015 0 .119 106 29 33 5 4 L14 O10 R7
HCFC-242dc CH2ClCHClCClF2 – 1 .2 1 .25 28 0 .023 0 .170 250 68 83 12 9 L14 O10 R7
HCFC-242dd CH2FCHClCCl2F – 0 .83 0 .871 20 0 .017 0 .159 162 44 52 8 6 L14 O10 R7
HCFC-242ea CHCl2CHFCHClF – 0 .72 0 .756 20 0 .015 0 .119 106 29 33 5 4 L14 O10 R7
HCFC-242eb CH2ClCHFCCl2F – 1 .24 1 .31 23 0 .025 0 .167 255 69 85 12 10 L14 O10 R7
HCFC-242ec CH2FCHFCCl3 – 1 .7 1 .84 24 0 .034 0 .174 365 98 129 17 14 L14 O10 R7
HCFC-242fa CHCl2CH2CClF2 – 0 .74 0 .768 20 0 .015 0 .153 138 37 43 6 5 L14 O10 R7
HCFC-242fb CHClFCH2CCl2F – 1 .61 1 .71 26 0 .031 0 .203 400 109 140 19 15 L14 O10 R7
HCFC-242fc CHF2CH2CCl3 – 4 .14 4 .78 31 0 .075 0 .198 1000 270 500 54 38 L14 O10 R7
HCFC-243aa CHF2CCl2CH2F – 2 .99 3 .25 37 0 .036 0 .154 620 168 265 31 23 L14 O10 R7
HCFC-243ab CH3CCl2CF3 – 8 .33 10 49 0 .085 0 .205 2,095 625 1,465 195 89 L14 O10 R7
HCFC-243ba CHF2CClFCH2Cl – 3 .63 3 .88 58 0 .033 0 .146 710 195 330 37 27 L14 O10 R7
HCFC-243bb CHFClCClFCH2F – 2 .67 2 .82 50 0 .027 0 .161 580 157 235 29 22 L14 O10 R7
HCFC-243bc CH3CClFCF2Cl – 15 .6 18 .7 94 0 .088 0 .264 4,010 1,500 3,440 955 252 L14 O10 R7
HCFC-243ca CH2ClCF2CHClF – 2 .89 3 .14 37 0 .035 0 .182 710 192 295 35 27 L14 O10 R7
HCFC-243cb CHCl2CF2CH2F – 1 .46 1 .54 27 0 .020 0 .147 290 78 99 14 11 L14 O10 R7
HCFC-243cc CH3CF2CFCl2 19 .5 18 27 .1 54 0 .19 0 .315 5,130 2,060 4,540 1,495 390 O9 R6
HCFC-243da CHF2CHClCHFCl – 1 .97 2 .07 42 0 .022 0 .162 430 116 158 21 16 L14 O10 R7
HCFC-243db CH2ClCHClCF3 – 1 .44 1 .51 34 0 .018 0 .138 270 73 92 13 10 L14 O10 R7
HCFC-243dc CH2FCHClCF2Cl – 2 .03 2 .13 43 0 .023 0 .203 555 150 206 27 21 L14 O10 R7
HCFC-243ea CHFClCHFCHFCl – 1 .57 1 .64 36 0 .019 0 .172 365 99 127 17 14 L14 O10 R7
HCFC-243eb CHCl2CHFCHF2 – 0 .90 0 .938 21 0 .014 0 .141 170 46 55 8 6 L14 O10 R7
HCFC-243ec CH2ClCHFCF2Cl – 1 .7 1 .78 38 0 .020 0 .182 420 113 148 20 16 L14 O10 R7
HCFC-243ed CH2FCHFCFCl2 – 2 .03 2 .17 32 0 .026 0 .215 590 159 218 28 22 L14 O10 R7
HCFC-243fa CHCl2CH2CF3 – 0 .78 0 .813 20 0 .012 0 .120 125 34 40 6 5 L14 O10 R7
HCFC-243fb CHFClCH2CF2Cl – 2 .24 2 .36 45 0 .024 0 .231 700 189 265 34 26 L14 O10 R7
HCFC-243fc CHF2CH2CFCl2 – 5 .07 5 .73 44 .0 0 .056 0 .263 1,765 490 975 104 68 L14 O10 R7
HCFC-244ba CH2FCClFCHF2 – 5 .17 5 .49 90 0 .017 0 .173 1,310 360 730 78 51 L14 O10 R7
HCFC-244bb CH3CClFCF3 – 16 .6 18 .7 148 0 .027 0 .238 4,140 1,600 3,600 1,080 280 L14 O10 R7
HCFC-244ca CH2ClCF2CHF2 – 6 .39 6 .82 101 0 .018 0 .173 1,580 450 985 109 63 L14 O10 R7
HCFC-244cb CH2FCF2CHFCl – 4 .02 4 .24 79 0 .015 0 .178 1,065 290 520 57 41 L14 O10 R7
HCFC-244cc CH3CF2CF2Cl – 31 .2 38 .1 173 0 .039 0 .277 6,120 3,360 5,905 3,290 1,160 L14 O10 R7
HCFC-244da CHF2CHClCHF2 – 3 .88 4 .09 77 0 .015 0 .182 1,050 285 505 56 40 L14 O10 R7
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HCFC-242ca CHCl2CF2CH2Cl – 1 .09 1 .15 22 0 .022 0 .144 193 52 63 9 7 L14 O10 R7
HCFC-242cb CH3CF2CCl3 – 12 .3 18 .7 36 0 .206 0 .251 3,045 1,025 2,450 510 154 L14 O10 R7
HCFC-242da CHClFCHClCHClF – 1 .32 1 .38 29 0 .024 0 .147 238 64 80 11 9 L14 O10 R7
HCFC-242db CHCl2CHClCHF2 – 0 .73 0 .761 20 0 .015 0 .119 106 29 33 5 4 L14 O10 R7
HCFC-242dc CH2ClCHClCClF2 – 1 .2 1 .25 28 0 .023 0 .170 250 68 83 12 9 L14 O10 R7
HCFC-242dd CH2FCHClCCl2F – 0 .83 0 .871 20 0 .017 0 .159 162 44 52 8 6 L14 O10 R7
HCFC-242ea CHCl2CHFCHClF – 0 .72 0 .756 20 0 .015 0 .119 106 29 33 5 4 L14 O10 R7
HCFC-242eb CH2ClCHFCCl2F – 1 .24 1 .31 23 0 .025 0 .167 255 69 85 12 10 L14 O10 R7
HCFC-242ec CH2FCHFCCl3 – 1 .7 1 .84 24 0 .034 0 .174 365 98 129 17 14 L14 O10 R7
HCFC-242fa CHCl2CH2CClF2 – 0 .74 0 .768 20 0 .015 0 .153 138 37 43 6 5 L14 O10 R7
HCFC-242fb CHClFCH2CCl2F – 1 .61 1 .71 26 0 .031 0 .203 400 109 140 19 15 L14 O10 R7
HCFC-242fc CHF2CH2CCl3 – 4 .14 4 .78 31 0 .075 0 .198 1000 270 500 54 38 L14 O10 R7
HCFC-243aa CHF2CCl2CH2F – 2 .99 3 .25 37 0 .036 0 .154 620 168 265 31 23 L14 O10 R7
HCFC-243ab CH3CCl2CF3 – 8 .33 10 49 0 .085 0 .205 2,095 625 1,465 195 89 L14 O10 R7
HCFC-243ba CHF2CClFCH2Cl – 3 .63 3 .88 58 0 .033 0 .146 710 195 330 37 27 L14 O10 R7
HCFC-243bb CHFClCClFCH2F – 2 .67 2 .82 50 0 .027 0 .161 580 157 235 29 22 L14 O10 R7
HCFC-243bc CH3CClFCF2Cl – 15 .6 18 .7 94 0 .088 0 .264 4,010 1,500 3,440 955 252 L14 O10 R7
HCFC-243ca CH2ClCF2CHClF – 2 .89 3 .14 37 0 .035 0 .182 710 192 295 35 27 L14 O10 R7
HCFC-243cb CHCl2CF2CH2F – 1 .46 1 .54 27 0 .020 0 .147 290 78 99 14 11 L14 O10 R7
HCFC-243cc CH3CF2CFCl2 19 .5 18 27 .1 54 0 .19 0 .315 5,130 2,060 4,540 1,495 390 O9 R6
HCFC-243da CHF2CHClCHFCl – 1 .97 2 .07 42 0 .022 0 .162 430 116 158 21 16 L14 O10 R7
HCFC-243db CH2ClCHClCF3 – 1 .44 1 .51 34 0 .018 0 .138 270 73 92 13 10 L14 O10 R7
HCFC-243dc CH2FCHClCF2Cl – 2 .03 2 .13 43 0 .023 0 .203 555 150 206 27 21 L14 O10 R7
HCFC-243ea CHFClCHFCHFCl – 1 .57 1 .64 36 0 .019 0 .172 365 99 127 17 14 L14 O10 R7
HCFC-243eb CHCl2CHFCHF2 – 0 .90 0 .938 21 0 .014 0 .141 170 46 55 8 6 L14 O10 R7
HCFC-243ec CH2ClCHFCF2Cl – 1 .7 1 .78 38 0 .020 0 .182 420 113 148 20 16 L14 O10 R7
HCFC-243ed CH2FCHFCFCl2 – 2 .03 2 .17 32 0 .026 0 .215 590 159 218 28 22 L14 O10 R7
HCFC-243fa CHCl2CH2CF3 – 0 .78 0 .813 20 0 .012 0 .120 125 34 40 6 5 L14 O10 R7
HCFC-243fb CHFClCH2CF2Cl – 2 .24 2 .36 45 0 .024 0 .231 700 189 265 34 26 L14 O10 R7
HCFC-243fc CHF2CH2CFCl2 – 5 .07 5 .73 44 .0 0 .056 0 .263 1,765 490 975 104 68 L14 O10 R7
HCFC-244ba CH2FCClFCHF2 – 5 .17 5 .49 90 0 .017 0 .173 1,310 360 730 78 51 L14 O10 R7
HCFC-244bb CH3CClFCF3 – 16 .6 18 .7 148 0 .027 0 .238 4,140 1,600 3,600 1,080 280 L14 O10 R7
HCFC-244ca CH2ClCF2CHF2 – 6 .39 6 .82 101 0 .018 0 .173 1,580 450 985 109 63 L14 O10 R7
HCFC-244cb CH2FCF2CHFCl – 4 .02 4 .24 79 0 .015 0 .178 1,065 290 520 57 41 L14 O10 R7
HCFC-244cc CH3CF2CF2Cl – 31 .2 38 .1 173 0 .039 0 .277 6,120 3,360 5,905 3,290 1,160 L14 O10 R7
HCFC-244da CHF2CHClCHF2 – 3 .88 4 .09 77 0 .015 0 .182 1,050 285 505 56 40 L14 O10 R7
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HCFC-244db CH2FCHClCF3 – 2 .44 2 .54 57 0 .012 0 .164 600 162 235 29 23 L14 O10 R7
HCFC-244ea CHF2CHFCHFCl – 2 .39 2 .5 57 0 .012 0 .191 685 185 267 33 26 L14 O10 R7
HCFC-244eb CH2ClCHFCF3 – 2 .04 2 .12 51 0 .011 0 .151 460 125 170 22 17 L14 O10 R7
HCFC-244ec CH2FCHFCF2Cl – 2 .88 3 .01 64 0 .013 0 .226 975 265 410 49 37 L14 O10 R7
HCFC-244fa CHFClCH2CF3 – 2 .37 2 .48 56 0 .012 0 .185 655 178 255 32 25 L14 O10 R7
HCFC-244fb CHF2CH2CF2Cl – 7 .76 8 .35 111 0 .020 0 .285 3,060 900 2,080 260 127 L14 O10 R7
HCFC-251aa CH2FCCl2CH2Cl – 1 .26 1 .34 23 0 .028 0 .0752 129 35 43 6 5 L14 O10 R7
HCFC-251ab CH3CCl2CHFCl – 1 .73 1 .85 27 0 .037 0 .110 260 70 93 12 10 L14 O10 R7
HCFC-251ba CH2ClCClFCH2Cl – 1 .34 1 .4 29 0 .027 0 .0951 173 47 59 8 7 L14 O10 R7
HCFC-251bb CH3CClFCHCl2 – 1 .02 1 .07 21 0 .023 0 .109 151 41 49 7 6 L14 O10 R7
HCFC-251da CH2ClCHClCHFCl – 0 .69 0 .719 20 0 .016 0 .0821 77 21 24 4 3 L14 O10 R7
HCFC-251db CH2FCHClCHCl2 – 0 .40 0 .416 20 0 .009 0 .0631 35 9 11 2 1 L14 O10 R7
HCFC-251dc CH3CHClCFCl2 – 0 .52 0 .535 20 0 .012 0 .122 85 23 26 4 3 L14 O10 R7
HCFC-251ea CH2ClCHFCHCl2 – 0 .47 0 .489 20 0 .011 0 .0776 50 14 15 2 2 L14 O10 R7
HCFC-251eb CH3CHFCCl3 – 0 .68 0 .709 20 0 .016 0 .134 124 34 39 6 5 L14 O10 R7
HCFC-251fa CHClFCH2CCl2H – 0 .33 0 .339 20 0 .008 0 .0739 33 9 10 2 1 L14 O10 R7
HCFC-251fb CH2ClCH2CCl2F – 0 .45 0 .467 20 0 .011 0 .107 66 18 20 3 2 L14 O10 R7
HCFC-251fc CH2FCH2CCl3 – 0 .65 0 .676 20 0 .015 0 .103 91 25 28 4 3 L14 O10 R7
HCFC-252aa CH2FCCl2CH2F – 1 .94 2 .07 31 0 .029 0 .105 310 83 113 15 12 L14 O10 R7
HCFC-252ab CH3CCl2CHF2 – 4 .41 4 .93 42 0 .056 0 .153 1,010 275 520 56 39 L14 O10 R7
HCFC-252ba CH2ClCClFCH2F – 2 .19 2 .31 44 0 .027 0 .0992 330 89 125 16 12 L14 O10 R7
HCFC-252bb CH3CClFCHClF – 2 .87 3 .04 51 0 .032 0 .147 640 173 265 32 24 L14 O10 R7
HCFC-252ca CH2ClCF2CH2Cl – 2 .47 2 .61 47 0 .029 0 .126 470 127 186 23 18 L14 O10 R7
HCFC-252cb CH3CF2CHCl2 – 1 .19 1 .25 24 0 .019 0 .146 265 71 87 12 10 L14 O10 R7
HCFC-252da CH2ClCHClCHF2 – 1 .0 1 .04 27 0 .016 0 .0897 135 37 44 6 5 L14 O10 R7
HCFC-252db CH2FCHClCHClF – 1 .15 1 .2 29 0 .017 0 .101 176 48 58 8 7 L14 O10 R7
HCFC-252dc CH3CHClCClF2 – 0 .77 0 .799 22 0 .013 0 .149 174 47 55 8 7 L14 O10 R7
HCFC-252ea CH2ClCHFCHClF – 1 .02 1 .06 27 0 .016 0 .112 173 47 57 8 7 L14 O10 R7
HCFC-252eb CH2FCHFCHCl2 – 0 .65 0 .67 20 0 .011 0 .0922 90 24 28 4 3 L14 O10 R7
HCFC-252ec CH3CHFCCl2F – 0 .84 0 .882 20 0 .015 0 .175 223 60 71 10 8 L14 O10 R7
HCFC-252fa CHClFCH2CHClF – 1 .15 1 .19 29 0 .017 0 .143 250 67 82 12 9 L14 O10 R7
HCFC-252fb CHCl2CH2CHF2 – 0 .66 0 .684 20 0 .011 0 .114 113 31 35 5 4 L14 O10 R7
HCFC-252fc CH2ClCH2CClF2 – 0 .94 0 .972 25 0 .015 0 .153 217 59 70 10 8 L14 O10 R7
HCFC-252fd CH2FCH2CCl2F – 0 .70 0 .732 20 0 .012 0 .155 164 45 52 8 6 L14 O10 R7
HCFC-253ba CH2FCClFCH2F – 3 .66 3 .86 73 0 .017 0 .131 810 221 380 42 31 L14 O10 R7
HCFC-253bb CH3CClFCHF2 – 7 .85 8 .46 108 0 .024 0 .184 2,260 665 1,545 195 94 L14 O10 R7
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HCFC-244db CH2FCHClCF3 – 2 .44 2 .54 57 0 .012 0 .164 600 162 235 29 23 L14 O10 R7
HCFC-244ea CHF2CHFCHFCl – 2 .39 2 .5 57 0 .012 0 .191 685 185 267 33 26 L14 O10 R7
HCFC-244eb CH2ClCHFCF3 – 2 .04 2 .12 51 0 .011 0 .151 460 125 170 22 17 L14 O10 R7
HCFC-244ec CH2FCHFCF2Cl – 2 .88 3 .01 64 0 .013 0 .226 975 265 410 49 37 L14 O10 R7
HCFC-244fa CHFClCH2CF3 – 2 .37 2 .48 56 0 .012 0 .185 655 178 255 32 25 L14 O10 R7
HCFC-244fb CHF2CH2CF2Cl – 7 .76 8 .35 111 0 .020 0 .285 3,060 900 2,080 260 127 L14 O10 R7
HCFC-251aa CH2FCCl2CH2Cl – 1 .26 1 .34 23 0 .028 0 .0752 129 35 43 6 5 L14 O10 R7
HCFC-251ab CH3CCl2CHFCl – 1 .73 1 .85 27 0 .037 0 .110 260 70 93 12 10 L14 O10 R7
HCFC-251ba CH2ClCClFCH2Cl – 1 .34 1 .4 29 0 .027 0 .0951 173 47 59 8 7 L14 O10 R7
HCFC-251bb CH3CClFCHCl2 – 1 .02 1 .07 21 0 .023 0 .109 151 41 49 7 6 L14 O10 R7
HCFC-251da CH2ClCHClCHFCl – 0 .69 0 .719 20 0 .016 0 .0821 77 21 24 4 3 L14 O10 R7
HCFC-251db CH2FCHClCHCl2 – 0 .40 0 .416 20 0 .009 0 .0631 35 9 11 2 1 L14 O10 R7
HCFC-251dc CH3CHClCFCl2 – 0 .52 0 .535 20 0 .012 0 .122 85 23 26 4 3 L14 O10 R7
HCFC-251ea CH2ClCHFCHCl2 – 0 .47 0 .489 20 0 .011 0 .0776 50 14 15 2 2 L14 O10 R7
HCFC-251eb CH3CHFCCl3 – 0 .68 0 .709 20 0 .016 0 .134 124 34 39 6 5 L14 O10 R7
HCFC-251fa CHClFCH2CCl2H – 0 .33 0 .339 20 0 .008 0 .0739 33 9 10 2 1 L14 O10 R7
HCFC-251fb CH2ClCH2CCl2F – 0 .45 0 .467 20 0 .011 0 .107 66 18 20 3 2 L14 O10 R7
HCFC-251fc CH2FCH2CCl3 – 0 .65 0 .676 20 0 .015 0 .103 91 25 28 4 3 L14 O10 R7
HCFC-252aa CH2FCCl2CH2F – 1 .94 2 .07 31 0 .029 0 .105 310 83 113 15 12 L14 O10 R7
HCFC-252ab CH3CCl2CHF2 – 4 .41 4 .93 42 0 .056 0 .153 1,010 275 520 56 39 L14 O10 R7
HCFC-252ba CH2ClCClFCH2F – 2 .19 2 .31 44 0 .027 0 .0992 330 89 125 16 12 L14 O10 R7
HCFC-252bb CH3CClFCHClF – 2 .87 3 .04 51 0 .032 0 .147 640 173 265 32 24 L14 O10 R7
HCFC-252ca CH2ClCF2CH2Cl – 2 .47 2 .61 47 0 .029 0 .126 470 127 186 23 18 L14 O10 R7
HCFC-252cb CH3CF2CHCl2 – 1 .19 1 .25 24 0 .019 0 .146 265 71 87 12 10 L14 O10 R7
HCFC-252da CH2ClCHClCHF2 – 1 .0 1 .04 27 0 .016 0 .0897 135 37 44 6 5 L14 O10 R7
HCFC-252db CH2FCHClCHClF – 1 .15 1 .2 29 0 .017 0 .101 176 48 58 8 7 L14 O10 R7
HCFC-252dc CH3CHClCClF2 – 0 .77 0 .799 22 0 .013 0 .149 174 47 55 8 7 L14 O10 R7
HCFC-252ea CH2ClCHFCHClF – 1 .02 1 .06 27 0 .016 0 .112 173 47 57 8 7 L14 O10 R7
HCFC-252eb CH2FCHFCHCl2 – 0 .65 0 .67 20 0 .011 0 .0922 90 24 28 4 3 L14 O10 R7
HCFC-252ec CH3CHFCCl2F – 0 .84 0 .882 20 0 .015 0 .175 223 60 71 10 8 L14 O10 R7
HCFC-252fa CHClFCH2CHClF – 1 .15 1 .19 29 0 .017 0 .143 250 67 82 12 9 L14 O10 R7
HCFC-252fb CHCl2CH2CHF2 – 0 .66 0 .684 20 0 .011 0 .114 113 31 35 5 4 L14 O10 R7
HCFC-252fc CH2ClCH2CClF2 – 0 .94 0 .972 25 0 .015 0 .153 217 59 70 10 8 L14 O10 R7
HCFC-252fd CH2FCH2CCl2F – 0 .70 0 .732 20 0 .012 0 .155 164 45 52 8 6 L14 O10 R7
HCFC-253ba CH2FCClFCH2F – 3 .66 3 .86 73 0 .017 0 .131 810 221 380 42 31 L14 O10 R7
HCFC-253bb CH3CClFCHF2 – 7 .85 8 .46 108 0 .024 0 .184 2,260 665 1,545 195 94 L14 O10 R7
18
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HCFC-253ca CH2ClCF2CH2F – 4 .23 4 .47 79 0 .018 0 .135 960 265 485 52 37 L14 O10 R7
HCFC-253cb CH3CF2CHClF – 3 .48 3 .66 71 0 .017 0 .183 1,080 295 490 56 41 L14 O10 R7
HCFC-253da CH2FCHClCHF2 – 1 .67 1 .74 44 0 .012 0 .118 335 91 118 16 13 L14 O10 R7
HCFC-253db CH3CHClCF3 – 1 .02 1 .06 30 0 .009 0 .120 208 56 68 10 8 L14 O10 R7
HCFC-253ea CH2ClCHFCHF2 – 1 .44 1 .5 39 0 .011 0 .113 275 75 95 13 10 L14 O10 R7
HCFC-253eb CH2FCHFCHClF – 1 .5 1 .56 40 0 .011 0 .125 320 86 110 15 12 L14 O10 R7
HCFC-253ec CH3CHFCClF2 – 1 .13 1 .17 33 0 .009 0 .183 350 95 116 16 13 L14 O10 R7
HCFC-253fa CHClFCH2CHF2 – 1 .83 1 .9 46 0 .012 0 .175 545 147 196 26 20 L14 O10 R7
HCFC-253fb CH2ClCH2CF3 – 1 .05 1 .09 31 0 .009 0 .121 215 58 70 10 8 L14 O10 R7
HCFC-253fc CH2FCH2CClF2 – 1 .48 1 .54 40 0 .011 0 .194 490 132 168 23 18 L14 O10 R7
HCFC-261aa CH3CCl2CH2F – 1 .06 1 .11 23 0 .020 0 .0727 132 36 43 6 5 L14 O10 R7
HCFC-261ba CH3CClFCH2Cl – 2 .19 2 .31 44 0 .031 0 .0827 310 84 118 15 12 L14 O10 R7
HCFC-261da CH2ClCHClCH2F – 0 .45 0 .462 20 0 .009 0 .0338 26 7 8 1 1 L14 O10 R7
HCFC-261db CH3CHClCHClF – 0 .47 0 .478 20 0 .009 0 .0625 50 14 15 2 2 L14 O10 R7
HCFC-261ea CH2ClCHFCH2Cl – 0 .54 0 .554 20 0 .010 0 .0493 45 12 14 2 2 L14 O10 R7
HCFC-261eb CH3CHFCHCl2 – 0 .31 0 .315 20 0 .006 0 .0618 33 9 10 2 1 L14 O10 R7
HCFC-261fa CH2ClCH2CHClF – 0 .57 0 .591 20 0 .011 0 .0746 73 20 23 3 3 L14 O10 R7
HCFC-261fb CH2FCH2CHCl2 – 0 .33 0 .339 20 0 .006 0 .0557 32 9 10 1 1 L14 O10 R7
HCFC-261fc CH3CH2CCl2F – 0 .61 0 .638 20 0 .012 0 .137 145 39 45 7 5 L14 O10 R7
HCFC-262ba CH3CClFCH2F – 3 .4 3 .59 69 0 .020 0 .125 835 227 380 43 32 L14 O10 R7
HCFC-262ca CH3CF2CH2Cl – 3 .2 3 .33 66 0 .019 0 .117 730 197 320 37 27 L14 O10 R7
HCFC-262da CH2FCHClCH2F – 0 .92 0 .956 28 0 .009 0 .0587 107 29 34 5 4 L14 O10 R7
HCFC-262db CH3CHClCHF2 – 0 .64 0 .662 21 0 .007 0 .0813 103 28 32 5 4 L14 O10 R7
HCFC-262ea CH2FCHFCH2Cl – 0 .83 0 .856 25 0 .009 0 .0657 107 29 34 5 4 L14 O10 R7
HCFC-262eb CH3CHFCHFCl – 0 .66 0 .685 21 0 .007 0 .0982 128 35 40 6 5 L14 O10 R7
HCFC-262fa CH2ClCH2CHF2 – 0 .80 0 .828 25 0 .008 0 .0858 135 37 43 6 5 L14 O10 R7
HCFC-262fb CH2FCH2CHFCl – 0 .87 0 .902 26 0 .009 0 .0991 170 46 54 8 6 L14 O10 R7
HCFC-262fc CH3CH2CF2Cl – 1 .2 1 .24 34 0 .011 0 .168 395 107 131 18 15 L14 O10 R7
HCFC-271ba CH3CClFCH3 – 5 .0 5 .37 83 0 .028 0 .106 1,225 340 675 72 47 L14 O10 R7
HCFC-271da CH3CHClCH2F – 0 .27 0 .278 20 0 .004 0 .0261 17 5 5 1 1 L14 O10 R7
HCFC-271ea CH3CHFCH2Cl – 0 .30 0 .302 20 0 .004 0 .0330 23 6 7 1 1 L14 O10 R7
HCFC-271fa CH2ClCH2CH2F – 0 .34 0 .345 20 0 .004 0 .0284 22 6 7 1 1 L14 O10 R7
HCFC-271fb CH3CH2CHClF – 0 .49 0 .506 20 0 .007 0 .0652 75 20 23 3 3 L14 O10 R7
Hydrofluorocarbons
HFC-23 CHF3 28 .9 ppt 228 228 243 4420 0 0 .18 11,085 12,690 11,825 13,340 13,150 A6 L3 R3
HFC-32 CH2F2 10 ppt 5 .4 5 .4 5 .5 124 0 0 .11 2,530 705 1,440 154 98 A6 L3 R3
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HCFC-253ca CH2ClCF2CH2F – 4 .23 4 .47 79 0 .018 0 .135 960 265 485 52 37 L14 O10 R7
HCFC-253cb CH3CF2CHClF – 3 .48 3 .66 71 0 .017 0 .183 1,080 295 490 56 41 L14 O10 R7
HCFC-253da CH2FCHClCHF2 – 1 .67 1 .74 44 0 .012 0 .118 335 91 118 16 13 L14 O10 R7
HCFC-253db CH3CHClCF3 – 1 .02 1 .06 30 0 .009 0 .120 208 56 68 10 8 L14 O10 R7
HCFC-253ea CH2ClCHFCHF2 – 1 .44 1 .5 39 0 .011 0 .113 275 75 95 13 10 L14 O10 R7
HCFC-253eb CH2FCHFCHClF – 1 .5 1 .56 40 0 .011 0 .125 320 86 110 15 12 L14 O10 R7
HCFC-253ec CH3CHFCClF2 – 1 .13 1 .17 33 0 .009 0 .183 350 95 116 16 13 L14 O10 R7
HCFC-253fa CHClFCH2CHF2 – 1 .83 1 .9 46 0 .012 0 .175 545 147 196 26 20 L14 O10 R7
HCFC-253fb CH2ClCH2CF3 – 1 .05 1 .09 31 0 .009 0 .121 215 58 70 10 8 L14 O10 R7
HCFC-253fc CH2FCH2CClF2 – 1 .48 1 .54 40 0 .011 0 .194 490 132 168 23 18 L14 O10 R7
HCFC-261aa CH3CCl2CH2F – 1 .06 1 .11 23 0 .020 0 .0727 132 36 43 6 5 L14 O10 R7
HCFC-261ba CH3CClFCH2Cl – 2 .19 2 .31 44 0 .031 0 .0827 310 84 118 15 12 L14 O10 R7
HCFC-261da CH2ClCHClCH2F – 0 .45 0 .462 20 0 .009 0 .0338 26 7 8 1 1 L14 O10 R7
HCFC-261db CH3CHClCHClF – 0 .47 0 .478 20 0 .009 0 .0625 50 14 15 2 2 L14 O10 R7
HCFC-261ea CH2ClCHFCH2Cl – 0 .54 0 .554 20 0 .010 0 .0493 45 12 14 2 2 L14 O10 R7
HCFC-261eb CH3CHFCHCl2 – 0 .31 0 .315 20 0 .006 0 .0618 33 9 10 2 1 L14 O10 R7
HCFC-261fa CH2ClCH2CHClF – 0 .57 0 .591 20 0 .011 0 .0746 73 20 23 3 3 L14 O10 R7
HCFC-261fb CH2FCH2CHCl2 – 0 .33 0 .339 20 0 .006 0 .0557 32 9 10 1 1 L14 O10 R7
HCFC-261fc CH3CH2CCl2F – 0 .61 0 .638 20 0 .012 0 .137 145 39 45 7 5 L14 O10 R7
HCFC-262ba CH3CClFCH2F – 3 .4 3 .59 69 0 .020 0 .125 835 227 380 43 32 L14 O10 R7
HCFC-262ca CH3CF2CH2Cl – 3 .2 3 .33 66 0 .019 0 .117 730 197 320 37 27 L14 O10 R7
HCFC-262da CH2FCHClCH2F – 0 .92 0 .956 28 0 .009 0 .0587 107 29 34 5 4 L14 O10 R7
HCFC-262db CH3CHClCHF2 – 0 .64 0 .662 21 0 .007 0 .0813 103 28 32 5 4 L14 O10 R7
HCFC-262ea CH2FCHFCH2Cl – 0 .83 0 .856 25 0 .009 0 .0657 107 29 34 5 4 L14 O10 R7
HCFC-262eb CH3CHFCHFCl – 0 .66 0 .685 21 0 .007 0 .0982 128 35 40 6 5 L14 O10 R7
HCFC-262fa CH2ClCH2CHF2 – 0 .80 0 .828 25 0 .008 0 .0858 135 37 43 6 5 L14 O10 R7
HCFC-262fb CH2FCH2CHFCl – 0 .87 0 .902 26 0 .009 0 .0991 170 46 54 8 6 L14 O10 R7
HCFC-262fc CH3CH2CF2Cl – 1 .2 1 .24 34 0 .011 0 .168 395 107 131 18 15 L14 O10 R7
HCFC-271ba CH3CClFCH3 – 5 .0 5 .37 83 0 .028 0 .106 1,225 340 675 72 47 L14 O10 R7
HCFC-271da CH3CHClCH2F – 0 .27 0 .278 20 0 .004 0 .0261 17 5 5 1 1 L14 O10 R7
HCFC-271ea CH3CHFCH2Cl – 0 .30 0 .302 20 0 .004 0 .0330 23 6 7 1 1 L14 O10 R7
HCFC-271fa CH2ClCH2CH2F – 0 .34 0 .345 20 0 .004 0 .0284 22 6 7 1 1 L14 O10 R7
HCFC-271fb CH3CH2CHClF – 0 .49 0 .506 20 0 .007 0 .0652 75 20 23 3 3 L14 O10 R7
Hydrofluorocarbons
HFC-23 CHF3 28 .9 ppt 228 228 243 4420 0 0 .18 11,085 12,690 11,825 13,340 13,150 A6 L3 R3
HFC-32 CH2F2 10 ppt 5 .4 5 .4 5 .5 124 0 0 .11 2,530 705 1,440 154 98 A6 L3 R3
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HFC-41 CH3F 2 .8 2 .8 2 .9 65 0 0 .02 430 116 177 21 16 L :12,13 R3
HFC-125 CHF2CF3 20 .4 ppt 31 30 32 595 0 0 .23 6,280 3,450 6,040 3,350 1180 A6 L :3,13 R3
HFC-134 CHF2CHF2 9 .7 10 10 .5 240 0 0 .19 3,625 1,135 2,725 440 164 R3
HFC-134a CH2FCF3 90 ppt 14 14 14 .1 267 0 0 .16 3,810 1,360 3,170 770 215 A6 L :3,13 R3
HFC-143 CH2FCHF2 3 .5 3 .6 3 .70 100 0 0 .13 1,250 340 580 64 48 R3
HFC-143a CH3CF3 19 .1 ppt 51 51 57 612 0 0 .16 7,050 5,080 7,110 5,390 2,830 A6 L3 R3
HFC-152 CH2FCH2F
146 days
(114-335 days)
172 days
(114-335 days)
172 days
(114-335 days) – 0 0 .04 64 17 20 3 .0 2 .4 R3
HFC-152a CH3CHF2 6 .7 ppt 1 .6 1 .6 1 .55 39 0 0 .10 545 148 190 26 21 A6 L :3,13 R3
HFC-161 CH3CH2F
66 days
(51–154 days)
80 days
(51–154 days)
80 days
(51–154 days) – 0 0 .02 20 6 6 <1 <1 R3
HFC-227ca CF3CF2CHF2 28 .2 30 32 640 0 0 .27 5,260 2,865 5,070 2,795 975 L16 R3
HFC-227ea CF3CHFCF3 1 .2 ppt 36 36 37 .5 673 0 0 .26 5,250 3,140 5,140 3,180 1,260 A6 L :3,17 R3
HFC-236cb CH2FCF2CF3 ~13 13 .4 14 305 0 0 .23 3,540 1,235 2,915 670 192 R3
HFC-236ea CHF2CHFCF3 11 .0 11 .4 11 .9 270 0 0 .30 4,190 1,370 3,290 620 202 R3
HFC-236fa CF3CH2CF3 0 .15 ppt 222 213 253 1350 0 0 .24 6,785 7,680 7,230 8,090 7,870 R3
HFC-245ca CH2FCF2CHF2 6 .5 6 .6 6 .9 165 0 0 .24 2,530 720 1,600 180 102 R3
HFC-245cb CF3CF2CH3 47 .1 39 .9 43 550 0 0 .24 6,340 4,000 6,280 4,150 1,800 R3
HFC-245ea CHF2CHFCHF2 3 .2 3 .2 3 .3 95 0 0 .16 860 233 375 44 32 R3
HFC-245eb CH2FCHFCF3 3 .2 3 .2 3 .3 90 0 0 .20 1,070 290 460 54 40 R3
HFC-245fa CHF2CH2CF3 2 .4 ppt 7 .9 7 .9 8 .2 149 0 0 .24 2,980 880 2,040 260 124 A6 L3 R3
HFC-263fb CH3CH2CF3 1 .1 1 .1 1 .16 40 0 0 .10 250 68 83 12 9 .5 R3
HFC-272ca CH3CF2CH3 2 .6 9 9 .7 185 0 0 .07 1,580 480 1,140 163 69 L18 R3
HFC-281ea CH3CHFCH3
23 days
(19–46 days)
27 days
(19–46 days)
27 days
(19–46 days) – 0 – – – – – – A6 R9
HFC-329p CHF2CF2CF2CF3 ~30 32 34 675 0 0 .31 4,720 2,630 4,565 2,595 935 L19 R3
HFC-338pcc CHF2CF2CF2CHF2 12 .9 13 .5 14 .0 360 0 – – – – – – R9
HFC-356mcf CH2FCH2CF2CF3 1 .2 1 .2 1 .26 40 0 – – – – – – R9
HFC-356mff CF3CH2CH2CF3 8 .3 8 .5 8 .9 190 0 – – – – – – R9
HFC-365mfc CH3CF2CH2CF3 0 .94 ppt 8 .7 8 .9 9 .3 190 0 0 .22 2,660 810 1,915 271 115 A6 R3
HFC-43-10mee CF3CHFCHFCF2CF3 0 .27 ppt 16 .1 17 .0 17 .9 365 0 0 .359 3,770 1,470 3,295 1,015 265 A6 R10
HFC-458mfcf CF3CH2CF2CH2CF3 22 .9 23 .8 25 .5 375 0 – – – – – – R9
HFC-55-10mcff CF3CF2CH2CH2CF2CF3 7 .5 7 .7 8 .0 175 0 – – – – – – R9
HFC-52-13p CHF2CF2CF2CF2CF2CF3 32 .7 35 .2 37 .0 710 0 – – – – – – L20 R9
HFC-72-17p CHF2CF2CF2CF2CF2CF2-CF2CF3
– 23 .8 24 .9 525 0 – – – – – – L21 R9
Unsaturated Hydrofluorocarbons
HFO-1123 CHF=CF2 – 1 .4 days 1 .4 days – 0 0 .0019 <1 <<1 <<1 <<1 <<1 L22 R11
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HFC-41 CH3F 2 .8 2 .8 2 .9 65 0 0 .02 430 116 177 21 16 L :12,13 R3
HFC-125 CHF2CF3 20 .4 ppt 31 30 32 595 0 0 .23 6,280 3,450 6,040 3,350 1180 A6 L :3,13 R3
HFC-134 CHF2CHF2 9 .7 10 10 .5 240 0 0 .19 3,625 1,135 2,725 440 164 R3
HFC-134a CH2FCF3 90 ppt 14 14 14 .1 267 0 0 .16 3,810 1,360 3,170 770 215 A6 L :3,13 R3
HFC-143 CH2FCHF2 3 .5 3 .6 3 .70 100 0 0 .13 1,250 340 580 64 48 R3
HFC-143a CH3CF3 19 .1 ppt 51 51 57 612 0 0 .16 7,050 5,080 7,110 5,390 2,830 A6 L3 R3
HFC-152 CH2FCH2F
146 days
(114-335 days)
172 days
(114-335 days)
172 days
(114-335 days) – 0 0 .04 64 17 20 3 .0 2 .4 R3
HFC-152a CH3CHF2 6 .7 ppt 1 .6 1 .6 1 .55 39 0 0 .10 545 148 190 26 21 A6 L :3,13 R3
HFC-161 CH3CH2F
66 days
(51–154 days)
80 days
(51–154 days)
80 days
(51–154 days) – 0 0 .02 20 6 6 <1 <1 R3
HFC-227ca CF3CF2CHF2 28 .2 30 32 640 0 0 .27 5,260 2,865 5,070 2,795 975 L16 R3
HFC-227ea CF3CHFCF3 1 .2 ppt 36 36 37 .5 673 0 0 .26 5,250 3,140 5,140 3,180 1,260 A6 L :3,17 R3
HFC-236cb CH2FCF2CF3 ~13 13 .4 14 305 0 0 .23 3,540 1,235 2,915 670 192 R3
HFC-236ea CHF2CHFCF3 11 .0 11 .4 11 .9 270 0 0 .30 4,190 1,370 3,290 620 202 R3
HFC-236fa CF3CH2CF3 0 .15 ppt 222 213 253 1350 0 0 .24 6,785 7,680 7,230 8,090 7,870 R3
HFC-245ca CH2FCF2CHF2 6 .5 6 .6 6 .9 165 0 0 .24 2,530 720 1,600 180 102 R3
HFC-245cb CF3CF2CH3 47 .1 39 .9 43 550 0 0 .24 6,340 4,000 6,280 4,150 1,800 R3
HFC-245ea CHF2CHFCHF2 3 .2 3 .2 3 .3 95 0 0 .16 860 233 375 44 32 R3
HFC-245eb CH2FCHFCF3 3 .2 3 .2 3 .3 90 0 0 .20 1,070 290 460 54 40 R3
HFC-245fa CHF2CH2CF3 2 .4 ppt 7 .9 7 .9 8 .2 149 0 0 .24 2,980 880 2,040 260 124 A6 L3 R3
HFC-263fb CH3CH2CF3 1 .1 1 .1 1 .16 40 0 0 .10 250 68 83 12 9 .5 R3
HFC-272ca CH3CF2CH3 2 .6 9 9 .7 185 0 0 .07 1,580 480 1,140 163 69 L18 R3
HFC-281ea CH3CHFCH3
23 days
(19–46 days)
27 days
(19–46 days)
27 days
(19–46 days) – 0 – – – – – – A6 R9
HFC-329p CHF2CF2CF2CF3 ~30 32 34 675 0 0 .31 4,720 2,630 4,565 2,595 935 L19 R3
HFC-338pcc CHF2CF2CF2CHF2 12 .9 13 .5 14 .0 360 0 – – – – – – R9
HFC-356mcf CH2FCH2CF2CF3 1 .2 1 .2 1 .26 40 0 – – – – – – R9
HFC-356mff CF3CH2CH2CF3 8 .3 8 .5 8 .9 190 0 – – – – – – R9
HFC-365mfc CH3CF2CH2CF3 0 .94 ppt 8 .7 8 .9 9 .3 190 0 0 .22 2,660 810 1,915 271 115 A6 R3
HFC-43-10mee CF3CHFCHFCF2CF3 0 .27 ppt 16 .1 17 .0 17 .9 365 0 0 .359 3,770 1,470 3,295 1,015 265 A6 R10
HFC-458mfcf CF3CH2CF2CH2CF3 22 .9 23 .8 25 .5 375 0 – – – – – – R9
HFC-55-10mcff CF3CF2CH2CH2CF2CF3 7 .5 7 .7 8 .0 175 0 – – – – – – R9
HFC-52-13p CHF2CF2CF2CF2CF2CF3 32 .7 35 .2 37 .0 710 0 – – – – – – L20 R9
HFC-72-17p CHF2CF2CF2CF2CF2CF2-CF2CF3
– 23 .8 24 .9 525 0 – – – – – – L21 R9
Unsaturated Hydrofluorocarbons
HFO-1123 CHF=CF2 – 1 .4 days 1 .4 days – 0 0 .0019 <1 <<1 <<1 <<1 <<1 L22 R11
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HFO-1132a CH2=CF2
4 .0 days
(3–5 .7 days)
4 .6 days
(3–5 .7 days)
4 .6 days
(3–5 .7 days) – 0 0 .004 <1 <1 <1 <1 <1 R3
HFO-1141 CH2=CHF
2 .1 days
(1 .4–3 .1 days)
2 .5 days
(1 .4–3 .1 days)
2 .5 days
(1 .4–3 .1 days) – 0 0 .002 <1 <1 <1 <1 <1 R3
HFO-1234ye(E) (E)-CHF=CFCHF2 <5 days <5 days <5 days – 0 – – – – – – L23 R9
HFO-1234ye(Z) (Z)-CHF=CFCHF2 <5 days <5 days <5 days – 0 – – – – – – L23 R9
HFO-1225ye(E) (E)-CF3CF=CHF
4 .9 days
(3 .7–6 .9 days)
5 .7 days
(3 .7–6 .9 days)
5 .7 days
(3 .7–6 .9 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
HFO-1225ye(Z) (Z)-CF3CF=CHF
8 .5 days
(6 .2–12 days)
10 days
(6 .2–12 days)
10 days
(6 .2–12 days) – 0 0 .02 <1 <1 <1 <1 <1 R3
2,3,3,4,4-pentafluorocyclobut-1-ene c-CH=CFCF2CF2- – 270 days 270 days – 0 0 .20 236 64 74 11 8 .8 L24 R12
HFO-1234ze(E) (E)-CF3CH=CHF
16 .4 days
(12 .8–24 days)
19 days
(12 .8–24 days)
19 days
(12 .8–24 days) – 0 0 .04 4 <1 <1 <1 <1 R3
HFO-1234ze(Z) (Z)-CF3CH=CHF 10 .0 days 10 .0 days 10 .0 days – 0 0 .02 1 <1 <1 <1 <1 L21 R3
3,3,4,4-tetrafluorocyclobut-1-ene c-CH=CHCF2CF2- – 84 days 84 days – 0 0 .10 40 .6 11 12 1 .8 1 .5 L24 R12
HFO-1234yf CF3CF=CH2
10 .5 days
(8 .4–16 days)
12 days
(8 .4–16 days)
12 days
(8 .4–16 days) – 0 0 .02 1 <1 <1 <1 <1 A7 R3
HFO-1261zf CH2FCH=CH2
0 .7 days
(0 .5–1 .0 days)
0 .8 days
(0 .5–1 .0 days)
0 .8 days
(0 .5–1 .0 days) – 0 – – – – – – R9
HFO-1234yc CF2=CFCH2F ~2 days ~2 days ~2 days – 0 – – – – – – L23 R9
HFO-1225zc CF2=CHCF3 ~2 days ~2 days ~2 days – 0 – – – – – – L23 R9
HFO-1234zc CF2=CHCHF2 <5 days <5 days <5 days – 0 – – – – – – L23 R9
HFO-1336mzz(E) (E)-CF3CH=CHCF3
–
(~16–30 days) 122 days 122 days – 0 0 .13 60 16 18 2 .7 2 .2 L25 R13
HFO-1336mzz(Z) (Z)-CF3CH=CHCF3
22 days
(16 .3–32 days)
27 days
(16 .3–32 days)
27 days
(16 .3–32 days) – 0 0 .07 6 2 2 <1 <1 R3
HFO-1243zf CF3CH=CH2
7 .0 days
(5 .5–11 days)
9 days
(5 .5–11 days)
9 days
(5 .5–11 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
HFO-1345zf C2F5CH=CH2
7 .6 days
(5 .8–11 .4 days)
9 days
(5 .8–11 .4 days)
9 days
(5 .8–11 .4 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
HFO-1438mzz(E) (E)-CF3CH=CHCF2CF3
–
(16–30 days) 122 days 122 days – 0 – – – – – – L26 R9
HFO-1447zf CH2=CHCF2CF2CF3
–
(6–10 days)
9 days
(6–10 days)
9 days
(6–10 days) – 0 – – – – – – R9
3,3,4,4,5,5,6,6,6-Nonafluorohex-1-ene C4F9CH=CH2 7 .6 days 9 days 9 days – 0 0 .03 <1 <1 <1 <1 <1 L27 R3
3,3,4,4,5,5,6,6,7,7,8,8,8-
Tridecafluorooct-1-ene
HFO-174-13fz
C6F13CH=CH2 7 .6 days 9 days 9 days – 0 0 .03 <1 <1 <1 <1 <1 L27 R3
3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,10-
Heptadecafluorodec-1-ene
HFO-194-17fz
C8F17CH=CH2 7 .6 days 9 days 9 days – 0 0 .03 <1 <1 <1 <1 <1 L27 R3
HFO-1438ezy(E) (E)-(CF3)2CFCH=CHF – 43 days 43 days – 0 0 .34 42 11 12 1 .9 1 .6 L28 R14
Chlorocarbons and Hydrochlorocarbons
Methyl chloroform CH3CCl3 2 .6 ppt 5 .0 5 .0 6 .1 38 0 .14–0 .17 0 .07 555 153 300 32 21 A8 L :3,13 O3 R3
Carbon tetrachloride CCl4 80 .5 ppt 26 .0 32 – 44 0 .89 0 .174 3,790 2,110 3,670 2,080 750 A8 L :13,29 O3 R15
Methyl chloride CH3Cl 555 ppt 0 .9 0 .9 1 .57 30 .4 0 .015 0 .004 16 4 .3 5 .1 <1 <1 A8 L :3,13,30 O3 R15
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Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
HFO-1132a CH2=CF2
4 .0 days
(3–5 .7 days)
4 .6 days
(3–5 .7 days)
4 .6 days
(3–5 .7 days) – 0 0 .004 <1 <1 <1 <1 <1 R3
HFO-1141 CH2=CHF
2 .1 days
(1 .4–3 .1 days)
2 .5 days
(1 .4–3 .1 days)
2 .5 days
(1 .4–3 .1 days) – 0 0 .002 <1 <1 <1 <1 <1 R3
HFO-1234ye(E) (E)-CHF=CFCHF2 <5 days <5 days <5 days – 0 – – – – – – L23 R9
HFO-1234ye(Z) (Z)-CHF=CFCHF2 <5 days <5 days <5 days – 0 – – – – – – L23 R9
HFO-1225ye(E) (E)-CF3CF=CHF
4 .9 days
(3 .7–6 .9 days)
5 .7 days
(3 .7–6 .9 days)
5 .7 days
(3 .7–6 .9 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
HFO-1225ye(Z) (Z)-CF3CF=CHF
8 .5 days
(6 .2–12 days)
10 days
(6 .2–12 days)
10 days
(6 .2–12 days) – 0 0 .02 <1 <1 <1 <1 <1 R3
2,3,3,4,4-pentafluorocyclobut-1-ene c-CH=CFCF2CF2- – 270 days 270 days – 0 0 .20 236 64 74 11 8 .8 L24 R12
HFO-1234ze(E) (E)-CF3CH=CHF
16 .4 days
(12 .8–24 days)
19 days
(12 .8–24 days)
19 days
(12 .8–24 days) – 0 0 .04 4 <1 <1 <1 <1 R3
HFO-1234ze(Z) (Z)-CF3CH=CHF 10 .0 days 10 .0 days 10 .0 days – 0 0 .02 1 <1 <1 <1 <1 L21 R3
3,3,4,4-tetrafluorocyclobut-1-ene c-CH=CHCF2CF2- – 84 days 84 days – 0 0 .10 40 .6 11 12 1 .8 1 .5 L24 R12
HFO-1234yf CF3CF=CH2
10 .5 days
(8 .4–16 days)
12 days
(8 .4–16 days)
12 days
(8 .4–16 days) – 0 0 .02 1 <1 <1 <1 <1 A7 R3
HFO-1261zf CH2FCH=CH2
0 .7 days
(0 .5–1 .0 days)
0 .8 days
(0 .5–1 .0 days)
0 .8 days
(0 .5–1 .0 days) – 0 – – – – – – R9
HFO-1234yc CF2=CFCH2F ~2 days ~2 days ~2 days – 0 – – – – – – L23 R9
HFO-1225zc CF2=CHCF3 ~2 days ~2 days ~2 days – 0 – – – – – – L23 R9
HFO-1234zc CF2=CHCHF2 <5 days <5 days <5 days – 0 – – – – – – L23 R9
HFO-1336mzz(E) (E)-CF3CH=CHCF3
–
(~16–30 days) 122 days 122 days – 0 0 .13 60 16 18 2 .7 2 .2 L25 R13
HFO-1336mzz(Z) (Z)-CF3CH=CHCF3
22 days
(16 .3–32 days)
27 days
(16 .3–32 days)
27 days
(16 .3–32 days) – 0 0 .07 6 2 2 <1 <1 R3
HFO-1243zf CF3CH=CH2
7 .0 days
(5 .5–11 days)
9 days
(5 .5–11 days)
9 days
(5 .5–11 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
HFO-1345zf C2F5CH=CH2
7 .6 days
(5 .8–11 .4 days)
9 days
(5 .8–11 .4 days)
9 days
(5 .8–11 .4 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
HFO-1438mzz(E) (E)-CF3CH=CHCF2CF3
–
(16–30 days) 122 days 122 days – 0 – – – – – – L26 R9
HFO-1447zf CH2=CHCF2CF2CF3
–
(6–10 days)
9 days
(6–10 days)
9 days
(6–10 days) – 0 – – – – – – R9
3,3,4,4,5,5,6,6,6-Nonafluorohex-1-ene C4F9CH=CH2 7 .6 days 9 days 9 days – 0 0 .03 <1 <1 <1 <1 <1 L27 R3
3,3,4,4,5,5,6,6,7,7,8,8,8-
Tridecafluorooct-1-ene
HFO-174-13fz
C6F13CH=CH2 7 .6 days 9 days 9 days – 0 0 .03 <1 <1 <1 <1 <1 L27 R3
3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,10-
Heptadecafluorodec-1-ene
HFO-194-17fz
C8F17CH=CH2 7 .6 days 9 days 9 days – 0 0 .03 <1 <1 <1 <1 <1 L27 R3
HFO-1438ezy(E) (E)-(CF3)2CFCH=CHF – 43 days 43 days – 0 0 .34 42 11 12 1 .9 1 .6 L28 R14
Chlorocarbons and Hydrochlorocarbons
Methyl chloroform CH3CCl3 2 .6 ppt 5 .0 5 .0 6 .1 38 0 .14–0 .17 0 .07 555 153 300 32 21 A8 L :3,13 O3 R3
Carbon tetrachloride CCl4 80 .5 ppt 26 .0 32 – 44 0 .89 0 .174 3,790 2,110 3,670 2,080 750 A8 L :13,29 O3 R15
Methyl chloride CH3Cl 555 ppt 0 .9 0 .9 1 .57 30 .4 0 .015 0 .004 16 4 .3 5 .1 <1 <1 A8 L :3,13,30 O3 R15
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Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
Methylene chloride CH2Cl2 34 ppt
144 days
(95–1070 days)
180 days
(95–1070 days)
180 days
(95–1070 days) – – 0 .028 37 10 11 1 .7 1 .4 A8 R15
Chloroform CHCl3 8 .9 ppt
149 days
(97–1145 days)
183 days
(97–1145 days)
183 days
(97–1145 days) – – 0 .07 66 18 20 3 .0 2 .2 A8 R15
1,2-Dichloroethane CH2ClCH2Cl
12 .8 ppt
(10 .4–18 .3)
65 .0 days
(41–555 days)
82 days
(41–555 days)
82 days
(41–555 days) – – 0 .01 5 .1 1 .4 1 .5 <1 <1 A8 R3
Chloroethane CH3CH2Cl
39 days
(26–280 days)
48 days
(26–280 days)
48 days
(26–280 days) – – 0 .004 1 .8 <1 <1 <1 <1 R2
1-Chloropropane CH3CH2CH2Cl
14 days
(10–80 days)
16 days
(10–80 days)
16 days
(10–80 days) – – – – – – – – R9
2-Chloropropane CH3CHClCH3
18 days
(13–95 days)
22 days
(13–95 days)
22 days
(13–95 days) – – 0 .005 0 .9 <1 <1 <1 <1 R2
Unsaturated Hydrochlorocarbons and Chlorocarbon
Chloroethene (vinyl chloride) CH2=CHCl
1 .5 days
(0 .9–2 .2 days)
1 .7 days
(0 .9–2 .2 days)
1 .7 days
(0 .9–2 .2 days) – – 8 .8e-4 <1 <<1 <<1 <<1 <<1 R2
1,2-dichloroethene CH2=CCl2
0 .9 days
(0 .5–1 .3 days)
1 days
(0 .5–1 .3 days)
1 days
(0 .5–1 .3 days) – – 1 .17e-3 <<1 <<1 <<1 <<1 <<1 R2
(E)-1,2-dichloroethene (E)-CClH=CClH –(3 .2–6 .7 days)
5 .5 days
(3 .2–6 .7 days)
5 .5 days
(3 .2–6 .7 days) – <0 .0003 – – – – – – O12 R9
(Z)-1,2-dichloroethene (Z)-CClH=CClH –(3 .2–6 .7 days)
5 .2 days
(3 .2–6 .7 days)
5 .2 days
(3 .2–6 .7 days) – <0 .0003 2 .95e-4 <<1 <<1 <<1 <<1 <<1 O12 R2
Trichloroethene CHCl=CCl2 0 .3 ppt
4 .9 days
(3 .3–7 .1 days)
5 .6 days
(3 .3–7 .1 days)
5 .6 days
(3 .3–7 .1 days) – <0 .004 5 .74e-3 <1 <1 <1 <<1 <<1 A9 O12 R2
Perchloroethene CCl2=CCl2 1 .5 ppt
90 days
(66–245 days)
110 days
(66–245 days)
110 days
(66–245 days) – – 0 .053 21 .7 5 .9 6 .5 1 .0 0 .8 A9 R2
Unsaturated Chlorofluorocarbons and Hydrochlorofluorocarbons
CFO-1113
Chlorotrifluoroethene CF2=CFCl
1 .4 days
(0 .8–2 .1 days)
1 .5 days
(0 .8–2 .1 days)
1 .5 days
(0 .8–2 .1 days) – – – – – – – – R9
HCFO-1233zd(E) (E)-CF3CH=CHCl
26 days
(21–39 days)
42 .5 days
(34–64 days)
42 .5 days
(34–64 days) – <0 .0004 0 .067 13 .5 3 .7 4 .0 0 .6 0 .5 O12 R16
HCFO-1233zd(Z) (Z)-CF3CH=CHCl
–
~(20–40) days 13 days 13 days – <0 .0004 0 .025 1 .5 0 .4 0 .45 0 .07 0 .06 O12 R16
HCFO-1233xf
(2-chloro-3,3,3-fluoro-1-propene) CF3CCl=CH2
–
~(20–40) days
42 .5 days
(34–64 days)
42 .5 days
(34–64 days) – – – – – – – – L31 R9
CFO-1215yc
(3-chloro-1,1,2,3,3-fluoro-1-propene) CF2=CFCF2Cl
~5 days
~(3–7 days)
~5 days
~(3–7 days)
~5 days
~(3–7 days) – – – – – – – – L32 R9
CFO-1316yff
(4,4-dichloro-1,1,2,3,3,4-fluoro-1-butene) CF2=CFCF2CFCl2
~5 days
~(3–7 days)
~5 days
~(3–7 days)
~5 days
~(3–7 days) – – – – – – – – L32 R9
Bromocarbons, Hydrobromocarbons and Halons
Methyl bromide CH3Br 6 .8 ppt 0 .8 0 .8 1 .8 26 .3 0 .57 0 .004 7 .6 2 2 .4 <1 <1 A9 L :3,13 O3 R3
Methylene bromide CH2Br2
0 .9 ppt
(0 .6–1 .7)
123 days
(80–890 days)
150 days
(80–890 days)
150 days
(80–890 days) – 3–4 0 .01 5 .3 1 .4 1 .6 <1 <1 A9 L2 O12 R3
Bromoform CHBr3
1 .2 ppt
(0 .4–4 .0)
24 days
(15–88 days)
16 days
(8–23 days)
57 days
(15–88 days) – 1–5 0 .003 <1 <1 <1 <<1 <<1 A9 L2 O12 R9
Halon-1201 CHBrF2 5 .2 4 .9 5 .7 35 0 .15 1,240 340 675 72 48 L33 R3
Halon-1202 CBr2F2 0 .01 ppt 2 .9 2 .5 – 36 1 .7 0 .27 720 196 285 35 27 A9 L :2,3 O3 R3
Halon-1211 CBrClF2 3 .6 ppt 16 .0 16 – 41 6 .9–7 .7 0 .29 4,590 1,750 3,950 1,130 300 A9 L :2,3 O3 R3
Halon-1301 CBrF3 3 .3 ppt 65 .0 72 – 73 .5 15 .2–19 .0 0 .30 7,930 6,670 8,160 7,160 4,700 A9 L :2,3 O3 R3
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Industrial Designation or 
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A
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WMO (2014)
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(years) c
Tropospheric
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(years) d
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(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
Methylene chloride CH2Cl2 34 ppt
144 days
(95–1070 days)
180 days
(95–1070 days)
180 days
(95–1070 days) – – 0 .028 37 10 11 1 .7 1 .4 A8 R15
Chloroform CHCl3 8 .9 ppt
149 days
(97–1145 days)
183 days
(97–1145 days)
183 days
(97–1145 days) – – 0 .07 66 18 20 3 .0 2 .2 A8 R15
1,2-Dichloroethane CH2ClCH2Cl
12 .8 ppt
(10 .4–18 .3)
65 .0 days
(41–555 days)
82 days
(41–555 days)
82 days
(41–555 days) – – 0 .01 5 .1 1 .4 1 .5 <1 <1 A8 R3
Chloroethane CH3CH2Cl
39 days
(26–280 days)
48 days
(26–280 days)
48 days
(26–280 days) – – 0 .004 1 .8 <1 <1 <1 <1 R2
1-Chloropropane CH3CH2CH2Cl
14 days
(10–80 days)
16 days
(10–80 days)
16 days
(10–80 days) – – – – – – – – R9
2-Chloropropane CH3CHClCH3
18 days
(13–95 days)
22 days
(13–95 days)
22 days
(13–95 days) – – 0 .005 0 .9 <1 <1 <1 <1 R2
Unsaturated Hydrochlorocarbons and Chlorocarbon
Chloroethene (vinyl chloride) CH2=CHCl
1 .5 days
(0 .9–2 .2 days)
1 .7 days
(0 .9–2 .2 days)
1 .7 days
(0 .9–2 .2 days) – – 8 .8e-4 <1 <<1 <<1 <<1 <<1 R2
1,2-dichloroethene CH2=CCl2
0 .9 days
(0 .5–1 .3 days)
1 days
(0 .5–1 .3 days)
1 days
(0 .5–1 .3 days) – – 1 .17e-3 <<1 <<1 <<1 <<1 <<1 R2
(E)-1,2-dichloroethene (E)-CClH=CClH –(3 .2–6 .7 days)
5 .5 days
(3 .2–6 .7 days)
5 .5 days
(3 .2–6 .7 days) – <0 .0003 – – – – – – O12 R9
(Z)-1,2-dichloroethene (Z)-CClH=CClH –(3 .2–6 .7 days)
5 .2 days
(3 .2–6 .7 days)
5 .2 days
(3 .2–6 .7 days) – <0 .0003 2 .95e-4 <<1 <<1 <<1 <<1 <<1 O12 R2
Trichloroethene CHCl=CCl2 0 .3 ppt
4 .9 days
(3 .3–7 .1 days)
5 .6 days
(3 .3–7 .1 days)
5 .6 days
(3 .3–7 .1 days) – <0 .004 5 .74e-3 <1 <1 <1 <<1 <<1 A9 O12 R2
Perchloroethene CCl2=CCl2 1 .5 ppt
90 days
(66–245 days)
110 days
(66–245 days)
110 days
(66–245 days) – – 0 .053 21 .7 5 .9 6 .5 1 .0 0 .8 A9 R2
Unsaturated Chlorofluorocarbons and Hydrochlorofluorocarbons
CFO-1113
Chlorotrifluoroethene CF2=CFCl
1 .4 days
(0 .8–2 .1 days)
1 .5 days
(0 .8–2 .1 days)
1 .5 days
(0 .8–2 .1 days) – – – – – – – – R9
HCFO-1233zd(E) (E)-CF3CH=CHCl
26 days
(21–39 days)
42 .5 days
(34–64 days)
42 .5 days
(34–64 days) – <0 .0004 0 .067 13 .5 3 .7 4 .0 0 .6 0 .5 O12 R16
HCFO-1233zd(Z) (Z)-CF3CH=CHCl
–
~(20–40) days 13 days 13 days – <0 .0004 0 .025 1 .5 0 .4 0 .45 0 .07 0 .06 O12 R16
HCFO-1233xf
(2-chloro-3,3,3-fluoro-1-propene) CF3CCl=CH2
–
~(20–40) days
42 .5 days
(34–64 days)
42 .5 days
(34–64 days) – – – – – – – – L31 R9
CFO-1215yc
(3-chloro-1,1,2,3,3-fluoro-1-propene) CF2=CFCF2Cl
~5 days
~(3–7 days)
~5 days
~(3–7 days)
~5 days
~(3–7 days) – – – – – – – – L32 R9
CFO-1316yff
(4,4-dichloro-1,1,2,3,3,4-fluoro-1-butene) CF2=CFCF2CFCl2
~5 days
~(3–7 days)
~5 days
~(3–7 days)
~5 days
~(3–7 days) – – – – – – – – L32 R9
Bromocarbons, Hydrobromocarbons and Halons
Methyl bromide CH3Br 6 .8 ppt 0 .8 0 .8 1 .8 26 .3 0 .57 0 .004 7 .6 2 2 .4 <1 <1 A9 L :3,13 O3 R3
Methylene bromide CH2Br2
0 .9 ppt
(0 .6–1 .7)
123 days
(80–890 days)
150 days
(80–890 days)
150 days
(80–890 days) – 3–4 0 .01 5 .3 1 .4 1 .6 <1 <1 A9 L2 O12 R3
Bromoform CHBr3
1 .2 ppt
(0 .4–4 .0)
24 days
(15–88 days)
16 days
(8–23 days)
57 days
(15–88 days) – 1–5 0 .003 <1 <1 <1 <<1 <<1 A9 L2 O12 R9
Halon-1201 CHBrF2 5 .2 4 .9 5 .7 35 0 .15 1,240 340 675 72 48 L33 R3
Halon-1202 CBr2F2 0 .01 ppt 2 .9 2 .5 – 36 1 .7 0 .27 720 196 285 35 27 A9 L :2,3 O3 R3
Halon-1211 CBrClF2 3 .6 ppt 16 .0 16 – 41 6 .9–7 .7 0 .29 4,590 1,750 3,950 1,130 300 A9 L :2,3 O3 R3
Halon-1301 CBrF3 3 .3 ppt 65 .0 72 – 73 .5 15 .2–19 .0 0 .30 7,930 6,670 8,160 7,160 4,700 A9 L :2,3 O3 R3
26
Appendix A | Appendix Table A-1
A.26
Industrial Designation or 
Chemical Name
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A
mospheric
bundance
(2016) a
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Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
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(W m-2 ppb-1) g
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20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
Bromochloromethane CH2BrCl
0 .10 ppt
(0 .07–0 .12)
137 days
(89–1050 days)
165 days
(89–1050 days)
165 days
(89–1050 days) – – 0 .022 17 4 .7 5 .2 0 .8 0 .6 A9 R2
Bromodichloromethane CHBrCl2
0 .3 ppt
(0 .1–0 .9)
78 days
(38–250 days)
66 days
(38–250 days)
95 days
(56–460 days) – – – – – – – – A9 L2 R9
Dibromochloromethane CHBr2Cl
0 .3 ppt
(0 .1–0 .8)
59 days
(28–225 days)
59 days
(28–225 days)
71 days
(45–325 days) – – – – – – – – A9 L2 R9
bromoethane CH3CH2Br
41 days
(28–260 days)
50 days
(30–260 days)
50 days
(30–260 days) – <0 .46 0 .0060 1 .7 0 .5 0 .5 <1 <1 O12 R2
1,2-dibromoethane CH2BrCH2Br
70 days
(44–590 days)
89 days
(44–590 days)
89 days
(44–590 days) – – 0 .012 3 .7 1 .0 1 .1 0 .17 0 .14 R2
n-bromopropane CH3CH2CH2Br
12 .8 days
(9–65 days)
15 days
(9–65 days)
15 days
(9–65 days) – <0 .17 0 .002 0 .2 <1 <1 <<1 <<1 O12 R2
Iso-bromopropane CH3CHBrCH3
16 .7 days
(12–88 days)
20 days
(12–88 days)
20 days
(12–88 days) – – 0 .004 0 .4 0 .1 0 .1 <1 <1 R2
Halon-2301 CH2BrCF3 3 .4 3 .2 3 .2 – – 0 .14 620 167 270 31 23  R3
Halon-2311 / Halothane CHBrClCF3 0 .010 ppt 1 .0 1 .0 1 .1 20 ~1 .6 0 .13 151 41 49 7 6 A9 O13 R3
Halon-2401 CHFBrCF3 2 .9 2 .9 3 .1 45 – 0 .19 675 184 285 34 25 L33 R3
Halon-2402 isomer CF3CFBr2 – 2 .5 – – – – – – – – – L34 R9
Halon-2402 CBrF2CBrF2 0 .42 ppt 20 .0 28 – 41 15 .7 0 .31 3,920 2,030 3,730 1,900 615 A9 L :3,13 O3 R3
Unsaturated Bromofluorocarbons
Bromothrifluoroethene CFBr=CF2
1 .4 days
(0 .9–2 .0 days)
1 .6 days
(0 .9–2 .0 days)
1 .6 days
(0 .9–2 .0 days) – – – – – – – – O14 R9
1-Bromo-2,2-fluoroethene CHBr=CF2
2 .3 days
(1 .5–3 .4 days)
2 .7 days
(1 .5–3 .4 days)
2 .7 days
(1 .5–3 .4 days) – – – – – – – – O14 R9
2-Bromo-3,3,3-fluoro-1-propene CH2=CBrCF3
2 .7 days
(1 .8–3 .9 days)
3 .2 days
(1 .8–3 .9 days)
3 .2 days
(1 .8–3 .9 days) – <0 .05 – – – – – – O12 R9
2-bromo-3,3,4,4,4-fluoro-1-butene CH2=CBrCF2CF3
3 .1 days
(2 .0–4 .6 days)
3 .7 days
(2 .0–4 .6 days)
3 .7 days
(2 .0–4 .6 days) – – – – – – – – O14 R9
4-bromo-3,3,4,4-fluoro-1-butene CH2=CHCF2CF2Br
6 .5 days
(4 .7–9 .5 days)
7 .5 days
(4 .7–9 .5 days)
7 .5 days
(4 .7–9 .5 days) – – – – – – – – O14 R9
Unsaturated Bromochlorofluorocarbons
4-bromo-3-chloro-3,4,4-trifluoro-1-
butene CH2=CHCClFCBrF2 – 4 .5 days 4 .5 days – – 0 .0135 <1 <1 <1 <<1 <<1 L35 O14 R17
Fully Fluorinated Species
Nitrogen trifluoride NF3 1 .5 ppt 500 .0 569 – 740 0 0 .20 12,460 15,750 13,420 16,250 18,035 A10 L :3,36 R3
Perfluorotriethylamine N(C2F5)3 – >1000 – – 0 0 .68 8,150 10,610 8,800 10,880 12,500 L37 R18
Perfluorotripropylamine N(C3F7)3 – >1000 – – 0 0 .82 7,055 9,180 7,620 9,410 10,815 L37 R18
Perfluorotributylamine N(C4F9)3 – >1000 – – 0 0 .97 6,470 8,420 6,980 8,630 9,910 A10 L37 R18
Perfluorotripentylamine N(C5F11)3 – >1000 – – 0 1 .07 5,780 7,520 6,240 7,710 8,860 L37 R18
Sulphur hexafluoride SF6 8 .9 ppt 3,200 .0 3,200 – – 0 0 .57 17,500 23,500 18,900 23,800 28,200 A10 L7 R3
(Trifluoromethyl)sulfur pentafluoride SF5CF3 0 .153 ppt 800 .0 650–950 – – 0 0 .59 13,500 17,400 14,500 17,800 20,200 A10 L38 R3
PFC-14 (Perfluoromethane) CF4 82 .7 ppt 50,000 .0 50,000 – – 0 0 .09 4,880 6,630 5,270 6,690 8,040 A10 L7 R3
PFC-116 (Perfluoroethane) C2F6 4 .6 ppt 10,000 .0 10,000 – – 0 0 .25 8,210 11,100 8,880 11,200 13,500 A10 L7 R3
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Bromochloromethane CH2BrCl
0 .10 ppt
(0 .07–0 .12)
137 days
(89–1050 days)
165 days
(89–1050 days)
165 days
(89–1050 days) – – 0 .022 17 4 .7 5 .2 0 .8 0 .6 A9 R2
Bromodichloromethane CHBrCl2
0 .3 ppt
(0 .1–0 .9)
78 days
(38–250 days)
66 days
(38–250 days)
95 days
(56–460 days) – – – – – – – – A9 L2 R9
Dibromochloromethane CHBr2Cl
0 .3 ppt
(0 .1–0 .8)
59 days
(28–225 days)
59 days
(28–225 days)
71 days
(45–325 days) – – – – – – – – A9 L2 R9
bromoethane CH3CH2Br
41 days
(28–260 days)
50 days
(30–260 days)
50 days
(30–260 days) – <0 .46 0 .0060 1 .7 0 .5 0 .5 <1 <1 O12 R2
1,2-dibromoethane CH2BrCH2Br
70 days
(44–590 days)
89 days
(44–590 days)
89 days
(44–590 days) – – 0 .012 3 .7 1 .0 1 .1 0 .17 0 .14 R2
n-bromopropane CH3CH2CH2Br
12 .8 days
(9–65 days)
15 days
(9–65 days)
15 days
(9–65 days) – <0 .17 0 .002 0 .2 <1 <1 <<1 <<1 O12 R2
Iso-bromopropane CH3CHBrCH3
16 .7 days
(12–88 days)
20 days
(12–88 days)
20 days
(12–88 days) – – 0 .004 0 .4 0 .1 0 .1 <1 <1 R2
Halon-2301 CH2BrCF3 3 .4 3 .2 3 .2 – – 0 .14 620 167 270 31 23  R3
Halon-2311 / Halothane CHBrClCF3 0 .010 ppt 1 .0 1 .0 1 .1 20 ~1 .6 0 .13 151 41 49 7 6 A9 O13 R3
Halon-2401 CHFBrCF3 2 .9 2 .9 3 .1 45 – 0 .19 675 184 285 34 25 L33 R3
Halon-2402 isomer CF3CFBr2 – 2 .5 – – – – – – – – – L34 R9
Halon-2402 CBrF2CBrF2 0 .42 ppt 20 .0 28 – 41 15 .7 0 .31 3,920 2,030 3,730 1,900 615 A9 L :3,13 O3 R3
Unsaturated Bromofluorocarbons
Bromothrifluoroethene CFBr=CF2
1 .4 days
(0 .9–2 .0 days)
1 .6 days
(0 .9–2 .0 days)
1 .6 days
(0 .9–2 .0 days) – – – – – – – – O14 R9
1-Bromo-2,2-fluoroethene CHBr=CF2
2 .3 days
(1 .5–3 .4 days)
2 .7 days
(1 .5–3 .4 days)
2 .7 days
(1 .5–3 .4 days) – – – – – – – – O14 R9
2-Bromo-3,3,3-fluoro-1-propene CH2=CBrCF3
2 .7 days
(1 .8–3 .9 days)
3 .2 days
(1 .8–3 .9 days)
3 .2 days
(1 .8–3 .9 days) – <0 .05 – – – – – – O12 R9
2-bromo-3,3,4,4,4-fluoro-1-butene CH2=CBrCF2CF3
3 .1 days
(2 .0–4 .6 days)
3 .7 days
(2 .0–4 .6 days)
3 .7 days
(2 .0–4 .6 days) – – – – – – – – O14 R9
4-bromo-3,3,4,4-fluoro-1-butene CH2=CHCF2CF2Br
6 .5 days
(4 .7–9 .5 days)
7 .5 days
(4 .7–9 .5 days)
7 .5 days
(4 .7–9 .5 days) – – – – – – – – O14 R9
Unsaturated Bromochlorofluorocarbons
4-bromo-3-chloro-3,4,4-trifluoro-1-
butene CH2=CHCClFCBrF2 – 4 .5 days 4 .5 days – – 0 .0135 <1 <1 <1 <<1 <<1 L35 O14 R17
Fully Fluorinated Species
Nitrogen trifluoride NF3 1 .5 ppt 500 .0 569 – 740 0 0 .20 12,460 15,750 13,420 16,250 18,035 A10 L :3,36 R3
Perfluorotriethylamine N(C2F5)3 – >1000 – – 0 0 .68 8,150 10,610 8,800 10,880 12,500 L37 R18
Perfluorotripropylamine N(C3F7)3 – >1000 – – 0 0 .82 7,055 9,180 7,620 9,410 10,815 L37 R18
Perfluorotributylamine N(C4F9)3 – >1000 – – 0 0 .97 6,470 8,420 6,980 8,630 9,910 A10 L37 R18
Perfluorotripentylamine N(C5F11)3 – >1000 – – 0 1 .07 5,780 7,520 6,240 7,710 8,860 L37 R18
Sulphur hexafluoride SF6 8 .9 ppt 3,200 .0 3,200 – – 0 0 .57 17,500 23,500 18,900 23,800 28,200 A10 L7 R3
(Trifluoromethyl)sulfur pentafluoride SF5CF3 0 .153 ppt 800 .0 650–950 – – 0 0 .59 13,500 17,400 14,500 17,800 20,200 A10 L38 R3
PFC-14 (Perfluoromethane) CF4 82 .7 ppt 50,000 .0 50,000 – – 0 0 .09 4,880 6,630 5,270 6,690 8,040 A10 L7 R3
PFC-116 (Perfluoroethane) C2F6 4 .6 ppt 10,000 .0 10,000 – – 0 0 .25 8,210 11,100 8,880 11,200 13,500 A10 L7 R3
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PFC-c216 (Perfluorocyclopropane) c-C3F6 3,000 .0 3,000 – – 0 0 .23 6,850 9,200 7,400 9,310 11,000 A10 L39 R19
PFC-218 (Perfluoropropane) C3F8 0 .63 ppt 2,600 .0 2,600 – – 0 0 .28 6,640 8,900 7,180 9,010 10,700 A10 L39 R3
PFC-c316 (Perfluorocyclobutene) c-C4F6 – 1 .2 1 .2 – 0 0 .25 425 115 141 20 16 L24 R12
PFC-c318 (Perfluorocyclobutane) c-C4F8 1 .44 ppt 3,200 .0 3,200 – – 0 0 .32 7,110 9,540 7,680 9,660 11,500 A10 L7 R3
PFC-31-10 (Perfluorobutane) n-C4F10 2,600 .0 2,600 – – 0 0 .36 6,870 9,200 7,420 9,320 11,000 A10 L39 R3
PFC-c418 (Perfluorocyclopentene) c-C5F8 31 .0 days 1 .1 1 .1 – 0 0 .28 322 87 106 15 12 L40 R20
PFC-41-12 (Perfluoropentane) n-C5F12 0 .148 ppt 4,100 .0 4,100 – – 0 0 .41 6,350 8,550 6,860 8,650 10,300 A10 L7 R3
PFC-51-14 (Perfluorohexane) n-C6F14 3,100 .0 3,100 – – 0 0 .44 5,890 7,910 6,370 8,010 9,490 A10 L7 R3
PFC-61-16 (Perfluoroheptane) n-C7F16 3,000 .0 3,000 – – 0 0 .50 5,830 7,820 6,290 7,920 9,380 A10 L39 R3
PFC-71-18 (Perfluorooctane) n-C8F18 3,000 .0 3,000 – – 0 0 .55 5,680 7,620 6,130 7,710 9,140 A10 L39 R3
PFC-91-18 (isomer mixture) C10F18 2,000 .0 2,000 – – 0 0 .55 5,390 7,190 5,820 7,290 8,570 L39 R3
PFC-c91-18(Z) (Perfluorodecalin(Z)) (Z)-C10F18 2,000 .0 2,000 – – 0 0 .56 5,430 7,240 5,860 7,340 8,630 L39 R3
PFC-c91-18(E) (Perfluorodecalin(E)) (E)-C10F18 2,000 .0 2,000 – – 0 0 .48 4,720 6,290 5,090 6,380 7,500 L39 R3
PFC-1114 CF2=CF2
1 .1 days
(0 .7–1 .6 days)
1 .2 days
(0 .7–1 .6 days)
1 .2 days
(0 .7–1 .6 days) – 0 0 .002 <1 <1 <1 <1 <1 R3
PFC-1216 CF3CF=CF2
4 .9 days
(3 .3–7 .1 days)
5 .5 days
(3 .3–7 .1 days)
5 .5 days
(3 .3–7 .1 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
Perfluorobuta-1,3-diene CF2=CFCF=CF2 1 .1 days 1 .1 days 1 .1 days – 0 0 .003 <1 <1 <1 <1 <1 R3
Perfluorobut-1-ene CF3CF2CF=CF2 6 .0 days 6 days 6 days – 0 0 .02 <1 <1 <1 <1 <1 L41 R3
Perfluorobut-2-ene  (71% (E) and 29% (Z) 
isomer blend) CF3CF=CFCF3 31 .0 days 31 days 31 days – 0 0 .07 6 2 2 <1 <1 R3
(E)-Perfluoro-2-butene (E)-CF3CF=CFCF3 – 22 days 22 days – 0 0 .068 5 1 .3 1 .4 <1 <1 R3
(Z)-Perfluoro-2-butene (Z)-CF3CF=CFCF3 – 35 days 35 days – 0 – – – – – – R9
Perfluoro(2-methyl-2-pentene) (CF3 )2C=CFCF2CF3 – 192 days 192 days – 0 – – – – – – R9
Halogenated Ethers
HFE-125 CHF2OCF3 119 .0 135 147 1665 0 0 .41 12,615 12,980 13,315 13,860 11,960 R3
HFE-134 (HG-00) CHF2OCHF2 25 .4 26 .9 28 .4 500 0 0 .44 11,840 5,965 11,215 5,530 1,735 R3
HFE-143a CH3OCF3 4 .8 4 .9 5 .05 130 0 0 .18 1,950 540 1,060 113 75 R3
HFE-152a CH3OCHF2 – 1 .8 1 .85 56 0 – – – – – – R9
HFE-227ea CF3CHFOCF3 46 .7 54 .8 58 968 0 0 .44 8,920 6,630 9,060 7,110 3,930 R3
HCFE-235ca2 (enflurane) CHF2OCF2CHFCl 4 .3 4 .42 4 .62 100 0 .04 0 .41 2,190 600 1,125 121 84 O13 R3
HCFE-235da2 (isoflurane) CHF2OCHClCF3 0 .11 ppt 3 .5 3 .5 3 .7 86 0 .03 0 .42 1,800 490 820 93 68 A11 O13 R3
HFE-236ca CHF2OCF2CHF2 20 .8 22 .0 23 .1 436 0 0 .56 9,855 4,420 9,050 3,700 1,020 R19
HFE-236ea2 (desflurane) CHF2OCHFCF3 3 .2 ppt 10 .8 14 .1 14 .8 316 0 0 .45 6,440 2,300 5,385 1,320 365 A11 O13 R3
HFE-236fa CF3CH2OCF3 ~7 .5 ~7 .5 ~8 196 0 0 .36 3,350 980 2,240 273 138 L42 R3
HFE-245cb2 CF3CF2OCH3 5 .0 5 .0 5 .24 134 0 0 .33 2,360 655 1,280 136 91 R3
HFE-245fa1 CHF2CH2OCF3 6 .6 ~6 .7 ~7 168 0 0 .31 2,960 845 1,880 214 119 L43 R3
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PFC-c216 (Perfluorocyclopropane) c-C3F6 3,000 .0 3,000 – – 0 0 .23 6,850 9,200 7,400 9,310 11,000 A10 L39 R19
PFC-218 (Perfluoropropane) C3F8 0 .63 ppt 2,600 .0 2,600 – – 0 0 .28 6,640 8,900 7,180 9,010 10,700 A10 L39 R3
PFC-c316 (Perfluorocyclobutene) c-C4F6 – 1 .2 1 .2 – 0 0 .25 425 115 141 20 16 L24 R12
PFC-c318 (Perfluorocyclobutane) c-C4F8 1 .44 ppt 3,200 .0 3,200 – – 0 0 .32 7,110 9,540 7,680 9,660 11,500 A10 L7 R3
PFC-31-10 (Perfluorobutane) n-C4F10 2,600 .0 2,600 – – 0 0 .36 6,870 9,200 7,420 9,320 11,000 A10 L39 R3
PFC-c418 (Perfluorocyclopentene) c-C5F8 31 .0 days 1 .1 1 .1 – 0 0 .28 322 87 106 15 12 L40 R20
PFC-41-12 (Perfluoropentane) n-C5F12 0 .148 ppt 4,100 .0 4,100 – – 0 0 .41 6,350 8,550 6,860 8,650 10,300 A10 L7 R3
PFC-51-14 (Perfluorohexane) n-C6F14 3,100 .0 3,100 – – 0 0 .44 5,890 7,910 6,370 8,010 9,490 A10 L7 R3
PFC-61-16 (Perfluoroheptane) n-C7F16 3,000 .0 3,000 – – 0 0 .50 5,830 7,820 6,290 7,920 9,380 A10 L39 R3
PFC-71-18 (Perfluorooctane) n-C8F18 3,000 .0 3,000 – – 0 0 .55 5,680 7,620 6,130 7,710 9,140 A10 L39 R3
PFC-91-18 (isomer mixture) C10F18 2,000 .0 2,000 – – 0 0 .55 5,390 7,190 5,820 7,290 8,570 L39 R3
PFC-c91-18(Z) (Perfluorodecalin(Z)) (Z)-C10F18 2,000 .0 2,000 – – 0 0 .56 5,430 7,240 5,860 7,340 8,630 L39 R3
PFC-c91-18(E) (Perfluorodecalin(E)) (E)-C10F18 2,000 .0 2,000 – – 0 0 .48 4,720 6,290 5,090 6,380 7,500 L39 R3
PFC-1114 CF2=CF2
1 .1 days
(0 .7–1 .6 days)
1 .2 days
(0 .7–1 .6 days)
1 .2 days
(0 .7–1 .6 days) – 0 0 .002 <1 <1 <1 <1 <1 R3
PFC-1216 CF3CF=CF2
4 .9 days
(3 .3–7 .1 days)
5 .5 days
(3 .3–7 .1 days)
5 .5 days
(3 .3–7 .1 days) – 0 0 .01 <1 <1 <1 <1 <1 R3
Perfluorobuta-1,3-diene CF2=CFCF=CF2 1 .1 days 1 .1 days 1 .1 days – 0 0 .003 <1 <1 <1 <1 <1 R3
Perfluorobut-1-ene CF3CF2CF=CF2 6 .0 days 6 days 6 days – 0 0 .02 <1 <1 <1 <1 <1 L41 R3
Perfluorobut-2-ene  (71% (E) and 29% (Z) 
isomer blend) CF3CF=CFCF3 31 .0 days 31 days 31 days – 0 0 .07 6 2 2 <1 <1 R3
(E)-Perfluoro-2-butene (E)-CF3CF=CFCF3 – 22 days 22 days – 0 0 .068 5 1 .3 1 .4 <1 <1 R3
(Z)-Perfluoro-2-butene (Z)-CF3CF=CFCF3 – 35 days 35 days – 0 – – – – – – R9
Perfluoro(2-methyl-2-pentene) (CF3 )2C=CFCF2CF3 – 192 days 192 days – 0 – – – – – – R9
Halogenated Ethers
HFE-125 CHF2OCF3 119 .0 135 147 1665 0 0 .41 12,615 12,980 13,315 13,860 11,960 R3
HFE-134 (HG-00) CHF2OCHF2 25 .4 26 .9 28 .4 500 0 0 .44 11,840 5,965 11,215 5,530 1,735 R3
HFE-143a CH3OCF3 4 .8 4 .9 5 .05 130 0 0 .18 1,950 540 1,060 113 75 R3
HFE-152a CH3OCHF2 – 1 .8 1 .85 56 0 – – – – – – R9
HFE-227ea CF3CHFOCF3 46 .7 54 .8 58 968 0 0 .44 8,920 6,630 9,060 7,110 3,930 R3
HCFE-235ca2 (enflurane) CHF2OCF2CHFCl 4 .3 4 .42 4 .62 100 0 .04 0 .41 2,190 600 1,125 121 84 O13 R3
HCFE-235da2 (isoflurane) CHF2OCHClCF3 0 .11 ppt 3 .5 3 .5 3 .7 86 0 .03 0 .42 1,800 490 820 93 68 A11 O13 R3
HFE-236ca CHF2OCF2CHF2 20 .8 22 .0 23 .1 436 0 0 .56 9,855 4,420 9,050 3,700 1,020 R19
HFE-236ea2 (desflurane) CHF2OCHFCF3 3 .2 ppt 10 .8 14 .1 14 .8 316 0 0 .45 6,440 2,300 5,385 1,320 365 A11 O13 R3
HFE-236fa CF3CH2OCF3 ~7 .5 ~7 .5 ~8 196 0 0 .36 3,350 980 2,240 273 138 L42 R3
HFE-245cb2 CF3CF2OCH3 5 .0 5 .0 5 .24 134 0 0 .33 2,360 655 1,280 136 91 R3
HFE-245fa1 CHF2CH2OCF3 6 .6 ~6 .7 ~7 168 0 0 .31 2,960 845 1,880 214 119 L43 R3
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HFE-245fa2 CHF2OCH2CF3 5 .5 5 .5 5 .8 145 0 0 .36 2,910 810 1,670 179 114 R3
HFE-254cb1 CH3OCF2CHF2 2 .5 2 .5 2 .62 74 0 0 .26 1,110 300 440 54 42 R3
HFE-254eb2 CH3OCHFCF3
88 days
(69–200 days)
110 days
(69–200 days)
110 days
(69–200 days) – 0 – – – – – – R9
HFE-263fb2 CF3CH2OCH3
23 days
(19–47 days)
28 days
(19–47 days)
28 days
(19–47 days) – 0 0 .04 6 1 .6 1 .8 <1 <1 L44 R3
HFE-263m1 CF3OCH2CH3 0 .4 ~145 days ~145 days – 0 0 .13 102 28 31 4 .7 3 .8 L45 R3
HFE-329mcc2 CHF2CF2OCF2CF3 ~25 ~25 ~25 580 0 0 .53 6,960 3,360 6,520 3,010 895 L46 R3
HFE-338mmz1 (CF3 )2CHOCHF2 21 .2 22 .3 23 .5 440 0 0 .44 6,000 2,715 5,525 2,290 635 R3
HFE-338mcf2 CF3CH2OCF2CF3 ~7 .5 ~7 .5 ~8 196 0 0 .44 3,180 930 2,120 259 131 L47 R3
HFE-347mmz1 (Sevoflurane) (CF3 )2CHOCH2F 0 .16 ppt ~2 1 .9 1 .96 46 0 0 .32 685 185 250 33 26 A11 O13 R3
HFE-347mcc3 (HFE-7000) CH3OCF2CF2CF3 5 .0 5 .1 5 .3 135 0 0 .35 1,970 545 1,090 116 76 R3
HFE-347mcf2 CHF2CH2OCF2CF3 ~6 .6 ~6 .7 ~7 168 0 0 .42 3,010 860 1,910 215 121 R3
HFE-347pcf2 CHF2CF2OCH2CF3 5 .9 6 .1 6 .3 155 0 0 .48 3,170 890 1,930 211 126 R3
HFE-347mmy1 (CF3 )2CFOCH3 3 .7 3 .7 3 .8 104 0 0 .32 1,330 365 625 69 51 R3
HFE-347mcf CHF2OCH2CF2CF3 5 .6 5 .8 6 .0 150 0 – – – – – – R9
HFE-356mec3 CH3OCF2CHFCF3 ~3 2 .5 2 .62 74 0 0 .30 930 250 370 46 35 L48 R3
HFE-356mff2 CF3CH2OCH2CF3
105 days
(79–270 days)
128 days
(79–270 days)
128 days
(79–270 days) – 0 0 .17 74 20 22 3 .4 2 .8 R3
HFE-356pcf2 CHF2CH2OCF2CHF2 ~6 ~6 ~6 145 0 0 .37 2,650 745 1,595 174 105 L49 R3
HFE-356pcf3 CHF2OCH2CF2CHF2 3 .5 3 .5 3 .7 97 0 0 .38 1,640 445 750 84 62 R3
HFE-356pcc3 CH3OCF2CF2CHF2 ~3 2 .5 2 .62 74 0 0 .32 990 270 390 48 37 L48 R3
HFE-356mmz1 (CF3 )2CHOCH3
61 days
(49–128 days)
65 days
(49–128 days)
65 days
(49–128 days) – 0 0 .15 33 8 .9 9 .8 1 .5 1 .2 L35 R3
HFE-365mcf3 CF3CF2CH2OCH3
19 .3 days
(17–42 days)
25 days
(17–42 days)
25 days
(17–42 days) – 0 0 .05 4 .7 1 .3 1 .4 <1 <1 L50 R3
HFE-365mcf2 CF3CF2OCH2CH3 0 .6 219 days 219 days – 0 0 .26 215 58 66 10 8 L51 R19
HFE-374pc2 CHF2CF2OCH2CH3
64 days
(49–128 days)
76 days
(49–128 days)
76 days
(49–128 days) – 0 0 .30 97 26 29 4 .4  3 .6 R3
HFE-43-10pccc124 
(H-Galden 1040x, HG-11) CHF2OCF2OC2F4OCHF2 13 .5 14 .1 14 .7 315 0 1 .02 8,180 2,920 6,835 1,680 464 R3
HFE-449s1 (HFE-7100) C4F9OCH3 4 .7 4 .8 5 .0 128 0 0 .36 1,530 420 825 88 59 R3
n-HFE-7100 n-C4F9OCH3 4 .7 4 .8 5 .0 128 0 0 .42 1,790 490 960 102 69 R3
i-HFE-7100 i-C4F9OCH3 4 .7 4 .8 5 .0 128 0 0 .35 1,490 410 800 85 57 R3
HFE-54-11mecf CF3CHFCF2OCH2CF2CF3 8 .8 9 .1 9 .5 212 0 – – – – – – L52 R9
HFE-569sf2 (HFE-7200, isomer mix) C4F9OC2H5 ~0 .8 0 .8 0 .8 27 0 0 .30 210 57 66 10 8 L53 R3
n-HFE-7200 n-C4F9OC2H5 0 .8 0 .8 0 .8 27 0 0 .35 235 65 75 11 9 L53 R19
i-HFE-7200 i-C4F9OC2H5 0 .8 0 .63 0 .65 22 0 0 .24 129 35 40 5 .9 4 .8 L53 R3
HFE-236ca12 (HG-10) CHF2OCF2OCHF2 25 .0 26 .5 28 .0 500 0 0 .65 11,165 5,575 10,550 5,140 1,591 L54 R3
HFE-338pcc13 (HG-01) CHF2OCF2CF2OCHF2 12 .9 13 .4 14 .0 304 0 0 .86 8,595 3,000 7,085 1,630 466 R3
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HFE-245fa2 CHF2OCH2CF3 5 .5 5 .5 5 .8 145 0 0 .36 2,910 810 1,670 179 114 R3
HFE-254cb1 CH3OCF2CHF2 2 .5 2 .5 2 .62 74 0 0 .26 1,110 300 440 54 42 R3
HFE-254eb2 CH3OCHFCF3
88 days
(69–200 days)
110 days
(69–200 days)
110 days
(69–200 days) – 0 – – – – – – R9
HFE-263fb2 CF3CH2OCH3
23 days
(19–47 days)
28 days
(19–47 days)
28 days
(19–47 days) – 0 0 .04 6 1 .6 1 .8 <1 <1 L44 R3
HFE-263m1 CF3OCH2CH3 0 .4 ~145 days ~145 days – 0 0 .13 102 28 31 4 .7 3 .8 L45 R3
HFE-329mcc2 CHF2CF2OCF2CF3 ~25 ~25 ~25 580 0 0 .53 6,960 3,360 6,520 3,010 895 L46 R3
HFE-338mmz1 (CF3 )2CHOCHF2 21 .2 22 .3 23 .5 440 0 0 .44 6,000 2,715 5,525 2,290 635 R3
HFE-338mcf2 CF3CH2OCF2CF3 ~7 .5 ~7 .5 ~8 196 0 0 .44 3,180 930 2,120 259 131 L47 R3
HFE-347mmz1 (Sevoflurane) (CF3 )2CHOCH2F 0 .16 ppt ~2 1 .9 1 .96 46 0 0 .32 685 185 250 33 26 A11 O13 R3
HFE-347mcc3 (HFE-7000) CH3OCF2CF2CF3 5 .0 5 .1 5 .3 135 0 0 .35 1,970 545 1,090 116 76 R3
HFE-347mcf2 CHF2CH2OCF2CF3 ~6 .6 ~6 .7 ~7 168 0 0 .42 3,010 860 1,910 215 121 R3
HFE-347pcf2 CHF2CF2OCH2CF3 5 .9 6 .1 6 .3 155 0 0 .48 3,170 890 1,930 211 126 R3
HFE-347mmy1 (CF3 )2CFOCH3 3 .7 3 .7 3 .8 104 0 0 .32 1,330 365 625 69 51 R3
HFE-347mcf CHF2OCH2CF2CF3 5 .6 5 .8 6 .0 150 0 – – – – – – R9
HFE-356mec3 CH3OCF2CHFCF3 ~3 2 .5 2 .62 74 0 0 .30 930 250 370 46 35 L48 R3
HFE-356mff2 CF3CH2OCH2CF3
105 days
(79–270 days)
128 days
(79–270 days)
128 days
(79–270 days) – 0 0 .17 74 20 22 3 .4 2 .8 R3
HFE-356pcf2 CHF2CH2OCF2CHF2 ~6 ~6 ~6 145 0 0 .37 2,650 745 1,595 174 105 L49 R3
HFE-356pcf3 CHF2OCH2CF2CHF2 3 .5 3 .5 3 .7 97 0 0 .38 1,640 445 750 84 62 R3
HFE-356pcc3 CH3OCF2CF2CHF2 ~3 2 .5 2 .62 74 0 0 .32 990 270 390 48 37 L48 R3
HFE-356mmz1 (CF3 )2CHOCH3
61 days
(49–128 days)
65 days
(49–128 days)
65 days
(49–128 days) – 0 0 .15 33 8 .9 9 .8 1 .5 1 .2 L35 R3
HFE-365mcf3 CF3CF2CH2OCH3
19 .3 days
(17–42 days)
25 days
(17–42 days)
25 days
(17–42 days) – 0 0 .05 4 .7 1 .3 1 .4 <1 <1 L50 R3
HFE-365mcf2 CF3CF2OCH2CH3 0 .6 219 days 219 days – 0 0 .26 215 58 66 10 8 L51 R19
HFE-374pc2 CHF2CF2OCH2CH3
64 days
(49–128 days)
76 days
(49–128 days)
76 days
(49–128 days) – 0 0 .30 97 26 29 4 .4  3 .6 R3
HFE-43-10pccc124 
(H-Galden 1040x, HG-11) CHF2OCF2OC2F4OCHF2 13 .5 14 .1 14 .7 315 0 1 .02 8,180 2,920 6,835 1,680 464 R3
HFE-449s1 (HFE-7100) C4F9OCH3 4 .7 4 .8 5 .0 128 0 0 .36 1,530 420 825 88 59 R3
n-HFE-7100 n-C4F9OCH3 4 .7 4 .8 5 .0 128 0 0 .42 1,790 490 960 102 69 R3
i-HFE-7100 i-C4F9OCH3 4 .7 4 .8 5 .0 128 0 0 .35 1,490 410 800 85 57 R3
HFE-54-11mecf CF3CHFCF2OCH2CF2CF3 8 .8 9 .1 9 .5 212 0 – – – – – – L52 R9
HFE-569sf2 (HFE-7200, isomer mix) C4F9OC2H5 ~0 .8 0 .8 0 .8 27 0 0 .30 210 57 66 10 8 L53 R3
n-HFE-7200 n-C4F9OC2H5 0 .8 0 .8 0 .8 27 0 0 .35 235 65 75 11 9 L53 R19
i-HFE-7200 i-C4F9OC2H5 0 .8 0 .63 0 .65 22 0 0 .24 129 35 40 5 .9 4 .8 L53 R3
HFE-236ca12 (HG-10) CHF2OCF2OCHF2 25 .0 26 .5 28 .0 500 0 0 .65 11,165 5,575 10,550 5,140 1,591 L54 R3
HFE-338pcc13 (HG-01) CHF2OCF2CF2OCHF2 12 .9 13 .4 14 .0 304 0 0 .86 8,595 3,000 7,085 1,630 466 R3
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Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
HG-02
(1,1’-Oxybis[2-(difluorome-
thoxy)-1,1,2,2-tetrafluoroethane)
HF2C(OCF2CF2 ) 2OCF2H 26 26 .9 28 .4 500 0 1 .15 10,435 5,260 9,885 4,875 1,527 L54 R3
HG-03
(1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12-Hexade-
cafluoro-2,5,8,11-tetraoxadodecane)
HF2C(OCF2CF2 )3OCF2H 26 26 .9 28 .4 500 0 1 .43 9,745 4,910 9,230 4,550 1,426 L54 R3
HG-04(1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12,1
3,13,15,15-Eicosafluoro-2,5,8,11,14-
pentaoxapentadecane)
HCF2O(CF2CF2O)4CF2H 26 26 .9 28 .4 500 0 1 .46 7,970 4,015 7,545 3,720 1,166 L54 R3
HG-20 HF2C(OCF2 )2OCF2H 25 .0 26 .5 28 .0 500 0 0 .92 11,630 5,810 10,995 5,350 1,658 L55 R19
HG-21 HF2COCF2CF2OCF2OCF2O-CF2H
13 .5 13 .4 14 .0 304 0 1 .71 10,925 3,815 9,005 2,070 592 L56 R19
HG-30 HF2C(OCF2 )3OCF2H 25 .0 26 .5 28 .0 500 0 1 .65 16,500 8,240 15,600 7,595 2,352 L55 R19
1-Ethoxy-1,1,2,2,3,3,3-
heptafluoro propane CF3CF2CF2OCH2CH3 0 .8 0 .75 0 .77 25 0 0 .28 221 60 70 10 8 .3 L51 R19
Fluoroxene CF3CH2OCH=CH2 3 .6 days 3 .6 days 3 .6 days – 0 0 .01 <1 <1 <1 <1 <1 L51 R19
1,1,2,2-Tetrafluoro-1-(fluoromethoxy)
ethane CH2FOCF2CF2H 6 .2 6 .2 6 .5 153 0 0 .34 3,040 855 1,860 205 121 L51 R19
2-Ethoxy-3,3,4,4,5-pentafluorotetra hydro-
2,5-bis[1,2,2,2-tetrafluoro-1-
(trifluoromethyl)ethyl]-furan
C12H5F19O2 1 .0 0 .81 0 .83 28 0 0 .49 165 45 52 7 .6 6 .2 L57 R3
Fluoro(methoxy)methane CH3OCH2F 73 .0 days 73 days 73 days – 0 0 .07 46 13 14 2 2 L58 R19
Difluoro(methoxy)methane CH3OCHF2 1 .1 1 .1 1 .1 35 0 0 .17 515 139 168 24 19 L59 R19
Fluoro(fluoromethoxy)methane CH2FOCH2F 0 .9 0 .9 0 .9 30 0 0 .19 470 127 150 22 18 L59 R19
Difluoro(fluoromethoxy)methane CH2FOCHF2 3 .3 3 .2 3 .3 92 0 0 .30 2,155 585 950 109 82 L59 R19
Trifluoro(fluoromethoxy)methane CH2FOCF3 4 .4 4 .2 4 .4 120 0 0 .33 2,620 715 1,315 142 100 L59 R19
HG’-01 CH3OCF2CF2OCH3 2 .0 1 .7 1 .74 51 0 0 .29 685 185 245 33 26 L60 R19
HG’-02 CH3O(CF2CF2O) 2CH3 2 .0 1 .7 1 .74 51 0 0 .56 770 210 275 37 29 L60 R3
HG’-03 CH3O(CF2CF2O)3CH3 2 .0 1 .7 1 .74 51 0 0 .76 740 200 260 35 28 L60 R3
HFE-329me3 CF3CFHCF2OCF3 40 .0 33 .6 35 .3 680 0 0 .48 6,900 3,955 6,715 3,955 1,485 L61 R3
2-Chloro-1,1,2-trifluoro-1-methoxyethane CH3OCF2CHFCl 1 .4 1 .43 1 .49 42 0 0 .21 455 123 156 22 17 L62 R3
PFPMIE 
(perfluoropolymethylisopropyl ether) CF3OCF(CF3 )CF2OCF2OCF3 800 .0 800 – – 0 0 .65 7,500 9,710 8,070 9,910 11,300 L63 R3
HFE-216 CF3OCF=CF2 8 .4 days 1 .6 days 1 .6 days – 0 0 .02 <1 <1 <1 <1 <1 L64 R3
Fluoroesters
Trifluoromethyl formate HC(O)OCF3 <3 .5 <3 .5 3 .7 110 0 0 .31 2,150 590 985 111 82 L65 R19
Perfluoroethyl formate HC(O)OCF2CF3 <3 .5 <3 .6 3 .7 110 0 0 .44 2,130 580 970 110 81 L66 R19
Perfluoropropyl formate HC(O)OCF2CF2CF3 <2 .6 <2 .6 2 .7 83 0 0 .50 1,380 375 555 68 52 L66 R19
Perfluorobutyl formate HC(O)OCF2CF2CF2CF3 3 .0 <2 .6 2 .7 83 0 0 .56 1,240 335 500 61 47 L66 R19
2,2,2-Trifluoroethyl formate HC(O)OCH2CF3 0 .4 200 days 204 days 20 0 0 .16 155 42 48 7 6 L67 R19
3,3,3-Trifluoropropyl formate HC(O)OCH2CH2CF3 0 .3 99 days 110 days 20 0 0 .13 56 15 17 2 .5 2 .1 L68 R19
1,2,2,2-Tetrafluoroethyl formate HC(O)OCHFCF3 3 .2 3 .1 3 .2 98 0 0 .35 1,670 455 720 84 63 L69 R19
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Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
HG-02
(1,1’-Oxybis[2-(difluorome-
thoxy)-1,1,2,2-tetrafluoroethane)
HF2C(OCF2CF2 ) 2OCF2H 26 26 .9 28 .4 500 0 1 .15 10,435 5,260 9,885 4,875 1,527 L54 R3
HG-03
(1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12-Hexade-
cafluoro-2,5,8,11-tetraoxadodecane)
HF2C(OCF2CF2 )3OCF2H 26 26 .9 28 .4 500 0 1 .43 9,745 4,910 9,230 4,550 1,426 L54 R3
HG-04(1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12,1
3,13,15,15-Eicosafluoro-2,5,8,11,14-
pentaoxapentadecane)
HCF2O(CF2CF2O)4CF2H 26 26 .9 28 .4 500 0 1 .46 7,970 4,015 7,545 3,720 1,166 L54 R3
HG-20 HF2C(OCF2 )2OCF2H 25 .0 26 .5 28 .0 500 0 0 .92 11,630 5,810 10,995 5,350 1,658 L55 R19
HG-21 HF2COCF2CF2OCF2OCF2O-CF2H
13 .5 13 .4 14 .0 304 0 1 .71 10,925 3,815 9,005 2,070 592 L56 R19
HG-30 HF2C(OCF2 )3OCF2H 25 .0 26 .5 28 .0 500 0 1 .65 16,500 8,240 15,600 7,595 2,352 L55 R19
1-Ethoxy-1,1,2,2,3,3,3-
heptafluoro propane CF3CF2CF2OCH2CH3 0 .8 0 .75 0 .77 25 0 0 .28 221 60 70 10 8 .3 L51 R19
Fluoroxene CF3CH2OCH=CH2 3 .6 days 3 .6 days 3 .6 days – 0 0 .01 <1 <1 <1 <1 <1 L51 R19
1,1,2,2-Tetrafluoro-1-(fluoromethoxy)
ethane CH2FOCF2CF2H 6 .2 6 .2 6 .5 153 0 0 .34 3,040 855 1,860 205 121 L51 R19
2-Ethoxy-3,3,4,4,5-pentafluorotetra hydro-
2,5-bis[1,2,2,2-tetrafluoro-1-
(trifluoromethyl)ethyl]-furan
C12H5F19O2 1 .0 0 .81 0 .83 28 0 0 .49 165 45 52 7 .6 6 .2 L57 R3
Fluoro(methoxy)methane CH3OCH2F 73 .0 days 73 days 73 days – 0 0 .07 46 13 14 2 2 L58 R19
Difluoro(methoxy)methane CH3OCHF2 1 .1 1 .1 1 .1 35 0 0 .17 515 139 168 24 19 L59 R19
Fluoro(fluoromethoxy)methane CH2FOCH2F 0 .9 0 .9 0 .9 30 0 0 .19 470 127 150 22 18 L59 R19
Difluoro(fluoromethoxy)methane CH2FOCHF2 3 .3 3 .2 3 .3 92 0 0 .30 2,155 585 950 109 82 L59 R19
Trifluoro(fluoromethoxy)methane CH2FOCF3 4 .4 4 .2 4 .4 120 0 0 .33 2,620 715 1,315 142 100 L59 R19
HG’-01 CH3OCF2CF2OCH3 2 .0 1 .7 1 .74 51 0 0 .29 685 185 245 33 26 L60 R19
HG’-02 CH3O(CF2CF2O) 2CH3 2 .0 1 .7 1 .74 51 0 0 .56 770 210 275 37 29 L60 R3
HG’-03 CH3O(CF2CF2O)3CH3 2 .0 1 .7 1 .74 51 0 0 .76 740 200 260 35 28 L60 R3
HFE-329me3 CF3CFHCF2OCF3 40 .0 33 .6 35 .3 680 0 0 .48 6,900 3,955 6,715 3,955 1,485 L61 R3
2-Chloro-1,1,2-trifluoro-1-methoxyethane CH3OCF2CHFCl 1 .4 1 .43 1 .49 42 0 0 .21 455 123 156 22 17 L62 R3
PFPMIE 
(perfluoropolymethylisopropyl ether) CF3OCF(CF3 )CF2OCF2OCF3 800 .0 800 – – 0 0 .65 7,500 9,710 8,070 9,910 11,300 L63 R3
HFE-216 CF3OCF=CF2 8 .4 days 1 .6 days 1 .6 days – 0 0 .02 <1 <1 <1 <1 <1 L64 R3
Fluoroesters
Trifluoromethyl formate HC(O)OCF3 <3 .5 <3 .5 3 .7 110 0 0 .31 2,150 590 985 111 82 L65 R19
Perfluoroethyl formate HC(O)OCF2CF3 <3 .5 <3 .6 3 .7 110 0 0 .44 2,130 580 970 110 81 L66 R19
Perfluoropropyl formate HC(O)OCF2CF2CF3 <2 .6 <2 .6 2 .7 83 0 0 .50 1,380 375 555 68 52 L66 R19
Perfluorobutyl formate HC(O)OCF2CF2CF2CF3 3 .0 <2 .6 2 .7 83 0 0 .56 1,240 335 500 61 47 L66 R19
2,2,2-Trifluoroethyl formate HC(O)OCH2CF3 0 .4 200 days 204 days 20 0 0 .16 155 42 48 7 6 L67 R19
3,3,3-Trifluoropropyl formate HC(O)OCH2CH2CF3 0 .3 99 days 110 days 20 0 0 .13 56 15 17 2 .5 2 .1 L68 R19
1,2,2,2-Tetrafluoroethyl formate HC(O)OCHFCF3 3 .2 3 .1 3 .2 98 0 0 .35 1,670 455 720 84 63 L69 R19
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1,1,1,3,3,3-Hexafluoropropan-2-yl formate HC(O)OCH(CF3 ) 2 3 .2 3 .1 3 .2 96 0 0 .33 1,175 320 510 59 44 L68 R19
Perfluorobutyl acetate CH3C(O)OCF2CF2CF2CF3 21 .9 days 22 days 22 days – 0 0 .12 6 2 2 <1 <1 L70 R19
Perfluoropropyl acetate CH3C(O)OCF2CF2CF3 21 .9 days 22 days 22 days – 0 0 .11 6 2 2 <1 <1 L71 R19
Perfluoroethyl acetate CH3C(O)OCF2CF3 21 .9 days 22 days 22 days – 0 0 .10 8 2 2 <1 <1 L71 R19
Trifluoromethyl acetate CH3C(O)OCF3 21 .9 days 22 days 22 days – 0 0 .07 8 2 2 <1 <1 L71 R19
Methyl carbonofluoridate FCOOCH3 1 .8 1 .8 1 .8 58 0 0 .07 350 95 126 17 13 L69 R19
1,1-Difluoroethyl carbonofluoridate FC(O)OCF2CH3 0 .3 110 days 110 days – 0 0 .17 90 24 27 4 .1 3 .4 L72 R19
1,1-Difluoroethyl 2,2,2-trifluoroacetate CF3C(O)OCF2CH3 0 .3 110 days 110 days – 0 0 .27 103 28 31 4 .7 3 .9 L68 R19
Ethyl 2,2,2-trifluoroacetate CF3C(O)OCH2CH3 21 .9 days 22 days 22 days – 0 0 .05 5 1 1 <1 <1 L73 R19
2,2,2-Trifluoroethyl 2,2,2-trifluoroacetate CF3C(O)OCH2CF3 54 .8 days 180 days 180 days – 0 0 .15 85 23 26 3 .9 3 .2 L73 R19
Methyl 2,2,2-trifluoroacetate CF3C(O)OCH3 0 .6 1 .0 1 .0 34 0 0 .18 315 86 103 15 12 L73 R19
Methyl 2,2-difluoroacetate HCF2C(O)OCH3 40 .1 days 124 days 124 days – 0 0 .05 35 9 10 1 .6 1 .3 L73 R19
Difluoromethyl 2,2,2-trifluoroacetate CF3C(O)OCHF2 0 .3 110 days 110 days – 0 0 .24 99 27 30 5 4 L68 R19
1,1,2-Trifluoro-2-(trifluoromethoxy)-
ethane CHF2CHFOCF3 9 .8 9 .0 9 .3 250 0 0 .35 3,765 1,145 2,720 390 164 L74 R3
1-Ethoxy-1,1,2,3,3,3-hexafluoropropane CF3CHFCF2OCH2CH3 0 .4 147 days 150 days 20 0 0 .19 88 24 27 4 3 L74 R3
1,1,1,2,2,3,3-Heptafluoro-3-(1,2,2,2-
tetrafluoroethoxy)-propane CF3CF2CF2OCHFCF3 67 .0 59 .4 62 1400 0 0 .58 7,750 5,980 7,910 6,435 3,755 L74 R3
1,1,2,2-Tetrafluoro-3-methoxypropane CHF2CF2CH2OCH3 14 .2 days 26 days 26 days – 0 0 .03 3 0 .9 1 <1 <1 L75 R3
3,3,3-Trifluoro-propanal CF3CH2CHO 2 days 5 days 5 days – 0 0 .004 <1 <1 <1 <1 <1 L76 R3
Halogenated Alcohols
3,3,3-Trifluoropropan-1-ol CF3CH2CH2OH 12 days 15 days 15 days – 0 0 .02 1 .6 <1 <1 <1 <1 L77 R3
2,2,3,3,3-Pentafluoropropan-1-ol CF3CF2CH2OH 0 .3 172 days 172 days – 0 0 .14 99 27 30 4 .6 3 .7 R3
4,4,4-Trifluorobutan-1-ol CF3(CH2 ) 2CH2OH 4 days 5 .4 days 5 .4 days – 0 0 .01 <1 <1 <1 <1 <1 R3
2,2,3,3,4,4,5,5-Octafluorocyclopentanol -(CF2 )4CH(OH)- 0 .3 110 days 110 days – 0 0 .16 47 13 14 2 2 L78 R3
1,1,1,3,3,3-Hexafluoropropan-2-ol (CF3 ) 2CHOH 1 .9 1 .9 1 .95 62 0 0 .26 670 182 245 32 25 R3
3,3,4,4,5,5,6,6,7,7,7-
Undecafluoroheptan-1-ol CF3(CF2 )4CH2CH2OH 20 days 17 days 17 days – 0 0 .06 2 <1 <1 <1 <1 L79 R3
3,3,4,4,5,5,6,6,7,7,8,8,9,9,9-
Pentadecafluorononan-1-ol CF3(CF2 )6CH2CH2OH 20 days 17 days 17 days – 0 0 .07 1 .8 <1 <1 <1 <1 L79 R3
3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-
Nonadecafluoroundeca-1-o1 CF3(CF2 )8CH2CH2OH 20 days 17 days 17 days – 0 0 .05 <1 <1 <1 <1 <1 L79 R3
2,2,3,3,4,4,4-Heptafluorobutan-1-ol CF3CF2CF2CH2OH 0 .6 0 .55 0 .55 – 0 0 .20 124 34 38 5 .7 4 .6 L80 R3
2,2,3,3-Tetrafluoro-1-propanol CHF2CF2CH2OH 91 .2 days 93 days 93 days – 0 0 .11 48 13 14 2 1 .8 L81 R3
2,2,3,4,4,4-Hexafluoro-1-butanol CF3CHFCF2CH2OH
112 days
(85–280 days)
134 days
(85–280 days)
134 days
(85–280 days) – 0 0 .19 86 23 26 4 .0 3 .2 R3
2-Fluoroethanol CH2FCH2OH 20 .4 days 16 days 16 days – 0 0 .02 3 0 .8 0 .9 <1 <1 R3
2,2-Difluoroethanol CHF2CH2OH 40 days 61 days 61 days – 0 0 .04 18 5 5 0 .8 0 .7 R3
2,2,2-Trifluoroethanol CF3CH2OH 0 .3 167 days 167 days – 0 0 .10 103 28 31 4 .7 3 .8 R3
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Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
1,1,1,3,3,3-Hexafluoropropan-2-yl formate HC(O)OCH(CF3 ) 2 3 .2 3 .1 3 .2 96 0 0 .33 1,175 320 510 59 44 L68 R19
Perfluorobutyl acetate CH3C(O)OCF2CF2CF2CF3 21 .9 days 22 days 22 days – 0 0 .12 6 2 2 <1 <1 L70 R19
Perfluoropropyl acetate CH3C(O)OCF2CF2CF3 21 .9 days 22 days 22 days – 0 0 .11 6 2 2 <1 <1 L71 R19
Perfluoroethyl acetate CH3C(O)OCF2CF3 21 .9 days 22 days 22 days – 0 0 .10 8 2 2 <1 <1 L71 R19
Trifluoromethyl acetate CH3C(O)OCF3 21 .9 days 22 days 22 days – 0 0 .07 8 2 2 <1 <1 L71 R19
Methyl carbonofluoridate FCOOCH3 1 .8 1 .8 1 .8 58 0 0 .07 350 95 126 17 13 L69 R19
1,1-Difluoroethyl carbonofluoridate FC(O)OCF2CH3 0 .3 110 days 110 days – 0 0 .17 90 24 27 4 .1 3 .4 L72 R19
1,1-Difluoroethyl 2,2,2-trifluoroacetate CF3C(O)OCF2CH3 0 .3 110 days 110 days – 0 0 .27 103 28 31 4 .7 3 .9 L68 R19
Ethyl 2,2,2-trifluoroacetate CF3C(O)OCH2CH3 21 .9 days 22 days 22 days – 0 0 .05 5 1 1 <1 <1 L73 R19
2,2,2-Trifluoroethyl 2,2,2-trifluoroacetate CF3C(O)OCH2CF3 54 .8 days 180 days 180 days – 0 0 .15 85 23 26 3 .9 3 .2 L73 R19
Methyl 2,2,2-trifluoroacetate CF3C(O)OCH3 0 .6 1 .0 1 .0 34 0 0 .18 315 86 103 15 12 L73 R19
Methyl 2,2-difluoroacetate HCF2C(O)OCH3 40 .1 days 124 days 124 days – 0 0 .05 35 9 10 1 .6 1 .3 L73 R19
Difluoromethyl 2,2,2-trifluoroacetate CF3C(O)OCHF2 0 .3 110 days 110 days – 0 0 .24 99 27 30 5 4 L68 R19
1,1,2-Trifluoro-2-(trifluoromethoxy)-
ethane CHF2CHFOCF3 9 .8 9 .0 9 .3 250 0 0 .35 3,765 1,145 2,720 390 164 L74 R3
1-Ethoxy-1,1,2,3,3,3-hexafluoropropane CF3CHFCF2OCH2CH3 0 .4 147 days 150 days 20 0 0 .19 88 24 27 4 3 L74 R3
1,1,1,2,2,3,3-Heptafluoro-3-(1,2,2,2-
tetrafluoroethoxy)-propane CF3CF2CF2OCHFCF3 67 .0 59 .4 62 1400 0 0 .58 7,750 5,980 7,910 6,435 3,755 L74 R3
1,1,2,2-Tetrafluoro-3-methoxypropane CHF2CF2CH2OCH3 14 .2 days 26 days 26 days – 0 0 .03 3 0 .9 1 <1 <1 L75 R3
3,3,3-Trifluoro-propanal CF3CH2CHO 2 days 5 days 5 days – 0 0 .004 <1 <1 <1 <1 <1 L76 R3
Halogenated Alcohols
3,3,3-Trifluoropropan-1-ol CF3CH2CH2OH 12 days 15 days 15 days – 0 0 .02 1 .6 <1 <1 <1 <1 L77 R3
2,2,3,3,3-Pentafluoropropan-1-ol CF3CF2CH2OH 0 .3 172 days 172 days – 0 0 .14 99 27 30 4 .6 3 .7 R3
4,4,4-Trifluorobutan-1-ol CF3(CH2 ) 2CH2OH 4 days 5 .4 days 5 .4 days – 0 0 .01 <1 <1 <1 <1 <1 R3
2,2,3,3,4,4,5,5-Octafluorocyclopentanol -(CF2 )4CH(OH)- 0 .3 110 days 110 days – 0 0 .16 47 13 14 2 2 L78 R3
1,1,1,3,3,3-Hexafluoropropan-2-ol (CF3 ) 2CHOH 1 .9 1 .9 1 .95 62 0 0 .26 670 182 245 32 25 R3
3,3,4,4,5,5,6,6,7,7,7-
Undecafluoroheptan-1-ol CF3(CF2 )4CH2CH2OH 20 days 17 days 17 days – 0 0 .06 2 <1 <1 <1 <1 L79 R3
3,3,4,4,5,5,6,6,7,7,8,8,9,9,9-
Pentadecafluorononan-1-ol CF3(CF2 )6CH2CH2OH 20 days 17 days 17 days – 0 0 .07 1 .8 <1 <1 <1 <1 L79 R3
3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-
Nonadecafluoroundeca-1-o1 CF3(CF2 )8CH2CH2OH 20 days 17 days 17 days – 0 0 .05 <1 <1 <1 <1 <1 L79 R3
2,2,3,3,4,4,4-Heptafluorobutan-1-ol CF3CF2CF2CH2OH 0 .6 0 .55 0 .55 – 0 0 .20 124 34 38 5 .7 4 .6 L80 R3
2,2,3,3-Tetrafluoro-1-propanol CHF2CF2CH2OH 91 .2 days 93 days 93 days – 0 0 .11 48 13 14 2 1 .8 L81 R3
2,2,3,4,4,4-Hexafluoro-1-butanol CF3CHFCF2CH2OH
112 days
(85–280 days)
134 days
(85–280 days)
134 days
(85–280 days) – 0 0 .19 86 23 26 4 .0 3 .2 R3
2-Fluoroethanol CH2FCH2OH 20 .4 days 16 days 16 days – 0 0 .02 3 0 .8 0 .9 <1 <1 R3
2,2-Difluoroethanol CHF2CH2OH 40 days 61 days 61 days – 0 0 .04 18 5 5 0 .8 0 .7 R3
2,2,2-Trifluoroethanol CF3CH2OH 0 .3 167 days 167 days – 0 0 .10 103 28 31 4 .7 3 .8 R3
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Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
2,2-3,3,4,4,5,5,5-fluoro-1-pentanol CF3CF2CF2CF2CH2OH
142 days
(111–330 days)
172 days
(111–330 days)
172 days
(111–330 days) – 0 – – – – – – R9
Halogenated Ketones
NOVEC-1230, FK-5-1-12
Perfluoro(2-methyl-3-pentanone) CF3CF2C(O)CF(CF3) 2
7 .0 days
(7–14 days)
7 days
(7–14 days) – – 0 0 .03 <1 <1 <1 <1 <1 L82 R3
NOVEC-774
Tetradecafluoro-2,4-
dimethylpentan-3-one
(CF3)2CFC(O)CF(CF3)2 – – – – 0 – – – – – – L83 R21
Perfluoro(2-methyl-3-hexanone) CF3CF2CF2C(O)CF(CF3)2 – – – – 0 – – – – – – L83 R21
Iodocarbons
Methyl iodide CH3I
0 .8 ppt
(0 .3–2 .1)
7 days
(3 .5–9 .6 days)
<14 days
(3 .5–14 days) 197 days – <0 .42 6 .0e-4 <<1 <<1 <<1 <<1 <<1 A12
L :20,84,
85,86 O12 R2
Trifluoroiodomethane CF3I
4 days
(0 .7–4 days)
<5 days
(0 .7–5 days) 3 .0 – <0 .09 – – – – – – A12
L :84,
85,86 O12 R22
Bromoiodomethane CH2BrI – ≤60 mins 145 days – – – – – – – – A12
L :84,
87,88 O15 R22
Chloroiodomethane CH2ClI – <100 mins 145 days – <0 .07 – – – – – – A12
L :84,
87,88 O12 R22
Diiodomethane CH2I2 – ≤5 mins 4 days – – – <<1 <<1 <<1 <<1 <<1 A12
L :84,
87,89 O15 R2
Iodoethane CH3CH2I
4 days
(2 .4–13 .9 days)
<4 days
(2 .4–13 .9 days)
52 days
(13–94 days) – – – – – – – –
L :84,86,
87,90 O15 R22
n-iodopropane CH3CH2CH2I – <2 days 15 days – – – – – – – –
L :84,
87,90 O15 R22
i-iodopropane CH3CHICH3 – <1 day 13 days – – – <<1 <<1 <<1 <<1 <<1
L :84,87,
90 O15 R2
1-iodo-heptafluoropropane CF3CF2CF2I <2 days <2 days 3 .0 – <0 .04 – – – – – – L :84,91 O16 R23
Special Compounds
Carbonyl fluoride COF2
–
(5–10 days)
7 days
(5–10 days) – 0 – 8 .0e-3 <1 <1 <1 <1 <1 L92  R2
Phosphorus tribromide PBr3
–
(<0 .01 days)
–
(<0 .01 days) – – – – – – – – – L92 O14 R9
Ammonia NH3 –
–
(Few days)
–
(Few days)
110 days 0 – 1 .4e-3 <1 <1 <1 <1 <1 L82 R2
Carbonyl Sulfide COS 505 ppt – 2 – 0 – 5 .7e-3 43 12 16 2 .0 1 .6 A10 L93 R2
Sulfuryl fluoride SO2F2 2 .3 ppt 36 .0 36 .0 >300 630 0 0 .20 6,840 4,090 6,690 4,140 1,650 A10 L :13,94 R3
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Industrial Designation or 
Chemical Name
At
A
mospheric
bundance
(2016) a
WMO (2014)
Total 
Lifetime
(years) b
Total
Lifetime
(years) c
Tropospheric
(OH 
Reactive loss)
Lifetime
(years) d
Stratosph
Lifetime
(years) e
eric Radiative 
Efficiency
(W m-2 ppb-1) g
GWP
20-yr h
GWP
100-yr
GTP
20-yr i
GTP
50-yr
GTP
100-yr
Footnotes
Chemical Formula ODP f A: Abundance   O: ODPL: Lifetime           R: RE, GWP, & GTP
2,2-3,3,4,4,5,5,5-fluoro-1-pentanol CF3CF2CF2CF2CH2OH
142 days
(111–330 days)
172 days
(111–330 days)
172 days
(111–330 days) – 0 – – – – – – R9
Halogenated Ketones
NOVEC-1230, FK-5-1-12
Perfluoro(2-methyl-3-pentanone) CF3CF2C(O)CF(CF3) 2
7 .0 days
(7–14 days)
7 days
(7–14 days) – – 0 0 .03 <1 <1 <1 <1 <1 L82 R3
NOVEC-774
Tetradecafluoro-2,4-
dimethylpentan-3-one
(CF3)2CFC(O)CF(CF3)2 – – – – 0 – – – – – – L83 R21
Perfluoro(2-methyl-3-hexanone) CF3CF2CF2C(O)CF(CF3)2 – – – – 0 – – – – – – L83 R21
Iodocarbons
Methyl iodide CH3I
0 .8 ppt
(0 .3–2 .1)
7 days
(3 .5–9 .6 days)
<14 days
(3 .5–14 days) 197 days – <0 .42 6 .0e-4 <<1 <<1 <<1 <<1 <<1 A12
L :20,84,
85,86 O12 R2
Trifluoroiodomethane CF3I
4 days
(0 .7–4 days)
<5 days
(0 .7–5 days) 3 .0 – <0 .09 – – – – – – A12
L :84,
85,86 O12 R22
Bromoiodomethane CH2BrI – ≤60 mins 145 days – – – – – – – – A12
L :84,
87,88 O15 R22
Chloroiodomethane CH2ClI – <100 mins 145 days – <0 .07 – – – – – – A12
L :84,
87,88 O12 R22
Diiodomethane CH2I2 – ≤5 mins 4 days – – – <<1 <<1 <<1 <<1 <<1 A12
L :84,
87,89 O15 R2
Iodoethane CH3CH2I
4 days
(2 .4–13 .9 days)
<4 days
(2 .4–13 .9 days)
52 days
(13–94 days) – – – – – – – –
L :84,86,
87,90 O15 R22
n-iodopropane CH3CH2CH2I – <2 days 15 days – – – – – – – –
L :84,
87,90 O15 R22
i-iodopropane CH3CHICH3 – <1 day 13 days – – – <<1 <<1 <<1 <<1 <<1
L :84,87,
90 O15 R2
1-iodo-heptafluoropropane CF3CF2CF2I <2 days <2 days 3 .0 – <0 .04 – – – – – – L :84,91 O16 R23
Special Compounds
Carbonyl fluoride COF2
–
(5–10 days)
7 days
(5–10 days) – 0 – 8 .0e-3 <1 <1 <1 <1 <1 L92  R2
Phosphorus tribromide PBr3
–
(<0 .01 days)
–
(<0 .01 days) – – – – – – – – – L92 O14 R9
Ammonia NH3 –
–
(Few days)
–
(Few days)
110 days 0 – 1 .4e-3 <1 <1 <1 <1 <1 L82 R2
Carbonyl Sulfide COS 505 ppt – 2 – 0 – 5 .7e-3 43 12 16 2 .0 1 .6 A10 L93 R2
Sulfuryl fluoride SO2F2 2 .3 ppt 36 .0 36 .0 >300 630 0 0 .20 6,840 4,090 6,690 4,140 1,650 A10 L :13,94 R3
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Table Heading Footnotes
a The data given in the abundance column are only intended to provide a “snapshot” of the compound’s  atmospheric 
abundance . The chapter and table(s) cited in the compound’s footnote provides the analysis details, previous-
ly  reported abundances and trends, and references . This summary does not represent a comprehensive survey of 
the abundance of all molecules included in the table . Compounds included in this table fall into several different 
 abundance classifications: (1) compounds with known sources and global observations for which values are reported 
in the table, (2) compounds with known sources, but with only local or regional observations for which some values 
are reported in the table (note that the abundances for very short-lived substances (VSLSs) may represent local obser-
vations that can vary with location, altitude, and season), (3) compounds with natural and/or man-made sources that 
are not addressed in the report chapters, and (4) compounds with no presently known sources or observations .
b Total lifetime reported in WMO (2014) .
c Total lifetime (τTotal) is defined as the combination of the total atmospheric lifetime ( AtmTotalτ ), which includes tropo-
spheric loss (OH reaction and UV photolysis) and stratospheric loss (reactions with OH and O(1D) and UV photolysis), 
with the lifetimes due to ocean and soil uptake . Except where noted in the footnotes, tropospheric loss due to Cl atom 
reaction is not  included . Mesospheric loss processes are negligible except for very long-lived compounds as noted in 
the footnotes .
1
=
1
 
+
1
 
+
1
 
1
 
=
1
+
1
1
=
1
+
1
+
1
1
=
1
+
1
+
1
Atm
Totalτ
Atm
TotalτTotalτ Oceanτ Soilτ
Tropτ
Tropτ Stratτ Mesoτ
Trop
OHτ Trophvτ
Strat
hvτStratτ StratOHτ StratO( 1 D)τ
d The tropospheric partial lifetime due reaction with the OH radical was calculated relative to the lifetime for CH3CCl3 
(6 .1 years) using a temperature of 272 K . OH reaction rate coefficients are taken from Burkholder et al . (2015) unless 
stated otherwise in the footnote . Lifetimes for very short-lived substances (VSLSs) are reported, although their local 
lifetimes will depend on the time and location of their emission . A representative range of VSLS local lifetimes taken 
from WMO (2014) Chapter 1 (Tables 1-5, 1-11) are given in parenthesis where available . The tropospheric OH partial 
lifetime for CH3CCl3 (6 .1 years) was calculated from an overall lifetime of 5 .0 years derived from the AGAGE and NOAA 
networks using a stratospheric partial lifetime of 38 years and an ocean partial lifetime of 94 years (Prinn et al ., 2005) .
e The stratospheric partial lifetime was estimated based on atmospheric model calculations, where available, and em-
pirical relationships for the OH, O(1D), and photolysis partial lifetimes . Stratospheric lifetimes are not reported for very 
short-lived substances (VSLSs) . The minimum stratospheric partial lifetime was taken to be 20 years .
* Stratospheric OH reactive loss partial lifetimes were estimated based on the empirical correlation derived 
using 2-D model results reported in Ko et al . (2013): log10 (
Strat
OHτ ) = 1 .528 + 0 .901 × log10 ( TropOHτ ) .
* The O(1D) lifetime was based on measured or estimated reaction rate coefficients (kreactive, cm3 molecule-1 
s-1) and estimated using the empirical lifetime relationship; τ(years) = 3 .7 × 10-8/kreactive . Where exper-
imental data were not available, the O(1D) reactivity was estimated using the activity relationship for H 
atom and Cl atom abstraction given in Baasandorj et al . (2013) .
* Stratospheric photolysis partial lifetimes were taken from model calculations or based on the empirical 
estimates given in Orkin et al . (2013) or for the HCFCs from Papanastasiou et al . (2018) .
Appendix Table A-1 | Appendix A
A.39
f Atmospheric model calculated and semi-empirical values as cited in the footnotes .
g Radiative efficiency (RE) values were calculated using the empirical approach given in Hodgenbrog et al . (2013) . The 
values reported in this table are lifetime adjusted using the exponential expression reported in Hodgenbrog et al ., 
(2013) for compounds primarily removed by UV photolysis in the stratosphere and the S shaped curve for compounds 
primarily removed by reaction with the OH radical . The values also include a +10% stratospheric temperature change 
 adjustment .
h Global warming potentials (GWPs) are calculated relative to CO2 .
i Global temperature change potentials (GTPs) calculated relative to CO2 using the parameterization given in Supple-
mentary Material Section S8 .12 and references therein in IPCC (2013) .
Abundance Footnotes
A1 . See Chapter 6 . A7 . See Chapter 2, Section 2 .3 .5 .
A2 . See Chapter 1, Section 1 .5 .2 and Table 1-8 . A8 . See Chapter 1, Section 1 .2 and Tables 1-1, 1-2, 1-3 and 1-4 .
A3 . See Chapter 1, Section 1 .5 .1 and Table 1-8 . A9 . See Chapter 1, Section 1 .2 and 1 .3 and Tables 1-1 and 1-4 .
A4 . See Chapter 1, Section 1 .2 .1 and Table 1-1 . A10 . See Chapter 1, Section 1 .5 and Table 1-8 .
A5 . See Chapter 1, Section 1 .2 .5 and Table 1-1 .  A11 . See Chapter 1, Section 1 .5 .
A6 . See Chapter 2, Section 2 .3 and Table 2-3 . A12 . See Chapter 1, Section 1 .3 and Table 1-4 .
Lifetime Footnotes
L1 . Total lifetime reported in WMO (2014) .
L2 . Tropospheric photolysis partial lifetimes
Molecule Formula Lifetime (years) Reference
Nitrous oxide N2O 14,600 SPARC Lifetime Report (Ko et al ., 2013) *
Carbon tetrachloride CCl4 1,230 SPARC Lifetime Report (Ko et al ., 2013) *
CFC-11 CCl3F 1,770 SPARC Lifetime Report (Ko et al ., 2013) *
CFC-12 CCl2F2 12,500 SPARC Lifetime Report (Ko et al ., 2013) *
CFC-112 CCl2FCCl2F 2,280 Davis et al . (2016)
CFC-112a CCl3CClF2 1,190 Davis et al . (2016)
CFC-113 CCl2FCClF2 8,120 SPARC Lifetime Report (Ko et al ., 2013) *
CFC-113a CCl3CF3 1,480 Davis et al . (2016)
CFC-114 CClF2CClF2 19,600 SPARC Lifetime Report (Ko et al ., 2013) *
CFC-114a CCl2FCF3 8,300 Davis et al . (2016)
(E)-R316c (E)-1,2-c-C4F6Cl2 3,600 Papadimitriou et al . (2013b)
(Z)-R316c (Z)-1,2-c-C4F6Cl2 10,570 Papadimitriou et al . (2013b)
Bromodichloromethane CHBrCl2 222 days WMO (2014) Table 1-5
Dibromochloromethane CHBr2Cl 160 days WMO (2014) Table 1-5
Methylene bromide CH2Br2 13 .7 WMO (2014) Table 1-5
Bromoform CHBr3 ~23 days Papanastasiou et al . (2014)
Halon-1202 CBr2F2 2 .74 Papanastasiou et al . (2013)
Halon-1211 CBrClF2 27 .2 Papanastasiou et al . (2013)
Halon-1301 CBrF3 4,050 SPARC Lifetime Report (Ko et al ., 2013) **
Halon-2402 CBrF2CBrF2 85 .5 Papanastasiou et al . (2013)
*   Model mean given in SPARC Table 5 .6 scaled to recommended total lifetime .
**  Model mean given in SPARC Table 5 .6 scaled to CBrF3 UV cross section reported by Bernard et al . (2015) .
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L3 . Atmospheric lifetimes recommended in the SPARC Lifetime report (Ko et al ., 2013) . Note, in some cases there are 
slight differences between the combination of the partial lifetimes and the recommended total atmospheric life-
time, which was derived from multi-model results and field observations .
L4 . OH rate coefficient taken from Atkinson (2003) .
L5 . OH rate coefficient taken from Le Calve et al . (1997) .
L6 . Room temperature OH rate coefficient taken from Wallington et al . (1997) and E/R assumed to be 1000 K .
L7 . Total lifetime is the best estimate taken from Ravishankara et al . (1993) that includes mesospheric loss due to 
 Lyman-α (121 .567 nm) photolysis . Electron reactive loss was included for SF6 . 
L8 . Stratospheric partial lifetime was taken from the 2-D model calculations in Davis et al . (2016) . These values are 
in agreement with the values reported in Laube et al . (2014) [59 (43–95) years for CFC-112, 51 (32–113) years for 
 CFC-112a, and 59 (31–305) years for CFC-113a (scaled to a CFC-11 lifetime of 52 years)], but of higher precision .
L9 . The total lifetime includes mesospheric loss due to Lyman-α (121 .567 nm) photolysis .
L10 . Lifetime taken from Kloss et al . (2014) .
L11 . Stratospheric partial lifetime taken from 2-D model calculations in Papadimitriou et al . (2013b) .
L12 . k(OH) in the NASA/JPL (Burkholder et al ., 2015) data evaluation was updated since the previous assessment result-
ing in a slight change in the OH tropospheric loss partial lifetime from that given in WMO (2014) .
L13 . Ocean and soil loss partial lifetimes
Molecule Formula Soil Lifetime(years) Reference
Ocean Lifetime
(years) Reference
Methyl  chloride CH3Cl 4 .2 Hu et al . (2012) 12 Hu et al . (2013)
Methyl 
 bromide CH3Br 3 .35
Montzka and 
 Reimann et al . 
(WMO, 2014)
3 .1 Hu et al . (2012)
Carbon 
 tetrachloride CCl4 375 (288–536)*
Rhew and Happell 
(2016), 
SPARC (2016) 
183 (147–241)* Butler et al . (2016)
HCFC-21 CHCl2F – 673 Yvon-Lewis and Butler (2002)
HCFC-22 CHClF2 – 1,174 Yvon-Lewis and Butler (2002)
HCFC-124 CHClF-CF3
– 1,855 Yvon-Lewis and Butler (2002)
HCFC-141b CH3C-Cl2F
– 9,190 Yvon-Lewis and Butler (2002)
HCFC-142b CH3C-ClF2
– 122,200 Yvon-Lewis and Butler (2002)
HFC-41 CH3F – 1,340 Yvon-Lewis and Butler (2002)
HFC-125 CHF2CF3 – 10,650 Yvon-Lewis and Butler (2002)
HFC-134a CH2FCF3 – 5,909 Yvon-Lewis and Butler (2002)
HFC-152a CH3CHF2 – 1,958 Yvon-Lewis and Butler (2002)
Methyl 
 chloroform CH3CCl3 – 94 Yvon-Lewis and Butler (2002)
Sulfuryl 
 fluoride SO2F2 – 40 Mühle et al . (2009)
*   Possible range of lifetime given in parenthesis .
L14 . Lifetimes taken from Papanastasiou et al . (2018) where k(OH) was calculated using the structure activity relation-
ship (SAR) of DeMore (1996) and stratospheric lifetime estimated as described in footnote e .
L15 . 2-D model calculated stratospheric lifetime reported in McGillen et al . (2015) .
L16 . OH reactivity assumed the same as CHF2CF3 (HFC-125) .
L17 . Stratospheric partial lifetime calculated using 2-D model with OH and O(1D) rate coefficients recommended in 
SPARC lifetime report, Chapter 3 (Ko et al ., 2013) .
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L18 . OH reactivity calculated using the structure activity relationships of DeMore (1996) with an assumed E/R of 1700 K .
L19 . OH reactivity calculated using the room temperature rate coefficient reported by Young et al . (2009a) with an 
 assumed E/R of 1700 K .
L20 . OH reactivity taken from IUPAC evaluation (Ammann et al ., 2017) .
L21 . OH reactivity taken from Chen et al . (2011) .
L22 . The OH rate coefficient data were taken from Baasandorj and Burkholder (2016) .
L23 . No experimental data available for the OH reaction and the lifetimes were estimated based on reactivity trends of 
fluorinated ethenes and propenes .
L24 . The OH rate coefficient was taken from Jia et al . (2013) .
L25 . The OH rate coefficient data were taken from Baasandorj et al . (2018) .
L26 . Assumed to be the same as HFO-1336mzz(E) .
L27 . OH reactivity was calculated using the room temperature rate coefficient reported by Sulbaek Andersen et al . 
(2005) with the E/R obtained for the OH + CH2=CHCF3 reaction, -170 K .
L28 . OH reactivity was calculated using the rate coefficient data from Papadimitriou and Burkholder (2016) .
L29 . Lifetimes recommended in the SPARC CCl4 report (2016) .
L30 . Lifetime due to reaction with Cl-atom of 259 years taken from the SPARC lifetime report, Chapter 5 model-mean 
(Ko et al ., 2013) .
L31 . Local lifetime estimated as similar to that of (E)-CF3CH=CHCl .
L32 . Local lifetime estimated as similar to that of CF3CF=CF2 .
L33 . Stratospheric photolysis lifetime was estimated using the empirical relationship given in Orkin et al . (2013) .
L34 . Lifetime estimated to be similar to that of CBr2F2 .
L35 . OH rate coefficient taken from Orkin et al . (2017) .
L36 . Tropospheric (84,150 years) and mesospheric (2,531 years) lifetimes taken from 2-D model calculations in Papad-
imitriou et al . (2013a) .
L37 . Estimated total lifetime lower-limit . 
L38 . Total lifetime range taken from Takahashi et al . (2002) including mesospheric loss due to Lyman-α (121 .567 nm) 
photolysis, dissociative electron attachment, and solar proton event loss processes .
L39 . Total lifetime estimate based on the increase in Lyman-α (121 .567 nm) absorption cross section (increased photol-
ysis rate) with increasing number of –CF2- groups in the perfluorocarbon .
L40 . OH rate coefficient taken from Zhang et al . (2017) .
L41 . Room temperature OH rate coefficient taken from Young et al . (2009b) with the E/R assumed to be the same as for 
the OH + CF3CF=CF2 reaction, -415 K .
L42 . Tropospheric OH partial lifetime estimated from that for CF3CH2OCF2CHF2 by adjusting for the reactivity contribu-
tion of –CF2CHF2 determined from the reactivity of CF3CF2OCF2CHF2 .
L43 . Tropospheric OH partial lifetime estimated from those for CF3OCH3 and CHF2CH2CF3 .
L44 . Room temperature OH rate coefficient taken from Oyaro et al . (2005) with an assumed E/R of 500 K .
L45 . Estimated OH reactivity .
L46 . Tropospheric OH partial lifetime estimated to be greater than that of CHF2CF2OCHF2 and less than that of 
 CHF2CF2CF2CF3 .
L47 . Tropospheric OH partial lifetime estimated to be the same as for CF3OCH2CF3 .
L48 . Tropospheric OH partial lifetime estimated to be the same as for CH3OCF2CHF2 .
L49 . Tropospheric OH partial lifetime estimated from the sum of the OH partial lifetimes of CF3CF2OCF2CHF2 and 
 CF3CF2OCH2CHF2 .
L50 . Room temperature OH rate coefficient taken from Oyaro et al . (2004) with an assumed E/R of 500 K .
L51 . Tropospheric OH partial lifetime estimated in Bravo et al . (2011b) .
L52 . Tropospheric OH partial lifetime calculated using the OH rate coefficient from Chen et al . (2005) .
L53 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Christensen et al . 
(1998) with an assumed E/R of 1000 K .
L54 . OH reactivity assumed to be similar to that of HCF2OCF2H .
L55 . OH reactivity assumed to be similar to HG-10 .
L56 . OH reactivity assumed to be similar to HG-01 .
L57 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Javadi et al . 
(2007) with an assumed E/R of 1000 K .
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L58 . Tropospheric OH partial lifetime calculated using the structure activity relationship estimated OH rate coefficient 
in Urata et al . (2003) .
L59 . OH rate coefficient calculated theoretically in Blowers et al . (2008) .
L60 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Sulbaek Anders-
en et al . (2004) with an assumed E/R of 1000 K .
L61 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Wallington et al . 
(2004) with an assumed E/R of 1000 K .
L62 . Tropospheric OH partial lifetime calculated using the OH rate coefficient from Tokuhashi et al . (1999) .
L63 . Lifetime estimated in Young et al . (2006) .
L64 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Mashino et al . 
(2000) with an assumed E/R of -400 K .
L65 . Tropospheric OH partial lifetime calculated using the OH rate coefficient from Chen et al . (2004a) .
L66 . Tropospheric OH partial lifetime calculated using the OH rate coefficient from Chen et al . (2004b) . There is no ex-
perimental data available for perfluorobutyl formate and it is assumed to be similar to perfluoroporopyl formate .
L67 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Oyaro et al . 
(2004) with an assumed E/R of 500 K .
L68 . Lifetime estimated in Bravo et al . (2011a) .
L69 . Tropospheric OH partial lifetime calculated using the OH rate coefficient from Chen et al . (2006) .
L70 . Tropospheric OH partial lifetime estimated in Christensen et al . (1998) based on comparison with Cl atom  reactivity .
L71 . OH reactivity assumed to be the same as for perfluorobutyl acetate .
L72 . OH reactivity assumed to be the same as for CF3C(O)OCH2CH3 .
L73 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Blanco and  Teruel 
(2007) with an assumed E/R of 1000 K .
L74 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Oyaro et al . 
(2005) with an assumed E/R of 1500 K .
L75 . Tropospheric OH partial lifetime calculated using the room temperature OH rate coefficient from Oyaro et al . 
(2004) with an assumed E/R of 1000 K .
L76 . Tropospheric OH partial lifetime calculated using the OH rate coefficient from Antiñolo et al . (2010) .
L77 . OH rate coefficient taken from Antiñolo et al . (2011) .
L78 . OH reactivity estimated by comparison with other fluoroalcohols .
L79 . OH reactivity calculated using the room temperature rate coefficient reported by Ellis et al . (2003) with an assumed 
E/R of 1000 K .
L80 . OH rate coefficient taken from Bravo et al . (2010) .
L81 . OH rate coefficient taken from Antiñolo et al . (2012) .
L82 . Tropospheric photolysis is the dominant loss process for perfluoroketones (Jackson et al ., 2011; Taniguchi et al ., 2003) .
L83 . OH reactivity assumed to be similar to that of NOVEC-1230 .
L84 . Lifetime primarily determined by UV photolysis with a decreasing local lifetime with increasing altitude .
L85 . Lifetime estimates taken from the 3-D model simulations of Youn et al . (2010) .
L86 . Lifetime range is representative of the variation in local photolysis partial lifetime with time and location of 
 emission .
L87 . Photolysis lifetimes taken from Mössinger et al . (1998) for CH2BrI and Roehl et al . (1997) for CH2ClI, CH3CH2I, 
 CH3CH2CH2I, CH3CHICH3 .
L88 . OH reactivity assumed to be similar to that of CH2Br2 .
L89 . OH reactivity taken from Zhang et al . (2011) .
L90 . OH reactivity taken from Zhang et al . (2012)
L91 . Photolysis and OH reactivity assumed the same as for CF3I .
L92 . Heterogeneous processing is the predominate removal process .
L93 . Lifetime reported in Brühl et al . (2012) .
L94 . Lifetimes taken from Papadimitrou et al . (2008) and Mühle et al . (2009) .
ODP Footnotes
O1 . See Chapter 1, Section 1 .5 .1 .
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O2 . Negligible and assigned a value of zero .
O3 . ODP taken from WMO (2014) Table 5 .2 .
O4 . A greater ODP value was reported from the 2-D model calculations in Davis et al . (2016): 0 .95 (CFC-113), 0 .78 ( CFC-
114), 0 .44 (CFC-115), 1 .01 (CFC-12), and 1 .06 (CCl4) .
O5 . Taken from Montreal Protocol .
O6 . ODP taken from the 2-D model calculations in Davis et al . (2016) . The semi-empirical ODP reported in Laube et al . 
(2014) is consistent with the latter Davis et al . (2016) value, but has a larger uncertainty range .
O7 . ODP taken from Kloss et al . (2014) .
O8 . ODP taken from the 2-D model calculations in Papadimitriou et al . (2013b) .
O9 . Semi-empirical ODP calculated using empirical relationship of the fractional release factor with stratospheric life-
time given in Papanastasiou et al . (2018) .
O10 . Taken from Papanastasiou et al . (2018) .
O11 . ODP taken from WMO (2011) .
O12 . Upper-limit of ODPs of short-lived substances reported in the studies of Brioude et al . (2010) (C2H5Br, CH2CBrCF3, 
n-C3H7Br, C2HCl3, CCl3CHO, CH3I, CF3I, C3F7I, CH2ClI, CHBr3), Wuebbles and co-workers (Patten et al ., 2011; Patten 
and Wuebbles, 2010; Wuebbles et al ., 2011; Wuebbles et al ., 2009; Youn et al ., 2010) (C3H7Br, C2HCl3, C2Cl4, HFO-
1233zd, (E)-CHCl=CHCl, CF3I, and CH3I), and Tegtmeier et al . (2012) (CH2Br2, CHBr3) . The derived ODPs in these 
studies were shown to be strongly dependent on the region and season of the substance emission with the great-
est values obtained for emissions in the Indian subcontinent .
O13 . Taken from Langbein et al . (1999) .
O14 . Value not available .
O15 . Assumed to be <0 .02 for surface emission .
O16 . Assumed to be the same as for CF3I .
RE, GWP, and GTP Footnotes
R1 . Radiative metrics taken from IPCC (2013) .
R2 . RE calculated using the room temperature infrared absorption spectrum reported in the Pacific Northwest  National 
Laboratory (PNNL) database, https://secure2 .pnl .gov/nsd/nsd .nsf (Sharpe et al ., 2004) .
R3 . RE taken from recommendation given in Hodnebrog et al . (2013), which was based on a combination of literature 
review of experimental data and re-analysis .
R4 . Radiative metrics calculated using the infrared absorption spectrum reported in Davis et al . (2016) and the lifetime 
reported here .
R5 . Radiative metrics calculated using the infrared absorption spectrum reported in Papadimitriou et al . (2013b) and 
the lifetime reported here .
R6 . Radiative metrics calculated using the theoretically calculated infrared absorption spectrum in Papanastasiou et 
al . (2018) and lifetimes given here .
R7 . Radiative metrics calculated using the theoretically calculated infrared absorption spectrum and lifetimes  reported 
in Papanastasiou et al . (2018) .
R8 . Radiative metrics calculated using the infrared spectrum and lifetimes reported in McGillen et al . (2015) .
R9 . Radiative efficiency not available .
R10 . Radiative metrics calculated using the RE reported in Le Bris et al . (2018) and the lifetime reported here .
R11 . Radiative metrics calculated using the infrared spectrum in Baasandorj and Burkholder (2016) .
R12 . Radiative metrics calculated using the RE reported in Jai et al . (2013) with lifetime and stratospheric temperature 
corrections applied here using the lifetimes reported here .
R13 . Radiative metrics calculated using the infrared spectrum in Baasandorj et al . (2018) .
R14 . Radiative metrics calculated using the infrared spectrum in Papadimitriou and Burkholder (2016) .
R15 . Radiative metrics calculated using the infrared spectrum in Wallington et al . (2016) .
R16 . Radiative metrics calculated using the infrared spectrum in Gierczak et al . (2014) .
R17 . Radiative metrics calculated using the infrared spectrum in Orkin et al . (2017) .
R18 . Infrared absorption spectrum taken from Bernard et al . (2018) .
R19 . RE taken from recommendation given in Hodnebrog et al . (2013), which was based on theoretically calculated 
infrared absorption spectra and analysis .
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R20 . Radiative metrics calculated using the RE reported in Zhang et al . (2017) and the lifetime reported here .
R21 . Assumed to be similar to NOVEC-1230 .
R22 . Assumed negligible .
R23 . Assumed to be similar to that of CF3I .
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ChemiCAl FormulAe And nomenClAture
Reactive Halogen-Containing Species
Cl atomic chlorine Br atomic bromine
Cly total inorganic chlorine Bry total inorganic bromine
Cl2 molecular chlorine Br2 molecular bromine
ClO chlorine monoxide BrO bromine monoxide
ClOx (ClO + 2 ClOOCl) Br2O dibromine monoxide
Cl2O2, ClOOCl dichlorine peroxide (ClO dimer) BrOx (Br, BrO, BrONO2, 
    HOBr, ....)
ClONO2, ClNO3 chlorine nitrate BrONO2, BrNO3 bromine nitrate
HCl hydrogen chloride (hydrochloric acid) HBr hydrogen bromide
HOCl hypochlorous acid HOBr hypobromous acid
F atomic fluorine I atomic iodine
F2 molecular fluorine I2 molecular iodine
Fy total inorganic fluorine Iy total inorganic iodine
HF hydrogen fluoride (hydrofluoric acid) IO iodine monoxide
FOx F + FO IOx iodine radicals
  
Other Reactive Species
O atomic oxygen H atomic hydrogen
O(3P) atomic oxygen (ground state) H2 molecular hydrogen
O(1D) atomic oxygen (first excited state) OH hydroxyl radical
O2 molecular oxygen HO2 hydroperoxyl radical
O3 ozone H2O water
Ox odd oxygen (O, O(1D), O3) HOx odd hydrogen (H,
    OH, HO2, H2O2)
   
N atomic nitrogen HNO2, HONO nitrous acid
N2 molecular nitrogen HOONO pernitrous acid
N2O nitrous oxide HNO3 nitric acid
NO nitric oxide HNO4, HOONO2 peroxynitric acid
NO2 nitrogen dioxide NH3 ammonia
NO3 nitrogen trioxide, nitrate radical NH4NO3 ammonium nitrate
N2O5 dinitrogen pentoxide NOx nitrogen oxides 
    (NO + NO2)
B.1
Other Reactive Species (continued)
HNO3•3H2O nitric acid trihydrate condensate NOy total reactive nitrogen 
      (NAT)   (NO, NO2, NO3, N2O5,
    ClONO2, HNO4, 
    HNO3) 
S atomic sulfur  
SO2 sulfur dioxide H2S hydrogen sulfide
H2SO4 sulfuric acid CS2 carbon disulfide
CH3SCH3 dimethyl sulfide (DMS) COS, OCS carbonyl sulfide
   
C carbon atom  
CO carbon monoxide CO2 carbon dioxide
CH3 methyl radical CH3CH3 ethane
CH4 methane CH3CH2CH3 propane
CH3OH methyl alcohol, methanol CH3CH2CH2CH3 butane
CF3C(O)OH, CF3CO2H trifluoroacetic acid (TFA) CH2O formaldehyde
   
CaCO3 calcite, calcium carbonate  
TiO2 titanium dioxide  
Al2O3 aluminum oxide  
Note: Table A-1 in Appendix A provides an extensive listing of chemical names and formulas, including many ozone depleting substanc-
es, their replacements, and other substances of interest to the Montreal Protocol.
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Appendix C
2018 ozone Assessment ACronym diCtionAry
A1  baseline (or most likely) halocarbon scenario of the Ozone Assessment
A1-2006  baseline (or most likely) halocarbon scenario of the 2006 Ozone Assessment 
A1-2010  baseline (or most likely) halocarbon scenario of the 2010 Ozone Assessment
A1B  scenario of the IPCC Special Report on Emissions Scenarios (SRES)
A5  Article 5 countries of the Montreal Protocol
AGAGE  Advanced Global Atmospheric Gases Experiment 
AAO  Antarctic oscillation
AC  air conditioning
ACC  Antarctic Circumpolar Current
ACCMIP  Atmospheric Chemistry and Climate Model Intercomparison Project
ACE-FTS  Fourier Transform Spectrometer instrument on the 
  Atmospheric Chemistry Experiment satellite
AGAGE  Advanced Global Atmospheric Gases Experiment (atmospheric monitoring surface sites)
AGWP  absolute GWP, which is the radiative forcing integrated over a given time horizon, 
  resulting from a pulse emission of the gas
AMIP  Atmospheric Model Intercomparison Project
AMSU  Advanced Microwave Sounding Unit (satellite-based instrument)
AO  Arctic oscillation
AoA  age of stratospheric air
AR5  IPCC Fifth Assessment Report
ASL  Amundsen Sea Low
ATAL  Asian Tropopause Aerosol Layer
ATLAS  a Lagrangian chemistry and transport model (CTM)
ATT Cross-Calibrated Multi-Platform products
CCMVal  Chemistry-Climate Model Validation Activity (e.g. CCMVal-2 = Phase 2 of CCMVal)
CDM  Clean Development Mechanism of the Kyoto Protocol
CFCs  chlorofluorocarbons
CFSR  Climate Forecast System Reanalysis 
CGAA  Cape Grim Air Archive (atmospheric monitoring surface sites)
CIMS  Chemical Ionization Mass Spectrometer instrument
CLAES  Cryogenic Limb Array Etalon Spectrometry (satellite-based instrument)
CLaMS  Chemical Lagrangian Model of the Stratosphere
CMEs  coronal mass ejections
CMIP  Climate Model Intercomparison Project (e.g. CMIP5 = Phase 5 of CMIP)
CONTRAST  Convective Transport of Active Species in the Tropics (aircraft-based field campaign)
CPT  cold point tropopause
CR-AVE  Costa Rica Aura Validation Experiment (aircraft-based field campaign)
CSIRO  Commonwealth Scientific and Industrial Research Organisation
CTM  chemistry transport model
CUE  Critical use exemption
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C.2
DJF December-January-February
DOAS  Differential Optical Absorption Spectroscopy instrument
DU Dobson Units
ECMWF  European Centre for Medium-Range Weather Forecasts (forecast model)
ECS  equilibrium climate sensitivity
EDGAR  Emissions Database for Global Atmospheric Research
EESC  Equivalent Effective Stratospheric Chlorine
EHF  eddy heat flux
ENSO  El Niño–Southern Oscillation
ENVISAT  Environmental Satellite
EOFs  empirical orthogonal functions
EPA  Environmental Protection Agency 
EPP  energetic particle precipitation
ERA ECMWF Re-Analysis (a global atmospheric reanalysis data product)
EAR-40 ECMWF 40-year Re-Analysis
ERA-Interim  ECMWF Interim Re-Analysis
FPH  frost point hygrometer
FRF fractional release factor
FTIR  Fourier transform infrared
GAW  Global Atmosphere Watch programme of WMO
GC-ECD  gas chromatography-electron capture detection instrument
GC-MS  gas chromatography-mass spectrometry instrument
GCM general circulation model
GDP  gross domestic product
GeoMIP  Geoengineering Model Intercomparison Project
GEOSCCM  Goddard Earth Observing System Chemistry Climate Model
GHG  greenhouse gas
GOME  Global Ozone Monitoring Experiment spectrometer (satellite-based instrument)
GOMOS  Global Ozone Monitoring by Occultation of Stars (satellite-based instrument)
GOZCARDS  Global OZone Chemistry And Related trace gas Data records for the Stratosphere
GPS  global positioning system
GSG GOME-SCIAMACHY-GOME-2 merged dataset
GtCO2-eq gigatonnes of carbon dioxide equivalent
GTO the GOME-type Total Ozone column ozone product
GTP global temperature potential
GWP  global warming potential
HALOE  HALogen Occultation Experiment (satellite-based instrument)
HF hydrogen fluoride
HCFC  hydrochlorofluorocarbon
HCFO  hydrochlorofluoroolefin
HFC  hydrofluorocarbon
HFE  halogenated ether
HFO hydrofluoroolefin
HIAPER High-performance Instrumented Airborne Platform for Environmental Research 
HIPPO  HIAPER Pole-to-Pole Observations (aircraft-based field campaign)
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HTOC  Halon Technical Options Committee
IASI  Infrared Atmospheric Sounding Interferometer (satellite-based instrument)
IGAC  International Global Atmospheric Chemistry project
IHD  interhemispheric difference
ILT  independent linear trend
IPCC  Intergovernmental Panel on Climate Change
JJA June-July-August
LCCP  Life Cycle Climate Performance
LIMS Limb Infrared Monitor of the Stratosphere (satellite-based instrument)
LOTUS  Long-term Ozone Trends and Uncertainties in the Stratosphere (a SPARC activity)
LS  lower stratosphere 
LZRH  level of zero radiative heating
MAC  mobile air conditioning
MAGICC6  Model for the Assessment of Greenhouse Gas Induced Climate Change
MAM March-April-May
MBL  marine boundary layer
MERRA  Modern Era Retrospective-analysis for Research and Applications 
  (e.g. MERRA-2 = version 2 of MERRA)
MIPAS  Michelson Interferometer for Passive Atmospheric Sounding
MIPAS-B  balloon-based Michelson Interferometer for Passive Atmospheric Sounding 
MLF  Montreal Protocol’s Multilateral Fund
MLR  multiple linear regression
MLS  Microwave Limb Sounder (satellite-based instrument)
MMM multi-model mean
MOD merged ozone dataset
MSU  Microwave Sounding Unit (satellite-based instrument)
MZM  monthly zonal mean
NAM  Northern Annular Mode
NAO  North Atlantic oscillation
NASA  National Aeronautics and Space Administration (United States)
NAT  nitric acid trihydrate
NCEP  National Centers for Environmental Prediction (NOAA; United States)
NCEP/CFSR  NCEP Climate Forecast System Reanalysis (data product)
NDACC  Network for the Detection of Atmospheric Composition Change
NDCs  Nationally Determined Contributions within the Paris Agreement within the UNFCCC
NH  Northern Hemisphere
NIES  National Institute for Environmental Studies (Japan)
NIK  not-in-kind
NOAA  National Oceanic and Atmospheric Administration (United States)
NRLSSI  Naval Research Laboratory Spectral Solar Irradiance model
OCS carbonyl sulfide (also COS)
ODP  ozone depletion potential 
ODS  ozone-depleting substance 
OMD  ozone hole mass deficit
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OMI  Ozone Monitoring Instrument (satellite-based instrument)
OMPS  Ozone Mapping Profiler Suite (satellite-based instrument)
OPCs  optical particle counters
OSIRIS  Optical Spectrograph and InfraRed Imaging System (satellite-based instrument)
PCE perchloroethylene, also known as tetrachloroethylene 
PCO  partial column ozone
PFC  perfluorocarbon
PG  product gas
PGI  product gas injection
Pre-AVE  Pre- Aura Validation Experiment (field campaign)
PSC polar stratospheric cloud
PWLT  piecewise linear trend
PWT  piecewise trend
QBO  Quasi-Biennial Oscillation
QPS  quarantine and pre-shipment
RCP  Representative Concentration Pathway (used by IPCC)
RF  radiative forcing
S-RIP  WCRP SPARC Reanalysis Intercomparison Project 
SABER  Sounding of the Atmosphere using Broadband Emission Radiometry (satellite-based instrument)
SAGE  Stratospheric Aerosol and Gas Experiment (satellite-based instrument)
SAM  southern annular mode
SAP  UNEP Scientific Assessment Panel to the Parties of the Montreal Protocol
SATIRE-S  Spectral and Total Irradiance Reconstruction—Satellite era model
SBUV / SBUV MOD / 
SBUV COH Solar Backscatter Ultraviolet (satellite-based instrument) / Merged Ozone Data (MOD) product / 
  SBUV Cohesive dataset
SCIAMACHY  SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY 
  (satellite-based instrument)
SCISAT  SCIence SATellite
SG  source gas
SGI  source gas injection
SH Southern Hemisphere
SHADOZ Southern Hemisphere Additional Ozonesondes
SHIVA  Stratospheric ozone Halogen Impacts in a Varying Atmosphere (field experiment)
SLIMCAT Single-Layer Isentropic Model of Chemistry and Transport
SLR  sea level rise
SNAP  Significant New Alternatives Policy
SON September-October-November
SOR  solar ozone response
SORCE  Solar Radiation and Climate Experiment
SPARC  Stratospheric Processes And their Role in Climate (project of WCRP)
SPEs  solar proton events
SRES  Special Report on Emissions Scenarios (used by IPCC)
SSI  solar spectral irradiance
SSP  Shared Socioeconomic Pathway
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SST  sea surface temperature
SSU  Stratospheric Sounding Unit (satellite-based instrument)
SSW  sudden stratospheric warming
STAR  The NOAA Center for Satellite Applications and Research 
STE  stratosphere-troposphere exchange
STT stratosphere-to-troposphere transport
Suomi NPP  Suomi National Polar-orbiting Partnership weather satellite
SWOOSH  Stratospheric Water and OzOne Satellite Homogenized (merged data record)
SWV  stratospheric water vapor
SZA  solar zenith angle
TC4  Tropical Composition, Cloud and Climate Coupling (aircraft-based field experiment)
TCE trichloroethene, trichloroethylene
TCO  total column ozone
TEAP  UNEP Technology and Economic Assessment Panel to the Parties of the Montreal Protocol
TELIS  TEtrahertz and submillimeter LImb Sounder (satellite-based instrument)
TES Tropospheric Emission Spectrometer
TFA  trifluoroacetic acid
TOAR  Tropospheric Ozone Assessment Report
TOMCAT Toulouse Off-line Model of Chemistry and Transport
TOMS  Total Ozone Mapping Spectrometer (satellite-based instrument)
TP  tropopause pressure
TransCom-VSLS A multi-model intercomparison of halogenated very short-lived substances
TSI  total solar irradiance
TTL  tropical tropopause layer 
UARS  Upper Atmosphere Research Satellite
UCI  University of California Irvine 
UEA  University of East Anglia
UNEP  United Nations Environment Programme
UNFCCC  United Nations Framework Convention on Climate Change 
US  upper stratosphere
UT upper troposphere
UTLS upper troposphere/lower stratosphere
UV ultraviolet
VEI  Volcanic Explosivity Index
VSL SG  Very Short-Lived Source Gas
VSLS  very short-lived substance
WACCM  Whole Atmosphere Community Climate Model
WCRP  World Climate Research Programme
WMO  World Meteorological Organization
WOUDC  World Ozone and Ultraviolet Radiation Data Centre of WMO/GAW
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