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ОцІНКА БІНОМІАЛьНОГО ПАРАМЕТРА r  
ПО МЕТОДУ КЛОПЕРА — ПІРСОНА
Приводяться лема, її доказ та уточнені визначення наукових понять, які стосуються оцінки 
біноміального параметра R по методу Клопера — Пірсона
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1. Вступ
У системі випробувань Бернуллі параметр R P Ai= ( ) 
R P Ai= ( )  функції розподілу B n R xi , ,( )  завжди вважа­
ється відомим. Він має сенс імовірності успішного 
функціонування технічної системи в одному i ­му 
випробуванні, якщо подія Ai  визначена відповідним 
чином, а саме — якщо Ai  складається в успішному 
функціонуванні системи в i ­му випробуванні. Од­
нак на практиці часто імовірність R  невідома та під­
лягає оцінюванню за результатами випробувань. Як 
показала практика, найбільш точні результати дають 
випробування, які проводяться по методу, який отри­
мав назву «Метод Клопера — Пірсона». Однак різні 
вчені та дослідники при практичних дослідженнях 
використовують різну термінологію, що в достат­
ньому ступені утруднює узагальнення результатів.
2. Постановка проблеми
Відповідно до сказаного, пропонуються узагальне­
ні визначення деяких наукових та технічних термі­
нів, що стосуються оцінки біноміального параметра 
R  при проведенні випробувань технічних об’єктів, 
наприклад, на надійність та живучість, з використан­
ням методу, запропонованого Клопером і Пірсоном.
3. Основна частина
3.1. Аналіз літературних джерел по темі дослі-
дження. Стосовно до теорії випробувань на надій­
ність та живучість технічних засобів одноразового 
та короткочасного використання, а також анало­
гічні проблеми стосовно до теорії функціонування 
складних систем, освітлені в багатьох доступних 
літературних джерелах. Серед вчених проблемами 
випробувань технічних систем, включаючи метод 
Клопера — Пірсона, займалися як вітчизняні, так 
і зарубіжні теоретики та практики. Серед них — 
Р. В. Судаков, Г. А. Птіцин, Е. Ю. Барзилович, 
В. А. Каштанов, В. І. Борщ, Б. В. Гнеденко, Ю. К. Бе­
ляев, Ф. А. Мірталібов, О. О. Скопа, Н. Ф. Ка­
закова та ін. Деякі результати приведені в [1—5].
3.2. Результати досліджень. У теорії надійності 
для параметра R  біноміального розподілу викорис­
товують термін «імовірність R  безвідмовної робо­
ти в одному випробуванні». Термін «імовірність 
успішного функціонування» може розглядатися як 
синонім, але в дійсності він включає згаданий 
термін з теорії надійності як окремий випадок, 
оскільки у виразі R P Ai= ( )  події Ai  може нада­
ватися довільний смисл, аби малася можливість 
у n  біноміальних випробуваннях реєструвати чис­
ло r  подій Ai  (або число n r−  подій Ai ).
Як результат випробування n ­серії Бернул­
лі пропонується приймати число r  подій Ai . 
Якщо вважати, що Ai  — подія, яка складається 
у виникненні відмовлення в i ­м випробуванні, 
то r  — число відмовлень у n  біноміальних ви­
пробуваннях. Приведемо пропоновані визначення.
Визначення 1. Будь­яка невідома константа q , 
що підлягає оцінюванню по результатах ω ∈Ω  ви­
пробувань (W  — сукупність всіх результатів ω ), 
називається параметром. 
Визначення 2. Всяка функція g ω( ) ,  яка за­
лежить від результатів ω ∈Ω  випробувань, на­
зивається статистикою.
Визначення 3. Сукупність з n  біноміальних 
випробувань Бернуллі називається n ­серією Бер-
нуллі або серією обсягу n .
Визначення 4. Випадкову величину R r
n

= −1  
назвемо точковою оцінкою для параметра R ,  який 
являє собою невідому константу.
При кожному конкретному результаті r k= , що 
отриманий після проведення n  випробувань (на­
приклад, при одержанні r = 2  в n =10  випробу­
ваннях), статистика R  приймає також конкретне, 
невипадкове значення R k n = −1 .  Однак до про­
ведення випробувань значення R  непередбачене 
і можна лише стверджувати, що 0 1≤ ≤R .
В силу випадковості R  ці нерівності викону­
ються кожна з деякою імовірністю, а саме
P R R P r n R P r nq
n
k
R Rn k
k
k nq
 <( ) = > −( )( ) = − ≤( ) =
= −



 −( )−≤∑
1 1
1 1 ,
P R R
n
k
R Rn k
k
k nq
 ≥( ) =   −( )−≤∑ 1 ,
де q R= −1 ,  причому P R R P R R <( ) ≤ ≥( ) ≤ 12 .
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Для практики більший інтерес представляють 
оцінки для R ,  які можна позначати як R  і R .  Во­
ни мають властивості гарантованості в тім смислі, 
що, як правило, R  не перевищує R  (тобто R R≤ ), 
а R ,  навпаки, як правило перевищує R  (тобто 
R R≥ ). При цьому фраза «як правило» означає, «з на­
перед заданою і досить великою імовірністю γ », 
наприклад, при γ = 0 90, .
Таким чином нас цікавлять статистики R  і R  
такі, для яких при заданій γ  і невідомому R  ви­
конуються нерівності:
P R R≤( ) ≥ γ ,  P R R≥( ) ≥ γ .  (1)
Визначення 5. Статистику R  з (1) назвемо γ  — 
нижньою границею для імовірності R ,  а число γ  буде 
називатися довірчою імовірністю.
Визначення 6. Статистику R  з (1) назвемо γ  — 
верхньою границею для імовірності R .
Визначення 7. Проміжок R R,   будемо нази­
вати довірчим інтервалом для параметра R .
Відмітимо, що довжина R R−  довірчого інтер­
валу — випадкова величина, а сам інтервал міс­
тить («накриває») невідому константу R  з імовірніс­
тю, не меншою ніж ′ = − −( )γ γ1 2 1 ,  якщо R R<  (тут 
доведення не приводиться).
Класичний результат в загальному вигляді роз­
глянутий Клопером та Пірсоном. Конкретизацію 
рішення зазначеної задачі дає наступна лема. 
Лема 1. У якості γ  — границь R  і R  можна 
вибрати статистики
R f n r= ( )2 , , ,γ  R f n r= ( )1 , , ,γ  (2)
які є коренями рівнянь 1 1
0
− =



 −( )−
=
∑γ nk x xn kk
r
k  та 
γ = 

 −( )−
=
=
∑ nk x xn kk
r
k
0
1
1 ,  що розв’язуються при зада­
них n  та γ  для кожного реєструємого значення r  
відносно x ∈[ ]0 1, .  При цьому гарантується, що 
P R R≤( ) ≥ γ  та P R R≥( ) ≥ γ .
Підкреслимо, що γ  — границі (2) залежать 
від числа n  випробувань.
Визначення 7. Проміжок R R,   випадкової 
довжини R R−  називається довірчим інтервалом 
для імовірності R .
Строгий доказ леми 1 можна отримати за до­
помогою нерівності Большева.
Доказ леми 1.
Нехай P R x F x ≤( ) = ( ) .
Тоді P R x F x P r c x n ≥( ) = − −( ) = ≤ = −( )( ) =1 0 1  
= − [ ] [ ] +( )I n c cR , .1  По відомій нерівності Больше­
ва, можна встановити, що
γ γ γ
γ
= −( ) ≤( ) = − −( ) ≥ −( ) =
= − +( ) ≥ − ≡ − +
P F R P F R
R I n r r I n r rR R
 0 1 0 1
1 1, , 1( )( ) = ≤( )P R R .
Аналогічно: 
P R P I n r r I n r r P B n R rR R i≥( ) = − +( ) ≥ − +( )( ) = ≥ −( )( ) =1 1 0, , , ,γ 
P R P I n r r I n r r P B n R rR R i≥( ) = − +( ) ≥ − +( )( ) = ≥ −( )( ) =1 1 0, , , ,γ −( ) ≤( ) ≥P B n R ri , , 0 γ γ  
або P R R≥( ) ≥ γ .  
Лема доведена.
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параметра R по методу Клопера — Пирсона.
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