We investigate the time-complexity of the All-Pairs Max-Flow problem: Given a graph with n nodes and m edges, compute for all pairs of nodes the maximum-flow value between them. If Max-Flow (the version with a given source-sink pair s, t) can be solved in time T (m), then an O(n 2 ) · T (m) is a trivial upper bound. But can we do better?
Introduction
In the maximum st-flow problem (abbreviated Max-Flow), the goal is to compute the maximum value of a feasible flow between a given pair of nodes s, t (sometimes called terminals) in an input graph. 1 Determining the time complexity of this problem is one of the most prominent open questions in fine-grained complexity and algorithms. The best running time known for directed (or undirected) graphs with n nodes, m edges, and largest integer capacity U isÕ(min{m 10/7 U 1/7 , m √ n log U }) [Mad16, LS14] , where throughoutÕ(f ) hides logarithmic factors and stands for O(f log O(1) f ). To date, there is no Ω(m 1+ε ) lower bound for this problem, even when utilizing one of the popular conjectures of fine-grained complexity, such as the Strong Exponential-Time Hypothesis (SETH) of [IP01] . 2 This gap is regularly debated among experts, and a common belief is that such a lower bound is not possible, since a near-linear-time algorithm exists but is not yet known. 3 We will henceforth assume that Max-Flow can be solved in time m 1+o(1) , and investigate some of the most important questions that remain open under this favorable assumption. (That said, our results improve state-of-the-art bounds even without this assumption.) Perhaps the most natural next-step after the s, t version is the "all-pairs" version (abbreviated All-Pairs Max-Flow), where the goal is to solve Max-Flow for all pairs of nodes in the graph. This multi-terminal problem, dating back to 1960 [May60, Chi60] , is the main focus of our work:
What is the time complexity of computing Max-Flow between all pairs of nodes?
We will discuss a few natural settings, e.g., directed vs. undirected, or node-capacities vs. edgecapacities, in which the answer to this question may vary. A trivial strategy for solving this problem (in any setting) is to invoke a T (m)-time algorithm for the s, t version O(n 2 ) times, giving a total time bound of O(n 2 ) · T (m), which is n 2 · m 1+o(1) under our favorable assumption. But one would hope to do much better, as this all-pairs version arises in countless applications, such as a graphclustering approach for image segmentation [WL93] .
In undirected edge-capacitated graphs, a seminal paper of Gomory and Hu [GH61] showed in 1961 how to solve All-Pairs Max-Flow using only n − 1 calls to a Max-Flow algorithm, rather than O(n 2 ) calls, yielding an upper bound O(n) · T (m). (See also [Gus90] for a different algorithm where all the n − 1 calls can be executed on the original graph.) This time bound has improved over the years, following the improvements in algorithms for Max-Flow, and under our assumption it would ultimately be n · m 1+o(1) . Even more surprisingly, Gomory and Hu showed that all the n 2 answers can be represented using a single tree, which can be constructed in the same time bound. Formally, A cut-equivalent tree to a graph G is an edge-capacitated tree T on the same set of nodes, with the property that for every pair of nodes s, t, every minimum st-cut in T yields a bipartition of the nodes which is a minimum st-cut in G, and of the same value as in T . 4 See also [GT01] for an experimental study, and the Encyclopedia of Algorithms [Pan16] for more background. The only algorithm that constructs a cut-equivalent tree without making Ω(n) calls to a Max-Flow algorithm was designed by Bhalgat, Hariharan, Kavitha, and Panigrahi [BHKP07] . It runs in timeÕ(mn) in unit-capacity graphs (or equivalently, if all edges have the same capacity), and utilizes a treepacking approach that was developed in [CH03, HKP07] , inspired by classical results of [Gab95] and [Edm70] . However, if Max-Flow can indeed be computed in near-linear time, then none of the later algorithms beat by a polynomial factor the time bound n · m 1+o(1) of Gomory and Hu's half-century old algorithm.
The time complexity of All-Pairs Max-Flow becomes higher in settings where Gomory and Hu's "tree structure" [GH61] does not hold. For instance, in node-capacitated graphs (where the flow is constrained at intermediate nodes, rather than edges) flow-equivalent trees are impossible, since there could actually exist Ω(n 2 ) different maximum-flow values in a single graph [HL07] (see therein also an interesting exposition of certain false claims made earlier). 5 Directed edges make the all-pairs problem even harder; in fact, in this case node-capacities and edge-capacities are equivalent, and thus this setting does not admit flow-equivalent trees, see [May62, Jel63, HL07] . In the last decade, different algorithms were proposed to beat the trivial O(n 2 )·T (m) time bound in these harder cases. The known bound for general graphs is O(m ω ), due to Cheung, Lau, and Leung [CLL13] , where ω < 2.38 is the matrix multiplication exponent. A related version, which is obviously no harder than All-Pairs Max-Flow, is to ask (among all pairs of nodes) only for flow values that are at most k, assuming unit node capacities; for example, the case k = 1 is the transitive closure problem (reachability). For k = 2, anÕ(n ω )-time algorithm was shown in [GGI + 17] , and very recently a similar bound was achieved for all k = O(1) [AGG + 18]. The aforementioned papers [CLL13, GGI + 17, AGG + 18] also present improved algorithms for acyclic graphs (DAGs). In addition, essentially optimalÕ(n 2 )-time algorithms were found for All-Pairs Max-Flow in certain graph families, including small treewidth [ACZ98] , planar graphs [LNSW12] , and surface-embedded graphs [BENW16] .
The framework of fine-grained complexity has been applied to the all-pairs problem in a few recent papers, although its success has been limited to the directed case. Abboud, Vassilevska-Williams, and Yu [AVY15] proved SETH-based lower bounds for some multi-terminal variants of Max-Flow, such as the single-source all-sinks version, but not all-pairs. Krauthgamer and Trabelsi [KT18] proved that All-Pairs Max-Flow cannot be solved in time O(n 3−ε ), for any fixed ε > 0, unless SETH is false, even in the sparse regime m = n 1+o(1) . This holds also for unit-capacity graphs, and it essentially settles the complexity of the problem for directed sparse graphs, showing that the O(n 2 ) · T (m) upper bound is optimal if one assumes that T (m) = m 1+o(1) . Recently, Abboud et al. [AGG + 18] proved a conditional lower bound that is even higher for dense graphs, showing that an O(n ω+1−ε )-time algorithm would refute the 4-Clique conjecture. However, no non-trivial lower bound is known for undirected graphs.
The Challenge of Lower Bounds in Undirected Graphs
Let us briefly explain the difficulty in obtaining lower bounds for undirected graphs. Consider the following folklore reduction from Boolean Matrix Multiplication (BMM) to All-Pairs Reachability in directed graphs (the aforementioned special case of All-Pairs Max-Flow with k = 1). In BMM the input is two n × n boolean matrices P and Q, and the goal is to compute the product matrix R given by
Computing R can be reduced to All-Pairs Reachability as follows. Construct a graph with three layers A, B, C with n nodes each, where the edges are directed A → B → C and represent the two matrices: a ∈ A is connected to b ∈ B iff P (a, b) = 1; and b ∈ B is connected to c ∈ C iff Q(b, c) = 1. It is easy to see that R(a, c) = 1 iff node a ∈ A can reach node c ∈ C (via a two-hop path). This simple reduction shows an n ω−o(1) lower bound for All-Pairs Reachability in dense directed graphs assuming the BMM conjecture. Higher lower bounds can be proved by more involved reductions that utilize the extra power of flow over reachability, e.g., an n 3−o(1) lower bound in sparse directed graphs assuming SETH [KT18] . Nevertheless, this simple reduction illustrates the main difficulty in adapting such reductions to undirected graphs.
Consider the same construction but with undirected edges (i.e., without the edge orientations). The main issue is that paths from A to C can now have more than two hops -they can crisscross between two adjacent layers before moving on to the next one. Indeed, it is easy to construct examples in which the product R(a, c) = 0 but there is a path from a to c (with more than two hops). Even if we try to use the extra power of flow, giving us information about the number of paths rather than just the existence of a path, it is still unclear how to distinguish flow that uses a two-hop path (YES case) from flow that uses only longer paths (NO case).
A main technical novelty of this work is a trick to overcome this issue. The high-level idea is to design large gaps between the capacities of nodes in different layers in order to incentivize flow to move to the "next layer". Let us exhibit how this trick applies to the simple reduction above. Remove the edge orientations from our three-layer graph, and introduce node capacities, letting all nodes in B, the middle layer, have capacity 2n, and all nodes in A ∪ C, the other two layers, have capacity 1. Now, consider the maximum flow from a ∈ A to c ∈ C. If R(a, c) = 1 then there is a two-hop path through some b ∈ B, which can carry 2n units of flow, hence the maximum-flow value is at least 2n. On the other hand, if R(a, c) = 0 then every path from a to c must have at least four hops, and a maximum flow must be composed of such paths. Any such path must pass through at least one node in A ∪ C \ {a, c}, whose capacity is only 1, hence the maximum flow is bounded by |A ∪ C \ {a, c}| = 2n − 2. This proves the same n ω−o(1) lower bound as before, but now for undirected graphs with node capacities. In Section 3 we utilize this trick in a more elaborate way to prove stronger lower bounds.
Our Results
Our main negative result is the first (conditional) lower bound for All-Pairs Max-Flow that holds in undirected graphs. For sparse, node-capacitated graphs we are able to match the lower bound n 3−o(1) that was previously known only for directed graphs [KT18] , and it also matches the hypothetical upper bound n 3+o(1) .
Theorem 1.1. Assuming SETH, no algorithm can solve All-Pairs Max-Flow in undirected graphs on n nodes and O(n) edges with node capacities in [O(n 2 )] in time O(n 3−ε ) for some fixed ε > 0.
Our lower bound holds even under assumptions that are weaker than SETH (see Section 3), as we reduce from the 3-Orthogonal-Vectors (3OV) problem. At a high level, it combines the trick described above for overcoming the challenge in undirected graphs, with the previous reduction of [KT18] from 3OV to the directed case. However, both of these ingredients have their own subtleties and fitting them together requires adapting and tweaking them very carefully.
Following our Theorem 1.1, the largest remaining gap in our understanding of All-Pairs Max-Flow concerns the most basic and fundamental setting: undirected graphs with edge capacities. What is the time complexity of computing a cut-equivalent tree? The upper bound has essentially been stuck at n · m 1+o(1) for more than half a century, while we cannot even rule out a near-linear m 1+o(1) running time. To our great surprise, after a series of failed attempts at proving any lower bound, we have noticed a simple way to design a new algorithm for computing cut-equivalent trees for graphs with unit-capacities, breaking the longstanding mn barrier! Theorem 1.2. There is an algorithm that, given an undirected graph G with n nodes and m edges (and unit edge capacities) and parameter 1 ≤ d ≤ n, constructs a cut-equivalent tree in timeÕ(md+
Using the current bound on T (m, n) we achieve running timeÕ(min{m 12/7 , m 3/2 n 1/4 }), and under the plausible hypothesis that T (m, n) = m 1+o(1) our time bound becomes m 3/2+o(1) . In the regime of sparse graphs where m =Õ(n) the previous best algorithm of Bhalgat et al. [BHKP07] had running timeÕ(n 2 ), whereas we achieveÕ(n 12/7 ), or conditionally n 3/2+o(1) . In fact, we improve on their upper bound as long as m = O(n 3/2−ε ). Clearly, this also leads to improved bounds for All-Pairs Max-Flow (with unit edge capacities), for which the best strategy known is to compute the tree and then extract the answers in time O(n 2 ).
Roadmap. Our algorithm is described in the Section 2. Then we present our lower bounds in Section 3. The last section discusses open questions.
Algorithm for a Cut-Equivalent Tree
The basic strategy in our algorithm for unit edge capacities is to handle separately nodes whose connectivity (to other nodes) is high from those whose connectivity is low. The motivation comes from the simple observation that the degree of a node is an upper bound on the maximum flow from this node to any other node in the graph. Specifically, our algorithm has two stages. The first stage uses one method (of partial trees [HKP07, BHKP07]), to compute the parts of the tree that correspond to small connectivities, and the second stage uses another method (the classical Gomory-Hu algorithm [GH61] ) to complete it to a cut-equivalent tree. Let us briefly review these two methods.
The Gomory-Hu algorithm. This algorithm constructs a cut-equivalent tree T in iterations. Initially, T is a single node associated with V (the node set of G), and the execution maintains the invariant that T is a tree; each tree node i is a super-node, which means that it is associated with a subset V i ⊆ V ; and these super-nodes form a partition V = V 1 · · · V l . At each iteration, the algorithm picks arbitrarily two graph nodes s, t that lie in the same tree super-node i, i.e., s, t ∈ V i . The algorithm then constructs from G an auxiliary graph G by merging nodes that lie in the same connected component of T \ {i}, and computes in this G a minimum st-cut, denoted C . The submodularity of cuts ensures that this cut is also a minimum st-cut in the original graph G, and it partitions V i into two subsets S and T that contain s and t, respectively. The algorithm then modifies T by splitting super-node i into two super-nodes, one associated with S and one with T , that are connected by an edge whose weight is the value of the cut C , and further connecting each neighbor of i in T to either S or T (viewed as super-nodes), depending on its side in the minimum st-cut C (more precisely, for a neighbor j it is the side containing V j ). The algorithm performs these iterations until all super-nodes are singletons, hence T is a weighted tree with effectively the same node set as G. It can be shown that for every s, t ∈ V , the minimum st-cut in T , viewed as a bipartition of V , is also a minimum st-cut in G, and of the same cut value.
Partial Tree. A k-partial tree, formally defined below, can also be thought of as the result of contracting all edges of weight greater than k in a cut-equivalent tree of G. Such a tree can obviously be constructed using the Gomory-Hu algorithm, but as stated below (in Lemma 2.2), faster algorithms were designed in [HKP07, BHKP07] , see also [Pan16, Theorem 3] . We show below (in Lemma 2.3) that such a tree can be obtained also by a truncated execution of the Gomory-Hu algorithm, and finally we use this simple but crucial fact to prove our main theorem.
Definition 2.1 (k-Partial Tree [HKP07] ). A k-partial tree of a graph G = (V, E) is a tree on l ≤ |V | super-nodes constituting a partition V = V 1 · · · V l , with the following property: For every two nodes s, t ∈ V whose minimum-cut value in G is at most k, let S, T be the super-nodes for which s ∈ S and t ∈ T , then the minimum ST -cut in the tree defines a bipartition of V which is a minimum st-cut in G and has the same value.
Lemma 2.2 ([BHKP07]
). There is an algorithm that given an undirected graph with n nodes and m edges with unit edge capacities and an integer k ∈ [n], constructs a k-partial tree in timeÕ(mk).
Lemma 2.3. There is a truncated execution of the Gomory-Hu algorithm that produces T low (i.e., its auxiliary tree T becomes T low ).
Proof. Consider an execution of the Gomory-Hu algorithm with the following choices. At each iteration, pick any two nodes s, t ∈ V that lie in the same super-node i of the current tree T (hence they are feasible choice in a Gomory-Hu execution) but furthermore lie in different super-nodes of T low , as long as such s, t exist. Then split super-node i of T using the minimum st-cut induced by T low (rather than an arbitrary minimum st-cut). As this cut corresponds to an edge in T low , it cannot split any super-node of T low , which implies, by an inductive argument, that the supernodes of T low are subsets of the super-nodes of T , and thus our chosen cut is a feasible choice for a Gomory-Hu execution. Notice also that a pair s, t as required above can be chosen as long as T is not equal to T low , hence the Gomory-Hu execution continues until T becomes exactly T low .
We are now ready to prove our main theorem.
Proof of Theorem 1.2. Let G = (V, E) be an input undirected graph with unit edge capacities, and denote by V low all the nodes in G whose degrees are at most the chosen parameter d ∈ [n], and by V high = V \ V low the nodes whose degrees are greater than d.
First use Lemma 2.2 to construct a d-partial tree T low , and treat it as the auxiliary tree computed by a truncated execution of the Gomory-Hu algorithm. Then continue a Gomory-Hu execution (using this tree) to complete the construction of a cut-equivalent tree. Note that every node in V low is in a singleton super-node of T low , since its minimum cut value to any other node is at most d; thus a super-node V i in T low has more than one node if and only if it contains only nodes in V high . Moreover, by the properties of T low , two nodes have minimum-cut value greater than d if and only if they are in the same super-node V i . Since by Lemma 2.3 there exists a truncated Gomory-Hu execution that produces T low , a Gomory-Hu execution starting with T low as the auxiliary tree will result in a cut-equivalent tree and the correctness follows. The running time bound follows as the first step of constructing T low takesÕ(dm) time, and the second step of the Gomory-Hu execution takes |V high | · M F (m, n) = O(m/d) · M F (m, n) time. Thus, the proof of Theorem 1.2 is concluded.
We can now derive the time bounds stated in the Introduction, given known Max-Flow algorithms. Using theÕ(m 10/7 )-time algorithm by [Mad16] , we can set d = m 5/7 and get a total running time ofÕ(m 10/7 · m/(m 5/7 ) + m · m 5/7 ) =Õ(m 12/7 ). Using theÕ(m √ n)-time algorithm by [LS14], we can set d = √ m · n 1/4 and get a total running time ofÕ(m √ n · m/( √ m · n 1/4 ) + m · √ m · n 1/4 ) = O(m 3/2 n 1/4 ). Thus, for m ∈ [n, n 7/6 ] it is faster to use the algorithm in [Mad16] , while for m ∈ [n 7/6 , n 3/2 ] it is faster to use the algorithm in [LS14] . Note that for every m ∈ [n, n 3/2 ) our algorithm is faster than the currently knownÕ(mn) algorithm [BHKP07] . Finally, relying on a hypothetical m 1+o(1) -time algorithm for Max-Flow, we could set d = √ m to get a total running time of m 1+o(1) · m/ √ m +Õ(m · √ m) ≤ m 3/2+o(1) , as claimed.
Conditional Lower Bound for All-Pairs Max-Flow
In this section we prove a conditional lower bound for All-Pairs Max-Flow in undirected graphs with node capacities. Our construction is inspired by the one in [KT18] , which was designed for directed graphs with edge capacities, but it adopts it using our new trick described in the introduction. In fact, readers familiar with the reduction in [KT18] may notice that we had to tweak it a little, making it simpler in certain ways but more complicated in others. This was necessary in order to apply our new trick successfully to it. The starting point for our reduction is the 3OV problem. An adaptation of the reduction by Williams [Wil05] shows that 3OV cannot be solved in O(n 3−ε ) time for any ε > 0 and d = ω(log n), unless SETH is false (see [ABW15] ). For us, it suffices to assume the milder conjecture that 3OV cannot be solved in O(n 3−ε ) time when d = n δ , for all ε, δ > 0. Refuting this conjecture has important implications beyond refuting SETH [GIKW17, ABDN18], e.g. it refutes the Weighted Clique Conjecture.
The high level structure of the reduction is the following: create three layers of nodes that correspond to the three sets of vectors, with additional two layers in between them that correspond to the coordinates. These additional layers help keep the number of edges small by avoiding direct edges between pairs of vectors. Among other things, we utilize the trick described in the introduction and set the capacity of the nodes in the leftmost and rightmost sides to be 1, while making the other capacities much larger. This way a flow would not gain too much from crisscrossing through these nodes. Formally, we prove the following.
Lemma 3.2. 3OV over vector sets of size n and dimension d can be reduced to All-Pairs Max-Flow in undirected graphs with Θ(n · d) nodes, Θ(n · d) edges, and node capacities in [2n 2 d].
Proof. Given a 3OV instance F we construct a graph G with maximum flow size between some pair (among a certain set of pairs) bounded by a certain amount if and only if F is a yes instance. For simplicity, we first provide a construction that has some of the edges directed (only where we will specifically mention that), and then we show how to avoid these directions. In addition, some of the edges will be capacitated as well, however the amount of such edges is small enough so that subdividing them with appropriate capacitated nodes will work too without a significant change to the size of the constructed graph.
An Intermediate Construction with Few Directed Edges. To simplify the exposition, we start with a construction of a graph G in which most of the edges are undirected, but some are still directed (see figure 1) .
Our final graph G will be very similar to G . It will have the same nodes and edges except that all edges will be undirected and the capacities on the nodes will be a little different. Figure 1 : An illustration of part of the reduction. Here, U 1 , U 2 , and U 3 have two vectors each; α andα in U 1 , β andβ in U 2 , γ andγ in U 3 . Bolder nodes correspond to nodes of higher capacity, and dashed edges are conditional on the input instance. For simplicity, we omit the edges not relevant to α andγ, and also the edges from nodes in {C 0 i } i∈[3] to nodes in {β ,β }. In this illustration, α = 110, β = 101,β = 001, andγ = 101. Note that the triple α,β, andγ has an inner product 0, and indeed the maximum flow from α to γ is 2 · 3 − 1 = 5.
We construct the graph G on N nodes
The layer V 1 contains a node α of capacity 1 for every vector α ∈ U 1 . V 2 contains d + 1 nodes for every vector β ∈ U 2 , d nodes denoted by β i for every i ∈ [d] and their capacity is 1, plus a node denoted by β of capacity d − 1. V 3 contains a node γ of capacity 1 for every vector γ in U 3 . The intermediate layer A contains 2d nodes: two nodes C 0 i and C 1 i of capacity n for every coordinate i ∈ [d] . The other intermediate layer B contains a node C i of capacity n for every coordinate i ∈ [d]. Finally, the auxiliary node v B has capacity n(d − 1). With a slight abuse of notation, we will use the following symbols in the following ways: α will be either a node in V 1 or a vector in U 1 ; β will be a vector in U 2 ; γ will be either a node in V 3 or a vector in U 3 ; and C i will be either a node in B or a coordinate in [d] . The usage will be clear from context.
The edges of the network will be defined as follows. First, we describe the edges that depend on the given 3OV instance.
• For every α and i ∈ [d], we add a directed edge from α to C 0 i if α[i] = 0, and a directed edge from α to C 1 i if α[i] = 1.
• For every β, we add an (undirected) edge from β i to C i if β[i] = 1.
• For every γ and i ∈ [d], we add an (undirected) edge from C i to γ if γ[i] = 1.
Moreover, there will be some (undirected) edges that are independent of the vectors. For every β, we have an edge of capacity 1 from C 0 i to β , and an edge of capacity 1 from C 1 i to β i . Also, for every β, we have an edge from β i to β , and an edge from β to v B . Finally, for every γ, we have an edge from v B to γ ∈ V 3 . (Unless specified otherwise, these edges have no capacity constraints.)
The graph built has N = n + 2d + n · d + n + 1 + d + n = Θ(nd) nodes, at most O(nd) edges, all of its capacities are in [N ], and its construction time is O(N d).
The following two claims prove the correctness of this intermediate reduction.
Claim 3.3. If every triple of vectors in (U 1 , U 2 , U 3 ) have inner product at least 1, then for all pairs α ∈ V 1 , γ ∈ V 3 the max flow in G is at least n · d.
Proof. Assume that every triple of vectors in (U 1 , U 2 , U 3 ) has inner product at least 1, and fix some α and γ. We will explain how to send n · d units of flow from α to γ in G . By the assumption, for every β there exist an
from α to γ, and so we pass a single unit of flow through every one of them, in what we call the first phase. Note that so far, the flow sums up to n, and we carry on with describing the second phase of flow through nodes of the form β .
We claim that for every β, an additional amount of (d − 1) units can pass through β , which would add up to a total flow of n(d − 1) + n = nd, concluding the proof. Indeed, for every β, we send flow in the following way. For every
, and otherwise we send a unit of flow through
. Since we defined the flow in paths, we only need to show that the capacity constraints are satisfied. Nodes of the form C i are only used in the first phase, and the flow through them equals n in total, and so their flow is within the capacity. The node v B is only used in the second phase and has n(d − 1) units of flow passing through it, just as its capacity. For every β and i = i β , we pass in the first phase a single unit of flow through β i . For every β and i = i β , we transfer in the second phase a unit of flow through β i if and only if α[i] = 1, thus it is bounded. For every β , we pass in the second phase exactly (d − 1) units of flow through β , preserving its capacity. For every C j i ∈ N (α) with i ∈ [d] and j ∈ {0, 1}, we pass a total of n units of flow to nodes in V 2 , one unit on each edge, thus the capacities are preserved, concluding the proof.
Proof. Assume for contradiction that there exists such a flow of value at least nd, and denote it by f . Let f = {p 1 , ..., p |f | } be a description of f as a (multi-)set of paths of single units of flow.
For a node x, denote by N (S) the set of all nodes adjacent to x. By our construction, the total capacity of all nodes in N (α Φ ) sums up to nd exactly. Therefore, f must have all of the nodes in N (α Φ ) saturated.
Consider a node C j i ∈ N (α Φ ) for some i ∈ [d] and j ∈ {0, 1}. Note that C j i is saturated in f while its capacity is n and it has exactly n edges adjacent to it (excluding the edges incoming from V 1 ) of capacity 1 each. Therefore, we get that every node in N (C j i ) \ V 1 must receive a single unit of flow from C j i in f . Hence, every β-cloud, which we define as all the nodes that are associated with a β, must have exactly d flow paths in f for which it is the first β-cloud that they pass through. We call this a first passing of a path through a β-cloud. In particular, for every β and for every i ∈ [d] such that α Φ [i] = 1 there must be a path p β,i in f whose prefix is (α Φ , C 1 i , β i , ...). Our main claim is that the β Φ -cloud can only have up to d − 1 flow paths that are first passing through it. Clearly, if there are more, then at least one of them does not pass through β Φ (whose capacity is only d − 1), so name this path p . We will argue that this path must be in conflict with one of the p β,i paths described above.
For
, since this is the only way it can avoid the node β Φ . This can only happen for an i ∈ [d] for which α[i] = β[i] = 1, or else those edges will not exist in G. But since (α Φ , β Φ , γ Φ ) is a triple whose inner product is 0, it must be that γ Φ [i] = 0 and so the edge {C i , γ} is not in the graph. Hence, after C i this path can only go to a nodeβ i for someβ, and the (longer) prefix of p must be (α Φ , C 1 i , β i , C i ,β i , ...). Note that this is the same index i, and we know that α Φ [i] = 1. Therefore, by the above, we know that there is another path pβ ,i in f that hasβ i as the third node on the path. (That is, there is already a path that is first-passing throughβ i .) This is a contradiction to the fact that the capacity ofβ i is 1.
The Final Construction. The main issue with avoiding the directions on the edges between nodes in V 1 and A, is that additional α's might participate in the flow as well, potentially allowing one additional unit of flow to pass through. As described in the introduction, the solution is to multiply the capacities of all nodes that are not in V 1 ∪ V 3 by 2n. This is how we get our final graph G from G . In the following we show how this modification concludes the main proof.
Claim 3.5. If every triple of vectors in (U 1 , U 2 , U 3 ) has inner product at least 1, then for all pairs α ∈ V 1 , γ ∈ V 3 the max flow in G is at least 2n 2 d.
Proof. Since the flow that was defined in Claim 3.3 does not touch nodes in V 1 ∪ V 3 , considering the same flow in G but multiplied by 2n, we get a new flow that is of size nd · (2n), concluding the proof.
Claim 3.6. If there is a triple of vectors (α Φ , β Φ , γ Φ ) ∈ (U 1 , U 2 , U 3 ) whose inner product is 0, then the max flow in G from α Φ ∈ V 1 to γ Φ ∈ V 3 is at most 2n 2 d − 1.
Proof. Let f be the maximum flow from α Φ to γ Φ in G. The paths in f can be divided into two kinds: paths that pass through nodes in (V 1 ∪ V 3 ) \ {α Φ , γ Φ }, and paths that do not. The total contribution of paths of the first kind can be upper bounded by the size of (V 1 ∪ V 3 ) \ {α Φ , γ Φ }, which is 2n − 2, since the capacity of all nodes in this set is 1. On the other hand, paths from the second kind must obey the directions of the directed edges in G and can therefore be used in G , except that in G their multiplicity (the amount of flow we push through them) can be larger by a factor of 2n. Therefore, we can upper bound the total contribution of paths of the second kind by 2n times the maximum flow in G , which is (nd − 1)(2n). Thus, the overall flow is at most (nd − 1)(2n) + 2n − 2 = 2n 2 d − 2.
Open Problems
Many gaps and open questions around the complexity of maximum flow remain after this work. We highlight a few for which our intuitions may have changed following our discoveries.
• Can we break the mn barrier also when the graphs have arbitrary (polynomial) capacities?
Our result gives hope that this may be possible.
• Can we reduce the directed case to the undirected, node-capacitated case? Because of our lower bound, it is likely that both of these cases will end up having the same time complexity, and so such a reduction may be possible.
• Can we prove any conditional lower bound for All Pairs Max Flow in undirected graphs with edge capacities? This is obviously the most important and intriguing open question in this context. Our new upper bound indicates that a natural starting point for a reduction is triangle detection, due to the similarity in upper bounds.
