International risk sharing has been among the most actively researched areas of macroeconomics for the last two decades. Empirical contributions in this field make extensive use of so called "consumption insurance" tests evaluating the extent to which idiosyncratic shocks in income get transferred to consumption. A prerequisite of such a test is the isolation of country specific variation in the data. We show that the cross-sectional demeaning technique frequently used in the literature is in general inadequate to eliminate global factors from a panel data set, and can lead to misleading inference. We argue that international risk sharing tests should instead be based on a method that more reliably deals with global factors. We claim and illustrate in our empirical application that the fairly simple common correlated effects estimator for cross-sectionally dependent panels introduced by Pesaran (2006), and Kapetanios et al. (2010) is a tool that satisfies this requirement.
Introduction
Since the early contributions by Cochrane (1991) , Mace (1991) , and Obstfeld (1994) , various tests of consumption risk sharing have been presented in the literature. A wide range of theoretical and empirical studies has examined the extent to which idiosyncratic risks are smoothed across regional or national economies through channels such as capital and credit markets, fiscal policies, and others. These tests were also used to assess the role of financial globalization in shaping the degree of risk sharing across nations. A prerequisite for these risk sharing (or consumption insurance) tests is a testable implication derived from the solution of a planner's or competitive agents' maximization problem in complete markets, that is, when it is possible to redistribute wealth or income (hence, consumption) across all date-event pairs. The solution to those problems reveals that under market completeness marginal utility growth is equalized across agents, and therefore may depend on aggregate factors but not on individual shocks. Assuming CRRA utility functions, the risk sharing hypothesis can be tested by estimating the following equation
where c it is a consumption measure for country i,c ·t is an aggregate measure of consumption, and x it is an idiosyncratic variable. Market completeness implies γ i > 0 and β i = 0. If the discount factors and the coefficients of relative risk aversion are taken to be equal across countries (quite a heroic assumption), the coefficients γ i can be shown to take a unit value. That this is generically the case is quite unlikely, and awaits empirical evidence 1 . Nevertheless, most papers in the field have built on these assumptions, under which equation (1) becomes
In virtually all macroeconomic implementations of equation (2), the generic variable x it containing idiosyncratic shocks is replaced by a proxy for idiosyncratic income, which in turn is calculated as a difference between the individual country's income and a measure of aggregate income. With these modifications the tested relationship becomes
where y it is an income measure for country i, andȳ ·t is a measure of aggregate income. Equation (3) is the basis for several recent influential empirical studies, such as Sorensen and Yosha (2000) , Giannone and Reichlin (2006) , Sorensen et al. (2007) , and Kose et al. (2009) among others. In these studies, the consumption and income measures entering the analysis are consumption growth and real gross domestic product (GDP) growth, respectively. Correspondingly, β i is interpreted as the effect of idiosyncratic real GDP growth on idiosyncratic consumption growth in country i, or as the extent of the departure from perfect risk sharing. If thec ·t andȳ ·t aggregates represent cross-sectional means, then the differencing operations in equation (3) will produce crosssectionally demeaned variables. Some studies (for example Asdrubali et al. (1996) , Lewis (1997) , Sorensen and Yosha (1998) , and Fratzscher and Imbs (2009) ) replace the explicit cross-sectional demeaning in equation (3) by an implicit one by including a time dummy in the pooled regression
where d t is a time dummy.
In an alternative approach, Crucini (1999) and Artis and Hoffmann (2007) derive testable implications for the case where individual countries pool part or all of their income (see Shiller, 1995) . They model country specific income as a mixture of domestic real GDP level and pooled real GDP level of participating countries, and obtain the test equation
Because the variables enter their model in levels, their results reflect the scale of long run international risk sharing. Both Crucini (1999) and Artis and Hoffmann (2007) , derive their results in the perfectly symmetric case where all countries are equal. By relaxing this restriction and allowing countries to be heterogeneous in terms of their economies' size and in terms of their share of pooled income, we obtain the more general model
where, as before, the β i coefficient measures the extent to which idiosyncratic shocks to income are channeled into domestic consumption. We argue in the sequel that consumption insurance tests should be based on estimating equation (6) as opposed to equations (3) or (4) because the latter suffer from inadequate handling of cross-sectional dependence and could produce misleading inference. Specifically, risk sharing tests require separation of idiosyncratic shocks from global ones, but simple cross-sectional differencing with respect to an aggregate measure is insufficient for this purpose because it imposes the overly restrictive assumption of a unit coefficient on the aggregate measure across all countries. In Section 2 we describe the common correlated effects (CCE) estimator of Pesaran (2006) , which was shown to be an effective tool for eliminating common factors from linear relationships in heterogeneous panels, and is especially practical for estimating the link between idiosyncratic fluctuations, as in international risk sharing tests. Section 3 introduces our empirical strategy, Section 4 discusses the results, and Section 5 concludes.
The common correlated effect estimator
The international risk sharing hypothesis postulates that consumption across countries follows a similar pattern, and deviations from this pattern cannot be predicted by idiosyncratic explanatory variables. The presence of a similar pattern across countries can be tested by the cross-sectional dependence (CD) statistic of Pesaran (2004) . This test is based on the pairwise correlation of unitby-unit OLS residuals, and has been shown to have good finite sample properties in heterogeneous panels. If cross-sectional independence is rejected, the co-movement of variables across countries can be modeled through common factors, and the idiosyncratic components can be obtained by an orthogonal projection of the data onto the common factors. These idiosyncratic components can then be tested for predictability. Pesaran's (2006) common correlated effects (CCE) estimator, which he proposed to deal with dependencies across units in heterogeneous panel, is an ideal tool for estimating the idiosyncratic effects, β i . The CCE estimator lends itself to this task because it accounts for common factors, such as global cycles, allows for individual specific effects of these factors, and produces coefficient estimates based on idiosyncratic fluctuations in the data.
Specifically, the CCE estimator asymptotically eliminates the cross-sectional dependence in the panel regression c it = α i + β i y it + u it , i = 1, 2, . . . , N , t = 1, 2, . . . , T ,
where c it = log(C it ), y it = log(Y it ), with C it and Y it being the level of a consumption measure and the level of an income measure, respectively. The coefficients β i represent the elasticities of consumption with respect to income for each country. Alternatively, if the risk sharing hypothesis is tested with growth rates, c it = ∆ log(C it ), y it = ∆ log(Y it ), the β i coefficients represent marginal effects. The dynamics and the common unobserved factors are modeled in the error terms u it . In particular, u it is assumed to have the following structure
where f t is an m × 1 vector of unobserved common effects with individual specific loading vector γ i , and it are the individual-specific (idiosyncratic) errors assumed to be distributed independently of y it and f t . However, the it are allowed to be weakly dependent across i, and serially correlated over time.
The CCE estimator is based on the assumption that the regressor, y it , is generated as
where a i is an individual effect, and λ i is a m × 1 loading vector. The idiosyncratic component v it is distributed independently of the common effects and across i, but is assumed to follow a covariance stationary process. The error term in (7), u it , is allowed to be correlated with the regressor, y it , through the presence of the factors in both, and failure to account for this correlation will generally produce biased estimates of the parameters of interest. Pesaran (2006) suggested using cross section averages of c it and y it to deal with the effects of the unobserved factors. His CCE estimator is defined as,
where (ι,ȳ,c) , and ι is a T × 1 vector of ones.ȳ is a T × 1 matrix of cross-sectional means of the regressor, andc is a T × 1 vector of cross-sectional means of the dependent variable. The CCE estimator is equivalent to ordinary least squares applied to an auxiliary regression that is augmented with the cross-sectional means of the variables
where γ c i and γ y i are the individual specific loading coefficients of average consumption and average income, respectively. That is, theβ i coefficient estimates reflect the effect of income on consumption after controlling for common factors in the data.
While Pesaran (2006) derived the CCE estimator for stationary variables and factors, Kapetanios et al. (2010) proved that the CCE estimators are consistent regardless of whether the common factors, f t , are stationary or non-stationary. In the latter case, c it , y it , and f t are cointegrated if it (in equation 8) is stationary. The authors also showed that under a random coefficient model, the mean of the CCE slope coefficient estimates is consistent for any number of unobserved factors. The CCE mean group estimator (CCEMG) is a simple average of the individual CCE estimators,
When the slope coefficients, β i , are homogeneous, efficiency gains can be achieved by pooling observations over the cross section units. Pesaran (2006) developed such a pooled estimator
Note that in equation (13) the observations are pooled after a unit-by-unit orthogonal projection onto the cross-sectional means. That is, the CCEP estimator allows for idiosyncratic loadings, γ c i , γ y i , while estimating a common slope coefficient for the variable of interest, β. This can also be seen by breaking down the CCE estimation algorithm into two stages. In the first stage, the common effects are filtered out from the data by regressing each variable on the cross-sectional averages of all variables in the model
In the second stage, the CCE estimate of an individual β i is obtained by regressing the residual ε c it , capturing idiosyncratic consumption, on the residualε y it , capturing idiosyncratic income. Alternatively,β CCEP is obtained by a pooled regression ofε c it onε y it . The CCE estimator nests the partial pre-filtering discussed by Obstfeld (1994) , where each variable is regressed only on its own cross-sectional mean in the first stage. However, the restriction imposed by partial pre-filtering is inappropriate if income or consumption at the country level is affected by both types of global shocks. Therefore, regressing each variable only on its own cross-sectional mean in the first stage may be inadequate to control for cross-sectional dependence. 2 The conventional approach for testing the international risk sharing hypothesis is based on subtracting worldwide aggregates from country level variables
However, cross-sectional demeaning imposes unit loading coefficients on the aggregates, which is inappropriate if the impact of global trends varies across countries. As argued in the introduction, even in the presence of full risk sharing, we should expect unit loading factors on aggregate consumption if and only if countries had equal coefficients of risk aversion and equal discount factors. The CCE estimator admits both simple and weighted cross-sectional averages in theM matrix. However, unequal weights may distort inference if they overstate the importance of outliers in the cross-sectional distribution of the data. For example, if a variable of interest is in per capita terms, each country could be weighted by its population share, so that the aggregate becomes a global per capita measure
where C stands for consumption per capita, and N stands for population. This weighting scheme overweighs countries with large population. If some of these countries are atypical, inference will be distorted. Specifically, if the proxies for the common factors are biased towards outliers, the CCE procedure will not be able to eliminate cross-sectional dependence in the panel. Furthermore, most macroeconomic time series, such as consumption and income, require a log-transformation before being fed to linear models. Such non-linear transformation will affect the location of the aggregate measure relative to the distribution of the individual country level variables, and further distort inference. These complications can be avoided if the cross-sectional means entering theM matrix are obtained by applying simple averages to log-transformed country level series.
Consistent estimation of the model parameters requires that the regression residuals be stationary. The appropriate unit root test should take into account cross-sectional dependence because, if not controlled for, it distorts inference (Banerjee et al., 2004; Gengenbach et al., 2010) . Rejection of a unit root in the CCE residuals implies that the non-stationary variables in the model and the unobserved factors are cointegrated. In the next section we describe our empirical model and report estimation results.
Data and results
Our analysis is based on annual data that we obtained from the Penn World Tables, version 7.1, released in November 2012 (Heston et al. (2012) ). This is a comprehensive dataset, covering more than 170 countries over a fairly long time span, and we selected the period 1970 -2010, in order to maximize the number of countries with continuously available data in our panel. All values are expressed in real terms in a common currency, so as to make comparisons across countries and time feasible. The analyzed series are comparable to those in other datasets. For example, growth rates of real GDP and real final consumption almost perfectly match those in the last release of the World Bank's World Development Indicators. From the PENN World Tables dataset we use the following variables: purchasing power parity converted GDP per capita and consumption per capita at 2005 constant prices (Laspeyres), and population. Table 1 and 2 display the cross-sectional mean of β i across countries and residual diagnostic tests for three approaches of dealing with cross-sectional dependence: CCE estimation, cross-sectional demeaning, and partial pre-filtering. For each method, we perform regressions with data in levels and in first-differences. The results in Table 1 are based on global trend approximations by equally weighted cross-sectional averages, whereas those in Table 2 are based on population weighted crosssectional averages. The lower panels of the tables illustrate the effect of excluding the Great Recession on the estimates by truncating the sample.
For each regression, we perform residual diagnostics to ensure that the results are not spurious. We test the residuals for cross-sectional dependence using the CD statistic proposed by Pesaran (2004) . If the CD test rejects the null hypothesis of cross-sectional independence, we apply the CRM A method of Sul (2009) to test for unit roots in the residual common factors. We also test the idiosyncratic components of the residuals for unit roots using the CIP S statistic of Pesaran (2007) .
The rejection of the CD test for the residuals in all demeaned and pre-filtered regressions indicates that these methods are not able to fully remove cross-sectional dependence from the variables. This also remains the case when the common trends are approximated by population weighted crosssectional averages. Moreover, the fact that even the CCE residuals are cross-sectionally dependent under the population weighting scheme suggests that some countries with large population are not typical in terms of risk sharing. Therefore, as explained in Section 2, population weights are inappropriate for the approximation of common factors in per capita GDP and consumption.
A quick inspection of Figure 1 , illustrating the distribution of γ c i,c and γ y i,y in the first stage regressions (14) and (15), reveals that these loading coefficients vary sharply across countries: they are not equal to one, the value imposed by the demeaning method. Similarly, Figure 2 , illustrates the distribution of the cross-loading coefficients γ y i,c and γ y i,c ; they are not equal to zero, the value imposed by pre-filtering. The constraints imposed by demeaning and pre-filtering leave these estimators misspecified, and as a result these methods are incapable of filtering out the common factors from the panels.
In all cases where the regression is based on variables in levels and the CD test rejects cross sectional independence of the residuals, the CRM A test implies that the common factors remaining in the residuals contain unit roots, and therefore the results are spurious. In regressions with stationary, differenced data, residual common factors will cause bias in the estimated coefficients due to the correlation between the residual and the regressors. In general, our diagnostic tests indicate that only the CCE estimator based on simple averaging yields statistically acceptable results. Figure 3 illustrates the distribution of individual β i 's across estimation techniques. It is immediately obvious that there is a remarkable heterogeneity among countries in terms of their risk-sharing coefficients, both in levels (long run) and in differences (short run). Correspondingly, the rejection of Pesaran and Yamagata's (2008) test of parameter homogeneity implies that pooled estimation is inappropriate.
In line with earlier studies, our estimation results indicate that, on average, consumption tends to be affected by idiosyncratic risks in both the short and the long-run, but the extent of risk-sharing tends to be higher in the short run. In the long-run, the fraction of unsmoothed cross sectional variation in GDP channelled to consumption is above 0.80, while it is about 0.70 in the short run. However, we should exercise caution in comparing these two figures, as a more appropriate assessment of the long term and the short term risk sharing coefficients should be embedded in an error correction model, as highlighted in Leibrecht and Scharler (2008) . We will not pursue this approach here, as it goes beyond the scope of our analysis.
The similarity of the mean-group estimates across estimation methods conceals some sizable differences in the country specific estimates across methods. For the data entering the analysis in log-levels, the estimated coefficients under the demeaning method are significantly different from the CCE ones for about 50% of the countries, including Australia, Austria, Belgium, Denmark, Greece, India, Japan, Netherlands, New Zealand, Norway, USA. Thus, the CCE and the traditional demeaning method to assess the degree of risk sharing yields remarkably different conclusions for these countries.
In Table 3 and 4, more than 95% of the country-specific β CCE estimates are significantly different from zero (151 out of 158), which suggests that these countries have incomplete markets. In fact, over one-third of countries exhibits dis-smoothing behavior with β CCE > 1. By contrast, the β DEM estimates obtained by the widely used demeaning methodology imply that a different set of countries is perfectly insured, and that there is a greater portion of countries with uninsured consumption (155 out of 158). The lack of risk sharing is also apparent when the estimates are obtained from log-differenced data: about 90% (142 out of 158) of β CCE∆ estimates is significantly different from zero, whereas this portion is closer to 87 % (138 out of 158) for β DEM ∆ . As in the long-run, the set of countries or regions exhibiting dis-smoothing behavior does not perfectly overlap across methods.
Let us now focus on the results obtained from the consistent CCE method only and look at country-specific behavior regarding risk-sharing. First, in terms of the number of countries, the extent of perfect risk sharing is higher in the short run. Also, there is a large group of countries which has over 50 % higher coefficient estimates in the long-run. Second, there are fewer countries with dis-smoothing behavior in the short-run. Still, there are some countries that show dis-smoothing behavior both in the short and the long run, such as the Bahamas, Barbados, Bermuda, Burkina Faso, China, Cuba, Djibouti, El Salvador, Ethiopia, Guinea, Hungary, Nepal, Nigeria, Sudan. Finally, countries such as Panama, Iraq, Tanzania are perfectly insured in both short and long run.
Conclusion
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