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a b s t r a c t
We present a method of integration for non-autonomous non-homogeneous systems of
linear ordinary differential equation (ODE), which is based in both, the cubic polynomial
segmentary interpolation and the minimal square method. This method is valid for
nonhomogeneous ordinary linear second order differential equations in the neighborhood
of regular and singular regular points. We illustrate the method with the Mathieu and
Bessel equations and two other equations that arise in the study of quantum systems with
axial symmetry, which are versions of the spheroidal wave equation.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The linearization method for ordinary non-linear differential equations [1,2], is often an efficient tool to determine
approximate solutions to nonlinear problems. Generally speaking, the cases inwhich a non-homogeneousODEwith variable
coefficients can be exactly solved are very rare. Thus, we need methods capable to give us a reasonable approximation to
the problem under consideration. Usually, different types of approximate integration methods exist which are more or less
precise depending on the type of equation. Runge–Kuttamethods, including the Taylor polynomial method, are well known.
On the other hand, nomatter howwell established the integrationmethodsmay be, the newdevelopments on the computer
technology and, particularly, the new advances in software, require new ideas for approximations. In this context [3,4] are
of particular interest.
In this paper, we use as point of departure the ideas based on optimal control and least squares methods for integration
of ODE [5–8] in order to introduce a new method of approximation of the curve solution. This method uses a segmentary
interpolation with polynomials of degree equal to three. Using proper matching conditions, the resulting approximate
solutions have continuous derivatives at the control points.
The method we propose in here has the advantage of simplicity when compared with other well known methods. As
in [5], we divide the interval which supports the solution of the equation into control points. However, we use interpolating
polynomials of order three and not a sophisticated tool as Bézier curves (based in the Berstein decomposition of a
polynomial [5]). The method in [5] may occasionally produce a lesser error than ours in some specific situations, but our
method is definitely more suitable for practical numerical analysis. We also use variational analysis at the control points,
in a way similar to previous works [5,6], with the great advantage that we need to solve only two equations at the control
(matching) points.
Although our presentation is focused in homogeneous equations, our analysis can trivially be extended to the
nonhomogeneous case and can, therefore, be compared with the Mehne method [8]. Again, the main advantage of our
method is its simplicity.
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The present article is organized as follows. In Section 2, we introduce the method of integration for linear,
inhomogeneous, non-autonomic equations. We apply the method to the Mathieu equation. In Section 3, we extend the
method for equations with singular points. Some cases are studied, like a modified Bessel equation plus two rather
complicated equations that appeared in the study of quantum integrable systems. Finally, we give concluding remarks in
Section 4.
2. The method
Let us consider the following system of ODE:
y′ = a11(x) y+ a12(x) z+ u(x),
z′ = a21(x) y+ a22(x) z+ v(x), (1)
for which the functions aij are sufficiently regular so that (1) verifies the theorems of existence and uniqueness on the
interval x0 ≤ x ≤ xN with initial values y(x0) and z(x0). In the sequel, we shall propose a one step recursive method in order
to approximate the solution by means of a polynomially segmentary curve of third degree, with continuity conditions for
the solution and its first derivative at the matching points.
Let us split the interval [x0, xN] into N parts of equal length. Thus, [x0, xN] is divided into subintervals of the form [xn, xn+1]
with xn = x0 + nh, n = 0, 1, . . . ,N and h := (xN − x0)/N. Then, on each of the subintervals of the form [xn, xn+1], let us
approximate the functions y(x) and z(x) solutions of the system (1) by the functions Y(x) and Z(x), respectively. The procedure
to construct Y(x) and Z(x) goes as follows: First of all, one writes
Y(x) := P(x)+ F(x) A(x),
Z(x) := Q(x)+ G(x) A(x), (2)
where A(x) := (x− xn)(x− xn+1) and P(x) and Q(x) are interpolating polynomials of Y(x) and Z(x) respectively in xn and xn+1.
This implies that P(x) and Q(x) should have the following form on the interval [xn, xn+1]:
P(x) = Yn + (∆nY) (x− xn),
Q(x) = Zn + (∆nZ) (x− xn). (3)
Here Yn := Y(xn), Zn := Z(xn) for all n = 0, 1, 2, . . . ,N and
∆nY := Yn+1 − Yn
h
and ∆nZ := Zn+1 − Zn
h
. (4)
Note that as Y(x) and Z(x) only approximate the exact solutions y(x) and z(x) of (1), the values Yn and Zn are only
approximations for the real values y(xn) and z(xn) respectively for all values n = 1, 2, . . . ,N. Only in the case n = 0 those
values coincide.
Thus, by construction, the segmentary curves Y(x) and Z(x) are continuous at the matching points xn for all values of n.
We also want the derivatives of Y(x) and Z(x) be continuous at the matching points xn. This is precisely the purpose of the
functions F(x) and G(x). This functions will be chosen so that Y ′(x) and Z′(x) be continuous at the matching points. Then,
let us write Y ′n := Y ′(xn) and Z′n := Z′(xn). In order to obtain the continuity of the derivatives at the matching points, let us
impose the following condition valid for any k = 0, 1, 2, . . . ,N:
Y ′k = a11(xk) Yk + a12(xk) Zk + u(xk),
Z′k = a21(xk) Yk + a22(xk) Zk + v(xk). (5)
Next, we use (2) and (3) plus the explicit form of A(x) to obtain the values of F(x) and G(x) at the matching points xn and
xn+1. These values are
Fn = −Y
′
n −∆nY
h
; Fn+1 = −Y
′
n+1 −∆nY
h
(6)
and
Gn = −Z
′
n −∆nZ
h
; Gn+1 = −Z
′
n+1 −∆nZ
h
. (7)
In the next step in our construction, we propose an Ansatz for the formof F(x) and G(x) on the open subintervals (xn, xn+1).
The simplest choice for F(x) and G(x) in these open subintervals takes the form of interpolating polynomials of degree one.
Thus, on the open subintervals (xn, xn+1), we choose
F(x) := Fn + (∆nF)(x− xn),
G(x) := Gn + (∆nG)(x− xn), (8)
where, for the case of Y and Z, we have∆nF := (Fn+1 − Fn)/h and∆nG := (Gn+1 − Gn)/h.
1490 L.P. Lara, M. Gadella / Computers and Mathematics with Applications 56 (2008) 1488–1495
Fig. 1. Comparison of the error of the numerical solution with respect to the explicit solution. The red curve corresponds to our solution with h = 1. The
black curve corresponds to the Taylor method with ten order polynomials and h = 1.
At this point, the situation is follows: the approximate solutions Y(x) and Z(x) on the interval [xn, xn+1] are parameterized
by the values xn, Yn, Yn+1, Zn and Zn+1. Assuming that the initial data are Y0 = y(x0) and Z0 = Z(x0), then we have to determine
Y1 and Z1. Oncewe know these valueswe can find Y2 and Z2 and so on. At the n−th step, from the values of Yn and Zn we obtain
Yn+1 and Zn+1. Once we have obtain the values of all these parameters, Eqs. (2), (3) and (8) give the approximate solutions on
each interval of the form [xn, xn+1]. In order to implement this procedure, the method of the least squares has been widely
used [2,5,6]. The procedure relies on finding the minimum for the following expression
d2(Yn+1, Zn+1) =
∫ xn+1
xn
{(Y ′ − (a11(x) Y + a12(x) Z + u(x) ))2 + (Z′ − (a21(x) Y + a22(x) Z + v(x) ))2} dx. (9)
Since d2(Yn+1, Zn+1) is non-negative, a sufficient condition to minimize (9) is the following:
∂
∂Yn+1
d2(Yn+1, Zn+1) = 0; ∂
∂Zn+1
d2(Yn+1, Zn+1) = 0. (10)
The functions Y(x) and Z(x) have been constructed in such a way that the identities in (10) yield to a linear system with
solution
Yn+1 = ΦY(Yn, Zn); Zn+1 = ΦZ(Yn, Zn), (11)
valid for all n = 0, 1, . . . ,N− 1. Note that (11) give Yn+1 and Zn+1 recurrently from the initial data Y0 = y(x0) and Z0 = z(x0).
As we see, on each subinterval of the form [xn, xn+1], we have constructed a polynomial of degree three that approximates
the actual solutions of (1), y(x) and z(x) on this interval.
Finally, it is noteworthy to remark that: (i) The fact that (1) be linear permits the explicit calculation of the integral term
in (9); (ii) if the coefficients aij(x) are polynomials then the calculation of d2 is greatly simplified; (iii) the use of Mathematica
makes all this calculation easy to handle.
2.1. An application and example: The Mathieu equation
Let us apply our method to a particular example. Let us write the following equation, called the Mathieu equation [9]:
y′′ + (1+ cos 3x) y = 0, (12)
in which we set y(0) = 0 and y′(0) = 1 as initial values. Its solutions are called the Mathieu functions.
At each of the matching points, we define the error e(xn) as the difference between the value of the explicit solution at
this point and the value of the approximation at the same point. Thus, eY(xn) := y(xn) − Yn; eZ(xn) := z(xn) − Zn. At this
point, it is important for us to realize that eY(xn) and eZ(xn) are not the errors that appeared at the n-th step. This would have
been the case if in the previous step we would have had that Yn−1 = y(xn−1) and Zn−1 = z(xn−1), i.e. exact and approximate
solutions would have coincided at the step n − 1. Note that in our procedure, to arrive at the values Yn and Zn, we needed
n− 1 steps. Therefore, the error in the determination of Yn and Zn amounts to the errors of all previous steps.
In order to show the strength of ourmethod, let us compare the error eY(xn) in ourmethod and the error in Taylormethod
of order 10. In both cases, we have used h = 1. This is depicted on Fig. 1, where the error of our method is given by the red
curve.
Another useful notion to compare both methods is the total error. Here, we shall define the total error as
T := 1
N + 1
N∑
n=0
|en|, (13)
where N is the number of control points and en the error of the n−th interval. Note that the total error is a function of h. In
the case of the Matieu equation, using x = 100 and h = 1, as in Fig. 1, our method gives a total error of 0.0418 and the Taylor
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Fig. 2. Error of our method with respect to the explicit solution with h = 0.1.
Fig. 3. Comparison of the error of the numerical solution with respect to the explicit solution. The red curve corresponds to our method with h = 1. The
black curve corresponds to the Taylor method with fifth order polynomials and h = 1. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
method of order 10 gives a total error of 0.2287. However, if we use x = 10 and h = 0.1 (N = 100 in both cases), as in Fig. 2,
the total error with our method gives 8× 10−4 and with the Taylor method of order 10.2× 10−12.
The conclusion is that our method has a better precision than the Taylor method of order 10. However, if we lower the
value of h to h = 0.1, we get the opposite result, and the Taylor method becomes more accurate.
Note that for h = 0.1, the precision of both methods is excellent. The Matieu equation with initial values y(0) = 0 and
y′(0) = 1, the solution oscillates with an absolute value smaller than 1.5. Then, our method with h = 0.1 gives a precision of
the order of 4× 10−3 in most of the range while the Taylor method of order ten gives an error bound of the order of 10−11.
We recall that Taylor’s method gives a behavior of local error with h of the type O(hn+1), where n is the order of the
method. It is also well known that in the limit h 7−→ 0, the approximate solution converges uniformly to the exact solution.
This means that the smaller h, the smaller is the error and this gives a plausible explanation to the behavior of the numerical
results. This characteristic of the behavior of the errors has been found in a large number of examples and it is independent
from the number of iterations in the integration. From the results obtained, we conjecture that our method is more efficient
than Taylor’s method for high values of h.
As a further comment, we want to stress that we do not claim to have found an explicit expression for the local error.
What we really can conclude from this discussion and from the numerical experiments that we have carried out is a set of
plausible conjectures, though it seems to be very difficult to obtain explicit expressions to compute the error.
Let us consider a particular case of the Mathieu equation: The harmonic oscillator, whose equation is
y′′ + y = 0, (14)
with initial values y(0) = 0 and y′(0) = 1. On Fig. 3, we map the values of eY(x) obtained with our method and with the
Taylor’s method of fifth order choosing h = 1 in both cases. We have obtained the same precision in both methods. How-
ever and being given the same value of h, when we use the Taylor’s method of tenth degree polynomials this method gives
a considerable smaller error as seen in Fig. 4.
In the case of Eq. (14) with x = 100 and h = 1, our method gives a total error of 0.0428 and the Taylor method of fifth
order gives 0.0444, meanwhile for the Taylor method of 10th order the total error is 10−6.
Note that our method gave a better precision in the case of one more complex equation as (12). One may be tempted to
think that our method may give smaller local errors as the complexity of the equation increases.
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Fig. 4. Comparison of the error of the numerical solution with respect to the explicit solution. Here we use the Taylor method only with ten degree
polynomials and h = 1.
3. Equations with singular points
We want to show that our method is still valid for second order linear ODE with singular points. Let us consider the
following differential equation:
a(x) y′′ + b(x) y′ + c(x) y = f (x), (15)
with the initial values y(x0) = y0 and y′(x0) = y′0. Let us assume that (15) has singular points in the interval [x0, xN]. It is well
known that singular points present an extra difficulty to the usual integration methods like Runge–Kutta and Continuous
Analytic Continuation [10]. In this situation, our method shows all its power bypassing this difficulty because it provides us
of a segmentary cubic polynomial Y(x) with the property of being continuous and having first continuous derivative at all
points. Let us describe the application of our method to this particular situation.
Firstly, we have to realize that our strategy cannot be writing Eq. (15) in the form (1), using the standard procedure,
because of the presence of singularities. Nevertheless, our method can be easily adapted to this new situation without many
changes.
Before we proceed with our discussion, we should note that, without any loss of generality, we may assume that the
singular point is x0 and that on the interval [x0, xN], Eq. (15) satisfies the theorem for the existence and uniqueness of
solutions.
Now,weneed to repeat someof the steps in the previous case. In particular,wemake apartition of the interval [x0, xN] into
N subintervals of the same length h. On each subinterval [xn, xn+1], we approximate the exact solution y(x) by the function
Y(x) defined as
Y(x) := P(x)+ F(x) A(x), (16)
where A(x) = (x− xn)(x− xn+1) and P(x) is the interpolating polynomial of degree one given by
P := Yn + (∆nY) (x− xn), (17)
with∆nY = (Yn+1 − Yn)/h.
Following the previous procedure, the function Y ′(x) should interpolate the values Y ′n and Y ′n+1. Again, we obtain the result
given by (6). Exactly as before, we define F(x) as an interpolating polynomial of degree one of the values Fn and Fn+1. The
result is again the first equation in (8): F(x) = Fn + (∆nF)(x− xn) with∆n = (Fn+1 − Fn)/h.
We fix Y0 = y0 and Y ′0 = y′0 as initial values. The goal is to obtain all the values of Yn and Y ′n using a recursive method like
those of Section 2. Thus, oncewe have obtained Yn and Y ′n, our goal is to determine Yn+1 and Y ′n+1 byminimizing the following
expression:
d2(Yn+1, Y ′n+1) =
∫ xn+1
xn
(a(x)Y ′′ + b(x)Y ′ + c(x)Y − f (x))2 dx. (18)
From (18), we obtain recurrence formulas of the type
Yn+1 = ΦY(Yn, Y ′n); Y ′n+1 = ΦY′(Yn, Y ′n), (19)
n = 0, 1, . . . ,N − 1. These recurrence formulas and the initial values Y0 = y(x0) and Y ′0 = y′(x0), permit to calculate the
values of all the parameters Yn, Y ′n and therefore, of the approximate solution Y(x) on each interval.
L.P. Lara, M. Gadella / Computers and Mathematics with Applications 56 (2008) 1488–1495 1493
Fig. 5. Bessel equation. Comparison of the percentual relative error of the numerical solution versus the explicit solution. The red curve corresponds to
our method when we use h = 1. The black curve corresponds to the Taylor method with polynomials of forth degree and also h = 1. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Comparison of the percentual relative error of the numerical solution versus the explicit solution. The red curve corresponds to our method when
we use h = 0.1. The black curve corresponds to the Taylor method with fourth degree polynomials and h = 0.1. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
3.1. Bessel equation
Let us consider the following Bessel equation
x y′′ + y′ − x y = 0. (20)
Eq. (19) has a singular regular point at the origin. With the particular initial conditions given by y(0) = 1 and y′(0) = 0, the
solution we find is the modified Bessel function of zero order, y(x) ≡ I0(x). Let us integrate numerically (20) following our
method and Taylor’s method. For the latter, we choose the following initial values Y(h) = I0(h) and Y ′(h) = I′0(h), since we
cannot find the Taylor expansion of the solution in a neighborhood of the origin.
Let us define the relative error at the n-th step as follows:
r(xn) := 100 I0(xn)− Yn
I0(xn)
(21)
and use h = 1. On Fig. 5, we compare the relative errors given by our method and the Taylor method with fourth order. The
result givenmore precision to our method. Nevertheless, for the value h = 0.1, the Taylor method is more precise. Note that
this result is the same as that obtained for the case of the Mathieu equation. See Fig. 6.
Concerning total errors, if we use x = 20 and h = 1, the respective total errors with our method and Taylor method of
fourth order is 43231 and 66043. Note that the solution grows from 1 to 107 in this interval. If we choose x = 10 and h = 0.1
the respective total errors are now 0.1171 and 1.229× 10−3.
In Fig. 7, we plot the total errorwith the Taylormethod of fourth order in comparisonwith the total error in ourmethod as
a function of h, which varies in the range (0, 1], with 0 ≤ x ≤ 10. As h 7−→ 0 the approximate solution converges uniformly
to the exact solution and the total error goes to zero. Fig. 7 shows that this exactly happens with the Taylor method (of order
4). However, with our method, we observe a deviation for very small values of h due to arithmetic errors.
3.2. Integrable systems with axial symmetry
In a recent study on quantum integrable systems with axial symmetry [11], a seemingly new set of homogeneous
differential equations of second order with variable coefficients appeared. An exploration of the applicability of our method
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Fig. 7. Comparison of the total error for the Taylor method of order 4 (blue) with our method (red) for the Bessel equation. The abscissa represents the
values of h and the ordinate the total error. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
Fig. 8. Percentual relative error between the Frobenius polynomial (n = 1000) and ourmethod for Eq. (20). The parameters usedwere ` = 1, q = 1, E = 1,
E˜ = 3, y(0) = 1, y′(0) = 1 and h = 0.1.
to these equations were very tempting as they could be solved, in principle, by the Frobenious method and, therefore, we
have an explicit form of the solution to compare with our method and hence to test it. These equations are:
4z(z+ 1) y′′(z)+ (6z+ 2) y′(z)+
(
`2
z+ 1 + Ez− E˜
)
y(z) = 0, (22)
where E and E˜ are constants. This equation has finite singular regular points at z0 = 0 and z1 = −1. The second equation is
slightly more complicated although not very different to (22):
4z(1− z)2 y′′(z)+ (2− 6z)(1− z) y′(z)+ [`2 + (E + q)(1− z)z+ (q+ E˜)(1− z)] y(z) = 0, (23)
where q and ` are constants. Here, we have finite singular regular points at z0 = 0 and z1 = 1.
Both Eqs. (22) and (23) are solvable by the Frobenious method and it is not difficult to obtain a recurrence relation
between the coefficients of the resulting series, although it results a recurrence formula involving four terms. However,
we realized that (22) and (23) are two different versions of the differential equations for the so called spheroidal wave
functions, which were studied in [12]. Solutions of spheroidal functions are also studied in [12] and found recurrence
formulas involving three coefficients.
Eqs. (22) and (23) admit solutions analytic in a neighborhood of radius one centered at its finite regular singular points
located at 0 and −1, plus another solution with a branch cut at the singular points. One can see that the complexity and
the interest of these equations may demand the test our method. In fact, we have tested our method in both cases for the
solution in the interval [0, 1]with the initial conditions z(0) = 1 and z′(0) = 1 and with h = 0.1.
In both cases, we have compared the relative percentage error of the explicit solution obtained with the Frobenious
method with 1000 terms with the solution obtained with our method.
The results are given in Fig. 8 for (22) and Fig. 9 for (23). It is interesting to note that the accuracy of our method at this
level of precision is far better for the more complicated version (23).
Concerning total errors: The comparison cannot be given with respect to the exact solution since this is given by the
Frobenius method. However, we can obtain a total error by comparing the solution given by our method with the solution
given by summing the 100 first terms in the Frobenius solution. With x = 1 and h = 0.1, we obtain for (22) a total error of
1.1× 10−5. For (23) with x = 10 and h = 0.1, we obtain a total error of 1.0× 10−5.
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Fig. 9. Percentual relative error between the Frobenius polynomial (n = 1000) and our method for Eq. (21). The parameters used were : ` = 1, q = 1, E =
1/2 , E˜ = 3, y(0) = −.4, y′(0) = 1 and h = 0.1.
4. Concluding remarks
We have introduced an iterative method of approximate integration of linear ODE in one step. The approximate
solution makes use of segmentary polynomials of third degree which are continuous everywhere and that have continuous
derivatives at all points. Special matching conditions guarantee that these properties are preserved at the nodal points.
We have applied this method to some particular cases and performed a large number of numerical experiments, which
were repeated using the Taylor method at different orders for comparison. The results obtained show that for values of h
of the order of h = 1 (usually considered as high) our method gives better accuracy than the Taylor method. However, this
property is reversed when h 7−→ 0, i.e. the Taylor method gives better results for small vales of the step length h. A big
advantage of our method lies on its adaptability to the software of Mathematica.
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