I. INTRODUCTION
O RTHOGONAL frequency-division multiplexing (OFDM) [1] combined with multiple antennas at both transceiver sides has received considerable attention over the last decade for its promising capability to combat the multipath fading and boost the system capacity, [2] , [3] . It also appears as a promising candidate for the coming fourth generation (4G) wireless communications [4] .
Several training based channel estimation methods for MIMO OFDM have been developed recently in [5] - [7] . It is shown that the amount of the training increases dramatically with the increment of the number of the transmit antennas [6] , [7] , which in turn, decreases the system bandwidth efficiency [8] . A substitute is to use blind approaches [9] - [12] , which is particularly suitable for packet based transmission, where the channel state information (CSI) is stable for certain number of blocks. The blind method only requires the transmission for a short training sequence to remove the estimation ambiguity and thus increases the transmission bandwidth efficiency.
Perhaps the most popular blind algorithm is the so called subspace (SS) based algorithm which was originally developed in [9] for single-input multiple-output (SIMO) frequency selective channels. The SS method has simple structure and achieves good performance, but it meets several difficulties when applied to MIMO OFDM systems [10] - [12] . Firstly, more receive antennas than transmit antennas are required, which seldom holds since the symmetric links play a major role in most wireless transmission standards, e.g. the 2 × 2 MIMO for IEEE 802.11n device [13] , [14] . Besides, equal number of the transceiver antennas is obviously used in the current SISO OFDM transmission schemes, e.g. IEEE 802.11a standard [15] . Secondly, even for the cases with more receive antennas, the precise knowledge of the channel order must be obtained, which is very difficult in practice. The order over-estimation may produce an ill-conditioned channel matrix which deteriorates the performance of the SS method or sometimes fails the channel estimation.
To solve these problems, a zero-padding (ZP) based MIMO OFDM was suggested in [16] . Instead of using cyclic prefix (CP), consecutive zeros are padded at the end of each OFDM block. This method will be referred to as ZPSOS throughout the paper, where SOS is used for "second order statistics". Although ZPSOS exhibits many advantages, a major problem that prevents its application is the incompatibility to most existing OFDM standards or the future 4G MIMO-OFDM standards [14] . Another way is to use the precoding based algorithm [17] , where, by properly designing the coding matrix, the channel information can be directly extracted from the singular-value decomposition (SVD) of the signal covariance matrix. The assumption that the symbols sent from different transmitters are independent and identically distributed (i.i.d.) renders this method both the acceptable performance at low signal-to-noise (SNR) region and the applicability to the multiple-input single-output (MISO) transmission. However, the method meets an error floor at high SNR, and the i.i.d. assumption could not always hold if the transmitted signals are colored, say generated from auto-regressive moving-average (ARMA) processes.
In this paper, we develop a new SS algorithm that is suitable for CP based MIMO OFDM systems by applying an appropriate re-modulation on the received signal blocks. The method will be, correspondingly, named as CPSOS. The proposed method possesses all the advantages of ZPSOS but is also compatible with the current (MIMO) OFDM standards. For example, CPSOS is applicable to K × J 1 CP-MIMO OFDM systems with J ≥ K, is robust to channel order overestimation, and could always guarantee the channel identifiability. Consequently, CPSOS is a promising blind channel estimation candidate for MIMO OFDM systems. We also derive both the asymptotical channel estimation mean square error (MSE) and the asymptotically approximated Cramér-Rao bound (ACRB). Interestingly, these two bounds agree with each other.
The paper is organized as follows. Section II presents the system model of MIMO OFDM transmission. Section III describes the proposed algorithm and addresses the related issues. Section IV derives the asymptotical performance analysis of the proposed algorithm. In Section V, we provide the numerical results. Finally, conclusions are drawn in Section VI and related proofs are given in the Appendices.
Notation: vectors and matrices are boldface small and capital letters; the transpose, complex conjugate, Hermitian, inverse, and pseudo-inverse of matrix A are denoted by A T , A * , A H , A −1 and A † , respectively; tr(A) and A F are the trace and the Frobenius norm of A; diag{a} denotes a diagonal matrix with the diagonal element extracted from a; vec(A) performs the standard vectorization on the matrix A; ⊗ stands for the Kronecker product; I K is the K × K identity matrix; E{·} denotes the statistical expectation. The MATLAB notations for rows and columns are used. For example, A(:, m) represents the mth column of the matrix A.
II. SYSTEM MODEL OF MIMO OFDM
A MIMO system with K transmitters and J receivers is shown in Fig. 1 . The information symbols are first divided into K streams and each stream will be grouped into blocks of 1 K transmit antennas, J receive antennas length N , followed by the normalized inverse discrete Fourier transformation (IDFT). Let
be the ith information block at the kth transmitter and u
T be the normalized IDFT of s (k) i . After the CP insertion, the overall time domain block from the kth transmitter is
where u (k) i,L is the CP that contains the last L entries of u (k) i , and T cp is the corresponding CP insertion matrix. Let
T be the channel impulse response (CIR) from transmitter k to receiver j, where L j,k is the corresponding channel order and is uniformly upper bounded by L. For convenience, we will pad L−L j,k zeros at the end of h (j,k) such that they all have a length of L. In other words, the channel order over estimation is taken into account in the model here. Assuming perfect synchronization, the received ith block (of length N + L) on the jth receiver is then represented by
where H(·) is the operation with respect to the argument inside the bracket
is the ith noise block on the jth receiver whose elements are zero mean complex Gaussian random variables with the variance σ 2 n and are both spatially and temporally independent from each other. For future use, we divide r
respectively. We then group the transmitted and received signals on the same time slot by defining
The signal blocks from all the J receivers, after proper entry permutation, can be re-expressed as
where the structure of H(H) can be referred to (4) and T cp is the corresponding K(N + 2L) × K(N + L) matrix with the following form
The SS method could be applied to (9) and the identifiability could be guaranteed if
3) Span of H(H)T cp equals to span of H(H)T cp if and
only ifH = HB, where B is an unknown constant matrix. The first condition is satisfied only if J > K. Clearly, the direct modeling on the received signals is not applicable to the scenarios with J = K, which includes both the popular SISO OFDM in IEEE 802.11a [15] and the 2 × 2 MIMO OFDM in IEEE 802.11n [14] . To the best of authors' knowledge, the second and the third conditions have not been studied yet in the existing literature. One obvious example that breaks condition 2), 3) is when H(L) = . . . = H(1) = 0 but H(0) is full column rank. In this case, the matrix H(H)T cp becomes singular.
Remark: Although there do exist the identification study for H(H) under J > K [18] , the appearance of the precoding matrix T cp breaks the convolutive property between channel and information symbols. Consequently, the result in [18] cannot be directly applied to the discussion on H(H)T cp .
III. PROPOSED ALGORITHM AND THE RELATED ISSUES

A. System Re-Modulation
We find that, by properly remodulating the received signal block, the system model (9) could be converted to the one similar to ZPSOS model proposed in [16] . This enlightens us that the robust property of ZPSOS, e.g. applicability to equal transceiver antenna scenario, robustness to channel order over estimation and guarantee of the channel identifiability, could possibly be inherited after the re-modulation.
Let us first divide the noise vector n i into two components as n i1 = n i (1 : JL), and n i2 = n i (JL + 1 :
T , which could be expressed as
It can be verified that
where
The new noise vector η i is colored and has the covariance matrix
with
Although it appears that the noise power in η i is increased by a factor of 2, the signal power in d i is enlarged twice as well. Therefore, the effective SNR for SS algorithm is not changed. Since G is exactly the same as the channel matrix in ZPSOS [16] , we get the following lemma: Lemma 1 [16] :
The proof is obvious and is omitted for brevity. The full column rank property of H(l) is almost surely guaranteed because signal propagation from each of the K transmitters scattered is most likely independent. In the following, we assume that this condition holds. We need to mention that even if H(l) is not full column rank, it is still possible that G is of full column rank bearing in mind that Lemma 1 only provides a sufficient condition.
B. Subspace Based Algorithm
The standard SS method requires the covariance of the noise vector to be a scaled identity matrix. Therefore, we need to whiten the vector z i by R −1/2 w and obtain
whereñ i is the J(N +L)×1 white noise vector whose entries have variance σ 2 n . In addition, since R w is a non-singular matrix, the new channel matrix A is full column rank if J ≥ K.
Due to the special structure of R w , R −1/2 w can be calculated as
Then the covariance matrix of y i is derived from
} is the source covariance matrix, which should be full rank if no two elements in d i are fully correlated. This requirement is normally satisfied since the two consecutive blocks u i and u i−1 are in general not fully correlated. The covariance matrix R can be eigen-decomposed as 
where C n is the J(N +L)×J(L+1) Toeplitz matrix with the first column e (n−1)J+1 and e p is defined as the pth column of I J(N +L) . The first row of C n is [1, 0 1×(J(L+1)−1) ] for n = 1 and is 0 1×J(L+1) for n ≥ 2. Define
The channel matrix H could be estimated from
Therefore, the estimate of H, denoted asĤ, is a basis matrix of the orthogonal complement space of K. We will show later that the dimension of the orthogonal complement space of K is exactly K. Therefore,Ĥ can be obtained from left singular vectors of K and is away from the true H by an unknown matrix B, namelyĤ = HB.
Note that, matrix B must be full rank sinceĤ and H are all full rank. This matrix ambiguity could easily be resolved by transmitting some training symbols as suggested in [16] . A sketch on the process is provided here. Let matrixĜ be constructed fromĤ following the same way in (14) . We know that
Therefore,
SinceĜ is of full column rank, we can find its pseudo inverse, denoted byĜ † , and
By dividing the vectorz i , d i , andη i into blocks of length K, we getz
The relationship is now written as
ThenZ
Since the variance of the noise matrixΞ i can be calculated, B −1 can be obtained from standard estimation approach, e.g. the ML detector or the minimum mean square error (MMSE) detector, and the details are omitted here.
Remarks:
• To makeD i a known matrix, we only need to adjust u i but keep u i−1 carrying the unknown information.
• Note that the ambiguity could be resolved wheneverD is a fat matrix. Therefore, we only need to know K columns ofD i , which requires K training symbols from each transmit antennas. This amount of training is much smaller than that required by a direct training based channel estimation.
C. Channel Identifiability and Order Over-Estimation
Thanks to the proposed re-modulation, the channel matrix A possesses the similar structure as that in [16] , which greatly facilitates the study of the identifiability issue.
Theorem 1: If H(0) is full column rank, then the matrix H is uniquely determined by span(A) subject to a common K × K non-singular matrix ambiguity on each H(l).
Proof:
wḠ , where G is constructed fromH in a similar way how G is constructed from H. If span(Ā) =span(A), then
where P is an invertible matrix of dimension KN × KN . Since R −1/2 w is a full rank matrix, it is not difficult to derive the following equality:Ḡ = GP.
Therefore, we know span(Ḡ) =span(G) and there is 
Following exactly the same procedure in [16] , we could obtain that B ij = 0 for i = j and B ii = B jj for ∀i, j ∈ {1, . . . , N}. By defining B = B ii , we arrive at
from which we can easily show thatH(l) = H(l)B.
From Theorem 1, we know that the dimension of the orthogonal complement space of K must be K. It is also seen that an order over-estimation on each L j,k does not affect the channel identifiability of H because the estimatē H(l) = H(l)B = 0 for l = L j,k + 1, . . . , L is also correct. Therefore, the two restrictions on the SS method for general MIMO system [12] , that is, the requirement of exact channel order and the polynomial matrix ambiguity, are simultaneously lifted in the re-modulated CP-based MIMO OFDM system.
D. Equalization
The equalization for CP-based OFDM is quite standard, and we will only bring a brief illustration on this process. Denote the N -point DFT of h (j,k) as
The normalized DFT of x (j) i has the form i (n) is independent Gaussian random variable with respect to pairs (i, j, n) and has the variance σ 2 n . This point should be emphasized because it forms one critical difference from ZP-based OFDM, as will be seen later. Let
Then (43) is expressed as
Consequently, the symbol detection could be carried out independently for different carriers. This is one major purpose by using MIMO OFDM systems. That is, the detection could be performed carrier by carrier, which reduces the decoding complexity. Besides, the optimal maximum likelihood (ML) detection could be performed using the efficient sphere decoding (SD) method [19] if K is not large.
E. Comparison with ZPSOS 1) Similarity:
Similarities between these two methods mainly reside in the choice of system parameters and the model structures. For example, under the same transmission rate, namely, the same block length and the CP length, the channel matrix G is exactly the same for both methods. The effective SNR, as discussed before, is the same. Similar channel estimation accuracy for both CPSOS and ZPSOS is also observed in the later simulation. Moreover, problems like channel order over-estimation and the identifiability are lifted for both CPSOS and ZPSOS.
2) Difference: Despite many similarities, there exist other differences that show the advantages of CPSOS over ZPSOS. a) Symbol Detection. In ZP based OFDM, one needs to add the last L entries of x
to its first L entries before taking the DFT operation. Then, similar relationship as in (45) could be derived for ZPSOS. Note that, ζ i (n) in ZPSOS, is not independent for different n, although its entries ζ (j) i (n) are independent with respect to j. Therefore, the ML detection requires the co-consideration of x i (n) on all carriers. This will cause an exponential increment in the detection complexity, which betrays the original purpose on adopting the MIMO OFDM systems. Although the low complexity Zero Forcing (ZF) detection is suggested in [16] , it is well known that this linear detection will cause considerable performance loss. We here suggest a suboptimal way that the detection still considers each subcarrier independently regardless of whether the noise is dependent across the carriers or not. It can be proved that the covariance matrix of ζ i (n) in ZPSOS is
Therefore, the noise power, compared to CPSOS is increased by a factor of (1 + L/N ), and the SNR loss is around 10 log(1 + L/N ) dB. In many standards, e.g. IEEE 802.11a, IEEE 802.11n, N = 4L is adopted and the SNR loss is around 1 dB. b) Compatibility. Obviously, the CP-based OFDM has a much wider application than the ZP-based OFDM. For example, CP-based OFDM has been well adopted into European digital audio/video broadcasting (DAB, DVB) [20] , [21] , high performance local area network (HIPER-LAN) [22] , IEEE 802.11a WLAN standards and the coming IEEE 802.11n WLAN standards. However, to the best of authors' knowledge, the ZP based transmission has very limited applications.
IV. ASYMPTOTICAL PERFORMANCE ANALYSIS
A. Channel Estimation Mean Square Error
We provide a first-order performance analysis on the proposed estimator at high SNR similar to that adopted for DS-CDMA in [23] , [24] .
Theorem 2: Assume that both noise and signals are zeromean i.i.d. with variances σ 2 n and σ 2 s , respectively, the covariance of the channel estimation error is approximated by
Specifically, the error covariance matrix for the kth transmit antenna is
and the channel estimation MSE is
See proof in Appendix I. Several insightful observations can be drawn from (48), for example, the MSE is proportional to the noise power but is inversely proportional to both the signal power and the number of the received signal block.
B. Cramér-Rao-Bound (CRB)
The absolute CRB should be obtained from the most original equation (9) . However, since the performance of the provided algorithm is only related (12), we would like to resort to the CRB after the pre-processing of our re-modulation. By using this CRB, we can also build up its relationship with the MSE that is derived in the previous subsection. The deterministic CRB [25] for CPSOS will be considered here, where the observations are z = [z
T , and the parameters to be estimated are θ = [vec(H), d 1 , . .
To calculate CRB, we need the joint probability density function (PDF) of z, denoted as p(z|θ). Since η i is correlated with both η i−1 and η i+1 , the covariance matrix of z, denoted
Toeplitz matrix with the main diagonal elements 2, the (JN + 1)th, −(JN + 1)th 2 diagonal elements −1, and all other elements 0. We note that the inverse of such a huge Toeplitz matrix is mathematically prohibitive.
To simplify the derivation and gain more insight into the proposed algorithm, we approximate R z by
which equivalently says that we ignore the correlations among different η i 's. This approximation is also justified since the performance of SS method is only related to the autocovariance of η i and does not depend on whether η i are cross-correlated or not. The so derived CRB will be called as approximated CRB (ACRB). Since we relax the noise condition, ACRB should be greater than or equal to the CRB.
The ACRB is obtained as 
and the asymptotical ACRB for each column of H can be separately, obtained as
See proof in Appendix II. Interestingly, the asymptotical ACRB is the same as the asymptotical error covariance matrix (48). Nonetheless, the channel estimation MSE is greater than or equal to the CRB, which agrees with the intuition very well. 
V. SIMULATION RESULTS
In this section, we examine the performance of CPSOS for a 2 × 2 MIMO OFDM systems under various scenarios. The OFDM block length is taken as N = 32, and the CP length is taken as L = 8. The symbols are extracted from Quadratic Phase Shift Keying (QPSK) constellations. The 6-ray channel model with an exponential power delay profile
is used where ρ is the coefficient to normalize the overall channel gain to h (j,k) 2 = 1. The estimation MSE is defined as
where, for simulation purpose, the ambiguity matrix B is obtained according to [26] :
The number of the Monte-Carlo runs used for average is taken as 500. We first fix the number of the OFDM blocks as 200 and compare three different blind channel estimators: CP-SOS, ZPSOS and Gao&Nallanathan's method [17] . For Gao&Nallanathan's method, the value of p is chosen as 0.5. Note that 200 blocks is a common number for applying the SS algorithm. The channel estimation MSE versus SNR for these three algorithms are shown in Fig. 2 . The analytical performance derived from either asymptotical MSE or ACRB is displayed as well. It is seen that ZPSOS and CPSOS give comparable performance over all SNR considered. Both methods are close to the analytical MSE after 20 dB. The gap between the analytical result and the simulation result is due to the asymptotical MSE being used here. One may expect a little bit better performance from CPSOS because the noise is colored with a known covariance matrix. On the other hand, Gao&Nallanathan's method gives better performance at lower SNR region but keeps constant when SNR is greater than 2 Notations follow those in MATLAB. 10 dB. We should mention that, the proposed ACRB is not applicable to Gao&Nallanathan's method because the method is based on a different signal model. Fig. 3 and Fig. 4 show the performance of MSE versus the number of OFDM blocks for the three algorithms at SNR= 20 dB and SNR= 15 dB, respectively. As explained previously, the performance of CPSOS is a little bit better than ZPSOS and it may achieve the analytical asymptotical MSE when the number of blocks becomes large. Although Gao&Nallanathan's method does not meet any error floor with the increase of number of blocks, it is outperformed by CPSOS over all block region at SNR= 20 dB. It is also known from Fig. 4 that the improvement of Gao&Nallanathan's method with the increment of number of blocks is slower than that of CPSOS. Therefore, we may expect that CPSOS can asymptotically outperform Gao&Nallanathan's method for sufficiently large number of blocks at any SNR value. Fig. 5 and Fig. 6 show the amplitude of the channel tap detection of four random channel realizations at SNR= 12 dB and SNR= 20 dB, respectively. It is noted that SNR= 12 dB yields relatively good channel amplitude estimation, whereas SNR= 20 dB gives almost perfect estimation. Nevertheless, by noting that the channel amplitude at tap 7 and tap 8 are very near to zero in both figures, we may also apply the channel order estimation method suggested in [16] to the proposed CPSOS.
To demonstrate the robustness of CPSOS to the channel order over-estimation, we assume the estimated channel order asL = 5, 6, 7 respectively. The valueL = 5 corresponds to the correct channel order, and other values are those being overestimated. The channel estimation MSE versus SNR and block number for these three different orders are displayed in Fig. 7 and Fig. 8 , respectively. As expected, order over-estimation only causes slight performance loss. This is reasonable that assuming more channel taps, even if those zero taps, may also contribute to the channel estimation error. Nevertheless, the largest loss, appearing when the order is taken the same as the CP length, is less than 1 dB. 
VI. CONCLUSIONS
In this paper, we have developed a new SS based blind channel estimation for MIMO OFDM systems. With an appropriate re-modulation on the received signals, an effective way has been found to apply the SS method for the CP based MIMO-OFDM system when the number of receiver antennas is no less than the number of transmitter antennas. Most issues related to the SS method have been studied for this newly proposed modulation, e.g. channel identifiability, order over-estimation, MSE of the channel estimation as well as the CRB of the channel estimation. Most importantly, since the proposed method allows blind channel estimation for the CP based MIMO OFDM, it is compatible with many existing standards and the coming 4G wireless communication standards.
APPENDIX A DERIVATION OF THE CHANNEL ESTIMATION MSE
Firstly, we introduce the lemma provided in [27] . 
