Abstract-There is an increasing recognition on community detection in complex networks in recent years. In this study, we improve a recently proposed memetic algorithm for community detection in networks. By introducing a Population Generation via Label Propagation (PGLP) tactic, an Elitism Strategy (ES) and an Improved Simulated Annealing Combined Local Search (ISACLS) strategy, the improved memetic algorithm called (iMeme-Net) is put forward for solving community detection problems. Experiments on both computer-generated and realworld networks show the effectiveness and the multi-resolution ability of the proposed method.
INTRODUCTION
In reality, many complex systems can be represented as networks. Complex collaboration networks [1] , the worldwide-web [2, 3] , biological networks such as neural networks [4] , food webs [5] , and metabolic networks [6, 7] , and social networks [8, 9] , are just some good examples. Complex networks contain a lot of efficacious information that can be used to mining the relationships among objects that composing many real world systems. Networks are commonly modelled as graphs, where nodes represent the objects and edges represent the interactions amongst these objects. One of the most important and also challenging task in complex networks analysis is the detection of community structure. Though there is not a standard definition for community, in literatures, it is universally acknowledged that communities are some subgraphs whose intra-connection is dense, while on the contrary, the inter-connection is rather sparse. During the past several decades, a lot of scholars had been doing research on analyzing the community structure in complex networks. So a large amount of algorithms have been proposed [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
To some extent, the detection of community structure in a network can be considered as a problem of clustering, and thus, it can be formally defined as an optimization problem [23] . Obviously this implies the choice of an appropriate objective function determines the clustering performance. In the last few years, based on this idea, many different approaches have been proposed to uncover the hidden community structure behind networks [24] [25] [26] [27] [28] [29] [30] (a recent review can be found in [31] ). All these approaches define the criterion functions and try to find the clustering method that best optimizes them. In particular, Girvan and Newman [32] used the concept of modularity as a criterion to stop the division of a network into sub-networks in their divisive hierarchical clustering algorithm (GN). GN is one of the most known community detection methods.
The motivation for modularity maximization is based on the following assumption: high modularity values indicate the best partition or at least a very good one for a given graph. Therefore many algorithms have been employed to optimize modularity, to name a few, greedy algorithm [23, 25] , simulated annealing [33] , extremal optimization [34] , etc. In a work done by Tasgin et al. [30] , they chose modularity as the fitness function and implement genetic algorithm to find the best partition of networks. The algorithm does not require prior knowledge such as the real clusters of the section. In another work accomplished by Liu et al. [35] , the maximum modularity partition is obtained via iterative bi-partitions of the graph, where each bi-partition is determined by applying a genetic algorithm to each subgraph.
However, Fortunato and Barthélemy have pointed out in [36] that there exist the resolution limitation in modularity optimization. That is to say, algorithms based on modularity may fail to identify modules smaller than a scale which depends on the total size of the network and on the degree of inter connectedness of the modules, even in the case scenario where modules are unambiguously defined. Li et al. [37] have introduced a quality function, called modularity density. The authors have introduced a tunable parameter which allows one to explore the network at different resolutions. It has been proved that modularity density is superior to the widely used modularity.
Gong et al. [38] have introduced a Memetic Algorithms (MAs). The method is a combination of Evolutionary Algorithms (EAs) with local search. MAs are inspired by the concept of a meme first proposed by Richard Dawkin. Meme represents a unit of cultural evolution that can exhibit local refinement [39] . MAs are also called Hybrid Genetic Algorithms, Genetic Local Searchers, Lamarckian Genetic Algorithms, etc. From the angle of optimization, MAs have been demonstrated to be more efficient and more effective than traditional EAs for some problem domains, especially in combinational optimization field [40, 41] . Local search is a means for algorithms to find global optimal solutions rather than local ones. The widely used local search means are Hill Climbing (HC) [42] , Simulated Annealing (SA) [43] [44] [45] [46] and Taboo Search (TS) [47] [48] [49] . In this paper, an improved SA approach is applied to substitute the HC operator, because HC is easy to fall into local optimal situation, while SA just can overcome this drawback. Besides, in order to speed up the convergence speed, here another two tactics are implemented. One is named Label Propagation (LP), the other is Elitism Strategy (ES). Thus, an improved memetic algorithm for community detection in complex networks is proposed. In the following, we denote the algorithm as iMeme-Net. Experiments on computer-generated and real-world networks show that the proposed algorithm is more efficient and much faster than that of Meme-Net. By tuning the parameter lamada in the quality function, we are able to explore the network at different resolutions.
II. PRELIMINARY

A. Modularity Density
Modularity density is firstly proposed by Li et al. [37] . In order to give a brief introduction of modularity density, first let us consider an undirected graph . Then the modularity density can be written as:
where i c is the number of nodes in cluster i c .
In the equation, each summand is the ratio between the difference of the internal and external degrees of the subgraph i G and the size of the subgraph. Normally we take it that the larger the value of D , the more accurate the partition is.
The authors also have proved the equivalence form of modularity density and kernel k means, and therefore give a more general form of D which can be calculated as follows:
where α is a resolution controlling parameter. When D is equivalent to the ratio association [50] . As is pointed out in [51] that optimization of the ratio association often clusters a network into small parts, while the ratio cut the large communities. To optimize the α D value by interpolating the α parameter, we can get modules of a network with different resolutions.
B. Label Propagation
The idea of label propagation through a network has been studied by Bagrow [52] in his L-shell method. Label propagation is like the spreading of a kind of vicious epidemic disease. Suppose person A is infected with the disease, then he spreads the disease to one of his friends, say person C, let us say C has friend B, but B and A do not know each other (in the network, it corresponds to the situation that there is not an edge between node A and B), however, C transmits the virus to B, then, though A and B have not directly gotten in touch with each other, all of them are infected, and they should be isolated (similarly, in the network, node A, B and C are separated into the same community).
The further illustration of label propagation is the following. Suppose that a node i has neighbour set ) ,..., , ( . Then each node determines its community label based on the labels of its neighbors. Next step we let the labels propagate through the network. We assume that each node in the network chooses to join the community to which the maximum number of its neighbors belong to, and this can be represented as the following formula:
, if node i and j belong to the same community, otherwise 0. As the labels propagate, densely connected groups of nodes quickly reach a consensus on a unique label. We perform this process iteratively, where at every step, each node updates its label based on the labels of its neighbours. As is pointed out in [53] that when the propagation iterations reaches five, and if we form all the community labels to be a chromosome, then the created candidate individual possesses high clustering accuracy, and besides, we can obtain considerable diversity of the population.
Similar idea is studied by Costa in [54] . In literature [55] , Wu proposed a novel method. The network is regarded as an electric circuit, and a battery is attached to two random nodes that are supposed to be within two communities. The algorithm partitions a network into two communities. Although this method can be generalized to detecting multiple communities, it requires the number of communities as the input, what is more, it tends to discover communities of approximately the same size.
C. Simulated Annealing
SA is a generic probabilistic metaheuristic. It is widely applied for the global optimization problem of locating a good approximation to the global optimum of a given function in a large search space. It is often used when the criteria space is discrete. For certain problems, SA may be more suitable and efficient than exhaustive enumeration or simple greedy approach -provided that the goal is merely to find an acceptably good solution in a fixed amount of time, rather than the best possible one.
The name and inspiration of SA come from annealing in metallurgy, a technique involving heating and controlled cooling of a material to increase the size of its crystals and reduce their defects. The heat causes the atoms within the material to become unstuck from their initial state and wander randomly through levels of higher energy, while the cooling process gives them more chances of finding configurations with lower internal energy than the initial one.
By analogy with this physical process, each step of the SA algorithm attempts to replace the current solution by a new solution (normally the new solution is acquired by applying a kind of transformation to the current solution). Provided that the corresponding function values of the new solution is better than that of the current ones, then we accept the new solution, or the new solution may then be accepted with a probability that depends both on the difference between the corresponding function values and also on a global parameter T (called the temperature), that is gradually decreased during the process. Compared with exhaustive enumeration and simple greedy approaches, SA saves the method from being stuck at local optima-which are the bane of greedier methods.
The method was independently described by Scott Kirkpatrick, C. Daniel Gelatt and Mario P. Vecchi in 1983 [43] , and by Vlado Černý in 1985 [44] . It is an adaptation of the Metropolis-Hastings algorithm, a Monte Carlo method to generate sample states of a thermodynamic system, invented by M.N. Rosenbluth in a paper by N. Metropolis et al. in 1953 [45] . And a proof of convergence of SA can be found in [46] .
D. Elitism Strategy (ES)
ES is a kind of selection tactic for preserving the best individual among the offspring individuals, at the same time, ES can improve the convergence speed. Say variable bestind is occupied to store the best individual, if the best individual from the current population is better than bestind, then copy its traits to bestind, else, assign bestind's properties to the worst individual in the current population. From the view point of evolution, since best genes in the previous population substitute the worst ones, with the evolution going on, ideal individual will appear after several times' genetic operations. In order to obtain a tradeoff between accuracy and speed, we only implement one elite individual in our proposed algorithm.
III. ALGORITHM DESCRIPTION
In this section, we will give a detailed description about the proposed algorithm: iMeme-Net. As is discussed above, our goal is to maximize the modularity density function in (2). After taking a deep reconsideration of and a thoroughly experimental testing of the algorithm framework, the final framework of iMeme-Net adopted in this paper is given as Algorithm 1:
Next, a further explanation of the algorithm is giving as follows:
A. Population Generation via Label Propagation (PGLP)
In this paper, the string based coding is utilized. Thus, a chromosome can be denote as:
where n is number of nodes of the graph, i l is the label of node i and it is a random integer between 1 and n. If i l equals to j l , then we say that node i and j are in the same community.
Apparently, this representation does not need the number of clusters present in the graph, which actually is a result of our algorithm. A graph of n vertices can be partitioned into n clusters at most. If we initialize population like (4) , then the population is lack of diversity and each solution is of low quality. In [38] the authors initialize the population in the following way: first, assign a unique label to each node, that is to say:
, next, for each chromosome, randomly select a vertex and assign its label identifier to all of its neighbors (vertices that have edges connected with the selected vertex), and this operation is repeated n α times for each chromosome, where α is a parameter and 2 . 0 = α is used in that paper. Inspired by [53] we proposed another approach which is proved to be more efficient and can speed up the convergence of the whole algorithm. The population is generated via the label propagation approach mentioned above. The procedure is: firstly assign a unique label to each node, secondly, for every vertex, implement formula (3) to update labels of each node. For each chromosome, this step is executed k times where k is the propagation iteration number. Experiment shows that PGLP is superior to the one depicted in [38] . The pseudo code is giving in Algorithm 2. 
Algorithm 1 Framework of iMeme-Net
B. Neighbour Based Mutation (NBM)
For the genetic operators, we only retain the mutation operation. Because crossover operation will destroy good gene blocks built by the very initialization procedure, especially when the network contains triangles or circles. The procedure can be depicted as follows: first we generate a pseudo random number, for each chromosome, if the random number is smaller than the mutation probability, the NBM process is applied to the chromosome, namely, randomly chose one vertex, then change its label identifier to one of its neighbours'. This operation is repeated n times on the chromosome where n is the nodes number.
C. Improved Simulated Annealing Combined Local Search (ISACLS) procedure
Originated from the technique of annealing in metallurgy, in this paper, a ISACLS tactic is proposed. However, there is a subtle difference. According to the Metropolis principle, the possibility P for a particle to reach the balanced state at temperature T can be depicted by the following formula:
where r is the Boltzmann constant, T is the original temperature, and E Δ is the internal energy difference. The original SA is a iterative process, because after each iteration, the final temperature is changed, i.e., T r t * = , the iteration will not stop until t reaches a small value, usually we set 500 = T , 9 . 0 = r , and the stop criteria is 5 . 0 ≥ t , thus, the SA process takes a quite long time, especially when the scale of the network is large. In order to save time and simulate the SA process, in this paper, we proposed a new version for the very community detection problems which is written as follows: superior to f ，then we copy the corresponding genes to the selected chromosome, or we accept this solution with the probability p which is worked out through (6). Since we retain bad solutions with certain probability and let them keep on evolving, the algorithm will step out local optimal and eventually reaches global optimal solution. This point has been proved by our later experiments. The pseudo code is giving in Algorithm 3.
IV. EXPERIMENTAL RESULTS
This part, we apply our algorithm to both computergenerated networks and real-world networks.
A. Experimental Settings
All the algorithms are written in C++, the experiments have been performed on a Inter(R) Core(TM) i3 machine, 3.19GHz, 3.05 GB memory. All the experimental parameters are listed in TABLE I, where iter is the label propagation times, pop represents the population size and maxgene denotes the population evolution iterations.
B. Evaluation Metrics
Checking the performance of an algorithm usually involv- es defining criterions to establish how similar the partition delivered by the algorithm is to the expected one. In literatures, the quality of a partition can be evaluated by using validity indices. The validity indices can be both internal, i.e. they rely on the connections and separation between the groups, and external, i.e. using additional data to assess the clustering performance. For the case when the real communities of a network are known, we adopt an external measure, called Normalized Mutual Information (NMI), described in [55] , to estimate the similarity between the true partitions and the detected ones.
Given two partitions A and B of a network in communities, let C be the confusion matrix whose element ij C is the number of nodes shared in common by community i in partition A and community j in partition B. The . The NMI is a similarity measure proved to be reliable by Danon et al. [56] .
C. Results on Synthetic Networks
Testing an algorithm essentially means applying it to a specific problem whose solution is known and comparing such solution with that delivered by the algorithm, thus, we first do some experiments on the benchmark networks proposed by Lancichinetti et al. [57] , which is an extension of the classical benchmark proposed by Girvan and Newman in [32] . The benchmark network consists of 128 nodes divided into four communities of 32 nodes each. Every node has an average degree of 16 , the neighbours of a vertex inside its community are more than the neighbors belonging to the rest groups, thus a good algorithm should discover them. We test iMeme-Net and Meme-Net on 10 computer-generated networks with the values of γ ranging from 0.1 to 0.5, and the values of λ ranging from 0.2 to 1.0. We use the NMI metric to measure the similarity between the true partitions and the detected ones. Fig.1 and Fig.2 display the NMI values averaged over 10 runs for different values of the resolution controlling parameter λ when the mixing parameter γ increases from 0.0 to 0.5 with interval 0.05.
As is shown in Fig.1 and Fig.2 , when the mixing parameter γ is no bigger than 0.4, both methods can figure out the true partitions (NMI equals 1).As the mixing parameter increases, the community structure in the network is becoming fuzzy gradually, it is more and more difficult to detect the true partitions. By alerting the value of parameter α , this phenomenon can be improved. As is illustrated in the figure, larger α can help to identify more vague community structure than small α does. For example, when α is smaller than 0.7 and γ is larger than 0.4, both algorithms regard the whole network as one group (NMI equals 0). However, when α reaches 0.8 and say γ is 0.45, we get 7 clusters and the corresponding NMI is 0.668. Notice that, when 5 . 0 = γ , since each node has half of the links inside the community and the other half with the rest of the network, the community structure is rather fuzzy, in this case, hardly any algorithm can find the true partition of the network. For example, when 5 . 0 = γ and α , we discovered 9 communities, the NMI is quite low and the section is rather bad. In general, both algorithms yield the similar performance on synthetic data sets.
D. Results on Real-World Networks
We now show the applications of iMeme-Net on four realworld networks whose structures are known: the Zachary's karate club, the Dolphin social network, the American College football, and the Books about US politics and three real-world networks whose structures are known: Power Grid, HighEnergy Theory Collaborations, Astrophysics collaborations.
Zachary's karate club: The Zachary's Karate Club network (34 vertices, 78 edges) was complied by Zachary. He observed 34 members of a karate club over a period of two years [58] . Because of fierce dispute developed between the administrator of the club and the club's instructor, the instructor left with some members and found up a new club. Ultimately, the club is separated into two groups. Dolphin social network: By observing 62 bottlenose dolphins' behavior during seven years' living in Doubtful Sound, New Zealand, Lusseau constructed the network [59] (62 vertices, 160 edges). A tie between two dolphins was established by their statistically significant frequent association. The network naturally is separated into two large groups, the female group and the male one.
American College football: This network (115 vertices, 613 edges) was established by M. Girvan and M. Newman [32] . It represents American football games between Division IA colleges during regular season Fall 2000. Nodes in the graph represent teams (identified by their college names) and edges represent the games between the two teams they connect. The network is grouped in 12 communities.
Books about US politics: This is a network (105 vertices, 441 edges) of books on politics, founded by V. Krebs and is used for demonstration in [60] . The nodes represent books on American politics bought from Amazon.com while edges between books represent frequent co-purchasing of books by the same buyers. By reading of the descriptions and reviews of the books posted on Amazon, the books are eventually classified into 3 categories. Additionally, with the application of elitism tactic and label propagation strategy, the improved algorithm is much faster than Meme-Net. For the Karate data set, the former one solved the problem within one second while the latter one cost about 10 seconds. The time disparity will be larger when experimenting on larger data set. To further illustrate this point, we undertake a small test on Karate Club data set. We randomly generate two populations (depicted as popA and popB in Fig.3 ) containing 10 chromosomes each. The popA is generated via label propagation approach while the popB is delivered by the method mentioned in our previous version. After decoding the chromosomes, we just apply the NMI metric to compute the similarities between the obtained partitions and the true ones. From Fig.3 we can see that it is apparent the introduced PGLP tactic is superior to the one utilized in our previous paper. To generate populations via label propagation one can get population individuals with high efficiency. From the very view point of evolutionary, this kind of approach can speed up the convergence of the whole algorithm, cause it saves the criterion searching space.
As for Dolphin social network, for 3 . 0 = α , 2 clusters are found and the corresponding NMI is 1, both algorithms can identify the real structure, but when α reaches 0.4, the improved version still can find the true classification, though there is a gentle decrease on the objective function. The decrease is caused by the ISACLS procedure since it accepts bad solutions with certain probability, sometimes local optimal results can occur, but it is just a small probability case. As α increases, smaller clusters appears, which are the sub-division of bigger communities, however, never has a vertex been misplaced. For α increasing from 0.5 to 0.9, there are common increases on both the NMI and the modularity density value. It clearly shows that the hill climbing method is easy to fall into local optimal situation while the ISA approach just can overcome this drawback. From the last result, though the objective function's value goes up, the NMI gets down, we can draw the conclusion that larger function value does not equal to bigger NMI index. This point can be proved by the experiments results on the latter networks.
The College Football network is a weighted network. From the above experimental results we can draw the conclusion that the proposed algorithm is superior to our previous proposed version.
V. CONCLUSION
In this paper, we propose an improved Memetic-Net algorithm which is superior to the previous version. By introducing a Population Generation via Label Propagation tactic, an Elitism strategy and an improved Simulated Annealing approach, our proposed algorithm can yield better performance with smaller population size than our previous version, and its much faster. Experiments on both computergenerated and real-world networks demonstrate the high efficiency and the reliability of the proposed algorithm. By tuning the parameter in the objective function, our algorithm is capable of discovering muti-resolution communities in a network.
