We determine the maximum amount of work extractable in finite time by a demon performing continuous measurements on a quadratic Hamiltonian system subjected to thermal fluctuations, in terms of the information extracted from the system. The optimal demon is found to apply a highgain continuous feedback from a Kalman-Bucy estimate of the system state. A simple and concrete electrical implementation of the maximum-work protocol is proposed, which allows for analytic expressions of the flows of energy and entropy inside the demon. In particular, we observe that the maximum-power demon dissipates twice as much energy as predicted by Landauer's principle.
We determine the maximum amount of work extractable in finite time by a demon performing continuous measurements on a quadratic Hamiltonian system subjected to thermal fluctuations, in terms of the information extracted from the system. The optimal demon is found to apply a highgain continuous feedback from a Kalman-Bucy estimate of the system state. A simple and concrete electrical implementation of the maximum-work protocol is proposed, which allows for analytic expressions of the flows of energy and entropy inside the demon. In particular, we observe that the maximum-power demon dissipates twice as much energy as predicted by Landauer's principle. Ever since Maxwell [1] put forward the idea of an abstract being (a demon) apparently able to break the second law of thermodynamics, it has served as a great source of inspiration and helped to establish important connections between statistical physics and information theory. See, for example, [2] [3] [4] [5] [6] . In the original version, the demon operates a trapdoor between two heat baths, such that a seemingly counterintuitive heat flow is established. Today, more generally, devices that are able to extract work from a single heat bath by rectifying thermal fluctuations are also called Maxwell's demons [7] . Several schemes detailing how the demon could apparently break the second law have been proposed, for example Szilard's heat engine [2] . More recent schemes are presented in [7] [8] [9] [10] , and [11, 12] where measurement errors are also accounted for.
A classic expression of the second law states that the maximum (average) work extractable from a system during a thermodynamic transformation, W max , cannot exceed the free energy difference, −∆F , between the system's initial and final equilibrium states of the same temperature T . However, as illustrated by Szilard's heat engine, it is possible to break this bound under the assumption of additional information available to the workextracting agent. To account for this possibility, the second law under transformations with discrete feedback [8, [13] [14] [15] [16] takes the form,
where k is Boltzmann's constant. The quantity I is the mutual information [17] between the physical state of the system and measurements made available to the external agent during the work-extraction process. Related generalizations of the second law are stated in [18] [19] [20] . It is possible to construct feedback protocols that extract the maximum amount W max using reversible and quasistatic transformations [16, 21, 22] . Reversible feedback protocols may be optimal in terms of entropy production, but they are also infinitely slow. In [15, 23, 24] , the corresponding finite-time problem was addressed.
The main contribution of this letter is to state a continuous feedback counterpart to Eq. (1), applicable also for finite-time transformations with measurement errors. Assume that the system is in thermal equilibrium at temperature T initially, and we let it relax back to the same equilibrium after the feedback is turned off so that ∆F = 0. We show that the maximum extractable work over a duration t, W max (t), satisfies the bounds
where T min (t) is the lowest achievable system temperature after t time units of continuous feedback control (T min (0) = T ). Therefore, every bit of information, if optimally exploited, allows us to retrieve between kT min ln 2 and kT ln 2 units of work. This result holds under the assumption of linear dynamics, e.g. systems with quadratic Hamiltonians in contact with a heat bath. A quadratic Hamiltonian is a common and reasonable assumption for a system excited by thermal fluctuations of moderate temperature around a minimum-energy state. Under continuous work extraction from an overdamped Langevin equation in the time interval [0, t], we show that W max (t) is equal to the lower bound. In general, W max (t) asymptotically approaches the lower bound under continuous work extraction, and is equal to it in the non-equilibrium steady state (NESS). The upper bound is reached under short intermittent bursts of control, where the total duration of control t is split into many short, far apart, time intervals, and more generally when the demon operates reversibly.
The mutual information I(t) under continuous-time feedback is far from trivial to compute [25] [26] [27] , but has a closed-form solution in our setup. To the authors' best knowledge, most previous studies of feedback in stochastic thermodynamics are discrete in time and/or in state space. As a result, our upper bound is not directly comparable to similar-looking inequalities [8, [13] [14] [15] [16] [18] [19] [20] . In contrast, traditional controller design in engineering science is often done in a continuous (analog)
The demon (the feedback controller) connected to a capacitor, a heat bath of temperature T , and a measurement noise source of intensity Vm. The demon may choose the current i freely, and has access to the noisy voltage measurement vm.
setting [28, 29] . The papers [30] [31] [32] do employ continuous feedback, but exact system state knowledge by the controller is assumed, which significantly simplifies the studied optimal-control problems. The paper [33] does study continuous feedback with measurement errors, but does not characterize information flows and work bounds of the type Eq. (2). The continuous setting allows us to physically implement an optimal demon using easyto-analyse electric components, rather than abstract or complex digital computing devices, as illustrated at the end of this letter. System model.-The system we first consider is an electric capacitor C, a resistor R with thermal noise (the heat bath), and a feedback controller (the demon) with access to noisy voltage measurements, see Fig. 1 . The resistor is subjected to Johnson-Nyquist noise [34, 35] . The circuit is modeled by an overdamped Langevin equation
with v(0) Gaussian, w 1,2 uncorrelated Gaussian white noise ( w 1,2 (t)w 1,2 (t ′ ) = δ(t−t ′ )), V m the intensity of the measurement noise, and τ = RC being the time constant of the open circuit. The measurement noise √ V m w 2 can be thought of as the Johnson-Nyquist noise of the wire between the capacitor and the demon, whose resistance for simplicity is incorporated in the demon. The heat flow to the capacitor isQ and the work-extraction rate of the demon isẆ , and satisfy [32] 
where we denote the effective instantaneous temperature of the capacitor by T C , and its internal energy by U . Furthermore, we assume the capacitor initially is in thermal equilibrium with the heat bath, i.e., T C (0) = T . Just as in [15] , we can justify calling T C (t) a temperature since it appears in a Fourier-like heat conduction law (seeQ). Also, since our applied controls will maintain a Gaussian distribution of v, T C (t) will be the true temperature of the capacitor if it were to be disconnected from all the other elements at time t. The voltage v m is the measurement that supplies the demon with information, and can be seen as a noisy measurement of the fluctuating capacitor voltage v. We will show how a demon can optimally control the work extraction by carefully exploiting the measurements v m and properly choosing the injected current i. Intuitively, the demon can create a positive work rateẆ if it chooses i < 0 when it correctly estimates v > 0, and vice versa. But how the demon should estimate v, and how to optimally choose i may be less obvious.
For any work-extracting demon it holds that 0 ≤ W (t) ≤ W max (t), where from Eq. (4) it holds
and
Demon model and optimal continuous feedback.-The separation principle [36, 37] implies that T min is achievable by a demon that optimally and continuously estimates the state v(t) of the capacitance, given the measurements {v m (t ′ ), 0 ≤ t ′ ≤ t}, and then injects a current i(t) based on this sole estimate. The best possible estimatev(t) of v(t), given the measurement trajectory {v m (t ′ ), 0 ≤ t ′ ≤ t}, can be recursively constructed by the celebrated Kalman-Bucy filter [38] , which leads to a minimum variance estimation error [37] and exploits as much of the information contained in v m as is possible [25] . The Kalman-Bucy filter for Eq. (3) is given in Appendix A. Let us assume the demon continuously chooses to inject the current
where 0 ≤ G < ∞ is a fixed scalar feedback gain. We may think of the feedback gain G as the 'conductance' of the demon: If the demon believes the voltage of the capacitor to bev, it will admit the current Gv. If v ≈v, the demon will indeed look like an electric load of conductance close to G. While G = 0 (open circuit) creates a demon that only (optimally) observes, G → ∞ also removes energy from the capacitance at the highest possible rate, achieving the minimum effective temperature T min for the capacitance, see Appendix A. Furthermore, T min solves the filter Riccati equation
where µ = V m /(2kT R) is a fundamental adimensional characterization of measurement noise, compared to the bath noise. Starting from T , T min decreases exponentially, and monotonically, to a steady-state value
In the noisy measurement limit µ ≫ 1, the NESS may reach the effective temperature (1 − 1/(4µ))T , slightly colder than T , while accurate measurements µ ≪ 1 allows us to reach a low effective temperature 2 √ µT . For a general feedback gain G ≥ 0 in Eq. (6), the effective temperature of the capacitor will drop exponentially from T C (0) = T to
The corresponding NESS work-extraction rate can be shown to becomė
Thus the continuous feedback protocol in Eq. (6) can realize any NESS work rate between 0 and the maximuṁ W 
such that
The motivation behind this decomposition is that the signal v i is completely known to the demon, since it controls i, whereas v 0 contains the uncertainty due to the interaction with the thermal bath. Note that if the demon chooses to apply no current, G = 0, then v(t) = v 0 (t) for all t. A similar decomposition was used in [14, 36] . The information about the uncertain trajectory v 0 contained in v m is quantified by the following mutual information I(t) [17, 25] ,
Assuming the applied current i is causally and deterministically dependent on v m , of which Eq. (6) 
Note that I does not otherwise depend on the details of the demon.
It now follows from Eqs. (5), (7), and (14) that the maximum extracted work must satisfy
which proves the lower bound in Eq. (2) with equality. As is shown in Appendix B, for multi-dimensional systems we only obtain an inequality. However, as soon as the system satisfies an equipartition condition (true at all times in the one-dimensional case, and in any dimension when a NESS is reached) the inequality turns into an equality. The upper bound in Eq. (2) follows easily since T min ≤ T for all t.
The expressions for I and W max provide interesting insights concerning information and work flow in the feedback loop. Since T min decreases monotonically, the information rateİ is largest just when the measurement and feedback control start, and then decreases until it stabilizes atİ NESS = T NESS min /(4µτ T ). In NESS, the fresh measurements are no longer able to improve the quality of the estimate, i.e. to decrease the error variance (v(t) −v(t)) 2 any further. SinceẆ max = kT minİ , the work-extraction rate also decreases until it stabilizes aṫ W NESS max . As both the work extraction and information rate are highest when the system is in equilibrium at temperature T , it may be tempting to run the feedback controller only when the system is close to equilibrium. Of course, as soon as the optimal feedback loop is closed, the effective temperature drops along the trajectory T min . But if the optimal feedback control is only applied for a very short time, say of duration δt → 0, it holds
since T min (0) = T . The work kT 4µτ δt saturates the upper bound in Eq. (2), and has the largest possible efficiency in terms of work per bit of information [24] . On the other hand, the work is also very small since δt is small. Nevertheless, if the system is allowed to relax back to thermal equilibrium again before the next feedback burst, it is possible to operate this feedback controller at the same efficiency as optimal feedback reversible discrete controllers [2, 16, 21] , which saturate Eq. (1). It is interesting to compare the optimal controllers. The continuous intermittent controller mimics the discrete ones in that it tries to make a very short (sampled) measurement. It immediately acts on the obtained information and extracts the work it can. If the continuous controller waited with the control application, the value of its information would have decayed due to the constant thermal fluctuations. This result is in contrast to Szilard's engine [2] , for example, which extracts work infinitely slowly after the measurement is taken. In the end, it takes all of
2. An exact electric implementation of the demon in NESS. The current i through the inductive element is proportional to the optimal (Kalman-Bucy) estimatev. The lossless transmission line both serves to cool the circuit and to store extracted work. The wire resistance Rm creates measurement noise and losses.
these maximum-efficiency controllers an infinite amount of time to deliver a fixed positive amount of work. Physical implementation of the demon.-The demon may be seen as an analog or high-precision, highfrequency digital computer which finds the best estimatê v of the state, commanding a fast actuator that generates a current −Gv. In the spirit of [7, 10, 11, 22] , we find an explicit physical device implementing the demon. To simplify the presentation, we only consider the NESS with arbitrary temperature T NESS C , where it turns out that the demon can be realized by passive circuit elements, i.e., elements with no internal energy generation. We assume the measurement noise arises from a resistance R m in the wire connecting the system and the demon, in thermal equilibrium with the bath. Thus V m = 2kT R m and µ = R m /R. Only a resistive and an inductive element are now needed to exactly implement the optimal feedback control, as illustrated in Fig. 2 . The inductance L D and the purely resistive characteristic impedance Z 0 of a semi-infinite lossless transmission line should be chosen as
is the total resistance in the demon and wire when G → ∞. One may interpret the inductor as both the computer processor and actuator, since the best instantaneous estimatê v(t) of the capacitor voltage is proportional to the current i(t) = −Gv(t). The line Z 0 may be interpreted as an ideal infinite memory tape and energy storage in which used information and some of the extracted work is disposed. It can be implemented as an actual close-to-ideal transmission line cooled down to a low temperature, or perhaps more plausibly, as a nonlinear active memory element of equivalent behavior. The lossless transmission line, an electric counterpart of an elastic semi-infinite string, is also electrically equivalent to a resistor of resistance Z 0 [40, 41] . Another implementation, close to Landauer's assumption of a finite memory where information is erased at the rate it is recorded, is a finite line terminated by a resistance R era matched to the line, R era = Z 0 . In all cases, the line in series with the measurement resistance R m and thermal noise √ 2kT R m w 2 together act as a resistance Z 0 + R m of effective temperature
where 1/R ′ = 1/R+1/R MP . Hence, the line, in whatever implementation, can be interpreted as cooling the circuit to create a thermal gradient, which drives the heat flow from the bath. As G → 0, T D tends to zero, but the demon impedance tends to infinity to prevent a heat flow. Note that the demon still optimally estimates the voltage v, though. As G increases, T D increases and at maximum-power extraction, T D is half the effective capacitor temperature, i.e.,
This simple formula is reminiscent of classical maximumpower theorems found in [42, 43] . 
an observation apparently compatible with Landauer's principle [3] : every bit stored into the NESS demon overwrites a previous bit and generates a corresponding physical entropy. This implementation requires an external power driving a Carnot refrigerator,
NESS max supplied to the demon, and dissipated to the bath is therefore at least 2kTİ NESS , twice the amount predicted by Landauer's principle. This is perhaps not surprising as Landauer's principle is supposed to hold with equality only for quasi-static equilibrium processes. We must expect that a maximum-power demon dissipates more work than demons operating at equilibrium. Remarkably, our calculation holds regardless of µ. We conjecture that our implementation in fact is optimal, in the sense that every implementation of NESS memory erasure at maximum power from a linear system should dissipate at least the work 2kT ln 2, twice the Landauer bound, for every new bit of information recorded.
As mentioned in the letter, the maximum-work extraction problem for the overdamped Langevin equation, here implemented by a capacitor connected to a resistance at temperature T , is solved by application of the separation principle [36, 37] . Therefore we must first estimate the state v of the capacitance as well as possible given the measurements. This is achieved by the Kalman-Bucy filter for the system in Eq. (3), leading to an estimatev that solves
where T min solves the filter Riccati equation over the time interval [0, t],
where µ = V m /(2kT R) describes the measurement noise level and τ = RC is the time constant of the system, as in the letter. The initial conditionsv(0) = 0 and T min (0) = T reflect the fact that the best unbiased estimate initially is zero, and that the demon knows the temperature of the bath. Note that the Kalman-Bucy filter can be implemented online in a feedback controller, since it causally depends on the measurement realization v m , and T min can be solved for offline. As we will show, T min is indeed the lowest effective temperature T C attainable. The filter is variance-optimal, i.e., the variance of the estimation error ∆v 2 := (v −v) 2 = kT min /C is the smallest possible [37] . Furthermore, Eq. (A2) has the closed-form solution
where γ = 1 + 1/µ > 1 and
is the NESS solution, T min → T NESS min , as t → ∞. From the solution it is seen the steady state is approached monotonically and exponentially fast.
Having computed the optimal estimatev, let us assume the demon continuously chooses to inject the current
where 0 ≤ G < ∞ is a fixed scalar feedback gain, or 'conductance' of the demon. Inserting Eq. (A5) in Eq. (A1) we can compute the evolution of the varianceV = v 2 of the filter estimate as
We note that since T min is bounded,V can be made arbitrarily close to zero by increasing the feedback gain G. The estimation error ∆v of the Kalman-Bucy filter is orthogonal to the estimate [37] , v∆v = 0, and therefore
where ∆v 2 = kT min /C follows from Eqs. (A1)-(A2). Since T min is independent of G, andV can be made arbitrarily close to zero, we realize that the demon through its policy is cooling the capacitor and for all t,
This shows a demon should implement a Kalman-Bucy filter with a large (infinite) feedback gain G to extract the work W max .
Appendix B: The Hamiltonian Case in Higher Dimension
Let us consider the more general case where the capacitor is replaced by a Hamiltonian system. We assume a quadratic Hamiltonian, H(x) = T Kx, where
is a point in the phase space with generalized positions q and momenta p, and K ∈ R 2n×2n is a symmetric positive-definite matrix. Hamilton's equations under the influence of a generalized external force B u u(t) (the constant matrix B u ∈ R 2n determines which coordinates are directly affected), applied by the demon, now readsẋ
where J = −J T = 0 In −In 0 , and y is the generalized velocity conjugate to u. That is,Ḣ(t) = y(t)u(t) is the rate of work applied to the system. Now, ∇H(x) = Kx, and the Hamiltonian system is a linear dynamical system.
We connect the Hamiltionian system to a heat bath of temperature T and with viscous friction coefficient r > 0 producing a dissipative force in the direction B ∈ R 2n .
We obtain [32] 
where x(0) is Gaussian, w 1,2 uncorrelated Gaussian white noise, D = rBB T is the dissipation and B √ 2kT rw 1 models the corresponding thermal fluctuation. We have also assumed a scalar noisy measurement y m of the generalized velocity conjugate to the dissipative force [44] , which is available to the demon. In the following, it is assumed the system in Eq. (B2) is controllable and observable [29] . That is, in the absence of noise (w 1 = w 2 = 0), it is possible to force the system to x = 0 in arbitrarily short time from any initial state using some force u, and it is possible to determine the state x(t) exactly given an arbitrarily short measurement trajectory {y m } t+ǫ t−ǫ , ǫ > 0. If these assumptions do not hold, it means that there are system coordinates that are either invisible to, or beyond the influence of, the demon. Such degrees of freedom can systematically be eliminated to create a minimal model, see, for example, [29] .
Let us denote the second moment of the phase space coordinate by X(t) := x(t)x(t) T ∈ R 2n×2n . Then the internal energy can be written as U (t) = H(t) = whereQ is the expected energy exchange rate with the heat bath, andẆ is the expected work extraction rate. We note that in thermal equilibrium (Q =Ẇ = 0) we have X = kT K −1 , and the internal energy is U = nkT , in accordance with the equipartition theorem. We say the internal energy is equipartitioned when X takes the form kT K −1 for some scalar temperature T . Similarly to the scalar case, we can determine the smallest achievable second-moment of the phase space coordinate, X min , under all possible causal feedback laws u(t) = f ({y m } t 0 ). It satisfies the filter Riccati equatioṅ
As before, the internal energy for the controlled system must obey a bound, U (t) ≥ U min (t) := 1 2 Tr(KX min (t)). The assumption on controllability and observability ensures that there exists a feedback control that drives the internal energy to the limit U (t) = U min (t). Just as in the scalar case, one such control is a high-gain feedback from the Kalman-Bucy state estimatex. For example, one can use u(t) = −B T u Gx(t), for a suitably chosen large positive-definite gain matrix G.
Using the first law of thermodynamics, Eq. (B3), we can quantify the maximum possible amount of extractable work by
(B5) The mutual information between the trajectories of the uncontrolled component of Eq. (B2) (analogously to Eqs. (11)- (13)) and the measurement y m , is [25, 39] 
which clearly has many factors in common with W max . Nevertheless, in the matrix case, the integrand in W max does not generically factorize into a product of the information rate and a scalar temperature, unless X min is equipartitioned, X min = kT min K −1 for some scalar T min . However, it is possible to define a useful scalar instantaneous effective temperature for arbitrary X as follows. By assumingQ = 0 instantaneously in Eq. (B3), we define the effective temperature in the state X(t) as T X (t) := Tr[KDKX(t)] kTr(KD) .
The physical intuition behind the definition is that if the system has covariance X(t) and is connected to a heat bath of temperature T X (t), along the direction B, then there is no instantaneous heat exchange between the system and the heat bath. This effective temperature does not depend on the friction coefficient r, and transforms Eq. (B3) into a Fourier-like heat conduction equation as in the scalar case (see Eq. (4)):
If the system is equipartitioned at temperature T , then T X ≡ T . Using the effective temperature and applying the Cauchy-Schwarz inequality (Tr(AB) is given by the same formula as for the overdamped Langevin case, Eq. (A4), using 1/R = r in µ. In NESS, it holds that the maximum work extraction rate is exactly given byẆ 
and the lower bound in Eq. (2)/Eq. (B9) is reached. Therefore, it is only in an initial transient phase where we expect some slack in the inequality. As t → ∞, the lower bound approaches an equality.
Finally, let us prove the upper bound in Eq. (2) for the multidimensional case. For simplicity, and without loss of generality, let us choose coordinates in the phase space such that K = I 2n (the identity matrix). Then X min (0) = kT I 2n , and from Eq. (B4) it follows that X min (t) − kT I 2n is symmetric negative semi-definite for all t ≥ 0. Rewriting the maximum-work formula in Eq. (B5), using that Tr(AB) = Tr(BA) for matrices of compatible dimensions, we have 
The inequality follows since X min (t) − kT I 2n is negative semi-definite. This concludes the proof.
