Abstract. Hamiltonian dynamical systems can be studied from a variety of viewpoints. Our intention in this paper is to show some examples of usage of two Maxima packages for symbolical and numerical analysis (pdynamics and poincare, respectively), along with the set of scripts K E TCindy for obtaining the L A T E X code corresponding to graphical representations of Poincaré sections, including animation movies.
Introduction
For simplicity, we will consider Hamiltonians defined on the symplectic manifold R 2n , with coordinates (q j , p j ) (1 ≤ j ≤ n), endowed with the canonical form w = dp j ∧ dq j , and the induced Poisson bracket on C ∞ (R 2n )
although all the results remain valid for an arbitrary symplectic manifold. For background on Hamiltonian systems, see [8] . Given a Hamiltonian system defined by the Hamiltonian function H ∈ C ∞ (R 2n ) and the Poisson bracket {·, ·},q j = ∂H ∂p j
two of the main goals in the theory of dynamical systems are the determination of possible closed, stable orbits, and the computation of adiabatic invariants (of course, taking for granted the impossibility of solving (1.1) explicitly). Of particular interest is the case in which the Hamiltonian H is a perturbation of an integrable one, say, H = H 0 + n j=1 ε j H j . A widely used procedure to study it, consists in writing the Hamiltonian in the so-called normal form, that is, as a formal series
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where N 0 = H 0 , and each N j commutes with the unperturbed Hamiltonian,
Let us recall that given an integral curve, that is, a c(t) = (q(t), p(t)) satisfying (1.1), the evolution of any observable f ∈ C ∞ (R 2n ) along c is determined bẏ f (t) = {H, f } .
Any smooth function such that {H, f } = 0 is thus a constant of motion, also called a first integral. Indeed, given enough first integrals one can solve the motion of the system, as the physical trajectories are determined by the intersection of their level hypersurfaces. Unfortunately, determining first integrals is a very difficult problem, and there are quite a few systems for which enough first integrals exist (roughly, these are the so-called integrable systems).
Notice that transforming to the normal form introduces a (possibly infinite) family of first integrals N j which might not been present in the original system. These additional, spurious symmetries must be removed in order to have a system equivalent to the original one, and this is usually done by restricting the system to a reduced phase space through symplectic (singular) reduction. The basic idea is to restrict the system to a particular level hypersurface and to consider its evolution there. A number of well-known techniques are available to do this, for instance the ones based on Moser's theorem [10] : If M h denotes the hypersurface H 0 = h, suppose that the orbits of the Hamiltonian flow Fl
are all periodic with period T and let S be the quotient with respect to the induced U (1)−action on M h . Then, to every non-degenerate critical point p ∈ S of the restricted averaged perturbation N 1 | S = H 1 | S corresponds a periodic trajectory of the full Hamiltonian vector field X H , that branches off from the orbit represented by p and has period close to 2π. When the critical points are degenerate, one can resort to the second-order normal form to decide the stability of orbits. An example of this situation is given by the Hénon-Heiles Hamiltonian [7] . These results illustrate the importance of being able to compute efficiently the normal form of a Hamiltonian system. In Section 2 we show how to do this using the Computer Algebra System (CAS) Maxima.
Another aspect related to the study of existence and stability of closed orbits is the construction of Poincaré sections. They provide a direct and very intuitive way for detecting these orbits, but their computation in closed form is usually impossible, so numerical methods are needed. The traditional method used for this task has been the fourth-order Runge-Kutta, but more recently methods based on symplectic integrators (such as symplectic Euler, Störmer-Verlet, symplectic RK, etc.) are also intensively used, see [3] for a recent review. The choice of one method or another depends very much on the properties of the system under consideration, in Section 3 we will use the RK method, but symplectic methods can be included by substituting the rkfun command in the code of poincare with symplectic ode, recently included in Maxima (from version 5.39.1 onward). In any case, one of the main goals is to obtain a clean picture of the phase-space portrait of the system, something that can be challenging for CASs, whose graphical output is not very sophisticate in many cases. To deal with this issue we present in Section 4 the set of CindyScript macros called K E TCindy , which parse the output of Maxima through the Dynamical Geometry Software (DGS) Cinderella and return the L A T E X code of the corresponding graphics, that can be included in any document even in the form of an animation. The data for these graphics are actually codes of TPIC specials for L A T E X , or pict2e commands in the case of pdfL A T E X , so there they can be inserted in scientific documentation with great flexibility (see [14, 15, 16, 17] 
where c p is the integral curve of X such that, for t = 0, passes through p ∈ R m (i.e., c p (0) = p). When m = 2n, there is a canonical symplectic form Ω = dp 1 ∧ dq 1 + · · · + dp n ∧ dq n .
Any Hamiltonian H ∈ C ∞ (R 2n ), has an associated vector field X H defined by the condition i X H Ω = −dH. In local coordinates (q i , p i ) it has the expression
Suppose now that X is the generator of an S 1 −action, so the flow Fl t X is periodic in the variable t. This property can be used to put H in normal form (for details, see [1] ). To this end, it is essential to define two averaging operators acting on observables. The first one is denoted as · and is given by integrating the pullback
for any observable g ∈ C ∞ (R 2n ). The second operator, denoted S, is defined as
In the particular case of a perturbed Hamiltonian, of the form H = H 0 + εH 1 + ε 2 2 H 2 + · · · , if the non-perturbed part H 0 generates an S 1 −action in such a way that its flow is periodic with frequency function w, it can be proved (see [1] ) that its second-order normal form is
There are other representations of the normal form (it must be stressed that it is not unique), but this one has the particular features that it is global (not depending on action-angle variables), and particularly well-suited for symbolic computation. Let us illustrate the use of the pdynamics Maxima package by considering the example of the Pais-Uhlenbeck oscillator. This system is a toy model of a field theory defined by a Lagrangian depending on higher-order derivatives. These Lagrangians are believed to lead to perturbatively renormalizable theories, where the infinities appearing in the perturbation series for the field equations can be cured through some well-defined regularization procedure. The corresponding Hamiltonian is constructed through a higher-order analog of the Legendre transformation, called the Ostrogadskii formalism [11] . After some suitable transformations (see [12] ) the Hamiltonian can be expressed as the difference of two harmonic oscillators with respective frequencies w 1 , w 2 . Adding an interaction term in the form of a homogeneous polynomial results in the Hamiltonian
This can be considered as a perturbed system of the form H = H 0 +λH 1 , let us study it symbolically. We would use the following sequence of commands in Maxima:
Up to here, we have just defined the parameters of the system (the frequencies w 1 , w 2 , and the subhamiltonians H i ). Let us check that the Hamiltonian flow of the non-perturbed part H 0 is periodic by explicitly computing it (we have slightly edited the output of Maxima by writing it as a column matrix, to make it more readable):
It is clear that the flow is periodic with period T = 2πw 1 w 2 . Thus, we define the frequency function as (% i10) u(q1,p1,q2,p2):=1/(w1 * w2)$ Finally, we can compute N 1 = H 1 : (% i11) phamaverage(H1,H0,u(q1,p1,q2,p2)); The second-order normal form can be computed along similar lines but, as one can guess, the expressions become very cumbersome, and not much illuminating (see (% o15) below). Indeed, it is customary to simplify these expressions by rewriting them in terms of the so-called Hopf variables. The idea behind these variables is the following: in the case in which the normal subhamiltonians N i are polynomials, the fact that they commute with N 0 = H 0 means that they are invariant under the smooth S 1 −action of X H0 . The space of smooth invariant functions is finitely generated (this is a generalization to the smooth case of a classical result of Hilbert dealing with algebraic invariants, called the Schwarz theorem [13] ), and a set of functional generators is precisely given by the Hopf polynomials, that can be considered as new variables. In other words, any smooth invariant function can be expressed as a smooth function of the Hopf variables. For the Pais-Uhlenbeck oscillator with resonance 1 : 2 (that is, when w 1 = 1 and w 2 = 2), these Hopf invariants can be readily computed [2] and they turn out to be
We can compute N 2 by extracting the coefficient of λ 2 in the second-order normal form of H. The following commands show how to study this resonance, defining a function phopf6res12 (not contained in the pdynamics package) adapted to this case, whose purpose is to express everything in terms of the variables (2.2). First, we define the Hamiltonian: (% i12) K0(q1,p1,q2,p2):=(p1ˆ2+q1ˆ2)/2-(p2ˆ2+4 * q2ˆ2)/2$ (% i13) K1(q1,p1,q2,p2):=(q1+q2)ˆ4/4$ (% i14) K2(q1,p1,q2,p2):=0$ and then compute the second-order normal form (here and below, the Maxima output has been slightly edited in order to fit the page): (3-i),i,makelist(j,j,0,3 
(% o20)
Of course, a similar analysis can be done for N 1 . The resulting expression appears in [2] (see equation (16) in that paper), applied to the determination of the existence of closed, stable orbits in the Pais-Uhlenbeck oscillator.
Numerical study: Poincaré sections
Given a Hamiltonian H ∈ C ∞ (R 2n ), the Maxima package poincare provides several functions to study its Poincaré sections. The functionality of this package, and even the syntax, is similar to the package DEtools in Maple TM but it offers two advantages: first, it uses free (both as in 'freedom' and as in 'free beer') software and, second, it is almost three times faster, thus being a serious competitor for long computations. Moreover, as we will see in Section 4, in conjunction with K E TCindy animation movies describing the evolution of the system in phase space can be easily constructed.
It should be stressed that Maxima is a CAS, not a language intended for numerical computations such as Octave. Thus, speed in computations is not one of its goals, nor was it designed to achieve it. However, the fact that LISP is its underlying programming language, allows the possibility of writing specialized routines using declared variables, that can be then compiled. The package poincare uses a compiled version of the Runge-Kutta method, called rkfun, developed by Richard Fateman (http://people.eecs.berkeley.edu/˜fateman/lisp/rkfun. lisp), and this is the ultimate reason for the gain in speed.
The function called hameqs constructs the Hamiltonian equations for a given Hamiltonian H(q1, p1, . . . , q2, p2). Any names can be used for the variables, but they must be given in pairs "coordinate, conjugate momentum". A good choice (used internally) is (q1, p1, ..., qn, pn). A name must be provided for the components of the Hamiltonian vector field
Once a name, say XH, is chosen, the components of the Hamiltonian vector field will be globally defined functions XHj with 1 ≤ j ≤ 2n, where n is the number of degrees of freedom, and will be available to Maxima. Notice that, for instance,
Although we will work with autonomous Hamiltonian systems, the components XHj returned by this command will have the set (t, q 1 , p 1 , ..., q n , p n ) as arguments. This is necessary to maintain consistency with the rkfun routine (implementing the Runge-Kutta method), which can work with both, autonomous and non-autonomous systems. The function poincare3d constructs the projection of the Hamiltonian orbits along a certain coordinate which is given as an argument coord. Other arguments are: a list of initial conditions inicond = [q 1 (0), p 1 (0), . . . , q n (0), p n (0)], and a list characterizing the time domain timestep = [t, t ini , t f in , step]. Thus, the syntax is poincare3d(H,name,inicond,timestep,coord). The package is loaded with (%2i1) batch("poincare.mac")$ As a simple example, let us construct the 3D−surface of a couple of harmonic oscillators (this is based on Chapter 9 of [9] , where a similar discussion using Maple TM is presented): The function poincare2d constructs the surface of section selected by a list of arguments of the form scene = [q0, c, qi, qj], that is, the surface q0 = c in which coordinates [qi, qj] are shown. The method used in the computation of the Poincaré surface is that described in the paper [5] we select a set of initial conditions, follow the corresponding orbit numerically, and detect where we have crossed the q0 = c surface by looking at changes of sign in the list of values for this coordinate minus c. In the previous example, we plotted the 3D−Poincaré surface of a couple of commensurable oscillators, and we included a 2D−section (corresponding to q = 0) showing that the periodicity of the system reflects itself in the discrete character of the 2D−Poincaré map (only three points appear in it). Now we can check this directly with poincare2d (notice the selection of the q = 0 section in the last argument, (%t28,%o28)
For a different example, let us consider the case of a elastic pendulum [4] , with Hamiltonian (%i29) H(q1,p1,q2,p2):=(p1ˆ2+p2ˆ2)/2+(q1ˆ2+q2ˆ2)/2-0.75 * q1ˆ2 * (1+q2)/2$
We can obtain an analytic expression for p 2 once the energy E, and the initial values of (q 1 , p 1 , q 2 ) are known. Here we work with E = 0.00875: (%i30) solve(H(q1,p1,q2,p2)=0.00875,p2) ;
Let us define the corresponding functions: (%i31) define(f(q1,p1,q2),rhs(first(%)))$ (%i32) define(g(q1,p1,q2),rhs(second(%th(2))))$ Now, we compute the q 2 = 0 surface of section, for enough initial conditions (q 1 , p 1 , q 2 ) (10 different sets) using the positive value of p 2 , and joining all the resulting points in a big list of 2D−coordinates called points1: 
The 2D−dimensional coordinates of the corresponding points are stored in the list points2 and then plotted with the aid of the draw2d command, which admits lots of optional arguments to fine tuning the appearance of the figure. Here, we specify that points be represented by filled circles (point type=7) with a given radius size (point size=0.1):
(%i39) points2:xreduce(append,create_list(data2[j],j,makelist(k,k,1,10)))$ (%i40) draw2d(title="Poincare sections E=0.00875", xlabel="q1",ylabel="p1", point_type=7,point_size=0.1, points(points2) );
(%t40,%o40)
The full Poincaré section is obtained by joining both sets of points. The Maxima command append does exactly that when two lists are given:
(%i41) draw2d(title="Poincare sections E=0.00875", xlabel="q1",ylabel="p1", point_type=7,point_size=0.1, points(append(points1,points2)) );
(%t41)
We have done our computations with a fixed value for the energy E = 0.00875. The same steps can be followed to consider other values. The collection of Poincaré sections so obtained is a valuable tool to visualize the dynamics of the system. In Section 4 we will see how to put all these sections together in the form of a movie animating the evolution in phase space.
Graphical study with KeTCindy
K E Tpic is a macro package involving several mathematical software for producing high-quality figures to be inserted into L A T E X documents, developed by one of the authors (ST). It can use the DGS Cinderella as a graphical interface through K E TCindy, another set of macros which acts as a interface between them. The reason for choosing Cinderella is that it has its own scripting language, CindyScript, featuring a simple to understand syntax. Using CindyScript, we have added a layer to K E TCindy to call other software such as Maxima, R, Fricas, Risa/Asir or C. We refer to previous works for more details on the CindyScript syntax [14, 15, 16, 17] ; here we proceed in a more direct way, explaining how K E TCindy calls to Maxima by way of an example devoted to find the indefinite and definite integrals of a function. For this, the following code must be inserted into the script editor of Cinderella: Here cmdL is a list of Maxima commands which are parsed sequentially. By executing CalcbyM in the next line, a file called simpleexampleans.txt in the directory ketwork with the contents given below will be created: Next, we generate the corresponding data for each energy using Maxima with the package poincare. The following list of Maxima commands is just the same as the one described in Section 3:
cmdL1=concat(Mxload("rkfun.lisp"),Mxbatch("pdynamics.mac")); cmdL1=concat(cmdL1,Mxbatch("poincare.mac")); cmdL1=concat(cmdL1,[ "H(q1,p1,q2,p2):=(p1ˆ2+p2ˆ2)/2+(q1ˆ2+q2ˆ2)/2-0.75 * q1ˆ2 * (1+q2)/2",[], "ans:solve(H(q1,p1,q2,p2)=E,p2)",[], "define(f(q1,p1,q2),rhs(first(%)))",[], "define(g(q1,p1,q2),rhs(second(%th(2))))",[] ]); forall(1..9,nn, the energy, many closed curves can be detected, corresponding to periodic motions of the system. Those closed curves are intersections of the tori determined by the non-perturbed part with the Poincaré surface. As the energy of the systems increases, the tori are destroyed and the trajectories initially confined to them start wandering all over the phase space. At a certain point, we can not distinguish any periodicity and the behavior is completely chaotic. This generic picture is the content of the famous KAM (for Kolgomorov, Arnold and Moser) theorem, although this theorem refers to increasing values of the perturbation parameter rather than the total energy (see [6] for the application to this case, along with some comments on the applicability of the KAM theorem, which is not immediate).
Conclusions
The symbolic computation of second-order normal form for perturbed Hamiltonian systems can be quickly computed in closed form with the aid of the Maxima CAS, directly in terms of the Hopf invariants. The package pdynamics shows a practical implementation.
The Maxima package poincare can reproduce the results appearing in textbooks and research papers dealing with Hamiltonian systems. The graphical output quality is quite good, comparable (to say the least) to that of commercial software, but at no cost (for comparison, Maple TM in its student's version costs 1 000USD.) Regarding computation times, the Maxima version outperforms commercial competitors: the heaviest computation in this paper is executed in (%o38) while, for instance, the same takes 50 seconds in Maple TM 3 (as can be seen in the worksheet http://galia. fc.uaslp.mx/˜jvallejo/ElasticPendulum-MapleSession.pdf, for which the same computer was used). Maxima only requires a third of this time.
On the other hand, K E TCindy in combination with Maxima can produce T E X animations, ready for use in complex documents which require high-quality graphics, such as research papers or handouts to be used in teaching. The union of these features results in an easy-to-use, powerful integrated system particularly suitable for studying the dynamics of Hamiltonian systems.
