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Abstract
In this thesis valence changes at interfaces and surfaces of 3d and 4f systems are inves-
tigated by X-ray spectroscopy, in particular X-ray photoemission (XPS), X-ray absorp-
tion (XAS) and resonant photoemission spectroscopy (ResPES). The first part addresses
the electronic properties of the oxides LaAlO3, LaGaO3 and NdGaO3 grown by pulsed
laser deposition on TiO2-terminated SrTiO3 single crystals along (001)-direction. These
polar/non-polar oxide interfaces share an insulator to metal phase transition as a function
of overlayer thickness including the formation of an interfacial two dimensional electron
gas. The nature of the charge carriers, their concentration and spatial distribution, and
the band alignment near the interface are studied in a comparative manner and evaluated
quantitatively. Irrespective of the different overlayer lattice constants and bandgaps, all
the heterostructures behave similarly. Rising Ti3+ concentration is monitored by Ti 2p
XPS, TiL-edge XAS and by resonantly enhanced Ti 3d excitations in the vicinity of EF
(ResPES) when the layer number n increases. This indicates that the active material is
in all cases a near interface SrTiO3 layer of ∼ 4 nm thickness. Band bending in SrTiO3
occurs but no electric field is detected inside the polar overlayers. Essential aspects of
the findings are captured by scenarios where the polar forces are alleviated by surface
defect creation or the separation of photon generated electron-hole pairs in addition to
the electronic reconstruction at n = 4 unit cells layer thickness.
Furthermore, deviations from an abrupt interface are found by soft X-ray photoemission
spectroscopy which may affect the interface properties. The surface sensitivity of the
measurements has been tuned by varying photon energy and emission angle. In contrast
to the core levels of the other elements, the Sr 3d line shows an unexpected splitting
for higher surface sensitivity, signaling the presence of a second strontium component.
From a quantitative analysis it is concluded that during the growth process a small
amount of Sr atoms diffuse away from the substrate and segregate at the surface of the
heterostructure, possibly forming strontium oxide.
In the second part of this thesis the heavy fermion superconductors CeM In5 (M = Co,
Rh, Ir) are investigated by temperature- and angle-dependent XPS. In this material class
the subtle interplay between localized Ce 4f and itinerant valence electrons dominate the
electronic properties. The Ce 3d core level has a very similar shape for all three materials
and is indicative of weak f -hybridization. The spectra are analyzed using a simplified
version of the Anderson impurity model, which yields a Ce 4f occupancy that is larger
than 0.9. The temperature dependence shows a continuous, irreversible and exclusive
broadening of the Ce 3d peaks, due to oxidation of Ce at the surface.
Kurzdarstellung
In der vorliegenden Dissertation werden Valenzänderungen an Grenzflächen und Ober-
flächen mittels Verfahren der Röntgenspektroskopie untersucht, zu denen die Röntgen-
photoelektronen- (XPS), die Röntgenabsorptions- (XAS) und die resonante Photoelek-
tronenspektroskopie (ResPES) gehören. Kapitel 3 behandelt die elektronischen Eigen-
schaften der Oxide LaAlO3, LaGaO3 und NdGaO3, welche mittels Laserdeposition (PLD)
auf TiO2-terminierte SrTiO3 Einkristalle entlang (001)-Richtung gewachsen wurden.
Diese polaren/nicht-polaren Oxidgrenzflächen weisen einen Isolator-Metall Phasenüber-
gang als Funktion der Schichtdicke auf, bei dem sich ein zwei dimensionales Elektronengas
an der Grenzfläche bildet. Die Eigenschaften dieser Ladungsträger, deren Konzentration
und räumliche Ausdehnung, sowie der Verlauf der Energiebänder an der Grenzfläche
werden vergleichend untersucht und quantitativ bestimmt. Es wird gezeigt, dass sich
die drei untersuchten Grenzflächen, trotz unterschiedlicher Gitterkonstanten und En-
ergiebandlücken, ähnlich verhalten. Das mit der Schichtdicke ansteigende Ti3+ Signal
wird im Ti 2p XPS, TiL-Kante XAS und durch die resonant verstärkten Ti 3d Anre-
gungen nahe EF (ResPES) nachgewiesen. Daraus lässt sich schlussfolgern, dass in allen
Fällen eine SrTiO3 Schicht mit einer Dicke von ∼ 4 nm der eigentlich aktive Bereich ist.
Im SrTiO3 tritt eine Bandverbiegung auf, ein elektrisches Feld in der polaren Deckschicht
kann jedoch nicht nachgewiesen werden. Grundlegende Aspekte dieser Ergebnisse sind
in einem Szenario vereinbar, bei dem die polaren Kräfte durch die Entstehung von Ober-
flächendefekten, durch die Trennung von photoneninduzierten Elektronen-Lochpaaren
und durch eine elektronische Umordnung bei 4 uc Schichtdicke eliminiert werden. Des
Weiteren werden Abweichungen von einer abrupten Grenzfläche mittels weich-Röntgen-
photoelektronenspektroskopie festgestellt, die die Grenzflächeneigenschaften beeinflussen
können. Für oberflächenempfindlichere Messbedingungen zeigt die Sr 3d Anregung, im
Gegensatz zu Rumpfniveaus anderer Elemente, eine unerwartete Aufspaltung, was nur
durch das Vorhandensein einer zweiten chemischen Strontiumkomponente zu erklären
ist. Aus quantitativen Betrachtungen lässt sich schließen, dass einige Strontiumatome
während des Wachstums an die Oberfläche diffundieren und möglicherweise Strontiu-
moxid gebildet wird.
Der zweite Schwerpunkt der vorliegenden Arbeit ist die Untersuchung von Schwer-Fermi-
onen Supraleitern CeM In5 (M = Co, Rh, Ir) mittels temperatur- und winkelabhängiger
XPS. Bei dieser Materialklasse dominiert das feine Zusammenspiel zwischen lokalisierten
Ce 4f und frei beweglichen Leitungselektronen die elektronischen Eigenschaften. Das
Ce 3d Rumpfniveauspektrum besitzt für die drei Materialien eine sehr ähnliche Form, die
auf eine schwache f -Hybridisierung schließen lässt. Die Spektren werden mittels einer
vereinfachten Version des Anderson-Impurity Modells analysiert, wobei sich eine Ce 4f
Besetzung von mehr als 0,9 ergibt. Die Temperaturabhängigkeit zeigt eine kontinuierliche
und irreversible Verbreiterung ausschließlich für die Ce 3d Anregung, dieser Umstand
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2DEG two-dimensional electron gas
ARPES angle-resolved photoemission spectroscopy
BESSY II Berliner Elektronenspeicherring-Gesellschaft für Syn-
chrotronstrahlung
C-AFM conducting tip atomic force microscope
CVD chemical vapor deposition
DOS density of states
EELS electron energy loss spectroscopy
FWHM full width half maximum
IIR integrated intensity ratio
IMFP inelastic mean free path
λ inelastic mean free path
LAO lanthanum aluminate (LaAlO3)
LAO/STO LaAlO3 grown on TiO2-terminated SrTiO3
LGO lanthanum gallate (LaGaO3)
MBE molecular beam epitaxy
NGO neodymium gallate (NdGaO3)
PES photoemission spectroscopy
PEY partial electron yield
PLD pulsed laser deposition
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Acronyms
PVD physical vapor deposition
ResPES resonant photoemission spectroscopy
RHEED reflection high-energy electron diffraction
STO strontium titanate (SrTiO3)
TEY total electron yield
uc unit cell
UHV ultra-high vacuum
UPS ultraviolet photoemission spectroscopy
VBO valence band offset
XAS X-ray absorption spectroscopy
XLD X-ray linear dichroism




Daily life in a modern society without computer technology is difficult to imagine. The
fabrication of electronic devices like laptops, smart phones or navigation systems rests on
the progress in semiconductor technology, which became a key technology in the 20th cen-
tury. Conventional semiconductors consist either of pure elements or binary compounds
with four valence electrons like silicon, germanium, gallium arsenide, indium phosphide,
in particular they are made of elements found in the p block of the periodic table. The
position in the periodic table indicates that delocalized half-filled sp orbitals define their
chemical and electronic properties. The ongoing development, improvement and minia-
turization of electronic devices consider also alternative materials which prospectively
can complement or replace the silicon technology. One aspect is the investigation and
integration of functional materials specialized for a certain purpose. Among them are
correlated electron systems showing exotic physical properties absent in conventional
semiconductors, for instance colossal magnetoresistance [1–3], multiferroic behavior [4],
high temperature superconductivity [5] or piezoelectricity [6]. These and further phe-
nomena are caused by electron-electron interactions of partly occupied d and f shells
with rather localized orbitals and narrow energy bands. In contrast to the sp band in
conventional semiconductors the wave function of d and f electrons are stronger confined
to the atomic nucleus leading to a decreased average distance between electrons of double
occupied orbitals. Therefore treating an electron in a material as charged particle in the
mean field generated by the sea of all other electrons is no longer valid. Each electron
has a complex influence on its neighbors – they are correlated. The subtle interplay
of localized electrons leads to the manifold intriguing properties of this material class,
which can be used for example to functionalize integrated circuits.
To manufacture correlated electron materials one has to extend the elemental composition
including transition metals, lanthanides and actinides with partly filled d and f orbitals.
Transition metal oxides, a huge material class showing electronic correlations, attracted
much interest in the past. Despite a strong ionic bonding between oxygen and the
transition metal, they include not only insulators but also metals and superconductors.
Often insulator-metal phase transitions are induced by varying temperature, pressure or
9
1 Introduction
doping level. There is a large variety of transition metal compounds and depending on
their crystal structure and elemental composition one can stabilize different phases.
In semiconductors the active parts are actually the interfaces as it was highlighted by
Herbert Kroemer in his famous Nobel Lecture with the phrase “the interface is the de-
vice”. Even the interface between two correlated electron materials can exhibit entirely
unexpected properties absent in both bulk constituents. Therefore the development and
investigation of high quality interfaces are essential for possible future applications and
a topic of current science. In former years, remarkable progress in pulsed laser deposi-
tion [7, 8] and molecular beam epitaxy [9] enabled the epitaxial film growth of various
compounds on certain substrates with high quality.
One famous example is the formation of a highly-mobile two dimensional electron gas
which occurs at the interface between the two insulating transition metal oxides lan-
thanum aluminate and strontium titanate [10]. The origin of the interface metallicity
and its properties is still under passionate debates. Several mechanisms might play a role,
e.g. the formation of a potential well caused by polar discontinuities [11], extrinsic doping
by oxygen vacancies and cation intermixing [10, 12–14] as well as structural distortions
[15, 16]. The charge carriers in these systems occupy Ti 3d orbitals at the strontium
titanate side of the interface [17] and reveal therefore correlation effects. The transport
properties can be controlled by electric and magnetic fields [18, 19], temperature [10],
chemical reactions on the surface [20] and light illumination [21] enabling a possible ap-
plication in electronic devices or sensors. In 2008, Cen et al. reported about writing and
erasing conducting nanowires by a voltage-biased tip of an atomic force microscope [22].
Fig. 1.1 illustrates their experimental setup with a nanowire of only 3.3 nm width, which







Figure 1.1: (a) Schematic diagram of the experimental set-up for writing and erasing a
conducting nanowire at the LaAlO3/SrTiO3 interface by a voltage-biased atomic force mi-
croscope tip. (b) Change in conductanceG while moving the tip with a negative bias-voltage
perpendicular to the nanowire to estimate its width. Taken from [22].
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Another exciting material class exhibiting even stronger correlation effects than present
in transition metals are heavy fermion materials. These are intermetallic alloys made of
lanthanides or actinides. Their f electrons interact with the sea of conduction electrons
forming quasiparticles with for instance up to three orders of magnitude higher effective
masses than for normal metals, first discovered in CeAl3 in 1975 [23]. By varying the
lattice parameters one can influence this interaction and study the resulting properties.
CeM In5 is a quasi 2D heavy fermion family [24], whose lattice constants can be tuned by
the substitution of the transition metalM with Co, Rh, and Ir [24–26]. Furthermore they
exhibit unconventional superconductivity, which cannot be described by BCS-theory.
Both, the interfaces between transition metal oxides and the surface of cleaved heavy
fermion materials are subjects of this thesis. They have been investigated by three dif-
ferent types of X-ray spectroscopic techniques, namely X-ray photoemission spectroscopy,
resonant photoemission spectroscopy and X-ray absorption spectroscopy. These nonde-
structive techniques are in principle able to study the properties of interfaces and the
underlying chemical and physical mechanisms. Due to the high surface sensitivity of
these experimental methods thin layers can be investigated. Additionally, one can tune
the surface sensitivity by varying the detection angle, detection mode or photon energy,
in order to disentangle the signals coming from the surface, interface or bulk. The mea-
surements have been carried out in standard laboratory photoemission setups at the
Leibniz Institute for Solid State and Materials Research Dresden (IFW Dresden) and at
the synchrotron facility BESSY in Berlin.
In chapter 2, the applied X-ray spectroscopic techniques and experimental setups are
introduced. Chapter 3 addresses the insulator-metal phase transition at polar/non-polar
transition metal oxide interfaces. Different interfaces were investigated to ascertain and
to distinguish between universal and material specific parameters. After the introduction,
this chapter is divided in a first part dealing with growth dependent Sr diffusion and a
second part which is related to the intrinsic formation and properties of the interface
conductivity. The subtle interplay between strongly localized electrons and itinerant
conduction electrons in the heavy fermion materials CeM In5 (M = Co, Rh, and Ir) are
characterized in chapter 4 by X-ray photoemission spectroscopy. Important hybridization
parameters have been extracted from the data. Additionally, specific surface properties
of these compounds are discussed.
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2 Experimental and theoretical
background
The fields of surface physics and surface chemistry serve as a basis for the investigations
in this thesis. The history of both fields is closely linked to the development of analysis
methods, which utilize electrons carrying characteristic information of the studied ma-
terials. Electrons exhibit key advantages in comparison with other measurable particles
such as ions, photons or neutrons [27]:
• Electrons have a mean free path of a few angstrom (Å) depending on their kinetic
energy.
• Energy and momentum of fundamental surface excitations are easily accessible via
electrons.
• Electrons can easily be de- and accelerated or focused by means of electric fields
and in case of the latter also by magnetic fields.
• Various sensitive tools are available to visualize and detect electrons.
Several X-ray spectroscopy methods benefit from these properties and are indispensable
for the field of surface physics and surface chemistry. Especially photoemission spec-
troscopy (PES) and X-ray absorption spectroscopy (XAS), which rest on the photoelec-
tric effect and auger effect, are of particular importance in this context. They are applied
extensively to investigate electronic and chemical properties of gases, liquids, solids as
well as surfaces and interfaces. Both, PES and XAS, exhibit a lot of information on the
ground state and various physical properties of the analyzed materials and of course in
combination they provide even more insights.
PES and XAS, with their various methods of measurements, have been used to investigate
several material systems, that are discussed in this thesis. In the following chapter a
detailed discussion about the physical fundamentals of these techniques is given.
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2.1 Photoemission spectroscopy
2.1.1 Photoelectric effect
In 1887, H. Hertz and W. Hallwachs reported that metal surfaces emit electrons when
they are exposed to electromagnetic radiation. Sufficient short wavelengths in the range
of visible and ultra-violet light are necessary to observe this effect [28]. First, A. Einstein
described these observations theoretically in 1905, therefore he was honored with the
Nobel Prize in 1921 [29]. He interpreted the photoionization process quantum mechani-
cally, analogous to the description of black body radiation in thermal equilibrium by M.
Planck (Planck’s law, Planck constant h). Light has both wave and particle character
and a certain energy Ephoton = hν depending on its frequency ν. Electrons in a solid
with binding energy EB get excited by absorption of such light quanta and can escape
from the surface, if the photon energy overcomes the work function Φ of the solid. The
residual energy is transformed into kinetic energy of the excited electron Ekin by the
following equation:
Ekin = hν − EB − Φ . (2.1)
This process is called photoelectric effect and is essential for PES, which is classified
in ultraviolet photoemission spectroscopy (UPS) and X-ray photoemission spectroscopy
(XPS) depending on the used photon energy.
2.1.2 Three-step model
The photoemission of an electron is a complex and coherent process that comprises
many physical effects. For an easier interpretation C. Berglund und W. Spicer divided
the photoemission into three steps (1960):
I photoabsorption,
II path to the sample surface,
III escape from sample surface.
The three-step model is shown schematically in Fig. 2.1 and will be explained in more

























sample surfaceII escapefrom surfaceIII
Figure 2.1: Sketch of the three-step model of photoemission, according to [32].
I Photoabsorption – cross section
The interaction between a photon and an electron can be calculated by substituting the
momentum operator p̂ in the Hamiltonian Ĥ with:
p̂ −→ (p̂− e
c
A). (2.2)
In this way the effect of the electromagnetic field (vector potential A) on the momentum
of the electron is taken into account. Note that spin-orbit coupling (∼ Ŝ · L̂), interaction
between spin and magnetic field (∼ Ŝ ·B), relativistic corrections (Darwin term ∼ E · p̂)
and any electron exchange correlations are not considered. Then the Hamiltonian can










+ eV (r̂)− e
2mc
(A · p̂+ p̂ ·A− e
c
A2) (2.4)
= Ĥ0 + Ĥint . (2.5)
Furthermore, theA2 can be neglected for low light intensities. The Coulomb gauge claims
∇·A = 0, which enables the commutation A · p̂ = p̂ ·A. In the dipole approximation it is
considered that A is constant over atomic distances. This is valid up to photon energies
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in the soft X-ray regime. Thus, the plane wave character of the vector potential can be




A · p̂ ≈ − e
mc
A0e
(−iωt) · p̂ (2.6)
≈ e(−iωt)Ĥint . (2.7)
This enables the treatment of the photon absorption by time-dependent perturbation
theory. The transition probabilities from an initial to a final state wi→f during a periodic




∣∣∣〈Ψf ∣∣∣ Ĥint ∣∣∣Ψi〉∣∣∣2 · δ(Ef − Ei − hν) . (2.8)
Here Ψi and Ψf denote the N -particle wave functions of the initial and final state with
total energies Ei and Ef , respectively. In this equation the energy conservation is fulfilled
due to the delta function δ. The most important quantity in Eq. 2.8 is the transition





∣∣∣〈Ψf ∣∣∣ Ĥint ∣∣∣Ψi〉∣∣∣ = − ie~c~ωA0 · |〈Ψf | r̂ |Ψi〉| . (2.9)
A non-trivial final step is necessary to deal with this problem. In the commonly used sud-
den approximation the N -particle wave functions are factorized into the single electron
|Φi,k〉, that gets excited from the orbital k and the remaining, passive (N − 1) electron
system
∣∣∣ΨN−1i,k 〉. In this limit, the photoemission process is assumed to be fast so that
no interaction between photoelectron and the remaining system can happen. The elec-
tron is removed instantaneously [32, 34]. Note that this procedure is inappropriate for
photoelectrons with low kinetic energies, however it is valid exemplarily in the case of
cuprates for photon energies as low as 20 eV [36]. Then it can be written:










∣∣∣ΨN−1i,k 〉 , (2.11)
with the one-particle dipole matrix element Dkf,i. The second term symbolizes the (N−1)
electron overlap integral. In fact,
∣∣∣ΨN−1f,k 〉 is no longer an eigenstate it can be expressed
in s eigenstates with the wave functions
∣∣∣ΨN−1s,k 〉 and energy EN−1s of the (N−1) electron
16
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system. The total photoemission intensity measured from an electron of the orbital k











|cks,i|2 δ(Ekin + EN−1s − ENi − hν) , (2.12)





∣∣∣ΨN−1i,k 〉 is the probability that the removal of the kth electron from
the initial state will leave the (N − 1) electron system in the sth excited eigenstate. In
the frozen-orbital limit, meaning the remaining electron system stays unaffected upon
photoemission, one particular cks,i is unity and all others are zero. However, for strongly
correlated electron systems many of the cks,i will be different from zero due to strong
changes in the system upon electron removal. This results in a main line and additional
satellite features in the photoemission spectra [32, 34].
Nevertheless, the main term for the cross section is the one-electron dipole matrix element
Df,i = 〈f | r̂ | i〉 , (2.13)
which is extremely valuable as its quantity can be calculated for selected symmetries of
the wave functions and yields dipole selection rules.
The measured photoelectron intensity of a certain orbital is proportional to the cross
section σ and consequently also to the transition probability in Eq. 2.12. Therefore the
intensity I depends on the initial state and on the radiation energy. Furthermore, the
signal intensity is affected by other factors as for example the density of the corresponding
atomic species n, the light flux f [photons/cm2s] as well as the efficiency of the spectrometer
η [37]:
I ∼ σ n f η. (2.14)
II Path to the sample surface
High energetic ultraviolet (UV) light or X-rays penetrate up to several micrometer (µm)
beneath the sample surface and are able to excite electrons. The excited electrons propa-
gate through the solid and get scattered elastically and inelastically by electron-electron,
electron-phonon or electron-plasmon interactions. This results in a loss of energy and in-
formation about their initial state. Hence, the scattered electrons contribute only to the
secondary electron background of the spectrum (see Fig. 2.1), which increases with de-
17
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creasing kinetic energy. This effect can be described by the Beer–Lambert law (Eq. 2.15),
that takes advantage of the energy and material dependent inelastic mean free path (λ)
of the photoelectrons. According to this exponential damping the differential intensity I
coming from an infinitesimal thin layer at depth x below the surface is given by:
dI(x) = I0 e
(− xλ cos Θ)dx . (2.15)
Here Θ is the emission angle between surface normal of the sample and the direction to
the detector. For Θ = 0 ◦ it is called normal emission, see Fig. 2.2.
The number of photoelectrons carrying spectroscopic information decreases with increas-
ing depth x. On the one hand this results unfortunately in a worsening of the signal-to-
noise ratio but on the other hand it enables the following advantages of PES:
• surface sensitivity,
• determination of the thickness of a certain organic or inorganic overlayer (see chap-
ter 2.1.4),
• ascertaining the work function Φ of a material due to the secondary electron cutoff.
The utilization of the Beer–Lambert law and the required calculation of λ are explained
in more detail in section 2.1.4 and 2.1.5, respectively.
III Escape from sample surface
When the photoelectrons reach the sample surface, they have to overcome the potential
barrier of the work function Φ, whereby electrons with lower energy are reflected back
into the solid. As a result of this, a sharp drop of photoelectron intensity at low kinetic
energies can be found. This edge is called high binding energy or secondary electron
cutoff, which is visualized in the third part of Fig. 2.1. The photoelectrons lose kinetic
energy perpendicular to the sample surface and therefore only the momentum compo-
nent parallel to the surface kf|| is conserved (see Fig. 2.3). Afterwards the photoexcited





with the free electron momentum in vacuum K.
The initial wave vector of a Bloch state in a crystal kBlochi is equal to the wave vector
in the final state kBlochf because of momentum conservation during the photoemission
process. If the emission angles Θ and Φ are also detected (Fig. 2.2), one can extract the
18
2.1 Photoemission spectroscopy
band structure parallel to the surface of a single crystal by Eq. 2.17. This is utilized in








Ekin sin Θ . (2.17)
Figure 2.2: Geometric illustration of the
photoelectric effect including the polar an-
gle Θ and azimuth Φ.
Figure 2.3: Momentum conservation upon
photoemission at the sample surface.
Only the parallel momentum component
K|| is conserved, due to the work func-
tion.
2.1.3 Interpretation of X-ray photoemission spectra
A photoemission experiment usually starts with a survey spectrum to characterize the
sample and its composition. The XPS survey spectrum exemplary for a 3 uc thick LaAlO3
film grown on SrTiO3 is shown in Fig. 2.4. It displays the intensity of photoelectrons de-
pending on their binding energy. Each element has characteristic binding energy regions,
where its core levels appear. The main core levels have been identified and labeled in the
spectrum. Specific energy regions are measured in detail with a smaller energy step and
a lower pass energy of the analyzer to increase the energy resolution. In a hemispher-
ical energy analyzer the pass energy defines the kinetic energy of the electrons, which
can pass through the analyzers hemispheres to get detected. With higher pass energy
the signal-to-noise ratio improves but the energy resolution worsens. In the following
subsections basics for the interpretation of XPS spectra are given.
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Survey (Al Ka) 3uc LAO/STO
Figure 2.4: XPS survey spectrum of a 3 uc thick LaAlO3 film grown on SrTiO3 and mea-
sured with an AlKα X-ray source (hν = 1486.5 eV).
Energy calibration
In photoemission the binding energy axis is referred to the Fermi-edge, which is located at
0 eV binding energy. Due to the bandgap, no Fermi-edge is discernible in the valence band
spectra of semiconductors and insulators. If no charging effects occur, the spectra can
be aligned to the Fermi position of a clean metal (gold or silver foil), since the chemical
potentials of the clean metal and the sample are the same when both are electrically
connected. Additionally, certain core levels can be used for XPS to calibrate the energy
axis, e.g. Au 4f7/2 → 84.0 eV, Ag 3d5/2 → 368.27 eV. If finite charging occurs, i.e. the whole
spectrum is shifted to higher binding energy, the situation becomes more difficult. In this
case the spectrum can be referred to the energy position of the C 1s peak of adsorbates
on the sample surface. Usually, a binding energy of 285.0 eV is assumed for this peak.
Because of different chemical compositions of the adsorbates and surface effects, as for
instance interface dipoles, this procedure is less accurate.
Background correction
Inelastic scattering processes lead to a steady increase of secondary electrons with in-
creasing binding energy (decreasing kinetic energy), as shown in Fig. 2.4. This results in
asymmetric peak shapes and can be corrected by various algorithms (linear-, Shirley-,
Touggard-background). Shirley described the most common iterative method [38], which
assumes an energy independent inelastic scattering probability. Then, the background
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is proportional to the integrated intensity of the spectrum. Eq. 2.18 elucidates this algo-
rithm for discrete energy steps Ei and measured intensities I(Ei):









The binding energy measured by XPS depends not only on the specific element and
orbital but also on the chemical environment of the atom. The energy for the same core
level can vary up to a few electron volt (eV) according to its chemical state. Neighboring
atoms influence the valence, the electrostatic potential as well as the electronic structure
of an atom. Depending on the electronegativity, the wave functions of valence electrons
are changed, which leads to a different amount of core hole screening. In general, for
larger electronegativity of the neighboring atoms more valence electrons are deducted
and due to the lower core hole screening a higher binding energy is measured [39]. This
chemical shift can cause, besides the binding energy shift, variations in the shape and
broadening of the measured peak. A prominent example with large chemical shifts in
the C 1s level of differently bonded carbon atoms is shown in Fig. 2.5. In addition to the
stoichiometry it is possible to determine the chemical composition of the sample and the
valence of certain atoms.
Figure 2.5: Chemical shift in the C 1s core level spectrum of different carbon atoms in ethyl
fluoroacetate [40]. Fluor is more electronegative than oxygen and, therefore, increases the
binding energy of the bonded carbon atom.
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Spin-orbit and multiplet splitting
In XPS, core level excitations are often split into doublets or into even more peaks.
Primarily, two processes are responsible for the appearance of such multiplet structures:
• the spin-orbit coupling (LS coupling),
• the spin-spin coupling.
For orbitals with non-zero angular momentum (l > 0) the spin (s = 1/2) of the core hole
couples to its angular momentum. Two final states can occur with total momentum of
j = |l±s| = |l± 12 |. The final state with smaller total momentum is energetically favored
and appears at higher binding energy. The multiplicity m = 2j + 1 is the number of
electronic states with equal total momentum. The intensity ratio of the doublet is defined
by the orbital momentum of the measured excitation, shown in Eq. 2.19 [37], and can
help to identify the corresponding element. In Tab. 2.1 the intensity ratios for orbital










Table 2.1: Parameters of the spin-orbit coupling [37].
orbital momentum spin total momentum intensity ratio
l s j = |l ± s| 2j + 1
s 0 1/2 1/2 -
p 1 1/2 1/2 3/2 1:2
d 2 1/2 3/2 5/2 2:3
f 3 1/2 5/2 7/2 3:4
Analogous splittings were found in s orbitals of heavy elements [32], which can be ascribed
to spin-spin interactions between core hole and unpaired electrons in not-fully filled
shells. Both, spin-orbit and spin-spin interactions, can occur at the same time for certain
elements leading to complex peak shapes [41]. Further satellite peaks and energy shifts
can appear in core level spectroscopy, which can be solely explained by treating the
photoemission process as sophisticated many-body problem. Such final-state effects have
been already introduced within the sudden approximation (Eq. 2.12).
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2.1.4 Angle-resolved X-ray photoemission spectroscopy
Depth-depending stoichiometry profiles or overlayer thicknesses of structured samples
can be determined by angle-resolved X-ray photoemission spectroscopy. In section 2.1.2
the high surface sensitivity of XPS was already mentioned. In the Beer–Lambert law
(Eq. 2.15) it is obvious that the XPS intensity of a certain element from a thickness x
depends also on the relative orientation of the sample with respect to the analyzer. For
grazing emission, an emission angle Θ close to 90 ◦, the photoelectrons from a deeper layer
have to travel for a longer path through the sample in order to reach the vacuum. This
results in a reduced photoelectron intensity from the bulk, i.e. the surface sensitivity is
enhanced. For homogeneous samples with abrupt interfaces parallel to the surface plane
one can take advantage of this effect in several ways. The theoretical basis can be directly








Figure 2.6: Schematic sample configuration for an angle resolved XPS experiment. The
photoemission intensities of the substrate and overlayer are given in Eq. 2.20 – 2.22 depend-
ing on the emission angle Θ.
A realistic example is shown in Fig. 2.6. Assuming a grown overlayer (o) on top of
a substrate (s) with both having a known homogeneous composition and an abrupt
interface in between, the intensity for a species of the overlayer Io and substrate Is is
given by:





λo,o cos Θ dx = I∞o (1− e
−Do
λo,o cos Θ ) (2.20)





λs,s cos Θ dx = I∞s · e
−Do
λs,o cos Θ (2.21)
I∞o = σo ρo λo,o cos Θ (2.22)
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Here σ and ρ are the photoemission cross section and atomic density of the specific site,
respectively. In the case of the overlayer the integration boundaries are chosen with
reference to the overlay thickness. The thickness of the substrate is assumed to be very
large in comparison to λ which simplifies the upper integration limit to infinity. Then,
the whole signal from the substrate is exponentially damped by the overlayer with an
inelastic mean free path of the photoelectrons from a substrate element in the overlayer
material λs,o. The material dependent parameter I∞o and I∞s correspond to the absolute
photoemission intensity of an infinite thick and clean sample made of the overlayer or
substrate material, respectively. By means of the derived formulas for the intensity and
for overlayer thicknesses in the range of λ the following statements can be formulated.
For grazing emission, Θ >> 0 ◦:
• higher surface sensitivity is achieved,
• the signal coming from the overlayer is enhanced,
• the substrate signal originating from the interface is increased relative to the bulk
signal.
For normal emission, Θ = 0 ◦:
• higher bulk sensitivity is achieved,
• the signal of the substrate is enhanced,
• the overlayer signal originating from the interface is increased relative to the over-
layer surface signal.
If the photon flux, analyzer efficiency and the change of X-ray spot size upon rotation
of the sample are additionally taken into account, a comparison of absolute intensities
is feasible. From an experimental point of view it is more common to compare relative
intensities. Analytical solutions for the thickness determination are possible under the
conditions that various inelastic mean free paths are almost equal. Then, as an example
[42], the thickness D of a SiO2 overlayer on top of a Si substrate is determined by the
intensity ratio Io/Is in:









Critical reviews about quantitative depth profiling with angle resolved XPS can be found
elsewhere [43–45]. An often discussed but crucial parameter is the inelastic mean free
path (IMFP). Depending on the theoretical or experimental method the obtained values
vary drastically. The formalism used in this work is elucidated in the next section.
However, angle-resolved XPS is able to disentangle bulk, interface and surface signal.
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2.1.5 Inelastic mean free path
The inelastic mean free path λ is an important parameter for quantitative statements,
as demonstrated in the Beer-Lambert law (Eq. 2.15) and the previous section. Usually
the IMFP is used to account for the exponential damping of the photoelectron intensity.
It represents the average path length, which an electron travels between two successive
inelastic interactions and can be calculated using the dielectric function for the valence
band. However, the correct value for λ is the attenuation length, which is the projected
distance of the IMFP along the direction to the detector [46]. The IMFP does not
account for elastic scattering. This additional elastic scattering causes an elongation
of the electron path due to its higher scattering probability compared to that of the
inelastic scattering events. Therefore using the IMFP for depth profiling overestimates
the attenuation length up to 30% [46]. Additionally, interface and surface roughness can
exhibit a large error to the degree of surface sensitivity.
Figure 2.7: Universal curve of the inelastic mean free path of electrons in a solid and its
dependence on the kinetic energy, from [47].
Commonly, the IMFP is considered to determine the sensitivity depth of the photoemis-
sion measurements and is also utilized in this work. In the case of soft X-rays it is in
the range of several Å up to a few nanometer. In 1979, Seah and Dench [48] showed
that the IMFP varies only marginal on the material but mostly on the kinetic energy of
the photoelectrons as shown with the universal curve in Fig. 2.7. This empirical curve
underlines the fact that the bulk contribution to the PES signal is enhanced by increasing
the photon energy.
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TPP-2M
The semi-empirical model by Tanuma, Powell and Penn (TPP-model) is a more accurate
way to estimate the IMFP. In several articles [49, 50] they comment on the calculation
of the IMFP using material dependent parameter, for instance the free-electron plasmon
energy EP = 28.8(ρ NVM )
1/2, the number of valence electrons per unit cell NV, the density
ρ (in g cm−3), the molar weight M and the bandgap Eg. They propose that the kinetic
energy E dependence of the IMFP can be approached by:
λ =
E
E2P [β ln(γE)− C/E + D/E2]
. (2.24)
The detailed formulas for β, γ, C and D as well as values for NV can be found in
[49]. Note that NV is not the valency of the atoms but the number of valence electrons
up to a certain binding energy, which take part in plasmon excitations, therefore the
recommended values should be used.
2.2 X-ray absorption spectroscopy
On the basis of the derived one-particle dipole matrix element for the photoemission
process in Eq. 2.13, XAS can be explained briefly. In contrast to photoemission, in which
an electron has to be excited into continuum states above the vacuum level to escape
from the surface, XAS measures excitations from occupied to unoccupied states close to
the Fermi energy by the absorption of a photon. Basically, one determines the absorption




= eµ(E)d , (2.25)
with I(E)/I0 being the relative light intensity transmitted through a sample with thickness
d [51]. The absorption coefficient is proportional to the sum over all initial and final states
given by Fermi’s golden rule (Eq. 2.8):
µ(E = hν) ∼
∑
i,f
∣∣∣〈Ψf |Ĥint|Ψi〉∣∣∣2 · δ(Ef − Ei − hν) . (2.26)
However, a direct measure of µ(E) by the light transmittance is impracticable. The
absorption coefficient is instead determined indirectly by measuring the photocurrent
caused by the emission of photoelectrons and Auger electrons. Auger electrons are gen-
erated when an electron refill the core hole of the photoexcited atom. Thereby, the
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electron loses energy, which can be transferred to a second outer shell electron. The sec-
ond electron will be emitted if the transferred energy is greater than its binding energy,
shown in Fig. 2.11(c). While driving the photon energy across an absorption edge of a
specific element in the sample, the energy matches those of a transition from an occupied
to an unoccupied electronic state. By light absorption various core holes are generated
at these photon energies, which generate many Auger electrons by the above mentioned
Auger effect [52]. As a result, the sample current increases and is proportional to the
absorption coefficient shown in Eq. 2.26.
The photocurrent of the sample can be determined either by measuring the sample
current or by the detection of the emitted electrons. The former is called total electron
yield (TEY) since all electrons, which are removed from the sample, increase the current
irrespective of their kinetic energy. Especially, many low-energetic secondary electrons
exist, which have a larger IMFP (see Fig. 2.7) and, therefore, increase the sensitivity depth
up to 3−5 nm [53, 54]. For the direct detection of the emitted electrons with for instance
a channeltron detector the contribution of low-energy electrons can be removed by a
retardation voltage. In this way, the depth sensitivity of the partial electron yield (PEY)
absorption signal can be reduced compared to those of the TEY. For high retardation
the PEY information depth approaches the photoemission IMFP.
Although the formula for the PES cross section and XAS signal looks quite similar, both
methods are complementary to each other and in combination very powerful. Whereas
PES depends mainly on the initial state, XAS measures the unoccupied density of states
(DOS) of a local site. Also the experimental requirements for XAS are more sophisticated
since a light source with tunable energies close to an absorption edge is needed and thus
it is usually performed at synchrotron facilities. Another method, which uses a similar
theoretical formalism is the electron energy loss spectroscopy (EELS).
2.2.1 One-electron picture
In order to understand the features, that are present in XAS, it is useful to start by
neglecting any electron-electron correlations. In Fig. 2.8 the XAS intensity of a 3d band
insulator is explained in such a one-electron picture. Since the dipole matrix element
holds for dipole selection rules, only excitations from a 2p core level into an unoccupied
3d orbital have sufficient absorption cross sections. These are the commonly investigated
excitations for 3d transition metals. Other possible excitations for the transition metals
(1s,2s → 4p, 3p → 3d) are less informative since they give less intensive and broader
features or do not probe the valence shell directly. In transition metal oxides, also
investigations on the oxygen absorption edge are possible (O 1s → O 2p) but are not
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Figure 2.8: Scheme of photon induced electron excitation into an unoccupied state in a
one-electron picture, from [55].
considered here. Note that the DOS of the transition metal 2p core level at deep energies
is assumed by two delta functions, as shown in Fig. 2.8. The created photohole with spin
1
2 interacts via spin-orbit coupling with its orbital momentum of 1. This results in a total
angular momentum j = 12 or j =
3
2 with a degeneracy of 2 and 4, respectively. In the
scheme other core levels are omitted for clarity. Historically, excitations from the j = 12
state are called the L2-edge and excitations from the j = 32 state are called the L3-edge.
The latter is located at a lower photon energy hνL3 than the photon energy hνL2 of the
L2-edge. Their intensity ratio follows the degeneracy and the energy separation increases
with climbing up the atomic number of the 3d metals (increased spin-orbit coupling).
2.2.2 Crystal field splitting
In the case of transition metal oxides the crystal field splitting caused by the surrounding
oxygen atoms plays a major role determining the electronic ground state. In a perovskite
structure the transition metal is located in the center of an oxygen octahedron, whose
2p orbitals are oriented towards the center. Due to their Coulomb potential and possible
hybridization they lift the degeneracy of the unoccupied 3d states and therefore affect
the absorption spectra. In such a symmetry it is reasonable to entitle the 3d orbitals
according to Cartesian coordinates but not according to quantum numbers of spherical
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harmonics, which are used in a free ion picture. As shown in Fig. 2.9, they are split into
eg and t2g states in an octahedral crystal field (Oh symmetry). If additional distortions
occur, the symmetry is further reduced and the degeneracy of these states is also lifted.
This is shown exemplary for a tetragonal symmetry (D4h), i.e. an elongation of the
octahedron along z direction. The crystal field splitting of 3d orbitals in transition metal
oxides is usually greater than their spin-orbit coupling strength and is thus able to elude
Hund’s rules.
dxy dxz dyz









free ion Oh D4h
symmetry
Figure 2.9: 3d orbitals of transition metals (left) and their splitting in an octahedral (Oh)
and tetragonal (D4h) crystal field (right).
The above mentioned assumptions are sufficient to explain the absorption spectra of
Ti4+ ions surrounded by an oxygen octahedron. Calculations of the atomic multiplet in
octahedral coordination are shown in Fig. 2.10. As a result of the spin-orbit coupling of
the 2p hole, the atomic spectra consist of mainly two lines. In an octahedral crystal field
the additional splitting of each component into eg and t2g peaks takes place. However,
the one-electron picture is sufficient only for d0 and d9 configurations in the ground state.
2.2.3 Many-body effects
For an arbitrary dn configuration the whole N -particle wave function has to be consid-
ered which increases the number of initial and especially final state configurations called
multiplets. Additionally, electron-electron correlation, spin-spin and spin-orbit coupling
become crucial for the energy of each multiplet. For instance the Coulomb repulsion
for a 3dz2 and a 2pz orbital is larger than between a 3dx2−y2 and a 2pz orbital, which
can be understood by looking at the overlap integral of these orbitals. Fortunately, the
excitations into many of these multiplets are forbidden by the dipole selection rules of
the matrix element. Therefore, sharp features in L-edge spectra are still visible although
these multiplets can be spread out over wide energy ranges. Furthermore, the selection
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rules are the main reason that XAS is very sensitive to changes in the ground state, for
instance changes in valency, orbital occupation or spin state.















+ Oh Crystal Field
Multiplet Calc.
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+ Charge Transfer
Figure 2.10: Multiplet calculations of Ti4+ XPS and XAS spectra in spherical and octahe-
dral symmetry including charge transfer, from [56].
At this point, also the possible charge transfer has to be mentioned. Attracted by the
hole in the excited state and because of the hybridization to neighboring atoms, it is
possible that an additional electron is transferred from the ligand (oxygen in the case
of transition metal oxides) into a 3d orbital of the excited atom. Depending on the
material system such final states have either higher or lower energy compared to the
excitation without charge transfer. Hence, in PES and XAS new features appear, which
are usually referred to 3dn+1L. Here L denotes a hole on the ligand (oxygen 2p band).
Fig. 2.10 is a summary of the discussed effects based on multiplet calculations for the
photoemission and absorption signal of a Ti4+ ion. Due to the initial d0 configuration
spin-spin interactions are almost absent, leading to very similar PES and XAS spectra.
Predominantly, the XAS signal is affected by the octahedral crystal field, which changes
mainly the energy of the unoccupied states. If additional charge transfer effects are
included, both spectra change even more.
In conclusion, XAS is a very powerful type of spectroscopy that delivers a huge amount of
informations on the ground state and crucial physical parameters driving the electronic
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properties. The XAS excitation process is strongly excitonic-like because of the large 2p
core hole - 3d electron attraction. Many effects that may alter the spectra drastically
were mentioned above. The absorption process is very local which enables the simulation
by atomic multiplet theory. Incidentally, the work by Thole [41] as well as the “XTLS”
program of Tanaka [57] should be mentioned. In this thesis the program CTM4XAS
(charge transfer multiplet for XAS) that is based on the “Cowan”-code by Thole and
Cowan has been used. The CTM4XAS front end was/is developed by the group of de
Groot [41, 58, 59] who compares calculations with experimental data comprehensively.
This section should be treated as a starting point for the interpretation of XAS and
X-ray linear dichroism (XLD) spectra. A detailed description can be found in the given
literature and the references within.
2.3 Resonant photoemission spectroscopy
Resonant photoemission spectroscopy (ResPES) can be seen as a combination of both
types of X-ray spectroscopy described above. The valence band spectra are taken by
changing the photon energy across an absorption edge. The following Fig. 2.11, according
to [60], illustrates not only the principle of ResPES but also summarizes valence band
PES (a), core level PES (b), XAS (d) and for the sake of completeness Auger spectroscopy
(c).
In a ResPES experiment the normal valence band photoemission can interfere coherently
with the different final states depicted in (a) and (e)/(f) of Fig. 2.11. If the photon energy
is set across an absorption edge of a certain element in the specimen, an excitation of
a core electron into the unoccupied orbitals can occur (d). Then the system is in an
intermediate excited state with a core hole and an additional electron in the conduction
band. For de-excitation an autoionization or Auger effects happen, in which the core hole
is filled by an outer shell electron and the residual energy is released in terms of Auger
electrons. This results in greatly enhanced or suppressed spectral weight of the specific
atomic species in the valence band. If the excited electron in the previous empty state
of the conduction band is emitted, the process is called participator decay. In Fig. 2.11
it is shown that the final state of the latter described process (e) is exactly the same as
that of a normal valence band photoemission (a) and yields equal kinetic energy for the
emitted electron. To calculate the photoemission intensity for this situation the cross
section of both processes have to be summed up coherently since the participator decay
31
2 Experimental and theoretical background
















Figure 2.11: Scheme of the different excitation and de-excitation channels during XPS,
XAS and ResPES experiments, according to [60].
that contains an intermediate state |Ψj〉 happens at very low time scales. This leads to














Eg − Ej + iΓj/2
∣∣∣∣∣∣
2
δ(Ef − Ei) . (2.27)
Here, V̂r and V̂A denote the radiative dipole (Ĥint) and Coulomb operator, respectively.
Γj is the core-level lifetime-induced width of the intermediate state |Ψj〉 [60].
In contrast to this, the first excited electron remains in its state during the spectator
decay. Here, an electron from the valence band is emitted when the initially core hole
is refilled. As it can be seen in Fig. 2.11(f) the system remains in a state, in which two
electrons from the valence band are missing, equivalent to Auger decay (c) but with
one additional electron located in the conduction band. The spectral weight, arisen
by Auger and spectator decays, is therefore similar in shape. Important to distinguish
between participator and spectator decay is the fact that the features in the valence
band, caused by the latter, shift in binding energy for scanning the photon energy across
the absorption edge, whereas they stay constant for the participator decay. Furthermore,














Figure 2.12: Scheme of the BESSY II synchrotron facility (a). The electrons are accelerated
up to about 1.7 GeV by the “Booster”and then injected into the storage ring. The undu-
lator (b), an arrangement of magnets, bend the electron beam periodically and generates
tangential electromagnetic radiation. The radiation is then monochromatized and guided
via beamlines to the experiment.
XAS and ResPES experiments require a high quality light source with tunable photon
energy, variable polarization, high energy resolution, high intensity, small spot size and
high stability of the beam. The brilliance is an important parameter to characterize and
compare X-ray sources. It takes the number of photons per second, their angular diver-
gence, their energetic bandwidth and the spot size into account. Especially, synchrotron
light sources provide X-rays with tunable photon energy and high brilliance, many orders
of magnitude higher than conventional X-ray tubes. Here, the electromagnetic radiation
is emitted when charged particles (electrons, positrons, protons) with high kinetic ener-
gies are accelerated radially, i.e. perpendicular to their direction of movement. For this
purpose particles are accelerated usually in a linear accelerator or in a small synchrotron
to energies of several giga-eV. Afterwards, they are injected into the storage ring, which
achieves a lifetime of several hours by compensating radiative energy loses. Either bend-
ing magnets (dipoles), which keep the particles in the closed orbit, or insertion devices,
such as wigglers or undulators situated in the straight sections, create the synchrotron
radiation within the storage ring [61]. By changing the arrangement of the undulator
magnets the polarization can be changed to vertical, horizontal or left and right circular
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polarized light. Mirrors in the beamline are used to guide, monochromatize and focus
the tangential emitted light on the sample located in the analyzing chamber. For the
whole experiment ultra-high vacuum (UHV) conditions are necessary from generating
the electrons, via their acceleration through to the irradiation of the specimen.
Figure 2.13: Photon flux of the UE52-PGM beamline for horizontal (left) and vertical
(rigth) polarized light measured with a GaAs diode and an exit slit of 100µm.
The data of the present work have been acquired at the Berliner Elektronenspeicherring-
Gesellschaft für Synchrotronstrahlung (BESSY II) at the UE52-PGM beamline, that is
equipped with a plane grating monochromator. In Fig. 2.12 a scheme of the BESSY II
synchrotron and an undulator is shown. The photon flux and energy bandwidth depend
on the chosen photon energy, polarization, exit slit and the used harmonics of the un-
dulator. For standard operation the photon flux depending on photon energy is shown
for horizontal and vertical polarization in Fig. 2.13. The end-station is equipped with a
Scienta R4000 hemispherical electron analyzer, a channeltron, that can be used as an
PEY detector, and a photo diode for measuring partial electron and/or total fluorescence
yield. In combination with a manipulator, that enables the detection of the photocur-
rent, i.e. TEY, the apparatus is designated for high resolution XPS and XAS studies. In
addition, due to the available dispersive mode fast ResPES measurements are possible.
The preparation chamber is equipped with a AlKα X-ray source, a LEED (low energy
electron diffraction), a mass spectrometer and a sputter gun, all of them are necessary
for cleaning, preparing and preinvestigating the sample.
2.4.2 Laboratory spectrometer
Nearly all laboratory XPS investigations of this work were done at the IFW Dresden
with a spectrometer system constructed by the company SPECS. The experiments were
carried out under UHV conditions with a base pressure of p = 2 · 10−10 mbar. A sketch




















Figure 2.14: Schematic layout of the laboratory spectrometer system.
The sample holder can be introduced into the system via the fast entry. It is possible to
heat the sample up to 1000 °C with an integrated electron beam heater in the preparation
chamber. A VAT vacuum valve separates the preparation from the analyzing chamber,
which can be reached by a transfer system. Different characterization tools are on hand
in the analyzing chamber, including a LEED and hemispherical electron analyzer (PHOI-
BOS 150) manufactured by SPECS company. A monochromatized, dual anode X-ray
source XR-50 M (Al Kα 1486.6 eV, Ag Lα 2984.3 eV) and a helium discharge lamp (UVS
300 ) are the available light sources. Additionally, the sample can be cleaned with a
sputter gun (SPECS IQ 12/38 ) via the bombardment with noble gas ions (Ar+). The
energy resolution at room temperature is about 0.3 eV for XPS and 0.1 eV for UPS.
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3 Insulator-metal phase transition at
polar/non-polar oxide interfaces
3.1 Introduction
The main task of this thesis is the investigation of functional interfaces between perovskite
oxides. Perovskites entitle all ABO3 cubic crystal structures (space group Pm3̄m), which
consist of twelve-fold coordinated cations at the A-site and six-fold coordinated cations
at the B-site, surrounded by an oxygen octahedron (shown in Fig. 3.1(a)). Orthorhombic
distortions or tilting of the oxygen octahedron are characteristic for this chemical family.
There are only little restrictions concerning the A and B-site ions, for instance their
overall oxidation state has to be six (valency of A + B = 6). Thus a large variety of
cation combinations exists, and many of these compounds have complex phase diagrams
and show considerable variety of physical properties and exotic phenomena [62, 63], e.g.:
• ferroelectric ceramics with high dielectric constant (BaTiO3) [64],
• large magnetoresistance in manganites (La, Sr)MnO3 [3],
• ferromagnetism and large spin polarization above room temperature [65],
• high temperature superconductivity in cuprates (e.g. YBa2Cu3O7 [5]).
The main reason for the observed properties is the occupancy of the transition metal
3d orbitals and hence, the subtle interplay between strong electron-electron correla-
tions at atomic sites and their hybridization with oxygen p electrons. The Coulomb
repulsion keeps the 3d electrons more localized, while the hybridization causes delocal-
ization/itinerancy [66, 67]. In recent years, the epitaxial growth of perovskite oxide
films with very high quality, shown in Fig. 3.2, became possible by reflection high-energy
electron diffraction (RHEED) assisted chemical vapor deposition (CVD), pulsed laser
deposition (PLD) or molecular beam epitaxy (MBE), introducing the interface as an ad-
ditional degree of freedom. A tremendous amount of different oxide heterostructures or
superlattices seem to be manufacturable. These exhibit an even more complex situation
at the interface leading to new physical properties. Not only the break in translational
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Figure 3.1: Side view on the cubic crystal structure of the ABO3-perovskite family (a), top
view on the AO-plane and (b) on the BO2-plane (c).
symmetry but also strain induced structural distortions, point defects, dislocations and
stacking faults can alter the electronic system.
One famous example is the interface between lanthanum aluminate (LaAlO3) and stron-
tium titanate (SrTiO3), briefly called LAO and STO. In a simple ionic picture the valen-
cies for each site are: Sr2+, La3+, Ti4+, Al3+ and of course O2−. Both perovskites are
non-magnetic wide bandgap insulators with a closed electronic shell, 4f0 for LAO and
3d0 for STO. In 2004, Ohtomo and Hwang reported about a high-mobility electron gas,
which is surprisingly formed at the interface between these two insulating perovskite ox-
ides [10]. The presence of Shubnikov-de Haas oscillations, whose period depends only on
the perpendicular component of the magnetic field [69], is a prove for its two-dimensional
nature, and therefore it is often called a two-dimensional electron gas (2DEG) or even
a two-dimensional electron liquid, since electron-electron interactions have to be taken
into account. In the following, besides the electric conductivity also superconductivity
[70, 71], ferromagnetism [72, 73], large in-plane magnetoresistance [19, 74, 75] and giant
persistent photoconductivity [21, 76] were found at this interface.
The interface conductivity occurs only for LAO films grown on TiO2-terminated STO
substrates, but not for films grown on SrO-terminated STO. The transport properties for
LAO/STO heterostructures determined by Hall measurements have been controversially
discussed in literature. High mobilities up to 10 000 cm2(Vs)−1 have been reached for
samples grown under low oxygen partial pressure [10]. However, samples grown under




Figure 3.2: During the growth of oxides, structures in the RHEED-pattern (c) and their
intensity oscillations (a) indicate a epitaxial layer-by-layer growth. The data are taken from
[21] and show the RHEED pattern/oscillations for a NGO film grown on STO (T = 700 ◦C,
p(O2) = 5 ·10−2 mbar). Atomic force microscopy image of a 26 uc LAO film grown on TiO2-
terminated STO (b), from Ref. [68]. A sign of high quality are the reproduced terraces from
the substrate with one unit cell step height.
erties are affected by electric fields [77], which enables their application in field effect
devices. Superconductivity in LAO/STO with a critical temperature of ∼ 200mK and
with signs of two dimensionality was observed by Reyren et al. [70, 71]. Hysteresis in the
magnetoresistance at low temperatures [19], SQUID measurements [72, 73] and torque
magnetometry measurements [78] indicate the existence of ferromagnetism. The coex-
istence of ferromagnetism and superconductivity in the same sample [72] raises further
scientific interest. By scanning SQUID experiments Bert et al. imaged sub-micrometer
ferromagnetic domains incorporated in a rather uniform paramagnetic background, which
becomes diamagnetic and superconducting at low temperatures. The transport proper-
ties of LAO/STO and other oxide heterostructures appeared to be strongly influenced by
light irradiation, for instance a large decrease in resistivity under UV-light (by a factor
of ∼ 2) was reported, which persists for several hours after light illumination [21, 79].
The physical mechanisms, that drive all these exciting properties, are still a subject of
passionate debates. The four itemized hypotheses can cause an effective doping of the
interface region and will be explained in the following [68]:
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“Polar catastrophe” scenario
In Fig. 3.3 it is illustrated, how an electronic reconstruction is able to avoid a polar
catastrophe and leads to conductivity at the interface [11]. It can be understood within an
ionic limit, as mentioned before, whereby STO along (001)-direction consists of neutrally
charged Sr2+O2− and Ti4+O2−2 planes, while the La3+O2− and Al3+O2−2 layers in LAO
are charged alternating +1 and −1. The 2D unit cells of these AO- and BO2-planes can
be seen in Fig. 3.1(b) and (c). Obviously, an electrostatic potential V builds up with
increasing layer number. Fig. 3.3(b) illustrates how the system undergoes an electronic
reconstruction to avoid an unphysical diverging potential. This is only possible due to the
variable valency of the Ti-ion, whose oxidation state is known to vary between +2 and +4
in nature. In this way, half an electron per 2D unit cell is transferred from the surface of
the LAO to the topmost TiO2 layer of STO and changes the occupancy of the Ti 3d levels
from the generic 3d0 (Ti4+) to a 3d0.5 (Ti3.5+) state. The additional correlated electrons
at the interface can lead to the intriguing properties of the 2DEG. This scenario rests on
the build-in potential discontinuity at polar/non-polar heterostructures and is therefore
referred to as an intrinsic mechanism. It predicts a critical thickness of LAO as onset for
conductivity, which, indeed, was found by Thiel et al. and is shown in Fig. 3.4 [77]. In fact,



















































Figure 3.3: Schematic illustration of the polar/non-polar oxide interface and the behavior
of physical parameters (effective charge density ρ, electric field E, electrostatic potential
V ) in the case of (a) the polar catastrophe scenario and (b) after electronic reconstruction.
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Despite of the advantages mentioned above, the “polar catastrophe” scenario reveals
also discrepancies with experiments. For instance, interfacial conductivity occurs also
when amorphous LAO films, which have no preferential polarization direction, are grown
on STO. But it turned out that oxygen vacancies play a major role here, since the
conductivity does not persist upon oxygen treatment [80]. Furthermore, photoemission
spectroscopy (PES) is not able to detect strong polar fields in the LAO overlayer material,
which should cause an energy shift of all related states [81–84]. The 2DEG at the interface
with a robust critical thickness is only formed if LAO is deposited on TiO2-terminated
STO but not for the reversed SrO-AlO2 interface structure [10, 68]. Similar behavior
as for LAO/STO was found for other polar overlayer materials but not for other non-
polar substrates than STO. Density functional theory [85–89] and dynamical mean field
theory calculations [90–92] confirm on the one hand the intuitive picture of the rising
electrostatic potential and show how the electron density accumulates at such oxide
interfaces, but on the other hand they also predict that structural deformations, charge,
orbital and/or magnetic ordering as well as the formation of oxygen vacancies play a
crucial role [93].
Figure 3.4: Sheet conductance and sheet carrier density of LAO/STO interfaces depending
on LAO thickness d, taken from [77]. The LAO layers were grown on TiO2-terminated
STO by RHEED assisted PLD in an oxygen atmosphere of 2 · 10−5 mbar and a substrate
temperature of 770−815◦C. Afterwards, they were cooled to room temperature in 400mbar
oxygen partial pressure. An insulator-metal phase transition occurs at a critical thickness
of 4 uc.
Oxygen vacancies
It is well known that the wide bandgap insulator STO can be easily doped n-type or
p-type. Commonly, n-type conductance is achieved by the substitution of Sr2+ by La3+,
of Ti4+ by Nb5+ or by reduction, whereby every oxygen vacancy releases two electrons.
Oxygen vacancies, acting as electron donators, tend to get mobile at ordinary PLD
growth conditions with substrate temperatures of about T = 750− 850 ◦C [68]. Oxygen
poor STO exhibits superconductivity with transition temperatures of 300− 400mK and
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unexpected high low-temperature mobilities up to 30 000 cm2V−1s−1, that scatter over
wide ranges depending on reference [94]. The similarities to the LAO/STO interface,
which properties vary strongly on the oxygen partial pressure during growth [95], are
obvious. As it is shown in Fig. 3.5, samples grown under high oxygen partial pressure
show magnetism. Low oxygen pressure leads to the formation of oxygen vacancies, while
superconductivity is found in the intermediate regime [96]. However, conducting tip
atomic force microscope (C-AFM) measurements reveal a confinement of conductivity
towards the interface region (< 7 nm) only for well oxidized samples. Otherwise, the
conducting part penetrates several micrometers into the STO bulk. To suppress this
extrinsic effect of oxygen vacancies a post-growth oxygen treatment is usually performed
by cooling down the samples over several hours in 0.3 − 1 bar oxygen partial pressure.
Nonetheless, an accumulation of oxygen vacancies at the interface, probably induced by
distortions or by the polar character, cannot be ruled out. An indication that oxygen
vacancies do not dominate the physical mechanisms at the interface is the absence of the
carrier “freeze-out effect” at low temperatures [97], that would be observed for carriers
from thermally activated donor levels of oxygen vacancies [94, 98]. In the case of an
electronic reconstruction the degenerated 3d levels get filled with additional electrons,
which do not need to get activated to take part in transport.
Figure 3.5: Temperature dependence of the sheet resistance for LAO/STO conducting
interfaces, grown at various partial oxygen pressures, taken from [68].
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Structural distortions and cation intermixing
Structural distortions and cation intermixing across the interface are two alternative
mechanisms, which may contribute to the fascinating physics of polar/non-polar inter-
faces. Finite intermixing and deviations from an abrupt interface were found for the
A-site (La ↔ Sr) and B-site sublattice (Al ↔ Ti) [14, 99–101], e.g. by X-ray diffrac-
tion (XRD) [13], medium energy ion scattering [102] and photoemission spectroscopy
[103, 104], indicating a much more complex nature of the 2DEG. Recent scanning trans-
mission electron microscopy and electron energy loss spectroscopy (STEM/EELS) data,
performed on samples similar to the ones employed in this work, have posed neverthe-
less stringent upper limits to the amount of La cations crossing the interface [105]. The
experimental Ti and La elemental profiles across the interface, shown in Fig. 3.6, deviate
only marginally from simulated profiles. Also distortions, buckling or rotations of the
TiO6 octahedron, induced by the strain at the interface, can change the Ti 3d bandwidth
or can split their degeneracy. This may favor the occupation of a certain Ti 3d orbital
which can lead to conductivity [15, 106, 107].
Atomic rearrangements, defects and interface roughness are widely recognized as pos-
sible mechanisms to decrease or to eliminate polar discontinuities and interface dipoles
at ordinary group II, III, IV and V semiconductor heterostructures [108]. Furthermore,
atomic intermixing can effectively dope the interface region. However, it seems question-
able that these effects alone can provide the entire free carrier density at the interface
and can cause the large variety of properties. In particular the variable valency of Ti
in STO based oxide heterostructures, seems to be a prerequisite to eliminate a “polar
catastrophe” and opens new fundamentals for the engineering of functional electronic
interfaces.
3.2 Samples
There are different ways to gain more insights into the mechanisms which drive the phys-
ical properties at polar/non-polar oxide interfaces. They range from first principle calcu-
lations via the growth and characterization of interfaces, made by other materials, up to
their detailed experimental investigation with various techniques. For example electron-
electron correlations [92] or certain defect structures and distortions can be taken into
account in theoretical calculations, the band insulator LAO can be substituted by other
polar oxides including also Mott insulators (e.g. LaTiO3 [87, 109], LaVO3 [110]), and for
instance high resolution X-ray reflectometry or X-ray standing wave spectroscopy can be
performed. In this work the properties of three different materials, namely lanthanum
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Figure 3.6: High structural and chemical quality of the LAO/STO heterostructures inves-
tigated in this thesis has been proven by high angle annular dark field micrograph (a) and
superimposed electron energy loss spectroscopy (EELS) Ti and La elemental map (b) and O
map (c). (d) Experimental LaM4,5 and TiL2,3 EELS profiles (open symbols) are compared
to simulated profiles (solid lines) for an atomically abrupt interface. (e) Experimental (line
+ symbols) and simulated (solid line) OK-edge profiles: Both data express two slightly dif-
ferent quantities, thus their different amplitude does not indicate different oxygen content.
Taken from [105].
aluminate LaAlO3 (LAO), lanthanum gallate LaGaO3 (LGO) [111–114] and neodymium
gallate NdGaO3 (NGO) [21, 79, 115], all grown on STO in (001)-direction, are inves-
tigated in detail by X-ray spectroscopy techniques. The interfaces of these three polar
compounds with STO share some properties considered to be crucial for the electronic
reconstruction scenario. LGO and NGO also consist of alternating positively charged
AO-planes and negatively charged BO2-planes and therefore, grown on STO, they ex-
hibit a polar/non-polar interface characteristic. Both compounds have a larger bandgap,
3.8 eV for NGO and 4.4 eV for LGO, than STO (3.2 eV), which however are smaller than
the 5.6 eV bandgap of LAO. The larger bandgap was proposed to be necessary to align
the conduction band of the polar film energetically above the conduction band of STO.
Only in this case, electrons can be transferred from the surface valence band primarily
into the conduction band of the interfacial TiO2 layer of STO. Finally, strong similarities
with LAO/STO interfaces were found, i.e. an insulator to metal phase transition with a
critical thickness of about 4 unit cells (uc), similar transport properties strongly depend-
ing on oxygen partial pressure during growth, superconductivity with Tc ∼ 200−300mK,
persistent photoconductivity [21, 111, 115]. In this manner, the effect of the lattice mis-
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Table 3.1: Properties of the four investigated perovskite oxides, i.e. chemical formula,
valency in an ionic limit, polarity of the layers in (001)-direction, bandgap [116–120], lattice
constant [121–123] and mismatch towards the STO substrate, as well as superconducting
Tc of bulk STO (doped) [124] and reported Tc for the 2DEG at the three interfaces to STO
[70, 71, 111, 125].
name
strontium lanthanum lanthanum neodymium
titanate aluminate gallate gallate
chem. formula SrTiO3 LaAlO3 LaGaO3 NdGaO3




(100) layers non-polar polar (+1,−1) polar (+1,−1) polar (+1,−1)
bandgap 3.2 eV 5.6 eV 4.4 eV 3.8 eV
lattice constant 3.905 Å 3.79 Å 3.896 Å 3.864 Å
lattice mismatch - -2.94% -0.23% -1.04%
ncritical for 2DEG - 4 uc 4 uc 4 uc
superconducting Tc 350mK 200mK 150 mK 200mK
match can be analyzed. The substitution of aluminum by gallium on the B cationic site
results in an increase of the pseudocubic lattice constant. Contrary, neodymium has a
smaller ionic radius than lanthanum. This yields to a smaller lattice constant for NGO
than LGO but an even larger than for LAO, which implies that the smallest lattice mis-
match compared to STO is achieved with LGO. A small lattice mismatch is a prerequisite
for high quality epitaxial growth. An increase in lattice mismatch can be the origin for
a higher degree of disorder and structural distortions. Secondly, the effect of different
chemical environments for the Ti-sites can be investigated. Important parameters of
STO, LAO, NGO and LGO are summarized in Tab. 3.1.
Most of the transition metal oxide thin films, studied in this thesis, were fabricated by
RHEED assisted pulsed laser deposition in the MODA lab (Modular facility for Oxides
Deposition and Analysis) at the CNR-SPIN institute, Naples, Italy. A sketch of the
growth chamber is shown in Fig. 3.7. Within this type of physical vapor deposition (PVD)
the light of a high-power pulsed KrF excimer laser (wavelength 248 nm, repetition rate ∼
0.5Hz) is focused on a stoichiometric target inside a vacuum chamber, which is vaporized
due to the introduced energy of about 1.5 J/cm−2 per laser pulse. The ions in the created
plasma plume are deposited as a thin film on the heated substrate located at about
40mm in front of the target. An optimized substrate temperature (about 730 ◦C) and
oxygen partial pressure in the vacuum chamber are essential to achieve epitaxial layer
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by layer growth of a well oxidized film, which yields reproducible metallic interfaces
with above mentioned properties [21]. Single TiO2-terminated STO substrates were
purchased from TSST BV. During the growth, the structure, the morphology and the
roughness can be analyzed in situ by the RHEED pattern. In addition, the intensity
variation/oscillation of the RHEED pattern is a measure for the thickness of the film
with sub-monolayer sensitivity [126]. A relatively high oxygen partial pressure of about
10−2 mbar was adopted in order to decrease the risk of incorporating oxygen vacancies
into STO during the growth process. This method has proved to produce high quality
samples if proper growth conditions are adopted [21, 112, 114, 127]. A slow cooling
down to room temperature was performed after growth by keeping the oxygen pressure
unchanged. The high quality of a LAO/STO sample grown in the same laboratory under
similar condition has been proven with TEM/EELS measurements by Cantoni et al. [105],
shown in Fig. 3.6.
The samples were transported in air and cleaned by rinsing them in acetone prior the
experiment. They were glued on the sample holder by conducting silver paint to avoid
charging effects. Nevertheless, finite charging were observed for samples with a thickness
below the conductivity threshold. The thickness of the investigated samples is limited
by the sensitivity depth of the experimental technique. As a result of the small inelastic
mean free path of photoelectrons, only samples with an overlayer thickness up to 8 uc
can be investigated.
Figure 3.7: Sketch of the MODA PLD growth chamber and a close view on all important
parts during the PLD process, taken from [127].
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3.3 Strontium segregation at polar/non-polar oxide
interfaces
The following section is related to the growth and the stoichiometric structure of the
samples. The cation core levels of all samples were investigated by detailed X-ray pho-
toemission spectroscopy (XPS) measurements. To disentangle bulk, interface and surface
signal the sensitivity depth was tuned by varying the photon energy (hν) and the emis-
sion angle (Θ) (see section 2.1.4). It is shown that an unexpected second strontium
component, that can be attribute to surface segregation of Sr cations, clearly emerges
from the collected spectra. Such phenomena are found in perovskites like LaxSr1−xMnO3
[2], SrTiO3 [128], SrTi1−xFexO3−δ [129] and in the TiO2/SrTiO3 system [130, 131] fre-
quently, especially when the grown compound is composed of strontium itself. Also
the role of Sr-vacancies at the LAO/STO interface is under discussion [132]. The Sr
segregation effect occurs for all heterostructures and film thicknesses addressed in this
work.
Fig. 3.8 shows the background corrected and normalized Sr 3d core levels for pure STO (a)
and 3 uc LAO/STO (b) measured with varying photon energy and emission angle. The
Sr 3d line consists of a doublet due to spin-orbit splitting (Sr 3d3/2, Sr 3d5/2). Charging-
related energy shifts have been encountered during the measurements. Therefore, I am
going to refer to the binding energy shifts with respect to the Sr 3d5/2 peak maximum,
rather than to absolute binding energy values. The surface sensitivity of the experiment
can be tuned by changing the photon energy and the emission angle. Lower photon
energies and higher emission angles increase the surface contribution to the overall signal
and decrease the effective IMFP λeff – the projection of the IMFP λ to the surface normal
(see Fig. 2.6 and Eq. 3.1):
λeff = λ(Ekin) · cos Θ . (3.1)
Values for the inelastic mean free path (IMFP) and its dependency on the kinetic energy of
the photoelectrons have been calculated by the semi-empirical TPP-2M model described
in section 2.1.5 [49].
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Figure 3.8: Background subtracted and normalized Sr 3d photoemission core level spectra
of a STO substrate (a) and the 3 uc LAO/STO sample (b) measured at different photon
energies hν and emission angles Θ. Surface sensitivity is enhanced for lower photon energies
and higher emission angles. The energy scale is referred to the Sr 3d5/2 maximum in order
to neglect charging effects.
The STO spectra show two single peaks with little dependence of the shape on measuring
parameters, although in the most surface sensitive conditions (Θ = 55◦, hν = 200 eV) a
slight broadening might be present. The spectra collected for LAO/STO, on the contrary,
feature a strong dependence on λeff . Whereas the hν = 800 eV spectrum resembles the
one of STO, at lower photon energies and higher emission angle an increasing high binding
energy component is found, which dominates the spectrum for Θ = 55◦, hν = 200 eV.
Such behavior is observed on the Sr 3d doublet of all the LAO/STO, NGO/STO and
LGO/STO samples, irrespective of polar film thickness. The core levels of the other
cations do not show, instead, any comparable dependence on the measuring conditions.
The change of the Sr 3d line in Fig. 3.8 is most naturally associated with the appearance of
a second Sr component, which is chemically inequivalent with respect to the Sr2+ cations
populating the perovskite A-site in STO. Alternative possibilities, as a strong band bend-
ing in STO near the interface, would also cause a λeff dependence of the spectra. Such
hypothesis is nevertheless inconsistent with the absence of a comparable broadening for
the other core levels. Furthermore, band bending would lead to a continuous shift of the
peak positions of the Sr spectra as a function of λeff between the two extreme binding
energy values, for which no evidence was found in the data.
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In order to extract quantitative information from the spectra a global fitting scheme was
implemented. All the spectra for a given sample have been fitted with two doublets and
the following constraints:







• spin-orbit splitting is an atomic value and was set to 1.76 eV [37],
• equal full width half maximum (FWHM) and an equal Gaussian to Lorentzian ratio
for doublet lines were imposed
FWHM(d5/2) = FWHM(d3/2) ,
• same energy separation between the two doublets and equal FWHM for each dou-
blet were globally claimed for all measurements of a sample.
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Figure 3.9: Fitted Sr 3d core level photoemission spectra of a 3 uc LAO/STO sample, that
was measured at different photon energies hν and emission angles Θ. For higher emission
angles or lower photon energies (higher surface sensitivity) the second Sr component is
enhanced.
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Table 3.2: Global fit parameters for the three different heterostructures, given in eV.
Parameter 3 uc LAO 3uc NGO 6uc NGO
Energy separation 1.06 0.95 1.00
FWHM(Sr-STO) 0.9 0.9 0.9
FWHM(Sr-2) 1.2 1.3 1.3
Such a global scheme is necessary since the spectral weight especially of the second dou-
blet varies strongly with photon energy. In this manner, the energy separation between
both doublets is mainly defined by very surface sensitive measurements (low photon en-
ergy), where both doublets can be well distinguished. Therefore, reliable values for the
relative intensity up to hν = 800 eV can be extracted. At 1200 eV photon energy, the
worse energy resolution and the decrease in spectral weight of the second component lead
to indistinguishable doublets. This complex procedure has been applied to the data of a
3 uc LAO/STO, a 3 uc and a 6 uc NGO/STO sample.
Best fit curves for the 3 uc LAO/STO sample are plotted in Fig. 3.9, representatively.
The plots for the 3 uc and the 6 uc NGO/STO samples can be found in the appendix
(Fig. 5.1). The fit is of good quality and the fit parameters are shown in Tab. 3.2. For all
three samples the same parameters satisfy and therefore validate the described procedure.
The energy separation between the substrate and second Sr component is about 1 eV.
The larger FWHM of the photoemission profile from the high binding energy component,
called Sr-2 in the following, suggests a higher degree of disorder of Sr-2 cations with
respect to the Sr-STO cations residing in crystalline STO.
In Fig. 3.9 it is obvious that the integrated intensity of the Sr-2 component increases for
lower hν and larger Θ compared to the integrated intensity of Sr-STO, proving that Sr-2
cations are located above the STO substrate.
Still, a number of more challenging issues about the Sr-2 component remain open:
• Where are Sr-2 cations located? Do they lying in-between LAO and STO? Are
they homogeneously intermixed in LAO or do they segregate above LAO?
• Which is their amount?
• Which is their source and which is the origin of the chemical shift?
• Can they affect the interface properties?
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Figure 3.10: Sr 3d spectra (left) of the 3 uc LAO/STO sample measured at hν = 400 eV
for both emission angles Θ. The data are normalized with respect to the La 4d intensity
(right). The intensity for the Sr-2 component (dark gray shaded area) increases relatively
for higher surface sensitive conditions (Θ = 55◦), whereas the Sr-STO intensity (light gray
shaded area) decreases.
Location and amount of the Sr-2 species
The data for the integrated intensity ratio between Sr-2 and Sr-STO is not sufficient
to answer the first question properly. It is more promising to compare the area below
both components to the integrated intensity of core levels associated with elements of the
overlayer material. To diminish errors caused for instance by the transmission function
of the analyzer and different IMFPs, both depending on the kinetic energy of the photo-
electrons, core levels energetically close to the Sr 3d excitation should be used primarily.
In the case of LAO the Al 2s, La 4d and Al 2p core levels lie in the energy range of 120
– 70 eV and comply with this restriction. In the following the integrated intensity of
the Sr 3d line is compared to those of the La 4d line, since both share the same angular
momentum quantum number exhibiting similar photoemission cross sections. In the left
part of Fig. 3.10 the Sr 3d spectra for 3 uc LAO/STO measured at hν = 400 eV for both
emission angles is plotted after normalizing them to the area of the corresponding La 4d
line shown in the right part. The relative intensity of the Sr-STO component decreases,
as expected, for higher surface sensitive conditions, e.g. Θ = 55◦. In contrast to this, the
intensity of the Sr-2 component increases obviously.
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Figure 3.11: Sr 3d/La 4d intensity ratio of the 3 uc LAO/STO sample vs. effective inelas-
tic mean free path of the photoelectrons. Lines and gray area: Model calculations with
DSr−2 = (0.035± 0.01)nm. See main text for details. Inset: Sketch of the heterostructure
including the inferred position of the Sr-2 component.
In Fig. 3.11 the integrated intensity ratios (IIR) between the Sr 3d and La 4d profiles in
LAO/STO are plotted vs. λeff for both Sr components. Each data point corresponds
to a given photon energy and emission angle, that is converted into λeff . The data
were corrected for core level and photon energy dependent cross sections and asymmetry
parameters [133]. As expected, the Sr-STO IIR decreases exponentially for lower λeff ,
due to the rising photoelectron damping by the LAO overlayer and the simultaneously
increasing contribution of La. In contrast to this, the Sr-2 IIR (lower graph) increases
for lower λeff . Once again, a similar behavior is observed for the NGO/STO samples
shown in Fig. 3.12(a) and Fig. 3.12(b): the Sr-STO IIR measured with respect to Ga 3p
rises with increasing λeff , while Sr-2 clearly shows an opposite trend.
If the Sr-2 cations were lying in between LAO (NGO) and STO, their IIR would show
the same trend as Sr-STO. A homogeneous intermixing of Sr-2 in LAO (NGO) would
cause a constant IIR vs. λeff . Only a top surface position of the Sr-2 cations entails the
observed increase of IIR with decreasing λeff . Therefore, the measured IIR profiles can
be compared to a model, which assumes an abrupt interface and an additional overlayer
containing the Sr-2 species (see Fig. 3.11 inset). Within this scenario, the IIR values for















I0Sr−2 × (1− e
−DSr−2/λeff )
I0La × (1− e
−DLAO/λeff )× e−DSr−2/λeff
. (3.3)
Here the integrated intensities, directly extracted by fitting the data for Sr-STO, Sr-2 and
La, are labeled with I.∗ I0 reflects the concentrations and cross sections of the different
elements. In order to reduce the number of free parameters we set I0Sr−STO = I
0
Sr−2,
i.e. we assume the unknown atomic concentrations of Sr-2 to be equal to the Sr-STO
case. D is the thickness of the layers (see Fig. 3.11 inset). The solid lines in Fig. 3.11 and
3.12 represent the calculated profiles of Eq. 3.2 and 3.3 for a 3 uc LAO and 3 uc and 6 uc
NGO layer (D3uc = 1.2 nm, D6uc = 2.4 nm). The thickness of the Sr surface layer DSr−2
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Figure 3.12: Sr 3d/Ga 3p intensity ratio of the 3 uc NGO/STO (a), and 6 uc NGO/STO
(b) sample vs. effective inelastic mean free path of the photoelectrons. Lines and gray area:
Model calculations with DSr−2 = (0.035± 0.01)nm.
The model describes the data successfully and confirms that the Sr-2 cations lie pre-
dominantly at the surface of the heterostructures. DSr−2 appears to be much smaller
than a STO unit cell and all λeff . For this situation the model employed in Eq. 3.2 and
3.3, which rests on the IMFP formalism, should be considered as an attempt to extract
the order of magnitude of the top Sr concentration rather than exact quantization. The
latter comes out as only a fraction of a single STO unit cell, which hints to partial cov-
erage or island formation. The model itself assumes a homogeneous Sr-2 layer, realized
if the Sr is incorporated in the terminating LAO layer or by finely dispersed Sr-based
molecules or clusters. However, to discriminate between these situations or other forms
of island growth is not possible based on the data in Fig. 3.11 and 3.12 with certainty
and remains, in essence, a task for future studies. Interestingly DSr−2, i.e. the amount
of Sr-2, appears to be independent of the chemical nature of the polar overlayer (LAO
or NGO) and of its thickness.
∗Substrate related spurious Si intensity has been observed for low λeff . The Si 2p line partly super-
imposes the La 4d line but can be removed by fitting with sufficient accuracy.
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Laboratory XPS
The observation of the shown Sr segregation requires low photon energies, rarely used for
core level studies. This is probably the reason why this interesting phenomenon escaped
the attention of previous investigations [14, 134], although some broadening of the Sr 3d
has been reported occasionally [81]. Standard laboratory XPS measurements with an
AlKα X-ray source were performed on the same 3 uc LAO/STO sample of Fig. 3.9 to
confirm this statement. In Fig. 3.13 the result of the above mentioned global fitting
scheme is plotted. In laboratory no tunable light sources are available and hence the
sensitivity depth can be tuned by varying the emission angle Θ. To achieve small effective
IMFPs, comparable to the synchrotron experiment described above, the angle between
the sample surface normal and analyzer direction has to exceed 75◦. Due to the cosinus
of Θ in Eq. 3.1 the effective IMFP is quartered at 75◦ and reaches about 0.5 nm – the
onset in Fig. 3.11 when the IIR of Sr-2 starts to increase. However, because of difficulties
with the sample alignment and low intensities, larger emission angles are hardly feasible
from an experimental point of view. Additionally, the surface roughness can strongly
affect the IMFP due to scattering at the surface for grazing electron emission. The fitted
spectra in Fig. 3.13 support the synchrotron data qualitatively. With increasing emission
angle, i.e. raised surface sensitivity, the spectral weight of the broader Sr-2 component
increases clearly. Note that a fixed energy separation of 1 eV between both components
was demanded to ensure a well converged fit. Nevertheless, I abstain from quantitative
statements due to expected large error bars because of problematic sample alignment and
increased surface scattering at high emission angles. However, it has been demonstrated
that the Sr segregation can be already observed with a laboratory XPS setup confirming
the reliability of the synchrotron data.
Origin of Sr-2 species
Now, the origin of the Sr-2 component and its shift in binding energy is under consider-
ation. The extra Sr might well migrate from the bulk of STO which can be considered
for our purposes as an “infinite Sr reservoir”. In this context, the driving force for Sr
migration could either be an intrinsic non-stoichiometry of the single crystal or possibly
the energy gain of a surface redox reaction of Sr in oxidizing conditions. As an alternative
hypothesis, the excess Sr could lie initially on the nominally Ti-terminated STO surface
as clusters of residual atoms (possibly close to step edges) not removed by the surface
treatment nominally guaranteeing the single TiO2 termination. This would suggest the
existence of a driving force tending to maintain, even in the presence of a non-uniform
STO termination, an uniform SrO-TiO2-LaO-AlO2 sequence across the whole interface,
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Figure 3.13: Laboratory Sr 3d core level photoemission spectra of a 3 uc LAO/STO sample
measured with an AlKα source at different emission angles Θ. The spectra were interpreted
with the same global fitting scheme mentioned above. For higher emission angles (higher
surface sensitivity) the second Sr component is enhanced.
by pushing the initial excess Sr to the top of the growing film. Finally, a finite amount
of substrate surface Sr may be set free during the deposition process and experience an
energy gain by floating at the surface of the heterostructure.
As for the binding energy shift between the two Sr components, it would be very tempting
to attribute it to the electric potential foreseen to build-up across LAO, within the polar
catastrophe scenario. Nevertheless the analysis of current literature suggests that a
binding energy shift of pure chemical nature, rather than of electrostatic nature, might
well play a role. Chemical shifts very similar to the ones reported above have been in fact
reported for bare, thermally treated STO substrates and assigned to either SrOx [135],
or Sr bonded to carbon (e.g. SrCO3) [136–138]. A formation of Sr(OH)2, due to the
reaction with water, can also cause a similar binding energy shift [137]. This hypothesis
is consistent with the observation that binding energy shifts of electrostatic nature are
hardly found in LAO/STO [82, 83, 134, 139].
Sr-segregation and its impact on the physical properties
Any attempt to directly link the Sr segregation phenomenon to interface conductivity
would be highly speculative at this point. Migration of positively charged Sr2+ atoms
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from the interface to the upper LAO surface would certainly be an alternative or comple-
mentary way with respect to electronic reconstruction to alleviate the polar catastrophe.
Nevertheless, this argument would apply to any of the four cation species present in the
system. Furthermore, this effect could be neutralized, if the migration involved neutral
Sr2+ - O2− complexes rather than single ions. Finally, the very small amount of Sr-2
makes it insufficient to compensate a nominal polarity of 1/2 e− per two dimensional unit
cell. In literature one can observe that the decade-long debate on the origin of the 2DEG
in LAO/STO has taught us that the finest details in the atomic arrangement, including
e.g. the STO atomic termination, or submonolayer differences in LAO thickness above
3 uc, or LAO stoichiometry variations of the order of 1% [140], or undetectably low lev-
els of oxygen vacancies, can alter the electronic properties of this system dramatically.
Only a very accurate and complete understanding of the effective atomic configuration
occurring in real systems will allow us to properly discern intrinsic and extrinsic effects.
Impact of growth conditions on the Sr segregation
Finally, I address recent measurements which were performed to figure out a possible
impact of growth conditions on the Sr segregation. Therefore, two natural approaches
were exploited. First, the amount of surface strontium was compared to a sample grown
at three orders of magnitude lower oxygen partial pressure and secondly, the effect of a
post-growth annealing step in oxygen was studied. Both are alternative ways to manu-
facture well oxidized and smooth, layer by layer grown oxide heterostructures. The three
samples discussed above, 3 uc LAO, 3 uc and 6 uc NGO (grown at p(O2) = 10−2 mbar),
were subsequently annealed and hold for 4 hours at 500 ◦C under 500mbar oxygen pres-
sure. Additionally, two 3 uc LAO/STO samples were grown in the same apparatus but
under a lower oxygen partial pressure of 1 · 10−5 mbar, whereby only one of them was
exposed to the same post-growth annealing process in oxygen. The same photon en-
ergy and emission angle dependent measurements, discussed above, were carried out.
The striking results are shown in Fig. 3.14 and a supplemental comparison of the whole
dataset is attached (Fig. 5.3 and Fig. 5.2).
The Sr 3d spectra of the four 3 uc LAO/STO samples are normalized to the Al 2s intensity,
shown in the right part of Fig. 3.14. Besides the comparison of the line shape, this
also enables stoichiometric statements. All Sr spectra deviate from the generic STO
spectra, which energy positions are marked with dashed lines. First of all, it is discernible
that the differences to STO are larger for the as-grown (black, green curve) than for
the post-growth treated samples (red, orange). The high binding energy component
of Sr-2 seems to vanish upon oxygen annealing. More precisely, a part of the spectral
56
3.3 Strontium segregation at polar/non-polar oxide interfaces
















138 136 134 132
Binding Energy [eV] 
Sr 3d Al 2s
   p(O2) [mbar]
 1·10
-2
    1·10
-5
           as grown
           O2 annealed
Figure 3.14: Sr 3d (left) core level photoemission spectra of different 3 uc LAO/STO samples
measured at very surface sensitive conditions (hν = 200 eV, Θ = 0◦). The spectra were
normalized to Al 2s intensity (right). Both upper spectra were taken from samples grown
under high oxygen partial pressure (10−2 mbar) and the two lower spectra from samples
grown at p(O2) = 10−5 mbar. The spectra of as-grown samples (black, green) and of samples
exposed to a post-growth annealing step for 4 hours at T = 500 ◦C, p(O2) = 500mbar (red,
orange) are shown.
weight is transferred from the Sr-2 component to lower binding energy causing a slightly
increased intensity of the STO component. However, the overall area underneath the
profile is reduced compared to the Al 2s intensity. This behavior seen in Fig. 3.14 can
be rationalized in the following way: former dispersed Sr or Sr–O molecules form upon
oxygen annealing well oxidized clusters, which have the same spectroscopic signatures as
Sr-STO. Due to the agglomeration in larger clusters, they contribute less to the spectrum.
Note that this scenario is only possible if no Sr can vanish from the surface or can diffuse
back to the interface. Both assumptions are justified by the high vapor pressure of
Sr [141] and under the consideration that the post-annealing conditions are not much
different from the growth conditions, respectively. The fact that the Sr 3d spectra of the
annealed samples resemble the spectrum of Sr-STO is confirmed for all photon energies
and also for the NGO/STO samples.
Secondly, the amount of surface Sr seems to be larger for the samples grown at higher
than lower oxygen partial pressure. In particular, an increased high binding energy Sr-2
component is obvious for the black curve compared to the green curve, although both
spectra are not plotted on top of each other for reasons of clarity. At first glance, this is
surprising since a smoother growth is expected for higher oxygen pressure, which reduces
the kinetic energy of the particles hitting the STO substrate. Nevertheless, the oxygen
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pressure may be the driving force for the Sr diffusion away from the interface forming
strontium oxide. Obviously, further investigations are necessary to understand every
detail of the PLD growth process.
3.4 Electronic structure of polar/non-polar oxide interfaces
The electronic structure at the interface of polar/non-polar oxides is the primary topic
of scientific interest. The nature of the highly mobile 2DEG and its intriguing properties
raise questions about the origin of the conducting electrons. Chemical and structural
modifications, such as the experimentally verified Sr diffusion to the surface, can affect
the interface properties but do not seem to dominate the electronic structure. It is
widely believed that the electron transfer from the surface to the interface region, caused
by the rising electrostatic potential, induces the versatile 2DEG. Spectroscopic signatures
corroborating this hypothesis are presented in this section. XPS measurements have been
done in the IFW laboratory, whereas resonant photoemission spectroscopy (ResPES) and
X-ray absorption spectroscopy (XAS) measurements have been carried out during various
beamtimes at BESSY.
3.4.1 X-ray photoemission and absorption spectroscopy at Ti
Fig. 3.15 compares the titanium 2p core level and L-edge absorption spectra of LAO/STO
samples with various overlayer thicknesses. The XPS spectra in Fig. 3.15(a) are referred
to the peak maximum to encounter for sample dependent charging. The spectra consist
of two main lines denoted by 2p3/2 and 2p1/2 separated by spin-orbit splitting of about
5.5 eV.
The spectra of the 1 uc and 2 uc LAO/STO samples coincide perfectly with the STO
reference spectra. Their shape is characteristic for Ti with a valency of +4 and an empty
3d0 shell as it is the case for STO. The complex satellite features at higher binding
energy, caused by charge transfer final state effects, are omitted for clarity. A low binding
energy shoulder arises for samples with an overlayer thickness larger than the conductivity
threshold. This region at about -2 eV relative binding energy is magnified in the inset
and clearly shows additional spectral weight for the 5 uc and 6 uc thick samples. A little
increased intensity of this feature is discernible for the 3 uc sample (blue curves in the
inset). Low binding energy features in XPS are usually caused by a reduction of the
valency of the respective site. Therefore, the occupation of former empty Ti 3d states
in vicinity of the interface is proven. The complementary XAS Ti L-edge spectra of a
6 uc and a 2 uc LAO/STO sample are shown in Fig. 3.15(b). Here, the photon energy
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Figure 3.15: Ti 2p laboratory XPS spectra (a) of LAO/STO interfaces with various thick-
nesses and emission angles Θ. XAS TiL-edge (b) of a 6 uc and 2 uc thick LAO/STO sample
and their difference spectra in comparison to a simulated Ti3+ spectra.
dependent photocurrent of the sample has been measured. Again, these spectra resemble
the typical Ti4+ related lineshape consisting of mainly four peaks, due to spin-orbit
(L3/L2) and crystal field splitting denoted with t2g and eg, and less intense multiplet
structures. The energy separation between the L3 and L2-edge is the same as the splitting
in the XPS spectra. Furthermore, the energy separation of t2g and eg peaks is a direct
measure of the crystal field splitting 10Dq of the empty states, which is in the range of
2.4 eV. Characteristic differences are found in the absorption spectra between 2 and 6 uc.
In particular, the 6 uc sample shows an intensity enhancement in-between the t2g and eg
peaks with respect to 2 uc, which is a sign of increased Ti3+ content. This is in agreement
with the XPS results. Since this Ti3+ contribution is energetically not well separated
from the more intense Ti4+, as it is for XPS, it will be discussed on a more quantitative
basis using a subtraction procedure. The blue curve represents the data after subtracting
the 2 uc from the 6 uc spectrum. The overall line shape of this difference spectrum agrees
to Ti3+ emission, which is verified by multiplet calculations (light blue curve). Ti3+
absorption spectra similar in shape can also be obtained from measurements on LaTiO3
single crystals shown in Refs. [15, 142]. The spikes and deviations around the original
Ti4+ L3 peaks are due to changes in the peak positions as a function of layer number,
which can be explained by distortion of the oxygen octahedron in STO close to the
interface. The depth distribution of the extra electrons at the Ti sites can be investigated
by tuning the surface sensitivity. Therefore, a larger emission angle of Θ = 50◦ has
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been used in XPS and the absorption spectra have been measured in two yield modes,
total electron yield (TEY) and partial electron yield (PEY). For PEY the low energy
electrons are blocked from entering the detector by a retardation voltage, whereby the
depth sensitivity of the absorption signal can be reduced. For high retardation the PEY
information depth approaches the photoemission inelastic mean free path (λ = 1.1 nm
at hν = 450 eV). For TEY the information depth is larger (≈ 3 − 4 nm) [53, 54]. Both
signals, TEY and PEY, are recorded during the absorption scans simultaneously. The
difference spectra in the inset of the XAS graph are similar in shape and magnitude,
irrespective of the yield mode. This indicates that the region of high Ti3+ concentration
near the interface extends at least 3 nm towards the bulk. This is in accordance to the
XPS data, which show no signs of increased Ti3+ spectral weight if the emission angle
is increased. Representatively, this is shown for the Θ = 50◦ spectrum of the 3 uc and
6 uc LAO/STO sample. Both results are roughly consistent with previous estimations
from X-ray photoemission spectroscopy [82, 143]. The Ti3+ XPS shoulder still increases
from 5uc to 6 uc LAO thickness but no further upturn was found for 12 uc, which is not
shown in the graph. Transport measurements reveal a jump of the 2D charge carrier
concentration at the critical thickness of 4 uc and afterwards a rather constant behavior
[77]. The former is in line with the absence of Ti3+ intensity for LAO layers thinner than
4 uc and the latter with the demonstrated steady Ti3+ intensity for thicknesses of 6 uc
and more. The 6 uc and 12 uc LAO/STO sample belong to a different batch of samples
and the 6 uc sample exhibits also different properties which will be shown later in this
work. Small variations in growth conditions can affect the amount of oxygen vacancies,
can lead to the extrinsic doping and may explain the slight increase of Ti3+ signal from
5uc to 6 uc. However, slightly increasing Ti3+ intensity was also reported in a HAXPES
study (hard X-ray photoemission spectroscopy) by Sing et al. [143].
In Fig. 3.16 and Fig. 3.17 analogous comparisons of Ti 2p XPS and XAS data are given
for LGO/STO and NGO/STO samples, respectively. Equal general conclusions can
be drawn as for LAO/STO. Both techniques enable the detection of extra electrons at
the Ti site for the three investigated polar/non-polar heterostructures. In contrast to
LAO/STO, already a small Ti3+ shoulder in the XPS data of LGO/STO and NGO/STO
is discernible with a monotonic increase up to 4–5 uc. Finite Ti 3+ intensity was also
observed frequently for the Ti 2p XPS line before the threshold [81, 82, 134], but could
be in part defect related. LGO/STO shows a tiny angle dependency of this feature, that
is confirmed by a slightly larger PEY XAS intensity compared to the TEY (see insets
of Fig. 3.16). A smaller Ti3+ signal, but still a tendency to a higher signal for lower
sensitivity depth, was also found for NGO/STO. One could roughly conclude that the
2DEG is confined up to 2 nm below the interface with a rather constant charge carrier
concentration, which is lowered for TiO2 layers further away from the interface.
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Figure 3.16: Ti 2p XPS spectra (a) of LGO/STO interfaces with various thicknesses and
emission angles Θ. XAS TiL-edge (b) of a 5 uc and 2 uc thick LGO/STO sample and their
difference spectra in comparison to a simulated Ti3+ spectra.
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Figure 3.17: Ti 2p XPS spectra (a) of NGO/STO interfaces with various thicknesses and
emission angles Θ. XAS TiL-edge (b) of a 5 uc and 2 uc thick NGO/STO sample and their
difference spectra in comparison to a simulated Ti3+ spectra.
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Figure 3.18: Comparison of Ti 2p spectra (a), XAS TiL-edge and XAS difference spectra
(b) of polar/non-polar heterostructures above critical thickness. Note, the difference spectra
are emerged by a factor of 5.
Although the qualitative behavior of the three interfaces is similar, quantitative dif-
ferences are revealed by a direct comparison. Thus, the spectra of three samples above
thickness threshold are summed up in the same manner in Fig. 3.18 and their relative Ti3+
amount is given in Tab. 3.3. Fig. 3.18 shows the Ti 2p XPS and L-edge XAS spectra of 5 uc
NGO/STO and LGO/STO as well as for 5 uc and 6 uc LAO/STO. Clearly, NGO/STO
exhibits the lowest Ti3+ intensity for both, XPS and XAS measurements. Its low bind-
ing energy component in Ti 2p XPS is weaker than for LGO/STO and LAO/STO, that
have approximately the same amount. This is confirmed directly by the observation of
less XAS intensity between the t2g and eg peaks and more pronounced by the difference
curve to a 2 uc sample. The LGO/STO and LAO/STO samples show similar shape and
magnitude. The discrepancy in both difference spectra at higher photon energy can be
traced back to differences in the background and again to thickness dependent energy
shifts of the peaks. Note that 2 uc LGO/STO and NGO/STO exhibit already slight
Ti3+ signal in XPS, that might be present also in XAS, and therefore may alter the XAS
difference spectra. No reliable procedure could be applied to extract quantitative results
from the XAS data. The relative amount of Ti3+ for XPS was estimated by fitting the
Ti 2p3/2 peak with two Voigt profiles, one representing the Ti3+ and the other the Ti4+
species. The Ti 2p1/2 peak was not considered for the fit, since it possesses already an
intrinsic asymmetric lineshape due to multiplet and final state effects [144]. Neverthe-
less, the Shirley background was subtracted over the whole Ti 2p3/2− 2p1/2 energy range.
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Depending on the constrains for the peak profiles and the chosen background slightly
different concentrations could be achieved, which lie in the range of a 10% error interval.
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Figure 3.19: Fit of the measured Ti 2p3/2 peak with a Shirley background, subtracted over
the whole Ti 2p3/2 − 2p1/2 energy range, and two Voigt profiles associated with Ti4+ and
Ti3+. In this way the relative Ti3+ intensity can be extracted for the 5 uc LAO/STO (left),
LGO/STO (middle) and NGO/STO (right).
The fit presented in Fig. 3.19 is of good quality. After the subtraction of an empirical
Shirley background [38] the three spectra can be fitted by the two Voigt profiles satis-
factorily. The energy separations ∆E(Ti4+ − Ti3+) and FWHMs of the 2p3/2 peaks are
the same for the three different polar overlayer materials, shown in Tab. 3.3. Compared
to single crystalline STO the Ti 2p peak is not broadened (FWHM=1.1 eV), indicating
a highly stoichiometric environment for the Ti ions even in the PLD grown heterostruc-
tures. Ishida et al. discussed the same signs of Ti3+ for Nb doped STO. They observed
also an energy separation of about 2 eV and a relative intensity of approximately 6%
[145]. Following their interpretation, the valence of Ti is fluctuating between +3 and
+4 with a time scale longer than characteristic time scales for a photoemission process
(∼ 1016 s). An alternative explanation for the two measured Ti 2p components is that
a fraction x of the Ti sites has nominally a d1 and the rest a d0 configuration [145]. A
measure for this fraction of Ti3+ ions is the relative integrated intensity of Ti3+ compo-
nent, which is extracted by the fit in Fig. 3.19 and given in Tab. 3.3. Moreover, this value
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can be used to roughly estimate the sheet carrier density nsheet, if one assumes that the







Here, a denotes the cubic lattice constant of STO (3.905 Å). The obtained values of
about 1 · 1014 cm−2 for nsheet are comparable to transport data on samples grown in the
same laboratory [21, 79] and close to the theoretical value of 3.2 · 1014 cm−2 predicted
by the “polar catastrophe”, where 0.5 e− per 2D unit cell is transferred to the interface.
They should be seen as a lower limit because a lower boundary of thickness with constant
carrier concentration was assumed neglecting any contribution from free charges located
further away from the interface. Transport data on well oxidized samples exhibit one
order of magnitude lower charge carrier concentration [77]. However, localized charges are
hidden in transport experiments but not in photoemission. Other techniques, for instance
optical transmittance [146] or resonant inelastic X-ray scattering [147], have explicitly
shown that more than one carrier species play a role. Samples, which suffer from a
lack of oxygen, can easily show orders of magnitude higher sheet carrier concentrations
[12], but in this case they cannot be addressed to an intrinsic property of the interface.
However, because of the same deposition conditions and the fact that no Ti3+ signatures
are detected for insulating LAO/STO, extrinsic oxygen defects seem to be an unlikely
cause of Ti3+ spectral signs, shown in this chapter.
Table 3.3: Quantitative values and fit parameters concerning the relative Ti3+ concentra-
tion extracted from Ti 2p photoemission measurements. The error for the relative Ti3+
intensity is in the range of 10% and can be significant higher for the estimated sheet carrier
concentration.




∆E(Ti4+ − Ti3+) [eV] 2.4 2.3 2.4
FWHM(Ti 2p3/2) [eV] 1.1 1.1 1.1
nsheet [1014 cm−2] 1.0 1.5 0.84
3.4.2 Valence band photoemission spectroscopy
Experimental evidence for a partly reduced valency of titanium was demonstrated but
this implies only in an indirect way that these carriers determine the interface proper-
ties. Rather localized electrons trapped in point defects will cause similar spectroscopic
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signatures, extensively discussed in Refs. [15, 17]. A direct prove for metal-like behav-
ior would be achieved by valence band photoemission spectroscopy. Laboratory valence
band measurements could not be carried out successfully because of too low intensity
and energy resolution for AlKα XPS and tremendous charging caused by the intensive
helium discharge lamp for UPS. Additionally, the electrons from the buried interface are
exponentially damped by the overlayer material. Especially laboratory UPS with photon
energies above 20 eV suffers from this since electrons with low kinetic energies have low
inelastic mean free paths.
In the following, I want to present a study of the in-gap states by resonant photoemission
spectroscopy (ResPES) at the TiL-edge, a concept widely used to enhance the emission
intensity of a specific site [17, 139, 142, 148, 149]. Thus, it is a convenient tool to
obtain the partial density of states in the valence band [150]. For details see section
2.3. The ResPES synchrotron experiments have been carried out at BESSY, beamline
UE52-PGM. In Fig. 3.20 the energy resolution is determined by fitting the Fermi-edge of
a sputtered gold foil. The total energy resolution is given by:
∆EInstr =
√
(4 ·∆EFit)2 − (4 ·∆ETemp)2 =
√
(4 · kBTFit)2 − (4 · kBTTemp)2 (3.5)
Here, ∆EFit denotes the overall energy resolution extracted by the fit (see table in
Fig. 3.20(a)) and 4 · ∆ETemp is the temperature broadening which is 100meV at room
temperature. The instrumental energy resolution for photon energies at the TiL-edge is
between 140− 220meV depending on the chosen experimental parameters like beamline
exit slit, analyzer entrance slit and pass energy, but is sufficient to resolve the relatively
broad features in the valence band. This statement is confirmed by Fig. 3.20(b), which
compares the spectral features measured at the oxide interfaces close to EF and the
Fermi-edge of the gold foil. In this study all spectra have been recorded in an angle
integrated manner (transmission mode of the hemispherical analyzer).
Main characteristics of the valence band and normalization procedure
Prior to the investigation of the resonant photoemission spectra, one has to identify the
features of the valence band in a wide energy range. The valence band characteristics
of STO, LAO/STO heterostructures and pure LAO are explained in Fig. 3.21 based on
the laboratory AlKα XPS dataset. The spectra were energetically aligned concerning
the C 1s peak. Referencing the C 1s peak to the ordinary energy position of surface
contamination (285 eV) is a common procedure to account of sample dependent charging
of semiconducting or insulating materials upon irradiation. The valence band, which is
dominated by O 2p density of states, is located between 3 and 9 eV. Two main intensity
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Figure 3.20: (a) Comparison of the width of the Fermi edge at 440 eV photon energy which
was extracted by fitting and which corresponds to an instrumental energy resolution given
by Eq. 3.5. (b) The sufficient energy resolution is confirmed by a comparison of the spectral
features measured for the oxide interfaces and the Fermi-edge of the gold foil.
maxima, named V1 and V2, occur in this energy range. The peaks at higher binding
energy are known as shallow core levels. Around 20 eV several features are visible. Two of
them have mixed contributions and are therefore labeled with P1, P2 and the third peak
can be associated with an O 2s excitation, which is very similar for LAO and STO. For
STO P1 is absent and P2 belongs to an excitation of the Sr 4p core level with a small, not
well resolved spin-orbit splitting. In pure LAO both features are present and belong to a
La 5p excitation with a spin-orbit splitting of about 2.5 eV [151]. The LAO spectrum was
calculated from a spectrum of a relative thick (12uc) LAO/STO heterostructure, that
was corrected for residual STO contribution. The LAO/STO spectra can be described as
linear superposition of both constituents. Thus, P1 and its relative intensity to P2 grow
with increasing layer number, although La 5p contribute to both peaks. The same trend
occur at around 36 eV, where the La 5s peak increases relative to the STO constituents,
an overlap of Ti 3p and Sr 4s excitations. At about 26 eV a peak emerges depending on
the sample, which could not be assigned to either LAO or STO. It was identified as an
F 2s excitation of fluorine atoms distributed over the sample surface. This feature was
also present on TiO2-terminated STO substrates. Consequently, it stems presumably
from substrate production or from the termination procedure by etching with buffered
hydrofluoric acid (BHF). The most interesting region is the vicinity of the Fermi energy
(EF = 0 eV binding energy). Due to the low density and the damping of the photoelec-
trons by the LAO overlayer, there are no / tiny signs of spectral weight close to EF in
the AlKα data, which can be attributed to mobile carriers.
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Figure 3.21: Photoemission valence band spectra and shallow core levels measured with
an AlKα X-ray source for STO, LAO/STO samples with increasing thickness and pure
LAO, plotted from bottom to top. For the LAO spectrum a 12 uc LAO/STO spectrum was
corrected for residual STO contribution.
For a quantitative analysis of the charge carrier concentration at the STO side of the
interface one has to account of the overlayer damping, which can be done in various
ways. Here, “quantitative” means not the specification of absolute numbers for the charge
carrier density but rather a comparison of their relative amount between different het-
erostructures. Therefore, the data have to be normalized according to the STO signal. In
Fig. 3.21 the shallow core levels around 20 eV were fitted by a linear combination of the
LAO and STO constituents. All spectra except the pure LAO have been normalized for
equal intensity of the STO constituent. This is confirmed by an almost equal Ti 3p signal
at 37.5 eV, which can be used for normalization, too. For synchrotron experiments, also
intensity above EF, originated from higher harmonic light with doubled energy, could be
considered for the normalization procedure. However, this intensity vanishes for larger
thickness, thus only the first two methods were used in the following.
In the case of NGO/STO and LGO/STO heterostructures, shown in Fig. 3.22, the situ-
ation is quite similar except of an intense peak close to P2. This peak is dominated by a
Ga 3d excitation, which has a higher photoemission cross section than the other involved
shallow core levels (Sr 3p, La 5p1/2 and Nd 5p3/2). Additional differences concern the La
and Nd shallow core levels. For LGO the P1 (La 5p3/2) and La 5s features are discernible,
comparable to LAO/STO heterostructures, while both are absent in NGO. However for
NGO a Nd 5p1/2 line arises as high binding energy shoulder of the O 2s peak, due to the
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larger spin-orbit splitting than for La 5p. The overlap with the intense Ga 3d feature
complicates the normalization by the Sr 4p line. Therefore, the Ti 3p excitation, which
has the same intensity in Fig. 3.22 regardless of overlayer thickness, was predominantly
used for the gallium based heterostructures. Note that under this circumstance the Re-
sPES spectra have been normalized for off-resonant conditions. On TiL resonance also












































































Figure 3.22: Photoemission valence band spectra and shallow core levels measured with an
AlKα X-ray source for STO, LGO/STO (a) and NGO/STO samples (b) with increasing
thickness, plotted from bottom to top.
Resonant valence band spectra at Ti L-edge
Usually, the same energy region as shown in Fig. 3.21 and Fig. 3.22 is measured for
ResPES while scanning the photon energy across an absorption edge. In this work, ten
selected photon energies at the TiL-edge have been used to measure a large variety of
heterostructures during several synchrotron beamtimes. The photoemission spectra have
been recorded with photon energies at the absorption edge (on-resonant), where highest
resonance effects occur, as well as before/behind the absorption edge (off-resonant). In
the following, I will distinguish between T4+- and T3+-resonance conditions, which cor-
respond to photon energies at the maxima of the Ti4+ spectrum of STO and to photon
energies in-between the maxima in which Ti3+ has in part its absorption maxima, re-
spectively. The chosen photon energy values are given and marked with colored bars in
Fig. 3.23(a). The corresponding valence band spectra are shown with same colors and
arbitrary offsets exemplary for a TiO2-terminated STO substrate (Fig. 3.23(b)) and a
5 uc LAO/STO heterostructure (Fig. 3.23(c)). Note that identical colors were used in
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all following graphs, which compare a certain binding energy region at different photon

















































































Figure 3.23: (a) Representative TiL-edge absorption spectra and a calculated Ti3+ spec-
trum. Colored bars indicate the chosen photon energies, at which the resonant valence band
spectra were taken, here exemplary for STO (b) and 5 uc LAO/STO (c). In the following
the same colors were used for the detailed spectra in vicinity of the Fermi energy.
The already mentioned features, which correspond to shallow core levels (O 2s, P1, P2)
and the valence band (V1 and V2), can be observed with photon energies around 440 eV
as well as for the AlKα data (Fig. 3.21). Nevertheless, due to changes in the photoe-
mission cross sections and surface sensitivities, differences especially for the intensity
ratios occur. The P2 intensity of 5 uc LAO/STO, for instance, is almost equal to the
P1 intensity in Fig. 3.23(c), whereas it is higher for the AlKα spectra, because of the
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larger contribution of the substrate constituents (Sr 3p) for higher photon energies. Ap-
parently, strong resonance effects occur at certain photon energies. Especially for Ti4+
on-resonant conditions (red, pink, light green and blue curve) a tremendous intensity
increase for the valence band and satellites at around 15 eV can be seen, which are larger
for the STO sample than for the 5 uc LAO/STO heterostructure. Resonance effects for
photon energies at the TiL-edge can only occur at Ti sites, which leads to the relative
intensity differences between both samples. The resonantly enhanced features of STO are
exponentially damped by the overlayer, being a 5 uc LAO film in the shown example. In
a pure ionic picture, there are no intra-atomic Auger-decay channels in the O 2p energy
region available, but DFT calculations reveal finite hybridization between O 2p and Ti 3d
orbitals in STO [152]. Including hybridization the Ti-state of STO has to be considered
as admixture of a 3d0 and a 3d1L1 state, whereby L denotes a ligand hole in the O 2p
orbitals:
|Ti4+STO〉 = a |Ti3d
0 O2p6〉+ b |Ti3d1 O2p5〉 := a |3d0〉+ b |3d1L1〉 .
The enhancement of the valence band is a result of the coherent interference between
the direct photoemission channel and the participator decay channel (autoionization) of
the 3d1L1 initial state leaving the system in a 3d0L1 final state with still one ligand
hole. Therefore, the resonant enhancement of features V1 and V2 is a proof for O 2p-
Ti 3d hybridization [153]. The high binding energy region of the O 2p valence band (V2)
originates from orbitals with t2g and eg symmetry. Because of this, a higher admixture
with Ti 3d orbitals, which have the same symmetry, exists and the resonance effects are
larger for these bonding states compared to the non-bonding V1 states located at lower
binding energy [145, 153, 154].
The broad satellite features S1 and S2 resonate at t2g and eg absorption maxima, too.
In contrast to V2, both have a different binding energy indicating a spectator like decay.
They can be associated with a 3d1L2 final state configuration [17], whereby L2 denotes
two ligand holes (O 2p4) attracted by the core hole. Moreover, their energy separation
matches approximately with the crystal field splitting of the Ti 3d orbitals. Spectator
decays are characterized by an equal kinetic energy irrespective of the photon energy.
This leads to the virtual shift in binding energy between t2g and eg resonances, which is
indeed noticeable for both samples.
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In-gap excitations of LAO/STO
The central part of this study is the low binding energy region (0 − 2 eV), labeled with
G in Fig. 3.23. In-gap states will arise here if partially occupied Ti 3d electrons exist in
the system close to the Fermi energy EF. Detailed measurements of this region have
been performed for all samples. An overview of TiO2-terminated STO substrate and of
LAO/STO heterostructures with different overlayer thicknesses n is shown in Fig. 3.24.
Again, the colors correspond to the same photon energies at specific structures in the XAS
spectrum. The leading edges of the valence bands have been used for energy alignment
and normalization. For STO and LAO/STO with n ≤ 2, well below the conductivity
threshold, no intensity in the vicinity of EF could be detected, except a feature linearly
dispersing to lower binding energies with increasing photon energy, which is emphasized
by the red line. This is the opposite direction as expected of a spectator decay, as it is seen
for S1 and S2. Since this feature survives above EF the only plausible explanation is a core
level excitation caused by a higher photon energy. Photons with doubled energy can occur
in undulator beamlines equipped with a monochromator. While crossing an absorption
edge these photons excite electrons of the corresponding core level, Ti 2p in this case,
which has the same kinetic energy as the valence band excited by the primary photons.
Although their relative intensity should be relatively small, their spectral signs become
dominant around the magnified EF region. Apart from that, the intensity is basically
flat indicating the absence of Ti related in-gap states and in particular the absence of
metallicity. Tiny spectral weight at around 1 − 2 eV binding energy are observable just
for STO. In the past, they have been associated with localized defect states caused by
oxygen vacancies [17, 149, 154] or with incoherently screened decay channels due to strong
correlations [145]. Their absence in insulating LAO/STO samples grown under well
oxidizing conditions favor the scenario of oxygen defects, which are probably promoted
by the TiO2-termination procedure in pure STO.
For n = 3uc a clear intensity build up centered above EF at about E = 0.3 eV and a
shoulder structure around E = 1− 1.5 eV (G2) is found. The E = 0.3 eV feature, labeled
with G1, is noticeably enhanced for 5 uc and 6 uc. Note, both spectra are multiplied with
a factor 1/4 after normalization to the STO substrate. G1 is particularly intensive for
photon energies, where the Ti3+ absorption is large, i.e. for the purple and light blue
spectrum as can be seen in Fig. 3.23(a). The observation of two in-gap features with
different binding energy is consistent with previous publications [17, 149, 155]. The near
EF spectral weight is responsible for the metallic behavior of the interface, whereas the
higher energy feature is defect related as already mentioned above for STO.
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Figure 3.24: Detailed resonant photoemission spectra of the low energy region are plotted
for TiO2-terminated STO and 1 uc–6 uc LAO/STO. Higher order excitations from the Ti 2p
core level are emphasized with the red line. Emission from in-gap states with a Ti 3d
character arise for samples with an overlayer thickness of at least 3 uc. The spectra were
normalized to the STO substrate to account for overlayer damping. Note that the spectra
for 5 uc and 6 uc LAO/STO are downscaleded by a factor of 1/4.
The right part of Fig. 3.25 shows the in-gap features for different layer numbers on-/off-
resonant and in direct comparison, whereby the normalization procedure is illustrated by
the left part. The gray area marks the STO contribution, which has the same amount for
all thicknesses. While the intensity enhancement for n = 5uc and 6uc is in line with the
insulator to metal phase transition at n = 4uc [21, 77], the observation of near EF in-gap
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intensity for 3 uc is surprising as the samples are still insulating by then. This result is
on the one hand in line with the observations by Drera et al., who found near EF in-gap
intensity for both 3 uc and 5 uc, though with different intensity [142]. On the other hand
Cancellieri et al. reported recently no in-gap intensity for n = 2.5uc for a similar reso-
nance photoemission experiment [149]. As for the clear difference between the 2 uc and
3 uc LAO/STO sample one can speculate that finite roughness could play a role. A finite
fraction of the surface will be unavoidably covered with the fourth layer already when
the third layer is completed during the deposition. The electronic reconstruction may set
in but locally confined. Those regions will be isolated and macroscopic metallic behavior
cannot occur until the fourth layer is deposited. However, the finite spectroscopic signs
for metallicity for 3 uc coincide with an already slightly increased Ti3+ shoulder for the
Ti 2p XPS line, shown in Fig. 3.15. Such intensity was also frequently observed before
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Figure 3.25: Direct comparison of off- and on-resonant valence band spectra and shallow
core levels for STO, as well as for 1, 2, 3, 5 and 6 uc LAO/STO. The region around EF
(yellow background) is magnified in the right part by a factor of 20.
In-gap excitations of LGO/STO and NGO/STO
The binding energy region close to EF is plotted upon variation of the photon energy for
the 2, 3 and 5 uc LGO/STO samples in Fig. 3.26 and for the 2, 4 and 5 uc NGO/STO
samples in Fig. 3.27. In accordance with LAO/STO, in-gap states appear exclusively for
photon energies at the TiL absorption edge and are absent far below and above the ab-
sorption edge. The feature consists of a low energy component at 0.3 eV (G1), which is cut
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by the Fermi function, and of a less intense high binding energy shoulder at around 1 eV
(G2). Consequently, its Ti 3d character is proven as well as the metallic delocalized and
localized origin of G1 and G2, respectively. Similarly to LAO/STO, intensity variations
for different photon energies are present for LGO/STO and NGO/STO heterostructures

























Figure 3.26: Detailed resonant photoemission spectra of the low energy region are plotted
for 2, 3 and 5 uc LGO/STO. Emission from in-gap states with a Ti 3d character arise for all
samples, but increase with overlayer thickness significantly. The spectra were normalized
to the STO substrate to account for the overlayer damping. Note that the spectra for 3 uc
and 5 uc LGO/STO are downscaled by a factor 1/4.
However, finite in-gap states are already present for the 2 uc samples well below the con-
ductivity threshold of 4 uc. While their intensity increases significantly with layer number
for LGO/STO, again illustrated by the factor 1/4, only a slight intensity upturn is obvious
for NGO/STO. A direct thickness comparison of in-gap states in the same manner as
for LAO/STO is given for LGO/STO and NGO/STO in Fig. 3.28 and Fig. 3.29, respec-
tively. The shallow core level region for Ga-based heterostructures is totally dominated
by the strong Ga 3d emission making the Sr 4p normalization impossible, which was used
for LAO/STO. Therefore, the spectra were firstly normalized to the Ga 3d emission and
secondly the different layer thicknesses n were accounted by multiplication of the appro-
priate damping factors depending on n. As a result of this procedure, the intensity of the
Ga 3d line increases with overlayer thickness as illustrated in the left part of Fig. 3.28 and
Fig. 3.29. This normalization to the STO substrate was verified by an equal intensity of
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Figure 3.27: Detailed resonant photoemission spectra of the low energy region are plotted
for 2, 4 and 5 uc NGO/STO. In contrast to LAO and LGO, emission from Ti 3d related
in-gap states are present for all samples with similar intensity upon normalization to the
STO signal.
the Ti 3p line at 37.5 eV binding energy. The magnification factor for the EF region (right
part of Fig. 3.28 and Fig. 3.29) was chosen to be 400, much higher than for LAO/STO,
again because of the strong Ga 3d emission. In the case of LGO/STO obviously the G1
peak at EF exists and increases with n. The intensity of the in-gap states is approxi-
mately the same for 4 uc and 5 uc NGO/STO. In fact, it saturates at 4 uc, which is in
line with the critical thickness. While the occurrence of a less intense G1 peak in 3 uc
LAO and 2 uc LGO can be attributed to a percolation scenario caused by finite rough-
ness, the in-gap intensity of 2 uc NGO with slightly lower amplitude may be a result of
uncertainties in the normalization procedure, of surface roughness, of a slightly higher
defect concentration or of photoinduced charges discussed later in section 3.5. Similar to
LAO/STO, the defect related G2 shoulder shifts to lower binding energy than in STO.
In conclusion, one can see that the appearance and relative intensity of in-gap states mea-
sured under resonance conditions at the TiL-edge is consistent with the Ti 3+ shoulder
of the Ti 2p core level measured by XPS, although quantitative values could be extracted
only for the XPS data. Both measurements are fundamentally different but very similar
in the obtained conclusions. This underlines the reliability of the measurements, data
analysis and results for both sections.
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Figure 3.28: Off- and on-resonant valence band spectra and shallow core levels of STO in
direct comparison to 2, 3 and 5 uc LGO/STO. The region around EF (yellow background)
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Figure 3.29: Off- and on-resonant valence band spectra and shallow core levels of STO in
direct comparison to 2, 4 and 5 uc NGO/STO. The region around EF (yellow background)
is magnified in the right part by a factor of 400.
Shape and absolute intensity of the in-gap states
Finally, the in-gap states of the three different polar/non-polar heterostructures above
critical thickness are compared regarding their absolute intensities and their shapes. In
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Fig. 3.30(a) the ResPES spectra in the vicinity of EF are presented for the 5 uc LAO/STO,
LGO/STO and NGO/STO samples, for the 6 uc LAO/STO sample, and for STO. As
mentioned above, the spectra are corrected for the overlayer damping in the upper part
of the figure to directly reveal absolute intensities, whereas in the lower part the spectra
are normalized to compare the shape of the in-gap excitations for different overlayer
materials. The shapes of the in-gap states match very well for the three heterostructures
with n = 5uc, but 5 uc NGO/STO exhibits a factor of 2 lower intensity compared to
5 uc LAO/STO and LGO/STO, which have approximately the same amplitude. This is
consistent with the Ti3+ shoulder in the Ti 2p XPS measurements, shown on page 62.
Both, ResPES and XPS, reflect the charge carrier concentration, which is a bit lower
in NGO/STO. The same shape of the in-gap states indicates a similar nature of the
localized and delocalized electronic states irrespective of the grown overlayer material.
Evidently, resonant excitations in STO arise at higher binding energy (1.8 eV) than the
G2 feature in the heterostructures. They were attributed to localized Ti 3d states in
proximity to oxygen vacancies [17, 145, 155]. Probably, the well oxidizing conditions
during the growth of the presented samples cause a change in the defect configuration
and therefore a shift in energy. At this point, the alternative explanation for G2, as a
result of incoherently screened decay channels, has to be mentioned [145]. Such a scenario
was excluded above for bare STO and insulating LAO/STO heterostructures because of
the absence of feature G1. Apriori, this exclusion is not possible for n-doped STO or
conducting interfaces, where locally screened states of the filled conduction band can

























































Figure 3.30: In-gap excitations close to EF for STO, 5 uc NGO/STO, 5 uc LGO/STO as
well as for 5 uc and 6 uc LAO/STO taken at hν = 459.4 eV: (a) direct comparison of absolute
intensities (top) and shapes (bottom), (b) fit of the G1 and G2 feature for all heterostructures
with n = 5 uc. An empirical background BG and the intensity cutoff caused by the Fermi
function are considered for the fit.
77
3 Insulator-metal phase transition at polar/non-polar oxide interfaces
The amplitude and shape of the in-gap states for 6 uc LAO/STO are quite different from
the other samples and should therefore be discussed separately. On the one hand the
excitations close to EF are considerably broadened and G2 is shifted to higher binding
energy. On the other hand, their intensity is higher, which is consistent with the Ti 2p
XPS data. This heterostructure stems from another batch of samples and was measured
during another synchrotron beamtime. Slight differences in growth conditions or in
experimental configurations might cause these deviations. Because of this, only in-gap
states of 5 uc thick samples were discussed in detail. Fig. 3.30(b) presents a fit of the
features G2 and G1 after the subtraction of a smooth, exponential background. The G1
peak was multiplied by a Fermi function to account for its metallic nature. To obtain
reliable parameters a global fitting scheme was adopted. All spectra (3 samples × 8
photon energies ) were fitted globally with the same parameters:
• equal energy position of G1 and G2,
• same FWHM,
• identical width for the Fermi function, which cuts peak G1.
The exponential background (BG) and the intensity of both in-gap features were varied
for the fit. The results are shown in Fig. 3.30(b) for a photon energy of 459.4 eV. The
model describes the data of the three materials very well. As mentioned before, G1
is centered at about 0.3 eV and is clearly cut by the Fermi function. The intensity
ratio between G2, located at about 1 eV, and G1 is also similar for the three materials.
Furthermore, from the fit the constant initial state spectra (CIS) can be extracted, which
is the intensity of the in-gap states depending on photon energy, see Fig. 3.31. The CIS
spectra are also very similar in shape independent of the overlayer material and track
rather the Ti3+ XAS spectrum than that of Ti4+. Again, this graph elucidates the equal
amplitudes of feature G1 for LAO/STO and LGO/STO and its reduced intensity for
NGO/STO for all measured photon energies.
In-gap states and CIS spectra were discussed for LAO/STO heterostructures frequently
[17, 142, 148, 149]. Almost all studies comply with the number of identified in-gap states,
with their spectroscopic shape and with the interpretation of their metallic or localized
nature. Berner et al. were further able to measure the angle dependence, dispersion of G1
by angle resolved photoemission spectroscopy (ARPES), and could assign the features
in the Fermi surface map to heavy Ti dxz/yz and light Ti dxy bands. The measured band-
structure in comparison to first principle calculation provides even more information on
the physical properties of the charge carriers, i.e. character, effective mass, concentration.
Unfortunately, soft X-ray ARPES suffer from a much worse energy resolution compared
to conventional ultraviolet ARPES, but is necessary for adopting resonance conditions
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Figure 3.31: Integrated intensity of G1 vs. photon energy (CIS mode) for the three different
polar/non-polar heterostructures with n = 5uc. The CIS spectra are compared to the Ti3+
and Ti4+ absorption curves.
to visualize electrons from the buried interface. Thus, it is impossible to observe the
quantum well states expected for electrons from Ti atoms at different distances to the
interface, and it is even hard to distinguish the weak and heavy bands in the smeared
out ARPES maps [148, 149, 156]. In contrast, the dispersion of the 2DEG formed at
the bare surface of STO can be mapped well by ultraviolet ARPES [157–160]. This
system is closely linked to the physics at the buried interfaces. In fact, the formation
of oxygen vacancies triggered by vacuum annealing and light illumination turned out to
be the carrier source for the 2DEG at the STO surface, which are affected by buckling
and rotations of the oxygen octahedron. Their spectroscopic signs are quite similar to
that of LAO/STO. The strongly dispersing parabola of the light Ti 3dxy band and their
quantum well states have been well resolved for STO. These electron pockets are centered
at the Γ point and extend up to 0.3 eV in energy, which is equal to the energy position
of feature G1 in LAO/STO reported here and elsewhere [142, 149]. Also the circular
and elliptical features of the Fermi surface could be reproduced in both systems, STO
[156, 157] and LAO/STO [148], as well as the localized in-gap states at around 1–1.5 eV
denoted with G2 here [142, 158, 160]. The CIS spectra, the intensity of the in-gap states
vs. photon energy, can give additional insights into their character. Berner et al. reported
different CIS spectra for G1 and G2. Whereas G1 resonates over a relative wide photon
energy range in their study, G2 matches rather the Ti3+ XAS spectra [148]. My thesis
reveals by contrast that both features are closely linked to each other and have an equal,
Ti3+-like CIS shape. However, G2 is located at lower binding energy compared to the
measurement of Berner et al.. This could be due to the well oxidizing conditions during
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growth or the superposition of the localized in-gap states by the background (leading
edge of the valence band V1). In the latter case, the feature G2 might belong rather
to the incoherently screened decay channel, whose intensity is expected to follow those
of G1. In contrast to the observed Ti3+-like CIS spectra, the intensity of G1 measured
by Cancellieri et al. is confined to a photon energy region close to the Ti3+ absorption
maximum [149]. A similar behavior as shown here in Fig. 3.31 was found by Drera et al.
[142].
Overall, one can conclude that sample history and growth conditions might influence the
CIS spectra. However, the equal amplitude, shape and CIS spectrum of the in-gap states
for LAO, LGO and NGO grown on STO reveal that the three interfaces exhibit a very
similar electronic structure, which originates from that of doped STO predominantly. It
was hypothesized that delocalized, metallic G1 and localized G2 states can be associated
with superconductivity and ferromagnetism, respectively [148].
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Figure 3.32: Resonant photoemission spectra in vicinity to EF (left), which were measured
at designated photon energies around the OK absorption edge (right part). No in-gap
states have been found.
So far, the presented measurements were carried out at room temperature and with pho-
ton energies around the TiL-edge. Additional effort has been expended to detect in-gap
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states by the means of ResPES at the oxygen absorption edge (OK-edge). Hybridization
between the O 2p valence band and Ti 3d states was already proven by the resonating
features V1, V2, S1 and S2. In analogous manner, Ti 3d related in-gap states should
resonate while crossing the photon energy above the OK-edge. A comparison of in-gap
states measured at the OK-edge to these measured at the TiL-edge under consideration
of theoretical calculations might provide access to underlying hybridization parameters
like the hybridization strength. Despite various measurements, no in-gap excitations
have been found at designated photon energies at the OK-edge, see Fig. 3.32. So far,
no in-gap states resonating at the OK-edge have been reported for LAO/STO, although
they are present in bare STO [145]. Their intensity could be below the detection limit,
since the intensity of the Ti 3d in-gap states measured at the TiL-edge is already low and
is expected to be still lower at the oxygen absorption edge. Furthermore, the overlayer
and possible adsorbates contain oxygen, too, which probably have different resonance
effects superimposing and broadening the valence band region.
Additionally, the corresponding absorption edge measured in total yield mode is also
given in Fig. 3.32. The samples have been transported ex situ, therefore they have a
significant amount of contamination on their surface. Among them are carboxyl groups,
which contain oxygen by itself bonded in a much different chemical environment than in
perovskites. Their XAS signal superimposes the signal coming from the LAO, STO and
the interface in-between. Previous bulk sensitive electron energy-loss spectra (EELS),
measured with a transmission electron microscope (TEM) at the OK-edge, could prove
valence changes at the LAO/STO interface [105]. A higher amount of oxygen defects
for as-grown LAO/STO samples than for post-growth annealed samples was shown by
OK-edge absorption measurements of in situ samples [161], but an in situ transport to
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Figure 3.33: Temperature dependency of the in-gap states of a 5 uc LAO/STO sample at
a photon energy of hν = 459.4 eV. The region around EF (yellow background) is magnified
in the right part by a factor of 40.
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The temperature dependence of resonantly enhanced in-gap states is plotted in Fig. 3.33.
The data have been normalized to Ti 3p at about 38 eV binding energy, see extended
valence band graph. The EF region is magnified by a factor of 40. Apparently, spectral
weight at EF is transferred to higher binding energy while cooling the temperature down
to 15K. The G1 peak shrinks by a factor of about 1.4 and additional intensity rises at
about 2 eV, at slightly higher binding energy than for the in-gap states of bare STO
caused by oxygen defects. The diminished intensity of metallic states is consistent with
the reduction of sheet carrier density upon temperature decrease [21, 115, 162]. The
missing electrons seem to be caught by defects probably caused by structural changes
upon cooling. Thus, they cannot contribute to metallic transport anymore. At low
temperature structural changes and strain can occur in the system. STO is known to
undergo a cubic-to-tetragonal phase transition at 110K [163, 164], which can also alter
the binding energy of the defect states. Additional changes in the valence band cannot be
excluded, e.g. a broadening of the whole valence band region by a temperature decrease,
but might be able to explain the larger intensity increase at 2 eV compared to the intensity
decrease at EF.
3.4.3 Band alignment
In the previous section unambiguous Ti 3d related charge carriers close to the interface
were directly identified for the three polar/non-polar oxide interfaces. But this is not
sufficient for a complete description of the electronic properties of these systems. For a
comprehensive understanding the knowledge of the energy levels across the heterostruc-
ture is necessary. From an experimental point of view, PES is suitable to detect an
energy level alignment at interfaces by probing the energy positions of core levels and of
the valence band, and their evolution with thickness. Furthermore, band diagrams can
be extracted, which are essential to understand the electronic structure and properties
of solids and interfaces in detail, and form the basis of future device optimization.
For polar/non-polar oxide heterostructures this concerns both the energy levels of the
STO substrate, where band bending effects may occur [139], and that of the overlayer
material, where the band positions may be strongly influenced by the presence of electric
fields. Especially the latter is theoretically a large effect predicted by density functional
theory and the polar catastrophe scenario. The electrostatic potential built-in in the polar
overlayer increases by 0.9 eV per unit cell and shifts the overlayer valence band above the
chemical potential [93], which should be easily observable in a photoemission experiment.
It leads to a variation of the energy position of all core levels and the valence band of the
overlayer as a function of layer number and to a significant line broadening because the
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photoemission signal picks up contributions from several layers. However, none of these
effects have been observed in a number of previous experiments on LAO/STO, which
poses a serious obstacle for the polar catastrophe model in its original form [82–84, 99,
134]. On the other hand, core level shifts of the right sign but an order of magnitude
smaller than expected have been observed and rationalized by the creation of oxygen
vacancies at the surface of the overlayer and subsequent charge transfer to the interface
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Figure 3.34: Ti 2p, Sr 3d and Al 2p core levels from LAO/STO samples with varying thick-
ness aligned to the same Ti 2p peak position. The Al 2p peak shifts to about 0.4 eV lower
energies for increasing layer number, whereas the Sr 3d line stays almost constant.
Fig. 3.34 presents a compilation of LAO/STO Ti 2p, Sr 3d and Al 2p core levels as a
function of layer number. A notorious practical problem for photoemission experiments
of insulating or poorly conducting samples is charging, which may cause energy shifts
and deteriorate the binding energy scale in an absolute sense. Here, this problem is
circumvented by considering energy differences between certain core levels, which are
still reliable even under the presence of moderate charging. Therefore, all spectra in
Fig. 3.34 are aligned to the Ti 2p position. Ti and Sr belong to the STO substrate, Al
belongs to the LAO overlayer. Marginal energy shifts are present for Sr 3d, whereas
a clear shift of the Al 2p energy position with increasing layer number towards lower
values is observed. It amounts to about 0.4 eV for the 6 uc sample relative to 1 uc.
For an accurate analysis the energy positions of the core levels have been determined
by standard fitting procedures using Voigt-profiles. Fig. 3.36 summarizes the core level
shifts, i.e. the change in energy differences, for LAO/STO, LGO/STO and NGO/STO.
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For LGO/STO and NGO/STO the Ti 2p - Ga 2p separation has been considered. If
the STO energy levels including Ti 2p were indeed fixed, the LAO upward shift is in
agreement with the polar catastrophe, but much smaller: the observed shift would not
be enough to bridge the optical gap of STO (3.2 eV). Additionally, one would expect an
energy drop at 4 uc if electronic reconstruction sets in, but this is also absent in the data.
However, it is also possible that the LAO levels are actually fixed and the STO levels
successively shift to higher energy with increasing layer number, which would correspond
to a band bending on the STO side of the interface. To discriminate these possibilities
either absolute binding energy shifts must be considered, which are not available here,
or the dependence of the peak width on layer number, an approach that will be pursued
further below.
Valence band shifts
Such shifts naturally appear also for the valence bands, in which they change the relative
positions of the valence band onsets of STO and the overlayer. The valence band onset
can be easily determined by valence band PES. It is equal to the intersection between the
linear extrapolation of the valence band’s leading edge and a line at zero intensity, and
can be understood as energy gap between valence band maximum and the Fermi energy.
The valence band offset (VBO), which is by itself an important electronic parameter,
is defined as the jump in energy of the valence band at the interface. The Anderson’s
rule asserts that the vacuum levels of two semiconductors forming an interface should
be aligned at the same energy. Then, the VBO can be calculated if the bandgap and
electron affinity of both materials are known. Experimentally, the VBO can be inferred
directly by PES from a fitting procedure using the valence bands of pure LAO and STO
as fitting entities and letting their relative position and amplitude vary. VBOs have been
extracted in this way before [81, 103, 148]. Another possibility is to reference the core
level energies of the heterostructure to the ones of the constituent materials [14, 81, 103,
148]. Qiao et al. reported a VBO value of 0.16±0.10 eV for a 3 uc LAO/STO sample [103],
Berner et al. 0.3 − 0.4 eV for 4 uc [148]. The positive sign corresponds to the situation
that the LAO valence band maximum is closer to EF than those of STO. Chambers et al.
showed a certain sample and sample treatment dependence of the obtained VBOs [14].
A constant VBO as a function of layer number was derived by Berner et al. but data are
only available for n ≥ 3uc. As mentioned above, a shift of the core levels (as seen in
Fig. 3.34) must also entail a change of the VBO. Here, a method is introduced to make
these shifts visible without relying on bulk STO or LAO reference samples and possible
complications due to their surface properties being different from the heterojunction.
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Figure 3.35: Valence band comparison for LAO/STO, LGO/STO and NGO/STO het-
erostructures with varying thickness. The energy alignment is carried out using the TiL3
resonance enhancement (see insets). The shift of the leading edge for different layer numbers
corresponds to changes of the valence band offset (see text for details).
The main idea is that the valence band spectra of samples with different layer numbers
can be aligned to each other using the Ti 3d related resonance enhancement of the main
valence band. (“Enhancement” means the difference between on- and off-resonant spec-
trum.) The insets of Fig. 3.35 show the resonance enhancement at the TiL3-edge of the
1 uc LAO and of thicker LAO, LGO and NGO samples. The shape is, as expected, very
similar and can be used to align the related off-resonant valence bands precisely. The
normalized and aligned valence bands measured off-resonant with 440 eV photon energy
are shown in Fig. 3.35. In comparison to the 1 uc LAO sample, one observes a shift of
the leading edge for the 2 uc and 5 uc thick samples irrespective of the overlayer mate-
rial. This can only arise from the overlayer part shifting to lower energies compared to
the STO part, which is fixed by the alignment. The values of the energy shifts have
been derived by fitting the leading edge to a line and determining its crossing with the
energy axes, as shown in the respective graphs of Fig. 3.35. The results are summarized
together with the core level shifts in Fig. 3.36. The correspondence between VB and
core level analysis is satisfactory, although they come from independent measurements
(synchrotron vs. laboratory), which puts further confidence into the results. Fig. 3.36
clearly shows that the VBO increases with increasing layer number.
The energy shifts in Fig. 3.36 are referenced to the 1 uc (LAO/STO) or 2 uc (LGO/STO,
NGO/STO) samples, respectively. Due to the absence of overlayer core levels in bare
STO the core level shift is set to the VBO value for the thinnest measured sample.
The full energy shift in the n → 0 limit, and hence absolute values of the VBO, can be
either obtained by extrapolation or by comparison to bare STO. Contrary to the situation
described above a free STO surface is involved in the latter. Nevertheless, reliable results
can be obtained, although with moderately increased error bars. Apparently, similar
core level shifts and similar VBOs in the order of 0.4 eV for all the heterostructures have
85


























Figure 3.36: Energy shifts obtained from core level and valence band evaluation. The
dashed vertical line highlights the reference sample thickness. An overlayer thickness of
n = 0 uc corresponds to the STO substrate. This data point is given with increased error
bars (see text)
been observed. This underlines that a universal mechanism driving the metal insulator
transition is at work. The observation of the absence of large energy shifts or giant line
broadening is in full agreement with previous studies. The remaining thickness dependent
energy shifts are consistent with Refs. [82, 134] both concerning their sign, magnitude
(∆E = 0.4 eV) but also methodologically as they have been obtained by considering
energy separations rather than absolute binding energies. Berner et al. also found ∆E =
0.3 − 0.4 eV but only for samples with n ≥ 4uc, which have little residual thickness
dependence [84]. Other studies report VBOs within the same order of magnitude (∆E ≤
0.7 eV) [14, 81, 83, 103]. Note that details of the sample and surface preparation could
play a role as always for the interface properties of oxide heterostructures.
Band bending vs. built-in potential
Let’s return to the question raised above whether the observed energy level shift originates
at the STO or overlayer side of the heterostructure. A band bending or continuous energy
increase due to internal fields would inevitably increase the line-width. In fact, such
a broadening is observed in Fig. 3.34 on the high binding energy side of the Ti 2p line,
whereas it is absent for Al 2p. The FWHM of these core levels, as well as Sr 3d5/2, La 3d5/2
and Ga 2p3/2 have been evaluated by standard fitting procedures. Fig. 3.37 summarizes
all these results divided into STO (a) and overlayer lines (b) respectively and shifted
vertically to the same offset in order to enable convenient comparison. The result is very
clear: the STO levels show a monotonous increase with increasing thickness, whereas
at best a decrease is observable for the overlayer. The latter might be attributed to
increasing crystalline quality of the film with increasing layer thickness and the increasing
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Figure 3.37: Full width half maximum (FWHM) of the specified core levels as a function of
layer number. (a) For STO related lines: The energy axis refers to the FWHM of Ti 2p3/2.
The FWHM of Sr 3d5/2 is shown with an offset of 0.05 eV to enable convenient comparison.
(b) For overlayer related lines: The energy axis refers to Ga 2p3/2, the offsets for Al 2p is
0.2 eV and for La3d5/2 -0.35 eV. The gray contours are guides to the eye.
number of atoms in a true bulk environment. The former must be related to increasing
band bending near the interface as the layer number increases. This is in agreement with
the small core level shift between Ti 2p and Sr 3d, shown in Fig. 3.34. Ti is located closer
to the interface than Sr, due to the TiO2-termination procedure. Ti experiences therefore
a higher averaged band bending, which shifts Ti related states to higher binding energy.
Also the broadening of the Ti 2p level is a bit larger than those of Sr 3d. Ti core level shifts
of similar amplitude were reported by Drera et al. [81]. Band bending has been suggested
earlier based on binding energy shifts of the Ti 2p line [142]. However, other studies found
no or small variations of the peak width [14, 82]. Note, that we observe narrow line widths
for the samples with thin overlayers, narrower than previously reported, and this enables
the observation of the increase for thicker samples. It is also noteworthy that all three
compounds fall on the same trend in Fig. 3.37. The valence band offset without the band
bending can be estimated from the energy shift in the limit of n = 0 and appears to be
close to zero with some uncertainty (in the order of ±0.15 eV).
The quantitative information upon the electronic structure obtained above can be used to
construct the band diagrams for the heterostructures, shown in Fig. 3.38. An important
ingredient is the absence of strong electric fields at the overlayer side, confirming previous
results. The band bending at the STO side is given with 0.4 eV here (extracted from
Fig. 3.35) but could be somewhat larger directly at the interface due to the integration
over several unit cells in the measurements. From the depth sensitive measurements in
the previous sections the vertical extension of this region is estimated ≥ 2 nm, i.e. about
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the thickness of the 5 uc overlayer. The genuine VBO between STO and the overlayer is
estimated near zero but with some uncertainty. The optical gaps between the different
overlayers vary considerably, leading to different conduction band offsets. However, the
other relevant electronic parameters appear to be universal leading to similar transport
properties of the heterostructures. A previous band diagram for LAO/STO derived on
the basis of photoemission data gives a lower band bending and a VBO of∼ −0.35 eV [84].
The difference lays mainly in the inclusion of 1 uc - 3 uc samples in the present study,
which clearly shows changing energy shifts. This is possible because charging related





















≥ 0.4 eV ±0.15 eV
Figure 3.38: Universal band diagram of polar/non-polar oxide heterostructures derived on
the basis of the determined core level shifts and valence band offsets. The data have been
interpreted in this way that no electric field exists in the polar overlayer, but band bending
of at least 0.4 eV occurs at the STO side. The valence band offset without considering the
band bending is close to zero (±0.15 eV).
The absence of observable consequences of electric fields in the overlayer in PES reported
earlier and confirmed here has been interpreted in two ways:
• by the creation of oxygen vacancies and subsequent charge transfer to the interface
which balances internal fields [82, 84, 134],
• by photoinduced flattening of the internal potential [21, 148].
In the latter scenario, which is described in detail in the following discussion (Fig. 3.41),
electron-hole pairs are formed by the photon illumination and become separated by the
large field inside the polar overlayer, with little probability to recombine. The accumu-
lation of charges of different signs on the interface and surface respectively compensates
the internal field when equilibrium is reached. Both scenarios are fundamentally differ-
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ent. In particular, in the photoinduced flattening scenario the internal fields are actually
present but suppressed by the experimental technique used here. In another study em-
ploying a different technique (electron microscopy), but very similar samples, signatures
of a permanent polarization in the overlayer have been found, consistent with the ex-
pected polar fields [105]. By contrast, no photon flux dependence of the photoemission
results has been seen here and elsewhere [82, 148]. Moreover, the observed charge con-
centration and profile agrees with transport measurements, which is difficult to reconcile
with pure photodoping. A clarification of this important point calls for further investiga-
tions, possibly taking into account photoeffects inside the STO and more involved defect
chemistry.
3.5 Discussion
Various findings concerning the complexity of polar/non-polar oxide heterostructures
grown along (001)-direction have been presented and discussed in the three previous
chapters. It is the objective of this chapter to summarize the results of the present thesis
and relate them to the body of existing knowledge about polar/non-polar oxide inter-
faces. Apparently, it is challenging or impossible to consider all aspects from literature
including this thesis and merge them to a general description of the various intriguing
properties, because the reported results depend subtly on growth conditions and are
not always consistent. The oxygen partial pressure during growth and during a possible
post-growth annealing step has a strong influence on the electronic properties of all ox-
ide heterostructures. For LAO/STO this was summarized by Huijben et al. in a phase
diagram presented in Fig. 3.39 [68]. Large carrier mobilities were reported initially by
Ohtomo and Hwang, but in fact rest on 3D metallicity of the doped STO substrate in
presence of oxygen vacancies [10, 12, 161, 165]. A number of experiments reveal that an
interfacial 2DEG is only formed if oxygen vacancies are carefully avoided. In the present
thesis only well oxidized samples have been investigated, which diminishes extrinsic dop-
ing effects of oxygen vacancies. It is assumed that an electronic reconstruction caused by
the polar catastrophe scenario drives the intrinsic properties of the LAO/STO interface,
i.e. the insulator-metal phase transition at a critical thickness of 4 uc [11, 166]. This
scenario may apply to any polar overlayer material grown on any non-polar substrate
with some restrictions:
• a small lattice mismatch between both materials to enable an epitaxial 2D growth,
• a larger bandgap for the polar overlayer material,
• favorable interface states to enforce an electronic reconstruction rather than struc-
tural or chemical modifications.
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Usually, atomic rearrangements occur at conventional group III–V semiconductor inter-
faces due to the latter fact [108]. In contrast to this, interfaces of multivalent transition
metals incorporated in a robust oxide matrix may favor the electronic reconstruction.
Based on this novel effect intriguing properties can occur which are additionally pro-
moted by electronic correlations.
Figure 3.39: Doping versus temperature phase diagram of LAO/STO interfaces, taken
from [68]. Three possible doping contributions are considered: intrinsic carrier doping
from the electronic reconstruction (xint), carrier doping from oxygen vacancies (xO2) and
carrier doping by applied electric fields (xfield). Observed transport effects are insulation
at p-type interfaces (x < 0) [10], 2D interface metallicity, 3D bulk metallicity [10, 167],
negative magneto resistance below 70K [19], magnetic hysteresis below 300mK [19], and
superconductivity below Tc = 200mK [70].
Up to now, the formation of a 2DEG at the interface of polar/non-polar oxide het-
erostructures is restricted to STO as substrate material. Reasons for that might be its
availability in high crystalline quality and of a reliable single-termination procedure, the
possibility for donator-doping, its high dielectric constant as well as the transition ele-
ment Ti whose valence can be easily reduced in STO. However, the interface between a
number of other polar overlayer materials and STO yield properties similar to LAO/STO,
but are not well characterized by spectroscopy which can elucidate the origin and prop-
erties of the interfacial charge carriers. My thesis adds insights from a comprehensive
X-ray spectroscopy study on NGO/STO and LGO/STO heterostructures in comparison
to LAO/STO in order to distinguish general from material specific properties.
The Ti 2p X-ray photoemission and X-ray absorption spectra presented in section 3.4.1
in addition to the valence band spectra, taken at Ti resonance conditions (ResPES), of
section 3.4.2 unambiguously reveal the Ti 3d character of the 2DEG. Ti3+ features for the
three investigated polar overlayer materials, in particular a low binding energy component
in Ti 2p XPS and Ti 3d1 excitations in vicinity to EF resonantly enhanced for photon
energies at the TiL-edge, appear for LAO/STO with n ≥ 3uc which is in good agreement
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to the critical thickness of 4 uc for the insulator to metal phase transition. XPS and
XAS prove the existence of Ti3+ but cannot distinguish between localized and itinerant
states, however the ResPES features cut by a Fermi-function are a direct evidence of their
metallic nature. The small Ti3+ signatures for the 3 uc sample can be understood by
finite roughness and a percolation scenario for the electronic reconstruction. In contrast
to this LGO/STO and NGO/STO show a steady increase of Ti3+ up to 5 uc thickness,
whereas NGO/STO seems to have a slightly lower charge carrier concentration. Both
heterostructures show a bit larger interface roughness concerning crystallinity, defects
and intermixing than LAO/STO [125], which is probably responsible for the observed
Ti3+ intensity below 4 uc. Additionally, photoconductivity induced by the measurement
technique itself (X-rays illumination) might play a role and is discussed in detail in the
following section. However, the three different techniques, used here, show consistent
results underlining their reliability. The estimated amount of charge carriers is in the
order of 1014 cm−2, which is in the range of values extracted by transport measurements
on samples grown in the same laboratory [21]. By tuning the surface sensitivity of the
XPS and XAS measurements only marginal changes of the relative Ti3+ signal were found
indicating a constant charge carrier concentration within the sensitivity depth of about
2–4 nm. Small sample dependent variations were shown and addressed to slightly different
growth conditions or to sample history, since the samples were ex situ transported. Hints
for deviations from an abrupt interface were discussed in section 3.3 and are present for
the three investigated oxide heterostructures. It was argued that the Sr segregating
at the surface stems from an initial Sr-overstoichiometry or residual Sr atoms at step
edges of the substrate. The Sr diffuse towards the surface during growth and force a
thermodynamically favored epitaxial growth with TiO2-LaO stacking. However, possible
doping of the interface by Sr vacancies or by substitution with La as well as modified
electrostatics across the overlayer due to polar SrO molecules at the surface cannot be
ruled out.
The observed core level and valence band shifts relative to STO contributions have been
used to derive a band diagram of the heterostructures. The data show that band bending
occurs at the topmost STO layers which is in agreement with the observed occupation
of Ti3+ states. The bottom of the former empty conduction band of STO, consisting
of mainly Ti 3d density of states [152], is bent below EF and hosts the electrons at the
interface. The amount of band bending (0.4 eV) coincides with the energy position of
the Ti 3d1 states in ResPES, also seen in other studies [17, 142, 148, 149]. In a recent
work of Drera et al. a similar approach was applied to extract the band diagram of 5 uc
LAO/STO yielding equal qualitative conclusions but with a slightly larger band bending
in STO [168]. They reconciled the shape of the relatively broad ResPES features at EF
with the band bending. Besides the already discussed broadening due to oxygen defect
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states or incoherently screened decay channels, they claim that the broadening is caused
by the superposition of Ti 3d1 signal coming from different distances to the interface and
energetically shifted by the band bending. This seems plausible for the excitation in
close vicinity to EF labeled here with G1, but the band bending is not large enough to


































Figure 3.40: Compilation of the Ti 3d in-gap states measured by ResPES in various publi-
cations, adapted from [168]. The spectrum of the 5 uc LAO/STO sample, measured in this
work, is included (top, red spectrum) representatively. The references given in the graph
are referred to the original paper ([168]) and can be found here in Refs. [145] (g), [148] (e,
f), [169] (d), [170] (c), [168] (a,b).
Drera et al. compared also the ResPES in-gap states of various material systems con-
taining TiOx from different publications [168]. This is shown in Fig. 3.40 including the
spectrum of a 5 uc LAO/STO sample representative for the results of my thesis. The
dashed lines are guides to the eye and refer to the energy positions of EF, of the in-gap
features G1 and G2, and of excitations occuring at about 1.5 eV far from EF. At first
glance, all LAO/STO spectra have a similar shape with a rather broad and asymmetric
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excitation at EF, except feature A at 1.5 eV (e) found by Berner et al. [148]. Since this
sample was grown under relative low oxygen partial pressure, peak A is associated with
oxygen defect states and is absent in samples grown under higher oxygen partial pressure,
i.e. presented by Drera et al. (b) and in this thesis (top, red spectrum). This underlines
the high quality of the investigated samples having minor defects. It is noteworthy that
the oxygen deficient rutile spectrum (TiO2−x)(c) and the LaxSr1−xO3 spectrum (d) are
considerable different from the LAO/STO and Nb-doped STO spectra [168]. They show
no clear excitation at EF but a rather broad peak at higher binding energy indicating the
localized nature of the Ti 3d1 electrons. As consequence, one can rule out that finite Sr-
La intermixing or oxygen vacancies are the major dopants of the LAO/STO, NGO/STO
and LGO/STO heterostructures, examined here. Finally, the incoherent emission of
Nb-doped STO (g) is rather broad and distinct from the coherent emission at EF. In
contrast to this, the features G1 and G2 in LAO/STO are not as well separated from
each other and have a different line shape. This may exclude the presence of incoherent
decay channels as in Nb-doped STO. From my point of view the asymmetric and broad
excitations in vicinity to EF can be most likely associated with band bending in STO
and to a changed defect configuration due to the higher oxygen partial pressure during
growth.
Photodoping by light illumination
The band bending at the STO side of the interface is in accordance with the formation
of the 2DEG, whereas the driving force for the electronic reconstruction at polar/non-
polar oxide heterostructures stays elusive in photoemission experiments, i.e. no rising
electrostatic potential up to 3 uc overlayer thickness was observed here and in a large
number of previous studies [14, 81, 82, 84, 139, 168]. In principle, the increasing potential
should broaden and shift all overlayer core levels as well as the valence band to lower
binding energies, but much smaller shifts than expected in the polar catastrophe scenario
were reported and related to band bending in STO. Several observations comply with a
scenario of an electronic reconstruction triggered by electric fields, but the missing energy
shifts in PES pose a serious obstacle. Possible explanations are localized defect states at
the surface serving as electron source [148], structural distortions in the overlayer causing
an opposite polarization [105], and photodoping effects. Especially the latter is often
mentioned, but not well investigated and possibly underestimated. It is well known that
the electronic properties of oxide heterostructures, including the Ti3+ intensity, depend
on light illumination, especially for intense synchrotron sources [21, 156]. However, light
illumination cannot be avoided in a photoemission experiment and possible artifacts
must be discussed. Previous studies argued that photodoping is not dominating high
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Figure 3.41: Band diagram of polar/non-polar oxide heterostructures. The conduction
band minimum (CB) and valence band maximum (VB) in the polar overlayer are expected
to increase with thickness until electronic reconstruction takes place (gray line), but might
be flattened by light illumination (red). The flattening could be a result of an additional,
opposite electric field caused by the spatial separation of photoexcited electron-hole pairs.
Electron photoemission leaving behind a hole (a) and separation of the electron-hole pair
in the polar overlayer (b) or in the STO substrate (c) can contribute to this effect, due to
the accumulation of positive charged holes and negative charged electrons at the surface
and interface, respectively.
energy photoemission spectra based on photon intensity variations over three orders of
magnitude [84] and quantitative estimations of the photoabsorption [82]. Here, the same
conclusion could be drawn, since the Ti3+ concentration extracted from laboratory XPS
is in qualitative agreement with the synchrotron XAS and ResPES measurements. The
effective photon flux per unit area differs by two orders of magnitude in both cases.
Nevertheless, a saturation of the photodoping for even lower photon intensities and a
possible larger influence on the electrostatic potential in the overlayer cannot be ruled
out.
Fig. 3.41 illustrates that during a photoemission experiment electron-hole pairs are gen-
erated by the high energetic light and become possibly separated by internal electric
fields. Some electrons are emitted away from the sample leaving positive charged holes
(Fig. 3.41(a)). In metals the excited charges can relax or recombine fast but in semicon-
94
3.5 Discussion
ductors and insulators they cause charging or photovoltage effects, due to larger lifetimes
[171]. Supported by the band bending in STO (Fig. 3.41(c)) and by the built-in electric
field in the overlayer (Fig. 3.41(b)) electrons and holes can accumulate at the interface
and surface, respectively. Their electric field is opposite to the polarity of the LAO layers.
One would expect an equilibrium between generated and recombined electron-hole pairs
canceling the built-in electric field. It was claimed that the spatial separation of electron-
hole pairs by the built-in electric field causes the observed persistent photoconductivity
even for sub-bandgap photon energies [21, 76]. The effect of these photoinduced charges
on the transport properties is smaller for conducting samples in which the electric field
is already neutralized. Bare STO also exhibits persistent photoconductivity, which was
attributed to the excitation of an electron from a titanium vacancy defect into the con-
duction band [172]. For LaCrO3/SrTiO3 interfaces a built-in potential was observed by
XPS [173], raising again the question why it is absent in LAO/STO, NGO/STO and
LGO/STO. In LAO/STO there is only one direct, experimental evidence for the po-
tential reported in a scanning tunneling microscopy study by Huang et al. [174], so far.
Further investigations are necessary to get more insights in this crucial question.
It has been shown in the present thesis that the LAO/STO, NGO/STO and LGO/STO
interfaces have similar band diagrams as well as similar amplitudes and equal shapes
of the Ti3+ features, despite of different bandgaps and lattice constants. This strongly
indicates a rather universal behavior irrespective of the overlayer. Especially the ResPES
results have been discussed in comparison to the 2DEG found at the interface of STO
[156, 157]. Various 2DEG properties of polar/non-polar oxide interfaces are similar to
those found at the surface of STO or in doped bulk STO, e.g. a superconducting Tc
of around 200mK [70], high mobilities [94] or similar ARPES spectra [148, 157]. This,
including the universal behavior of the three different heterostructures investigated here,
strengthens the view that most of the intriguing observations are related to strontium
titanate. One observes the properties of electron doped STO irrespective of the doping
mechanism. For instance donator doping in STO can be reached by the substitution of
Ti4+ with Nb5+, by annealing in low oxygen atmosphere – creation of oxygen vacancies
at the surface penetrating into the bulk, or by the electronic reconstruction induced by
a grown polar overlayer. It seems that STO on the one hand has the capability to host
a 2DEG and on the other hand it has the capability to exhibit various exciting proper-
ties. For possible future applications especially a tunable charge carrier concentration
and high mobilities are necessary, available in LAO/STO [10, 77]. Until today, first
field-effect devices were fabricated on the basis of LAO/STO [175], but no commercial
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application exists. In future, polar/non-polar oxide interfaces could be utilized in sensors,
photodetectors, thermoelectrics, and solar cells [176].
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CeMIn5 (M = Co, Rh, Ir) surfaces
In the previous chapter, I have considered the role of d electrons at interfaces, i.e. in an
environment of reduced dimensionality. The new phenomena discussed there are driven,
in essence, by a change of the valency of the d element (Ti). Valence changes in corre-
lated electron systems in low dimensions are a widespread and important phenomenon
especially at surfaces. In this chapter cleaved surfaces of heavy fermion materials are
investigated regarding their electronic and chemical properties. Heavy fermion elements
/ systems are characterized by a subtle interplay of strongly localized f electrons and
itinerant conduction electrons, leading to a dramatic increase of the effective mass. Due
to the large Coulomb on-site interaction, they belong to the group of strongly correlated
electron systems. Classically, the Kondo effect describes how a localized magnetic impu-
rity, incorporated in a metal matrix interacts with the sea of conduction electrons. At low
temperatures the magnetic moment of the impurity is screened by a cloud of conduction
electrons which acts as large scattering center. The resistivity increases logarithmically
with decreasing temperature. In a crystalline heavy fermion material such magnetic im-
purities, i.e. 4f or 5f electrons, are arranged in a periodic lattice and can be described
with the periodic Anderson impurity model. Below the coherence temperature T ∗ the
f electrons hybridize with the non-f conduction electrons and form flat bands of heavy
mass. At high temperatures the hybridization vanishes, the f electrons act as incoherent
scatterers and are expelled from the Fermi surface. This causes the anomalous behavior
of the conductance, the magnetic susceptibility and the specific heat of heavy fermion
materials at low temperatures. In 1979, Steglich et al. discovered superconductivity [177]
in the heavy fermion compound CeCu2Si2 and proved, contrary to the conclusion drawn
at this time, the coexistence of localized magnetic moments and superconductivity in one
material. Besides unconventional superconductivity, quantum criticality and non-fermi
liquid behavior occur in the phase diagram of the heavy fermion compounds CeM In5,
which attracts the attention of the scientific community.
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4.1 CeMIn5 compounds
The intermetallic compounds CeM In5 (M = Co, Rh, and Ir) show the above men-
tioned intriguing properties. One electron in the nearly localized 4f level of Ce couples
to the sea of conduction electrons and causes heavy-fermion behavior. CeM In5 com-
pounds crystalize in the tetragonal HoCoGa5 structure of alternating CeIn3 and M In2
layers, shown in Fig. 4.1. Co, Ir and Rh are isovalent but differ in size. Therefore, with
decreasing atomic number at the M -site a higher chemical pressure comparing to the
parental cubic CeIn3 structure is exerted and tunes the physical properties. In this way,
the antiferromagnetic order of CeIn3 (TN = 10K) and of CeRhIn5 (TN = 3.8K) are
suppressed and superconductivity occurs at remarkably high temperatures of 2.3K and
0.4K in CeCoIn5 and CeIrIn5, respectively [24–26]. So far, 2.3K is the record value
for Ce based heavy fermion superconductivity. Under hydrostatic pressure of roughly
20 kbar a superconducting drop down in resistivity was found for the antiferromagnetic
representatives, too. These compounds attracted much attention because of the close
neighborhood of magnetism and superconductivity and the presence of quantum critical
points concerning magnetic field and pressure [178–180]. Experimental observations in-
dicate that the electronic, magnetic and superconducting properties are essentially three
dimensional in CeM In5, despite of their layered structure [181]. Very recently, superlat-
tices of heavy fermion compounds and conventional metals were fabricated by molecular
beam epitaxy (MBE), i.e. superlattices made of CeIn3 and LaIn3 [182], and of CeCoIn5
and YbCoIn5 [181]. By decreasing the thickness of the heavy fermion layer the dimen-
sionality is reduced artificially, and deviations from the standard Fermi liquid behavior
at low temperatures were observed [182]. The critical temperature for superconductivity
shrinks with decreasing thickness, and for less than 4 uc no superconducting regime but
a large anisotropy of the magnetoresistance and still decreasing resistivity below 1K was
detected. These findings attracted much interest, and they indicate that the coupling of
the Cooper pairs increases due to the reduced dimensionality [181, 182].
A weak tendency of the CeM In5 material class towards hybridization and a Ce 4f occu-
pancy (nf ) close to 1, has been inferred from previous spectroscopic investigations: X-ray
absorption spectroscopy (XAS) measurements show a small f0 signal at the CeM4,5-edge
[184, 185] and at the L3-edge [186, 187], the f1 related spectral weight at EF is low in
resonant photoemission spectroscopy (ResPES) at the Ce 4d−4f [188, 189] and Ce 3d−4f
transition [184]. A detailed knowledge of the 4f electron count and their hybridization
to the conduction electrons is essential to understand the physical properties.
In this chapter the Ce 3d line of cleaved single CeM In5 crystals is considered by X-ray
photoemission spectroscopy (XPS). A simplified version of the Gunnarsson-Schönhammer
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Figure 4.1: HoCoGa5-type tetragonal crystal structure, in which the intermetallic com-
pounds CeM In5 (M = Co, Rh, and Ir) crystalize. For CeCoIn5 the lattice constants are
a = 4.62 Å and a = 7.56 Å [183].
theory was applied to describe the spectra and obtain the relevant parameters [190].
Photoemission measurements of Ce compounds are often plagued by surface effects. The
surface may feature a different hybridization than the bulk [191–193], and, additionally,
may degrade very easily since Ce is a very reactive chemical element. In this respect, it
is important to disentangle surface and bulk effects. A probe such as temperature and
angle dependent AlKα XPS, used here, seems to be appropriate for this objective, due
to its increased bulk sensitivity compared to low energy photoemission. Single crystals
of the investigated Ce intermetallic compounds were grown in In flux [25]. The samples
were glued on a sample holder by silver epoxy resin and were cooled down to about 30K
by a helium cryostat. Clean surfaces have been prepared by in situ cleavage. The base
pressure in the experimental chamber was 1 × 10−10 mbar to reduce chemical reactions
to residual gas atoms. For binding energy calibration the Au 4f7/2 signal (84 eV) of a
sputtered gold foil was used.
4.2 Spectroscopy on Ce compounds
Crucial physical parameters of heavy fermion materials can be obtained by photoemis-
sion spectroscopy (PES). However, in Lanthanides the measured excitation spectra are
governed not only by the initial state but also strongly by the final state, which requires
a careful interpretation. A simplified version of the Gunnarsson-Schönhammer formal-
ism [194] based on the single impurity Anderson model [195] was proposed by Imer and
Wuilloud [190] to explain the spectroscopic features and to reduce the numerical efforts.
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This model was implemented to derive the Ce 4f electron count and their hybridization
to the conduction electrons by fitting the measured Ce 3d spectra.
The photoemission intensity in sudden approximation was already discussed in chapter
2.1.2 (Eq. 2.12). The dipole matrix element is the same for Ce 3d core level excitations
irrespective of the certain final state of the remaining (N−1) electron system. Therefore




|〈Fs | ac |G〉|2 δ(ε+ EN−1s − ENG ) , (4.1)
in which |G〉 denotes the ground state with an energy ENG and |Fs〉 denote the various
final states, that are eigenstates of the (N − 1) particle Hamiltonian with an energy
EN−1s . The annihilation operator ac removes the 3d core electron from the initial ground
state. Obviously, the energies of the ground state and of the final states define the
energy positions of the spectral features and the overlap integral their intensities. These
quantities can be evaluated by the single impurity Anderson Hamiltonian [195], which
describes local magnetic states incorporated in a metal matrix. In a zero bandwidth
limit, the simplified Hamiltonian can be written as [190]:
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Ĥ0 is the many-body Hamiltonian of the conduction electrons labeled with ρ and the
degenerated f electrons without hybridization. The zero bandwidth limit means that
the same energy ε0 is assumed for all conduction electrons created and annihilated by
a+ρν and aρν . For Ce 4f levels and under neglection of spin-orbit interaction the orbital
degeneracy is seven. In addition to the spin degeneracy, this leads to a total degeneracy ν
of 14 (Nf = 14). The energy of the f electrons is εf and they are created and annihilated
by the respective operators f+ν and fν . An on-site Coulomb repulsion energy between
f electrons is considered by U . Ufc is the core hole Coulomb interaction between f
electrons and the core hole created during the photoemission process by the operator a+c .
The energy of the conduction electrons ε0 and of the core hole εc can be set to zero as
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they cause an arbitrary energy shift of the spectrum. One impurity is considered by this
model and no interaction between neighboring magnetic sites arranged in a lattice are
taken into account. Multiplet effects are entirely neglected in the model, i.e. spin-orbit
coupling for the core hole and spin-spin interactions between core hole and unpaired f
electrons, whereas the former is taken into account afterwards. The Hamiltonian neglects
any electron-phonon interaction (T = 0). Finally, the central term taking into account
the hybridization or hopping energy between one f electron and a conduction band state
is V . Note that for this purpose the hybridization is assumed to be energy and momentum
independent.
This many-body system can be described by several final states and a ground state, which
are eigenstates of the whole Hamiltonian Ĥ and can be expressed as linear combinations
of eigenstates of the not-hybridized Hamiltonian Ĥ0 with and without a core hole. In La-
and Ce-systems the choice of basis states can be limited to double occupation of the f
levels, which results in three Ĥ0-eigenstates f0, f1, f2 with zero, one or two electrons in
a localized f orbital, respectively. An eigenstate with three electrons in the f orbital is
unrealistic for La and Ce, due to the large Coulomb repulsion U compared to εf . These
basis states and their energies with and without core hole are illustrated in Fig. 4.2.
The corresponding Hamiltonion, including hybridization, is given in Eq. 4.3 in matrix
notation regarding these Ĥ0-eigenstates. Here, the effective hybridization ∆ is linked to



















2∆ 2(εf − Ufc) + U
 . (4.3)
To evaluate the photoemission intensity given in Eq. 4.1 one has to express the ground
state and the final states as linear combination of Ĥ0-eigenstates |gi〉 and |hi〉 with and
without a core hole, respectively, and with i electrons in the 4f orbital. This has to
be done by diagonalization of the matrices in Eq. 4.3, in particular the calculation of
eigenvalues ENG , E
(N − 1)s and coefficients ci, ts,j . The matrix for the final states
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Figure 4.2: Typical energies of different 4f configurations of a Ce impurity with and without
a core hole, taken from [194]. Configurations are labeled according to the number of f
electrons and typical energy differences are indicated.









ts,j |hj〉 . (4.5)
Both representations illustrate the mixed valency of Ce in the ground state and final
states, i.e. the number nf of f electrons does not have to be an integer value. The
ground state |G〉 is the eigenstate of Ĥ with lowest energy and has an f electron count
of:
nf = 0 · c20 + 1 · c21 + 2 · c22 , with
i=2∑
i=0
c2i = 1 . (4.6)
Upon photoemission the system has the possibility to remain in three different final states
|Fs〉 with different energies. Since the Ĥ0-eigenstates are chosen to be orthonormal to










δ(ε+ EN−1s − ENG ) . (4.7)
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This formalism yields the relative intensities of three discrete transitions at EN−1s −ENG .
A more detailed description can be found in reference [190]. It has been implemented
to fit the measured Ce 3d spectra and to obtain quantitative values for the hybridization
parameters ∆ and the f occupancy nf .
For Ce, ∆ is usually much smaller than the f1−f2 energy separation in the ground state,
i.e. c2 ∼ 0. Moreover, if the final states are of pure f configuration (|f0〉, |f1〉, |f2〉),
often assumed in literature, only the first two final states would couple to the ground
state and generate two peaks in the spectrum with spectral weights of |c0|2 and |c1|2.
Then, nf is the relative intensity of the f1 peak. However, a shoulder, which belongs to
mainly f2 character in the final state, is often present in the 3d XPS of Ce compounds
proving a finite mixing of the f1 and f2 final and/or ground states. Gunnarsson and
Schönhammer [194] showed that the size of the hybridization ∆ can be obtained from
the relative intensity of this f2 spectral component and that the f0 spectral weight is a
semi-quantitative measure of |c0|2 = 1− nf .
Figure 4.3: At atmospheric pressure the γ-Ce phase is present. It undergoes a phase
transition at about 0.7GPa to the isostructural α-Ce phase with a drastically reduced unit
cell volume, taken from [196].
α- and γ-Ce as prominent examples
The phase transition from γ- to α-Ce is a famous example in order to illustrate the effects
of hybridization and the derived formalism for the interpretation of XPS measurements.
This isostructural phase transition – both phases share an fcc crystal structure – is usu-
ally observed at room temperature under applying pressure or by cooling at atmospheric
pressure and is accompanied by a drastic reduction of the lattice constant. The jump
in unit cell volume upon pressure induced phase transition is plotted in Fig. 4.3 taken
from [196]. The unit cell volume of the low-temperature phase (α-Ce) is about 15%
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smaller than those of γ-Ce due to a different manifestation of the metallic Ce bonds. In
particular the symmetry of the bonds and of the Ce electron density is changed [197],
which affects the electronic and magnetic properties strongly.
Figure 4.4: Wuilloud et al. demonstrated that Ce 3d XPS spectra of γ-Ce and of more
strongly hybridized α-Ce are sensitive to the low-energy electronic structure, taken from
[198].
An explanation for the different properties is the change in the degree of hybridization
between f levels and conduction electrons upon phase transition. At room temperature
(γ-Ce) the hybridization is small and the count of localized f electrons per Ce is close to
one. Therefore the initial state has a pure 4f1 configuration which leads to the absence
of a 4f0 final state peak in XPS at high binding energy, see Fig. 4.4. In contrast to this,
α-Ce exhibits a much larger hybridization leading to a stronger admixture of the 4f0
configuration in the initial state, to a decreased number of f electrons and to a larger
valency. Hence, in XPS (Fig. 4.4) a peak at high binding energy with a 4f0 final state
configuration appears as well as a shoulder at the low energy side of the prominent 4f1
peak. The latter peak is associated with a 4f2 final state configuration. Both peaks
are signs for increased f -hybridization and demonstrate that XPS is very sensitive to
changes in the low-energy electronic structure.
4.3 Ce 3d core levels
Fig. 4.5 shows the Ce 3d core level spectra for all three CeM In5 compounds cleaved at
T = 30K. The spectra are very similar and have a typical complex lineshape. They are
split due to spin-orbit coupling in d5/2 and d3/2 peaks and each of the spin-orbit compo-
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30 K  Ce 3d
Figure 4.5: Ce 3d core level XPS spectra measured with an AlKα source at normal emission
Θ = 0◦ (dotted curves). The samples were cleaved at 30K and immediately analyzed. Best
fit model calculations are displayed in red solid lines. Spin-orbit doublets with two (blue),
one (black) or non (green) f -electrons in the final state are disentangled for the model
curve.
nents consists further of three, partly overlapping final states. The most intense doublet
belongs to a state of mainly 3d94f1 character, whereas the states with mainly 3d94f2
and 3d94f0 are situated at lower and higher binding energy respectively and are much
less intense. These many-body effects in the core level spectra of rare earths compounds
have been studied for several decades and are well known [199]. An approximate link
to the ground state properties is provided by the low intensity of the 3d3/2 − f0 peak
at E = 918 eV, which indicates that nf does not deviate much from unity. In fact, the
spectra resemble typical γ-like Ce materials [200].
For a more quantitative treatment we have applied the above described simplified version
of the Gunnarsson-Schönhammer approach proposed by Imer and Wuilloud [190] to fit
the data. The result of the model is shown by red lines in Fig. 4.5. A Shirley background
has been added and Gaussian (1.5 eV) and Lorentzian (2.3 eV) broadening were applied
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Table 4.1: Parameters extracted from fitting the spectra in Fig. 4.5 with Eq. 4.7. All values
are given in eV except for nf .
sample εf ∆ U Ufc nf
CeCoIn5 -1.26 0.51 8.4 11.8 0.90
CeRhIn5 -1.03 0.47 7.8 11.5 0.88
CeIrIn5 -1.23 0.52 7.9 11.9 0.90
to simulate resolution, multiplet splitting and finite lifetime. The match with the ex-
perimental data is satisfactory. Small deviations occur at the high energy side of the
d3/2−f1 related peak due to missing multiplet splitting. As a result of this, the intensity
of the model for this peak is always larger than the measured spectra. The parameters
extracted from the fit are summarized in Tab. 4.1. The obtained spin-orbit splitting of
18.5 eV is the same for all three compounds and coincide with previous reports [201].
The values for U and Ufc are in the range of other Ce based materials [202] as well as
the values obtained for εf [192, 200].
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Figure 4.6: Comparison of an EELS (electron energy-loss spectroscopy) measurement of
CeRhIn5 with In 3d and Ce 3d photoemission spectra. The position of the interband loss at
E = 13 eV seen in EELS coincides with the plasmon satellite of the In 3d and Ce 3d lines.
The nf values are as expected close to 1. In fact, nf = 0.9 has to be still considered
as lower boundary because a plasmon satellite is situated below the 3d3/2 − f0 peak
and limits the precision of the analysis. Fig. 4.6 presents an EELS (electron energy-
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loss spectroscopy [203]) spectrum of an about 150 nm thick CeRhIn5 film cut with an
ultramicrotom. Around E = 13 eV a clear peak is observed, which can be assigned to an
interband plasmon. This excitation of the electron density appears as satellite peaks in
the photoemission spectra as it is shown for the In 3d line. Nevertheless, the values of
the hybridization parameter ∆ are significantly lower than previous results for strongly
hybridized Ce compounds obtained by the same approach [191] and show clearly that
CeM In5 are weakly hybridized systems at T = 30K with an occupation number close
to one. This is in qualitative agreement with our ARPES results [189, 204, 205]. nf
values close to 1 have been also extracted from more bulk sensitive XAS at the CeL3-
edge (nf > 0.9 for CeRhIn5 and CeIrIn5 [186], nf ≈ 0.9 for CeCoIn5 [187]). XAS at the
CeM4,5-edge showed minimal f0 admixture for all three compounds, somewhat stronger
for CeIrIn5 and CeCoIn5 as compared to CeRhIn5 [185]. A larger f1 component at the
Fermi energy signalling increased hybridization was observed for CeIrIn5 with respect to
CeRhIn5 by resonant photoemission [188].
In the standard Kondo-model the f -hybridization should slowly disappear at high tem-
peratures. Therefore, we have studied the temperature dependence of the Ce 3d line by
a gradual warming of the cryostat up to room temperature. At certain temperatures
additional XPS measurements were performed on the originally at 30K cleaved sample
to evaluate the temperature dependence. Unfortunately, the intrinsic effects, if they are
present, are superimposed by surface effects as it is demonstrated in Fig. 4.7 for CeIrIn5.
These spectra have been measured at room temperature. They are significantly broad-
ened compared to the 30K spectra. Cooling the samples down to low temperatures does
not recover the narrow line shape. At higher emission angles, i.e. for higher surface
sensitivity, the broadening increases. The top spectrum features a sample which has
been exposed to oxygen (10min pO2 = 1 × 10−7 mbar). It strongly resembles Ce2O3
[206–208], i.e. the surface is fully oxidized by this procedure and no more changes with
higher oxygen exposure could be observed. The room temperature data in the middle of
Fig. 4.7 can be simulated almost perfectly by a superposition of this Ce2O3 type spec-
trum (Fig. 4.7: gray shaded area) and the narrow low temperature spectrum (Fig. 4.7:
red line). In XPS overview spectra, no other contamination besides a small amount of
oxygen was discernible that was absent in the 30K spectra. This indicates that the
surface Ce is oxidized when the temperature is increased. The change of the chemical
state concerns primarily Ce. Fig. 4.8 presents temperature dependent spectra for Ir and
In. While temperature dependent changes are hardly discernible at all, the fully oxidized
surface shows a moderate high energy component.
In order to evaluate the extend of oxidation of the surface quantitatively, we applied the
fitting procedure from Fig. 4.7 for the full temperature scan. In this way, the relative
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Figure 4.7: Ce 3d core level spectra of CeIrIn5 taken at 300K and different emission angles
Θ with respect to the surface normal. The spectra were superimposed (red curves) with a
Shirley background (dashed line), the "30K-signal" (black line) and with the spectra of an
oxidized crystal (upper spectra and gray shaded area in the lower part), typical for trivalent
cerium oxide Ce2O3 [206–208].
intensity of the surface component can be extracted by the integrated intensity ratio of
the Ce2O3 type and the whole spectra. Fig. 4.9(a) demonstrates that this component
increases monotonically when the temperature is increased starting from T = 30K and
shows signs of saturation at higher temperatures. Angle dependent measurements yield
higher values, as expected for a surface component, and show in particular, that the
oxidation starts already at the lowest temperatures achieved here. The relative intensity
can be translated into the thickness of the oxidized surface layer under the assumption
that there is a sharp interface and the electron escape length λ is known. The latter
has been calculated from the TPP-2M model to be λ = 14Å[209]. The intensity I of
photoexcited electrons at a distance x from the sample surface is damped exponentially
by I(x) ∝ e−x/λ cos Θ, where Θ is the angle between outgoing electrons and surface normal.
Using these assumptions the surface layer thickness has been calculated from the relative
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Figure 4.8: Temperature dependence of the In 3d (a) and Ir 4f (b) lines of CeIrIn5. Contrary
to Ce 3d, the spectral shape and width is nearly unaffected and only moderate changes for
the fully oxidized sample can be seen.
Fig. 4.9(b) shows that the oxidized component starts from about a fourth monolayer
at low temperatures and levels off around one monolayer at high temperatures, i.e. full
surface coverage. The most natural explanation for the formation of the oxide layer is that
desorption occurs when the system is warmed up. This process is difficult to avoid and
a base pressure of 1× 10−10 mbar is not enough to prevent it. However, the temperature
increase itself may promote surface oxidation as well. The oxidation will take place most
easily when the cleavage plane has the CeIn3 layer at the top surface. Formation of a
Ce2O3 like phase was also reported as a result of prolonged X-ray irradiation [206]. But
in the present case the oxidation process is clearly linked to the temperature development
and a slight increase in pressure rather than the irradiation time. This fact is confirmed
by the Ce 3d spectra of a sample cleaved at room temperature (not shown) which is
already broadened in comparison to the "30K-spectra" and resembles the spectra of the
warmed up sample. Previous XPS measurements on polycrystals at room temperature
showed also spectral signatures of oxidation [201].
4.4 Concluding remarks
In summary the CeM In5 family has been investigated by core level photoemission spec-
troscopy. It has been shown that XPS is sensitive to the low-energy electronic structure,
but due to complex final state effects a theoretical model is essential for a correct in-
terpretation. From the Ce 3d line at low temperature (T = 30K), a lower bound of
the f -occupation number nf ≥ 0.9 for all of the three compounds have been obtained,
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Figure 4.9: (a) Relative intensity of the oxidized signal as a function of temperature ex-
tracted by the fitting procedure described in Fig. 4.7. (b) Thickness of the oxidized surface
component calculated from the data points in (a) in units of monolayers as a function of
temperature.
which characterizes them as weakly hybridized, consistent with previous measurements.
Differences in nf , which were found by other techniques, are masked by plasmonic loss
excitations in Ce 3d core level photoemission experiments. The surface tends to rapid
oxidation independently of the transition metal, in particular when the sample is warmed
up. Quantitative analysis shows that the first layer is fully oxidized at room temperature.
This effect must be taken into account for temperature dependent and surface sensitive
measurement of these and other heavy fermion materials.
110
5 Appendix
5 4 3 2 1 0 -1 -2
Relative Binding Energy [eV]
























 Sr-2   component
5 4 3 2 1 0 -1 -2
Relative Binding Energy [eV]
























 Sr-2      component
Figure 5.1: Fitted Sr 3d core level photoemission spectra of the 3 uc (top) and 6 uc (bottom)
NGO/STO sample measured at different photon energies hν and emission angles Θ. For
higher emission angles or lower photon energies (higher surface sensitivity) the second Sr
component is enhanced. (see chapter 3.3), page 50)
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Figure 5.2: Comparison of Sr 3d core level photoemission spectra of the 3 uc (top) and 6 uc
(bottom) NGO/STO sample at different photon energies hν and emission angles Θ. For
the red dots the samples were treated by an subsequent post-growth annealing process in
oxygen. (see chapter 3.3, page 56)
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Figure 5.3: Comparison of Sr 3d core level photoemission spectra of the 3 uc LAO/STO
sample at different photon energies hν and emission angles Θ. For the red dots the sample
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