Abstract. We study the linearized maximal operator associated with dilates of the hyperbolic cross multiplier in dimension two. Assuming a Lipschitz condition and a lower bound on the linearizing function, we obtain
Introduction
Given a bounded measurable function m on R d , we define the multiplier operator T m by setting T m f = m f for every Schwartz function f . We also define for t > 0 the dilated operators [1] .
In this paper we are concerned with the family of hyperbolic cross multipliers, see [2, 5, 6] . A hyperbolic cross multiplier on R 2 takes the form m(|ηξ|) for some compactly supported smooth function m. By the Marcinkiewicz multiplier theorem, this multiplier is bounded on L p (R 2 ) for all 1 < p < ∞. Whether the corresponding maximal operator satisfies any L p bounds remains open, this question has been posed in [4, 14] . In general, a supremum over an infinite family of Marcinkiewicz or Hörmander-Mikhlin multipliers does not admit such bounds [3, 9, 11] .
We propose a Lipschitz assumption on the linearizing function V , in analogy to conjectures for directional operators, see [13] . To be efficient in the otherwise dilation invariant setting, this assumption has to come with a truncation of the maximal operator, which in the theorems below takes either the form of a truncation of the multiplier on the Fourier side or a cutoff for the linearization function.
The hyperbolic cross has spikes in vertical and horizontal directions. Splitting the multiplier into separate pieces, each spike needs a Lipschitz assumption only in one variable corresponding to the direction of the spike. m(V (x, y)|ξ||η| β ) f (ξ, η)e 2πi(xξ+yη) dηdξ
for all 1 < p < ∞ and all Schwartz functions f . Here we denoted
The case β = 0 is fairly easy, the maximal operator can then be dominated by the Hardy-Littlewood maximal operator in the first variable. The Lipschitz assumption is not needed in this case. For β = 0, the truncation to |η| ≤ 1 or |η| ≥ 1 depending on the sign of β is the one alluded to above that is necessary to make the Lipschitz assumption effective. Without truncation one could change the Lipschitz constant by scaling the otherwise scaling invariant problem, and by a limiting process, letting the constant tend to infinity, get rid of the Lipschitz condition.
The next theorem has a truncation in the linearizing function V , and one needs the Lipschitz condition only for distant points. For simplicity we formulate it only in the case β = 1 of the hyperbolic cross.
for all 1 < p < ∞ and all Schwartz functions f .
It actually suffices to demand (1.1) just for L = |z − z |, because for other pairs of points one can reduce to this case by a suitable chain of points connecting z and z . Questions of sharp modulus of continuity of V therefore do not arise in this Theorem.
In the case of directional operators, the multiplier m may be chosen to be a characteristic function of a half line, essentially yielding what is called the directional Hilbert transform. In the case of the hyperbolic cross, a characteristic function m is problematic since the boundary of the hyperbolic cross is curved, and with the methods of the celebrated disc multiplier theorem [7] one sees that the operator T m cannot be bounded in L p (R 2 ) if p = 2. When p = 2, this obstruction disappears, and we have the following variant of our result:
This theorem should be compared with the main result in [10] by Guo and the second author. It is an analogous estimate for the directional Hilbert transform and shows that if the Lipschitz continuity is enhanced by a lacunarity-type condition on V , the L p bounds do follow for all 1 < p < ∞. It is a well known open problem whether or not V being Lipschitz alone is enough to imply L p boundedness of the truncated directional Hilbert transform. On the other hand, a counterexample by Karagulyan [12] shows that without the Lipschitz assumption, the mere assumption of V taking values in a lacunary set such as {2 k } k∈Z is not sufficient.
It is tempting to investigate whether Karagulyan's counterexample can be modified to have some implications in the case of the hyperbolic cross multiplier, such as proving unboundedness for the maximal linearized hyperbolic cross multiplier in the absence of a Lipschitz condition. However, we have not been able to implement this idea. Karagulyan's example uses the fact that every sector between two lines emanating from the origin contains discs of arbitrarily large diameter. The set between two dilates of hyperbolas however do not contain arbitrarily large discs.
The rest of the present paper is structured as follows. After introducing some notation, we prove a dyadic model of our theorems. This part is parallel to [10] and further highlights the connection to the directional Hilbert transform. Then we prove technical versions, Lemma 4.4 and Lemma 4.1, of the main theorems, and the last section is devoted to deriving the theorems from the technical Lemmas.
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Notation
Most of the notation we use is standard. For a Schwartz function f , we define the Fourier transform as
We denote by C the positive constants that only depend on parameters we do not keep track of, p and β. Dependency on m is also sometimes hidden. If A ≤ CB for positive numbers A and B, we write A B.
For a set E, the characteristic function 1 E takes the value 1 in E and equals zero elsewhere. For a measurable set E, we denote its Lebesgue measure, whose dimension is always clear from the context, by |E|.
The dyadic models
In this section, I and J will denote dyadic intervals, that is, intervals of the form 2 k ((0, 1] + n) with n, k ∈ Z and n ≥ 0. With each dyadic interval I we associate the L 2 normalized Haar function
where I ± denote the left and right halves of I. We consider the basis {h I ⊗ h J } I,J in the plane, and ·, · means the L 2 (R 2 ) inner product. Occasional use of the inner product in one coordinate is denoted by a subscript.
The dyadic metric is defined by d(x, x ) = inf{|I| : x, y ∈ I} where the infimum is over all dyadic intervals. The two dimensional dyadic metric is defined analogously with dyadic squares. The following theorem is the dyadic model for Theorem 1.2.
Theorem 3.1. Let L > 0, and let
be L-Lipschitz with respect to the dyadic metric. Then
with the sum over dyadic intervals I and J is a bounded operator from
Proof. In analogy to [10] , the heart of the matter is the following proposition.
Proof. If there existed x ∈ I with |I||J| > V (x , y), then V (x , y) < |I||J| ≤ V (x, y) would hold. The assumptions together with this observation immediately imply
which is a contradiction.
We can divide the sum in the definition of the dyadic operator of Theorem 3.1 into two parts and without loss of generality concentrate on
Let J (I, y) be the collection of dyadic intervals J with y ∈ J and |I| ≤ |J| for which there exists x so that |I||J| ≤ V (x, y). Suppose then that J ∈ J (I, y). If there exists x ∈ I such that |I||J| ≤ V (x, y), the above proposition implies that this inequality is true for all x ∈ I. Hence the inner sum can be viewed as sum over J ∈ J (I, y), in effect removing the x dependency from the inner sum. We then estimate the L p norm of the last display by means of the dyadic Littlewood-Paley inequality:
For a fixed I, if J, J ∈ J (I, y) are nested, then also J with J ⊂ J ⊂ J is in J (I, y). Hence the inner sum telescopes into the difference of two dyadic martingale averages in the second variable. We estimate the above display by
where M 2 is the dyadic maximal function with respect to the second variable; it is controlled by the vector valued Fefferman-Stein maximal function theorem. The last step in the above estimation relies again on the dyadic Littlewood-Paley inequality.
To obtain a dyadic model of Theorem 1.1, we replace the lower bound of V by a truncation of the admissible scales. Note that the choice β = −1 in the resulting theorem corresponds to the directional Hilbert transform (or its dyadic model to be precise).
Theorem 3.3. Let L > 0 and β ∈ R, and let
be L-Lipschitz in the first variable with respect to the dyadic metric.
The proof of the theorem is almost identical to that of Theorem 3.1. The only difference is that where we previously used Proposition 3.2, we will now use the following fact.
Proof. If there were
Note that in this case the two variables behave differently. We did not assume any ordering of |I| and |J| so we need not decompose the operator to two sums with |I| ≤ |J| and |J| < |I| in the proof of the theorem.
The technical lemmas
The following lemma captures the essence our main results.
for all x, y, y ∈ R. We define
for all 1 < p < ∞ and all Schwartz functions f . Here
Proof. Let f be a Schwartz function. The proof consists of representing f with the aid of the Calderón reproducing formulas; reducing the question to a cut-off of scales at the price of a Marcinkiewicz multiplier, and finally proving the theorem for the scale cut-off. For simplicity, we write T for T m,V throughout the proof. We start the proof by first assuming that = 1.
4.1. Calderón formulae. Let φ 1 , φ 2 ∈ S (R) be even and real. Let
) be one more Schwartz function. We require the normalization
and the mean zero condition φ 2 (0) = ψ 2 (0) = 0. A subscript as in φ 1t (x) = tφ 1 (tx) for t > 0 denotes a dilation, and the same notation is also used for φ 2 and ψ 2 . We define the LittlewoodPaley operators P 1s , P 2t and P 3t for s, t > 0 by
Under the conditions stated above, the Calderón reproducing formulae corresponding to each variable hold true:
In particular, we can write
4.2.
Decomposition of the operator. Consider λ > 0. We let T λ (ξ, η) = m(λ|ξη|) f (ξ, η). Taking the Fourier transform and using the Calderón formula, we note that
The discarded part of the t-integral gives zero contribution because the following conditions
imply that whenever the integrand of the last display does not vanish we have
Using the fact that m(λ|ξ| β |η|) = 1 when |ξ| β |η| < λ −1 (in particular when 4s β t ≤ λ −1 ), we can write
These operators are defined as follows. We letλ = min{2 j+2 : 2 j > λ, j ∈ Z}. Then
is the principal term and
is an error term. A similar decomposition is valid with λ replaced by V (x, y). For every integer j, we denote
We have that T f = Sf + Ef where
is the principal part of the operator, and the error part Ef is defined as
for all (x, y) ∈ Ω j . Further, it is possible to write
We call these two components large variation error and small variation error and estimate them separately.
4.3.
The large variation error. The multiplier E 2 j has symbol
Since Ω j are pairwise disjoint, we see that
As j runs over all integer values, the number of E 2 j having non-zero symbol at any point in the frequency plane is uniformly bounded. Hence one can verify that j α j E 2 j is a Marcinkiewicz multiplier with uniform symbol estimates for any choice of |α j | ≤ 1. By the Marcinkiewicz multiplier theorem and Khinchin's inequality
which proves the claimed bound for the large variation error.
4.4.
The small variation error. To estimate
we write E τ for the operator ∂ τ E τ f (x, y). Changing variables in the τ -integral, using disjointness of Ω j , and applying Minkowski's inequality, we obtain
The symbol of the multiplier 2 j τ E 2 j τ is supported in
and it satisfies the estimates required for the Marcinkiewicz multiplier theorem uniformly in 2 j τ . Hence
with A independent of |α j | ≤ 1 so we can again use Khinchin's inequality to conclude the desired bound. The use of Marcinkiewicz multiplier theorem here and in the previous subsection yields the constant A appearing in the claim. See e.g. [8] .
Remark 4.2. If we were only to prove L 2 bounds and we assumed that V took values in a lacunary set like {2 k } k∈Z , we could work with a nonsmooth m like 1 [0, 1) . To handle this case, we note that Ω j = {V (x, y) = 2 j } and that, consequently, there is no small variation error term. The operators E 2 j have bounded symbols and bounded overlap as j takes all integer values. Hence we can use orthogonality to conclude
This observation is needed to prove Theorem 1.3. The rest of its proof is identical to the proof of Lemma 4.1 (the current Lemma with Remark 4.3).
4.5. The principal term. Let v(x, y) = min{2 j+2 : 2 j > V (x, y), j ∈ Z}. We will estimate
Take a Schwartz function g. Aiming at a bound only depending on g L p and f L p , we write the P 3t convolution out and divide the t-integral into two parts
Sf (x, y)g(x, y)dxdy = I + II where
We start by estimating the term II. Change the y integration to take place before x-and z-integrations. The domain of y-integration is divided into two parts, in one of which (v(x, z)s) −1 < (v(x, y)s) −1 . We will start with this part.
4.6. The role of the Lipschitz assumption. Since v is defined as the dyadic value with 2
By the Lipschitz assumption and the fact that supp ψ 2 ⊂ (−2 −4 /3, 2 −4 /3), we see that
In particular
An identical argument also yields the same result in the set where v(x, y) > v(x, z).
Remark 4.3. In case we assume that V is bounded from below by L 2 ; the Lipschitz condition only holds for |y − z| ≥ L; and β = 1, we argue as follows. We look again at the case V (x, z) −1 ≤ V (x, y) −1 . By symmetry, we may assume that f is supported in the double cone:
, we see that
As a consequence of restriction to the cone in (4.4) , the values of s and t that have a non-zero contribution in the integral above satisfy s ≤ 2|ξ| ≤ 2|η| ≤ 4t. Now
and by the lower bound L ≤ V (x, z), we see that
so we have (4.3) . It is clear also in case L|y − z| < L 2 ≤ V (x, y). The same argument works in the set where v(x, y) > v(x, z), so we conclude that inequality (4.3) holds in this setting as well.
Estimate for II. Recall that v = min{2
j+2 : 2 j > V, j ∈ Z}. By inequality (4.3), we can divide the integration over x, y and z in the definition of II into two sets:
The remaining alternative v(x, y) = v(x, z) gives a zero contribution.
Clearly (x, y, z) ∈ E + if and only if there exists a unique integer k xyz such that
Under the condition (4.3), the existence of such an integer is equivalent to the following two conditions
.
The first factor is bounded by a square function estimate and an application of the L 2 (R + , dt/t) valued Fefferman-Stein maximal function theorem (see the book [15] ). We denoted by M 1 the Hardy-Littlewood maximal function on the first variable. The second factor is bounded by the square function estimate. The same argument applies if we replace E + by E − . Hence we have bounded the term II. 
The last inequality follows from the fact that since
is a Schwartz function, the corresponding convolution is controlled by the Hardy-Littlewood maximal function, and the rest of the estimate is justified by a simple change of variable. Now the estimation can be concluded as in the previous case by Fefferman-Stein and LittlewoodPaley inequalities. The case β < 0 is similar except for the second line that has integration in the interval (v(x, z)t) −1/β , ∞). However, the same bound holds true. 4.9. General support. We have proved the claim for = 1. To relax this assumption, take = 2 −i with i ∈ Z + and take m as in the statement of the Lemma. Take positive and smooth functions ϕ j with supp ϕ j ⊂ (2 −j−1 , 2 −j+1 ) for every integer 0 ≤ j < i and let 2) can be continued to be an even function that satisfies the assumptions for which we have already proved the result. Now
The operator norm of the first term we have already bounded. The remaining terms are of the form (4.2), that is,
and, accordingly, they admit a bound comparable to the absolute constant
This was proved in subsections 4.3 and 4.4. In total,
Next we formulate another version of the Lemma that will be needed to prove Theorem 1.2.
for all z, z ∈ R 2 . We define
for all Schwartz functions f and p > 1. Here · = inf{k ∈ Z : k > 0, k > ·} and A = This completes the proof of this variant.
The main theorems
Next we discuss how to get the Theorems formulated in the introduction from the technical Lemmas.
Proof of Theorems 1.1 and 1.2. To prove these theorems, it remains to explain how to replace the function m of the previous Lemmas by a more general function. We let m first be a C 
By linearity, the same result holds for all compactly supported functions in C 3 (R).
Proof of Theorem 1.3. Under the assumptions of this theorem, we can mostly follow the proof of Lemma 4.1. We decompose the operator as usually. Recalling Remark 4.2, we see that the error part of the operator is easily controlled. On the other hand, the principal term is essentially the same as in the proof of Lemma 4.4 so we are done.
