For a scalar nonlinear impulsive delay di erential equatioṅ
r k (t)f k [y(h k (t))] = 0; t = j ; y( j ) = I j (y( − j )) with r k (t) ¿ 0; h k (t) 6 t, lim j→∞ j = ∞, such an auxiliary linear impulsive delay di erential equatioṅ is constructed that oscillation (nonoscillation) of the nonlinear equation can be deduced from the corresponding properties of the linear equation. Coe cients r k (t) and delays are not assumed to be continuous. Explicit oscillation and nonoscillation conditions are established for some nonlinear impulsive models of population dynamics, such as the impulsive logistic equation and the impulsive generalized Lasota-Wazewska equation which describes the survival of red blood cells. It is noted that unlike nonimpulsive delay logistic equations a solution of a delay impulsive logistic equation may become negative. c 2003 Elsevier B.V. All rights reserved.
Introduction
Nonlinear delay di erential equations arise as models of population dynamics, economics, mechanics and technology (see examples in monographs [7, 9, 10] ) where the evolution of a system depends not only on its present state but also on its history. Impulses provide an adequate description of sharp system changes (the time of the change is negligible when compared to the process dynamics). In equations of population dynamics and immunology impulses can describe short-time harvesting, hunting, vaccination [18] or removal of infected species [8] .
Usually the study of nonlinear delay di erential equations is more complicated than the investigation of linear equations. However in certain cases it is possible to deduce the properties of a nonlinear equation from an associated linear equation. The purpose of the linearized oscillation theory is to study the oscillation of an associated linear equation rather than the original nonlinear equation. Such theory is very well developed for autonomous nonlinear delay di erential equations and some of its generalizations (see monographs [7, 10] and references therein). For nonlinear nonautonomous both impulsive and nonimpulsive delay di erential equations most qualitative results were obtained without reducing these equations to linear ones [1, 12, [14] [15] [16] [17] 19, 20, 22, 23] .
Only few works deal with the linearized theory of non-impulsive equations (see [10, 11, 13, 21, 5] ) and to the best of our knowledge there is only one recent publication [6] on the linearized theory of impulsive delay di erential equations. Compared to Duan et al. [6] our paper involves the following main novel elements:
1. Unlike Duan et al. [6] we do not assume coe cients r k (t) and delays to be continuous. 2. In most of our results we do not suppose that the impulses satisfy 16k6∞ b k ¡ ∞ or some equivalent condition. 3. We apply the linearization results to impulsive equations of mathematical biology, such as the delay logistic equation and the generalized Lasota-Wazewska equation which describes the survival of red blood cells. 4. In [6] and many other papers di erential inequalities are applied for the comparison of oscillation properties. In the present paper we also consider inequalities in the part of the impulsive conditions which to the best of our knowledge has never been done before.
The present paper continues our previous research on the linearized theory for nonimpulsive delay equations [5] .
We consider a nonlinear di erential equation with nonlinear impulsive conditionṡ
x( j ) = I j (x( − j )); j = 1; 2; : : : :
For this equation the linearized oscillation theory is developed in Section 3. Sections 4 and 5 contain applications. Using these linearized results explicit oscillation and nonoscillation conditions are obtained for impulsive models of mathematical biology. In Section 4 results of numerical simulations for impulsive logistic equations are also presented.
Preliminaries
Let us assume that the parameters of Eqs. (1) and (2) enjoy the following properties: (a1) r k (t) ¿ 0; k = 1; : : : ; m, are Lebesgue measurable locally essentially bounded functions; (a2) h k : [0; ∞) → R; k =1; : : : ; m, are Lebesgue measurable functions, h k (t) 6 t, lim t→∞ h k (t)=∞; (a3) f k : R → R; k = 1; : : : ; m are continuous functions, xf k (x) ¿ 0; x = 0; (a4) 0 = 0 ¡ 1 ¡ 2 ¡ · · · are ÿxed points, lim j→∞ j = ∞; (a5) I j are continuous functions satisfying xI j (x) ¿ 0, x = 0, j = 1; 2; : : : : Together with (1) and (2) we consider for each t 0 ¿ 0 an initial value probleṁ
x( j ) = I j (x( − j )); j ¿ t 0 ; j = 1; 2; : : : ; (4)
We also assume that the following hypothesis holds (a6) ' : (−∞; t 0 ) → R is a Borel measurable bounded function. (4) and (5) if it satisÿes Eq. (3) for almost all t ∈ [t 0 ; ∞), t = j , equalities (4) at t = j and conditions (5) for t 6 t 0 . Eqs. (1) and (2) has a nonoscillatory solution if it has an eventually positive or an eventually negative solution. Otherwise all solutions of (1) and (2) are oscillatory.
Deÿnition. A piecewise absolutely continuous in each interval
We will also consider the linear equatioṅ
x( j ) = b j x( − j ); j = 1; 2; : : : :
The paper [2] contains the following result (Theorems 1, 7) which connects the oscillation of a linear impulsive equation with the oscillation of a specially constructed nonimpulsive equation and of a nonlinear integral inequality.
Lemma 1 (Berezansky and Braverman [2] ). Suppose (a1), (a2) and (a4) hold and b j ¿ 0, j = 1; 2; : : : : Then the following hypotheses are equivalent:
(1) Eqs. (6) and (7) has a nonoscillatory solution.
(2) There exists t 1 ¿ 0 such that the inequality
has a nonnegative locally integrable solution u. Here the product is assumed to be one if the number of factors is equal to zero.
(3) The nonimpulsive equatioṅ
has a nonoscillatory solution.
Oscillation and nonoscillation
It is well known that it is easier to establish oscillation properties of di erential inequalities than of the corresponding di erential equations. In view of this, we need the following generalization of Lemma 1 which involves a di erential inequality and also an inequality in the part of impulses.
Lemma 2. Suppose (a1), (a2) and (a4) hold and b j ¿ 0, j =1; 2; : : : : Then the following hypotheses are equivalent:
(1) The impulsive di erential inequalitẏ
x( j ) 6 b j x( − j ); j = 1; 2; : : : ;
has an eventually positive solution. Proof. Since implication (3) ⇒ (1) is obvious, then in view of Lemma 1 it is enough to prove that (1) implies (2) . Let x(t) be a positive solution of inequalities (10) and (11), t ¿ t 2 . Then there exist positive constants c j ; 0 ¡ c j ¡ b j , such that x( j ) = c j x( − j ), and t 1 ¿ t 2 such that h k (t) ¿ t 2 , t ¿ t 1 . Let us deÿne
i.e.
After substituting (13) into (10) we have
Since the ÿrst factor is positive then
which completes the proof.
Lemma 2 immediately implies the following result which claims the equivalence of the oscillation properties for various combinations of equations and inequalities in the di erential equation and in the impulsive conditions. Lemma 3. Suppose (a1), (a2) and (a4) hold and b j ¿ 0, j = 1; 2; : : : : Then the following pairs of equations (inequalities) have (or have no) eventually positive solutions at the same time: (6) and (11), (6) and (7), (10) and (7), (10) and (11).
Many results in the oscillation theory employ the fact that for certain di erential equations any nonoscillatory solution tends to zero. Below we prove a similar property for nonlinear impulsive equations under some additional restrictions.
Lemma 4. Suppose there exists
for x su ciently large
and (a1) -(a5) hold. Let x be a nonoscillatory solution of (1) and (2). Then lim t→∞ x(t) = 0.
Proof. Let x be an eventually positive solution of (1) and (2), i.e. x(h k (t)) ¿ 0 for t ¿ t 1 . Therefore x is decreasing between impulses. By (15) x is bounded in the following way:
Suppose now that for some sequence t k → ∞ we have lim k→∞ x(t k ) = 0. Since x is positive and decreases between impulses then for some subsequence
Hence lim t→∞ x(t) = 0. This means that either lim t→∞ x(t) = 0 or x(t) ¿ m ¿ 0 (in the latter case the limit, unlike the nonimpulsive equation, does not necessarily exist). The second equality (14) implies that for some k there exists L ¿ 0 such that f k (x) ¿ L for x ¿ m. Let us assume x(t) ¿ m ¿ 0. After integrating both sides of (1) we have
The ÿrst term (let k be the ÿrst impulsive point exceeding t 1 ) satisÿes the inequality
Thus the ÿrst term is ÿnite, while the second term is inÿnite since f(x(h k (t))) ¿ L ¿ 0 for t ¿ t 2 (t 2 is such a number that all h k (t) ¿ t 1 , t ¿ t 2 ). The contradiction proves this lemma.
Example. If in Lemma 4 we omit condition (15) then the solution generally speaking does not tend to zero. For instance, the equatioṅ x(t) + x(t) = 0; t = n; x(n) = ex(n − ); n = 1; 2; : : : ;
has a nonoscillatory solution x(t) = e −{t} , where {t} is a fractional part of t, which does not tend to zero.
Remark. A special case of Lemma 4 was obtained in [24] , under the following conditions: |I j (x)| ¿ 2 − c j ; f k (x) ≡ x and r k ; h k are continuous. Let us proceed to linearization results. The following theorem reduces the study of the oscillation properties of a nonlinear impulsive equation to the investigation of an associated linear equation. (14) and (15) hold and there exist such ¿ 0; a k ¿ 0; d j ¿ 0, k = 1; : : : ; m; j = 1; 2; : : : that
and |I j (x)| 6 d j |x| for |x| ¡ . If for some , 0 ¡ ¡ a k , all solutions of the impulsive equatioṅ
are oscillatory, then all solutions of (1) and (2) are oscillatory.
Proof. Let us assume that there exists an eventually positive solutions of (1) and (2) x(t) ¿ 0, t ¿ t 1 . Then there exists t 2 ¿ t 1 such that h k (t) ¿ t 1 , t ¿ t 2 . By Lemma 4 lim t→∞ x(t) = 0, therefore for any ¿ 0 there exists
. Thus x is a solution of the impulsive inequalitẏ
x( j ) 6 d j x( − j ); j = 1; 2; : : : : Consequently by Lemma 2 the impulsive equations (17) and (18) has a nonoscillatory solution, which leads to a contradiction.
If x(t) ¡ 0 for t ¿ t 1 , then we denote y(t) = −x(t), g k (y) = −f k (−y); j (y) = −I j (−y). Then y(t) is an eventually positive solution of the equatioṅ
where all the parameters of (19) and (20) satisfy all the assumptions of the theorem. Then, similar to the case x(t) ¿ 0 we obtain that (17) and (18) (where x is changed by y) has a nonoscillatory solution, which completes the proof. (14) and (16) hold, |I j (x)| 6 |x| and for some ; 0 ¡ ¡ a k all solutions of the nonimpulsive equation (17) are oscillatory, then all solutions of (1) and (2) are also oscillatory. (14) and (16) hold,
and for some ¿ 0; ¿ 0, ¡ a k , all solutions of (17) with the impulsive conditions
are oscillatory, then all solutions of (1) and (2) are also oscillatory.
Proof. If (21) Generally, it is not necessary to assume the existence of the limit lim x→0 f k (x)=x. In the following Theorems 2-4 we suppose only that the lower bound of this ratio is positive or the upper bound is ÿnite. 
If all solutions of the impulsive equatioṅ
are oscillatory then all solutions of (1) and (2) are also oscillatory.
. Thus x is a positive solution of the inequalitieṡ
By Lemma 2 there exists a nonoscillatory solution of (23) and (24) . The contradiction proves the theorem in the case x(t) ¿ 0. The case x(t) ¡ 0; t ¿ t 1 , is treated as in the proof of Theorem 1.
|x| and all solutions of (23) are oscillatory, then all solutions of (1) and (2) are also oscillatory. 
x( j ) = d j x( − j ); j = 1; 2; : : : ;
then there exists an eventually positive solution of (1) and (2).
Proof. By Lemma 3 there exists t 1 , w 0 ¿ 0, t ¿ t 1 , w 0 = 0, t ¡ t 1 , such that
Let us deÿne the function x u (t) = I l : : :
where j−1 6 t 1 ¡ j ¡ j+1 ¡ · · · ¡ l 6 t ¡ l+1 . We have
where 
Let us ÿx b 6 t 1 and deÿne the operator T : 
For every function u ∈ L ∞ [t 1 ; b], 0 6 u 6 w 0 , we have
The above estimate of x u (t), (27) and (29) yield for each u, 0 6 u 6 w 0 ,
i.e. 0 6 Tu 6 w 0 . By Lemma
; b] is a compact operator, consequently Schauder Fixed Point Theorem implies the existence of the ÿxed point u, i.e. Tu = u. Thus x u (t) which is deÿned by (28) for t ¿ t 1 and vanishes for t ¡ t 1 , is an eventually positive solution of (1) and (2).
If in addition there exists a nonoscillatory solution of (6) then there exists a nonoscillatory (eventually positive) solution of (1) and (2). Corollary 4.1. Suppose (a1) -(a5) hold, f k (x) ¿ x, I j (x) 6 x for any x ¡ 0. If in addition there exists a nonoscillatory solution of (6) then there exists a nonoscillatory (eventually negative) solution of (1) and (2).
In the case when there are no impulses (I j (x) = x) Theorems 1-4 yield the results of Berezansky and Braverman [5] . As an application, impulsive models for some equations of mathematical biology can be studied on the basis of the linearized theory which was developed in the present section. Impulsive models provide an adequate description of sharp changes in the system, such as the removal of infected species, short-time harvesting, vaccination, etc.
Applications to equations of mathematical biology

Logistic equation: theoretical results
The results of the present paper can be applied to the logistic equatioṅ
with certain impulsive conditions, where r k ; h k satisfy hypotheses (a1) and (a2), K ¿ 0, and the initial function satisÿes (a6). There exists a unique solution of (30) with the initial condition
In [4] impulses of the following type were considered
Similar to the nonimpulsive case the solution of (30)- (32) is positive if all b j ¿ 0.
A positive solution N of (30)- (32) is said to be oscillatory about K if there exists a sequence t n ; t n → ∞, such that N (t n ) − K = 0; n = 1; 2; : : : ; N is said to be nonoscillatory about K if there exists t 0 ¿ 0 such that |N (t) − K| ¿ 0 for t ¿ t 0 . A solution N is said to be eventually positive (eventually negative) about K if N − K is eventually positive (eventually negative).
Theorem 5. Suppose the hypotheses (a1), (a2) and (a4) and the ÿrst equality (14) hold, 0 ¡ b j 6 1 and for every su ciently small ¿ 0, ¿ 0 all the solutions of the equatioṅ
with the impulsive conditions
are oscillatory. Then all solutions of (30) and (32) are oscillatory about K.
Proof. After the substitution
equations (30) and (32) is transformed into the impulsive equations (1) and (2), with
It is to be noted that oscillation (or nonoscillation) of N about K is equivalent to oscillation (nonoscillation) of x.
We will apply now Theorem 1. Condition (15) holds with c k = 1. Condition (16) is satisÿed with a k = 1. We have
Then there exists ¿ 0 such that
All conditions of Theorem 1, with a k = 1; d j = b j + , are satisÿed. Then all solutions of (33) and (34) are oscillatory about zero. Hence all solutions of (30) and (32) are oscillatory about K.
Denote by I k (t) the set of indices {j|h k (t) 6 j 6 t} and by |I k (t)| the number of elements in the ÿnite set I k (t). r k (t)
Then all solutions of (30) and (32) are oscillatory about K.
Proof. Inequality (37) implies that for some ¿ 0; ¿ 0
Corollary 3.4.1 in [10] yields that all solutions of equatioṅ In principle the same scheme as in Theorem 5 is applicable to the case b j ¿ 1, where the solutions x ¡ 0 are considered. However unlike equations without impulses for certain r k ¿ 0; b j ¿ 1 and initial conditions there exists i such that N ( − i ) ¿ 0 while N ( i ) ¡ 0, i.e., the solution obtained becomes negative.
For the logistic equation this means the extinction of the population, while impulsive perturbations can be treated as short-time harvesting. To avoid the possibility of extinction in a ÿnite time we impose an additional constraint:
Condition (39) does not provide that any solution of (30) and (32) satisÿes N (t) ¿ 0, however under (39) there exists such a solution. For example, any solution with an initial function (t) 6 K and an initial value N (0) ¿ K(1 − 1=M ) is positive for any t ¿ 0. In the following we will consider only positive solutions.
Theorem 6. Suppose (a1), (a2), (a4) and (39) hold, b j ¿ 1 and there exists a nonoscillatory solution of the linear delay impulsive equatioṅ
then there exists a nonoscillatory about K solution of the impulsive logistic equations (30) and (32).
Proof. Again after substitution (35) equations (30) and (32) is transformed into impulsive equations (1) and (2), with
We use now Theorem 4. We have f(x) ¿ x for x ¡ 0. We also notice that for x ¡ 0; b j ¿ 1,
It is enough to demonstrate that 
Then there exists a nonoscillatory about K solution of Eqs. (30) and (32).
Proof follows from Theorem 6 and Theorem 3.3.2 in [10] . If instead of impulses (32) the exponential type impulses
are imposed on Eq. (30), then after substitution (35) we obtain linear impulses (7) . Thus Theorems 1, 3 and 4 imply the following results. In conclusion consider the following model of introducing impulses for the logistic-type equation described in [8] . Let N be the rate of infected units (plants in [8] ) in a population. From time to time tests are made and a certain part of infected plants is extracted (due to the long latency period not all the infected plants can be detected by the tests): Let n be the number of infected plants and be the test e ciency. Then n( j ) = (1 − )n( 
Consider the logistic equatioṅ
with impulses of the following type
After the substitution N (t) = e x(t) we obtain the following impulsive conditions for x(t):
We are interested in the solution −1 6 x(t) 6 0.
. Thus by Theorem 4 we immediately obtain the following result. 
Logistic equation: numerical simulations
Here we present some numerical simulations to illustrate the results of the previous section. Let impulsive conditions be of type (32). Consider the logistic equation with one constant delaẏ 
Everywhere in numerical simulations we assumed K = 1. Fig. 1 presents the solutions of (46) and (47) with the delay h = 1, the equilibrium state is K = 1, b = 0:5. The distance between impulses is also equal to one, with the zero initial function. Corollary 5.1 gives explicit su cient conditions for all solutions of (46) and (47) to oscillate, where the impulsive coe cient is constant b j = b and the impulses are equispaced, here we assume j+1 − j = 1. Since inequalities (36) are obviously satisÿed for any h; a ¿ 0, then the su cient condition is
where [x] is the greatest integer not exceeding x. The left graph in Fig. 1 presents two oscillatory about K = 1 solutions with a = 0:5 and the initial conditions N (0) = 0:5 and 1.5, respectively. The right graph is for a = 0:15. Fig. 2 presents the critical values of h; a for all the solutions to be oscillating (theoretical curve) and numerically computed value of a for which the solution of the equation with the zero initial function and N (0) = 0:5 begins to oscillate about K = 1. Now consider the case b ¿ 0; N (0) ¡ 1. Impulsive condition (47) cannot satisfy constraint (39). Let us study for which values of a ¿ 0; b ¿ 1 the introduction of impulsive conditions will not lead to negative solutions with N ¡ 0 which correspond to the extinction of the population in a ÿnite time. In numerical simulations we set N (0) = 0:5, with the zero initial function (see Fig. 3 ). 
Generalized Lasota-Wazewska equation
Consider now an impulsive model for the generalized Lasota-Wazewska equation which describes the survival of red blood cells (for details see [10] ).
where ; p; ¿ 0 and for h(t) Condition (a2) holds. We consider only those solutions of (49) which correspond to initial conditions (31). Then (49) and (31) has a unique solution which is positive for all t ¿ t 0 .
The equilibrium N * of Eq. (49) is positive and satisÿes the equation
Consider the following impulsive conditions
After the change of variables
the impulsive equations (49) and (50) 
Eq. (51) is of form (1), where n = 2; r 1 (t) = ; r 2 (t) = N * ; h 1 (t) = t; h 2 (t) = h(t); f 1 (x) = x; f 2 (x) = 1 − e −x ;
impulsive conditions (52) are linear. All solutions of (49) are oscillatory about N ? if and only if all solutions of (51) are oscillatory about zero.
Functions f 1 and f 2 satisfy conditions (a3) and (16), a 1 = a 2 = 1 and f i (x) 6 x, x ¿ 0, f i (x) ¿ x, x ¡ 0. As a corollary of Theorem 1 and any one of Theorems 3, 4 we obtain the following results. 
Then all solutions of (49) and (50) are oscillatory about N * .
Proof. By Lemma 2 all solutions of (53) and (52) Then [10] (see also in [2, Theorem 8] for discontinuous coe cients as in (55)) yields that all solutions of (55) and therefore all solutions of (53), (52) are oscillatory. By Theorem 9 all solutions of the impulsive equation (49) and (50) Then there exists a nonoscillatory about N * solution of (49) and (50).
Proofs of Theorem 10 and Corollary 10.1 are similar to the proofs of Theorem 9 and Corollary 9.1.
