We compute the torsion-free linear maps J : su(2) → su(2), deduce a new determination of the integrable complex structures and their equivalence classes under the action of the automorphism group for u(2) and su(2) ⊕ su(2), and prove that in both cases the set of complex structures is a differentiable manifold. u(2) ⊕ u(2), su(2) N and u(2) N are also considered. Extension of complex structures from u(2) to su(2) ⊕ su(2) are studied, local holomorphic charts given, and attention is paid to what representations of u(2) we can get from a substitute to the regular representation on a space of holomorphic functions for the complex structure.
Introduction.
The left invariant integrable complex structures on the group U (2) of unitary 2 × 2 matrices, i.e. integrable complex structures on its Lie algebra u(2), have been computed for the first time, up to equivalence, in [11] in the algebraic approach, that is by determining the complex Lie subalgebras m of the complexification of g C of u (2) such that g C = m ⊕m, bar denoting conjugation. More recently, and more generally, all left invariant maximal rank CR-structures on any finite dimensional compact Lie group have been classified up to equivalence in [2] . Independently, in the case of SU (2) × SU (2), the integrable complex structures on su(2) ⊕ su (2) have been computed in [4] by direct approach and computations.
In the present paper, we first compute the torsion-free linear maps J : su(2) → su (2) . They appear to be maximal rank CR-structures, of the CR0-type in the classification of [2] . Then we show how to deduce, with the computer assisted methods of [6] , a new determination of the integrable complex structures and their equivalence classes under the action of the automorphism group for the specific cases of u(2) and su(2) ⊕ su (2) , without resorting to the general results of [2] . Our method consists in growing dimensions starting with torsion-free linear maps of su (2) . u(2) ⊕ u(2), and extensions for su (2) N and u(2) N are done too. In thoses cases, the set of complex structures is a differentiable manifold, though we write down explicit proofs only in the cases of u(2) and su(2)⊕su (2) . We also examine the extension of complex structures from u(2) to su(2) ⊕ su(2), compute local complex charts for the complex manifolds associated to the complex structures, and determine what representations of u(2) we can get from a substitute to the regular representation on a space of holomorphic functions for the complex structure.
Preliminaries.
Let G 0 be a connected finite dimensional real Lie group, with Lie algebra g. An almost complex structure on g is a linear map J : g → g such that J 2 = −1. The almost complex structure J is said to be integrable if it satisfies the condition 
From the Newlander-Nirenberg theorem [10] , condition (1) means that G 0 can be given the structure of a complex manifold with the same underlying real structure and such that the canonical complex structure on G 0 is the left invariant almost complex structureĴ associated to J. (For more details, see [6] ). By a complex structure on g, we will mean an integrable almost complex structure on g, that is one satisfying (1) . Let J a complex structure on g and denote by G = (G 0 , J) the group G 0 endowed with the structure of complex manifold defined byĴ. The complexification g C of g splits as g C = g
(1,0) ⊕g (0,1) where g (1,0) = {X = X −iJX; X ∈ g}, g (0,1) = {X − = X +iJX; X ∈ g}. We will denote g (1, 0) by m. The integrability of J amounts to m being a complex subalgebra of g C . In that way the set of complex structures on g can be identified with the set of all complex subalgebras m of g C such that g C = m ⊕m, bar denoting conjugation in g C . In particular, J is said to be abelian if m is. That is the algebraic approach. Our approach is more trivial. We fix a basis of g, write down the torsion equations ij|k (1 i, j, k n ) obtained by projecting on x k the equation [ 
where (x j ) 1 j n is the basis of g we use, and solve them in steps by specific programs with the computer algebra system Reduce by A. Hearn. These programs, are downloadable in [3] . From now on, we will use the same notation J for J andĴ as well. For any x ∈ G 0 , the complexification T x (G 0 ) C of the tangent space also splits as the direct sum of the holomorphic vectors T x (G 0 )
(1,0) = {X = X − iJX; X ∈ T x (G 0 )} and the antiholomorphic vectors T x (G 0 ) (0,1) = {X − = X + iJX; X ∈ T x (G 0 )}. For any open subset V ⊂ G 0 , the space H C (V ) of complex valued holomorphic functions on V is comprised of all complex smooth functions f on V which are annihilated by any antiholomorphic vector field. This is equivalent to f being annihilated by all
with (X j ) 1 j n the left invariant vector fields associated to the basis (x j ) 1 j n of g. Hence :
Finally, the automorphism group Aut g of g acts on the set X g of all complex structures on g by J → Φ • J • Φ −1 ∀Φ ∈ Aut g. Two complex structures J, J ′ on g are said to be equivalent if they are on the same Aut g orbit. For simply connected G 0 , this amounts to requiring the existence of an f ∈ Aut G 0 such that f :
. By means of the basis {J 1 , J 2 , J 3 }, su(2) can be identified to the euclidean vector space R 3 the bracket being then identified to the vector product ∧. Then Aut su(2) is comprised of the matrices A = M at(a, b, a ∧ b) with a, b any two orthogonal normed vectors in R 3 , i.e. Aut su(2) ∼ = SO(3). Now, u(2) = su(2) ⊕ c where c = R J 4 is the center of u(2),
Proof. As the center is invariant, any Φ ∈ Aut u(2) is of the form
Lemma 2. Let J : su(2) → su(2) linear. J has zero torsion, i.e. satisfies (1) , if and only if there exists R ∈ SO(3) such that 
. Then 13|1, 13|2, read resp. Q = 0, R = 0 with
and then R = −
which is impossible since the polynomial X 2 ± 2X + (ξ 2 and then R = (ξ 
Remark 1.
Recall that a rank r CR-structure on a real Lie algebra g is a r-dimensional subalgebra m of the complexification g C of g such that m ∩m = {0}. Then m = {X − iJ p X; X ∈ p} where p (the real part of m) is a vector subspace of g and J p : p → p is a zero torsion linear map such that J 2 p = −Id p . Alternatively, a CR-structure can be defined by such data (p, J p ). For even-dimensional g, CR-structures of maximal rank r = 1 2 dim g are just complex structures on g. CR-structures of maximal rank on a real compact Lie algebra have been classified in [2] . For odd-dimensional g, they fall essentially into 2 classes: CR0 and (strict) CRI. For even-dimensional g they are all CR0. From lemma 2, any linear map J : su(2) → su(2) which has zero torsion is such that ker (J 2 + Id) = {0}, and hence defines a maximal rank CR-structure on su(2). It is of type CR0. Let us elaborate on that point. a 0 = CJ 3 is a Cartan subalgebra of su (2) . The complexification sl(2) of su(2) decomposes as sl(2) = CH − ⊕ h ⊕ CH + with H ± = iJ 1 ∓ J 2 , H 3 = iJ 3 , h = CH 3 . Any maximal rank CR-structure of CR0-type (resp. (strict) CRI-type) is equivalent to m = CH + (resp. m = C(aJ 3 + H + ), a ∈ R * ), and has real part p = RJ 1 ⊕ RJ 2 (resp. In the CRI case, it never has zero torsion on the whole of su (2) .
, where g (j) are real Lie algebras with bases
. If J has zero torsion, then the 2 following conditions are satisfied:
Proof. For any i, j let X, Y ∈ g. Applying π (i) to the torsion equation (1) we get ∈ gl(2, R).
(ii) Any J ∈ X u(2) is equivalent to a unique . Now the torsion equations 13|4, 23|4
14|3, 24|3 give the 2 Cramer systems ξ Observe now that for any
Taking A = I, b = ξ 3 4 , we get
Hence J is equivalent to J(ξ) in (8) with ξ = ξ 3 3 . The last assertion of the theorem results from (9).
Remark 2. In [11] , the equivalence classes of left invariant integrable complex structures on u(2) are shown to be parametrized by the complex subalgebras m d with basis 
with the conditions
Proof. As is known, any R ∈ SO(3) can be written
for q = (u, v, w, s) ∈ S 3 (R can be written in exactly 2 ways by means of q and −q). Hence any Φ ∈ Aut u(2) can be written
with R as in (12) and c ∈ R * . Then we get for ΦJ(ξ)Φ −1 the matrix (10) with
From
Conversely, for any matrix J of the form (10) with conditions (11) there exist Φ ∈ Aut u(2) and ξ ∈ R such that J = ΦJ(ξ)Φ −1 . This amounts to the existence of q = (u, v, w, s) ∈ S 3 such that equations (13), (14), (15) hold true, and follows from the fact that the map S 3 → S 2 q → (ca 
Corollary 2. X u(2) is a closed 4-dimensional (smooth) submanifold of R
16 with 2 connected components, each of them diffeomorphic to R × R 3 \ {0} .
) the subset of those J ∈ X u(2) with c > 0 (resp. c < 0). As c is uniquely defined by the matrix J = (a i j ) ∈ X u(2) by the formula 4 SU (2) × SU (2).
(1 ℓ 3)) be the basis for the first (resp. the second) factor su (2) (1) (resp. su (2) (2) ) of su(2) ⊕ su(2) with relations (4), and π (1) (resp. π (2) ) the corresponding projections.
is an homomorphism of su (2) (1) into itself. Hence the three columns of Φ 1 are two-by-two orthogonal vectors in R 3 and if one of them is zero, then the 3 of them are zero. In particular, if Φ 1 = 0, then Φ 1 ∈ SO(3). With the same reasoning, the same property holds true for
ℓ ])) = 0. That implies that any column of Φ 1 is colinear with any column of Φ 2 , and hence Φ 2 = 0 since the columns of Φ 1 are linearly independent. Then det Φ 4 = 0, whence Φ 4 ∈ SO(3) and finally Φ 3 = 0 by the above reasoning. Hence Φ = Φ1 0 0 Φ4 ∈ SO(3) × SO(3). Suppose now Φ 1 = 0. Then det Φ 2 = 0, whence Φ 2 ∈ SO(3), and det Φ 3 = 0, whence Φ 3 ∈ SO(3). By the same argument as before, (2) linear. J has zero torsion, i.e. satisfies (1) , if and only if there exists Φ ∈ SO(3) × SO(3) such that
Proof. From lemma 3 and lemma 2, there exists Φ ∈ SO(3) × SO(3) such that 
Hence we may suppose J of the form (17). The matrix (ξ 
That is: 
Now the torsion equations 16|3, 26|3 36|4, 36|5 give the 2 Cramer systems ξ with ξ, η ∈ R, η = 0. J(ξ, η) and J(ξ ′ , η ′ ) are equivalent under some member of SO(3) × SO(3) (resp. τ (SO(3) × SO(3))) if and only if ξ ′ = ξ and η ′ = η (resp. ξ ′ = −ξ and 2 , which imply first ξ ′ = ξ and second
Remark 4. Lemma 1 in [4] states that a left invariant almost complex structure on SU (2)× SU (2) is integrable if and only if it has the form AI a,c A −1 with A ∈ SO(3) × SO(3), a ∈ R, c ∈ R * , and Corollary 4. X su(2)⊕su (2) is comprised of the matrices
Proof. X su(2)⊕su (2) is comprised of the matrices ΦJ(ξ,
0 Φ2 ∈ SO(3) × SO(3). Φ 1 , Φ 2 can be written in the form (12) for resp.
is the matrix (20) with for
One has λ such that 
Observe first that F is injective. In fact, ξ, ; hence (2) denotes the set of those Js having η the sign of ǫ (ǫ = ±). Now, the map
is a smooth retraction for the restriction F ǫ of F to R×R * ǫ × S 2 2 . Hence F ǫ is an immersion and the topology of X ǫ su(2)⊕su(2) is the induced topology from X. The corollary follows.
Remark 6. We may consider u(2) as a subalgebra of su(2) ⊕ su(2) by identifying J 1 , J 2 , J 3 , J 4 to J 
Hence any complex structure on u(2) can be extended in 2 (in general non equivalent) ways to a complex structure on su(2) ⊕ su(2). For example, J(ξ) can be extended (here 
SU (2)
N .
The results of lemma 4, theorem 2 and corollary 3 easily generalize in the following way. 
(here we make use of (τ σ )
Example 2. For N = 2, Σ consists only of the transposition (1, 2); M = ξ 3 3
and is that of Corollary 3. (28)
Proof. (i) From lemma 3 and theorem 1(i), there exists Φ ∈ SO(3) × R * + 2 ⊂ H such that 
Hence we may suppose J of the form (29). The matrix (ξ 
4 . From lemma 2 (ii) one has: 
, and ∈ GL(2, R) such that ∈ GL(2, R) in the formula (28).
Corollary 7. Any J ∈ X u(2)⊕u (2) is equivalent under some member of SO(3) × R * + 2 to 
Proof. Follows readily from theorem 4.
The results of lemma 6, theorem 4 and corollary 7 generalize in the following way.
where:
• 
and the K i j (M )s the following 4 × 4 blocks:
(Here we used that the analogs of 17|3, 27|3 18|3, 28|3 35|7, 36|7 45|7, 46|7 at the end of (i) in the proof of Theorem 4 are resp. , with i < j, ; R, S ∈ GL(N, R), det Q = 0 the stabilizer of T , and χ defined by χ [P ] = P T P −1 for [P ] the class mod S of P ∈ GL(2N, R). For N = 2, χ
8 Local chart and a representation for (U (2), J(ξ)).
Local chart.
For any fixed ξ ∈ R, denote simply J the complex structure J(ξ) on u(2) and by G the group U (2) endowed with the left invariant structure of complex manifold defined by J. For any open subset V ⊂ U (2), the space H C (V ) of complex valued holomorphic functions on V (considered here as a subset of G) is comprised of all complex smooth functions f on V which are annihilated by allX
) the left invariant vector fields associated to the basis (J j ) 1 j 4 of u(2) (resp. to (J J j )). One hasX
As is known, the map 
Then one gets on V (see e.g. [12] , p.141):
Hence f ∈ C ∞ (V ) is in H C (V ) if and only if it satisfies the 2 equations
The 2 functions
. It is easily seen that F is injective, with jacobian − : r 1 r 2 = 0, , 2r1 1+r
where C j rj (j = 1, 2) is the circle with radius r j in the w j -plane and y(x) = 2x 1+x 2 (x > 0).
A representation on a space of holomorphic functions.
As U (2) is compact, there are no nonconstant holomorphic functions on the whole of U (2). Instead, we consider the space H C (V ) of holomorphic functions on the open subset V (32), and we compute (as kind of substitute for the regular representation) the representation λ of the Lie algebra u(2) we get by Lie derivatives on H C (V ). First, note that for any x = a b c d ∈ V as in (33), the complex coordinates w 1 , w 2 of x (36,37) satisfy:
Then one gets for the complex coordinates w
x (x ∈ V, t ∈ R sufficiently small):
In the same way, In the complexification sl(2) ⊕ CJ 4 of u(2), introduce as usual 
8.3 A subrepresentation.
We restrict λ to H(C * × C * ) (C * = C \ {0}), and denote ϕ p,q the function ϕ p,q (w 1 , w 2 ) = (w 1 ) p (w 2 ) q for p, q ∈ Z. The system (ϕ p,q ) p,q∈Z is total in H(C * × C * ), and one has:
H 3 ϕ p,q = p ϕ p,q (46) H 4 ϕ p,q = q ϕ p,q
For any q ∈ Z, the subspace H q of functions of the form (w 2 ) q g(w 1 ), g ∈ H(C * ), is a closed invariant subspace of H(C * × C * ), and H(C * × C * ) is the closure of q∈Z H q .
any z ∈ C * , denote f z the periodic function on R : θ → f (e iθ z). Its Fourier expansion is f (e iθ z) = +∞ p=−∞c p (z)e ipθ wherẽ c p (z) = 1 2π 2π 0 f (e iθ z)e −ipθ dθ.
The function z →c p (z) belongs to F as the right-hand side is a limit in E of linear combinations of functions z → f (e iθ z). But with the Laurent expansion of f one gets f (e iθ z) = +∞ p=−∞ c p z p e ipθ . For any z, that series is a trigonometric series that converges uniformly on R hence it coincides with the Fourier series of f z andc p (z) = c p z p ∀p ∈ Z. Hence if for some p ∈ Z, c p = 0, then the function z → z p belongs to F .
A closer look to the subrepresentation.
Introduce the Casimir C = H + H − + (H 3 ) 2 − H 3 . On H q , C = u(u + 1) with u = q 2 . Now, we distinguish cases. We use both the notations ↑ q ) generated by {ϕ k+n,q , n ∈ N}, (resp. {ϕ −k−n,q , n ∈ N}), which is comprised of the functions (w 2 ) −2k (w 1 ) k g(w 1 ) (resp. (w 2 ) −2k (w 1 ) −k g( X (2) 
