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Previous research during the development of Antibody
IDentification Assistant (AIDA) revealed that many medical technol-
ogy students and other laboratory personnel have serious difficulties
in determining the specificity of blood group alloantibodies, espe-
cially weak or multiple antibodies. Based on these previous results,
AIDA was modified to provide a teaching environment for medical
technology students. We report the results of a rigorous, objective
evaluation of the resultant system, the Transfusion Medicine Tutor
(TMT). The results show that the students who were taught by an
instructor using TMT to provide the instructional environment went
from 0 percent correct on a pretest case to 87 percent correct on
posttests (n = 15). This increase compares with an improvement rate
of 20 percent by a control group (n = 15) who used a passive ver-
sion of the system with the tutoring functions turned off.
Immunohematology 1996;12:169–174.
Previous studies have shown that advances in com-
puter technology can help train medical technology stu-
dents and other laboratory personnel who have
difficulties solving antibody identification cases, espe-
cially those cases involving weak or multiple antibod-
ies.1–3 Results on the performance of such personnel,
when supported by an expert critiquing system, the
Antibody IDentification Assistant (AIDA), showed that
the use of this tool reduced errors by 30 percent to 62
percent on four posttest cases involving multiple anti-
bodies.4 The study presented here provides data regard-
ing the effectiveness of the expert-system–based
Transfusion Medicine Tutor (developed as an offshoot
of AIDA) when used by medical technology students to
develop skills in identifying alloantibodies in a patient’s
blood. The problem-solving context is described and
important design features are explicitly identified. The
results of a rigorous empirical evaluation also are 
discussed.
The Transfusion Medicine Tutor
Antibody identification is a laboratory task in which
medical technologists perform a series of tests and ana-
lyze data to identify blood group antibodies in serum or
plasma. This task has the classical characteristics of an
abductive reasoning task, i.e., reasoning to the best
explanation of the data. Some of the important general
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characteristics include:
• Multiple primitive solutions can be true at the same
time (i.e., the patient could have several such 
antibodies).
• One or more antibodies can mask, or cover up, the
presence of another antibody.
• The data are noisy (i.e., the quality of the data are
questionable).
• The data are costly, so it is important to carefully
select which tests should be run.
• There can be time stress to complete the task.
• The solution space is very large (a large number of
alloantibodies have been identified).
To teach medical technology students about antibody
identification, a problem-solving computer-based envi-
ronment was developed in which students could solve
actual patient’s cases by requesting and interpreting test
results. Figures 1 and 2 illustrate screen displays from
this system for accessing and viewing data.
The Transfusion Medicine Tutor (TMT) has an expert
system that monitors a student’s performance for evi-
dence of commission errors (erroneous inference),
omission errors (lacking an expected inference), errors
due to incomplete protocols (insufficient converging
evidence), and errors due to lack of consistency with
the available data.5–7 Figures 3 and 4 illustrate the feed-
back provided in response to an error of commission
and a final answer that is inconsistent with the data.
The TMT was explicitly designed to support teaching
by a human. Its interface design improves the instruc-
tor’s ability to diagnose a student’s problems and mis-
conceptions by making a student’s thought processes
more explicit to the teacher.8,9 The teacher is able to
use the screen to understand where in the task the stu-
dent is encountering difficulty. The teacher is also able
to pull up a summary of the student’s work on each
case, allowing for a more complete diagnosis of the stu-
dent’s thought process and progress.
Originally, TMT consisted only of complete cases for
Empirical evaluation of the 
transfusion medicine tutor
J.H. OBRADOVICH, P.J. SMITH, S. GUERLAIN, S. RUDMANN, P. STROHM, J. SMITH, J. SVIRBELY, AND L. SACHS
I M M U N O H E M A T O L O G Y ,  V O L U M E  1 2 ,  N U M B E R  4 ,  1 9 9 6170
J.H. OBRADOVICH ET AL.
the students to solve. An initial formative evaluation pro-
duced results that were disappointing. Many of the stu-
dents seemed overwhelmed by the amount of material
that TMT was attempting to teach (even though the stu-
dents had already covered this material in their usual
course work). Because of these results, five lessons were
designed to teach the students a number of the critical
subtasks before asking them to solve a complete
case.10,11
Based on initial formative evaluations, we also con-
cluded a computer system that is only reactive to a stu-
dent’s errors may not be the most efficient or effective
method of teaching (at least with the extensive number
of difficulties these students encountered). To remedy
this situation, we designed a checklist that made explic-
it the high-level goals embedded in TMT’s expert model
and that summarized some of the key knowledge nec-
essary to achieve these goals. The checklist serves sev-
eral purposes:
• It acts as a reminder of certain types of knowledge
necessary for antibody identification.
• It acts as a representation of the kinds of knowledge
the expert system is expecting the user to apply in
solving a case.
An Empirical Evaluation
This study explored the question:
What is the impact on learning in an environment
where a human teacher uses the computer to pro-
vide a problem-based learning environment and to
assist with teaching by providing context-sensitive
feedback?
Fig. 1. Test selection menu.
Fig. 2. Sample test panel with marker buttons.
Fig. 3. Sample error message for an invalid rule-out (an error of
commission).
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Computer-aided instruction
introduced differently to the lessons.
Control group. Following the pretest case, the stu-
dents in the control group were shown an example of
the type of summary they would see at the end of each
case. This summary pointed out any differences
between their answers and the correct answer. It also
described how an expert would have solved the sub-
tasks or case. Thus, the control group had access to a
passive tutor that only provided messages at the end of
a subtask or case. After being shown this example sum-
mary, the control group began the lessons without fur-
ther instructions. This group did not receive immediate
feedback from the TMT during the course of solving the
subtasks or cases in each lesson. Only by comparing
their final answers with the system’s answers, and by uti-
lizing and processing the information in the summary at
the end of a case, could they learn what errors they had
made. Students would then use that information to
avoid making the same errors in solving future cases.
Treatment group. Following the pretest case, the
students in the treatment group were introduced to the
intelligent tutoring provided by the system. During the
first lesson, they were instructed to purposely make an
error in order to experience the kind of intelligent feed-
back the computer would provide. The students were
told to read the error message and to note that the mes-
sage included the reason for their error. Like the control
group, these students were also shown the information
contained in the summary available at the end of each
case.
In addition to the immediate, context-sensitive tutor-
ing provided by the computer, treatment group students
were given a paper checklist detailing the high-level goal
structure that guided the expert system’s error detec-
tion and tutoring. This checklist consisted of the step-
by-step procedure the students should follow to
successfully solve the cases contained in the tutorial.
Students were told that different steps in the checklist
corresponded to different lessons, and that the fifth les-
son included using all the steps that were appropriate
for solving each antibody identification case.
The students in the treatment group also had access
to a human instructor for any questions or difficulties
that they encountered while they worked through the
lessons.
Treatment differences. As described above, the
control group represented a very passive system but one
that nevertheless provided students with access to a full
Procedure
Thirty students in the Medical Technology Program
at a major university in the United States were tested
using TMT. These students, college juniors, had com-
pleted the didactic and laboratory portions of their
immunohematology course work, but had not yet
begun their clinical rotation. Participation in the study
was voluntary, but the students were paid for their par-
ticipation. The study was conducted at another univer-
sity where the staff had not been involved in the
development of the system.
Experimental design
Half of the participants were randomly assigned to
the control group and half to the treatment group. All
participants were tested on the same cases in the same
order with the exception of the pretest case and first
posttest case. These two cases were randomized with
respect to their order of use for each student. The first
two matched cases were made to look like a single anti-
body when, in fact, two other antibodies were generat-
ing the pattern of reactions. All participants went
through the same lessons in the same order, with the
same practice cases and quizzes.
The first case (training case 1) was used to give both
groups the same initial training on the use of the sys-
tem’s interface. This training was identical for both
groups (the computer’s intelligence was turned off for
the treatment group).
The second case was used as a pretest case, allowing
the experimenter to get a benchmark on a student’s cur-
rent performance in solving antibody identification and
to identify the problem-solving strategies used prior to
tutoring. This pretest case was performed by both
groups with the system’s critiquing functions turned off,
and was matched in characteristics with the first
posttest case.
Following the pretest case, the students completed
five lessons; each of the first four lessons consisted of
subtasks used to solve a complete case. The fifth lesson,
composed of complete cases, consisted of solving a
patient’s complete case and included the use of all the
subtasks covered in the first four lessons, along with
more comprehensive strategies for gathering converg-
ing evidence to test a hypothesis.
Experimental treatment
The control group and the treatment group were
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description of expert performance on each case. The
treatment group, on the other hand, differed in four
ways from the control group (immediate, context sen-
sitive tutoring by the computer, access to the checklist,
and access to a human instructor). Thus, the treatment
group represented an attempt to provide a “best-case”
environment for teaching students, using the tutoring
system to provide a learning environment and to pro-
vide active tutoring to assist the instructor’s activities.
Posttest cases. Following the fifth lesson (complete
cases), two posttest cases were given to all students.
The first case matched the pretest case. The second case
(in which one antibody masked a second that was also
present) was the same for all subjects. For the two
posttest cases, the computer’s intelligence was turned
off and end-of-case summaries were not provided.
Students were, however, allowed to use the checklist for
each posttest case.
Questionnaire. Following use of the system, a ques-
tionnaire was administered to each student to gather
demographic data, to assess the students’ subjective
reactions to TMT and its various functions, and to elicit
suggestions for improvement in the TMT design and
use.
Results
The results showed that there were no significant dif-
ferences in the misidentification rates on the pretest
case for the control and treatment groups (see Table 1).
However, the students in the treatment group showed
a significant (p < .001) improvement in performance (a
reduction from 100% to 13% misdiagnosis error rate)
from the pretest case to the matched posttest case (eval-
uation of case 1). Students in the control group showed
a 20 percent reduction in errors that was not a statisti-
cally significant improvement from the pretest to
posttest case 1.
The between-subject analysis showed significant dif-
ferences in performance (p < 0.01) on the posttest cases
between the two groups (see Table 1). On posttest case
1, subjects in the treatment group had a misidentifica-
tion rate of 13 percent, while subjects in the control
group had a misidentification rate of 73 percent. On
posttest case 2, students in the treatment group had a 7
percent misidentification rate, while students in the con-
trol group had a 73 percent misidentification rate. Thus,
something about the treatment group (the use of intel-
ligent tutoring, the checklist, and/or instructor assis-
tance) produced a sizable and statistically significant
improvement in performance.
Classes of errors
In order to better understand the impact of the treat-
ment condition on learning, we used the computer logs
to identify error frequencies for five classes of errors
(see Table 2). On the pretest, there were no significant
differences between the control group and the treat-
ment group. On the matched first posttest case, errors
2, 3a, 3b, and 4b each showed significant differences 
(p < 0.05) between the two groups, with the treatment
group making fewer errors (see Table 2). Thus, tutoring
appeared to be effective for errors that the computer
could detect during the process of solving a case, as well
as for errors that were detected after the student marked
a final answer for a case.
Questionnaire results
Finally, the questionnaire results provided valuable,
supportive data about students’ perceptions regarding
the system’s usefulness and usability (see Table 3).
Of the students in both groups, 100 percent agreed
or strongly agreed with the statement “I would recom-
mend this program to other students,” and also to the
statement “The program would be useful as a study
tool.” Also, of the students in both groups, 97 percent
agreed or strongly agreed with statements 1, 4, and 6
(see Table 3). It is important to note how insensitive
such questionnaire results are to actual performance dif-
ferences between the two groups.
The instructor’s responses to the open-ended ques-
tions are shown in Table 4. Some of the instructor’s
responses are summarized below:
“What did you like best about the tutorial?”
“Panels—highlighting cells; rule-out; computer 
procedures; the flow of the program.”
“How would you improve this tutorial?”
“Exception rules for marking low-frequency 
antibodies are too difficult for this student level.”
Table 1. Misidentification rates for students in the treatment group (n = 15)
versus the control group (n = 15)
Group Pretest Posttest McNemar’s chi Posttest 
case 1 square case 2
Treatment 15/15 wrong 2/15 wrong X2=11.0769 1/15 wrong
(100%) (13%) S @ p < 0.001 (7%)
Control 14/15 wrong 11/15 wrong X2=1.3333 11/15 wrong
(93%) (73%) NS @ p < 0.05 (73%)
Fisher’s p = 0.50 p = 0.0013 p = 0.0002
exact test NS @ p < 0.05 S @ p < 0.01 S@ p < 0.001
NS = Not significant
S = Significant
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versus teacher versus checklist cannot be determined
from this study, the results provide strong evidence that
an effective learning environment was developed. The
results, when combined with previous studies using tra-
ditional teaching methods, suggest that use of such 
“I look forward to getting your IBM version of this
tutorial.”
Conclusion
Although the relative contributions of the computer
Table 2. Classes of errors made by the treatment group and control group participants on the pretest and posttest case 1
Subjects committing Fisher’s Subjects committing Fisher’s
error at least once on exact test error at least once exact test
pretest case 1 on posttest case 1
Error Treatment Control Treatment Control
group group group group
(n = 15) (n = 15) (n = 15) (n = 15)
1. Ruling out correct answer 7 5 p = 0.3553 2 4 p = 0.3257
due to ruling out NS NS
incorrectly
2. Failure to rule out 13 13 p = 0.7011 5 11 p = 0.0328
when appropriate NS S
3. Failure to collect 
converging evidence
a. Failure to do antigen typing 9 8 p = 0.5000 1 8 p = 0.0070
NS S
b. Failure to satisfy the 7 6 p = 0.5000 1 6 p = 0.0401
3+/3– rule NS S
4. Failure to check for
consistency of data with answer
a. Failure to ensure there 1 3 p = 0.2988 1 2 p = 0.5000
are no unexplained NS NS
negative reactions  
b. Failure to ensure there 14 11 p = 0.1648 2 8 p = 0.0251
are no unexplained NS S
positive reactions  
S = Significant (p < 0.05)
NS = Not significant (p > 0.05)
Table 3. Student questionnaire results
Statements about computer tutorial Version SD D N A SA
1. The program was easy to use. Control – – – 4 11
Treatment – – 1 5 9
2. I learned a great deal from the program. Control – – 2 4 9
Treatment – – 1 8 6
3. The program would be useful as a study tool. Control – – – 2 13
Treatment – – – 5 10
4. The lessons contributed to my understanding Control – – – 4 11
of the topic. Treatment – – 1 5 9
5. The program was too long. Control 3 4 5 3 –
Treatment 2 6 7 – –
6. The instructions were clearly written. Control – – 1 6 8
Treatment – – – 8 7
7. I would recommend this program to Control – – – 3 12
other students. Treatment – – – 3 12
Statements about checklist 
(control group only)
8. The checklist was easy to use. Treatment – 1 – 8 6
9. The checklist was well organized. Treatment – – – 7 8
10. The checklist was useful. Treatment – 1 – 8 6




SD = Strongly Disagree
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technology could significantly enhance the quality of 
education for medical technology students.
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Table 4. Instructor questionnaire results
Statements about 
computer tutorial SD D N A SA
1.This tutorial 
provided a useful 
teaching strategy. – – – – ✓
2.The instructions 
were clearly written. – – – – –
3.The software 
was easy to use. – - – – ✓
4.This tutorial 
helped me learn 
about how students 
solve problems. – – ✓ – –
5.This experience 
will cause me to teach
differently in the future. – – – ✓ –
6.This tutorial 
could be useful 
for student self-study. – – – – ✓
7. I would like 
to incorporate 
this tutorial   
into my classroom. – – – – ✓




SD = Strongly Disagree
