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Abstract 
Optimisation and simulation models presented in literature for the design and operation of distributed 
energy systems (DES) often exclude the inherent nonlinearities related to power flow and generation 
and storage units, to maintain an accuracy-complexity balance. Such models may provide sub-optimal 
or even infeasible designs and dispatch schedules. In DES, optimal power flow (OPF) is often treated 
as a standalone problem, consisting of highly nonlinear, nonconvex constraints related to the 
underlying distribution network. This aspect of the optimisation problem has often been overlooked 
by researchers in the process systems and optimisation area. In this review we address the disparity 
between OPF and DES models, highlighting the importance of including elements of OPF in DES design 
and operational models to obtain feasible designs and operational schedules. We identify a subset of 
models that contribute to bridging this gap and provide recommendations for future work based on 
the different optimisation approaches. We also highlight simulation tools and popular software 
packages with OPF capabilities that can be utilised alongside DES optimisation models. Detailed 
representation of commonly used technologies within DES optimisation models is also discussed. The 
review is aimed at a multidisciplinary audience of researchers and stakeholders who are interested in 
modelling DES to support the development of more robust and accurate optimisation models for the 
future.  
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Nomenclature 
AC  Alternating Current 
ADMM  Alternating Direction Method of Multipliers 
ADP  Approximate Dynamic Programming 
CHP  Combined Heat and Power 
BESS  Battery Energy Storage Systems 
DC  Direct Current 
DES  Distributed Energy Systems 
DER  Distributed Energy Resources 
DP  Dynamic Programming 
DSM  Demand Side Management  
GA  Genetic Algorithm 
HV  High Voltage 
LP  Linear Programming 
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LV  Low Voltage 
MILP  Mixed-Integer Linear Programming 
MINLP  Mixed-Integer Nonlinear Programming 
MISOCP Mixed-Integer Second Order Cone Programming 
MIQP  Mixed-Integer Quadratic Programming 
MPC  Model Predictive Control 
MV  Medium Voltage 
OPF  Optimal Power Flow 
PSO  Particle Swarm Optimisation 
SQP  Sequential Quadratic Programming 
 
1. Introduction 
With increasing energy demands and pressure to reduce carbon emissions, distributed energy 
systems (DES) are predicted to play a vital role by 2050 in the energy industry [1]. These 
systems consist of small-scale distributed energy resources (DERs) located at or close to the 
premises of the end-user (known as the “prosumer” due to their ability to both produce and 
consume their own electricity). The term DES serves as an umbrella term for representative 
systems such as microgrids, energy hubs, distributed generation, smart local energy systems, 
and multi-carrier energy systems. Some systems, such as microgrids, can operate in both 
interconnected and isolated modes from external networks such as the electricity grid and 
gas networks [2]. There are many advantages to integrating these systems into existing 
energy networks, such as: 
1) The localised nature of these systems makes it easier to integrate renewable energy 
resources and other generation technologies 
2) DES technologies and their scale can be customised, depending on the local needs and 
energy availability  
3) The ability to connect and disconnect from external networks can ensure uninterrupted 
power supply to critical loads such as hospitals [3]. 
The design and operation of DES have been increasingly investigated in the last two decades, 
predominantly through optimisation and simulation models [4]. Recent advances in this area 
include applications of Artificial Intelligence [5] and blockchain technologies [6], to enable 
trading between prosumers and external networks. However, in parallel to these advances, 
the fundamental components of these systems (such as generation/storage units used in DES, 
and connections to external networks) are being investigated in greater detail. DES 
components have inherent nonlinearities which are often ignored or linearised by modellers, 
such as AC power flow equations [7–12] and battery ageing representations [13–15]. Results 
obtained from such models are often sub-optimal or even practically infeasible, meaning that 
they cannot be implemented. On the other hand, including these nonlinearities fully can 
produce intractable models.  
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Figure 1 below shows the trend observed in literature found on the Scopus database for 
design and operation of DES including keywords such as “optimisation”, “nonlinear” and 
“dynamic”. A rapid growth in the number of documents has been observed from 2015 to 
2019, suggesting an increasing interest in this area. 
 
Figure 1. Trend of DES literature (2000 – 2019) containing targeted keywords such as “distributed energy 
system”, “microgrid”, “optimisation”, “simulation”, “nonlinear” and “dynamic”, as seen on Scopus. 
1.1 Context: optimisation and simulation of DES  
DES optimisation models have generally been split into two categories, based on utility: 
design and operational models. Design models determine the optimal capacities of DERs and 
suitable locations for unit placement based on economic or environmental objectives. 
Operational aspects are usually incorporated in these design models to accurately determine 
the power required at different time points and hence, the capacities of the units. Operational 
models decide on the strategy of dispatching and operating the units available (unit sizes and 
locations are now fixed, as pre-determined by the design). These models are usually 
employed in day-ahead planning (offline), although real-time (online) operational models are 
increasingly being presented in literature [16]. Operational models are commonly referred to 
as the Energy Management System (EMS) of a microgrid. It can be described as an entity or 
controller which ensures optimal unit commitment and dispatch [17,18]. Most of the 
proposed models are discrete-time models, making decisions over a finite period or horizon.  
The formulations of these models are usually mixed-integer and nonlinear in nature. In 
optimisation, mathematical programming approaches have been widely used, with mixed-
integer linear programming (MILP) being the most popular approach for both design and 
operation [19]. These models either ignore or linearise nonlinearities associated with DERs 
and/or networks and are therefore easier to formulate and solve using commercial solvers. 
Other commonly used deterministic optimisation methods include linear programming (LP) 
[20,21], mixed-integer nonlinear programming (MINLP) [22,23], sequential quadratic 
programming (SQP) [24,25], dynamic programming [26], etc. While linear programming 
methods can guarantee global optimality, nonlinear programming methods may not 
necessarily give globally optimum solutions, i.e. solutions may be stuck in local optima. The 
complexity of formulating and solving deterministic nonlinear programming methods have 
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also resulted in a surge of metaheuristic and AI-based techniques such as particle swarm 
optimisation (PSO) [27,28], genetic algorithms (GA) [29,30], artificial bee colony [31], grey 
wolf optimisation [32], etc. (see [33] and [34] for a summary and recent works, respectively). 
Note that heuristic and metaheuristic methods do not require any gradient information (i.e., 
can be applied to black box models or models with non-differentiable objective function or 
constraints) and can be simpler to formulate and apply. However, they may involve many 
parameters that require tuning and can cause complications due to parameter interactions 
[35]. Furthermore, they cannot guarantee optimality [36], can have long solution times, and 
their inherent stochasticity can result in different solutions for the same initial conditions.  
DES are also simulated on various software packages and tools, which generally focus on 
detailed representation of units (related to generation, storage and networks) [4,37].  
Examples of such tools include HOMER [38], TRNSYS [39], and EnergyPlus [40]. They can be 
used either for design [41–45] (via gradient-free optimisation solvers or case studies) and/or 
operation [46–48]. The Distributed Energy Resources - Customer Adoption Model (DER-CAM) 
[49] is a popular MILP optimisation tool that has been used in many studies [50–52]. Although 
simulation and optimisation tools have been widely used, modellers may prefer to use 
mathematical programming and metaheuristic approaches where the modeller has full 
control and knowledge of the mathematical representations and techniques used.  
Another important aspect of DES optimisation is optimal power flow (OPF). This consists of 
highly nonlinear and nonconvex equations and constraints related to the underlying electrical 
distribution network. Many studies treat OPF as a standalone problem or tool for optimisation 
and control of power flows in a microgrid [11,53]. However, elements of OPF must be included 
in the design and operational models (such as within the EMS) to ensure that solutions of 
these models do not violate constraints associated with the distribution network, and 
therefore become infeasible [54]. This aspect of the optimisation problem has often been 
overlooked by researchers in the process systems and optimisation area. Similarly, 
researchers who focus on OPF of a microgrid have often neglected the unit commitment and 
dispatch aspects of the microgrid. This has led to a disparity between OPF models and DES 
optimisation models. Furthermore, widely used DES simulation tools have potentially 
overlooked this aspect as well. However, there are simulation tools with OPF capabilities, such 
as MATPOWER [55], DIgSILENT [56], and OpenDSS [57], that can be utilised within DES design 
and operational models to bridge this gap.    
1.2   Research questions and scope 
This review attempts to answer three questions: 
1) What are the different levels of approximation evident through literature when 
modelling nonlinear aspects of a DES or microgrid? 
2) Where applicable, how are these different levels linked within models to produce 
optimal solutions within a reasonable time frame?  
3) Should detailed power flow constraints be included in DES models?  
A more subjective research question is also explored, which may be of interest to DES 
modellers: 
Out of the modelling approaches explored, what level or method is most suitable to 
achieve a good complexity-accuracy balance? 
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The papers discussed in this review are organised as shown in Figure 2. Organisation of 
reviewed models into three levels. In Level 0, we discuss some fundamental models of DES 
(especially those that have laid foundations to more detailed modelling subsequently), and 
new contributions that do not consider nonlinearities such as power flow equations and 
nonlinear unit descriptions. We discuss reasons why modellers may choose to exclude such 
constraints, and potential repercussions. In Level 1, we discuss selected papers that attempt 
to model nonlinearities related to DES components and external networks (such as the 
electrical grid). We also consider papers that detail OPF considerations whilst integrating 
some DES aspects. Level 2 is reserved for models that bridge the gap between OPF and DES 
design and operation and include detailed and transparent formulations. Some of these 
models tend to use novel and/or unconventional approaches to modelling. A key difference 
between Level 1 and Level 2 models is the consolidation and balance struck between OPF and 
DES optimisation seen in Level 2, that is absent from Level 1. Note that some studies appear 
in both levels, as they contribute to detailed unit representations. Figure 3 emphasises the 
different aspects of the literature explored in this review, where detailed and combined 
models in Level 2 consolidate the disparity between DES design and operational models, and 
OPF models. 
 
 
Figure 2. Organisation of reviewed models into three levels 
 
Level 0:
Baseline (MILP) models
Level 1:
Semi-detailed models (DES with 
detailed units and OPF models)
Level 2: 
Detailed and 
Combined 
models
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Figure 3. A graphical representation the literature explored in this review. Detailed and combined models are 
those that consider both DES and OPF. 
 
It is important to note that DES literature is vast and there are many nonlinear DES models 
presented. We have restricted our overall search to studies from 2010 – 2020, paying more 
attention to recent work (2015 – 2020). We focus specifically on nonlinearities in the design 
stage and the Energy Management System (EMS) of a DES (in the operational stage) and 
ignore studies that do not include these aspects. While models for DC microgrids are 
abundant in literature , we focus on AC and AC-DC hybrid microgrids, considering existing grid 
infrastructure and ease of implementation [58]. We do not include literature concerning 
multi-microgrids, as this introduces other complexities due to interactions that may not be 
relevant to a single microgrid or DES (see [59,60] for more information). However, some of 
the literature presented here will be valuable to those considering multi-microgrid design and 
operation. Whilst we discuss optimisation and simulation approaches employed by the 
papers identified here, we do not discuss the optimisation, analytical and metaheuristic 
approaches used to solve DES models, but rather focus our review on the formulations 
employed. The reader is directed to comprehensive reviews that summarise these [33,34,61]. 
This review critically analyses studies that have found approaches to modelling and 
formulating nonlinearities, with the following aims in mind:  
• bridge the gap between OPF and DES design and operation 
• investigate nonlinearities in common DES units or components 
• solve nonlinearities and nonconvexities within a reasonable time frame with new 
approaches and techniques 
• provide recommendations to future work on how to consolidate OPF and DES 
optimisation. 
Ultimately, this review should shed light to future modellers on considerations previously 
overlooked, and lead to more representative models suitable for real-time operation.  
DES linear/convex
optimisation
models
e.g. [13][22][62]
[63][64][78][83]
Optimal Power 
Flow (OPF) models
e.g. [7][100]
[101][102]
Detailed and 
combined 
models 
e.g. [8][9][10] 
[11][12] 
[97][106] 
[107][109] 
[110]  
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2. Level 0 – Baseline models 
Most MILP DES models from the early 2010s fall into the Level 0 category, although some of 
these models have undeniably laid the foundation for more complex models found more 
recently. This section aims to highlight some of these models, as well as selected recent 
studies that are of interest. 
Ren and Gao [62] present an MILP model, predominantly for the design of a DES that allows 
the model to choose from a list of candidate DERs such as PVs, CHPs, fuel cells, etc., while 
considering operational constraints. The approach minimises total cost of the system, which 
can be broken down into capital costs, operational costs, carbon taxes, costs associated with 
trading with the grid, and so on. Linear constraints include the following: 
• Supply and demand balances for electricity and heating loads 
• Interactions with external networks, e.g. to prevent buying and selling electricity at 
the same time 
• Capacity limits of technologies used  
• Energy generation, storage, and use.  
Note that any nonlinearities associated with the operation of these technologies and the 
underlying distribution network are not included. Binary variables are used for assigning units, 
and operational states (such as start-up and shut-down). The formulations presented here 
have provided a basis for many DES models. Chen et al. [63] consider a DES design model with 
renewable energy resources such as wind turbines and PVs, with particular focus on the sizing 
of energy storage systems within the DES. Although nonlinearities for units and the 
distribution network are not considered, the authors analyse how different storage capacities 
are chosen under two scenarios: 1) islanded operation, 2) grid-connected operation. This 
highlights the need to consider the islanded-operation mode within optimisation models, 
which had been overlooked in the past. Mechleri et al. [64] present an MILP model with novel 
constraints associated with a heating network. Each residential node is given the option of 
installing DERs and pipelines associated with the network. The study demonstrates the 
benefits of implementing a heating network to further reduce costs. Di Somma et al. [65] 
evaluate the Pareto front of two objectives, economic and environmental, and how they 
influence the operational decisions of an MILP model. Zhang et al. [66] develop an MILP model 
to investigate the trade-offs between minimising cost and carbon emissions when scheduling 
operation of DERs (that generate energy) and household appliances (that consume energy) 
within a residential microgrid.  
More recently, Karmellos and Mavrotas [67] employ multi-objective optimisation and 
compare two different design approaches, one with predefined capacities for generation 
units and the other with only lower and upper capacity bounds. Constraints for a wide range 
of DERs are presented, however, they do not consider any inherent nonlinearities in these 
units and in the electrical network.  In Huang et al. [68], DES design components are separated 
into layers of energy conversion, generation, and storage, based on graph theory. It is solved 
using a two-stage MILP, where the first stage determines the optimal configuration of 
components and the second stage optimises the connections between the layers. The authors 
briefly discuss nonlinearities such as efficiencies of components but choose not to include 
them to avoid additional complexity. Akter et al. [69] propose a distributed MILP model to 
incorporate peer-to-peer energy trading within the microgrid. The authors claim that the 
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model is designed for an AC microgrid but do not present any constraints or nonlinearities 
present in such networks.  
Model predictive control (MPC) strategies are commonly used within DES operational models. 
Rolling horizon strategies have been particularly popular. When utilising this strategy, model 
inputs can be updated at set time points (known as the control horizon) throughout the entire 
time horizon, allowing the model to react to any deviations from the initial conditions [70]. 
Silvente et al. [71] argues that this approach is useful in the presence of uncertain inputs 
(especially if there are intermittent renewable energy resources), and presents an MILP 
operational model that updates data over short time intervals, based on renewable energy 
forecasts. More models that use MPC are presented in Level 1 of this review. 
There are several reasons modellers may choose to exclude nonlinearities when modelling 
DES. Additional complexity is one of the key reasons, as nonlinearities are difficult to 
formulate and solve, with no guarantees on whether the solution is globally optimal or not. 
When considering many scenarios or samples for uncertainty or sensitivity analyses [72–74], 
it may be best to avoid such complexity as these models already take a significantly long time 
to solve. It is also possible that modellers lack awareness of the impacts on the model outputs 
when some important nonlinearities are included. This may explain why detailed grid 
constraints have been ignored in many DES studies. 
3. Level 1 – Semi-detailed models 
In this section we firstly analyse nonlinearities present in commonly-used DES components 
such as controllable distributed generators, combined heat and power units (CHPs), wind 
turbines and battery storage. Note that linear formulations are typically used to represent 
photovoltaic panels (PVs), which are used as a renewable technology in most DES models. 
Relevant studies with other components, such as fuel cells, are also briefly discussed. These 
studies either apply linearisation techniques and/or  represent units with nonlinear models. 
Next, models that attempt to incorporate optimal power flow (OPF) in DES models are 
discussed. These studies shed light on the contrast between the models that have detailed 
DES component representations and ignore OPF.  
Note that even though some models may have nonlinear formulations or use MINLP, it does 
not necessarily mean that they are detailed. Nonlinearities in these models often involve 
either the multiplication of a continuous variable and binary variable, or absolute values (see 
[13,75–77] on how this is applied). These can mostly be eliminated using reformulation 
techniques.  
3.1 DES with detailed units 
Commonly-used DES components with nonlinear representations are classified into three 
subsections: generators, storage, and interdependent units. These nonlinear representations 
and any linearisation techniques used in the DES design and operational models are analysed 
and discussed in detail. 
3.1.1 Generators 
Parisio et al. [78][79] state that DES models usually assume a nonlinear cost function for 
controllable distributed generators, as shown in Eq. (1). These units include diesel and natural 
gas generators and can be associated with CHP units. Non-renewable distributed generators 
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are essential, particularly if Demand Side Management (DSM) is considered, because there 
may be critical loads such as hospitals, that require uninterruptible power supply.  
𝐶𝐷𝐺(𝑃) = (𝑎𝑃2 + 𝑏𝑃 + 𝑐) (1) 
where 𝐶𝐷𝐺  is the cost of producing power through a distributed generator, 𝑃 is the active 
power output of the generator, and 𝑎, 𝑏 and 𝑐 are constants which may incorporate the fuel 
cost. Note that it is a quadratic and convex equality constraint, which they have linearised 
using max-affine functions (as demonstrated in [80]). Many other DES studies have used this 
quadratic formulation, either in its inherent nonlinear form or in a linearised form (such as 
[15,81,82], and [64] discussed in Level 2). To the best of the authors’ knowledge, the use of a 
quadratic function for calculating cost of controllable distributed generators is the accepted 
standard in DES modelling. However, whether a similar quadratic function is required for 
calculating efficiencies remains a question, as noted in Garmabdari et al. [15].  
Milan et al. [83] attempt to provide some clarification on the use of nonlinear functions to 
calculate efficiencies for CHP units. They propose two methods of linearising relationships 
between power output and efficiency, and load level and efficiency for internal combustion 
engines, fuel cells and microturbines: 1) piecewise linearisation using binary variables and 2) 
special-ordered-set variables. Both methods are tested on a DER-CAM design model. The 
power output of the CHPs is dependent on the multiplication of two continuous variables: 
CHP rated capacity (for which different options are presented) and percentage load level 
(which varies with time). The authors avoid this additional nonlinearity by pre-calculating the 
product of these continuous variables for some acceptable combinations. We notice that this 
limits the number of combinations presented to the optimisation model, thus preventing the 
model from selecting other potentially feasible combinations. When comparing the linearised 
methods to a model with fixed CHP efficiencies, the results generate similar total annual costs 
but different designs for each of the methods. This certainly implies that detailed efficiencies 
should be considered in DES models which include CHPs, as this can impact the overall design 
regardless of projected costs. However, the authors conclude otherwise, based on the 
increased computational expense. These conclusions and results call for more detailed 
investigations regarding the impact of incorporating these nonlinearities. Nevertheless, this 
study provides some valuable insight into detailed CHP modelling and linearisation methods. 
The power output (𝑃𝑤,𝑡) of wind turbines can be described nonlinearly as a function of wind 
speed (𝑢𝑡) with respect to time 𝑡, as shown in Eq. (2) (obtained from [29], also described in 
[84]).  
𝑃𝑤,𝑡 =
1
2
𝜌𝑎𝑖𝑟𝐴𝐶𝑝𝑢𝑡
3𝜂𝑔𝑒𝑛  
(2) 
where 𝜌𝑎𝑖𝑟  is air density, 𝐴 is rotor area, 𝐶𝑝 is the power coefficient, and 𝜂𝑔𝑒𝑛 is the generator 
efficiency. Most studies opt for piecewise linear approximations of the relationship between 
power output and windspeed, taking cut-in, rated and cut-off wind speeds into account (as 
shown in [32,62,63,85]). Manufacturers may also provide profiles for wind turbines which can 
be linearised [86].  
Pruitt et al. [22] present a valid argument that MILP formulations, such as those used in DER-
CAM, ignore the dynamics and nonlinearities in DES design and operation. Their detailed 
model consists of nonlinear constraints for thermal energy storage using a hot water tank, 
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and a Solid-Oxide Fuel Cell (SOFC) - CHP for energy generation. Convexification methods are 
used to reduce the complexity of the model. For comparison, an MILP is formulated using 
much simpler constraints, similar to those presented in Level 0 models. Results show that this 
MILP overestimates costs whilst underestimating SOFC capacities, which confirms their 
hypothesis. A comparison between a linearised version of the model (as an MILP) and the 
original MILP has not been presented, which would have provided valuable input and 
clarification that ignoring nonlinear constraints and linearising them produce very different 
results. Furthermore, although interactions with the grid are modelled, nonlinearities 
associated with this are not accounted for. Li et al. [87] models a hydrogen fuel cell, using 
linear regression to approximate the power generated by the fuel cell as a function of the 
hydrogen consumed. A quadratic cost function, similar to that of the diesel generators, can 
also be used for fuel cells [9]. 
3.1.2 Storage 
Parisio et al. [78,79], also address DSM and storage issues in detail. They consider issues such 
as simultaneous charging/discharging, which calls for the use of binary variables and two 
separate continuous variables for charging and discharging, respectively, rather than using a 
single continuous variable that can be positive or negative depending on storage state. Use 
of a single binary variable to determine charging/discharging status results in a nonlinear 
equality constraint, which is linearised using six equivalent linear inequalities. Chen et al. [88] 
use two binary variables and fewer linearised constraints, thus reducing the number of 
constraints used.  
Nonlinearities associated with battery ageing are being increasingly considered in DES 
modelling. Alsaidan et al. [13] present a list of generalised constraints and details that should 
be included in battery systems within DES design and operation. They examine the nonlinear 
relationship between Depth of Discharge (DoD) and the lifetime of the battery (based on data 
provided by the manufacturer) and advise modellers to use piecewise linear approximations 
to feed this information as model inputs. Note that DoD is of interest to many modellers 
because higher DoD can result in faster battery ageing [15]. An interesting development in 
this paper is the use of constraints to calculate and limit the number of battery cycles so that 
the battery does not degenerate too quickly and additional costs can be avoided. These 
constraints are tested on different types of batteries (such as lead-acid, lithium-ion, etc.) using 
an MILP model, where results demonstrate the importance of considering the nonlinear 
relationship examined. 
Cardoso et al. [14] argue that existing MILP models rarely consider both calendar and cycle 
ageing in their battery systems, and present a nonlinear equation for calculating capacity 
losses in a lithium-ion battery. A linear approximation of this equation is then implemented 
within DER-CAM. By setting different tolerable capacity losses, the authors identify how 
frequently the battery can be cycled between charging and discharging states, and the 
lifetimes associated. As expected, the higher the tolerable capacity loss, the higher the 
frequency of cycles. Interestingly, results highlight that calendar ageing alone can lead to 
losses greater than 15%, and the study concludes that without accounting for battery ageing, 
the design costs of DES could be severely underestimated. This consolidates the conclusions 
made by Alsaidan et al., thereby confirming that modellers should attempt to include 
constraints for the number of cycles in both the design and operational stages of DES.  
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Garmabdari et al. [15] also investigate lithium-ion battery ageing, albeit using different 
nonlinear formulations, and linearised through the addition of binary variables. Essentially, 
the multi-objective study ensures that battery costs are minimised by restricting the energy 
charged/discharged with a weight corresponding to the DoD. Considering the three papers 
discussed here, Alsaidan et al. [13] offer the most practical and transparent formulations. To 
incorporate calendar ageing, as suggested by Cardoso et al. [14], it may be possible to use 
linear regression to simplify the nonlinear formulation and reduce complexity.  
Battery system efficiencies can also introduce nonlinearities, as brought to light by Kim et al. 
[89]. The net charging and discharging efficiencies of the entire battery system can be 
expressed as quintic and quadratic polynomial functions of battery charging and discharging 
powers, respectively. This occurs because the net efficiency is a product of the functions for 
battery and inverter efficiencies. The inverter is an integral component of any microgrid with 
DC DERs (note that the inverter is what converts the DC power generated by the battery to 
AC), and the study presents modified equations to calculate the State of Charge (SoC) using 
the net efficiency of the battery system. The authors suggest an MILP-PSO algorithm to solve 
the operational DES, arguing that metaheuristics are required due to the nonconvexity of the 
problem. As PSO is generally applied to unconstrained optimisation, the authors use MILP to 
find initial points for the binary variables employed. They also incorporate a penalty function 
relaxation technique to avoid problems caused by the penalty function for constrained PSO. 
Comparisons of the MILP-PSO with MILP and PSO separately show that constraint violations 
are avoided in the proposed approach. A comparison with MINLP may have provided insight 
on whether the metaheuristic aspect is necessary to solve the polynomial constraints. 
Nevertheless, this work, along with those previously discussed [13,15,90], suggests that there 
are many nonlinearities associated with battery systems that are not sufficiently represented 
using linear models. The reader may also be interested in a more simplistic lead-acid battery 
– inverter model where the effects of temperature [86], and the nonlinear relationship 
between efficiencies and State of Charge (SOC) [12] are investigated. 
3.1.3 Interdependent units  
Rigo-Mariani et al. [91] compare different methods of optimising a DES with interdependent 
units/networks for generation, heating and cooling. The power output of gas engines and 
electrical load of chillers are related to two quadratic functions with respect to gas flow and 
cooling generation, respectively. Piecewise linearisation of these functions is detailed, which 
is useful for other modellers who wish to implement these technologies. They argue that, 
although modellers who employ heuristics for solving operational models are mainly 
concerned about reducing computational time, similar performance can be obtained using 
linearised MILPs whilst achieving global optimality.  Various combinations of optimisation 
approaches are employed to solve the model, such as metaheuristics (GA and PSO) for design 
followed by MILP for operation, and SQP for simultaneous design and operation. Although 
the authors conclude that simultaneous design and operation using SQP produces the best 
results in the shortest time, this may not always be applicable, considering day-ahead 
operational optimisation requires a separate algorithm with a fixed design. Nonetheless, the 
linearised operational MILP significantly reduces computational time and remains reasonably 
accurate (errors less than 1%) compared to the nonlinear operational SQP. This suggests that 
linearised MILPs may be more suited to day-ahead operational models. Unfortunately, the 
authors have not considered any nonlinearities inherent to the internal and external networks 
(such as electrical distribution), which may have provided further insight into this issue. 
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Other studies in this category which the reader may find interesting are: rural off-grid design 
and operation of a microgrid by Moretti et al. [92], who use nonlinear cost curves and a 
combination of heuristics and MILP; a demand response study in a commercial setting solved 
using Mixed Integer Quadratic Programming by Jin et al. [93]; and the incorporation of the 
nonconvex Weymouth equation for gas networks, used in settings with Combined Cooling, 
Heating and Power units [94] and multiple microgrids [95]. 
3.2 DES with optimal power flow (OPF) 
OPF models are usually concerned with minimising power losses within the microgrid, or 
minimising costs associated with importing electricity from the external grid [96]. When 
optimising, they do not consider constraints related to the various DERs, as done in DES design 
and operation models [97]. Rather, they consider the balances of total active and reactive 
power at each node or bus. Often, distributed generators and energy storage are modelled in 
less detail [98]. The papers discussed below are either OPF models, which attempt to 
incorporate more DES constraints, or DES models that attempt to include OPF calculations. 
We do not cover all the studies in this area (see reviews on this topic [53,99]). Instead, we 
review approaches that attempt to address the disparity between DES and OPF models and 
address the shortcomings of linear approximations. 
An interesting development is presented in Chen et al. [100], where the authors consider 
some constraints for both DC and AC current in the network within an EMS model for DES 
operation. Although it is unclear how both networks are considered, it can be assumed that 
the DC constraints are used within the microgrid, whereas AC constraints are used at the point 
where the microgrid connects to the larger AC transmission network. Note that this study 
does not explore AC and DC sub-grids and bus configurations within the microgrid, as done in 
AC-DC hybrid microgrid models to minimise costs and losses associated with power 
conversion [101,102]. Transmission capacity limits and sinusoidal functions for voltage and 
current calculations are used. However, it is unclear whether the nonlinear functions are 
ignored or linearised, as the model is solved using CPLEX (a linear solver). These equations 
also appear to be less detailed than those presented in studies discussed below.  
Moradi and Abedini [103] attempt to address the disparity between OPF and DES design 
models, stating that placement of distributed generators and sizing of them are typically 
treated as two separate problems. Their solution is to consider both placement and sizing 
simultaneously. While the grid interactions are detailed in this model, the DER 
representations are less detailed. A penalty function approach (which is a variant of the global 
criterion method) is used for three objectives: minimising power losses, minimising bus 
voltage deviation (from the rated voltage, thus improving voltage profile), and maximising the 
voltage stability index. These objectives focus on OPF, and do not consider the minimisation 
of the design cost, as done in DES models. However, the authors highlight some important 
considerations with respect to the distribution network, such as both active and reactive 
power balances at each bus, voltage limits, thermal limits (as a function of apparent power) 
and equations for calculating voltage stability at each bus. These considerations introduce 
complex numbers and nonconvex nonlinearities which can be difficult to solve along with 
multiple objectives. The authors use a combination of metaheuristics, namely GA and PSO, to 
solve the model. GA is used to decide the locations of the distributed generators using 
discrete variables, thus reducing the search space for the PSO that optimises the sizing 
problem.  
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Kaur et al. [104] produce a study similar in detail to Moradi and Abedini [103]. However, their 
sole objective is to minimise active power losses, employing SQP and branch-and-bound 
methods to solve the model. SQP cannot solve problems with discrete variables directly, 
therefore binary variables are relaxed and integrality checked for the resulting optimal 
solution. If not integral, branch and bound techniques explore binary decisions where 
solutions should be within acceptable bounds of the SQP result. Results show that their 
algorithm generally performs better than other methods (including PSO) within reasonable 
computational times, implying that combining deterministic optimisation programming 
approaches could potentially yield better results than metaheuristics alone.  
Foster et al. [7] not only detail power flow equations associated with DC and AC networks, 
but also attempt to shed light on the different optimisation approaches used in the context 
of OPF and distributed generation. Three mathematical formulations are presented: 1) an 
MINLP complete power flow model, incorporating reactive power, power losses due to line 
resistance, and complex voltages in rectangular form, 2) an MILP model ignoring line 
resistances, reactive power and assuming very small voltage angles to avoid sinusoidal 
functions, resulting in DC power flow approximations, and 3) an MINLP model containing 
similar DC linear approximations as 2, but incorporating quadratic functions for line 
resistances. The objective function minimises the power imported into the DES from external 
sources, such as the electrical grid. As solving highly nonconvex models cannot guarantee 
global optimality, the authors recommend finding the objective value for a relaxed version of 
the model to obtain a potential lower bound for the global optimum. This is done by removing 
all the constraints apart from two: the integrality constraint for the binary variables 
determining the placement of the DERs, and a constraint that limits the maximum capital 
expenditure on the DES design (i.e. the stakeholders’ budget). This lower bound is then used 
to calculate a relative gap, used as a measure of the model performance. Interestingly, results 
show that the DC model with transmission losses performs very similarly to the complete AC 
model with respect to the objective and relative gap, suggesting that not all equations in the 
AC-OPF model are required in DES design and operation. However, the authors do not discuss 
if and how DES placement and sizing are different in the two models, suggesting that further 
investigation is required for this. The study also confirms that the linear DC model employed 
in many studies is a poor representation of OPF when the DES is connected to the AC external 
grid.  
While the above studies have an increased focus on power flow and use nonlinear 
formulations, they do not use detailed approximations for DER units as seen in Section 3.1. 
However, these studies show that DC power flow approximations alone are not suitable when 
determining the optimal design and operation of DES connected to AC networks. Together 
with the models in Section 3.1, they lay foundations for more detailed models, seen in Section 
4. 
4. Level 2 – Detailed and combined models 
Morvaj et al. [8] and Nemati et al. [9] investigate how the inclusion of detailed grid constraints 
in their models impacts the optimal design and operation of DES. They directly address and 
attempt to consolidate the optimisation of units in DES with detailed power flow equations 
and constraints in their models. Both studies use MATPOWER [55] as a simulation tool for 
power flow calculations using the Newton-Raphson method, and solve using a GA for 
comparison. Morvaj et al. [8] present three models for both design and operation under 
14 
 
economic and environmental objectives: 1) a GA-based design model is linked to an MILP 
operational model (or “energy hub”) and MATPOWER, 2) an MILP design and operational 
model with linearised AC power flow equations, and 3) a GA design model linked to an 
operational MILP with linearised AC power flow equations and MATPOWER. Note that 
MATPOWER serves as a post-optimisation check and cannot directly influence the optimal 
design and operation, whereas the linearised equations included in Model 2 and 3 can. They 
present nonconvex equations for AC active power (𝑃) and reactive power (𝑄) flow between 
branches (𝑛,𝑚) in the distribution network with respect to each timestep 𝑡 : 
𝑃((𝑛,𝑚), 𝑡) = 𝑉𝑛,𝑡
2 𝐺𝑛𝑚 − 𝑉𝑛,𝑡𝑉𝑚,𝑡𝐺𝑛𝑚 cos(𝜃𝑛,𝑡 − 𝜃𝑚,𝑡) − 𝑉𝑛,𝑡𝑉𝑚,𝑡𝐵𝑛𝑚sin⁡(𝜃𝑛,𝑡
− 𝜃𝑚,𝑡) 
(3) 
 
𝑄((𝑛,𝑚), 𝑡) = ⁡−𝑉𝑛,𝑡
2 𝐵𝑛𝑚 + 𝑉𝑛,𝑡𝑉𝑚,𝑡𝐵𝑛𝑚 cos(𝜃𝑛,𝑡 − 𝜃𝑚,𝑡) − 𝑉𝑛,𝑡𝑉𝑚,𝑡𝐺𝑛𝑚sin⁡(𝜃𝑛,𝑡
− 𝜃𝑚,𝑡) 
(4) 
 
where 𝑉 is voltage magnitude, 𝐺 is line conductance, 𝐵 is line susceptance and 𝜃 is the voltage 
angle. Note that 𝑛 and 𝑚 individually can be referred to as nodes (𝑁) or buses (where 𝑛 ∈ 𝑁), 
and the branch (𝑛,𝑚) is what connects them (this is known as the branch flow model [11]).  
A nonlinear expression to calculate the current (𝐼) in each branch (𝑛,𝑚) with respect to each 
timestep (𝑡) is: 
𝐼𝑛𝑚,𝑡 =
∆𝑉𝑛𝑚
𝑍𝑛𝑚
=
𝑉𝑛(𝑐𝑜𝑠⁡𝜃𝑛) + 𝐢𝑉𝑛(𝑠𝑖𝑛⁡𝜃𝑛) −⁡𝑉𝑚(𝑐𝑜𝑠⁡𝜃𝑚) − 𝐢𝑉𝑚(sin 𝜃𝑚)
𝑅𝑛𝑚 + 𝑖𝑋𝑛𝑚
 
(5) 
 
where 𝑅, 𝑋, and 𝑍 are resistance, reactance, and impedance of the line, respectively. Note 
that Equations (3),(4) and (5) are highly nonlinear and nonconvex. Unlike in DC power flow 
equations, their linearisation for Eq. (3) and (4) ensures line conductance (𝐺) and the 
difference in voltage between the branches are not set to zero. This allows them to calculate 
reactive power flow between branches (𝑛,𝑚), as well as active and reactive power at each 
branch with respect to the power generated and consumed by DERs. A nominal current value 
is obtained by linearising Eq. (5). After obtaining real and imaginary parts of this equation, the 
imaginary unit is eliminated by considering only the magnitude of current, followed by 
piecewise linear approximations for quadratic terms to eliminate absolute terms. Results 
show that designs for each of the models are different, with the MILP (model 2) potentially 
underestimating costs. The linearised MILP provides reasonable solutions (relative errors 
below 0.1% for voltages) with the shortest run time. While models 1 and 3 have higher 
accuracy for the power flow calculations, they cannot guarantee optimality. Therefore, it is 
not clear which of three models provide a good optimality-accuracy-complexity balance. A 
comparison with a nonlinear programming approach rather than a metaheuristic may help 
clarify this.  
Nemati et al. [9] argue that previous models in literature do not pay attention to network 
constraints and inclusion of combined active/reactive power in DES models. Lack of validation 
of various optimisation methods is also highlighted. However, they do not present any 
nonlinear equations, and have more detailed models on DERs (as discussed in Level 1). They 
present a day-ahead model, solved using two different methods, an MILP and a GA. The MILP, 
which they have linked to MATPOWER to calculate network losses, is of particular interest in 
this review. As MATPOWER cannot influence optimal decisions, the authors propose a multi-
layer algorithm which involves first solving the MILP with linearised DER cost functions, 
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subsequently solving the power flow calculations on MATPOWER and triggering an iterative 
process between the MILP and simulation to ensure that there are no violations. This appears 
to be less efficient than integrating linearised power flow equations in the MILP and using 
MATPOWER as a verification tool, as done by Morvaj et al. [8]. Nevertheless, the study makes 
valuable contributions by analysing scenarios with different objectives, such as maintaining 
grid stability, reducing carbon emissions, and so on. The MILP performs better than the GA in 
most scenarios, with the exception of highly constrained scenarios. Both studies [8,9] shed 
light on how simulation tools can be linked to optimisation tools to model the underlying 
distribution network in detail.  
Mashayekh et al. [97] implement a power flow model within the DER-CAM MILP design 
environment. They adopt different linear approximations compared to Morvaj et al. [8], 
based on Cartesian coordinates and a constant power factor (which is the ratio of active 
power to apparent power) for the active and reactive power balances. Interestingly, apart 
from the voltage constraints, they also present linear approximations to calculate active and 
reactive power losses within the network, and current capacity limits in the lines. Results for 
these approximate power flows are compared with the original nonlinear power flows 
calculated using the Newton-Raphson method for each timestep, which show that the errors 
are below 0.25%. Considering that voltage remains within the bounds specified and errors are 
very small, the approach used seems promising.  
Thomas [10] addresses the disparity between OPF and EMS models by integrating a Power 
Quality framework in their MILP operational model. They use OpenDSS [57] as a simulation 
tool within their algorithm. Its importance lies in the additional services microgrids can 
provide to the distribution network (such as providing active power to meet demand), 
provided that power quality is maintained. Rather than using detailed power flow models (as 
discussed in the studies above), indices for changes in voltage (kept within limits), harmonics 
(that may interfere with grid stability), and Voltage Unbalanced Factor (VUF) (as the AC 
networks typically have three phases across which all loads are distributed) are calculated 
using OpenDSS and MATLAB [105]. Furthermore, to perform these calculations, the microgrid 
loads are divided into categories (such as lighting, appliances, etc.) and active and reactive 
power balances are described for each. Note that these authors also use power factors to 
calculate reactive power corresponding to loads and energy storage. The objective function, 
to minimise operational cost, also includes a penalty if reactive power is generated within the 
microgrid. If the solution generated by the MILP violates the limits for the indices, the MILP is 
updated with additional constraints to prevent violations in the subsequent iterations. These 
constraints appear nonlinear, so incorporating them requires linear approximations which are 
not discussed in the paper. The algorithm solves within seconds (even in a scenario with three 
iterations), showing immense potential for day-ahead modelling considering power flow 
calculations. A comparison of this model with an MILP with updated constraints from the start 
may confirm whether the iterative process between the MILP and OpenDSS is necessary.  
Shi et al. [11] argue that EMS models typically ignore constraints associated with the 
distribution network, and propose a distributed EMS for a microgrid with a focus on OPF for 
a low-voltage radial distribution network (which is applicable to most microgrids). The model 
is based on a main microgrid controller with several local controllers that communicate with 
one another. The objective function aims to minimise operational costs (including those 
incurred by dissatisfied customers) and power losses, incorporated as weights that can be set 
by the modeller. Their convex relaxations of the nonconvex power flow equations are claimed 
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to be exact if the voltage and power imported from the main grid are within specified bounds. 
They advise that Ohm’s law(Eq.(6)), complex power definition (Eq. (7)) and power balance 
(Eq. (8)) must be met by all (𝑛,𝑚), with respect to each timestep (𝑡) (note that the notation 
is kept consistent with the previous equations):  
𝑉𝑛,𝑡 − 𝑉𝑚,𝑡 = 𝑍𝑛𝑚𝐼𝑛𝑚,𝑡  (6) 
𝑆𝑛𝑚,𝑡 = 𝑉𝑛,𝑡𝐼𝑛𝑚,𝑡
∗  (7) 
𝑆𝑛𝑚,𝑡 − 𝑍𝑛𝑚|𝐼𝑛𝑚,𝑡|
2
−∑𝑆𝑚𝑝,𝑡
𝑝
= 𝑠𝑚,𝑡 
(8) 
where, 𝑆 is the complex power (the magnitude of which is known as apparent power), 𝑠 is the 
net load at a particular bus, and (𝑚, 𝑝) is another branch for power flow. The voltage 
magnitude constraint at each node (except the reference node) is described below [11]: 
𝑉𝑛
𝑚𝑖𝑛 ≤ |𝑉𝑛,𝑡| ≤ 𝑉𝑛
𝑚𝑎𝑥 ⁡⁡⁡⁡⁡⁡⁡∀𝑛 ∈ 𝑁\{0}, 𝑡 (9) 
where 𝑉𝑛
𝑚𝑖𝑛 and 𝑉𝑛
𝑚𝑎𝑥 are the minimum and maximum voltage limits. We have isolated 
equations (6),(7),(8) and (9) as these (or certain elements from these) may need to be 
considered in all DES design and operation. To solve these constraints and the objective 
function, the authors use the predictor-corrector proximal multiplier (PCPM) algorithm.  
Shuai et al. [12] confirm that DC formulations are not suitable in a real-time microgrid EMS 
when it is connected to the AC distribution network, especially because of the “higher 
resistance-to-reactance” ratio in microgrid power lines. They also recognize that detailed 
modelling of components, such as batteries, can improve the accuracy of the model even 
though nonlinearities may be introduced. The authors attempt to consolidate all these 
aspects by proposing an MINLP that is solved using Approximate Dynamic Programming (ADP) 
where the original problem is decomposed to sequential subproblems. Power flow 
constraints are detailed in the study, albeit a different version to those presented above. As 
ADP cannot achieve global optimality, its performance is compared with PSO (a metaheuristic 
solver) and Dynamic Programming (DP). ADP achieves faster approximate results close to the 
DP global optimum, surpassing the PSO in both time and quality. It confirms that deterministic 
optimisation techniques provide better solutions than any approximate or metaheuristic 
techniques, and approximations can be used if speed is valued over accuracy.  
Soares et al. [106] model day-ahead operation in a medium- or high-voltage (MV/HV) 
distribution network. They consider two objectives, minimising operational cost and 
maximising the power reserve (for customers with critical loads). Unlike the studies previously 
discussed, they also include an additional constraint for voltage angle (𝜃), that should be 
maintained at each node: 
𝜃𝑛
𝑚𝑖𝑛 ≤ 𝜃𝑛,𝑡 ≤ 𝜃𝑛
𝑚𝑎𝑥 ⁡⁡⁡⁡⁡⁡⁡∀𝑛 ∈ 𝑁, 𝑡 (10) 
As they consider a MV/HV distribution network, transformer limits are also included in their 
formulations. Their algorithm is a hybrid MILP-PSO, where the MILP is solved with DC power 
flow equations while the PSO contains full AC power flow. The optimal solution obtained from 
solving the MILP is fed into the PSO as an initial swarm solution. The authors utilise cluster 
computing to solve this algorithm within 30 mins, which would otherwise take a significantly 
longer time. When compared to an MILP with DC power flow, the authors claim that this 
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model results in power losses and voltage violations, however, the relative errors are not 
reported.  
Zafarani et al. [107] model the operation of an energy hub with EVs and CHP in the presence 
of uncertainties, with the aim of minimising operational cost. Rather than using probability 
distribution functions for the uncertain parameters, they use a Robust Optimisation approach 
to obtain the optimal schedule for the worst-case values for the uncertain parameters. While 
considering power flow constraints, they also include nonlinear constraints for a natural gas 
network. Interestingly, they do not include any discrete variables in their formulations, thus 
ignoring the on-off status of the CHP. They employ piecewise and circular-plane linear 
approximations to formulate it as an LP, to avoid only locally optimal solutions obtained via 
NLP. Comparisons between the two show that the NLP requires more iterations (as expected), 
with LP calculation errors for the electrical network and related constraints at 2.5% or less. 
Unfortunately, the authors do not share if or how the operational schedule varies between 
the two deterministic models.  
Chen et al. [88] aim to study the influence of electricity and heating distribution networks in 
multi-carrier energy systems. They discourage modellers from solving nonconvex MINLPs as 
they may not be tractable and assert that second order cone relaxations of power flow 
constraints are much easier to solve. This transforms the overall problem to a Mixed Integer 
Second Order Cone Programming (MISOCP) model. The authors potentially consider a LV/MV 
network with substations, and all the constraints used for power flow and DES units are 
detailed in the paper. The advances of this study lie in the optimisation approaches used, as 
they apply partial surrogate cuts [108] to decompose the MISCOP linear (MILP) and nonlinear 
(SOCP) substructures. The linear substructure consists of continuous linear and nonlinear 
variables associated with linear constraints and the MILP master problem solves this to obtain 
the lower bound of the overall problem. This retains the fidelity of the model (as it eliminates 
the need to obtain linear approximations for some of the nonlinear power flow constraints) 
while achieving relatively fast solutions. Solutions to the discrete variables are obtained 
through the MILP, but the lack of nonlinearity may result in infeasible discrete solutions. This 
is relaxed using nonnegative slack variables and integer cuts to prevent the algorithm from 
returning the same discrete solutions. The SOCP subproblem contains the nonlinear 
substructure, which is solved to obtain the upper bound of the overall problem. Ultimately, 
the algorithm is solved until it achieves solutions at or below the optimality gap specified by 
the modeller. A case study with no network constraints shows that operational costs can be 
severely underestimated if these are not included, further confirming the need to include 
them in DES operation. Testing this algorithm on a large-scale case study confirmed the ability 
of the model to solve quickly, despite having nonlinearities, showing that the model can 
potentially be used in multiple microgrid/energy hub scenarios. 
The following are noteworthy studies that may contribute further to the reader’s 
understanding. Lv et al. [109] bring an interesting dimension to microgrid operation by 
considering the requirements of the distribution network within the optimisation framework. 
Their bi-level model has an upper level (master) where the distribution network minimises 
power losses and voltage offset through the output constraints of the microgrid and a lower 
level (slave) consisting of microgrids optimising operating cost. Their primary concern is that 
DES literature does not adequately consider the power limits at the Point of Common 
Coupling (PCC), i.e. where the microgrid connects to the distribution network. These limits 
are described below: 
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𝑃𝑚𝑖𝑛 ≤ 𝑃𝑃𝐶𝐶,𝑡 ≤ 𝑃
𝑚𝑎𝑥 ⁡⁡⁡⁡⁡∀𝑡 (11) 
where 𝑃𝑚𝑖𝑛 and 𝑃𝑚𝑎𝑥 are pre-specified limits, and 𝑃𝑃𝐶𝐶,𝑡  is the summation of the active 
powers at all nodes 𝑛 and time 𝑡. Jin et al. [110] consider a day-ahead hybrid model based on 
GA and MINLP for a DES network with heating. This model is also linked to the OpenDSS 
simulation software to calculate three-phase power flow. The authors use discrete variables 
within the optimisation model to represent Remote Controlled Switches that can change the 
topology of the underlying distribution network. This is particularly useful when networks can 
get congested during peak times, and changes in topology can ensure voltage and capacity 
limits are still being met. Leeuwen et al. [111] incorporate power flow equations in a 
blockchain-based operational model that considers trading aspects of a DES. While the power 
flow constraints may not be as detailed as some of the papers discussed previously, the study 
demonstrates that nonlinear constraints can be incorporated into DES models that focus on 
peer-to-peer trading, artificial intelligence and blockchain applications. Sfikas et al. [24] 
considers both design and operation of DES connected to a MV network, and evaluates how 
unit capacities are selected under grid-connected and island modes. They present additional 
constraints for active and reactive power to consider in the island mode and use SQP to solve 
their model.  
To summarise, we have identified that the following constraints may be necessary when 
integrating power flow in DES design and operation: 
• Both active and reactive power balances 
• Voltage limits at nodes 
• Current capacity limits on lines 
• Network power losses 
• Apparent power definition or power factor 
The optimisation approaches, simulation tools and power flow constraints used are 
summarised in Table 1. The DER technologies used in these models are given in Table 2. DER 
technologies used in the detailed models in Level 2.. The studies analysed in this section show 
the importance of including detailed (and often nonlinear) representations of DES units and 
power flow. The need to include more detailed representations (compared to baseline 
models and semi-detailed models) is confirmed by comparing their detailed work with less 
detailed models and showing how the objectives are affected. They often use a combination 
of innovative optimisation approaches and/or simulation tools in an attempt to achieve a 
good accuracy-complexity balance. Not only do these studies provide guidance on which 
constraints and equations to use (especially for power flow approximations), the use of these 
models in uncertainty analysis, real-time operation, peer-to-peer trading and other related 
domains is demonstrated.  
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Table 1. The optimisation methods, simulation tools and power flow constraints employed in Level 2 studies discussed. Note that the * denotes that these equations are 
not presented in the discussed paper, but a simulation tool that potentially includes the constraint has been used. 
 
 
 
Ref. Design Operation 
Optimisation 
approaches 
Power flow 
Simulation 
tools  
Active 
Power 
balance 
Reactive 
power 
balance 
Voltage 
limits 
Current 
capacity 
limits 
Network 
power 
losses 
Apparent 
power 
definition 
Other 
Morvaj et al. 
[8] 
✔ ✔ GA, MILP MATPOWER ✔ ✔ ✔* ✔* ✔* ✔* - 
Nemati et al. 
[9] 
- ✔ GA, MILP MATPOWER ✔* ✔* ✔* ✔* ✔* ✔* - 
Shi et al. [11] - ✔ PCPM - ✔ ✔ ✔ - - ✔ - 
Mashayekh et 
al.  [97] 
✔ - MILP - ✔ ✔ ✔ ✔ ✔ - Power factor 
Shuai et al. 
[12] 
- ✔ ADP, DP, PSO - ✔ ✔ ✔ ✔ - - Line power limits 
Soares et al. 
[106] 
- ✔ MILP + PSO - ✔ ✔ ✔ - - - 
Line thermal and 
transformer limits 
Thomas et al. 
[10] 
- ✔ MILP OpenDSS ✔ ✔ ✔ ✔ ✔  Power factor 
Zafarani et al. 
[107] 
- ✔ NLP, LP - ✔ ✔ ✔ - - ✔ - 
Chen et al. 
[88] 
- ✔ MISOCP  - ✔ ✔ ✔ - - ✔ - 
Jin et al. [110] - ✔ GA + MINLP OpenDSS ✔ ✔ ✔* ✔* ✔ ✔* - 
Lv et al. [109] - ✔ GA + NLP MATPOWER ✔ ✔ ✔* ✔* ✔ ✔* PCC power limits 
Leeuwen et al. 
[111] 
- ✔ ADMM - ✔ ✔ - - - ✔ - 
Sfikas et al. 
[24] 
✔ ✔ SQP - ✔ ✔ ✔ - ✔ - Power factor 
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Table 2. DER technologies used in the detailed models in Level 2. 
Technology 
Morvaj 
et al. 
[8] 
Nemati 
et al. 
[9] 
Shi 
et al. 
[11] 
Mashayekh 
et al.  [97] 
Shuai 
et al. 
[12] 
Soares et 
al. [106] 
Thomas 
et al. 
[10] 
Chen et al.  
[88] 
Zafarani 
et al. 
[107] 
Lv et al. 
[109] 
Jin et 
al. 
[110] 
Leeuwen 
et al. [111] 
Sfikas et al. 
[24] 
 
PVs ✔ ✔ ✔ ✔ ✔ ✔ ✔   ✔ ✔ ✔ ✔ 
CHPs ✔       ✔ ✔ ✔ ✔   
Gas Boilers ✔       ✔   ✔   
Wind turbine  ✔ ✔  ✔ ✔ ✔ ✔  ✔ ✔  ✔ 
Diesel 
generator 
 ✔ ✔  ✔        
 
Fuel cell  ✔            
Microturbines  ✔  ✔ ✔     ✔    
Heat pumps              
Electricity 
storage 
 ✔ ✔ ✔ ✔ ✔ ✔ ✔  ✔  ✔ ✔ 
Heat storage ✔       ✔      
Electricity 
network ✔ 
✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
Heating 
network 
   ✔    ✔ ✔  ✔  
 
Other      
Internal 
Combustion 
Engine, 
absorption 
chiller  
  
EVs, 
Biomass 
EVs, 
APS 
  
EVs, 
natural 
gas 
network 
  Chiller EVs Biomass 
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5. Discussion and recommendations 
Revisiting the three research questions highlighted in Section 1.2: 
1. What are the different levels of approximation evident through literature when modelling 
nonlinear aspects of a DES or microgrid? 
It is evident from Section 2 that DES baseline models use predominantly linear approximations 
and often exclude power flow constraints. A key reason for this is the additional complexity 
nonlinear constraints introduce, resulting in higher computational expense and no guarantee 
of global optimality. Studies in Section 3 highlight the need for greater detail when modelling 
aspects of key components. For example, the review confirms that battery ageing cannot be 
ignored as this can have a significant impact on the economic objectives of design models, 
and the operational strategy [13,14]. The distinct divide between OPF and DES design and 
operational models can also be seen when examining the studies in Section 3. However, the 
studies in Section 4 (such as [8–12]) affirm that OPF and DES models should not be considered 
as two entirely separate problems. Some studies in this section also demonstrate that it is 
possible to reduce computational expense by convexifying power flow constraints (such as 
[11,88]). 
2. Where applicable, how are these different levels linked within models to produce optimal 
solutions within a reasonable time frame? 
The detailed and combined optimisation models analysed in Section 4 identify simulation 
tools which can be linked to optimisation models to provide an additional layer of detail, 
especially when considering nonlinear and nonconvex power flow constraints [8–
10,109,110]. Furthermore, although a wide range of metaheuristic techniques have been 
applied in these studies, it is possible and preferable to use deterministic mathematical 
programming approaches to solve detailed models. The latter continue to provide better 
solutions. 
3. Should detailed power flow constraints be included in DES models? 
The detailed and combined models in Section 4 highlight that it is essential to include detailed 
power flow constraints in DES design and operational models, such as those mentioned in 
Table 1. These studies demonstrate that the inclusion of these constraints can have significant 
impact on the objective functions and resulting designs. 
Finally, these discussion points lead us to recommend the following for future work, to 
achieve a better accuracy-complexity balance: 
• More studies should aim to consolidate DES design/operation and OPF aspects, thus 
contributing to detailed modelling.  
• Comparisons are required between high-fidelity models and models with linear 
approximations to understand what level of detail is required for day-ahead and real-
time operation of DES.  
• Nonlinearities associated with DES units such as batteries and CHPs need to be further 
investigated. 
• Simulation tools are a good starting point for DES modellers who have little knowledge 
on power flow studies and wish to incorporate detailed network constraints.   
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6. Conclusions 
The integration of distributed energy systems (DES) into existing energy networks has become 
increasingly important, as many countries aim to reduce carbon emissions and meet 
increasing demand through renewable energy resources. Although there are many studies 
investigating the design and operation of DES, especially using optimisation models, they 
often either ignore or linearise inherent nonlinearities related to generation/storage 
technologies, and the underlying distribution network for power flow. Such models produce 
results that are often sub-optimal or even practically infeasible, meaning that they cannot be 
implemented. Furthermore, optimal power flow (OPF) studies that include detailed nonlinear 
power flow constraints are considered as standalone problems, thus leading to the disparity 
between OPF and DES design and operational models.  
The studies reviewed in this paper are categorised into three levels based on their levels of 
approximation:  
• Level 1 – Baseline models: use linear approximations for all DER unit representations 
and often ignore detailed active and reactive power flow equations.  
• Level 2 – Semi-detailed models: attempt to model either nonlinearities associated with 
technologies used in DES, or those associated with power flow (but not both).  
• Level 3 – Detailed models: bridge the gap between DES design and operation and OPF, 
by considering relevant nonlinearities. 
The review sheds light on technical constraints related to OPF which should be included in 
DES design and operational models. These have often been overlooked in the latter. 
Technology-related constraints and gaps in research are also highlighted, in an attempt to 
make these aspects of modelling accessible to a multidisciplinary audience. The use of 
innovative optimisation approaches and integration of simulation tools can undoubtedly help 
achieve a better accuracy-complexity balance, without excluding vital nonlinear constraints. 
Furthermore, to guide future efforts towards the consolidation of DES and OPF approaches, 
our recommendations stress the importance of conducting further research in this area and 
highlight the need for more comparisons between high-fidelity models and models with linear 
approximations.  
To conclude, there is increasing focus on understanding the multiple facets of DES (not limited 
to optimal design, operation, and power flow), and produce models that adequately 
represent each aspect. This forms the basis of the accuracy-complexity balance modellers 
seek and can be individual to each DES or microgrid. Gaining better understanding of each of 
the facets and attempting to consolidate them will undoubtedly lead to the development of 
more robust and representative models that can be implemented in reality. 
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