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Solving period problems for minimal surfaces
with the support function
By Frank Baginski at Washington DC and Vale´rio Ramos Batista at St. Andre´
Abstract. In this paper we show how to bypass the usual difficulties in the
analysis of elliptic integrals that arise when solving period problems for minimal sur-
faces. The method consists of replacing period problems with ordinary Sturm-Liouville
problems involving the support function. We give a practical application by proving
existence of the sheared Scherk-Karcher family of surfaces numerically described by
Wei. Moreover, we show that this family is continuous, and both of its limit-members
are the singly periodic genus-one helicoid.
1. Introduction
In the past decades, the Theory of Minimal Surfaces went through a strong de-
velopment that started with the works of Douglas [7], Rado´ [24], Huber [10] and
Osserman [22]. While the formers [7,24] contributed to the Theory of Boundary Value
Problems, the latters [10,22] found new important general results on Complete Min-
imal Surfaces, that led to the construction of further examples by Chen-Gackstatter
[5], Costa [4], Hoffman-Meeks [13], Karcher [15-17], Mart´ın and Ramos Batista (see
[19] and [25-28]). Karcher was author of the most numerous set of such new surfaces
due to a reverse construction method that he himself developed. In [15-17] one finds
the first embedded minimal examples with any given number of helicoidal ends, the
first doubly periodic ones out of Scherk’s family, the existence proof of Schoen’s ex-
perimental triply periodic surfaces, genus one saddle towers, and many other original
results.
These constructions are essential for the development of the Global Theory of
Minimal Surfaces. Perhaps the most striking was the find of the genus one helicoid by
Hoffman-Karcher-Wei [12] that we call GOH. It is known that a complete embedded
minimal surface S of finite total curvature in a flat space must have finite topology
(see [20] and [22]). However, except for the plane, the converse is true in R3 if and
only if S has more than one end (see [3]). For a long time, the helicoid had been the
sole example with one end until the discovery of the GOH. However, since then there
have been no further enrichments in this class of surfaces.
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The GOH was first obtained as a numeric limit of graph surfaces called the twisted
singly periodic helicoids with handles. In 2000, Weber [30] proved these surfaces to
exist in a smooth one-parameter family Hk, 12 < k ≤ ∞. The GOH is the limit
member k =∞, whileH1 is the well-known singly periodic genus one helicoid (SGOH),
previously found by Hoffman-Karcher-Wei [11]. In [8] and [11], the SGOH is shown to
be embedded. Subsequently, Weber finally proved embeddedness of the GOH in [30].
(a) (b)
Figure 1: (a) The Scherk-Karcher surface; (b) one of its sheared deformations.
Like the GOH, the SGOH was also first obtained as a numeric limit of graphs. A
fundamental fact for its discovery was that Scherk’s doubly periodic surface admits
sheared deformations which converge to the classical helicoid. A good illustration of
this fact can be found in [30]. In the same work the author presents a surface that
Karcher obtained by adding to Scherk’s surface a handle between every second pair of
ends. We call it the Scherk-Karcher surface, which is depicted in Figure 1(a). Using
numerical computations, Wei obtained from this example the sheared deformations
(see Figure 1(b)), which led to the SGOH. Notice that any sheared Scherk-Karcher
surface contains a plane rectangular lattice Γ that we can suppose to include the axes
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Ox1 and Ox2.
Although the limit surface was formally proved to exist, the sheared deformations
still remained as purely computational graphs. However, in [14] the authors proved
them to exist when close enough to the standard Scherk-Karcher example. Their
periods are difficult to handle and so the embeddedness proof of the SGOH was ac-
complished by means of other techniques (see [8] or [11]). In fact, this is one of the
greatest difficulties at constructing new complete minimal surfaces: the handling of
so-called period problems. In general, one faces transcendental integrals with several
interdependent parameters which altogether must fulfil a system of special equali-
ties. If ever solvable, it is usually with extreme difficulties. Therefore, specialists in
complete minimal surfaces are turning back to the development of its general theory,
looking for non-existence results, or trying new methods of construction.
Like the Hk surfaces, the numeric sheared Scherk-Karcher surfaces are members
of a smooth one-parameter family that we call SKk, starting with Karcher’s example
at k = 1 and ending with SGOH at k = ∞. In this paper we prove these facts
analytically, including embeddedness of the SKk surfaces (see Theorem 1.1). We
introduce a method which consists of replacing period problems with ordinary Sturm-
Liouville problems that are derived from the support function. This function was first
introduced by Minkowski in 1901, conceived as the scalar product w = ~X · ~n, where
~X is a parametrisation of a hyper-surface in Rm with unitary normal ~n. For minimal
surfaces in R3, the support function satisfies the equation
(1) ∆w + 2w = 0,
where ∆ is the spherical Laplacian. Equation (1) is a sufficient local condition for a
surface to be minimal. This observation motivated some specialists at the beginning
of the 20th century (like Bromwich [2], Darboux [6], and Richmond [29]) to construct
new examples by studying some solutions of (1). However, their study was limited to
already known minimal surfaces of genus zero, and period problems were not discussed
in their works. At that time, period problems were not completely understood. After
the works from Hueber [10] and Osserman [22], the minimal surfaces theory took other
directions and the support function approach fell into abeyance. Only recently it was
used again for an embedded genus-one construction (see [1]).
The herewith presented method is likely to ease period analysis in two different
ways. First, one does not have to solve the Sturm-Liouville Equation. One needs
only the sign of its solution at the final extreme of the definition interval. Second,
the coefficients of the ordinary differential equation (ODE) will be real algebraic (or
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even rational) functions, much easier to handle in comparison with elliptic integrals.
Before introducing the method in Section 3, we present a summary of main tools used
in this paper in the next section.
The Support Function Method together with some additional geometric analysis
will be used to establish the following:
Theorem 1.1.There exists a continuous one-parameter family of doubly periodic
minimal surfaces in R3 denoted by SKk, k ∈ R, having the following properties:
(a) The quotient by its translation group is conformal to a rhombic torus punctured
at four points.
(b) For k 6= 1, SKk contains a rectangular lattice from which one has all the
intrinsic symmetries. The member SK1 coincides with the Scherk-Karcher surface.
(c) Sk is embedded in R
3 and SK(2−k) ∼= SKk, ∀ k ∈ R. Moreover, lim
k→∞
SKk =
SGOH.
This present work was supported by the following award and grants: NASA NAG5-
5353, FAPESP 02/00694-8, FAPESP 07/00569-2 and FAEP 135/05. We are especially
grateful to Professor Vera Carrara, University of Sa˜o Paulo, for her assistance with
some of the differential topology arguments that were utilized in Sections 5 and 6.
2. Background and Notations
In this section we state some well known theorems on minimal surfaces. For de-
tails, we refer the reader to [15], [18], [21] and [22]. In this paper all surfaces are
supposed to be regular.
Theorem 2.1. (Weierstrass representation). Let R be a Riemann surface, g
and dh meromorphic function and 1-differential form on R, respectively, such that the
zeros of dh coincide with the poles and zeros of g. Consider the (possibly multi-valued)
function X : R→ R3 given by
(2) X (p) := Re
∫ p
(φ1, φ2, φ3), where (φ1, φ2, φ3) :=
1
2
(g−1 − g, ig−1 + ig, 2)dh.
Then X is a conformal minimal immersion. Conversely, every conformal minimal
immersion X : R → R3 can be expressed like (2) for some meromorphic function g
and 1-form dh.
Definition 2.1. The pair (g, dh) is the Weierstrass data and φ1, φ2, φ3 are the
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Weierstrass forms on R of the minimal immersion X : R→ X (R) = S ⊂ R3.
Definition 2.2. A complete, orientable minimal surface S is algebraic if it admits
a Weierstrass representation such that R = R¯ \ {p1, . . . , pr}, were R¯ is compact, and
both g and dh extend meromorphically to R¯.
Definition 2.3. An end of S is the image of a punctured neighbourhood Vp of a
point p ∈ {p1, . . . , pr} such that ({p1, . . . , pr} \ {p}) ∩ V¯p = ∅. The end is embedded if
this image is embedded for a sufficiently small neighbourhood of p.
Theorem 2.2. Let S be a complete minimal surface in R3. Then S is algebraic
if and only if it can be obtained from a piece S˜ of finite total curvature by applying a
finitely generated translation group G of R3.
From now on we consider only algebraic surfaces. The function g is the stereo-
graphic projection of the Gauß map N : R → S2 of the minimal immersion X . This
minimal immersion is well defined in R3/G, but allowed to be a multivalued function
in R3. The function g is a covering map of Cˆ and the total curvature of S˜ is −4πdeg(g).
3. The Support Function Method
As explained in the Introduction, if R is a compact Riemann surface punctured at
some points and (g, dh) is a Weierstrass pair on it, the corresponding minimal immer-
sion X : R→ R3 can take closed curves in R to open curves in R3. We consider X as a
multivalued function and S will be invariant under the action of a translation group G
in R3. We are most interested in the case when R3/G is still a flat three-dimensional
space and X : R→ S/G is a homeomorphism.
Next, we motivate the support function method. Consider an analytic regular curve
c : R → R with c(t + 2) = c(t), for any real t. In Figure 2 we represented the image
under X of c|[0,2] projected on a plane to be specified later. Suppose this image space
curve is invariant under ̺, a 180◦-rotation around a symmetry axis marked with a
dashed line. We take Ox3 as this symmetry axis, without loss of generality. More-
over, consider that X (1) ∈ X ([0, 2]) ∩ Ox3 and t = 1 marks exactly the midpoint of
the curve. If “prime” denotes the derivative with respect to t, then X ′(1) is parallel
to the plane Ox1x2. We consider that X (0) ∈ Ox1x2, again without loss of generality.
Because of ̺ we have X (2) = −X (0), and since c is a periodic function, X ′(0) = X ′(2)
with zero third-coordinate.
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Figure 2: An open period for the minimal immersion ~X .
We also suppose that Ox1x2 is tangent to S at X (0), and that ̺ extends to a
symmetry of S. This happens, for instance, when S is invariant under reflection in
Ox2x3 and X ◦ c is in the plane Ox1x3.
From this point on we are going to work with the shifted immersionX := X−X (0),
and w = X · n. The equalities X (t + 2) = X (t) + X (2) − X (0) and X (2) = −X (0),
together with the symmetry ̺, imply that w(t) := w(c(t)) is even. Hence w(0) =
w′(0) = 0 and X ◦ c will close up providing w has a local extreme at t = 1, and
consequently w′(1) = 0 (later on we shall present a sufficient condition on w for the
periods to close). A simple reckoning gives us
(3) w′′(t) = ~X(t) · ~n′′(t)− ~X ′′(t) · ~n(t).
While X(t) is given by a vector of integrals, X ′′ is a purely algebraic expression
involving g(t) and dh(t). Let us call cαβ the coefficients of the first fundamental form
in the spherical parametrisation (u1, u2) (see [1] for details). Hence
(4) ~X = w~n+∇w and n′′(t) = −
[
c11 ·
(
du1
dt
)2
+c22 ·
(
du2
dt
)2]
~n+
d2u1
dt2
~n1+
d2u2
dt2
~n2.
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Moreover,
(5) w~n · ~n′′ = −w
[
c11
(
du1
dt
)2
+c22
(
du2
dt
)2]
and
(6) ∇w · ~n′′ = ∂w
∂u1
d2u1
dt2
+
∂w
∂u2
d2u2
dt2
.
If we can get a parametrisation (u1(t), u2(t)) such that
(7) u2 ≡ constant and du
1
dt
6= 0,
then (6) becomes
(8) ∇w ·~n′′ = ∂w
∂u1
d2u1
dt2
=
[
∂w
∂u2
du1
dt
+
∂w
∂u2
du2
dt︸ ︷︷ ︸
=0
]
·
(
du1
dt
)−1
·d
2u1
dt2
= w′(t) ·
[
ln
∣∣∣∣du1dt
∣∣∣∣
]′
.
In this case, (3) together with (5) and (8) will give us the following ODE:
(9)
{
w′′ = p+ qw + rw′,
w(0) = w′(0) = 0.
Here we have
p(t) = − ~X ′′(t) · ~n(t) = ~X ′(t) · ~n′(t);
q(t) = −c11
(
du1
dt
)2
; and
r(t) =
[
ln
∣∣∣∣du1dt
∣∣∣∣
]′
.
As explained in the Introduction, one does not have to find the solution of (9),
since we know it is w = X · n. The further condition w′(1) = 0 holds for a closed
curve. Later on we shall apply the following result from [23, p. 6]:
Theorem 3.1. Suppose that w is a non-constant solution of the differential in-
equality w¨ + G(s)w˙ +H(s)w ≥ 0, s ∈ [0, 1], having one-sided derivatives at 0 and 1.
Suppose further that H(s) ≤ 0 and max{|G|, |H|} is bounded on every closed subin-
terval of (0, 1). In this case, w takes its maximum at ∂[0, 1]. Moreover, if w has a
nonnegative maximum at 1 and G(s) − (1 − s)H(s) is bounded from above at s = 1,
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then w˙(1) > 0.
Now consider R3 generated by an orthonormal basis {e1, e2, e3}. In the case of
spherical coordinates, u1 is the angle θ that the position vector X makes with e3
and u2 is the angle ϕ that X − (X · e3)e3 makes with e1. For instance, if the curve
represented in Figure 2 is an inverse image by g of a meridian in S2, then we can
always take (u1, u2) = (θ, ϕ) in such a way that both θ(t) and ϕ(t) fulfil (7). This
makes the right-hand side of (6) equal r(t)w′(t). However, the choice of the t-functions
(θ, ϕ) is tied to the parametrisation
(10) ~n = (sin θ cosϕ, sin θ sinϕ, cos θ) =
(
2Re{g}
|g|2 + 1 ,
2Im{g}
|g|2 + 1 ,
|g|2 − 1
|g|2 + 1
)
.
From (10) one easily reads off the relation
(11) g =
sin θeiϕ
1− cos θ ,
which must be used in order to establish (θ(t), ϕ(t)) in terms of g(t). From (11) we
have:
(12) θ(t) = 2 arctan(|g(t)|−1) and ϕ(t) = arctan Im(g)
Re(g)
.
On c(t) we write dh(t) = h′(t)dt. After rotation about Ox3, S is positioned so
that either θ ≡ π/2 or ϕ ≡ 0. In the former case |g| ≡ 1 and p(t) = ϕ′Re{ih′}, while
in the latter g is real and p(t) = 2(ln |g|)′Re{h′}. As explained at the Introduction,
the functions p, q and r will be algebraic, or even rational. This is because g and dh
can always be written as rational expressions involving two meromorphic functions,
which give an algebraic equation for the compact Riemann surface R.
At this point we have an important remark. The condition w′(1) = 0 is necessary,
but not sufficient for X ◦ c to be closed. Firstly, t = 1 could be an inflection point of
w. We shall see that it is indeed an extreme if the Gaussian curvature K(c(1)) 6= 0,
and this will imply that X(1) is parallel to Ox2x3. Secondly, even in this case X(1)
can be non-vertical, and so we have just guaranteed that X ◦ c has no periods in the
x1-direction. But, for instance, if X ◦ c is in the plane Ox1x3, then X ◦ c will already
have no periods in the x2-direction.
The Gaussian curvature for minimal surfaces,
K = − 16|dg/dh|
2
|g|2(|g| + 1/|g|)4 ,
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is strictly negative at a point if and only if g is injective at the point. Suppose g is in-
jective at c(1), hence θ′ 6= 0 from (12). We recall that dh is zero whenever g ∈ {0,∞}
at a regular point of the surface. From (11), observe that t → 1 implies θ → 0. A
simple reckoning gives dw/dθ|θ=0 = X|θ=0 · (1, 0, 0), namely the first coordinate of the
position vector. Therefore, w′(1) 6= 0 if and only if X(1) has non-zero first coordinate.
For w′(1) = 0, near θ = 0 we can write w(θ) = x3(θ) + O(θ2). Since x3 has a local
extreme at θ = 0 because of ̺, then t = 1 is an extreme for w.
Before we conclude this section, it is important to notice that the Support Func-
tion Method involves more than the analysis of the boundary value problem defined
in (9). It also includes the geometric arguments presented herein, and many times it
is possible to deduce the sign of w′(1) even without looking at (9). This is especially
true when X ◦c is convex, for suppose that g is real along the curve in Figure 2. Hence
w can be computed through its projection onto Ox1x3. We locally re-parametrise it
at the bottom right-hand apex by (t, f(t)), for a convex function f . The apex is then
attained at (t0, f(t0)), for a certain positive t0. Therefore, w(t) = (−tf ′+f)/
√
1 + f ′2
and consequently w′(t0) = −t0f ′′(t0) < 0.
Figure 2 shows the case of a “too long” period. For a “too short” period we would
get w′ positive at the corresponding apex. These properties will be frequently used in
Section 5.
4. Preliminaries
As explained in the Introduction, the Scherk-Karcher surfaces admit numerical
sheared deformations, of which the formal existence was never proved before. This
section is devoted to their Weierstrass data, which are obtained by the reverse con-
struction method from Karcher. There is a large literature about Karcher’s method
(see, e.g., [15-17], [19] and [25-28]), and so details will be omitted here. The Weier-
strass data will be chosen with the help of Figure 1(b), which represents the sought
after surface S. Figure 3(a) reproduces the quotient of S by its translation group with
a shaded fundamental domain.
Notice that Figure 1(b) suggests exactly two periods. We recall the lattice Γ
defined in the Introduction. The only intrinsic symmetries of S are given by 180◦
rotations around the lines of Γ, which includes the axes x1 and x2. Therefore, S is
invariant under 180◦ rotations around the vertical axis x3. This rotation has exactly
the points A, B, C and D as fixed points in the quotient of S by its translation
group. Together with a compactification of its ends, this quotient is a rhombic torus
Baginski and Ramos Batista, Solving Periods with Support Function 10
A B 
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i
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  e
IRi
IR
ρ
(a) (b)
Figure 3: (a) A fundamental piece of S; (b) image values of z.
T . Hence we consider the hyperelliptic function z : T → Cˆ with z(A) =∞, z(B) = 0,
z(C) = eiα and z(D) = e−iα, where α ∈ (0, π). An algebraic equation of T is given
by u2 = z + 1/z − 2 cosα.
Figure 4 shows a fundamental domain of the torus lattice in C. We remark that
this lattice is different from Γ, since T is rhombic. However, the bold straight lines
in Figure 4 indicate the corresponding fundamental rectangle of Γ. The letters with
prime are the ones omitted in Figure 3(a).
We now list some important properties of z, which are verified in [11] or [12]. Ex-
actly on B → A′ and B′ → A, z is real and negative, while it is positive on A → B,
A′ → B′ and nowhere else. Exactly on the dashed lines, z is unitary. Therefore,
z = −1 at the intersection between B → A′ and CD, while z = 1 at AB ∩ CD.
We recall that the Weierstrass data (g, dh) are such that g is the stereographic
projection of the unitary normal on S. In Figure 3(a), B is the origin, Ox2 =
−→
BA
and Ox1 is left-to-right oriented. Therefore, based on Figure 3 we obtain the following
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D
D
C
σ
 D’
 B’
 D’
 A’
Figure 4: The torus T with the curve σ.
relation:
(13) g = u/
√
κ, for some positive constant κ.
From (13) it is very easy to verify that g is consistent with the behaviour of the
unitary normal on the expected symmetry lines. Now we define dh according to the
kind of ends and regular points of S. The ends of S are attained at z = ρe±iβ. From
Figure 3, by inspection we obtain
(14) dh =
−idz/z
z/ρ+ ρ/z − 2 cos β .
Now we have (13) and (14), namely Weierstrass data (g, dh) on T . Let us define
T := T\z−1({ρe±iβ}) and consider the corresponding minimal immersionX : T → R3.
Well known arguments (see [15-17] or [25-28]) make us conclude that S = X(T ) has all
of the expected symmetry lines, Scherk-ends and regularity, according to what Figures
1(b) and 3(a) suggest. However, it is not true that X(T ) has only two periods, unless
the parameters α, β, κ and ρ assume some suitable values. In fact, if γ is a curve
connecting 0 and eiα in the upper half-plane, then one must have
(15) Re
∫
γ
(φ1, φ2) = 0.
A simple reckoning shows that (15) is equivalent to
(16) κ =
∫
γ udh∫
γ dh/u
.
Baginski and Ramos Batista, Solving Periods with Support Function 12
However, the ends of S are not supposed to intersect. Namely, g is unitary for
z = ρe±iβ. If z = ρeiβ , then u = ±κ1/2eiω, ω ∈ R, where
(17) κe2iω = (ρ+ 1/ρ) cos β − 2 cosα+ i(ρ− 1/ρ) sin β.
This again determines κ as another function of α, β and ρ. Therefore (16) becomes
κ = {[(ρ + 1/ρ) cos β − 2 cosα]2 + [(ρ− 1/ρ) sin β]2} 12
=
∫
γ
i(z + 1/z − 2 cosα) 12 dz
(z/ρ+ ρ/z − 2 cos β)z
/∫
γ
i(z + 1/z − 2 cosα)− 12dz
(z/ρ + ρ/z − 2 cos β)z .
Of course, for z = ρe−iβ we have g = ±e−iω, as expected due to the straight
lines of the surface. However, g = ±e±iω at the ends still does not guarantee that
| tan |ω|| equals the ratio between the corresponding sides of the rectangle, as Figure
3(a) suggests. For this to be true, (15) is sufficient, as we shall prove now.
In Figure 4, the point marked with a “+” represents one of the four Scherk-ends
given by (z, u) ∈ {(ρeiβ ,±κ1/2eiω), (ρe−iβ ,±κ1/2e−iω)}. An easy computation shows
that
(18) 2πiRes(φ1, (z, u) = (ρe
iβ, κ1/2eiω)) = −π sinω · csc β;
(19) 2πiRes(φ2, (z, u) = (ρe
iβ , κ1/2eiω)) = π cosω · csc β;
(20) 2πiRes(φ3, (z, u) = (ρe
iβ , κ1/2eiω)) = iπ csc β.
Consider σ to be the closed oriented curve containing stretches B → A′ and
A′ → B′, as illustrated in Figure 4. Notice that φ1 is first real and then purely imagi-
nary on B → A′ and A′ → B′, respectively. However, φ2 is first purely imaginary and
then real on B → A′ and A′ → B′, respectively. Since σ is null-homotopic, the above
residues will match the segment lengths if (15) holds.
In the next section one solves period problems by means of the support function.
5. Practical Application of the Support Function Method
As we have mentioned already, the periods will close up if (15) holds for a curve
γ connecting 0 and eiα in the upper half-plane. This curve can be the stretch B → C
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of σ depicted in Figure 4. Now consider D′ → B′. The involution on T which fixes
AB is given by (z, u) → (z¯, u¯). This involution corresponds to 180◦ rotation around
the segments of S which are parallel to Ox2. Therefore, the integral of φ1 on either
D′ → B′ or B′ → C is the same. The path D′ → B′ → C will be homotopically
equivalent to D′ → C if no Scherk-end is contained in the triangle D′B′C. Otherwise,
if in the triangle we have (ρeiβ , κ1/2eiω), there is also (ρe−iβ , κ1/2e−iω) inside, and no
Scherk-end is contained in the other triangle DBC with horizontal D → C.
None of these triangles will contain Scherk-ends if ρ > 1. In fact, the standard
Scherk-Karcher surface exists for α = β = π/2 and a unique ρ1 > 1, as proved in
Appendix A. We remark that neither [12] nor [14] establishes this result. Since we are
looking for a continuous family SKk, 1 ≤ k < ∞, starting at ρ = ρ1, the restriction
ρ ≥ 1 in our Weierstrass data (13) and (14) can be imposed without harm. Indeed, at
the end of the previous section we saw that (15) guarantees the Γ-ratio to be | tan |ω||.
None of the SK-surfaces could have ρ = 1, otherwise by (17) it followed ω = 0 mod
π/2 and Γ would degenerate. Later we shall see that ρk converges to a finite value in
(1,∞) when k diverges to ∞. From now on consider ρ ∈ [1,∞).
We shall then first take ρ > 1 and the segment D → C upwards, on which
z(t) = eit, −α ≤ t ≤ α. Consider the curve c : R → T such that c|[−1,3] is one of the
generators for H1(T ), namely D → C → D′. A simple reckoning shows that X induces
the hyperelliptic involution (z, u)→ (z,−u) on S. This means that S is invariant un-
der 180◦ rotation around a vertical axis through any of the image points A, B, C or
D. Now, according to Section 3 we should position the extremes of X ◦ c on Ox1x2.
However, S is invariant by 180◦ rotation around any of its segments parallel to Ox2.
Therefore, up to re-parametrisation we have c(0) = DC ∩ AB and w(0) = w′(0) = 0.
Notice that z(c(0)) = 1 and X(0) is the origin.
At this point, we are ready to consider the ODE (9). From (13) and (14) one easily
reads off the functions p, q and r for z(t) = eit, 0 ≤ t ≤ α:
p(t) =
− sin t
cos t− cosα ·
(1/ρ + ρ) cos t− 2 cos β
[(1/ρ + ρ) cos t− 2 cos β]2 + [(1/ρ− ρ) sin t]2 ;
q(t) = −2κ sin
2 t/(cos t− cosα)
[κ+ 2(cos t− cosα)]2 ;
r(t) = cot t+
0.5 sin t
cos t− cosα +
2 sin t
κ+ 2(cos t− cosα) .
Notice that r has a singularity at t = 0, but since w′ is real analytic with w′(0) = 0,
then rw′ is finite at t = 0. Now take the extreme value ρ = 1. If β < α, then p will
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have a singularity at t = β. However, this case can be treated geometrically. Since
ρ = 1, there are additional symmetries which come out on the surface. The image
curves of z(t) = eit, 0 ≤ t < β and β < t ≤ α, are both parallel to the plane x2 = 0.
For β < t ≤ α we have a convex curve, symmetric with respect to a plane parallel to
x1 = 0 and with vertex at t = α. Therefore w
′(α) > 0, according to the argument at
the end of Section 3.
At this point we remark that α could have been restricted to the interval (0, π/2]. If
one took π/2 < α < π, then α˜ := π−α together with the involution (z, u)→ (−z, iu)
would give us ig = iu/
√
κ, (iu(−z))2 = z + 1/z − 2 cos α˜. In R3, it just means a 90◦
rotation of the surface around Ox3. In other words, this would simply change our
conventions of X(A′B) on Ox1 to Ox2 and so on. Therefore, without loss of general-
ity, henceforth we take α ∈ (0, π/2].
If β > α, it is another plane curve of symmetry which comes out, this time entirely
given by z(t) = eit, 0 ≤ t ≤ α. The image curve is convex and contained in a plane
parallel to x2 = 0. However, this case cannot be treated just geometrically and so we
shall make use of classical analytic arguments. On z(t) one has Re
∫
φ1 = 0 if and
only if I1 = I2, where
I1 :=
∫ α
0
(
cos t− cosα
cosα− cos β
) 1
2
· dt
cos t− cos β
and
I2 :=
∫ α
0
(
cosα− cosβ
cos t− cosα
) 1
2
· dt
cos t− cos β .
On the one hand, for β approaching α, I1 diverges to +∞ while I2 remains finite
(see Appendix B). On the other hand, by taking into account that cos t − cosα <
1 + cosα, for β approaching π we get I1 < I2. Since Re
∫
φ1 = I2 − I1, β ∼= α implies
w′(α) > 0 while β ∼= π implies w′(α) < 0. The intermediate value theorem assures
the existence of a certain β+ ∈ (α, π) at which w′(α) = 0. From Appendix C, it
follows the existence of a curve C+ in the region A := {z ∈ C : |z| > 1 > 1− Im{z}}
with w′|C+ ≡ 0. Since w is real analytic, this curve separates A into finitely many
simply connected regions. Also in Appendix C, we show that C+ cannot diverge to∞.
In order to interpret this fact geometrically, observe that the immersion X takes
BA′ to a segment in Ox1. Moreover, (17) for ρ = 1 implies that ω = π/2 mod π,
and from (18)-(20), the upper Scherk-ends measure π csc β. If they are shorter than
X(A′B), then w′(α) is positive. If they are larger, then w′(α) < 0.
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From the Support Function Method, if we choose ρeiβ ∈ C+ the point C will project
perpendicularly on Ox2. Namely, X(c(α)) has zero first-coordinate, as explained in
Section 3. Therefore, there is a vertical axis Ox′3 ⊥ Ox2 such that C ∈ Ox′3. Hence
180◦ rotation around Ox′3, denoted ̺
′, is a symmetry of S. Thus, the image of X(c(0))
under ̺′ lies again in Ox2. But since S is invariant under rotation around Ox2, the
curve X ◦ c must be closed. This solves the first period problem.
Before going ahead, notice that β+ is unique because (cosα− cos β) 12 I1 decreases
while (cosα− cos β) 12 I2 increases with β.
We take now the horizontal segment D → C, on which z(t) = ei(pi−t), α− π ≤ t ≤
π−α. Consider the curve c : R→ T such that c|[−1,3] is the other generator of H1(T ).
Since S is invariant by 180◦ rotation around any of its segments parallel to Ox1, up
to re-parametrisation we have c(0) = DC ∩ A′B and w(0) = w′(0) = 0. Notice that
this time z(c(0)) = −1, but X(0) is again the origin.
One considers now the curve z(t) = ei(pi−t), t ∈ [0, π − α]. Hence we have
p(t) =
− sin t
cos t+ cosα
· (1/ρ + ρ) cos t+ 2cos β
[(1/ρ + ρ) cos t+ 2cos β]2 + [(1/ρ− ρ) sin t]2 ;
q(t) = −2κ sin
2 t/(cos t+ cosα)
[κ+ 2(cos t+ cosα)]2
;
r(t) = cot t+
0.5 sin t
cos t+ cosα
+
2 sin t
κ+ 2(cos t+ cosα)
.
Now take again the extreme value ρ = 1. If β > α, then p will have a singularity
at t = π − β. Once more we can use purely geometrical arguments. Since ρ = 1,
the additional symmetries are this time given by z(t) = −e−it, 0 ≤ t < π − β and
π−β < t ≤ π−α, both plane curves parallel to x1 = 0. The stretch π−β < t ≤ π−α
is convex, symmetric with respect to a plane parallel to x2 = 0 and with vertex at
t = π − α. Therefore w′(π − α) > 0.
If β < α, z(t) leads to another curve of symmetry, this time in a plane parallel
to x1 = 0. The immersion X takes BA to a segment in Ox2. Now (17) implies that
ω = 0 mod π, but from (18)-(20) the upper Scherk-ends measure again π csc β. The
length of X(BA) is easily computable as
1
2
∫ ∞
0
[
κ
1
2
(t+ 1/t− 2 cosα) 12
+
(t+ 1/t− 2 cosα) 12
κ
1
2
]
dt/t
t+ 1/t− 2 cos β ,
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with κ = 2(cos β − cosα) by (17). At this point, recall the arguments used to analyse
the previous case z(t) = eit and β > α. Back to our present case, where z(t) = ei(pi−t)
and β < α, analogous arguments can be applied. We then conclude that the Scherk-
ends are shorter than X(BA) only when β > β−, for a certain β− ∈ (0, α), while
w′(π − α) < 0 for β < β−. Therefore, β− < β < α and ρ = 1 imply w′(π − α) > 0.
Similarly to the previous case in Appendix C, we get w′(π − α) = −∞ for enough
large ρ but α close to π/2. However, w′(π − α) = +∞ for ρ >> 1 and α ∼= 0. In any
case, the intermediate value theorem assures the existence of a curve C− in A with
w′|C− ≡ 0. This curve also separates A into finitely many simply connected regions.
From the Support Function Method, if we choose ρeiβ ∈ C−, then the point C will
project perpendicularly on Ox1. Namely, X(c(π − α)) has zero second-coordinate,
as explained in Section 3. Therefore, there is a vertical axis Ox′′3 ⊥ Ox1 such that
C ∈ Ox′′3. Hence 180◦ rotation around Ox′′3, denoted ̺′′, is a symmetry of S. Thus, the
image of X(c(0)) under ̺′′ lies again on Ox1. But since S is invariant under rotation
around Ox1, the curve X ◦ c must be closed. This solves the second period problem.
We must be careful at this point because one did not verify yet whether C+ and
C− eventually intersect. In other words, it still lacks a simultaneous solution for the
first and second periods. A priori, it could happen that w′(α) close to (ρ, β) = (1, α)
changes sign, but we are going to show that this is not the case. Let us look at w′(α)
and w′(π−α) as functions of (ρ, β). For α = π/2, the curves C+ and C− will be sym-
metric by a reflection in iR. From Appendix D, if we prove that w′(π/2) is positive
in a punctured neighbourhood of (1, π/2), this will mean that C+ ∩ C− ∋ iρ1, for a
certain ρ1 > 1. In fact, this ρ1 will be the unique ρ-value that defines the standard
Scherk-Karcher surface SK1.
Now we show that neither C+ nor C− gets close to (ρ, β) = (1, α). The segments
X(A′B) and X(BA) measure
(21)
1
2
∫ ∞
0
[ √
κ√
t+ 1/t± 2 cosα +
√
t+ 1/t± 2 cosα√
κ
]
dt/t
t/ρ+ ρ/t± 2 cos β ,
respectively. Therefore, in a punctured neighbourhood V of (ρ, β) = (1, α), the inte-
grals at (21) diverge to +∞, while the length of the Scherk-ends remain bounded by
(18) and (19). Along z(t) = eit, 0 ≤ t ≤ α, the function g is real and varies monoton-
ically. Therefore, the projection of X ◦ z on the plane x2 = 0 is convex. Moreover,
w = X · n = (projx2=0X) · n and so, according to the argument at the end of Section
3, w′(α) > 0 on V . Similarly, on z(t) = −e−it, 0 ≤ t ≤ π − α, g is purely imaginary
and varies monotonically. This time projx1=0(X ◦ z) is convex and the corresponding
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w on this curve has a positive derivative at t = α, for any (ρ, β) ∈ V \ {(1, α)}.
From the previous arguments we infer that C+ ∩ C− ∋ iρ1 in the case α = π/2, for
a certain ρ1 > 1. In this case β = π/2 and equations (21) turn out to be the same,
so the periods close up if and only if (21) equals the absolute value of (18) or (19),
namely π/
√
2. In other words, the following equality must hold for κ = ρ− 1/ρ:
(22) π
√
2 =
∫ ∞
0
[ √
κ√
t+ 1/t
+
√
t+ 1/t√
κ
]
dt/t
t/ρ+ ρ/t
.
From Appendix A, it follows that (22) holds for a single ρ1 > 1. Now denote
S1+ := {z ∈ S1 : Im{z} ≥ 0}. On the set (−∞,−1]∪S1+∪ [1,+∞), the extremes of C+
and C− lie alternately. Since they are real analytic curves, their intersection consists
of a finite number points. Moreover, from [9, p. 132] their intersection number is
always equal to one (the total summation after attributing sign and degree to each
crossing and tangent point). Indeed, by considering C+ as an immersed submanifold
of S2, we can smoothly join its extremes with a simple curve in S2 \ A. Afterwards,
one eliminates self-intersections according to the procedure described in [9, p. 127].
The same can be done to C−. One gets a family of S1-embeddings in S2, transversal
up to arbitrarily small perturbations. From [9, p. 132], their intersection number is
zero, a topological invariant. By deducting the single crossing at S2 \ A, one gets
♯(C+, C−) = 1.
We start at α = π/2 and let α converge to zero. Figure 5 shows a possible failure
at trying to get a continuous family of surfaces parametrised by α.
From Figure 5 one sees that the -crossing will die off after step IV. However,
if we take back steps V:=III and VI:=II by tracking the ©-crossing, we can re-start
at VI with the ♦-crossing. From that step on we take VII:=III and VIII:=IV. In
the next section we shall formalise this procedure. It illustrates the fact that one
still gets a continuous family of surfaces, now parametrised by a variable that we call
k ∈ [1,∞). One starts at α(1) = π/2 and ends with α(∞) ∈ (0, π/2). If C+ ∩ C−
is always transversal, then α will be a monotone function of k, which seems to hold
numerically. However, this fact is far from being trivial to prove. Anyway, in the next
section we demonstrate that k →∞ will lead to the SGOH surface, the singly periodic
genus one helicoid.
Here we summarise what was obtained so far: For every α ∈ (0, π/2] there are two
analytic curves C± ⊂ A, along which one closes up each of the two periods. The curves
have alternating endpoints for α in a neighbourhood of π/2 and vary analytically with
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I
III
II
IV’
IV
VI
Figure 5: Possible sequence of intersections between C+ and C−.
α. From their common intersections we can describe a continuous family of surfaces.
At this point we have already proved items (a) and (b) of Theorem 1.1.
6. Limits and Embeddeness
In the previous section we obtained a continuous one-parameter family of doubly
periodic minimal surfaces SKk with k ∈ [1,∞). Let us now analyse what happens
when k diverges to ∞. In the general case, one recalls (17)-(19) and (22) becomes a
system of two equations:
(23) 2π
cosω
sin β
=
∫ ∞
0
[ √
κ√
t+ 1/t− 2 cosα +
√
t+ 1/t− 2 cosα√
κ
]
dt/t
t/ρ+ ρ/t− 2 cos β
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and
(24) 2π
sinω
sin β
=
∫ ∞
0
[ √
κ√
t+ 1/t+ 2cosα
+
√
t+ 1/t+ 2cosα√
κ
]
dt/t
t/ρ+ ρ/t+ 2cos β
,
where
(25) ω =
{
1
2 arctan
(ρ−1/ρ) sinβ
(ρ+1/ρ) cos β−2 cosα , if (ρ
2 + 1) cos β secα ≥ 2ρ;
pi
2 +
1
2 arctan
(ρ−1/ρ) sinβ
(ρ+1/ρ) cos β−2 cosα , if (ρ
2 + 1) cos β secα < 2ρ.
Both (23) and (24) will simultaneously hold for a space curve (α(k), β(k), ρ(k)),
k ∈ [1,∞), with α(1) = β(1) = π/2 and ρ(1) equals a certain ρ1 > 1. Whilst (23)
solves the period problem in the x1-direction, (24) solves it in the x2-direction. We
recall that, for any fixed k, C+ starts at β+ ∈ (α, π). From (23) one sees that β+
can never belong to the interval (0, π/2], because then ρ = 1 and w = π/2, and so
β+ ∈ (π/2, π). At the other extreme of C+, from (17) a simple reckoning gives
lim
β→0
√
κ sinω cscβ =
(ρ− 1/ρ)/2√
ρ+ 1/ρ− 2 cosα.
From (24), one sees that ρ cannot be close to 1 when C+ approaches the real
positive axis. In Section 5 we took the paths z(t) = eit, t ∈ [0, α], and z(t) = ei(pi−t),
t ∈ [0, π − α]. Let us write the integration of φ1 on the 1st path as
∫ α
0 φ1, and of φ2
on the 2nd as
∫ pi−α
0 φ2. The simultaneous solution (23) and (24) are then equivalent
to
(26) Re
∫ α
0
φ1 = 0
and
(27) Re
∫ pi−α
0
φ2 = 0
respectively. Now suppose that C− will always have points with ρ ≥ 1+ε, for a certain
positive ε, no matter how close α is to zero. By explicitly writing down 2Re
∫ α
0 φ1, we
get
(28)
∫ α
0
( √
κ/2
(cos t−cosα) 12
− (cos t−cosα)
1
2√
κ/2
)
·[(ρ+ 1/ρ) cos t− 2 cos β]dt
[(ρ+ 1/ρ) cos t− 2 cos β]2 + [(ρ− 1/ρ) sin t]2 .
By taking t = αs in (28), one easily computes
lim inf
α→0
2
√
κRe
∫ α
0
φ1 ≥ π,
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which contradicts (26). Therefore, C− degenerates to point 1 ∈ S1 when α approaches
0. By joining our conclusions about C±, we see that there is an α∗ ∈ (0, π/2) for
which both curves cross at a point ρ∗ ∈ (1,∞). With β∗ = 0, this will give us
the same Weierstrass data of the SGOH, as shown further on. According to [8] the
SGOH is unique, and so will be (α∗, ρ∗). This means that C+ ∩ C− has an odd in-
tersection number for α ∈ [α∗, π/2], and an even one for α ∈ (0, α∗). We then have
(α, β, ρ)|k=∞ := (α∗, 0, ρ∗).
One must be careful at this point because the k-curve is supposed to reach the
point (π/2, π/2, ρ1) at k = 1. In fact, the curves C± may be considered as intersections
of two surfaces C±α in R3 with parallel planes at level α, α ∈ (0, π/2]. By tracking back
the point ρ∗ ∈ C+∩C− at α = α∗, a space curve C ⊂ C+α ∩C−α is described. From [9, p.
147], the “height” α applied to C may be considered as a Morse function f . Therefore,
whenever the tracking dies off, this represents a local extreme of f . Namely, the curve
C is either descending to a smaller α, or re-taking its ascent to a bigger α. Moreover,
C cannot be closed because ♯(C+ ∩ C−) is even for α < α∗ and C− shrinks to a point
when α→ 0.
At the beginning of Section 5 we remarked that α could be restricted to the in-
terval (0, π/2]. Letting α vary in [π/2, π) we obtain the corresponding C± curves by
reflection in iR of the C± curves for the (0, π/2] case. In particular, C+ ∩ C− = ∅
when α approaches π. This will symmetrically extend C by 180◦-rotation around the
line α = β = π/2, and make it connect (α∗, 0, ρ∗) with (π − α∗, 0,−ρ∗). Moreover,
(π/2, π/2, ρ1) ∈ C because its intersection number is odd. Namely, (α(k), β(k), ρ(k)) is
in fact a parametrisation of C. This guarantees that we get a maximal continuous fam-
ily SKk, k ∈ (−∞,∞), passing through the standard Scherk-Karcher surface at k = 1.
From this point on we shall strongly use the references [11] and [30]. Figures 32
and 33 of [30] are very helpful to understand what will happen to SKk. In [11] by
the position of SGOH in R3, the Gauß map takes on the value −1 at the crossings
between vertical and horizontal lines. These crossings correspond to points A and B
of Figure 3(a). Therefore, we introduce the function
G =
1 + g
1− g .
Namely, G is the same Gauß map, now clockwise rotated of 180◦ about Ox2.
Because of that, the height differential must be taken as
dH = i
√
sinα/2
(z − λ+)(z − λ−)
(z − ρeiβ)(z − ρe−iβ) ·
dz
uz
,
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where the factor
√
sinα/2 is just a re-scaling and λ± are the z-values at which g = 1,
namely
[κ+ 2cosα±
√
(κ+ 2cosα)2 − 4]/2.
Since lim
k→∞
(α, β, ρ) = (α∗, 0, ρ∗), then lim
k→∞
κ = ρ∗ + 1/ρ∗ − 2 cosα∗ and conse-
quently lim
k→∞
(λ+, λ−) = (ρ∗, 1/ρ∗). We recall that T is the torus defined in Section 4.
Denote its universal covering by µ : C→ T .
In [11] one has some important functions and parameters that we shall use here
by the same name, but in bold style to avoid confusion with our notation. So take
z, w and ρ from [11] and notice that z = iz, ρ = π/2 − α, 2u2 = i sinα(z′/z)2
and u2w2 = 2i sinα. Without loss of generality, u = eipi/4
√
sinα/2 · z′/z and u =
−eipi/4√2 sinα/w. Consequently,
(29) G =
w − reipi/4
w + reipi/4
and
(30) dH = eipi/4
(z − iλ+)(z − iλ−)
(z − iρeiβ)(z − iρe−iβ) ·
dz
z′
,
where r =
√
2 sinα/κ.
Now take any compact K ⊂ C \ (z ◦ µ)−1(iρ∗). On K, one sees that (29) and
(30) will converge uniformly to the Weierstraß data of the SGOH, as presented in
[11]. Since periods are closed for any real k, so they are for k = ∞. Moreover, the
limit must be the SGOH from Hoffman-Karcher-Wei, since it is unique according to [8].
For the embeddedness, standard arguments show that the fundamental piece of
SK1 is a graph (see [15, p. 60], [27, p. 360] or [28, p. 566] for instance). Since the
(maximal) family SKk is continuous, a direct application of the classical maximum
principle and the maximum principle at infinity shows that every member of this fam-
ily is embedded, including the SGOH at the extremes. This completes assertion (c)
in Theorem 1.1.
7. Appendix
A. Equality (22) holds if and only if (26) holds, for α = β = π/2. But in this
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case (26) is equivalent to J1 = J2, where
(31) J1 := κ
2
∫ pi/2
0
√
cos t dt
ρ2 + 1/ρ2 + 2cos(2t)
and J2 :=
∫ pi/2
0
√
cos t
3
dt
ρ2 + 1/ρ2 + 2cos(2t)
,
with κ = ρ − 1/ρ. Of course, if κ ≥ 2 then J1 > J2. Now observe that the ρ-
derivative of J1 is positive when ρ ∈ [1, 1 +
√
2], while J2 always decreases with ρ.
Since ρ ≥ 1 +√2 implies κ ≥ 2, then (31) can only hold for a single ρ1 ∈ [1, 1 +
√
2].
This is indeed the case, because in [11] the authors show that (31) has at least one
solution.
B. Since
I2 =
∫ α
0
(
cosα− cos β
cos t− cosα
) 1
2
· dt
cos t− cos β ,
the change of variables u = cos t gives
I2 = (cosα− cos β)
1
2
∫ 1
cosα
du/
√
1− u2
(u− cosα) 12 (u− cos β)
.
Since 1− u2 > 1− u for α ∈ (0, π/2], the change u = 1− v2 leads to
lim sup
β→α
I2 ≤ lim sup
β→α
E
∫ (1−cosα) 12
0
[(1− cosα) 12 − v]− 12dv
(1− cos β) 12 − v
,
where E := 2(cosα− cos β) 12 (1− cosα)− 12 (1− cos β)− 12 . With v = −w2+(1− cosα) 12
we have
lim sup
β→α
I2 ≤ lim sup
β→α
2E
∫ (1−cosα)1/4
0
dw
(1− cos β) 12 − (1− cosα) 12 + w2
.
This last integral gives lim supβ→α I2 ≤ 2π
√
2/(1− cosα)3/4.
C. Now we are going to study the case ρ → ∞. From (17) it follows that κ → ∞,
and so q(t) vanishes uniformly on every compact subinterval of [0, α). However, p(t)
goes to infinity unless we re-scale dh by dh˜ := (1/ρ + ρ)dh. Henceforth, we take this
replacement for granted. The solution w will continuously depend on the parameters
at t = α providing the coefficients do not get singularities there. We can partially
go round this by making the change t(s) = α + s3, − 3√α < s < 0. Consequently,
(9) becomes w¨ = P + Qw + Rw˙, where P (s) = 9s4p(t(s)), Q(s) = 9s4q(t(s)) and
R(s) = 3s2r(t(s)) + 2/s. Notice that R still has singularities at − 3√α and 0, but this
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will not harm our analysis.
By fixing a compact subinterval [− 3√α,−δ] of [− 3√α, 0), ρ → ∞ leads to w¨ =
p˜+ r˜w˙, where
p˜(s) =
−9s4 sin 2t
2(cos t− cosα) ;
r˜(s) = 3s2
(
cot t+
0.5 sin t
cos t− cosα
)
+
2
s
.
Therefore,
w˙(s) =
−9s2 sin t√
cos t− cosα
∫ s
− 3√α
σ2 cos t dσ√
cos t− cosα.
It is clear that w˙ is always negative, and from w¨ = p˜+ r˜w˙ the same holds for w¨. By
using the continuous dependence on parameters, there exits M > 1 such that both w˙
and w¨ are still negative for any ρ ≥M . Since Q is bounded at s = 0, we can suppose
that M is big enough to keep w¨ < 0 for s ∈ [−δ, 0], and consequently w˙(0) < 0. This
means that w′(α) = −∞.
This should not surprise the careful reader, for although w is finite on bounded
curves, its derivatives can drastically change after re-parametrisation. Therefore, ρ =
1 implies w′(α) > 0 while ρ→∞ implies w′(α) < 0. The intermediate value theorem
assures the existence of a curve C+ in the region A := {z ∈ C : |z| > 1 > 1− Im{z}}
with w′|C+ ≡ 0. Since w is real analytic, this curve separates A into a finite number
of simply connected regions. The convergences are uniform for any β ∈ [0, π], so that
C+ is bounded.
Similarly, for the stretch t ∈ [0, π − α] we take t = π − α+ s3, − 3√π − α < s < 0,
so that ρ→∞ implies
w˙(s) =
−9s2 sin t√
cos t+ cosα
∫ s
− 3√pi−α
σ2 cos t dσ√
cos t+ cosα
.
Now notice that w˙(s) varies from negative to positive for s close to zero, when α
drops from π/2 to zero. Anyway, |w˙(0)| =∞ except for a single α-value in (0, π/2).
D. Here we prove that w′(α) < 0 for β = π and any ρ ≥ 1. Due to the rota-
tional symmetry around X(AB), the ODE (9) for z(t) = eit and 0 ≤ t ≤ α can be
equivalently studied for −α ≤ t ≤ 0. In this case we have
w′′ − r(t)w′ − q(t)w = p(t) ≥ 0.
Baginski and Ramos Batista, Solving Periods with Support Function 24
By taking s = −t/α, one rewrites the previous ordinary differential inequality as
w¨ −R(s)w˙ −Q(s)w ≥ 0,
where Q(s) = α2q(t(s)) and R(s) = −αr(t(s)). Our intention is to apply Theorem
3.1. If β = π and ρ ≥ 1, then κ = ρ+ 1/ρ+ 2cosα and
lim
s→1
(
−R+ (1− s)Q
)
= −∞.
Moreover, the unitary normal is (0, 0,−1) at z = e−iα, and the third coordinate of
X(e−iα) is negative. Therefore, w has a positive maximum at s = 1 and consequently
w˙(1) > 0. By recalling that we took −α ≤ t ≤ 0, then w′(α) < 0.
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