In previous work we reported high classi cation rates for Learning Vector Quantization (LVQ) networks trained to classify phoneme tokens shifted in time. It has since been shown that the framework of Minimum Classi cation Error (MCE) and Generalized Probabilistic Descent (GPD) can treat LVQ as a special case of a general method for gradient descent on a rigorously de ned classi cation loss measure that closely re ects the misclassi cation rate. This framework allows us to extend LVQ into a prototype-based minimum error classi er (PBMEC) appropriate for the classi cation of various speech units which the original LVQ was unable to treat. Speech categories are represented using a prototype-based multi-state architecture incorporating a Dynamic Time Warping procedure. We present results for the di cult E-set task, as well as for isolated word recognition for a vocabulary of 5240 words, that reveal clear gains in performance as a result of using PBMEC.
INTRODUCTION
In previous work (McDermott & Katagiri, 1989 & Katagiri, , 1990 & Katagiri, , 1991a we reported high classi cation rates for simple Shift-Tolerant Learning Vector Quantization (STLVQ) networks trained to classify phoneme tokens that are shifted in time. The STLVQ algorithm for adjusting prototypes in phoneme-dependent networks was based on Kohonen's Learning Vector Quantization (LVQ) (Kohonen, 1986 (Kohonen, , 1990 ; Kohonen, Barna, system parameters of various classi er structures can be adapted so as to perform gradient descent on this loss function, in a probabilistic sense. This rst involves de ning, for each of M categories, a discriminant function re ecting the extent to which a token x belongs to that category. The decision rule will be to choose the category with the best discriminant function value as the classi cation of any given token x.
For simplicity we assume x 2 < N in the rest of this section.
On an LVQ interpretation, the discriminant function for each category is a distance of the form g j (x; ) = (1) where r ij 2 < N is the (adaptable) i-th reference vector of category j, I j is the number of reference vectors of category j, jj jj is the Euclidean norm, and is an arbitrary scalar, usually constant. If one uses a large , (1) can be seen to correspond to the distance between observation x and the closest reference vector of category j. Assuming that x of category k is presented to the classi er for training, a misclassi cation measure can then be given as: For a large , the expression on the right hand side of the minus sign can be seen to correspond to the value of the discriminant function of the closest incorrect category. The misclassi cation measure then corresponds to a direct comparison of the correct category with the best matching incorrect category.
The sign of this measure re ects the correctness of the classi cation.
A loss function can now be de ned. In classi er design, the ideal loss must directly re ect the misclassi cation count, and is typically taken to be: 
In MCE/GPD the ideal loss is approximated using a smooth loss function. Many choices exist for this function. For now we mention just one example:
k (x; ) =`(d k (x; )) (4) where`(
with a large positive . One can see that this loss approximates an ideal binary loss function well and is continuous.
Ideally, we would minimize the expected loss L( ), which is the local loss`() integrated over all M categories k and their probability densities:
Z`k (x; )p(x j C k )dx (6) where P(C k ) and p(x j C k ) are the class a priori and conditional probabilities respectively. Since we do not know these distributions, however, we cannot evaluate this directly. A solution to this di culty was one of the key contributions of (Amari, 1967 ). Amari's Probabilistic Descent Theorem showed that for an in nite sequence of random samples x t (t denotes a discrete time index in a training sequence), and a suitably chosen step size sequence t , adapting the system parameters according to t+1 = t ? t Ur`(x t ; t )
converges to a local minimum of L( ), where t denotes the state of at t. (U is a positive de nite matrix which allows us to scale the learning rate di erently for di erent model parameters. This may be important when the behavior of the model is more sensitive to some parameters than others. In the simplest case, this matrix is the identity matrix.) Thus, though the overall loss is never directly calculated, it can be minimized by using the derivative of the local loss`().
This type of sequential (sample-by-sample) optimization in general is referred to as Stochastic Descent (Fu, 1968) .
Applying the chain rule to the loss de ned in (4) when using the discriminant function in (1) and the misclassi cation measure in (2) (and using large values for and ), the parameter modi cation (7) becomes r k zk ( ) = 2 `0(d k (x; ))(x ? r k zk ( )) (8) and r j zj ( ) = ?2 `0(d k (x; ))(x ? r j zj ( ))
where k is the correct class, j is the best matching incorrect class, and z k and z j denote the closest reference vectors in categories k and j. Furthermore, the shape of the derivative of`(), on the above de nition, entails that training is only performed for a small number of tokens near the class boundary.
This learning procedure, with the reference vector adaptation rules in (8) and (9), corresponds very closely to the LVQ2 learning rule (Kohonen, 1988; McDermott, 1990 ). Here we clearly see how LVQ can be seen as a simple implementation of MCE/GPD.
In the above, an in nite number of random training samples is required for convergence. In practice, only a nite number of samples is ever available. Of course, even with a nite number of samples, one can claim that in principle, as the number of samples increases, the MCE/GPD method approaches a local minimum of the expected loss (6) . Furthermore, the MCE/GPD method allows for adaptive learning, in that the classi er can learn as more and more data is presented.
Another approach that is often convenient in practice is to minimize the empirical average cost,
where N is the total number of training samples and N k is the number of training samples for each category k. The empirical cost in (10) can be minimized using several gradient-based descent methods.
For instance, many di erent updating schedules could be considered in addition to the sequential, sample by sample update rule in (7) . The extreme opposite of this sequential method would be to perform the update after the presentation of all training samples, according to:
which corresponds to what is often referred to as the \batch" method of optimization. We should note that many other gradient-based methods exist, such as steepest descent, conjugate gradient methods, and Newton's method.
It is important to stress that the empirical cost de ned in (10) only re ects performance on the training samples. One can claim, though, that the empirical cost converges in principle to the actual expected cost (6) as the number of design samples goes to in nity.
In our experiments, the update method used was the sequential update rule of (8) and (9) . This kind of sequential, stochastic method has been found by many to be e ective in overcoming local minima and exploiting data redundancy in the training set to achieve faster convergence (Bottou, 1991) . The key aspect of the above analysis (described in fuller detail in (Juang & Katagiri, 1992b) & Katagiri, 1989 & Katagiri, , 1990 & Katagiri, , 1991a , the \Shift-Tolerant LVQ" architecture was applied to tasks in phoneme recognition. LVQ learning was applied at each position of a window that was shifted over the speech token. Although this method greatly enhanced classi er tolerance for local temporal variation, there was a clear discrepancy between the training and testing criterion: training was at the level of segments de ned by the window, i.e. sub-phonemes, while testing was at the level of phonemes, i.e. sequences of such segments.
Here, we eliminate this discrepancy between training and testing criteria (see Figure 1 (a)) and show how the goal of correctly classifying samples from the speech unit of interest -such as phonemes, words or (reasonable) longer speech units -can be directly re ected in the loss function to be minimized. The analysis here is very similar to that in Section 2; the key change being to replace the xed-dimensional observation x with a variable representing a nite sequence of feature vectors, x T 1 = (x 1 ; :::; x t ; :::; x T ).
The resulting formalization meets the di erentiability requirements and the convergence of the adaptation procedure based on (11) still holds (Katagiri et al., 1990) . Note that on this de nition and in the ones that follow, T could vary for di erent observation sequences. Thus there is no reason to limit training to utterance tokens of xed frame lengths, as was done in (McDermott & Katagri, 1989 , 1991a ). Instead, training should be carried out over the whole length of the utterance in question so as to model a given target speech category correctly.
( Figure 1 about here)
In PBMEC, a category is represented as a particular sequence of sub-phonemic or sub-word states. corresponds to an L p norm of Mahalanobis distances. As above, a large value for means that the closest reference vector will dominate this expression. A matrix of state distances D T;S is de ned to be a matrix where each position (t; s) contains e t;s . The discriminant function for each target category j is then taken to be:
where the path distance V j (D T;S ) represents an accumulated sum of state distances along the path j , a possible path within a region of D T;S permitted by a DTW procedure for category j, given the state sequence corresponding to the phonemic transcription of category j. Note that a large value for will mean that the DTW path with the smallest distance will dominate this discriminant function. Here T is the duration of the token and S is the total number of states in j. Figure 2 illustrates the structure of the model for a single phoneme. Note that training will be performed at the level of the category j, not of the sub-category states s. The overall system architecture is illustrated in Figure 1 (b).
(Figure 2 about here)
Within the MCE/GPD framework, there are many possibilities for the functional form of the discriminant function, the misclassi cation measure, and the loss. Here we de ne a di erent misclassi cation measure from the one de ned in (2). The following de nition corresponds to a normalization of (2) by g k (x T 1 ; ), and thus gives a better indication of the relative value of the discriminant function of the correct category k compared to the values for the discriminant function of all other categories in the problem:
SMOOTHNESS IN DECISION
We have seen that several of the MCE/GPD equations can be simpli ed if large power values are used in the L p norm terms. A large simpli es (12) as the reference distance to the closest reference vector; a large simpli es (13) as the path distance along the path with the smallest accumulated distance; a large means that the best incorrect category will dominate the expression in the numerator of (14) . These are considerable simpli cations of the full, general MCE/GPD equations. Implementing the simpli ed equations allows some computational savings, but may result in a less smooth classi er which generalizes poorly to unseen data (Juang & Katagiri, 1992a) .
Without de ning smoothness in precise terms, one can view smoothness in this context as being related
to the values used for the L p powers in the above expressions and to the steepness of the loss function. The higher the power, the less smooth the above discriminant function (13) and misclassi cation measure (14) become. Similarly, a large in the loss function (5) will result in a non-smooth loss function. Thus, there will be more abrupt changes in the loss function when the adaptable parameters are changed. There are several aspects to the issue of how to choose the appropriate degree of smoothness which deserve attention.
First, in order to apply the MCE/GPD method, the error surface of the overall loss must be amenable to gradient-based search. Thus, a certain degree of smoothness is required, and there must be at least some regions of non-zero gradient on the error surface. Figure 3 illustrates an example of a non-smooth error surface for a two class problem, that of classifying one-dimensional data from two overlapping Gaussian distributions (with means at 0.3 and 0.7, and standard deviations of 0.2). One reference vector was assigned to each class, and the overall empirical loss (10) for a given sample size was calculated for a grid of positions of the two reference vectors. Figure 3 was plotted for a sample size of 5 points per category, using the (non-smooth) ideal 0-1 loss function. One can see how the resulting error surface would not be tractable to gradient search, as it consists in large plateaus of zero gradient, with abrupt, discontinuous transitions beween plateaus. However, using a smoother, piece-wise linear MCE/GPD loss (described below), to calculate the same empirical loss over the same training sample, we see (Figure 4) that the error surface is now much more suitable for gradient-based search.
( The previous considerations concern the e ectiveness of the learning method in nding a local minimum of the overall loss. Another important set of considerations concerns nding a local minimum that will generalize well to unseen data. Here, the MCE/GPD argument is that smoothing the ideal loss over a given sample of training data helps to interpolate the value of the loss for unseen data. There is no theory at this point guaranteeing the quality of this interpolation (which will of course depend on the available sample size), but it has proved useful to view the smoothing of the ideal loss in this way. Ultimately, one wants to reduce the overall loss based on the ideal 0-1 loss as measured not only on a limited body of training data, but on the true (unknown) data distributions. Using a smoother classi er may depart from the approximation of the error rate as measured on training data, but may yield bene ts when applied to unknown test data. For additional discussion of this topic, see (Juang & Katagiri, 1992a ). We will address this question further in the experiments section.
Finally, there is a computational cost to certain kinds of smoothness, which constrains the choice of the MCE/GPD parameters related to smoothness. For instance, the path-based discriminant function (13) can potentially involve huge numbers of paths through the distance matrix. Here, if one assumes a large L p norm power , this discriminant function can be closely approximated by using only the best path or the top few best paths, which is computationally cheaper. The existence of DTW algorithms means that the top few paths can be found e ciently, without having to calculate the path distance for every path. Similarly, the misclassi cation measure (14) , in a task involving a large number of categories (as in a large vocabulary task, or a grammar-based task where the grammar allows a large, perhaps in nite number of strings as possible classi cation outputs), might require simpli cation by using a large L p norm power, entailing that only the top few incorrect category scores are necessary. Once again, this becomes advantageous if there is an e cient way of pruning the search for the best, or top few best, incorrect categories.
RELATIONS WITH OTHER MCE/GPD-BASED CLASSIFIERS
A key di erence between the approach we have described here and our initial approach (McDermott & Katagiri, 1989 Katagiri, , 1990 Katagiri, , 1991a ) is that here training is performed with reference to the classi cation of the target speech unit we are interested in recognizing. We should point out that the structure of the classi er described here is quite di erent from that of other MCE/GPD trained DTW classi ers (Chang & Juang, 1991 and (Komori & Katagiri, 1992 ).
These approaches use full templates of words or phonemes, whereas the PBMEC system described here uses a small number of sub-word or sub-phoneme states to represent a given speech category. These states function as abstractions of adjacent frames in a template. As the number of states is small relative to the number of frames in a full utterance template, the amount of computation required for DTW is correspondingly smaller. Thus, the approach we describe here is more practical than other DTW applications of MCE/GPD described so far.
The PBMEC classi er is actually much closer to an HMM-based implementation of MCE/GPD (Chou & Juang, 1992; . Both approaches use connected states to represent utterance categories; both approaches associate a number of reference vectors (or mean vectors) with each state.
The main di erence between the two approaches is that an HMM computes state probabilities (of a frame of speech in a given state), while the classi er described here uses state distances (between a frame of speech and reference vectors in a given state). Instead of using the path in the HMM state network with the greatest probability, PBMEC uses the path in the state network with the smallest cumulative distance. When one considers that a distance can correspond to the negative of the log of a probability, these two procedures can be viewed as quite similar. However, we have made no e ort here to use distances that derive from actual probabilities. The PBMEC state distance, an L p norm of reference distances, thus has di erent properties from a mixtured Gaussian state probability in an HMM.
In broad outline, the architecture described here also resembles the Multi-State TDNNs described in 
EXPERIMENTS AND DISCUSSION

PIECE-WISE LINEAR MCE/GPD LOSS FUNCTION
A key concept in MCE is to use a smooth approximation of the ideal 0-1 loss function. We have found piece-wise linear loss functions similar to the ones shown in Figure 5 , to be very useful in practice. Loss function (a) rises linearly from a point at (?Q1; 0) up to a point (Q2; 1). Function (b) also rises from (?Q1; 0) to (Q2; 1), but in two linear steps, via (0; R1) and (0; R2), with a discontinuity at the origin.
Both functions can be used for GPD training as they have continuous non-zero derivatives for all values
between ?Q1 and Q2 (the discontinuity of the derivative of loss (b) at the origin is not signi cant in practice) and a zero derivative elsewhere (except for discontinuities at (?Q1; 0) and (Q2; 1), which are also not signi cant in practice). This entails that learning will only occur for tokens whose discriminant function value is between ?Q1 and Q2. A positive value for Q2 and a zero value for Q1 translates into learning only for tokens that are incorrectly classi ed. A larger value for Q1 means that learning will also occur for tokens that are correctly classi ed but considered too close to the boundary between correct and incorrect classi cation. Loss function (b) o ers more exibility in approximating the ideal 0-1 loss function and is thus the function we used in the experiments described in the following. Note, however, that (a) and (b) result in very similar MCE/GPD learning.
( Figure 5 about here)
We have found that controlling the extent of learning when close to the correct/incorrect boundary has a large impact on the ability of the classi er to generalize to unseen data. While we cannot present a formal analysis of this here, we can view this practice as a way of smoothing the training data by simulating the presence of unseen data in the neighbourhood of the available data. A token that is correctly recognized but close to the correct/incorrect boundary is taken to indicate the likely presence of other data in the neighbourhood that would fall on the incorrect side of the boundary and that would thus require that the classi er parameters be modi ed. In the following we present experiments evaluating di erent amounts of \learning when correct," as determined by the value of the threshold Q1 in the above loss function.
OVERVIEW OF EXPERIMENTS
The experiments we describe here were designed to test the capability of PBMEC on databases that have been used by others, namely the Bell Labs E-set task (Chang & Juang, 1991) and the ATR 5240 isolated word recognition task (McDermott & Katagiri, 1991b).
On both the E-set task and the 5240 isolated word recognition task, we examined the e ect of varying the loss function parameter Q1. For both speaker-dependent and multi-speaker experiments, we found that this has a signi cant impact on the generalization of training data performance to testing data.
E-SET TASK
The Bell Labs E-set task is a di cult classi cation task, as it is multi-speaker, the data is corrupted (over dialed-up telephone lines), and the categories to distinguish are very similar to one another. In both training and test sets, there are 100 tokens for each of the nine categories. Each frame of speech in the database consists of 12 LPC cepstral coe cients and 12 delta-cepstral coe cients, for a total of 24 features.
As the categories of the E-set (the spoken letters 'b', 'c', 'd', 'e', 'g', 'p', 't', 'v', 'z') all share a nal /i/ sound, the task of distinguishing these sounds requires the classi er to learn to ignore the similar, shared part of each category and focus on the distinguishing parts. This proved di cult for the original segment-level training method (STLVQ (McDermott & Katagiri, 1989 , 1991a ), which, applied to the E-set task, yielded only 72.6% correct for training data, and 53.7% correct for test data. This result can be understood when one considers that the STLVQ algorithm attempts to correctly discriminate each local segment (generated by sliding a 7-frame (acoustical feature vector) window over the utterance, one frame at a time), with no knowledge of the nal recognition output. E ectively, applied to the E-set task, the STLVQ algorithm attempted to discriminate the shared /i/ sounds in the E-set categories. The result was unstable learning and poor recognition performance.
Since PBMEC, trained by MCE/GPD as described above, explicitly incorporates the nal recognition decision into the loss minimization process, it should lead to much better performance than the STLVQ algorithm, applied to the E-set. In the experiements that follow, we used a classi er with 5 states per E-set category, 5 reference vectors per state, one frame per reference vector, and a durational constraint of a minimum of 3 frames per state in the DTW calculation. The matrix s i in the de nition of state distance (12) was initialized at the identity matrix. (In other experiments, we initialized this matrix to be the covariance matrix of the training data. This did not yield better performance on the E-set task.) s i was adapted using the same learning rate as for the reference vectors, i.e. the matrix U in equation (7) above was the identity matrix. Furthermore, s i was implemented as ( Only the best incorrect category was used in the misclassi cation measure (14) , and only the best DTW path was used in the discriminant function (13) . These simpli cations correspond to large values for the L p norm powers and . The discontinuities that result from using these simpli ed forms of the MCE/GPD de nitions had no signi cant ill e ect on the training procedure. The reference vectors of the classi er were initialized using a DTW-embedded K-means clustering that uses distances similar to the L p norms described above. The test data performance for this initial con guration was 61.9%. This baseline performance is similar to the 63.8% correct obtained for the template-based DTW recognizer in (Chang & Juang, 1993) , brie y described above, applied to the same database (where an identical set of LPC features were used), prior to MCE/GPD training. This performance is also very close to the 61.7% correct performance of a standard HMM trained using Maximum Likelihood Estimation (Su & Lee, 1991) .
We then examined the e ect of MCE/GPD training (over 25 epochs, i.e. full presentations of the training set) for several choices of the smoothing parameter Q1, which controls the amount of learning when correct. Figure 6 illustrates how both the actual recognition rate and the modelled recognition rate improve over the course of learning, for one typical training run. Figure 7 shows the classi er's nal recognition performance for both training and testing data as a function of Q1. The best performance here is 84.7% correct. As we can see, a small value for the smoothing parameter entails that it is easier for the classi er to learn the training set, but generalization to the unseen test set is relatively poor, compared to large values for Q1. As Q1 is increased, the training and test data recognition performances grow closer to one another, i.e. training data performance decreases but test data performance increases, until both performances deteriorate.
( Figure 6 about here) (Figure 7 about here) For reference, the template-basd DTW classifer in (Chang & Juang, 1993) , trained using MCE/GPD under similar conditions, achieved a similar performance of 84.4% correct. An MCE/GPD trained HMM (Chou & Juang, 1992 ) achieved a higher performance of 88.3%, but used a richer set of speech features than here, making direct comparisons di cult.
USE OF N-BEST DTW PATHS IN THE DISCRIMINANT FUNCTION
As pointed out above, calculation of the full form of some of the MCE/GPD equations may be computationally costly. In the preceding experiments, in order to simplify some of these calculations, we used just the best DTW-path in calculating (13) . However, we also evaluated the use of the N-best DTW paths when calculating (13) . A similar use of the N-best DTW paths has been reported to increase the robustness of the classi er (Chang & Juang, 1991) . When N equals the total number of possible paths, the discriminant function is fully continuous. Note that the larger the magnitude of , the more the closest paths will dominate (13) . To nd the N best DP paths we used a modi ed version of an A* based exact N-best algorithm (Soong & Huang, 1991) . However, evaluated on the E-set task, using the top N paths (N = 1; 5; 15) rather than just the single best path did not yield any clear di erence in either training data performance or generalization to unseen test data.
LARGE VOCABULARY WORD RECOGNITION
In the following we describe word recognition experiments using exactly the same form of classi er as above. Two data sets of isolated words were used here. The rst, speaker-dependent set, consisted of words, spoken by 16 male and female speakers. Each set was split into a training set and a testing set.
Individual utterances were represented by 16 melscale power spectrum coe cients calculated every 5 ms using a time window of 20 ms, from speech sampled at 12 kHz.
We rst describe the speaker-dependent experiments. Word models were created using 32 phoneme categories. Each phoneme category was represented as just one state with 25 reference vectors of 7 frames.
A durational constraint of a minimum of 6 frames per state was incorporated into the DTW calculation.
The diagonal matrix s i in the de nition of state distance (12) was xed at the identity matrix, and not subjected to MCE/GPD adaptation. The reference vectors were initialized using K-means clustering and then trained using MCE/GPD at the phoneme level, using all the (manually labelled) phoneme tokens available in a training set of 2620 words (yielding a total of about 13,000 phoneme tokens). Tested on a manually labelled test set of similar size, performance was 97.8% correct phoneme recognition.
This phoneme-level MCE/GPD training was carried out to generate a good initial con guration for word-level training, the assumption being that good performance at the phoneme level, while not optimal for word recognition, is a useful starting point. Word recognition for this initial con guration applied to the test set was 92.1%. (Sawai, 1991) , which is a back-propagation trained Minimum Squared Error model, obtained 92.6% correct test set recognition. It should be noted that both of these models were trained at the phoneme level, not at the word level.
These results are summarized in Figure 9 . (Figure 9 about here) The multi-speaker experiments were performed for exactly the same PBMEC architecture. Here too, the value of Q1 was varied to obtain more robust performance, i.e. better performance on testing data.
The results are shown in Figure 8 . Once again we observe that increasing Q1, while it decreases training data performance, can increase test data performance; at the same time, generalization ability is not overly sensitive to the choice of Q1. Applied to the same task, an HMM trained using Concatenated 
CONCLUSION
We have here described how the framework of MCE/GPD provides a theoretical background for the heuristic LVQ algorithm, and makes it possible to extend LVQ to a more general prototype-based classi er, PBMEC. This classi er performs gradient descent, in a probabilistic sense, on a close approximation of the ideal classi cation loss. This loss can be de ned for various speech units, such as sub-phonemic segments, phonemes, and words.
In order to provide PBMEC with as much classi cation power as possible, we here evaluated di erent degrees of smoothness for the loss function, and found that smoothness a ects generalization to unseen test data. By controlling parameters of the loss function that control the degree of smoothness, we are able to partially overcome the problem of overlearning.
The results presented here suggest that PBMEC can yield good performance. A correct recognition rate of 84.7% was obtained for the di cult Bell Labs E-set task, which is comparable to the best performance obtained on this database so far (using the same set of features as used here), 84.4%, for a template based DTW system which was also trained using MCE/GPD (Chang & Juang, 1992) . A rate of 96.9% correct was obtained for the recognition of 2620 speaker-dependent isolated words taken from a vocabulary of 5240, corresponding to an error rate that is more than two times smaller than the best results reported for this task so far (Iwamida et al., 1991a; Sawai, 1991) . The correct recognition rate of 82.5% for the multi-speaker task is not much higher than that reported in (Iwamida et al., 1991b ), but using smoother selections for the L p norm power parameters may yield improvements here, in a way similar to the corresponding improvements obtained for the E-set task. The key aspect of PBMEC is that MCE/GPD training directly addresses the goal one is interested in achieving, i.e. minimum error classi cation.
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