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Mathematics compares the most diverse phenomena
and discovers the secrets analogies that unit them.
Joseph Fourier
Assim como a leitura, a mera experiência não
pode substituir o pensamento. A pura empiria
está para o pensamento como o ato de comer
está para a digestão e a assimilação. Quando a
experiência se vangloria de que somente ela, por
meio de suas descobertas, fez progredir o saber
humano, é como se a boca quisesse se gabar
por sustentar sozinha a existência do corpo.
Arthur Schopenhauer
Pensar por si mesmo, 1851.
Resumo
Nesta dissertação estudamos a estabilidade de um modelo reduzido e linearizado de ondas
internas no caso de um fundo plano. Este modelo apresenta um termo não local que
envolve a transformada de Hilbert na faixa. Estudamos uma adaptação da análise de
estabilidade de Von Neumann para o modelo linear uni-dimensional que leva em conta
o termo dispersivo não local. Começamos primeiro com a análise de Fourier e a análise
de estabilidade numérica de Von Neumann, aplicando-as a uma versão não dispersiva do
modelo reduzido, chamada de sistema hiperbólico. Em seguida consideramos o sistema
dispersivo, comparando a estabilidade dos dois regimes. Apresentamos uma fórmula para
o fator de amplicação que nos fornece estimativas para a estabilidade numérica.
Palavras chave: Ondas internas, Modelos de dispersão, Análise de Von Neumann,
Transformada de Hilbert e Transformada de Fourier.
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Abstract
In this work, we have studied the stability of a reduced, linearized model for internal waves
in the at bottom case. This model has a non-local term involving the Hilbert transform
on the strip. We consider a modication of the classical Von Neumann stability analysis
in the one-dimensional linear model to account for nonlocal dispersive terms. We begin
with the Fourier analysis and the Von Neumann numerical stability analysis, employing
them in a non-dispersive version of the reduced model, called hyperbolic system, and then
proceed with the dispersive system, comparing their numerical properties. We present a
formula for the amplication factor that yields estimates for the numerical stability.
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Uma das principais contribuições para a dinâmica de uidos foi dada por Leonhard Euler
(1707-1783). Utilizando a segunda lei de Newton, que estabelece que a variação da quan-
tidade de movimento de uma porção de um uido é igual resultante das forças externas
que atuam em ele, Euler conseguiu estimar a aceleração de qualquer partícula do uido.
Tendo em consideração a lei de conservação de massa, em 1755, Euler estabeleceu as leis
que regem o movimento de uidos invíscidos, incompressiveis e homogêneos, as quais são
de grande interesse prático em engenharia [Liñ07]. As equações de Euler na forma vetorial








∇ · u = 0,
(1.1)
com condição de contorno
u · n = 0 em ∂Ωt,
sendo u(t,x),u = (u1,u2,u3) um campo de velocidades, p é a pressão, ρ(t,x) é a den-
sidade do uido na posição x e no instante t, onde consideramos uma porção do uido
que, num determinado instante t, ocupa a região Ωt. Sendo o uido incompressível e
homogêneo, satisfaz ∂ρ/∂t = 0 e ∂ρ/∂xi = 0 para i = 1, 2, 3, então ρ(t,x) = ρ0 > 0 (cte).
O operador D/Dt, dado por
D
Dt
:= ∂t + u · ∇
é conhecido como a derivada material.
É importante ressaltar que (1.1) são as equações de Navier-Stokes quando as componentes
dissipativas são desprezíveis frente às convectivas ([GR11, pag. 5] ou [Váz03, pag. 99]).
As equações de Navier-Stokes para uidos viscosos e incompressíveis (Vide [CM00, pag.
2
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∇p+ ν∆u + 1
ρ
f,
∇ · u = 0,
(1.2)
com condição de contorno
u = 0 em ∂Ωt,
sendo ν = µ/ρ o coeciente de viscosidade cinemático e µ o coeciente de viscosidade
dinâmico.
A partir de agora vamos nos concentrar em um regime de dois uidos e os modelos re-
sultantes obtidos a partir das equações de Euler. Mas primeiro temos que falar sobre as
ondas internas.
O que são as ondas internas?
As ondas internas são movimentos de ondas em uidos de estraticação estável, onde o
alcance máximo vertical do movimento ocorre na zona abaixo da interface, que está loca-
lizada entre as fronteiras (superfície ou fundo) do uido. A principal força restauradora é
a gravidade. As ondas internas são muito mais lentas e maiores do que as ondas externas
observadas na superfície. Ondas internas também ocorrem na atmosfera (existente na
corrente de ar descendo de uma montanha), e propagada como ondas ao longo de uma
camada de inversão (camada de ar muito estável) [Chi89]. Se consideramos uma congu-
ração de água não pura composta por uma camada superior e uma camada inferior mais
densa, a interface entre as camadas pode sofrer movimento das ondas. Este é um exemplo
de uma onda interna. A Figura 1.1 mostra ondas manifestações na superfície de ondas
internas no estuário do rio Derwent, em Hobart, Tasmânia [Tom11]. O período dessas
ondas foi de 20 minutos.
Figura 1.1: Ondas internas no mar (Fonte: [Tom11, Figure 10.5])
Ondas internas também podem ser observadas na atmosfera, onde eles viajam na interface
entre o ar quente e frio. A Figura 1.2 mostra um padrão de nuvens produzidas por uma
onda interna.
Outro exemplo, é dado em [dZ07] onde as ondas internas marinhas aparecem quando a
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Figura 1.2: Ondas internas na atmosfera (Fonte: [Tom11, Figure 10.8])
concentração de sal e diferenças de temperatura no mar geram estraticação. Eles podem
interagir com o fundo da topograa marinha e estruturas submersas, assim como as ondas
da superfície. Em particular, na recuperação de petróleo em águas profundas do mar, as
ondas internas podem afetar as operações "oshore" e estruturas submersas.
Modelos reduzidos são um primeiro passo na produção de métodos computacionais eci-
entes para resolver problemas de engenharia em oceanograa.
Na conguração de dois uidos imiscíveis e irrotacionais, há modelos fortemente não-
lineares de ordem superior que contam com precisão para a dispersão física das equações
de Euler, especialmente em relação à camada inferior [CC99,dZ07,RdZ08]. Estamos in-
teressados no regime que tem uma conguração de água rasa para a camada superior e
uma profundidade intermediária para a camada inferior.
A necessidade de obter aproximações numéricas ecazes e a incapacidade relativa dos mé-
todos analíticos para descrever de forma mais precisa o comportamento destas equações e
suas soluções zeram destas um dos principais motores da Análise Numérica. Os métodos
que usaremos serão as diferenças nitas [Tho95] e a diferenciação espectral [Tre00] com
domínio periódico. Por este motivo, é importante determinar a malha espacial intensi-
cando os parâmetros do tempo a m de garantir uma solução precisa e estável, a um
custo computacional aceitável.
Os modelos obtidos em [CC99,dZ07,RdZ08] apresentam um termo dispersivo que en-
volve a transformada de Hilbert, causando diculdades ao fazer uma análise do tipo
numérico. Seja o seguinte modelo dispersivo fortemente não-linear em uma dimensão (na
forma adimensional):{
ηt − ((1− η)u)x = 0,




onde os índices x e t indicam as derivadas parciais. O Modelo (1.3) foi obtido em [CC99] a
partir de uma redução assintótica das equações de Euler em uma conguração do sistema
de dois uidos tendo um fundo plano e uma tampa rígida na parte superior. A variável
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η(x, t) indica o deslocamento da interface e a variável u(x, t) indica a velocidade média da
componente horizontal (na profundidade) na camada superior. A densidade é denotada
por ρ1 para o uido na parte superior e ρ2 para o uido na parte inferior. Para uma
estraticação estável, vamos considerar ρ1 < ρ2. A espessura da camada superior (h1) é
delgada se comparada à longitude de onda característica L na interface. Assim, a camada
superior está no regime de águas rasas ou pouco profundas e o parâmetro de dispersão
adimensional β = (h1/L)2 é pequeno. A espessura da camada inferior (h2) é comparável
com o comprimento de onda característico, portanto, sob um regime da profundidade
intermediária. Em (1.3) a velocidade da água rasa foi normalizado para um. A natureza
dispersiva do sistema (1.3) surge de um termo não-local que envolve a transformada de












e onde PV denota o valor principal de Cauchy.
Figura 1.3: Conguração do sistema: 2-Fluidos (Figura cedida por A. Ruiz de Zárate)









no caso particular onde as soluções u e η são periódicas no espaço com período 2l. A
discretização no tempo será realizada com o método Runge-Kutta de quarta ordem, en-
quanto a discretização espacial é feita pelos métodos de diferenças nitas e espectral.
Também comparamos a estabilidade numérica linear do problema (1.5) com o sistema
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hiperbólico obtido quando tomamos β = 0 em (1.5), i.e. ηt = ux,ux = ηx. (1.6)
Esta dissertação é baseada no trabalho apresentado em [DAVN11] e está organizada da
seguinte maneira:
No Capítulo 2, fazemos uma revisão da Transformada de Fourier e de sua forma discreta.
Ressaltamos a relação de um tipo especial de matrizes Toeplitz, as matrizes circulantes,
com a transformada discreta de Fourier. Também resaltamos a importância do teorema da
amostragem para funções de banda limitada. Em seguida, vamos expor algumas matrizes
associadas à aproximação das derivadas, denominadas matrizes de diferenciação. Aqui
aparecerá uma função especial chamada de função sinc (ou função cardinal de Whittaker)
a qual é muito importante já que a partir dela podemos reconstruir funções continuas de
banda limitada, a partir de amostras uniformemente espaçadas dessa função. Por último,
introduzimos a Transformada de Hilbert, a qual devemos redení-la quando restringimos
nosso problema para um domínio periódico para implementações numéricas.
No Capítulo 3, fazemos uma revisão do método de Von Neumann para a análise da
estabilidade dos esquemas em diferenças nitas, inicialmente usando três exemplos de
discretizações da equação de advecção, e em seguida generalizando na forma de um teo-
rema. Finalizamos o capítulo com a Condição de Courant-Friedrichs-Lewy.
No Capítulo 4, fazemos a análise de estabilidade. Primeiro para um modelo mais simples
do sistema (1.3), dado pelo sistema hiperbólico linear (1.3), onde se faz um estudo da dis-
cretização espacial e temporal, e em seguida para o sistema dispersivo linear (1.5) onde se
faz uma adaptação do método Von Neumann e se enunciam e demonstram dois lemas que
garantem a estabilidade das discretizações no espaço e no tempo do modelo hiperbólico
e do modelo dispersivo. Um dos principais resultados mostrados é que a regularização
física fornecida pelo termo dispersivo não-local presente em (1.5) permite as condições de
estabilidade sejam menos restritivas.
No Capítulo 4, presentamos as conclusões do trabalho e os possíveis trabalhos futuros.
Capítulo 2
Conceitos e resultados preliminares
Neste capítulo apresentamos os conceitos e os resultados principais que serão usados nesta
dissertação, os quais tentamos expor de uma forma objetiva. Antes de começar, vamos
esclarecer convenções e notações. Em todo o texto quando dizemos a FT de uma função
f , queremos dizer que estamos calculando a transformada de Fourier da função f , quando
dizemos a DFT, queremos dizer que estamos calculando a FT na sua forma discreta e por
último quando dizemos a FS de uma função f se refere a expresar f como uma série de
Fourier.
2.1 A FT, O Teorema da amostragem e a DFT
A FT e a FS são essenciais em muitas aplicações, por exemplo, em problemas físicos como
a Dinâmica dos Fluidos que são descritos mediante equações diferenciais parciais. Para
analisar uma função com estas ferramentas é necessário o conhecimento da função num
intervalo periódico no caso da FS, e em toda a reta no caso da FT. Nas aplicações, as
funções são medidas sobre conjuntos discretos de valores. Para analizar estas funções dis-
cretas, apresentaremos o conceito da DFT e o teorema da amostragem que foi descoberto
por Claude Shannon em 1940.
2.1.1 A FT
Assim como problemas periódicos em intervalos nitos leva às séries de Fourier, os pro-
blemas em toda reta real conduz às integrais de Fourier. Para entender essa relação, seja
f uma função periódica, com período 2l, integrável, absolutamente integrável e de classe
C1 por partes denida no intervalo (−l, l). Sua série de Fourier na forma complexa é dada
7














Note, que em cn tanto o intervalo de integração quanto o integrando dependem de l. Se

















Denição 2.1. Sejam (X ,A, µ) um espaço de medida, Y = R ou C e p ∈ [1,∞).
Denimos Lp(X ) = Lp(X ,A, µ,Y ) como
Lp(X ) =
{






Denição 2.2. Seja Y = R ou C. Uma função f : X → Y é dita essencialmente
limitada quando existe algum r ∈ R tal que |f(x)| ≤ r para quase todo x ∈ X , i.e.,
|f | ≤ r q.t.p.
Denição 2.3. Sejam (X ,A, µ) um espaço de medida e Y = R ou C. Denimos
L∞(X ) = L∞(X ,A, µ,Y ) como
L∞(X ) = {f : X → Y | f é mensurável e essencialmente limitada}.







, f ∈ Lp(X )
}
é uma semi-norma em Lp(X ) e
‖f‖∞ = inf{r ≥ 0 | |f | ≤ r q.t.p.}, f ∈ L
∞(X )
é uma semi-norma em L∞(X ), a semi-norma do supremo essencial.
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Denição 2.4. Sejam (X ,A, µ) um espaço de medida, Y = R ou C e p ∈ [1,∞].
Denimos Lp(X ) = Lp(X ,A, µ,Y ) como o quociente de Lp(X ,A, µ,Y ) pela relação de
equivalência f ∼ g ⇐⇒ f = g q.t.p., i.e.,
Lp(X ) = {[f ] | f ∈ Lp},
onde
[f ] = {g ∈ Lp(X ) | g = f q.t.p.}.
O espaço Lp(X ) é um espaço de Banach para a norma
‖[f ]‖p = ‖f‖p, p ∈ [1,+∞].










onde M e N tendem independentemente para innito (vide [dF87, pag. 196]). Seja
(fl)l∈R+ uma família de funções periódicas tais que fl = f |[−l,l]. Pode-se mostrar [dF87]

































Assim procedemos a dar a denição da transformada de Fourier de f(x).
Denição 2.5. Seja f uma função de L1(R). A FT de f é denotada por f̂ e denida




f(x)e−iκxdx, κ ∈ R. (2.2)
A transformada de Fourier f̂(κ) de uma função f ∈ L1(R) está bem denida para
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todo κ ∈ R e é uma função uniformemente contínua e limitada com ‖f̂‖∞ ≤ ‖f‖1 (vide
[IdMI10, pag. 170]).
Proposição 2.1. (Lema de Riemann-Lebesgue). Seja f : R → C absolutamente
integrável e suponha que é seccionalmente contínua em cada intervalo [a, b] ⊆ R. Então
f̂(κ)→ 0 quando |κ| → ∞.
Demonstração: Vide [IdMI10, pag. 171]. 
Denição 2.6. (Espaço de Schwartz). O espaço de Schwartz ou espaço das funções de





quaisquer que sejam k, α ∈ N, onde Dα denota a derivada de ordem α.
Podemos reconstruir f a partir de f̂(κ) usando fórmula da inversa da transformada






f̂(κ)eiκxdκ, x ∈ R (2.3)


















O espaço `∞ = `∞(Z) é denido como
`∞ =
{









Assim denidos, `p e `∞ são espaços de Banach.
Denição 2.8. (Transformada Semidiscreta de Fourier). Seja f ∈ `2. Denimos





−iκxj , κ ∈ [−π/∆x, π/∆x], (2.4)
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sendo xj = j∆x, fj = f(xj), ∆x = xj+1 − xj, para todo j ∈ Z.






f̂(κ)eiκxjdκ, j ∈ Z. (2.5)
Esta é a síntese de Fourier. A variável x é a variável física e κ é a variável de Fourier ou
número de onda.
Exemplo 2.1. Se a função R(x) é denida da seguinte maneira
R(x) =
{
1/2π Se |x| < π,


















A FT da função R é portanto a função sinc.
Figura 2.1: Função sinc(k)
Teorema 2.2. Seja F a operação transformada de Fourier, i.e., f F−→ f̂ . Tem-se as
seguintes propriedades:
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(i) Linearidade: Para a e b números complexos quaisquer tem-se,
af(x) + bg(x)
F−→ af̂(κ) + bĝ(κ).














(iii) Deslocamento: Para cada constante real c tem-se,
f(x− c) F−→ f̂(κ)e−icκ.
(iv) Modulação: Para cada constante real c tem-se,
f(x)eicx
F−→ f̂(κ− c).




(f ∗ g)(x) F−→ f̂(κ)ĝ(κ).
Demonstração: (i) aplicação direta da denição. (ii) precisamos fazer uma mudança
























F−→ ρf̂(ρκ). Substituindo 1/ρ em lugar de ρ, f(ρx) F−→ (1/ρ)f̂(κ/ρ), e o
item (ii) é vericado. (iii) só precisamos fazer uma mudança de variáveis s = x− c. (iv)
so precisamos ter em consideração que e−2πicxe−2πiκx = e−2πi(κ−c)x. (v) e (vi) vide [Asm04,
pag. 401-404]. 
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Exemplo 2.2. Seja a função δ de Dirac denida como:
δ(x) =
{
0 se x 6= 0,
+∞ se x = 0,
a qual satisfaz ∫ +∞
−∞
δ(x)dx = 1.




(δ(x+ a) + δ(x− a)) F−→ cos (aκ)δ̂(κ).
2.1.2 O teorema da amostragem
O teorema da amostragem é um resultado importante que estabelece que algumas funções
em particular podem ser reconstruídas perfeitamente a partir de um conjunto discreto de
amostras colhidas em intervalos iguais. Agora vamos denir um tipo de funções em relação
a (1.1).
Denição 2.9. Seja f(x) uma função com FT f̂(κ). A função f(x) é chamada de banda
limitada se existe um W nito e positivo, chamado de largura de banda, tal que f̂(κ) = 0,
para todo |κ| > W .
Exemplo 2.3. A função f(x) = sin(x)/x é uma função de banda limitada pois
f̂(κ) =

1 se |κ| < π,
1/2 se |κ| = ±π,
0 se |κ| > π,
sendo W = π.
Teorema 2.3 (Teorema da amostragem para funções de banda limitada). Se
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além disso podemos estender f̂ periodicamente (com período 2W ) sobre o eixo κ e repre-











































































podemos inserir a integral na somatória pois a FS de f̂ converge na norma L2(−W,W ),











Teorema 2.4 (Teorema da amostragem para funções de tempo limitado). Su-
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Demonstração: Análoga ao teorema 1, trocando f por f̂ . 
2.1.3 A DFT
Para a DFT, agora, tanto x quanto κ são variáveis periódicas denidas num domínio
discreto ilimitado. O domínio espacial fundamental que consideraremos será o intervalo






Denamos xj = j∆x para qualquer j. Assim, a malha de pontos de nosso domínio
fundamental é x1 = ∆x,...,xN−1 = 2π −∆x,xN = 2π.
Figura 2.2: Malha uniforme







O quociente π/∆x vai aparecer no capítulo 4 devido a que [−π/∆x, π/∆x] é o intervalo
dos números de onda distiguíveis na malha. Se consideramos a FT nos N pontos da malha,
o espaçamento na malha ∆x implica que os números de onda diferindo por um múltiplo
inteiro de 2π/∆x são indistínguiveis na malha, assim é suciente centrar nossa atenção
para κ ∈ [−π/∆x, π/∆x]. Seja `2N o conjunto das funções denidas sobre {xj} ("grid
functions" [Tre00, pag. 11]) que são N -periódicas com respeito a j, i.e., 2π - periódicas









Como a soma é nita, a norma é nita, Assim, toda função do tipo exigido é garantida a
pertencer a `2N . Assim procedemos a dar a denição da DFT.
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eikxj v̂k, j = 1, ..., N. (2.13)
Podemos escrever a DFT e sua a inversa na forma matriz - vetor da seguinte maneira:
sejam v = [v1, v2, ..., vN ]T , v̂ = [v̂−N/2+1, v̂−N/2+2, ..., v̂N/2]T , βj = j −N/2, θk = 2πk/N e
F é uma matriz N ×N com entradas Fj,k = e−iβjθk , para j, k = 1, ..., N , i.e.,
F =

e−iβ1θ1 e−iβ1θ2 · · · e−iβ1θN−1 1






e−iβNθ1 e−iβNθ2 · · · e−iβNθN−1 1
 . (2.14)
Assim, a DFT é
v̂ = ∆xFv, (2.15)







Temos que a matriz F é simétrica, suas colunas são ortogonais dois a dois e tem norma
igual a
√
N , i.e., a matriz 1√
N




. De fato, representemos
F da seguinte maneira
F =
[
F (1)|F (2)|...|F (N)
]
sendo F (s) as colunas de F , para s = 1, ..., N , logo , as entradas do vetor F (s) são dadas
por e−i(k−N/2)θs , para k = 1, ..., N.
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de onde temos dois casos: se p = s, então < F (s),F (p) >= N e se p 6= s, então











































Alem disso a DFT de v é única.
2.2 Matrizes Toeplitz
As matrizes Toeplitz surgem nas soluções de equações diferenciais e integrais, funções
spline, problemas e métodos em física, matemática, estatística e processamento de sinais.
Denição 2.11. Seja TN uma matriz quadrada N × N . Se diz que TN é uma matriz
Toeplitz se, TN = [tkj; k, j = 1, ..., N ] sendo
tkj =
{
tk−(j+1) se k ≤ j,
tk+1−j se k > j,
i.e., uma matriz da forma
TN =

t−1 t−2 t−3 · · · t−N
t2 t−1 t−2 · · · t−(N−1)










Um caso especial das matrizes Toeplitz (o que resultará em uma importante simplicação
e desempenham um papel fundamental no desenvolvimento de resultado mais gerais) são
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as matrizes circulantes, a seguir sua denição.
Denição 2.12. Uma matriz quadrada N × N . CN é chamada de circulante se cada
uma de suas linhas é obtida por uma mudança cíclica na posição da linha anterior, i.e.,




t−1 t−2 t−3 · · · t−N
t−N t−1 t−2 · · · t−(N−1)






t−2 t−3 t−4 · · · t−1

. (2.18)
As matrizes circulantes se geram, por exemplo, em aplicações envolvendo a transfor-




c1 c2 c3 · · · cN
cN c1 c2 · · · cN−1






c2 c3 c4 · · · c1

, (2.19)
onde cada linha é uma mudança cíclica da linha anterior, sua estrutura também pode ser
caracterizada notando que a entrada (k, j) de C, Ck,j é dada por
Ck,j = c(j−k+1) mod N .
Os autovalores λk e autovetores ν(k) da matriz circulante C, são as soluções de
Cν = λν













ckνk−1+m = λνm. (2.20)
Como a equação é linear com coecientes constantes é uma suposição razoável considerar
νk = ρ
−N/2+k, sendo N um número par (análogo ao y(t) = est, em equações diferenciais
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[ρ−N/2+1, ρ−N/2+2, ρ−N/2+3, ..., ρN/2]T ,












e−2πi(−N/2+1)m/N , e−2πi(−N/2+2)m/N , ..., e−2πi(N/2)m/N
]T
.
Assim, da denição de autovalores e autovetores temos
Cν(m) = λmν
(m) (2.22)
para m = 1, ..., N . Assim, os autovalores de uma matriz circulante compreendem a DFT
da primeira linha da matriz circulante e, reciprocamente, a primeira linha de uma matriz
circulante é a DFT inversa de seus autovalores.
Podemos escrever (2.22) como sendo
CV = V Λ (2.23)
sendo V = [ν(1)|ν(2), ..., |ν(N)] e Λ = diag (λ1, λ2, ..., λN). Da denição de ortogona-





N, k mod N = 0,
0, m 6= 0,
se conclui que V é unitária, portanto C é unitariamente similar a uma matriz diagonal.
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Assim mostramos o seguinte teorema.











para m = 1, ..., N , e pode ser expressa na forma C = V ΛV
T
, onde V tem os autovetores
como colunas e Λ é diag (λk). Em particular, todas as matrizes circulantes tem os mesmos
autovetores, a mesma matriz V trabalha para todas as matrizes circulantes e qualquer
matriz da forma C = V ΛV
T
é circulante.
Observação 2.1. Temos que V = 1√
N
F , de modo que NC = FΛF
T
.
2.4 Matrizes de Diferenciação
2.4.1 Diferenças Finitas
Consideremos uma malha uniforme x1, ..., xN com ∆x = xj+1−xj e u(xj) = uj para cada
j, i.e.,
Figura 2.3: Malha uniforme
Seja wj ≈ u′(xj), a derivada de u em xj. A aproximação por diferenças nitas centra-






8(uj+1 − uj−1) + (uj+2 − uj−2)
12∆x
(2.25)
que são obtidas considerando a série de Taylor de u(xj+2), u(xj+1), u(xj−1) e u(xj−2) res-
pectivamente. Por simplicidade, vamos supor que o problema é periódico e considera-
mos u0 = uN , u1 = uN+1 e u2 = uN+2. Vamos representar (2.24) e (2.25) como uma
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−1/2 0 . . .
. . .

























. . . 1/12 −2/3
. . . −1/12 . . . 1/12
. . . 2/3
. . .
. . . 0
. . .
. . . −2/3 . . .
−1/12 1/12 . . .













As matrizes que aparecem em (2.26) e (2.27) são exemplos de matrizes de diferenciação,
as quais têm uma aproximação de ordem 2 e 4, i.e., para um conjunto de mostras {uj}
obtidas a partir de uma função u sucientemente suave, a correspondente aproximação
discreta para u′(xj) vai convergir com taxas de O(h2) e O(h4) respectivamente.
2.4.2 Diferenciação Espectral
Seja v uma função periódica de período 2π. Associamos a v o vetor v = [v1, v2, ..., vN ]T
denido por vj = v(xj), j = 1, ..., N . Além disso, seja v̂ o vetor correspondente à DFT
de v de acordo com a equação (2.12) e (2.13)
[v1, v2, ..., vN ]
T DFT→ [v̂−N/2+1, v̂−N/2+2, ..., v̂N/2]T ,
[v̂−N/2+1, v̂−N/2+2, ..., v̂N/2]
T (DFT )
−1
→ [v1, v2, ..., vN ]T .
Para a diferenciação espectral da função periódica v precisamos de um interpolante de
banda limitada de v, o qual é obtido da equação (2.13) para todo x em vez de apenas x






′eikxj v̂k, j = 1, ..., N. (2.28)
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′eikxv̂k, x ∈ [−π/∆x, π/∆x]. (2.29)
Seja δj a delta de Kronecker periódica:
δj =
{
1, j ≡ 0 (mod N),
0, j 6≡ 0 (mod N).
(2.30)








sendo δ(m)j = δj−m. Vamos calcular o interpolante de banda limitada da delta de Kronec-
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Temos que o interpolante da delta de Kronecker transladada δ(m) é SN(x − xm). Assim,






















sin (πx/∆x) sec2 (x/2)
2π∆x tan2 (x/2)
x ∈ (0, 2π],






 0 j ≡ 0 mod N,(−1)j cot (j∆x/2)
2
j 6≡ 0 mod N,
(2.36)
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2.5 A Transformada de Hilbert
A transformada de Hilbert H de uma função f(x) é usualmente denida como sendo a
convolução desta com 1/πx (Vide [Pou09, 7.2]), i.e.,










É claro que a transformada de Hilbert é um operador linear, além disso é uma integral
imprópria, já que para s = x o integrando tem uma singularidade. Para solucionar este
problema calculamos a integral de forma simétrica em torno de s = x, de acordo com a
















que não é outra coisa que a denição do valor principal de Cauchy (PV), assim procedemos
a dar a denição da transformada de Hilbert.
Denição 2.13. (Transformada de Hilbert) Seja f ∈ S(R). A transformada de
Hilbert de f é denotada como H[f ] e é denida como







È necessario redenir a transformada de Hilbert na faixa, dada pela equação (1.4),
que é diferente da equação (2.38). Tendo em vista (1.3), vamos relembrar a denição do
operador Tδ denido em (1.4):













Devido à denição não local da transformada de Hilbert na faixa é necessário redení-
la quando restringimos nosso problema para um domínio periódico para implementações
numéricas. Para esse efeito, temos em mente sua interpretação geométrica, ou seja, o
operador que transforma a derivada normal da função harmônica na fronteira na derivada
tangencial na fronteira.
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Seguindo [dZ07], considere o seguinte problema para x periódico em [0, 2l]
Φxx + Φzz = 0, −δ < z < 0, 0 < x < 2l,
Φ(0, z) = Φ(2l, z),
Φz(x, 0) = g(x),
Φz(x,−δ) = 0.
(2.39)
Seja x̃ = πx/l. Nas novas coordenadas Φ̃(x̃, z) = Φ(x, z) satisfaz
(π/l)2Φ̃x̃x̃ + Φ̃zz = 0, −δ < z < 0, 0 < x̃ < 2π,
Φ̃(0, z) = Φ̃(2π, z),
Φ̃z(x̃, 0) = g̃(x̃),
Φ̃z(x̃,−δ) = 0.
(2.40)



















Φ̂ + Φ̂zz = 0, −δ < z < 0
Φ̂z(k, 0) = ĝ(k),
Φ̂z(k,−δ) = 0.
(2.42)




















z + 1] k = 0,



























) eikx̃ + Φ̂(0, z)
2π
,























) ∣∣∣∣∣ ≤ ∣∣∣coth(πl δ)∣∣∣ , (2.43)
para todo inteiro k 6= 0.

























z + 1], (2.44)








































A qual possui convergência uniforme devido a (2.43). Portanto, a transformada de Hilbert
























É também importante escrever a composição da derivada espacial com a transformada de
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No domínio discreto eikj∆x̃ = eikj2π/N de modo que não faz diferença para k = k0 mod N .
















eikx̃j ĝk, j = 1, ..., N, (2.48)
onde ĝk é uma aproximação de ĝ(k) pela DFT






Análise de Von Neumann
Demonstrar que um esquema númerico é estável utilizando apenas a denição de estabili-
dade [Sod85] é bastante difícil. Em geral, a análise de estabilidade para problemas lineares
com coecientes constantes é mais simples com as ferramentas da análise de Von Neu-
mann (ou análise de Fourier), para avaliar a estabilidade destes esquemas se as condições
de contorno podem ser negligenciadas ou retiradas [Hir94, pag 267]. Este é o caso tanto
para um domínio innito ou para condições periódicas num domínio nito. Neste último
caso, se considera que o comprimento l sobre o eixo x (domínio numérico) é repetido pe-
riodicamente, por isso, todas as quantidades, a solução, os erros podem ser desenvolvidos
em uma série de Fourier nita do domínio 2l. Este desenvolvimento é a base para a análise
de estabilidade de von Neumann. Considere a seguinte equação hiperbólica (advecção):
ut + aux = 0, (3.1)
onde u é uma função de x e t, a é velocidade da onda ou velocidade de advecção e suponha
a > 0, com condições de contorno{
u(0, t) = u(l, t), 0 ≤ x ≤ l,
u(x, 0) = f(x), t ≥ 0.
(3.2)
Vamos considerar uma malha uniforme no espaço x1, ..., xN com ∆x = xi+1−xi e u(xi) = ui




(ui+1 − ui−1), (3.3)
28
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agora, fazendo uma discretização no tempo com uma malha uniforme, utilizando o método





(uni+1 − uni−1). (3.4)










(uni − uni−1). (3.6)
3.1 A decomposição do erro
Sejam ūni e u
n
i as solucões da equação de diferenças (3.4) com e sem presença a erros nos
dados iniciais e erros de arredondamento, respectivamente. Podemos escrever a relação
entre ūni e u
n






onde εni indica o erro com relação ao tempo n no ponto i da malha. A m de apresentar os
conceitos básicos do método de Von Neumann, serão feitas para as equações em diferenças








(εni+1 − εni−1). (3.8)
e portanto, os erros εni também são soluções da equação (3.4). Assim os erros variam
ao longo do tempo da mesma maneira que a solução numérica uni . Os erros não devem
crescer indenidamente, ou seja:
lim
n→∞
|εni | ≤ K (3.9)
K é independente de n. A condição de estabilidade (3.9) é um requisito puramente
numérico, mas análogo à condição de que a solução de um problema de valor inicial e de
contorno bem posto depende continuamente dos dados iniciais. Esta condição garante que
o erro não vai car inaceitavelmente grande para tn = n∆t. Vamos analisar o crescimento
do erro na forma vetorial. Isolando un+1i em (3.4) obtemos a equação
Un+1 = CUn, (3.10)
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onde Un e C são dados por
C =

1 −ν/2 0 ν/2
ν/2 1 −ν/2
. . . . . . . . .
ν/2 1 −ν/2
. . . . . . . . .
0 ν/2 1 ν/2













onde o quociente ν = a∆t/∆x é o "número de Courant".
Seja εn o vetor dos erros numa etapa de tempo n
















indicando a solução exata. Substituindo (3.13) em (3.10) e supondo que Un e U
n
satisfazem (3.10) obtemos
εn+1 = Cεn, (3.14)
pela denição de U
n






Assim, a evolução no tempo do erro é determinada pelo mesmo operador C como uma
solução numérica do problema. Se as condições de contorno são consideradas periódicas,
o erro εni pode ser decomposto em FS no espaço para cada nivel de tempo n e, como
o domínio espacial é de comprimento nito, ele terá uma representação de Fourier num
número nito de oscilações.
Vamos estender o domínio por meio de uma reexão do intervalo (0, l) sobre a parte
negativa (−l, 0) com o propósito de ter periódo 2l. Deste modo, a freqüência funda-
mental corresponde ao comprimento de onda máximo λmax = 2l e o número de onda
associado κ = 2π/λ atinge seu valor mínimo em κmin = π/l. Do mesmo modo, o compri-
mento de onda mínimo é λmin = 2∆x e, portanto, o número de onda máximo é dado por
κmax = π/∆x [Hir94, pag 285].
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Como a malha é uniforme, o espaçamento ∆x satisfaz
∆x = l/N, (3.16)
Todas as oscilações representadas em um tempo nito são dadas por







para j = 0, ..., N , com o maior valor de k associada à maxima freqüência. Assim com
κmax = π/∆x o maior valor de j é igual ao número de intervalos N da malha, vide Fig.
3.1, [Hir94, pag 285].
Figura 3.1: Representação das oscilações no intervalo (−l, l).












−1 e Enj a amplitude do j-ésimo harmônico eiκjx. Por outro lado, o harmônico
associado a j = 0, representa uma função constante no domínio espacial. O produto κj∆x
é muitas vezes representado como um ângulo de fase.
θj = κj∆x = jπ/N, (3.19)
e cobre o domínio [−π, π] em intervalos de π/N .
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3.2 O fator de amplicação
Daremos o conceito do fator de amplicação mediante os seguintes exemplos:
Exemplo 3.1. (Instabilidade Incondicional) A evolução temporal de uma oscilação sim-
ples Enj e
iθj é determinada da mesma maneira que uni . Assim, usando (3.8) , obtemos




iθj − e−iθj) = 0. (3.20)
A condição de estabilidade dada em (3.9) vai ser satisfeita [Hir94, pag 278], se a amplitude
de qualquer erro não cresce com o tempo, i.e.,
|g| ≡
∣∣∣∣∣En+1jEnj
∣∣∣∣∣ ≤ 1, (3.21)




j , g é chamado de fator de amplicação. Utilizando
(3.20), obtemos
g = 1− iν sin(θj), (3.22)
a condição de estabilidade requer que |g| ≤ 1, o qual não é satisfeito.
Exemplo 3.2. (Estabilidade Condicional) Inserindo o harmônico simples Enj e
iθj em
(3.6), obtemos
g = 1− ν + νe−iθj = (1− ν) + ν cos(θj)− iν sin(θj), (3.23)
escrevendo g em forma paramétrica, com parâmetro θj{
ξ = (1− ν) + ν cos(θj),
η = −ν sin(θj)
(3.24)
para analisar a estabilidade e para melhor entendimento, nós levamos (3.24) para o plano
complexo. A curva (3.24) que representa g (3.23) para valores de θ = κ∆x deve perma-
necer dentro do círculo (Fig. 3.2) [Hir94, pag 288]. O esquema é estável para
0 < ν ≤ 1. (3.25)
Portanto (3.6) é condicionalmente estável e (3.25) é uma condição do tipo CFL.
Exemplo 3.3. (Estabilidade Incondicional) Inserindo o harmônico simples Enj e
iθj em
(3.5), obtemos
g = − 1
1 + iν sin(θj)
, (3.26)
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Figura 3.2: Região de estabilidade para o esquema númerico (3.6).
assim, |g| = 1
1+ν2 sin2(θj)
< 1 para todos os valores de ν2. Conclui-se que (3.5) é incondi-
cionalmente estável.
3.3 Operadores em Diferenças
Seja f uma função e fi = f(i∆x), sendo ∆x = xi+1 − xi, para |i| = 1, ..., N. Donde N é
sucientemente grande e suponha que fi = 0 para todo |i| > N . Assim a "grid function"
f de f é dada por
f = [f−N , ..., f−1, f0, f1, ..., fN ]
T . (3.27)
Seguindo [SOD85, pg 7], denimos os seguintes operadores em f = (fi):
(i) O operador deslocamento progressivo S+:
(S+f)i = fi+1, (3.28)
(ii) O operador deslocamento regressivo S−:
(S−f)i = fi−1, (3.29)
(iii) O operador identidade I:
(If)i = fi, (3.30)
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Seja un = (uni ) uma "grid function" no tempo tn = n∆t , n > 0, com u
0
i a condição inicial
discreta, uma equação diferencial com condições de contorno (por exemplo (3.1) e (3.2))
pode ser aproximado pelo método de diferenças nitas e vai ter a forma
un+1 = Q(S−, S+)u
n, (3.36)
onde Q(S−, S+) depende dos operadores deslocamento regressivo S− e deslocamento
progressivo S+. De (3.34) e (3.35), obtemos
ûn+1(θ) = Q(e−iθ, eiθ)ûn(θ), (3.37)
sendo g(θ,∆t,∆x) = Q(e−iθ, eiθ) o fator de amplicação.
Denição 3.1. Sejam 0 < ∆t,∆x << 1, uma malha ou grid será os pontos (tn, xi) =
(n∆t, i∆x), para arbitrários n, i inteiros.
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Denotemos uni ≡ u(tn, xi) e considere EDP's lineares da forma P (∂t, ∂x)u = f(t, x) de
primeira ordem no tempo. Assuma que, dada uma condição inicial u(0, x), a solução é
unicamente determinada.
Denição 3.2. Um esquema em diferenças nitas P∆t,∆xu
n
i = 0 para uma equação de
primeira ordem é estável numa região Λ, na norma (2.11), se existe um inteiro J tal que







para 0 ≤ n∆t ≤ T , com (∆t,∆x) ∈ Λ. Sendo Λ uma região limitada e não vazia do
primeiro quadrante do R2 que tem a origem como um ponto de acumulação.
Teorema 3.1. (Critério de Von Neumann) Um esquema de diferenças nitas de
passo simples (com coecientes constantes) é estável numa região Λ na norma (2.11) se
e somente se existe K (independente de θ,∆x e ∆t) tais que
|g(θ,∆t,∆x)| ≤ 1 +K∆t, (3.39)
com (∆t,∆x) ∈ Λ. Se g = g(θ), então a condição de estabilidade é
|g(θ)| ≤ 1, (3.40)
Demonstração: Vide [Sod85, pag 18] ou [Str04, pag 50]. 
3.4 A condição de Courant-Friedrichs-Lewy
A idéia intuitiva por trás da condição de Courant-Friedrichs-Lewy (CFL) é que a solução
da equação de diferenças nitas não deve ser independente dos dados que determinam a
solução da equação diferencial parcial, salvo se for demonstrado que os dados omitidos
têm um efeito negligenciável.
Denição 3.3. O domínio de dependência de um ponto (t0, x0) é o conjunto de pontos
(0, x) que inuência a solução da equação diferencial parcial no ponto (t0, x0).
Denição 3.4. O domínio de dependência númerico de um método de diferenças nitas
num ponto (n∆t, i∆x) da malha é o conjunto de pontos (0, j∆x) na linha inicial que
inuência a solução do esquema de diferenças nitas no ponto (n∆t, i∆x).
Suponha que o domínio de dependência no ponto (n∆t, i∆x) no método de diferen-
ças nitas DF∆x não contém o domínio de dependência no ponto (n∆t, i∆x) da equação
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diferencial parcial D. Seja D1 o conjunto de pontos em D não contidos em DF∆x. Supo-
nhamos que em algum lugar no D1 o dado inicial é perturbado. A solução da equação de
diferenças nitas no ponto (n∆t, i∆x) não deve ser afetado por esta perturbação do dado
inicial. Assim, será impossível para a solução do método de diferenças nitas convergir
para a solução da equação diferencial parcial com os dados iniciais perturbados quando
∆x,∆t→ 0.
Denição 3.5. Um método de diferenças nitas satisfaz a condição de Courant-Friedrichs-
Lewy (CFL) se o domínio de dependência da solução da equação da diferenças nitas
inclui o domínio de dependência da solução da equação diferencial parcial em todos os
pontos (n∆t, i∆x).
A condição CFL é necessária para a estabilidade. Tipicamente, um método de dife-
renças nitas que satisfaz a condição CFL deve ter um domínio de dependência numérico
que contém pontos que não pertencem no domínio de dependência da equação diferencial
parcial. Aqueles pontos adicionais no domínio de dependência numérico resultam ser da-
dos iniciais adicionais que determinam a solução da equação de diferenças nitas. Isto dá
origem a um erro. No entanto, a contribuição destes dados adicionais tende a 0 quando
∆x,∆t → 0. Um exemplo com mais detalhes pode ser encontrado em [MM05, pag. 87]
onde é satisfeita a condição CFL e logo usando o critério de estabilidade de Von Neumann
[MM05, pag. 19] é exibido o fator de amplicação.
Seguindo [Str04, pag. 25], vamos denir a consistencia de um esquema em diferenças
nitas.
Denição 3.6. Dada uma EDP Pu = f e um esquema em diferenças nitas P∆t,∆xv = f ,
dizemos que o esquema é consistente com a EDP Pu = f se para qualquer função suave
φ(t, x)
Pφ− P∆t,∆xφ→ 0 quando ∆t,∆x→ 0,
a convergência sendo pontual em cada ponto da malha.
Teorema 3.2. (Teorema de Equivalencia de Lax - Richtmyer) Para um problema
de EDP's de evolução bem posto, um esquema em diferenças nitas linear consistente é
convergente se e somente se é estavel.
Demonstração: Vide [Str04, pag 262]. 
Capítulo 4
Análise de Estabilidade
Nosso objetivo neste capítulo é estudar um modelo linear de onda interna dispersivo.
Para isto usaremos o critério de estabilidade de Von Neumann, apresentado no capítulo
anterior .
4.1 Sistema Hiperbólico
4.1.1 Semi discretização no espaço




Nossa discretização espacial é baseada na malha uniforme de pontos xj = j∆x onde
∆x = 2l/N , para j = 1, 2, 3, ..., N , com N é um número par. Agora vamos considerar
modelos de aproximação que podem ser escritos como o seguinte sistema de equações




onde η = [η1, ..., ηN ]T , u = [u1, ..., uN ]T , ηj ≈ η(xj, t), uj ≈ u(xj, t) e C é uma matriz
de Toeplitz circulante real e antisimétrica. Da denição (1.12) e (2.19) sabemos que C




c1+j−i se i ≤ j,
cN+1+j−i se i > j,
(4.3)
onde consideramos c1 = cN/2+1 = 0 e c1+j = −cN+1−j. Estes casos são estudados em
[VB82] para equacões lineares hiperbólicas de primeira ordem, onde ao considerar C
37
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antissimétrica, os esquemas numéricos se tornam conservativos no tempo.
De acordo com (2.15) e (2.16), temos v̂ = ∆xFv e v = 1
2π
F̄ T v̂, onde v̂ = [v̂−N/2+1, ..., v̂N/2]T
e v = [v1, ..., vN ]T . A matriz C pelo teorema 2.4 satisfaz
F TCF̄ = Nλ(C), (4.4)
onde





i(j−1)θk , k = 1, ..., N. (4.5)











Para analisar o sistema discreto (4.2), precisamos da DFT de produtos tais como
y = Cx
















e segue do teorema 2.4 que
Ĉ = diag (λk−N
2
(C)), k = 1, ..., N.
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Portanto mostramos que
ŷk = λk(C)x̂k, k = −N/2 + 1, ..., N/2. (4.8)
Com o propósito de estudar a estabilidade, notamos que o sistema semi-discreto (4.2)

















4.1.2 Integração temporal e análise de Von Neumann
A m de tornar o sistema numérico (4.2) totalmente discretizado, vamos nos concentrar












































































na k-ésima posição, para k = −N
2







































onde k = −N/2+1, ..., N/2. Usando os critérios da teoria da estabilidade de Von Neumann
[Asc08] para mostrar o fator de amplicação e procurando soluções do tipo
[η̂nk , û
n







































































































de (4.6), (4.7) e introduzindo o parâmetro ν = ∆t/∆x que vamos denominar de número
de Courant normalizado, obtemos










Assim, o fator de amplicação g±k = g







ou também pode ser escrito como













Sabemos por (2.24) e (2.25) que uma possível aproximação para u′(x) é dada pelas dife-
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e de quarta ordem
ux(xj) ≈
8(uj+1 − uj−1)− (uj+2 − uj−2)
12∆x












temos de (4.3) que os coecientes cFD−2i da matriz de diferenciação (2.26) do esquema de
diferenças nitas centradas de segunda ordem satisfazem




cFD−2i = 0 em outros casos.
(4.15)







= sin (θ), (4.16)
Vamos agora determinar γFD−4(θ). Analogamente aos coecientes (4.15), temos de (4.3)
e (2.27) que, para o esquema de quarta ordem,








cFD−4i = 0 em outros casos.
(4.17)















Outra escolha para aproximar u′(x) é usar a diferenciação espectral [Tre00], cuja matriz
de diferenciação (2.37) possui os coecientes
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Substituindo (4.19) em (4.6), obtemos






















Além disso, pode-se mostrar que
γSP (θk) =
{
0 se k = 0, N/2,
θk se |k| = 1, 2, ..., N/2− 1,
(4.20)





para k = −N/2 + 1, ...,−1, 1, ..., N/2− 1 e λ0(C) tem multiplicidade 2.
Tendo em consideração os três esquemas espaciais e identicando suas funções correspon-
dentes γ(θ), nós agora vamos derivar as condições do tipo CFL que são sucientes para
garantir a estabilidade.
Lema 4.1. Para a estabilidade do sistema hiperbólico totalmente discretizado (4.9), nós
temos as seguintes condições sucientes do tipo CFL de acordo com o sistema espacial.
νFD−2 ≤ 2
√















Demonstração: Para garantir a estabilidade o número de Courant, ν tem que ser tal
que o fator de amplicação satisfaça a condição de Von Neumann para cada caso, i.e.,







Nos sabemos de (4.12) que





























considerando y = νγ(θ) temos que
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2] o polinômio p(y) =
y6
576
(y2 − 8) ≤ 0
Figura 4.1: Polinômio p(y).










agora precisamos calcular o máximo de γFD−2(θ), γFD−4(θ) e γSP (θ) no intervalo [−π, π]
e substituir em (4.22). Em particular,
1. Temos de (4.16) que




















































3. Temos de (4.20) que γSP (θ) ≤ γSP (N), ou seja,
max
−π≤θ≤π
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+ 1 ≤ k ≤ N
2
, k 6= 0,
















































































Hv̂, H = diag(h−N/2+1, ..., hN/2).
























v̂k, k 6= 0,
0, k = 0.
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Usando o mesmo esquema feito no caso hiperbólico, a discretização da derivada espacial













































































v̂k, k 6= 0,
v̂0, k = 0.
Em outras palavras, P pode ser diagonalizada através da matriz F e tem autovalores
λk(P ) = α(θk/∆x),






βs coth (sδ) , s 6= 0,
1, s = 0.
(4.27)
Além disso P−1 e C comutam, i.e.,
P−1C = CP−1, (4.28)
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De forma análoga a (4.9) usando agora (4.30), o método de Runge - Kutta de quarta























































































Procurando soluções do tipo
[η̂nk , û
n























































Neste sistema a matriz associada ao sistema possui determinante zero, assim conseguimos
obter o fator de amplicação na forma g±k = g
±
k (θk, ν,∆x) sendo
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Comparando (4.12) com (4.32), notamos que em (4.32) existe uma dependência explícita
de ∆x por causa da dispersão.


















adaptado para o sistema dispersivo. Observamos que o número νβ̃ coincide com o número
de Courant ν quando β = 0.















o qual envolve a discretização e os parâmetros físicos do modelo dispersivo.
No lema seguinte, vamos fornecer estimativas sobre os dois parâmetros de estabilidade
diferentes νβ̃ e µβ. A estimativa CFL para νβ̃ é uma extensão natural do caso hiperbó-
lico e revela como a dispersão física relaxa as restrições de estabilidade (por um fator
(1 + β̃)−1/2). Por outro lado, a estimativa envolvendo µβ é mais natural no contexto dis-
persivo levando a uma condição mais exata para ∆t no limite assintótico do parâmetro
de discretização sempre e quando β for maior do que zero.
Vamos agora comparar os parâmetros νβ̃ e µβ. Partindo dos critérios νβ̃ ≤ C1 e













A condição νβ̃ ≤ C1 é mais restritiva quando
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Observação 4.1. No caso δ → ∞, a condição νβ̃ ≤ C1 é a mesma que para o caso



























A condição (4.36) sugere que mesmo no limite assintótico β → 0, considerando uma
discretização com ∆x = O(
√
β), a solução numérica será estável.
Lema 4.2. Para a estabilidade do sistema hiperbólico totalmente discretizado (4.32) nós
























respectivamente. Mais ainda, se β 6= 0 tem-se as seguintes condições
µFD−2β ≤ 3.3227, µ
FD−4
β ≤ 2.6514, µ
SP
β ≤ 1.5958. (4.38)
Demonstração: Da maneira análoga como foi provado o Lema 3.1 a condição suciente
para a estabilidade do sistema é |g±k | ≤ 1 o qual nos leva a seguinte condição,
ν
∣∣∣∣∣ γ(θk)√α(θk/∆x)
∣∣∣∣∣ ≤ 2√2, (4.39)
denindo a seguinte função φ(x) para todo x ∈ R
φ(x) =
 x coth(x), x 6= 0,1, x = 0, (4.40)
onde φ(x) atinge seu mínimo em x = 0, assim de (4.39) e (4.40) podemos fazer a seguinte
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Neste trabalho foram apresentadas condições sucientes de estabilidade do tipo CFL,
primeiro para o sistema linear hiperbólico (4.1) considerando o método de diferenças
nitas centradas de segunda ordem e quarta ordem e o método de diferenciação espectral,
usando o método de Von Neumann para a análise de estabilidade. Encontramos uma
estimativa para o número de Courant normalizado correspondente a cada método.
Para estabelecer condições sucientes para a estabilidade do sistema dispersivo (4.23), é
preciso primeiro introduzir dois parâmetros de estabilidade (4.34) e (4.35), além do número
adimensional (4.33). Observamos que a estimativa para a condição CFL é uma extensão
natural do caso hiperbólico estudado anteriormente e mostramos como a dispersão física
relaxa as restrições de estabilidade.
Uma extensão deste trabalho consistirá na substituição do modelo dispersivo linear
para ondas internas com fundo plano,
ηt − ux = 0


















por modelos com um maior grau de complexidade. Um destes modelos, proposto em
[DZVNC09], aumenta de O(β) para O(β3/2) a ordem de aproximação assintótica do pre-
sente modelo, resultando em uma relação de dispersão mais próxima à relação observada
nas equações de Euler. Em um segundo modelo, o fundo plano é substituído por um fundo
variável [dZN07], que introduz coecientes variáveis em (5.1). Um terceiro modelo que
poderia ser considerado nos trabalhos é a versão fracamente não-linear [CC99] do sistema
(5.1). A análise de estabilidade numérica dos dois últimos modelos é mais desaadora e
pode demandar técnicas alternativas às técnicas empregadas no mestrado, como o mé-
todo de energia [Asc08], além de estimativas experimentais das condições de estabilidade
e dispersão numéricas. Outro trabalho futuro vai ser a implementação computacional.
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