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Abstract
The multi-armed bandit formalism has been extensively stud-
ied under various attack models, in which an adversary can
modify the reward revealed to the player. Previous studies fo-
cused on scenarios where the attack value either is bounded
at each round or has a vanishing probability of occurrence.
These models do not capture powerful adversaries that can
catastrophically perturb the revealed reward. This paper in-
vestigates the attack model where an adversary attacks with a
certain probability at each round, and its attack value can be
arbitrary and unbounded if it attacks. Furthermore, the attack
value does not necessarily follow a statistical distribution.
We propose a novel sample median-based and exploration-
aided UCB algorithm (called med-E-UCB) and a median-
based -greedy algorithm (called med--greedy). Both of
these algorithms are provably robust to the aforementioned
attack model. More specifically we show that both algorithms
achieveO(log T ) pseudo-regret (i.e., the optimal regret with-
out attacks). We also provide a high probability guarantee of
O(log T ) regret with respect to random rewards and random
occurrence of attacks. These bounds are achieved under arbi-
trary and unbounded reward perturbation as long as the attack
probability does not exceed a certain constant threshold. We
provide multiple synthetic simulations of the proposed algo-
rithms to verify these claims and showcase the inability of ex-
isting techniques to achieve sublinear regret. We also provide
experimental results of the algorithm operating in a cognitive
radio setting using multiple software-defined radios.
1 Introduction
Stochastic multi-armed bandit models capture the scenarios
where a player devises a strategy in order to access the opti-
mal arm as often as possible. Such models have been used in
a broad range of applications including news article recom-
mendation (Li et al. 2010), online advertising (Pandey et al.
2007), medical treatment allocation (Kuleshov and Precup
2014), and adaptive packet routing (Awerbuch and Klein-
berg 2004). As security concerns have a critical impact in
these applications, stochastic multi-armed bandit models un-
der adversarial attacks have attracted extensive attention. A
variety of attack models have been studied under the multi-
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armed bandit formalism. Below we briefly summarize major
models that are relevant to our study.
- The adversarial multi-armed bandit model, in which an
adversary is allowed to attack in each round with each at-
tack subject to a bounded value. (Auer et al. 2002) pro-
posed a robust EXP3 algorithm as a defense algorithm
and (Audibert and Bubeck 2009; Stoltz 2005; Bubeck and
Cesa-Bianchi 2012) further provided tighter bounds. (Jun
et al. 2018; Liu and Shroff 2019) showed that a small total
attack cost of O(log T ) makes UCB and -greedy algo-
rithms fail with regret O(T ).
- The budget-bounded attack model, in which an adversary
has a total budget of attack value but can choose to at-
tack only over some time instances. The aim of defense is
to achieve a regret that gradually transits between adver-
sarial (the above always attack) and stochastic (never at-
tack) models. (Lykouris, Mirrokni, and Paes Leme 2018)
provided a variety of such robust algorithms and (Gupta,
Koren, and Talwar 2019) further developed an algorithm
that improved the regret in (Lykouris, Mirrokni, and
Paes Leme 2018).
- The fractional attack model, in which the total rounds that
an adversary attacks is limited either by probability that
the adversary can attack or by the ratio of attacked rounds
to total rounds. The attack value at each round is also sub-
ject to a bounded value. (Kapoor, Patel, and Kar 2019)
proposed a robust RUCB-MAB algorithm, which uses
sample median to replace sample mean in UCB algorithm.
(Seldin and Slivkins 2014) proposed an EXP3-based algo-
rithm which can achieve optimality in both stochastic and
adversarial cases.
- The heavy-tail outlier model, in which the observed re-
ward can have heavy-tail values, whose distribution has
bounded first moment and unbounded second moment.
(Bubeck, Cesa-Bianchi, and Lugosi 2013) proposed a ro-
bust Cantoni UCB algorithm that can defend against such
heavy-tail outliers.
We observe that all of the above adversarial models as-
sume that the attack value (i.e., the adversarial cost) either
is bounded or has vanishing probability of occurrence. In
this paper, we study an adversarial attack model where the
attack value can be arbitrary and unbounded. To elaborate
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further, an arbitrary attack value allows flexible and adap-
tive attack strategies, which may not follow a probabilistic
distribution. Unboundedness allows arbitrarily large attack
values to occur with constant probability. Under such an at-
tack model, it is impossible to defend if the adversary can
attack at each round. Thus, we assume that the adversary at-
tack with a fixed probability ρ at each round (as justified in
(Kapoor, Patel, and Kar 2019; Altschuler, Brunel, and Malek
2019)).
Such an attack model turns out to be quite challenging
due to arbitrary and unbounded attack values. As we demon-
strate in Section 5, the existing popular (robust) algorithms
fail to defend, even when attack values are not substantially
large all the time. These algorithms include (a) vanilla UCB
and -greedy, which are mean-based and clearly are vul-
nerable under arbitrarily large attack; (b) EXP3, designed
to succeed typically under bounded attack values; (c) Can-
toni UCB for heavy-tail bandit (Bubeck, Cesa-Bianchi, and
Lugosi 2013), which requires large valued outliers to oc-
cur with asymptotically small probability; (d) RUCB-MAB
(Kapoor, Patel, and Kar 2019), also designed to succeed typ-
ically under bounded attack values.
The contribution of this paper lies in proposing two novel
robust median-based bandit algorithms to defend from arbi-
trary and unbounded attack values, and furthermore devel-
oping sharp bounds of their regret performance.
1.1 Our Contributions
We summarize our contributions as follows.
• We propose a novel median-based exploration-aided
UCB algorithm (med-E-UCB) by incorporating a di-
minishing number of periodic exploration rounds. In con-
trast to RUCB-MAB in (Kapoor, Patel, and Kar 2019)
(which directly replaces sample mean in vanilla UCB by
sample median), our med-E-UCB adds a small amount of
exploration, which turns out to be critical for maintaining
logarithmic regret. We further propose a median-based
-greedy algorithm (med--greedy), for which logarith-
mic regret is achieved without additional exploration.
• For both med-E-UCB and med--greedy, we show that,
even under arbitrary and unbounded attacks, they achieve
an optimal O(log T ) pseudo-regret bound for no attack
scenarios, as long as the attack probability ρ does not ex-
ceed a certain constant threshold. This allows the num-
ber of attacks to scale linearly. We also provide a high-
probability analysis with respect to both the randomness
of reward samples and the randomness of attacks, so that
O(log T ) regret is guaranteed under almost all trajectory.
• We develop a new analysis mechanism to deal with the
technical challenge of incorporating the sample median
into the analysis of bandit problems. Direct use of the ex-
isting concentration bounds on the sample median does
not provide a guarantee of O(log T ) regret for our algo-
rithms. In fact, it turns out to be nontrivial to maintain
the concentration of sample median (which requires suf-
ficient exploration of each arm) and at the same time best
control the exploration to keep the scaling of the regret at
the O(log T ) level. Such an analysis provides insight for
us to design exploration procedure in med-E-UCB.
• We provide the synthetic demonstrations and experimen-
tal radio results from a realistic cognitive radio setting that
demonstrate the robustness of the proposed algorithms
and verify their O(log T ) regret under large valued at-
tacks. We demonstrate in both sets of experiments that
existing algorithms fail to achieve logarithmic regret un-
der the proposed attack model.
All the technical proofs of the theorems in the paper can be
found in the full version of this work posted on arXiv.
1.2 Related Works
Stochastic vs adversarial multi-armed bandit. Under an
adversarial bandit model where attacks occur at each round,
(Jun et al. 2018; Liu and Shroff 2019) showed that UCB
and -greedy fail with regret of O(T ) while sustaining only
a small total attack cost of O(log T ). Then, (Bubeck and
Slivkins 2012; Seldin and Slivkins 2014; Auer and Chiang
2016; Seldin and Lugosi 2017; Zimmert and Seldin 2019;
Gupta, Koren, and Talwar 2019) designed robust algorithms
that achieve O(√T ) regret for an adversarial bandit and
O(log T ) for stochastic bandit without attack. Furthermore,
(Lykouris, Mirrokni, and Paes Leme 2018; Gupta, Koren,
and Talwar 2019) provided robust algorithms and character-
ized the regret under the model where the fraction of attacks
ranging from always-attacking to never-attacking. (Kapoor,
Patel, and Kar 2019) proposed a median-based UCB al-
gorithm, and derived the same type of regret for a similar
but probabilistic model, where the adversary attacks at each
round with a certain probability. Other similar intermedi-
ate models were also studied in (Zimmert and Seldin 2019),
where either the ratio of attacked rounds to total rounds or
the value of attacks are constrained. All these studies assume
a bounded range for the attack value at each round, whereas
our study allows arbitrary and unbounded attack values.
(Bubeck, Cesa-Bianchi, and Lugosi 2013) proposed Can-
toni UCB algorithm for a heavy-tail bandit, and showed
that the algorithm can tolerate outlier samples. Though their
heavy-tail distributions allow outliers to occur with fairly
high probability as compared to sub-Gaussian distributions,
our adversarial model is much more catastrophic. It allows
the attack distribution to have an unbounded mean, whereas
the heavy-tail distribution still requires a finite mean and cer-
tain higher order moments. For example, under our attack
model, an adversary can attack only the optimal arm with
probability ρ by subtracting a sufficiently large constant c, so
that the optimal arm no longer has the largest sample mean.
Consequently, Cantoni UCB fails with the regret increasing
linearly with T . The experiment in Section 5 also shows that
Cantoni UCB fails under our attack model.
Median-based robust algorithms. The sample median
is well known to be more robust than the sample mean in
statistics (Tyler 2008; Zhang, Chi, and Liang 2016). Hence,
the sample median has been used in a variety of contexts
to design robust algorithms in multi-armed bandit problems
(Altschuler, Brunel, and Malek 2019), parameter recovery
in phase retrieval (Zhang, Chi, and Liang 2018), and regres-
sion (Klivans, Kothari, and Meka 2018). In this paper, the
analysis methods are novel and we provide high probability
guarantees of O(log T ) regret (rather than just in average).
We also note that the RUCB-MAB (Kapoor, Patel, and Kar
2019) directly replaces the sample mean by the sample me-
dian in UCB, which as shown in Section 5 fails to defend
against arbitrary and unbounded attack.
2 Problem Formulation
Consider a K-armed bandit, where each arm i exhibits a
stationary reward distribution with a cumulative probability
distribution function (CDF) Fi and mean µi. Denote the arm
with the maximum mean reward as i∗, and assume that it is
unique. Let µ∗ = µi∗ represent the maximum mean reward
and ∆i = µ∗ − µi for all i 6= i∗. Throughout the paper, we
assume that µi for i = 1, ...,K are fixed constants and do
not scale with the number of pulls T .
At each round t, the player can pull any arm, i ∈
{1, ...,K}. Then the bandit generates a reward X˜i,t accord-
ing to the distribution Fi.
There exists an adversary, who decides to attack with
probability 0 < ρ < 1, independently of the history of arm
pulls by the player. If the adversary attacks, it adds an attack
value ηt to the reward so that the player observes a perturbed
reward Xi,t = X˜i,t + ηt; If the adversary does not attack,
the player observes a clean reward Xi,t = X˜i,t. That is,
Xi,t =
{
X˜i,t + ηt, with probability ρ;
X˜i,t, with probability 1− ρ. (1)
We emphasize that in our attack model, with a constant
probability ρ > 0, the attack value ηt can be arbitrarily large.
Furthermore, the realizations of ηt do not follow any statisti-
cal model, which is much more catastrophic than the typical
heavy-tail distributions(Bubeck, Cesa-Bianchi, and Lugosi
2013). Since attack values can be arbitrary, our attack model
allows the adversary to adaptively design its attack strategy
based on reward history and distributions, as long as it at-
tacks with probability ρ.
For a bandit algorithm, we define the pseudo-regret as
R¯T = µ
∗T − E
[
T∑
t=1
µIt
]
, (2)
where It denotes the index of the arm pulled at time t, and
the expectation is over both stochastic rewards as well as the
random occurrence of attacks. It measures how the reward
obtained by the algorithm deviates from that received by the
optimal strategy in expectation. Furthermore, in practical ad-
versarial scenarios, it is of great interest to characterize the
regret in reward trajectory. Thus, we define the following
stronger notion of the regret
RT = µ
∗T −
T∑
t=1
µIt . (3)
Here, RT is a random variable with respect to the random
occurrence of attacks and reward values, and in general is a
function of attack values.
The goal of this paper is to design algorithms that mini-
mize the pseudo-regret and more importantly minimize the
regret with high probability. More importantly, the latter
condition guarantees robust operation over almost all reward
trajectories.
Notations: For a given cumulative distribution function
(CDF) F , we define its generalized p-quantile (where 0 <
p < 1) function as θp(F ) = inf{x ∈ R : F (x) ≥ p}.
For a sample sequence {xi}mi=1, let Fˆ be its empirical dis-
tribution. Then let θp({xi}mi=1) be the p-quantile of Fˆ , i.e.,
θp({xi}mi=1) = θp(Fˆ ). If p = 1/2, we obtain the median of
the sequence given by med({xi}mi=1) := θ1/2({xi}mi=1) =
θ1/2(Fˆ ).
We use N (µ, σ2) to denote a Gaussian distribution with
mean µ and variance σ2, and use Φ(·) to denote the CDF of
the standard Gaussian distribution N (0, 1).
In this paper, d·e denotes the nearest bigger integer, b·c
denotes the nearest smaller integer, and [K] represents the
set {1, 2, ...,K}. Furthermore, y = O(f(x)) represents that
there exists constants M > 0, ζ > 0 such that y ≤ Mf(x)
for all x ≥ ζ. And log(·) denotes the natural logarithm
with the base e. For a differentiable function f , we write
its derivative as f ′.
3 Median-based and Exploration-aided UCB
In this section, we first propose a median-based UCB al-
gorithm, and then show that such an algorithm can defend
against the attack model described in Section 2.
3.1 Algorithm Overview
We begin by explaining why direct replacement of sam-
ple mean by sample median in UCB (Kapoor, Patel, and
Kar 2019) cannot defend against large attack values. Con-
sider a catastrophic attack scheme that our attack model al-
lows, where the adversary sets ηt = −∞ or a significantly
large negative value in the case when the player pulls the
optimal arm, and η = 0 otherwise. Then, the first time
that the player pulls the optimal arm, the adversary attacks
with a positive probability ρ > 0, resulting in the value of
medi∗(t) +
√
ω log t
Tj(t)
being −∞, where medi∗(t) denotes
the sample median of the rewards received by arm i∗ up to
time t. Consequently, the optimal arm will never be pulled
in the future, and hence the regret grows linearly with T .
The primary reason that median-based vanilla UCB fails in
such a case is due to insufficiently enforced exploration for
each arm. That is, the sample median can fail with only one
catastrophic sample if there are not enough samples. On the
other hand, if there are further enforced explorations to pull
the optimal arm, the sample median can eventually rule out
outlier attack values since such an attack occurs only prob-
abilistically and not all the time. The above understanding
motivates us to design an exploration-aided UCB algorithm,
and then incorporate the sample median to defend against
large attack values. We call this algorithm med-E-UCB and
describe it formally in Algorithm 1. This idea is illustrated
in Figure 1, where we divide the pulling rounds into blocks.
Each block consists of G rounds, where G ≥ Kb logG and
b > 0 is an arbitrary constant. During the first block (i.e.
k = 0), the size of pure exploration round is fixed at b logG
pulls per arm. Except for the first block, at the beginning of
GG GG
 Kb*log(G)  Kb*log(2)  Kb*log(4/3) Kb*log(3/2)  Kb*log(5/4)
Figure 1: An illustration of med-E-UCB scheme, where the
blue blocks denote the pure exploration rounds and the white
blocks denote the UCB rounds.
each block, say block k, each arm is approximately explored
b log k+1k rounds. As a result, each arm is guaranteed to have
been pulled b log((k + 1)G) times at block k. So that pure
exploration does not significantly affect the regret.
Algorithm 1 med-E-UCB
Input: Number of arms K, group size G, exploration pa-
rameters b,ω, and total rounds T .
1: Initialization: for the first K db logGe rounds, pull each
arm db logGe times.
2: for t = K db logGe+ 1, ..., T do
3: k =
⌊
t
G
⌋
;
4: if kG + 1 ≤ t ≤ kG + K(db log(k + 1)Ge −
db log kGe) then
5: Pure Exploration:
It =
⌈
t−kG
db log(k+1)Ge−db log kGe
⌉
;
6: else
7: UCB round:
It = argmax
j
{
medj(t− 1) +
√
ω log t
Tj(t−1)
}
,
8: end if
9: end for
3.2 Analysis of Regret
In this subsection, we analyze the regret of med-E-UCB.
The distributions associated with the arm are not necessarily
Gaussian, and need only satisfy the following assumption.
Assumption 1. There exists a constant s, such that
θ 1
2−s (Fi∗) > θ 12 +s (Fj) for all j 6= i∗. Moreover, Fi(·)
is differentiable for all i ∈ [K] , and there exist constants
l > 0 and ξ > 0, such that
inf{F ′i∗(x) : θ 12−s (Fi∗)− ξ < x < θ 12−s (Fi∗)} ≥ l ,
and for all j 6= i∗
inf{F ′j(x) : θ 12 +s (Fj) < x < θ 12 +s (Fj) + ξ} ≥ l.
The above assumption essentially requires that the median
of the optimal arm and the median of the non-optimal arms
have gaps such that the optimal arm can stand out statisti-
cally. This assumption further requires that the probability
density within a ξ-neighborhood of the median to be lower-
bounded by a positive l in order to guarantee a good con-
centration property. Clearly, Gaussian distributions satisfy
Assumption 1.
Lemma 1 (Sample median concentration bound). Let Xi =
X˜i + ηi, i = 1, ...., n be n attacked data samples, where
X˜i, i = 1, ..., n are original (i.e., un-attacked) data samples
i.i.d. drawn from the distribution with CDF F . The ηi’s are
unbounded attack values. If
∑n
i=1 1 {ηi 6= 0} ≤ s · n holds
for a constant s ∈ (0, 1), then for any a, b > 0, we have
P
(
med ({Xi}ni=1)− θ 12−s (F ) ≤ −a
)
≤ exp (−2np21) ,
P
(
med ({Xi}ni=1)− θ 12 +s (F ) ≥ b
)
≤ exp (−2np22) ,
where p1 = 12 − s − F (θ 12−s (F ) − a), and p2 =
F (θ 1
2 +s
(F ) + b)− 12 − s.
Using Lemma 1, we obtain the following regret bounds
for med-E-UCB.
Theorem 1. Consider the stochastic multi-armed bandit
problem as described in (1). Suppose Assumption 1 holds.
Further assume that the attack probability ρ < s, total num-
ber of rounds T > G, b ≥ max{ ωξ2 , 2(s−ρ)2 } and ω ≥ 2l2 .
Then the pseudo-regret of med-E-UCB satisfies
R¯T ≤
K∑
j=1,j 6=i∗
∆jb log(2T )
+
K∑
j=1,j 6=i∗
∆j
(
4ω log T
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
)
+
K∑
j=1,j 6=i∗
∆j(2 +
2pi2
3
).
For constant K, ∆j , b and ω, R¯T = O(log(T )).
Theorem 1 implies that med-E-UCB achieves the best
possible pseudo-regret bound under the attack-free model
(Lai and Robbins 1985). Considering that the number of
attacks can scale linearly with the total number of pulling
rounds and attack values can be unbounded and arbitrary,
Theorem 1 demonstrates that med-E-UCB is robust algo-
rithm against very powerful attacks.
Furthermore, we establish a stronger high-probability
guarantee for the regret of med-E-UCB with respect to both
the randomness of attack occurrence and rewards.
Theorem 2. Suppose Assumption 1 holds. Assume that the
attack probability ρ < s, total number of rounds T > G,
b ≥ max{ ωξ2 , 2(s−ρ)2 } and ω ≥ 3.5l2 . Then, with probabil-
ity at least 1 − δ with respect to the randomness of attack
occurrence and rewards, the regret of med-E-UCB satisfies
RT ≤
∑
j=1,j 6=i∗
∆jb log(2T )
+
∑
j=1,j 6=i∗
∆j
(
4ω log T
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
)
+
∑
j=1,j 6=i∗
∆j
(
e
(
bK
2δ
) 1
4
+
2K
δ
+ 3 +
pi2
3
)
.
For constant K,∆j , b and ω, RT = O(log T + 1δ ).
In practice, the high-probability result as Theorem 2 is
much more desirable. In such a case, we would like the guar-
antee of successful defense for almost all realizations of the
attack (i.e., with high probability) rather than an on-average
performance which does not imply what happens for each
attack realization.
Theorems 1 and 2 readily imply the following corollary
for Gaussian distributions. To present the result, let the ith
arm be associated with N (µi, σ2). Further let ∆min :=
min
i 6=i∗
{µ∗ − µi}, and l = 1√2piσ2 exp
(
− (∆min+4)232σ2
)
, where
Φ(·) denotes the CDF of N (0, 1).
Corollary 1. Suppose each arm corresponds to a Gaus-
sian distribution. Suppose ρ < Φ(∆min4σ ) − 12 , b ≥
max{ω, 2(Φ(∆min/(4σ))−1/2−ρ)2 }, and ω ≥ 2l2 . Then, the
pseudo-regret of med-E-UCB satisfies R¯T = O(log T ).
And, with probability at least 1 − δ with respect to the ran-
domness of both attacks and rewards, the regret of med-E-
UCB satisfies RT = O
(
log(T ) + 1δ
)
.
4 Median-based -greedy
In this section, we propose a robust -greedy algorithm
based on the sample median, and show that it is robust to
defend against the adversarial attack described in Section 2.
This algorithm is helpful to compare with med-E-UCB to il-
lustrate that under unbounded attacks med-E-UCB is more
exploration-efficient.
4.1 Algorithm Overview
We propose an -greedy algorithm that incorporates the sam-
ple median to defend against adversarial attacks. We call the
algorithm med--greedy and describe it formerly in Algo-
rithm 2. Compared with the standard -greedy algorithm,
the med--greedy algorithm replaces the sample mean by
the sample median. In addition, the exploration parameter c
needs to be appropriately chosen to provide sufficient explo-
ration to guarantee the concentration of the sample median.
Algorithm 2 med--greedy
Input: Number K of arms, total number of T pulling, and
exploration parameter c.
1: Initialization: pull each arm dce times.
2: for t = dceK + 1, ..., T do
3: Pull arm
It =

argmax
j
{medj(t− 1)}, w.p. 1− cK
t
Uniformly pick an arm from 1 t o K,w.p.
cK
t
4: end for
4.2 Analysis of Regret
In this subsection, we analyze both the pseudo-regret and
regret of the med--greedy algorithm. We first make the fol-
lowing assumption on the reward distributions.
Assumption 2. There exists a constant 0 < s < 1 and a
constant x0 ∈ R, such that the CDF F (·) of the optimal arm
satisfies Fi∗(x0) < 12 − s, and the CDFs of the remaining
arms satisfy Fj(x0) > 12 + s, for all j 6= i∗.
The above assumption ensures that the sample median of
the optimal arm is larger than those of the other arms with a
desirable gap. Compared to Assumption 1 for med-E-UCB,
Assumption 2 is slightly weaker as it does not need the CDF
to be differentiable and its derivative to be bounded below
in the neighborhood of 12 + s or
1
2 − s quantiles. Clearly,
a collection of Gaussian distributions with a unique largest
mean satisfies Assumption 2.
The following theorem characterizes the pseudo-regret
bound for the med--greedy algorithm.
Theorem 3. Consider the stochastic multi-armed bandit
problem under adversarial attack as described in (1). Let
Assumption 2 hold. Suppose ρ < s, and suppose the
exploration parameter c satisfies the following condition
c > max{20, 2
(Fj(x0)− 12−s)
2 ,
2
( 12−s−Fi∗ (x0))
2 ,
2
(s−ρ)2 : j =
1, 2, ...K, j 6= i∗}. Then the pseudo-regret of med--greedy
satisfies
R¯T ≤ c
K∑
j=1,j 6=i∗
∆j log T +2cKeµ
∗+
K∑
j=1,j 6=i∗
(2+3c)∆j ,
For fixed ∆j , K, and c, R¯T = O(log T ).
Theorem 3 indicates that even under adversarial attack,
med--greedy still achieves O(log T ) regret, which is the
same as the optimal pseudo-regret order in attack-free
model. In contrast to med-E-UCB, exploration rounds in
vanilla -greedy are already sufficient for the sample median
to be effective.
Aside from the pseudo-regret bound, we further provide a
high-probability guarantee for the regret below.
Theorem 4. Given Assumption 2, suppose ρ < s, and
the exploration parameter c satisfies the following condition
c > max{40, 4
(Fj(x0)− 12−s)
2 ,
4
( 12−s−Fi∗ (x0))
2 ,
1
(s−ρ)2 : j =
1, 2, ...K, j 6= i∗}. Then, with probability at least 1− δ with
respect to the randomness of both attacks and rewards, the
regret of med--greedy satisfies
RT ≤ 6 dce
2
K3
δ
µ∗+
K∑
j=1,j 6=i∗
2c∆j log T +
K∑
j=1,j 6=i∗
2c∆j .
For constant ∆j , K, and c, RT = O(log T + 1δ )
Theorems 3 and 4 readily implies the result when all arms
correspond to Gaussian distributions, which we state in the
following corollary. Similar to Corollary 1 for med-E-UCB,
for Gaussian distributions, we have derived the threshold
for ρ below which med--greedy has the desired regret. To
present the result, suppose the ith arm is associated with
N (µi, σ2), and let ∆min := min
i6=i∗
{µ∗ − µi}.
Corollary 2. Suppose each arm corresponds to a
Gaussian distribution, and ρ < Φ(∆min4σ ) − 12 . Let
c > max{10, 1
(Φ( ∆min2σ )−Φ(
∆min
4σ ))
2 ,
1
(Φ(
∆min
4σ )− 12−ρ)2
}.
Then, the pseudo-regret of med--greedy satisfies R¯T =
O(log T ).
Furthermore, with probability at least 1 − δ with respect
the randomness of both attacks and rewards, the regret of
med--greedy satisfies RT = O(log T + 1δ ).
5 Experiments
5.1 Comparison among Algorithms
In this subsection, we provide experiments to demonstrate
that existing robust algorithms fail under the attack model
considered here, whereas our two algorithms are successful.
In our experiment, we choose the number of arms to be
10. The reward distribution of the ith arm is N (2i, 1) for
i ∈ [K]. The attack probability is fixed to be ρ (ρ = 0.125
and 0.3). The adversary generates an attack value η uni-
formly at random from the interval (0, 1800) if it attacks,
and subtracts the clean reward by η if the optimal arm is
pulled and adds to the clean reward otherwise. For each al-
gorithm, each trial contains T = 105 rounds, and the final
results take the average of 20 Monte Carlo trials.
We first compare the performance of our med-E-UCB
and med--greedy with RUCB-MAB (Kapoor, Patel, and
Kar 2019), EXP3 (Auer et al. 2002), and Cantoni UCB
(Bubeck, Cesa-Bianchi, and Lugosi 2013). We also include
(vanilla) UCB(Auer, Cesa-Bianchi, and Fischer 2002) and
(vanilla) -greedy (Auer, Cesa-Bianchi, and Fischer 2002)
in the comparison for completeness. For med-E-UCB, we
set b = 4, ω = 4, and G = 103. For med--greedy, we set
c = 10. Other parameters are set as suggested by the origi-
nal references. It can be seen from Figure 2 that our med-E-
UCB and med--greedy algorithms significantly outperform
the other algorithms with respect to the average regret. It
is also clear that only our med-E-UCB and med--greedy
algorithms have logarithmically increasing regret, whereas
all other algorithms suffer linearly increasing regret. Be-
tween our two algorithms, med-E-UCB performs slightly
better than med--greedy. This implies that the med-E-UCB
is more exploration efficient than med--greedy. The same
observations can also be made in Figure 3, where the perfor-
mance metric is the percentage of pulling the optimal arm.
Only our med-E-UCB and med--greedy algorithms asymp-
totically approaches 100% optimal arm selection rate.
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Figure 2: Comparison of regret among algorithms
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Figure 3: Comparison of percentage of pulling the optimal
arm among algorithms
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Figure 4: Comparison of regret among algorithms
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Figure 5: Comparison of percentage pulling of optimal arm
among algorithms
We further note that as shown in Figures 2 and 3, RUCB-
MAB in (Kapoor, Patel, and Kar 2019) does not defend
against large valued attacks. This fact indicates that direct
replacement of sample mean by sample median as in RUCB-
MAB does not yield sufficiently robust performance. As a
result, the diminishing periodic exploration in our med-E-
UCB turns out to play a critical role in its successful defense.
We further compare the performance of our med-E-UCB
and med--greedy with a so-called α-trimmed scheme (Bed-
nar and Watt 1984), which is a very popular method in sig-
nal processing to deal with similar unbounded arbitrary at-
tacks. The idea of such a scheme is to remove the top and
bottom α fraction of samples before calculating the sample
mean in order to eliminate the influence of outliers. It can
be seen from Figures 4 and 5 that med-E-UCB and med-
-greedy significantly outperform the α-trimmed UCB and
α-trimmed -greedy algorithms.
5.2 Experiment over Cognitive Radio Testbed
In this subsection, we present experimental results over a
wireless over-the-air radio testbed (Figure 6) to validate the
performance of med-E-UCB and med--greedy. The testbed
models a pair of secondary users in a cognitive radio net-
work opportunistically sharing spectrum resources with a
primary user (not shown) while simultaneously defending
against a stochastic adversarial jammer. We model the chan-
nel selection problem of the secondary users as a multi-
armed bandit and use the channel signal to interference and
noise ratio (SINR) as a measure of reward. The SINR is
approximated using the inverse of error vector magnitude,
which has a linear relationship for the range of signal powers
we measure in the software defined radio (SDR). The trans-
mitted packet signal power is constant throughout the exper-
iment so that lower noise channels have a greater SINR com-
pared with noisier channels which have a lower SINR. We
model our unbounded adversary according to (1). If the ad-
versary attacks, a fixed power noise jamming attack is placed
over top the secondary user signal packet, significantly re-
ducing SINR by 40dB (i.e, 4 orders of magnitude). Each ra-
dio node uses an Ettus Research Universal Software Radio
Peripheral (USRP) B200 Software Defined Radio (SDR).
Figure 6: Cognitive radio testbed hardware setup. The re-
ceive node (RX) selects a channel according to its assigned
policy and communicates the selected channel to the trans-
mit node (TX) via an ACK channel. TX transmits a 500 kHz
bandwidth QPSK signal in the 1.2 GHz UHF band. RX re-
ceives a reward based on the selected channel conditions.
We center our experiment in the 1.2 GHz UHF frequency
band across a 5 MHz RF bandwidth. Channel SINR is con-
trolled using an additional USRP to transmit frequency vary-
ing noise to create five contiguous 500 kHz channels cen-
tered between 1200 MHz and 1202 MHz (Figure 7). The re-
wards of the 5 channels without adversarial perturbation are
normally distributed with mean SINR of [41, 37, 35, 31, 28]
dB and unit variance. Mean SINR of adversarially attacked
rounds range between 5 to 10 dB. We use identical param-
eters as our simulations from Section 5.1, with c = 10 for
med--greedy and b = 4, ω = 4, for med-E-UCB. Similarly,
the attack probabilities are fixed to be ρ which equals either
0.125 or 0.3. Due to hardware timing constraints, rounds oc-
Figure 7: Example spectrogram of received data. Five indi-
vidual 500 kHz channels are available for selection between
center frequencies 1200 MHz and 1202 MHz with increas-
ing amounts of background noise. Data transmission are sent
every 2-seconds indicated by thin red data packets. Some
proportion of data transmissions are overlaid with thicker
red bars, indicating an adversarial attack.
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Figure 8: Comparison of regret among algorithms
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Figure 9: Comparison of percentage of pulling the optimal
arm among algorithms
cur at 2-second intervals. So we reduce the total number of
rounds T = 2000 for each experiment and set G = 200 for
med-E-UCB.
The experiment results are illustrated in Figures 8 and 9,
which indicate that med-E-UCB and med--greedy achieve
logarithmic regret compared with other algorithms including
RUCB-MAB as well as mean UCB and mean -greedy. Sim-
ilarly, our algorithms both eventually converge to a 100%
pull rate of the optimal arm.
6 Conclusion
In this work, we proposed two median-based bandit al-
gorithms, which we show to be robust under probabilis-
tic unbounded valued adversarial attacks. Our median-based
method can be potentially applied to many other models in-
cluding multi-player bandits (Gai and Krishnamachari 2011)
and UCT (Kocsis and Szepesva´ri 2006).
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Supplementary Materials
A Specification of Parameters for Algorithms in Experiments
• med-E-UCB: b = 4, ω = 4, and G = 10000
• med--greedy: c = 10
• UCB: refers to the (α,ψ)-UCB algorithm proposed in (Bubeck and Cesa-Bianchi 2012, Chap. 2.2), with its penalty function
(ψ∗)−1 as recommended in (Bubeck and Cesa-Bianchi 2012), and its parameter α tuned to the best in our experiment.
• -greedy: refers to the algorithm proposed in (Auer, Cesa-Bianchi, and Fischer 2002), with its exploration parameter c tuned
to the best in our experiment.
• RUCB-MAB: refers to the median-based vanilla UCB algorithm proposed in (Kapoor, Patel, and Kar 2019). Such an algo-
rithm directly applies the sample median to replace the sample mean in UCB.
• EXP3: refers to (Auer et al. 2002). Given the time horizon T , we set the γ = min
{
1,
√
K lnK
(e−1)T
}
as in corollary3.2 (Auer et
al. 2002) suggests, and we take g in the corollary to be T .
• Cantoni UCB: refers to the modified robust UCB algorithm with Cantoni’s M-estimator proposed in (Bubeck, Cesa-Bianchi,
and Lugosi 2013), which can tolerate certain heavy tail outlier samples.
• α-trimmed mean UCB: refers to an α-trimmed mean-based UCB algorithm, where we remove the top and bottom α fraction
of samples before calculating the sample mean. In our experiment, we choose α from {0.125, 0.3} depending on the attack
probability ρ, and tune other parameters to the best.
• α-trimmed mean -greedy: refers to an α-trimmed mean-based -greedy algorithm. We choose α from {0.125, 0.3} de-
pending on the attack probability ρ, and tune other parameters to the best in the experiment.
B Technical Lemmas
To prove the main results, we first establish several useful lemmas. The following lemma shows that for each arm i, the
proportion si(m) of its attacked samples to its total t samples is upper-bounded with high probability when m is large enough.
Lemma 2. Let sj(m) :=
∑
k∈Qj(t),Tj(t)=m 1{ηk 6=0}
m denote the proportion of attacked data out of m collected data from the jth
arm. Define an event E = {sj(mj) ≤ ρ + 0 : mj ≥ N, j = 1, ...K}, where N =
⌈
1
220
log K
220δ
⌉
+ 1 ∈ N, with a small
constant 0 < δ < 1. Then, we have P (E) ≥ 1− δ.
Proof of Lemma 2:
P (E) = P
 K⋂
j=1
∞⋂
mj=N
{sj(mj)− ρ ≤ 0}
 = 1− P
 K⋃
j=1
∞⋃
mj=N
{sj(mj)− ρ > 0}

(i)
≥ 1−
K∑
j=1
∞∑
mj=N
P (sj(mj)− ρ > 0)
(ii)
≥ 1−
K∑
j=1
∞∑
mj=N
e−2
2
0mj
(iii)
≥ 1−
K∑
j=1
1
220
exp
(−220(N − 1)) ≥ 1− K∑
j=1
δ
K
= 1− δ,
where (i) follows from the union bound, (ii) follows from Hoeffding’s inequality (Vershynin 2018, See Theorem 2.2.2), and
(iii) follows from the fact
∞∑
t=x+1
e−Kt ≤ 1K e−Kx.
The following lemma provides a concentration bound on the p-quantile of attacked data {Xi}ni=1.
Lemma 3. Let Xi = X˜i + ηi, i = 1, ...., n be n attacked data samples, where X˜i, i = 1, ..., n are original (i.e., un-attacked)
data samples i.i.d. drawn from the distribution with CDF F and η are unbounded attack values. Then, if the ratio of attacked
samples to total samples is upper-bounded by s (i.e., 1n
∑n
i=1 1 {ηi 6= 0} ≤ s) for constant s ∈ (0, 1). Then for any constants
p ∈ (s, 1− s), and a, b > 0, we have
P (θp ({Xi}ni=1)− θp−s (F ) ≤ −a) ≤ exp
(−2n[p− s− F (θp−s (F )− a)]2)
P (θp ({Xi}ni=1)− θp+s (F ) ≥ b) ≤ exp
(−2n[F (θp+s (F ) + b)− p− s]2) . (4)
Proof of Lemma 3: First, we claim
θp−s
(
{X˜i}ni=1
)
≤ θp ({Xi}ni=1) ≤ θp+s
(
{X˜i}ni=1
)
, (5)
which is quite obvious. As you can check the two extreme cases, where the adversary only add +∞ or −∞ to the samples, the
equality holds. Rigorous proof can be found in (Zhang, Chi, and Liang 2018, Lemma 3).
Based on the definition of quantile, we have
P
(
θp−s
(
{X˜i}ni=1
)
≤ θp−s (F )− a
)
(i)
= P
(
n∑
i=1
1
{
X˜i ≤ θp−s (F )− a
}
≥ n(p− s)
)
(ii)
≤ exp (−2n[p− s− F (θp−s (F )− a)]2) , (6)
where (i) follows from the definition of the p−s quantile of the clean rewards, and (ii) follows from (Vershynin 2018, Theorem
2.2.2). Taking the steps similar to the above ones, we obtain
P
(
θp+s
(
{X˜i}ni=1
)
≥ θp+s (F ) + b
)
≤ exp (−2n[F (θp+s (F ) + b)− (p+ s)]2) . (7)
Combining (5), (6) and (7), we finish the proof.
C Proof of Theorem 1
We first define some notations. Let Qi(t) := {τ : τ ≤ t, Iτ = i} be the set of rounds which consist of the time indices up to
round t in which the player pulls the ith arm. Let Ti(t) := |Qi(t)| denote the number of rounds that the player pulls the ith arm
up to round t, and let medi(t) = med
({Xi,τ}τ∈Qi(t)) denote the sample median of the collected data generated by the ith arm
up to round t.
For any arm j 6= i∗ and any positive integer l0, we have
Tj(T ) =
T∑
t=1
1 {It = j} =
∑
t≤T,t is a pure exploration round
1 {It = j}+
∑
t≤T,t is a UCB round
1 {It = j}
(i)
≤ 1 + b log(T +G) +
∑
t≤T,t is a UCB round
1 {It = j}
≤ 1 + b log(T +G) + l0 +
∑
t≤T,t is a UCB round
1 {It = j, Tj(t− 1) ≥ l0} , (8)
where (i) follows from the fact that for each arm j, the number of pure exploration rounds is
⌈
b log(
⌈
T
G
⌉ ·G)⌉ ≤ 1 + b log(T +
G). For notional simplicity, denote the UCB penalty term as ct,Ti(t−1) =
√
ω log t
Ti(t−1) , where ω is defined in Algorithm 1.
Let {Xjk}mk=1 := {Xj,k}k∈Qj(t),Tj(t):=m be the first m rewards collected from arm j. Then, based on (8), we obtain
Tj(T )
(i)
≤ 1 + b log(T +G) + l0
+
∑
t≤T,t is a UCB round
1
{
medi∗(t− 1) + ct−1,Ti∗ (t−1) ≤ medj(t− 1) + ct−1,Tj(t−1), Tj(t− 1) ≥ l0
}
≤ 1 + b log(T +G) + l0 +
T∑
t=l0
1
{
medi∗(t− 1) + ct−1,Ti∗ (t−1) ≤ medj(t− 1) + ct−1,Tj(t−1), Tj(t− 1) ≥ l0
}
(ii)
≤ 1 + b log(T +G) + l0
+
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
1
{
medi∗(t− 1) + ct−1,Ti∗ (t−1) ≤ medj(t− 1) + ct−1,Tj(t−1), Ti∗(t− 1) = r, Tj(t− 1) = v
}
= 1 + b log(T +G) + l0 +
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2
(
{Xjk}vk=1
)
+ ct,v
}
, (9)
where (i) follows from the fact that if arm j is pulled at round t, then medj(t − 1) + ct−1,Tj(t−1) is the largest among all
arms, and (ii) follows from the law of total probability.
Taking expectation with respect to the randomness of the regret on both sides of (9), we obtain
E(Ti(T )) ≤ 1 + b log(T +G) + l0
+
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2
(
{Xjk}vk=1
)
+ ct,v
)
︸ ︷︷ ︸
(a)
. (10)
Let 0 = s− ρ and l0 =
⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
. Therefore, all v in (10) satisfy v ≥ l0 ≥
⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
.
Define events
A =
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2
(
{Xjk}vk=1
)
+ ct,v
}
,
B =
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
,
C =
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
. (11)
Next, we show that A ⊆ B ∪ C for all v ≥
⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
.
Suppose both Bc and Cc occur. Then, we have,
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r
(i)
> θ 1
2−s (Fi∗) = θ 12 +s (Fj) + θ 12−s (Fi∗)− θ 12 +s (Fj)
(ii)
≥ θ 1
2 +s
(Fj) + 2ct,v
(iii)
> θ 1
2
(
{Xjk}vk=1
)
+ ct,v,
where (i) follows from the definition of Bc, (ii) follows from ct,v ≤ ct,l0 ≤
θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj)
2 , and (iii) follows from the
definition of Cc. The above inequality implies that Ac occurs, and thus Bc ∩ Cc ⊆ Ac, and thus A ⊆ B ∪ C. Then, we have
P (A) ≤ P (B) + P (C). We next upper-bound (a) in (10), i.e., P (A), by upper-bounding P (B) and P (C).
Upper-bounding P (B): First note that
P (B) = P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
)
(i)
= P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗) , si∗(r) ≤ ρ+ 0
)
+ P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗) , si∗(r) > ρ+ 0
)
= P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
∣∣∣si∗(r) ≤ ρ+ 0)P (si∗(r) ≤ ρ+ 0)
+ P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗) , si∗(r) > ρ+ 0
)
(ii)
≤ P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
∣∣∣si∗(r) ≤ ρ+ 0)+ P (si∗(r) > ρ+ 0) , (12)
where (i) follows from the law of total probability, and (ii) follows from the fact that P (si∗(r) ≤ ρ+ 0) ≤ 1 and P(S ∩T ) ≤
P (T ) for any events S and T .
Applying Lemma 3 yields
P
(
θ 1
2
(
{Xi∗k }rk=1
)
≤ θ 1
2−s (Fi∗)− ct,r
)
≤ exp
(
−2r[ 1
2
− s− Fi∗(θ 1
2−s (Fi∗)− ct,r)]
2
)
. (13)
Note that ct,r ≤ ct,b log t =
√
ω
b ≤ ξ, and
1
2
− s− Fi∗(θ 1
2−s (Fi∗)− ct,r) ≥
∫ θ 1
2
−s(Fi∗ )−ct,r
θ 1
2
−s(Fi∗ )
inf{F ′i∗(x) : θ 12−s (Fi∗)− ct,r < x < θ 12−s (Fi∗)}dx
= inf{F ′i∗(x) : θ 12−s (Fi∗)− ct,r < x < θ 12−s (Fi∗)}ct,r
(i)
≥ lct,r, (14)
where (i) follows the definition of l in Assumption 1. Substituting (14) into (13), we obtain, if event E occurs,
P (B) = P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
)
≤
(
1
t
)2ωl2 (i)
≤ 1
t4
, (15)
where (i) follows because ω ≥ 2l2 .
In the meanwhile, applying (Vershynin 2018, Theorem 2.2.2) to si∗(s) yields
P (si∗(r) > ρ+ 0) ≤ exp
(−2r20) ≤ exp (−2(b log t)20) (i)≤ 1t4 , (16)
where (i) follows from b ≥ max{ 2
20
, ωξ2 } ≥ 220 . Combining (15), (16) and (12) implies that
P (B) ≤ 2
t4
.
Upper-bounding P (C): Taking similar steps as in upper-bounding P (B), we have
P (C) = P
(
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
)
≤ 2
t4
Thus, for all r and v in (10), we have
P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2
(
{Xjk}vk=1
)
+ ct,v
)
≤ 4
t4
. (17)
Based on (17), we now upper-bound the pseudo-regret R¯T .
Upper-bounding R¯T : Combining (10) and (17) yields
E(Tj(T )) ≤ 1 + b log(T +G) + l0
+
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
P
(
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2
(
{Xjk}vk=1
)
+ ct,v
)
≤ 1 + b log(T +G) + l0
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
4
t4
≤ 1 + b log(T +G) + l0 +
∞∑
t=1
t∑
r=1
t∑
v=1
4
t4
(i)
≤ 1 + b log(T +G) + l0 + 2pi
2
3
(ii)
= 2 + b log(T +G) +
4ω log T
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
+
2pi2
3
, (18)
where (i) follows because
∑∞
t=1
1
t2 =
pi2
6 and (ii) follows from the fact that l0 =
⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
.
Then, using (18), we have
R¯T = E[
T∑
t=1
µi∗ − µIt ] = E[
K∑
j=1
j 6=i∗
T∑
t=1
∆j1 {It = j}] =
K∑
j=1
j 6=i∗
∆jE [Tj(T )]
(i)
≤
K∑
j=1,j 6=i∗
∆jb log(T +G) +
K∑
j=1,j 6=i∗
∆j
4ω log T
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
+
K∑
j=1,j 6=i∗
∆j(2 +
2pi2
3
),
where (i) follows from (18). By exploiting the simple bounds on the constants, we derive following bound.
R¯T ≤
K∑
j=1,j 6=i∗
∆j
(
b log(2) +
4ω
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
)
log T +
K∑
j=1,j 6=i∗
∆j(2 +
2pi2
3
), (19)
which completes the proof.
D Proof of Theorem 2
For any non-optimal arm j, follow the same steps in the proof of Theorem 1. We obtain
Tj(T ) ≤ 1 + b log(T +G) + l0
+
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2
(
{Xjk}vk=1
)
+ ct,v
}
, (20)
for any positive l0.
Let 0 = s− ρ and lj0 = max
{⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
, exp( 2b )
(
K
δ20
) 1
220b , 2Kδ + 1
}
. Then, all v in (20) satisfy v ≥ lj0 ≥⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
.
Define events A, B and C as we did in (11). As we have shown in the proof of Theorem 1, A ⊆ B ∪ C for all v ≥⌈
4ω log T
(θ 1
2
−s(Fi∗ )−θ 1
2
+s
(Fj))2
⌉
. This implies
Tj(T ) ≤ 1 + b log(T +G) + lj0
+
T∑
t=l0
t−1∑
r=b log t
t−1∑
v=max{l0,b log t}
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
+ 1
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
≤ 1 + b log(T +G) + lj0 +
T∑
t=l0
t
t−1∑
r=b log t
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
+
T∑
t=l0
t
t−1∑
v=b log t
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
.
Therefore, we derive the following upper bound of regret,
RT =
T∑
t=1
µ∗ − µIt =
∑
j=1,j 6=i∗
∆jTj(T )
(i)
=
∑
j=1,j 6=i∗
∆j(1 + b log(T +G) + l
j
0) +
∑
j=1,j 6=i∗
∆j
T∑
t=l0
t
t−1∑
v=b log t
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
+
∑
j=1,j 6=i∗
∆j
T∑
t=l0
t
t−1∑
r=b log t
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
, (21)
where (i) follows the upper bound of Tj(T ).
Define event G as follows.
G =
 ⋂
j=1,j 6=i∗
T⋂
t=l0
t−1⋂
v=b log t
{
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
≤ 1
t4
}
⋂ T⋂
t=l0
t−1⋂
v=b log t
{
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
≤ 1
t4
}
Under event G, we obtain
RT ≤
∑
j=1,j 6=i∗
∆j
(
1 + b log(T +G) + lj0 +
pi2
3
)
≤
∑
j=1,j 6=i∗
∆j
(
3 +
pi2
3
+ b log(2) log(T ) +
4ω log(T )
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
+ exp(
2
b
)(
K
δ2
)
1
220b +
2K
δ
)
(i)
≤
∑
j=1,j 6=i∗
∆j
(
b log(2) +
4ω log(T )
(θ 1
2−s (Fi∗)− θ 12 +s (Fj))2
)
log T
+
∑
j=1,j 6=i∗
∆j
(
e
(
bK
2δ
) 1
4
+
2K
δ
)
+
∑
j=1,j 6=i∗
∆j(3 +
pi2
3
),
where (i) follows from our assumptions of the parameters.
We nex lower-bound the probability of event G. Note that by Lemma 1 and setting N =
⌈
1
220
log K
20δ
⌉
+ 1, event E =
{sj(mj) ≤ ρ+ 0 : mj ≥ N, j = 1, ...K} happens with probability at least 1− δ2 . Based on this fact, we have
P (Gc) = P (Gc, E) + P (Gc, Ec) ≤ P (Gc|E) + P (Ec) = P (Gc|E) + δ
2
. (22)
And since P (U ∪ T ) ≤ P (U) + P (T ) for any events U and T , we obtain
P (Gc|E) ≤
∑
j=1,j 6=i∗
T∑
t=l0
t−1∑
v=b log t
P
(
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
>
1
t4
|E
)
+
T∑
t=l0
t−1∑
r=b log t
P
(
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
>
1
t4
|E
)
(i)
≤
∑
j=1,j 6=i∗
T∑
t=l0
t−1∑
v=b log t
t4E
[
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ θ 1
2 +s
(Fj) + ct,v
}
|E
]
+
T∑
t=l0
t−1∑
r=b log t
t4E
[
1
{
θ 1
2
(
{Xi∗k }rk=1
)
+ ct,r ≤ θ 1
2−s (Fi∗)
}
|E
]
(ii)
≤
∑
j=1,j 6=i∗
T∑
t=l0
(
1
t
)2ωl2−5
+
T∑
t=l0
(
1
t
)2ωl2−5 (iii)
≤ K
T∑
t=l0
1
t2
≤ K
l0 − 1
(iv)
≤ δ
2
,
where (i) follows from the Markov inequality, (ii) follows from the steps similar to (15) and (16), in our paper, (iii) follows
from the fact that ω > 3.5l2 , and (iv) follows from the fact that l0 ≥ 2Kδ + 1.
Combining with 22, we have P (G) ≥ 1− δ.
E Proof of Corollary 1
To prove this corollary, we first show that the given Gaussian distributions meet Assumption 1, and then apply Theorem 1 and
Theorem 2 to complete the proof.
Let s = Φ(∆min4σ )− 12 . Then we have
θ 1
2−s (Fi∗) = µ
∗ − ∆min
4
.
And for all j 6= i∗, we have
θ 1
2 +s
(Fj) = µj +
∆min
4
.
Thus,
θ 1
2−s (Fi∗)− θ 12 +s (Fj) = ∆j −
∆min
2
≥ ∆min
2
> 0.
The CDF of Gaussian distributions is differentiable at every point of R, which meet the requirement of differentiability.
Let ξ = 1, and l = 1√
2piσ2
exp
(
− (∆min+4)232σ2
)
. It is easy to check that, for the optimal arm,
inf{F ′i∗(x) : θ 12−s (Fi∗)− ξ < x < θ 12−s (Fi∗)} = l ,
and for all j 6= i∗
inf{F ′j(x) : θ 12 +s (Fj) < x < θ 12 +s (Fj) + ξ} = l.
Therefore, the given Gaussian distributions meet all requirements of Assumption 1. If ρ < Φ(∆min4σ ) − 12 , let b ≥
{ω, 2(Φ(∆min/(4σ))−1/2−ρ)2 } and ω ≥ 2l2 . Applying Theorem 1 and Theorem 2, we complete the proof.
F Proof of Theorem 3
Our first step is to upper-bound the probability P(It = j) for any j 6= i∗, and t ≥ (dceK + 1)e := A. Based on Algorithm 2,
we have
P(It = j) = P(explore in round t, draw arm j) + P(exploit in round t, draw arm j)
=
c
t
+ (1− cK
t
) · P(medj(t− 1) = max
j
medj(t− 1))
≤ c
t
+ (1− cK
t
) · P(medj(t− 1) ≥ medi∗(t− 1))
≤ c
t
+ P(medj(t− 1) ≥ medi∗(t− 1)). (23)
Define events A = {medj(t − 1) ≥ medi∗(t − 1)}, B = {medj(t − 1) ≥ x0} and C = {medi∗(t − 1) ≤ x0}, where x0 is
defined in Assumption 2. Next, we show that A ⊆ B ∪ C.
Assuming both Bc and Cc hold, we have
medj(t− 1) < x0 < medi∗(t− 1),
which implies that Ac is true. Thus, we have Bc ∩ Cc ⊆ Ac. Taking complementary on both sides implies A ⊆ B ∪ C. Thus,
we have P (A) ≤ P (B) + P (C), which in conjunction with (23), implies
P(It = j) ≤ c
t
+ P(B) + P(C). (24)
Then, our next two steps are to upper-bound P (B) and P(C), respectively.
Upper-bounding P (B) : Let {Xjk}mk=1 := {Xj,k}k∈Qj(t),Tj(t):=m be the first m rewards collected from arm j, TRj (t) =
∑t
τ=1 1 {Iτ = j, exploring in round τ}, and u(t) =
∑t−1
k=dceK+1
c
2k . Then, we have
P (medj(t− 1) ≥ x0) =
t−1∑
τ=1
P (medj(t− 1) ≥ x0, Tj(t− 1) = τ) =
t−1∑
τ=1
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0, Tj(t− 1) = τ
)
=
t−1∑
τ=1
P
(
Tj(t− 1) = τ
∣∣∣θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
(i)
≤
t−1∑
τ=1
P
(
TRj (t− 1) ≤ τ
∣∣∣θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
(ii)
=
t−1∑
τ=1
P
(
TRj (t− 1) ≤ τ
) · P(θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
=
bu(t)c∑
τ=1
P
(
TRj (t− 1) ≤ τ
) · P(θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
+
t−1∑
τ=bu(t)c+1
P
(
TRj (t− 1) ≤ τ
) · P(θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
≤
bu(t)c∑
τ=1
P
(
TRj (t− 1) ≤ τ
)
+
t−1∑
τ=bu(t)c+1
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
(iii)
≤ u(t)P (TRj (t− 1) ≤ u(t))︸ ︷︷ ︸
(a)
+
t−1∑
τ=bu(t)c+1
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
︸ ︷︷ ︸
(b)
, (25)
where (i) follows from the fact TRj (t − 1) ≤ Tj(t − 1), (ii) follows from the fact that TRj (t − 1) and θ 12
(
{Xjk}τk=1
)
are
mutually independent, and (iii) follows from the fact that P
(
TRj (t− 1) ≤ τ
) ≤ P (TRj (t− 1) ≤ u(t)) for all τ ≤ u(t).
Upper-bounding (a) in (25): Since TRj (t − 1) can be rewritten as
∑t−1
k=dceK+1 rk with rk ∼ Bernoulli( ck ), we have
E
[
TRj (t− 1)
]
=
∑t−1
k=dceK+1
c
k = 2u(t) and Var(T
R
j (t − 1)) =
∑t
k=dceK+1 2 · ck (1 − ck ) < 2u(t). Then, applying the
variant of Bernstein inequality (Auer, Cesa-Bianchi, and Fischer 2002, Fact 2) to TRj (t− 1) yields
P
(
TRj (t− 1) ≤ u(t)
)
= P
(
TRj (t− 1) ≤ E
[
TRj (t− 1)
]− u(t)) ≤ exp(− u(t)2/2
Var(TRj (t− 1)) + u(t)/2
)
≤ exp
(
−u(t)
5
)
which implies that (a) in (25) is upper-bounded by
(a) ≤ u(t) exp
(
−u(t)
5
)
. (26)
Since t ≥ A ≥ (dceK + 1) exp( 10c ), we have u(t) >
∑t−1
k=dceK+1
c
2 log
k+1
k =
c
2 log
t
dceK+1 ≥ 5, which combined with (26)
and the fact that function f(x) = x exp (−x/5) is decreasing for any x ≥ 5, yields
(a) ≤ c
2
(
log
t
dceK + 1
)(dceK + 1
t
) c
10
≤ c (dceK + 1)
c
10
2
log (t)
(
1
t
) c
10
. (27)
Upper-bounding (b) in (25): Let 0 = s− ρ. We first note that
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0
)
(i)
= P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0, sj(τ) ≤ ρ+ 0
)
+ P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0, sj(τ) > ρ+ 0
)
= P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0
∣∣∣sj(τ) ≤ ρ+ 0)P (sj(τ) ≤ ρ+ 0)
+ P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0, sj(τ) > ρ+ 0
)
(ii)
≤ P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0|sj(τ) ≤ ρ+ 0
)
+ P (sj(τ) > ρ+ 0) , (28)
where (i) follows from the law of total probability, and (ii) follows from the fact that P (sj(τ) ≤ ρ+ 0) ≤ 1 and P(S ∩ T ) ≤
P (T ) for any events S and T . Then, applying Lemma 3 to the first term on the right side of (28) yields
P
(
θ 1
2
(
{Xjk}τk=1
)
≥ x0|sj(τ) ≤ ρ+ 0
)
≤ exp
(
−2τ [Fj(x0)− 1
2
− s]2
)
. (29)
In the meanwhile, applying (Vershynin 2018, Theorem 2.2.2) to the second term yields
P (sj(τ) > ρ+ 0) ≤ exp
(−2τ20) . (30)
Thus, combining (29), (30) and (28), we have
(b) ≤
t−1∑
τ=bu(t)c+1
(
exp
(
−2τ [Fj(x0)− 1
2
− s]2
)
+ exp
(−2τ20))
(i)
≤ 1
2
(
Fj(x0)− 12 − s
)2 exp(−2(Fj(x0)− 12 − s)2(u(t)− 1)
)
+
1
220
exp
(−220(u(t)− 1))
(ii)
≤
exp
(
2
(
Fj(x0)− 12 − s
)2)
2
(
Fj(x0)− 12 − s
)2 (dceK + 1t
)(Fj(x0)− 12−s)2c
+
exp(220)
220
(dceK + 1
t
)20c
, (31)
where (i) follows because
∞∑
t=x+1
e−Kt ≤ 1K e−Kx, and (ii) follows from the fact u(t) >
∑t−1
k=dceK+1
c
2 log
k+1
k =
c
2 log
t
dceK+1 .
Upper-bounding P (C): Similar to steps as in eqs. (25) to (31), we have, for any t ≥ A,
P (C) ≤c (dceK + 1)
c
10
2
log (t)
(
1
t
) c
10
+
exp
(
2
(
1
2 − s− Fi∗(x0)
)2)
2
(
1
2 − s− Fi∗(x0)
)2 (dceK + 1t
)( 12−s−Fi∗ (x0))2c
+
exp(220)
220
(dceK + 1
t
)20c
. (32)
Combining the above two upper bounds (31) and (32) with P (It = j) ≤ ct + P (B) + P (C) yields , for any t ≥ A
P (It = j) ≤ c
t
+ c (dceK + 1) c10 log (t)
(
1
t
) c
10
+
exp
(
2
(
Fj(x0)− 12 − s
)2)
2
(
Fj(x0)− 12 − s
)2 (dceK + 1t
)(Fj(x0)− 12−s)2c
+
exp
(
2
(
1
2 − s− Fi∗(x0)
)2)
2
(
1
2 − s− Fi∗(x0)
)2 (dceK + 1t
)( 12−s−Fi∗)2c
+
exp(220)
20
(dceK + 1
t
)20c
. (33)
Note that (log t)( 1t )
c−10
10 < 10e(c−10) for all t > 0, and
(
Fj(x0)− 12 − s
)2
c > 2,
(
1
2 − s− Fi∗(x0)
)2
c > 2, 20c > 2 and
c
10 > 2 for c > max
{
20, 2
(Fj(x0)− 12−s)
2 ,
2
( 12−s−Fi∗ (x0))
2 ,
2
20
: j = 1, 2, ...K, j 6= i∗
}
. Thus, we obtain from (33) that, for any
t ≥ B
P (It = j) ≤ c
t
+
10c(dceK + 1)
e(c− 10) +
exp
(
2
(
Fj(x0)− 12 − s
)2)
(dceK + 1)
2
(
Fj(x0)− 12 − s
)2
+
exp
(
2
(
1
2 − s− Fi∗(x0)
)2)
(dceK + 1)
2
(
1
2 − s− Fi∗(x0)
)2 + exp(220)(dceK + 1)20
 1
t2
. (34)
Upper-bounding R¯T : Based on the upper bound on P (It = j) in (34), we now upper-bound the pseudo-regret R¯T . First note
that, taking the expectation,
R¯T = µ
∗T − E[
T∑
t=1
µIt ] = E[
K∑
j=1
j 6=i∗
T∑
t=1
∆j1 {It = j}] =
K∑
j=1
j 6=i∗
T∑
t=1
(µ∗ − µj)P (It = j) ,
which, combined with (34), yields
R¯T ≤ Aµ∗ +
K∑
j=1,j 6=i∗
∆jc log
T
A
+
K∑
j=1,j 6=i∗
∆j
10c(dceK + 1)
e(c− 10) +
exp
(
2
(
Fj(x0)− 12 − s
)2)
(dceK + 1)
2
(
Fj(x0)− 12 − s
)2
+
exp
(
2
(
1
2 − s− Fi∗(x0)
)2)
(dceK + 1)
2
(
1
2 − s− Fi∗(x0)
)2 + exp(220)(dceK + 1)20
 1
A
(i)
≤ Aµ∗ +
K∑
j=1,j 6=i∗
∆jc log
T
A
+
K∑
j=1,j 6=i∗
(
10c(dceK + 1)
e(c− 10) +
√
e(dceK + 1)
2
(
Fj(x0)− 12 − s
)2 + √e(dceK + 1)
2
(
1
2 − s− Fi∗(x0)
)2 + √e(dceK + 1)20
)
∆j
1
A
,
where A = (dceK + 1)e, and (i) follows from the fact 0 ≤ 12 , 12 − s− Fi∗(x0) < 12 and Fj(x0)− 12 − s < 12 . By exploiting
the simple bounds on the constants, we have
R¯T ≤ c
K∑
j=1,j 6=i∗
∆j log T + 2cKeµ
∗ +
K∑
j=1,j 6=i∗
(2 + 3c)∆j ,
which completes the proof.
G Proof of Theorem 4
Our first step is to upper-bound 1 {It = j} for any j 6= i∗, and t ≥ 6dce
2K3
δ := B. Based on the med--greedy algorithm, we
obtain
1 {It = j} = 1 {explore in round t, draw arm j}+ 1 {exploit in round t, draw arm j}
= 1 {explore in round t, draw arm j}+ 1 {exploit in round t,medj(t− 1) = maxj{medj(t− 1)}}
≤ 1 {explore in round t, draw arm j}+ 1 {exploit in round t,medj(t− 1) ≥ medi∗(t− 1)} .
Then, we using this fact to upper-bound Tj(T ), we obtain
Tj(T ) =
T∑
t=1
1 {It = j}
≤ B +
T∑
t=A+1
[1 {explore in round t, draw arm j}+ 1 {exploit in round t,medj(t− 1) ≥ medi∗(t− 1)}].
(35)
We then further obtain
RT =
K∑
j=1,j 6=i∗
∆jTj(T ) ≤ Bµ∗ +
K∑
j=1,j 6=i∗
∆j
K
T∑
t=A+1
1 {explore in round t}
+
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
1 {exploit in round t,medj(t− 1) ≥ medi∗(t− 1)} . (36)
Now define TRj (t) =
∑t
k=1 1 {explore in round k, pull arm j}, and u(t) =
∑t−1
k=dceK+1
c
2k . Then we can re-write the third
term of (36) in the following way,
1 {exploit in round t,medj(t− 1) ≥ medi∗(t− 1)}
≤ 1 {medj(t− 1) ≥ medi∗(t− 1)} ≤ 1 {medj(t− 1) ≥ x0}+ 1 {medi∗(t− 1) ≤ x0}
(i)
≤ 1{medj(t− 1) ≥ x0, TRj (t− 1) > u(t)}+ 1{TRj (t− 1) ≤ u(t)}
+ 1
{
medi∗(t− 1) ≤ x0, TRi∗ (t− 1) > u(t)
}
+ 1
{
TRi∗ (t− 1) ≤ u(t)
}
(ii)
=
t−1∑
v=bu(t)c+1
1
{
medj(t− 1) ≥ x0, TRj (t− 1) = v
}
+ 1
{
TRj (t− 1) ≤ u(t)
}
+
t−1∑
r=bu(t)c+1
1
{
medi∗(t− 1) ≤ x0, TRi∗ (t− 1) = r
}
+ 1
{
TRi∗ (t− 1) ≤ u(t)
}
(iii)
=
t−1∑
v=bu(t)c+1
1
{
medj(t− 1) ≥ x0|TRj (t− 1) = v
}
+ 1
{
TRj (t− 1) ≤ u(t)
}
+
t−1∑
r=bu(t)c+1
1
{
medi∗(t− 1) ≤ x0|TRi∗ (t− 1) = r
}
+ 1
{
TRi∗ (t− 1) ≤ u(t)
}
, (37)
where (i) follows from the fact 1 {U} ≤ 1 {U , T }+1 {T c} for all events U and T , (ii) follows from the law of total probability,
and (iii) follows from the fact that 1 {U , T } = 1 {U|T }1 {T } ≤ 1 {U|T } for all event U and T .
Let {Xjk}mk=1 := {Xj,k}k∈Qj(t),Tj(t):=m be the first m rewards collected from arm j. Then, based on (37), we obtain
1 {exploit in round t,medj(t− 1) ≥ medi∗(t− 1)}
≤
t−1∑
v=bu(t)c+1
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
+ 1
{
TRj (t− 1) ≤ u(t)
}
+
t−1∑
r=bu(t)c+1
1
{
θ 1
2
(
{Xi∗k }rk=1
)
≤ x0
}
+ 1
{
TRi∗ (t− 1) ≤ u(t)
}
. (38)
Substituting (38) into (36) yields
RT ≤ Bµ∗ +
K∑
j=1,j 6=i∗
∆j
K
T∑
t=B+1
1 {explore in round t}
+
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
 t−1∑
v=bu(t)c+1
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
+ 1
{
TRj (t− 1) ≤ u(t)
}
+
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
 t−1∑
r=bu(t)c+1
1
{
θ 1
2
(
{Xi∗k }rk=1
)
≤ x0
}
+ 1
{
TRi∗ (t− 1) ≤ u(t)
}
(i)
= Bµ∗ +
K∑
j=1,j 6=i∗
∆j
K
T∑
t=B+1
1 {explore in round t}
+
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
1
{
TRj (t− 1) ≤ u(t)
}
+ 1
{
TRi∗ (t− 1) ≤ u(t)
}
+
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
t−1∑
r=bu(t)c+1
(
1
{
θ 1
2
(
{Xjk}rk=1
)
≥ x0
}
+ 1
{
θ 1
2
(
{Xi∗k }rk=1
)
≤ x0
})
, (39)
where (i) follows by rearranging the terms.
Define event K,
K =
{
T∑
t=B+1
1 {explore in round t} ≤ 2cK log(T
B
)
}⋂ K⋂
j=1
T⋂
t=B+1
{
1
{
TRj (t− 1) ≤ u(t)
} ≤ exp(−u(t)
10
)}
⋂ K⋂
j=1,j 6=i∗
T⋂
v=u(B)
{
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
≤ exp
(
−v[Fj(x0)− 1
2
− s]2
)}
⋂ T⋂
r=u(A)
{
1
{
θ 1
2
(
{Xi∗k }rk=1
)
≥ x0
}
≤ exp
(
−v[ 1
2
− s− Fi∗(x0)]2
)}
.
Under the event K, we obtain
RT ≤ Bµ∗ +
K∑
j=1,j 6=i∗
2c∆j log
T
B
+
K∑
j=1,j 6=i∗
2∆j
T∑
t=B+1
exp
(
−u(t)
10
)
︸ ︷︷ ︸
(a)
+
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
t−1∑
r=bu(t)c+1
exp
(
−r[Fj(x0)− 1
2
− s]2
)
+ exp
(
−r[ 1
2
− s− Fi∗(x0)]2
)
︸ ︷︷ ︸
(b)
. (40)
For the term (a) in (40), we can upper-bound it by
K∑
j=1,j 6=i∗
2∆j
T∑
t=B+1
exp
(
−u(t)
10
)
≤
K∑
j=1,j 6=i∗
2∆j
T∑
t=B+1
exp
(
− c
20
log
t
dceK + 1
)
(i)
=
K∑
j=1,j 6=i∗
2∆j
T∑
t=B+1
(dceK + 1
t
) c
20
(ii)
≤
K∑
j=1,j 6=i∗
2∆j
T∑
t=B+1
(dceK + 1
t
)2
≤
K∑
j=1,j 6=i∗
2∆j(dceK + 1)2
B
,
where (i) follows from the fact that u(t) ≥ c2 tdceK+1 and (ii) follows from that c ≥ 40.
For the term (b) in (40), we can upper-bound it by
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
t−1∑
r=bu(t)c+1
exp
(
−r[Fj(x0)− 1
2
− s]2
)
+ exp
(
−r[ 1
2
− s− Fi∗(x0)]2
)
(i)
≤
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
1
[Fj(x0)− 12 − s]2
exp
(
−[Fj(x0)− 1
2
− s]2(u(t)− 1)
)
K∑
j=1,j 6=i∗
∆j
T∑
t=B+1
1
[ 12 − s− Fi∗(x0)]2
exp
(
−[ 1
2
− s− Fi∗(x0)]2(u(t)− 1)
)
(ii)
≤
K∑
j=1,j 6=i∗
c∆j
T∑
t=B+1
exp
(
−4u(t)
c
)
(iii)
≤
K∑
j=1,j 6=i∗
c∆j
T∑
t=B+1
(dceK + 1
t
)2
≤
K∑
j=1,j 6=i∗
c∆j(dceK + 1)2 1
B
,
where (i) follows from the fact that
∑T
t=x+1 exp(−Zt) ≤ exp(−Zx)Z holds for all x ∈ N, T ∈ N, and Z ∈ R+, (ii) follows
from the fact that c ≥ 4
[ 12−s−Fi∗ (x0)]2
, 4
[Fj(x0)− 12−s]2
and (iii) comes from the fact that u(t) ≥ c2 log tdceK+1 .
Hence, we derive the upper-bound of RT as follows.
RT ≤ Bµ∗ +
K∑
j=1,j 6=i∗
2c∆j log
T
B
+
K∑
j=1,j 6=i∗
2∆j(dceK + 1)2
B
+
K∑
j=1,j 6=i∗
c∆j(dceK + 1)2 1
B
(i)
≤ 6 dce
2
K3
δ
µ∗ +
K∑
j=1,j 6=i∗
2c∆j log T +
K∑
j=1,j 6=i∗
2c∆j ,
where (i) follows from our assumptions about parameters.
The final step is to derive an lower-bound of probability of K,
In our paper, Note that lemma 1 shows that if N =
⌈
1
220
log K
20δ
⌉
+ 1, event E = {sj(mj) ≤ ρ+ 0 : mj ≥ N, j = 1, ...K}
occurs with the probability at least 1− δ2 . Then we have
P (Kc) = P (Kc, E) + P (Kc, Ec) ≤ P (Kc|E) + P (Ec) ≤ P (Kc|E) + δ
2
. (41)
Due to the fact P (U ∪ T ) ≤ P (U) + P (T ) for any events U and T , we obtain
P (Kc|E) ≤
K∑
j=1
T∑
t=B+1
P
(
1
{
TRj (t− 1) ≤ u(t)
} ≥ exp(−u(t)
10
))
+ P
(
T∑
t=B+1
1 {explore in round t} ≥ 2cK log(T
B
)
)
+
K∑
j=1,j 6=i∗
T∑
v=u(B)
P
(
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
≥ exp
(
−v[Fj(x0)− 1
2
− s]2
)
|E
)
+
T∑
r=u(B)
P
(
1
{
θ 1
2
(
{Xi∗k }rk=1
)
≤ x0
}
≥ exp
(
−v[ 1
2
− s− Fi∗(x0)]2
)
|E
)
,
where, TRj and 1 {explore in round t} are independent with event E . Thus, the event E can be removed from the conditioning.
Applying the variant of Bernstein inequality (Auer, Cesa-Bianchi, and Fischer 2002, Fact 2) to TRj (t− 1) yields,
E
[
1
{
TRj (t− 1) ≤ u(t)
}]
= P
(
TRj (t− 1) ≤ u(t)
) ≤ exp(−u(t)
5
)
.
Moreover, applying Markov inequality, we obtain
P
(
1
{
TRj (t− 1) ≤ u(t)
} ≥ exp(−u(t)
10
))
≤ E
[
1
{
TRj (t− 1) ≤ u(t)
}]
exp
(
−u(t)10
) exp(− c
20
log
t
dceK
)
≤
(dceK
t
) c
20
.
Using the fact that c ≥ 40, we obtain
K∑
j=1
T∑
t=B+1
P
(
1
{
TRj (t− 1) ≤ u(t)
} ≥ exp(−u(t)
10
))
≤
K∑
j=1
T∑
t=B+1
(dceK
t
)2
≤ K (dceK)
2
B
(i)
≤ δ
6
, (42)
where (i) follows from the fact B ≥ 6dce2K3δ .
Applying the variant of Bernstein inequality (Auer, Cesa-Bianchi, and Fischer 2002, Fact 2) to∑T
t=A+1 1 {explore in round t}, we obtain
P
(
T∑
t=B+1
1 {explore in round t} ≥ 2cK log(T
B
)
)
≤ exp
(
cK
3
log
B
T
)
=
(
B
T
) cK
3 (i)
≤ δ
6
(43)
where (i) holds for T ≥ B( 6δ )
cK
3 .
Since u(B) ≥ c2 log BdceK+1 ≥ N , for all v ≥ u(B) ≥ N , we have
E
[
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
|E
]
≤ exp
(
−2v[Fj(x0)− 1
2
− s]2
)
,
and
E
[
1
{
θ 1
2
(
{Xi∗k }vk=1
)
≤ x0
}
|E
]
≤ exp
(
−2v[ 1
2
− s− Fi∗(x0)]2
)
,
Thus using Markov inequality we obtain,
K∑
j=1,j 6=i∗
T∑
v=u(B)
P
(
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
≥ exp
(
−v[Fj(x0)− 1
2
− s]2
)
|E
)
+
T∑
r=u(B)
P
(
1
{
θ 1
2
(
{Xi∗k }rk=1
)
≤ x0
}
≥ exp
(
−v[ 1
2
− s− Fi∗(x0)]2
)
|E
)
≤
K∑
j=1,j 6=i∗
T∑
v=u(B)
E
[
1
{
θ 1
2
(
{Xjk}vk=1
)
≥ x0
}
|E
]
exp
(−v[Fj(x0)− 12 − s]2)
+
T∑
v=u(B)
E
[
1
{
θ 1
2
({Xi∗k }vk=1) ≤ x0} |E]
exp
(−v[ 12 − s− Fi∗(x0)]2)
≤
K∑
j=1,j 6=i∗
T∑
v=u(B)
exp
(
−v[Fj(x0)− 1
2
− s]2
)
+
T∑
v=u(B)
exp
(
−v[ 1
2
− s− Fi∗(x0)]2
)
(i)
≤
K∑
j=1
T∑
v=u(B)
exp
(
−2v
c
)
≤ K c
2
exp
(
−2u(B)
c
)
≤ cK(dceK + 1)
2B
<
c2K2
B
(ii)
≤ δ
6
, (44)
where (i) follows from the fact that c ≥ 2
[ 12−s−Fi∗ (x0)]2
, 2
[Fj(x0)− 12−s]2
, and (ii) follows from the fact B ≥ 6dce2K3δ .
Substituting (42), (43) and (44) into (41), we have
P (Kc) ≤ δ,
which completes the proof.
H Proof of Corollary 2
First, we show that Gaussian distributions meet Assumption 2, and specify the constant x0, and s. Then, we apply Theorem 4
and Theorem 3 to complete our proof.
Let s = Φ(∆min4σ )− 12 , and x0 = µ∗ − ∆min2 . Then,
Fi∗(x0) = Φ
(
x0 − µ∗
σ
)
= Φ
(
−∆min
2σ
)
= 1− Φ
(
∆min
2σ
)
.
Clearly, Fi∗(x0) < 12 − s. Moreover, for any j 6= i∗,
Fj(x0) = Φ
(
x0 − µj
σ
)
= Φ
(
∆j − ∆min2
σ
)
≥ Φ
(
∆min
2σ
)
.
It is also clear that Fj(x0) > s+ 12 . Hence, the given Gaussian distributions meet Assumption2.
For all j 6= i∗,
1
(Fj(x0)− 12 − s)2
≤ 1
Φ(∆min2σ )− Φ(∆min4σ )
.
Therefore, if ρ < Φ(∆min4σ )− 12 ,
c > max
{
10,
1(
Φ(∆min2σ )− Φ(∆min4σ )
)2 , 1(Φ(∆min4σ )− 12 − ρ)2
}
.
Applying Theorem 4 and Theorem 3 completes the proof.
