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Abstract 
We study the relationship between undirected graph reachability and graph connectivity, in the 
context of randomized LOGSPACE algorithms. Aleluinas et al. [2] show that graph reachability 
(checking whether there is a path connecting vertices Y and S) can be decided in logarithmic 
space and polynomial time, by starting a random walk at Y, and checking whether .F is hit 
within some time limit. The randomized algorithm has one-sided error (with small probability, 
it fails to determine that Y and F are connected). 
The reachability algorithm may be used in order to decide (with one-sided error) whether a 
graph is connected, by running it n - 1 times, each time with a different target vertex .F This 
increases the running time by a factor of n. 
In this paper we give an alternative randomized LOGSPACE algorithm for graph connectivity. 
Its running time varies between O(n*) steps and 0(n3) steps, depending on the structure of the 
input graph. This matches the fastest known RLOGSPACE algorithm for reachability, up to a 
constant factor. Our algorithm has two-sided error. 
1. Introduction 
We study the problem of deciding graph connectivity by algorithms restricted to 
space logarithmic in the input size. Our research is motivated by the unclear relation 
between connectivity and reachability (also known as undirected .V-F-connectivity, 
or USTCON) in this context. 
Suppose we are given a LOGSPACE algorithm for deciding reachability. (Note: We 
do not know whether such algorithms exist.) That is, given a graph G and two vertices 
,Y and F, the algorithm determines whether there is a path in G connecting 9’ and 
F. Then the same algorithm can be used to test connectivity, by checking separately 
whether vertex ~‘1 is reachable from any other vertex of the graph. This procedure of 
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checking connectivity may be slower by a factor of n (where n denotes the number 
of vertices in G) from the original algorithm for reachability, since the reachability 
algorithm is employed n - 1 times. Hence, it seems that connectivity requires more 
time than reachability. (Remark: Alternatively, connectivity of G can be decided by 
running a reachability algorithm just once, on a larger graph that is composed from 
n copies of G. However, it is hard to imagine that this would improve the overall 
running time.) 
On the other hand, assume that we are given a LOGSPACE algorithm for connec- 
tivity. Can we use it to decide reachability in LOGSPACE? We do not know whether 
this can be done at all. So perhaps deciding reachability is more difficult than deciding 
connectivity (in the context of bounded space algorithms)? 
Thus, an interesting question is: which problem, connectivity or reachability, can 
be decided more quickly by LOGSPACE algorithms? This is a hypothetical question, 
since we do not know that any of these problems can be decided in deterministic 
LOGSPACE. 
The above question becomes more concrete in the context of randomized algorithms. 
Aleluinas et al. [2] show that reachability can be decided in logarithmic space and 
polynomial time, by a randomized algorithm that starts a random walk at Y, and 
checks whether 5 is hit within some time limit. This time limit is polynomially related 
to n, and is easily computable in LOGSPACE from the description of G. The random 
algorithm has one-sided error - with small probability, it fails to determine that Y and 
F are connected. (A “Las Vegas” algorithm for reachability is designed in [4], but its 
expected running time is much larger than the running time of the Aleliunas et al. [2] 
algorithm.) 
It follows that connectivity can also be decided with one-sided error in RLOGSPACE, 
and the time required is at most a factor of n higher than that required for reachability. 
But can we do better? 
In this paper we give an alternative randomized LOGSPACE algorithm for graph 
connectivity. Its running time matches that of the fastest known RLOGSPACE al- 
gorithm for reachability, up to a constant multiplicative factor. This running time is 
0(n2d,,,(l/d),,), where d,, is the average degree of vertices in G, and (l/d& is 
the average of the inverse of degrees. In particular, for graphs that are “nearly regu- 
lar” (that is, d&l/d),, is bounded by a constant) our algorithm decides connectivity 
in 0(n2) steps, and for graphs that are highly irregular, our algorithm requires O(n3) 
steps. Our algorithm has two-sided error. 
2. The main idea 
Like the algorithm for reachability, we also use random walks on graphs. However, 
we do not use them in order to test whether two vertices are connected, but as a 
procedure for estimating the size of a connected component within a constant factor. 
(In this paper, the size of a connected component is the number of edges that it 
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contains. This is a natural choice in the context of random walks.) We show that the 
number of random walk steps required in order to estimate the size of the connected 
component depends on the size of the connected component itself, and not on the size 
of the whole graph. On the intuitive level, this certainly makes sense. But proving this 
fact (with tight enough bounds) is not so simple, and our proof uses proof techniques 
that were developed only recently. 
Using our estimation procedure, we decide connectivity by trying to detect con- 
nected components that are small. This we do by random sampling as follows. As- 
sume that there is a connected component containing s < m edges, where m is the 
number of edges in the graph. Then in m/s random tries, we are expected to sam- 
ple an edge of this component. Now using a random walk, it can be determined in 
time that depends on s, say f(s), that the component is really smaller than m, and 
hence the graph is not connected. Thus, in order to detect a component of size roughly 
s, we spend O((m/.s)f(s)) time. We try this sample-and-test procedure for values of 
s that are powers of 2. It turns out that the dominating term in the running time 
happens when s N m, where we spend f(m) time. Hence, if our goal is to decide 
connectivity as quickly as reachability, it suffices that f(m) (the time to approximate 
the size of a connected component of size m) be similar to the time for deciding 
reachability. 
We remark that we have an additional phase in our algorithm, due to the poor ratio of 
approximation of our estimation algorithm (our analysis does not give ratios arbitrarily 
close to 1 - see the discussion in Section 8.) We use the estimation procedure in 
order to rule out the existence of small components. Once we know that the graph 
has only large components (each comprising of a constant fraction of the edges). 
we can use a reachability algorithm in order to decide connectivity. We select at 
random two edges, and see if they are connected. If the graph is not connected but all 
connected components are large, then there is constant probability that the two edges 
are in different connected components, and hence are not connected. This procedure 
can be repeated a constant number of times to increase the confidence of detecting 
disconnectivity. (Actually, we use a slightly more efficient procedure for increasing the 
confidence in this test.) 
3. Approximating the size of a connected component 
One method for approximating the size of a connected component is based on hash- 
ing, as used by Sipser [12] in a different context. Suppose we want to distinguish 
between the case that the component of edge e is small (has less than s edges), or 
large (more than 8s edges). 
1. Select a random hash function h : E + [2s] (where E is the name space fat 
edges, and [2s] denotes the integers from 1 to 2s), and a random Y E [2s]. 
2. Start a random walk of length t = O(s2) at an end point of e. If for some edge 
e’ along the walk, h(e’) = Y, output large. Else output small. 
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Clearly, if the component is small, then the probability of outputting small is at 
least i. If the component is large, we may use the result of [3] to show that with high 
probability, the random walk visits at least 8s edges (regardless of the size and shape 
of the connected component). If h is chosen from a universal family of hash functions 
[5, 121, then it is likely that the hashed value of some visited vertex agrees with Y. 
A different method for approximating the size of a connected component uses the 
fact that the expected time for a random walk to return to an edge is 2s, where s is the 
number of edges of the connected component. Hence, a good estimate on the expected 
return time gives a good estimate on s. The problem in estimating the expected return 
time is that the return time has very large deviations. (Consider the extreme example 
of an infinite path - the expected return time to the starting vertex is infinite, though 
the return time is finite with probability 1.) Thus, this method requires us to determine 
how many sampled return times suffice in order to obtain a good estimation of the 
expected return time. 
Analysis shows (after certain optimizations to be described in Section 4) that both 
methods require roughly the same number of random walk steps in order to estimate 
the size of a connected component. We choose the latter method (based on return time) 
over the former method (based on hash functions). There are two main reasons for 
this choice. 
1. The need to apply a hash function on every step of the random walk may slow 
down the random walk by more than a constant factor (depending on the model of 
computation - if it supports random walk moves more easily than hashing). 
2. The second method requires less sophistication. E.g., if a person actually takes 
a random walk in order to estimate the size of maze, then the first method is not 
applicable, since vertices of the maze have no name that can be hashed. The second 
method is applicable: by leaving his hat on the edge on which the walk starts, the 
traveller recognizes this edge each time he returns to it. 
4. Getting tighter results 
We want to show that our algorithm decides connectivity as quickly as the fastest 
known RLOGSPACE algorithm decides reachability. We first need to understand how 
quickly can reachability be decided. The RLOGSPACE algorithm of [2] decides reach- 
ability by starting a random walk at Y, and seeing if it eventually hits F. If Y and 
F are connected, then the expected running time of the algorithm is H[Y, Y’] - the 
expected hitting time from Y to Y. But the algorithm also needs an estimate on the 
number of steps it should run before it can safely decide that Y and F are not con- 
nected. This estimate should be based on properties of the input graph that are quickly 
computable in RLOGSPACE. 
If we only consider 12, the number of vertices in G, then Aleliunas et al. [2] prove 
that H[Y, F] < n3. A better bound takes into account m, the number of edges in G, 
namely, H[Y, LT] < 2mn [2]. This improvement is significant for sparse graphs. By 
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bounds on the diameter (see e.g. [l]), it can be shown that H[Y,Y] < 6mn/d,in, 
where dmin is the minimum degree of a vertex of G. This improvement shows that 
for regular graphs, H[Y,Y] < 3n2. The best-known bound on the hitting time uses 
the parameter I? = CvEG l/(d,+t ), and gives H[.Y,.Y] < BmI? (see [8,6]). Observe 
that for any graph, l? < n/‘d,i,. Observe also that l? can be approximated to arbitrary 
(fixed) precision in LOGSPACE. 
Hence, our goal is to decide connectivity in time O(mj). This places strict limits 
on the running time of the procedure for estimating the size of connected components. 
The tricky issue is to have this running time depend on I?, which is a global property 
of the whole graph, and may not be reflected in local regions of the graph (a single 
connected component). To overcome this problem, we use an idea of [3,8]. We artifi- 
cially increase the number of edges in G by a constant factor, by placing self-loops on 
vertices of G. This is done in such a way that guarantees quick estimation of sizes of 
connected components, where the size of a connected component now also takes into 
account its self-loops. 
Additional complications in our algorithm result from our care not to lose logarithmic 
factors in the running time. Our algorithm uses a randomized procedure for estimating 
the size of connected components. This procedure is used many times, each time with 
a different starting edge. There is constant probability for each of these estimates to 
be incorrect (e.g., due to unlucky coin tosses, the procedure may falsely think that 
a connected component is small, when in fact it comprises the whole graph). The 
simple way of decreasing the probability of such errors is by repeating each experiment 
O(logn) independent times, and taking a majority vote as to whether the connected 
component in question is large or small. This makes each decision highly reliable, at 
the cost of a logarithmic overhead. However, we use a different method that has only 
constant overhead. This method is based on efficient techniques of handling unreliable 
information, as developed in [9]. 
5. The algorithm 
The algorithm FASTCON checks in randomized logspace whether a graph G is 
connected. The algorithm has two-sided error. 
The input to the algorithm is an undirected graph with n vertices and m edges. 
Equivalently, we may view the input as a symmetric directed graph with 2m directed 
edges, which we call arcs. For an arc e = (u,u) leading from vertex u to vertex v, 
we call u the head of e and v the tail of e. Though the input graph does not contain 
self-loops, our algorithm will introduce additional arcs that are self-loops (of the form 
(U> u)). 
Algorithm FASTCON[G]: 
1. Compute R = CU l/(d,+l). 
2. Modify G to G, by (implicitly) placing m/&&+1) self-loops on each vertex L’. 
Hence, G has 3m arcs. 
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3. For each s a power of 2 satisfying m/i <s < m/6, do: 
l Scan arcs of G in order. For each arc e, with probability 2/s perform proce- 
dure COMPONENT[e, s]. (Procedure COMPONENT[e, s], described below, re- 
turns small if the connected component of arc e contains less than s arcs.) 
4. If at least one of the calls to procedure COMPONENT returned small, then declare 
not connected. 
5. Select at random 25 arcs in G and consider the vertices that are their heads. Start 
a random walk on G at the first such vertex. If all these vertices are visited within 
3Oml? steps, then declare connected. Otherwise, not connected. 
6. If at any time, the overall number of random walk steps made by the algorithms 
exceeds cl&?, where c’ is a suitably large constant, then terminate the algorithm 
and declare not connected. 
Remark. For simplicity, we assume that for each vertex u the number m/I?(d,+l) 
of self-loops is an integer. The algorithm with minor modifications works even if 
the number of self-loops is not an integer, since the use that the algorithm makes 
of this number is in computing probabilities (e.g., of making transitions for ran- 
dom walks), and integrality is irrelevant for computing probabilities. Alternatively, 
rn/k(d,+l) can be rounded to the nearest integer, requiring a change in the constants in 
our analysis. 
We now describe the procedures used by Alg. FASTCON. Procedure TEST[e,s] 
checks the hypothesis that the connected component in which arc e is a member 
contains at most s arcs. 
TEST[e,s]: Let u be the tail of arc e. Start at u a random walk of length t = cs21?/m, 
where c is some universal constant (our current proof uses c = 1026, but this can be 
improved). If e was traversed more than t/3s times, then output small. Else output 
large. 
Procedure COMPONENT[e, s] increases the confidence in procedure TEST[e, s], to 
the extent that it is highly unlikely that Procedure COMPONENT[e,s] ever declares 
the connected component of e to be smaller than s, when in fact it is larger than 18s. 
COMPONENT[e, s] : 
1. i +- io, where io is a universal constant. 
2. Repeat TEST[e,s] for i times. 
3. If the majority of all i answers was large, then return large. 
4. If i < 961n n, then return to Step 2 with i + i + io. 
5. Return small. 
6. Measuring time complexity 
It is most convenient to measure the time complexity of our algorithm in terms 
of the number of random walk steps that it performs. This abstracts away details 
of the computation model, of the encoding of the input, and of the actual imple- 
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mentation of the algorithm. We remark that these details make huge differences in 
the actual time that it takes to perform a single random walk step. For example, 
making a single random walk step is very slow on a Turing machine that has only 
sequential access to its input, and much faster on a RAM that has random access 
to the input. However, the actual time it takes to perform a random walk step af- 
fects our algorithm for connectivity and the Aleliunas et al. [2] algorithm for reach- 
ability in the same way. Hence, it plays no role in determining which algorithm is 
faster. 
Measurement of time in terms of number of random walk steps makes most sense 
if the following two assumptions hold: 
1. The expected time to make a single random walk step is independent of the 
current vertex at which the walk is located (up to multiplicative constant factors). 
2. The time that the algorithm spends in doing nonrandom walk operations (e.g., 
maintaining counters) is dominated by the time the algorithm spends in making random 
walk steps. 
If the graph G is regular, both assumptions are reasonable. We argue informally that 
even for nonregular graphs the assumptions above are reasonable. 
1. For the first assumption, consider a graph G that is encoded as a list of 2m arcs in 
lexicographic order. For example, the 3-cycle would be encoded as (1,2), (1,3), (2,1), 
(2,3), (3,1), (3,2). If the algorithm can compare two O(log n)-bit numbers in unit time, 
and has random access to its input, then a basic step of a random walk can be per- 
formed in LOGSPACE and time O(logn). If the walk is at vertex i, the algorithm can 
use binary search to find the first and last appearances of arcs that originate at i, and 
then select an outgoing arc at random. We note that regardless of the degree of vertex i, 
Q(logn) time would typically be necessary just to locate the first outgoing arc 
from i. 
2. To justify the plausability of our second assumption, we need to consider the 
operations performed by our algorithm other than random walk steps. Recall that in 
our algorithm, we modify G into a new graph G, by adding self-loops on vertices. The 
number of self-loops on each vertex depends on its degree, and on R = xcEG. I/(&+, ). 
Due to the limited space available to the algorithm, this modification cannot be done 
explicitly on the input graph. Instead, the number of self-loops is recomputed for each 
vertex reached by the random walk. We argue that this recomputation at every vertex 
slows down the performance of a random walk step by at most a constant multiplicative 
factor. 
The value of i is precomputed once (up to precision of O(logn) bits), and stored. 
The time to do so is dominated by the time to take ml? random walk steps. There- 
after, for each vertex u visited by the random walk, its degree d,, would typically be 
computed by the random walk procedure, and thereafter, the number of its self-loops 
(which is m/k(d,+l)) can be computed by a constant number of arithmetic operations 
on O(logn)-bit numbers. (If needed, this computation can be speeded up by round- 
ing each number to the nearest power of 2. This only affects the constants in our 
analysis.) 
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7. Proof of correctness 
For simplicity of the analysis, we will assume that all numbers are of convenient 
form (e.g., divide with no remainder, are exact powers of 2, and so on). In the actual 
implementation of the algorithm, this would not be the case, and numbers would need 
to be rounded (to nearest integer, etc.). We do not wish to elaborate on this point, 
but the principles of analysis are robust enough to withstand any (intelligent) rounding 
scheme. 
The stopping condition (item 6 in the description of Alg. FASTCON) ensures that 
the total number of random walk steps taken by the algorithm is O(mj). In the proof 
of Theorem 1 below, we ignore the existence of this stopping condition, and prove 
correctness of the resulting modified algorithm. The analysis of the effect of the stopping 
condition on the correctness of the algorithm is postponed until later (around Lemma 6). 
Theorem 1. Algorithm FASTCON decides connectivity with two sided error of i. If 
G is connected, then with probability at least $, Alg. FASTCON returns connected 
If G is not connected, then with probability at least i, Alg. FASTCON returns not 
connected 
Proof. Algorithm FASTCON tries to identify a small connected component in G. For 
technical reasons, G is transformed into a new graph G with 3m arcs. The size of 
components in G is measured by the number of arcs, rather than number of vertices. 
We first show that the connected components in G cannot be too small. 
Lemma 2. The smallest connected component in G contains at least m/I? arcs. 
Proof. Let %Z be the component with the smallest number of arcs in 6. Let v E Q? be 
the vertex of V that has highest degree in G. It has d, neighbors in V, and each such 
neighbor has at least m/&d, + 1) self-loops. Counting also the number of self-loops 
on v, we have altogether at least m/I? self-loops in %7. 0 
Let s be the size of the smallest connected component in G;, and assume that s d m/6. 
Then with probability at least 1 -e-’ > 2, Step 3 of FASTCON selects an arc e of this 
connected component, and invokes COMPONENT[e,s]. The next two lemmas show 
that the fact that G is not connected would be detected with high probability. 
Lemma 3. Procedure TEST[e,s] approximates the number of arcs in the connected 
component of e. If the number of arcs is at most s, then TEST[e,s] returns small 
with probability at least $. If the number of arcs is at least 18s, then TEST[e,s] 
returns large with probability at least i. 
Proof. Consider the case that the connected component of e contains at most s arcs. 
Then by standard analysis of random walks (see [2], among others), the expected return 
time to e is at most s. By linearity of expectation, the expected time until e is traversed 
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t/3s times is at most stl3.s = t/3. By Markov’s inequality, with probability at most f 
it takes more than t random walk steps until e is traversed t/3s times. This completes 
the proof for the case that the connected component is small. 
We are left the case that the connected component of e contains more than 18s arcs. 
The proof of this case relies heavily on the proof technique in [l, 81, and is deferred 
to the appendix. 0 
Lemma 4. Procedure COMPONENT[e,s] increases the confidence in procedure 
TEST[e,s]. If the number of arcs is at most s, then COMPONENT[e,s] returns 
small with probability at least 2. If the number of urcs is at least 18s, then 
COMPONENT[e,s] returns large with probability at least 1 - np3. 
Proof. By Lemma 3, procedure TEST returns the correct answer with probability at 
least +. Using the Chernoff bound it follows that the probability that the majority of i 
independent runs of TEST return the wrong answer is at most e-i.‘32. For successive 
values of i, the probability of error decreases in an exponential rate. For procedure 
COMPONENT to incorrectly return large, one such majority vote must be wrong. The 
probability of this happening is at most C,“=, e-kro’32 < i, when io is sufficiently 
large. To incorrectly return small, the last majority vote must be wrong, and this has 
probability at most ee96’nn/32 = n3. 0 
The case that d is not connected, but the smallest connected component contains at 
least m/6 arcs, is handled by Step 5 of FASTCON, as the following lemma shows. 
Lemma 5. If each connected component of C? contains at least m/6 arcs, then Step 5 
of Alg. FASTCON decides connectivity with two sided error f. 
Proof. Assume first that G is connected. Then the cover time of G is at most yrnl? 
[6]. By Markov inequality, there is probability at least i that all vertices are visited in 
30mI? steps. 
Assume now that G is not connected, and that each connected component contains at 
least m/6 arcs. Altogether, G has 3m arcs. Hence, the arcs of G can be partitioned into 
two parts disconnected from each other, such that the smallest of the parts contains 
at least a fraction of h of the arcs of G. If 25 arcs are chosen independently at 
random, then with probability at least $ not all of them are in the same part. A walk 
cannot visit vertices that are the heads of arcs that belong to different parts of the 
graph. 0 
Now we are ready to complete the proof of Theorem 1. Consider first the case that 
the graph is connected. Procedure COMPONENT is invoked at most m log m times. On 
each of these times, it returns large with probability at least 1 - n-3 (by Lemma 4). 
Hence, with overwhelming probability, Step 5 of Alg. FASTCON is reached, and then 
the algorithm decides connected with probability at least i (by Lemma 5). 
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Consider now the case that G is not connected. Assume first that G has a connected 
component of size s < m/6. Then with probability at least & step 3 of Alg. FASTCON 
invokes procedure COMPONENT on an edge of this connected component, and then 
COMPONENT returns smaZZ with probability at least g. Hence, the small connected 
component is detected with probability at least ($)’ > t. 
Assume now that G is not connected but has only large connected components. Then 
we may assume that Step 5 of Alg. FASTCON is reached (otherwise, FASTCON must 
have announced not connected, which is correct), and then Lemma 5 ensures that the 
answer is not connected with probability at least t. 0 
We now show that the Alg. FASTCON remains correct even if item 6 is included 
in the description of the algorithm. Notice that item 6 can introduce an error only if 
G is connected. Hence, it suffices to show that without item 6, the expected number 
of random walk steps that FASTCON makes on connected graphs is O(m8). Then 
declaring not connected whenever the algorithm exceeds a total of c’ml? random walk 
steps (for large enough c’) has only small effect on the error of the algorithm. 
Step 5 of FASTCON is performed within O(mi) random walk steps. For the other 
parts of FASTCON, we need the following lemma. 
Lemma 6. If G is connected, then procedure COMPONENT[e,s] runs in expected 
time 0(s2R/m). 
Proof. If G is connected, then the probability that COMPONENT [e,s] goes k times 
through its main loop decreases exponentially as k increases. Hence, the expected 
number of calls that COMPONENT [e, s] makes to TEST [e, s] is bounded by a constant 
(that depends on io), and the proof follows since TEST[e,s] takes 0(s2&z) steps. 0 
For connected G, for each value of s, Step 3 of algorithm FASTCON is expected to 
invoke procedure COMPONENT O(m/s) times. Hence, by Wald’s equation ([ 111, for 
example) and Lemma 6, the expected number of random walk steps per value of s is 
O((m/s)(s2&z)) = O(sj). Since s advances by multiples of 2, the total sum converges 
to O(mZ?), as desired. 
8. Conclusions 
For randomized LOGSPACE algorithms, we showed that connectivity can be decided 
without the overhead incurred by repeatedly applying algorithms for reachability. In- 
stead, we based our algorithm on a procedure for approximating the size of a connected 
component. 
We remark that a procedure for estimating the size of a connected component can 
also be used to decide reachability. First estimate the size of the connected component 
of the starting vertex 9. Then “hang” a large subgraph on the target vertex Y. If 
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Y and .Y are connected, then the estimate on the size of the connected component of 
Y increases. This remark has interesting consequences: 
1. If the size of connected components can be approximated in deterministic 
LOGSPACE, then it can also be computed exactly. 
2. Reachability can be decided in randomized LOGSPACE in time that depends on 
the size of the connected component of Y (or of F), rather than the size of the whole 
graph. 
Our procedure TEST(e,s) approximates the size of a connected component up to a 
ratio of 18, by counting the number of returns to the starting edge of a random walk. 
If this ratio of approximation is improved to below 2, then Step 5 of the algorithm 
becomes unnecessary, since any disconnected graph must have a connected component 
with less than half of the edges. We do not know whether our analysis (the proof of 
Lemma 3) can be improved to show ratios of approximations arbitrarily close to 1 
(without losing more than a constant factor in the length of the random walk). Gill- 
man [lo] proves a Chemoff-type bound on random walks for a similar problem, but his 
results are applicable in our context only in the special case that the connected com- 
ponent is known to be an expander (otherwise, the rate of convergence that Gillman 
proves is too slow for our purpose). In Section 3 we described an alternative proce- 
dure, based on hashing, for estimating the size of a connected component. We remark 
that this alternative procedure can be used in order to obtain ratios of approximation 
arbitrarily close to 1. All that is required in order to distinguish between components 
of size s and (1 + E)S is that the range of the universal family of hash functions has 
size es/s, where c is some constant (c = 4 would do). 
Appendix 
We continue the proof of Lemma 3. Recall that we need to prove the following. 
Assume that a connected component of arc e contains at least 18s arcs in 6. Then for 
a random walk of length t = cs2&n (where c is a constant to be defined later) that 
starts at the tail of e, the probability of more than t/3s traversals of e is at most i. In 
the proof, we use the following notation: 
e, e’ arcs 
d,a number of vertices adjacent to vertex 2: 
SC the complement of set S 
TS the time by which a random walk first hits a member of set S 
EeL.1 expectation for quantity in [ .], for a random walk that starts at the tail of e 
N, number of traversals of arc e 
N=(T) number of traversals of arc e up to time T 
The proof of Lemma 3 is based on a proof technique that was developed in [ 1,8]. 
Proof. Let A = {e’IE,,[N,(t)] > t/18s}, and let AC = {e’]&[N,(t)]dt/18s}. 
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Lemma A.1. The number of arcs in A satis-es 1 A ) < 18s. 
Proof. Let G denote the arc that is antiparallel to the arc e for which we measure N, 
in the definition of set A. Let B = {(u, u) 1 E;[Ncu,u)(t)] > t/l&}, where (a, V) denotes 
an arc with head u and tail u. We show that (u, V) E B if and only if (a, U) E A. 
Let (x, y) and (u, v) be two arcs. For any t’, the probability that a walk that starts 
at y crosses (u, a) at time t’ is equal to the probability that a walk that starts at u 
crosses (y,x) at time t’ (by the reversibility of the random walk process). It follows 
that -%,y#%.dt)l = ~~~,u~[~y,x~Wl~ and therefore an edge is in B if and only if the 
anti-parallel edge is in A. 
To complete the proof of the lemma, observe that by linearity of expectation, 
1 B 1 < 18s. It follows that 1 A I < 18s. Cl 
By our assumption that the connected component contains at least 18s arcs, it fol- 
lows that AC is nonempty. Hence, Ee[Ne(t)] <E,[Ne(T’c)] + t/18s. We wish to bound 
E,[N,(TA~)]. In order to do so, we use known relations between random walks and 
efSective resistance in graphs [7]. The effective resistance between two vertices u 
and v, denoted by R[u,v], is the effective resistance between the two vertices in an 
electrical network that has the same topology as the graph, where each edge of the 
graph represents a resistor of 1 R in the network. Interestingly, for any arc e in the 
same connected component as vertex U, R[u, v] is exactly the expected number of 
times that e is traversed in a random walk that starts at u, hits u, and then returns 
to 24. 
Lemma A.2. If vertices u,v, and arc e are in the same connected component, then 
The proof of Lemma A.2 can be found in [13]. In order to obtain an upper bound 
on E,[N,(TAE)], we shall associate a resistance RA with the set A of arcs, and use a 
lemma similar to Lemma A.2. 
Let V, denote the set of vertices that are tails of arcs in A, and let I$ denote its 
complement. Clearly, if a random walk reaches c, then the random walk must have 
traversed an arc not in A. Hence, E,[N,( TV;)] >E,[N,( T,< )]. Let BA be the “boundary” 
of V,, that is, u E BA if and only if v E V, and v has a neighbor in c. Similarly, let 
I, be the “interior” of V,, that is, v E IA if and only if v E V, and u # BA. 
We assume throughout the proof that the tail of e is in V,, as otherwise E,[N,(TT )] = 
0. The process by which a random walk that starts at & reaches a vertex in vff can 
be broken into two phases. In the first phase, a vertex in BA is reached. In the second 
phase, the walk starts in BA and reaches a vertex in c. Regardless of which ver- 
tex u E BA is the starting vertex for the second phase, it always has some neighbor 
a E I$. By standard properties of electrical resistance (monotonicity), R[u, u] < 1. It 
now follows from Lemma A.2, that the expected number of times that arc e is tra- 
versed in the second phase is at most 1. Hence, E,[N,(TB, )] + 13 Ee[Ne( TV;)]. To 
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bound E,[N,(TB,)], it is convenient to assume that the boundary vertices BA form a 
clique. This assumption can be made without loss of generality, because a random walk 
that stops the moment it reaches BA is not affected by the internal pattern of edges in 
BA. We now define RA as max,E1,,“EB,d R[u, u]. (We define RA = 0 if IA is empty.) 
Lemma A.3. For RA and BA as dejined above 
RA >&[&(TB, )I. 
Proof. If the tail of e is not in IA, then it is in BA, and E,[N,(TB,)] = 0, satisfying 
the lemma (resistances are always nonnegative). For the case that the tail of e is in 
ZA, denote it by u, and let w be any vertex in BA. Then E,[N,(TB,)]~E,[N,(T,)]. By 
Lemma A.2 E,[N,(T,)] <R[u, w], and by definition R[u, w] <RA. C 
Hence, it remains to bound RA. In order to do so, we quote without proof a result 
of [6]. 
Lemma A.4 Let G be an undirected graph in which vertices are allowed to have 
any number of self-loops, Recall that d, denotes the number of vertices adjacent to 
vertex v. Then tf there is a path connecting vertices s and t, then 
1 
R[s, t] 6 3 C - - 
0 d,+l 
1. 
By monotonicity of effective resistance, RA cannot decrease if we remove all vertices 
of G, together with their incident edges. 
Corollary AS. 
where the vertices of c are ignored when computing the degrees of vertices in BA. 
Proof. By our assumption that the vertices of BA form a clique, the vertex-induced 
subgraph on IAUBA is connected, and Lemma A.4 applies. 0 
Now it remains to bound CvEr,us, l/(d” + 1). Let AI be the set of arcs that are 
incident with ZA. Then At c A, and IAt I< IAl. Recall our convention regarding placing 
self-loops on vertices of G. Then 
Hence CvEza l/(d” + l)<RIAl/m. Observe also that CuEBA l/(d” + 1) < 1, since the 
vertices in BA are assumed to form a clique. 
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Now the proof of Lemma 3 can be completed. E,[N,( TAc )] d RA + 1. From 
Corollary AS, RA < 3C,,IAUBa (l/(d” + 1)) - 1. Hence, we obtain RAG2 + 3&4]/m. 
Substituting in the value of IAl from Lemma A.l, we obtain &[N,( TAE )] < 3( 1 + 
18&n) < 57&m (the last inequality follows from our assumption that m/l? 
<s, see Step 3 in the description of the algorithm FASTCON). For t > 1026s2k/m, 
we have that &[N,(&)] < t/l&, and E,[N,(t)] < t/9s. Markov’s inequality, Pr[N,(t) 
>t/3s]<$ 0 
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