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1 Introduction
In the year 2004, the first exfoliation and characterization of the carbon allotrope
graphene [1] heralded a new era of research in the realm of two-dimensional crystal
materials. Graphene is a semimetal with its electrons obeying a linear dispersion
relation at low energies. As in this energy regime the description of graphene bears
resemblance with an effective Dirac equation for massless fermions, this material
suggested the possibility to study relativistic effects such as Klein tunneling or
zitterbewegung in condensed matter [2].
Graphene offers remarkable qualities regarding its mechanical, optical, thermal
and electric properties [3] so that applications of this astonishing material were
explored for such diverse topics as flexible electronics [4], chemical sensors [5, 6],
or nanopore templates for DNA sequencing [7]. Besides high electron mobilities at
room temperature [3], graphene shows a strong ambipolar electric field effect [1]
allowing to tune the charge carrier density in graphene by a gate voltage. Fur-
thermore, the sublattice degree of freedom in graphene gives rise to fascinating
pseudospin physics and an unconventional integer quantum Hall effect [8, 9].
Bilayer (BL) graphene, two sheets of graphene stacked on top of each other,
shares many of the qualities of its single layer (SL) counterpart [10]. However,
as BL graphene’s low-energy physics is dictated by a quadratic dispersion relation,
also important differences between the BL and SL cases appear, for example, in the
form of a third kind of quantum Hall effect [11, 12]. Moreover, the two graphene
layers in the BL structure can be addressed separately and a tunable band gap can
be introduced by doping or gating [10, 13, 14]. Recently, experimental indications
were found that twisted BL graphene exhibits superconductivity [15]. This is a
clear difference to SL graphene, where the introduction of superconductivity in the
material relies on proximity to superconductors [16–19] and intercalation [20].
Early on, also the research field of spintronics evinced large interest in graphene
(SL and BL). This interest was mainly motivated by the negligible hyperfine interac-
tion in graphene and its small spin-orbit coupling (SOC) on the order of 10µeV [21]
due to carbon’s small atomic number1. Long spin relaxation lengths on the scale of
µm were found at room temperature [23–28] and the successful injection of spins to
1Carbon has the atomic number Z = 6. The SOC energy of an electron close to the atomic core
can be estimated to scale like SOC∝ Z4 [22].
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graphene and its detection were early demonstrated [23, 24, 29, 30], accompanied
by large spin signals in the nonlocal resistance of the spin valve experiments [31].
On the other hand, the hope for long spin relaxation times, based on graphene’s
small SOC, was not fulfilled. The experimental observations disagree in general
with the theoretical predictions by about three orders of magnitude [31–33]. Not
only because of this discrepancy but also to realize graphene spintronics devices
on the wafer scale, efforts were taken to improve the quality of the graphene sam-
ples in order to study spin injection and transport in high-mobility and large-area
graphene samples [31].
Spintronics aims to utilize not only the electronic properties of a material but
also the spin degree of freedom for fast and efficient memory storage and quantum
computing [31]. Therefore, apart the injection and detection of spins, graphene
based spintronics devices need to allow for an efficient manipulation of the electron
spin.
Both proximitized graphene and graphene functionalized with adsorbates offer
ways to manipulate spin and, furthermore, to tailor existing or introduce new feasi-
ble properties to graphene, such as superconductivity (see above) and magnetism.
For example, exchange interaction can be induced in the nonmagnetic graphene
by placing it on a ferromagnetic insulator [34], or, separated by a tunnel barrier,
on a ferromagnetic metal [35]. If also strong SOC is induced, transport magne-
toanisotropies [36] are predicted to occur.
Large attention was recently drawn to graphene substrates based on transi-
tion metal dichalcogenides (TMDC). These substrates were shown to induce large
SOC in graphene giving rise to the spin Hall effect2 observable at room tempera-
ture [38–41]. This aspect opens the way for spin field effect transistors [42] involving
graphene. Also charge-to-spin conversion, relying on the strong Rashba coupling in
the TMDC material, was demonstrated experimentally [43] and the occurrence of
topological effects in graphene are predicted [44]. The rise of spin-valley locking in
graphene on a TMDC allows moreover for optical spin injection into graphene [45–
47]. Recently, giant spin lifetime anisotropy was predicted and demonstrated [48–
50]. The possibility to access and control the relaxation times for different spin
orientations proposes graphene-TMDC systems for new spintronics logic devices.
Graphene can be further functionalized locally by adsorbates. Adatoms such as
hydrogen [51, 52] and copper enhance graphene’s small intrinsic SOC by factors
of 100 (hydrogen) to 1000 (copper) and large spin Hall angles were observed in
Refs. [53, 54]. Neutral adatoms with large SOC, such as indium, were predicted to
stabilize the quantum spin Hall state in graphene [55]. However, in both the case of
the analysis of the spin Hall effect as the experimental verification of the quantum
spin Hall state issues remain [56–61].
In this thesis, we concentrate on the theoretical view on both orbital and spin-
2The interested reader can find a review on the spin Hall effect, for example, in Ref. [37].
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orbital effects in functionalized graphene, with an emphasis on SOC, the role of
specific adsorbates for the latter, resonant scattering off adsorbates, and, finally, a
new spin relaxation mechanism for bilayer graphene.
In Ch. 2, we first consider pristine graphene and graphene-like systems which ex-
hibit the honeycomb structure. In particular, we take into account two-dimensional
lattices described by the point group symmetries D6h, D3d, D3h, C6v, and C3v, and
derive effective SOC Hamiltonians by applying simple symmetry arguments. With
this, the ab- or presence of different SOC couplings, such as the well-known intrin-
sic one, the Rashba-like coupling, and the PIA term [52], is motivated by intuitive
arguments. The second part of this chapter concentrates on SOC in graphene in
the presence of the local point group symmetries C6v, C3v, and C2v. These modifi-
cations to the local symmetry in graphene are introduced by single adsorbates on
the hexagonal lattice in the hollow, the bridge, and the top position, respectively.
Considering the given local changes in the symmetry, we identify and describe the
emerging local SOC hoppings in the vicinity of the impurity.
In the following chapter, Ch. 3, we use the insights of the previous chapter and
analyze three specific adsorbates on graphene, which are the methyl group, fluorine,
and copper. These adsorbates settle down in the top (methyl and fluorine), as well
the top and bridge position (copper) on graphene. In order to extract, on the one
hand, the local SOC strength and, on the other hand, to identify the microscopic
origin of it, we combine tight-binding (TB) models and density functional theory
(DFT) calculations.
Chapter 4 is devoted to the orbital impact of hollow, top, and bridge adsorbates
with s or p orbital character on scattering resonances in graphene. We choose
as a theoretical tool for the investigation the T -matrix approach and complement
it with TB calculations of large supercells. This topic has already received large
attention throughout the past years due to the prediction of zero-energy states
arising, for example, from vacancies. As the density of states (DOS) of pristine
graphene vanishes at the charge neutrality point, a strong impact on the orbital
quantities such as the conductivity is expected. As we will see in Ch. 5, also the
spin relaxation in graphene is largely influenced by adsorbates representing resonant
scatterers. In Ch. 4 we concentrate on the orbital aspects of single adsorbates in
the three different adsorption positions and the formation of resonance levels. We
furthermore compare the case of a general adsorbate to the models of strong midgap
scatterers and vacancies and outline the differences between them.
Spin relaxation in graphene and a possible mechanism to explain the observed
difference in magnitude between theory and experiment are the topic of Ch. 5. We
first explain a new spin relaxation mechanism which relies on resonant scattering
off magnetic moments in SL [62] and BL graphene. These local magnetic moments
are likely introduced in small concentrations in experimental graphene samples due
to vacancies or contaminating adsorbates such as hydrogen or methyl. We concen-
trate in particular on BL graphene and find that an hydrogen amount of about
3
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1 ppm is sufficient to recover the experimental spin relaxation data of Refs. [26,
27]. The distinct dependence of the spin relaxation rate on the charge carrier den-
sity observed in SL and BL graphene samples can be explained by the presence
of electron-hole puddles. In the second part, the focus lies on fluorinated SL and
BL graphene as fabricated and measured in the group of Jun Zhu at Penn State
University. By applying our spin relaxation model, which is supported by DFT cal-
culations of fluorine, we aim to resolve the theoretical debate on whether fluorine
induces local magnetic moments in graphene or not. We report here on the current
status of this ongoing project and present the discrepancies found so far between
the experimental observations and our model predictions.
The results of this thesis are summarized in Ch. 6.
4
2
Spin-orbit coupling in graphene
systems from symmetry arguments
This chapter is based on the paper “Model spin-orbit coupling Hamiltonians for
graphene systems”, PRB 95, 165415 (2017), by Denis Kochan, Susanne Irmer, and
Jaroslav Fabian.
2.1 Spin-orbit coupling in graphene
The first theoretical description of the electronic band structure of graphene goes
back to the work of Philip R. Wallace in 1947 [63]. Neglecting the coupling between
graphite’s single layers, he essentially derived a TB model for graphene. Further-
more, he showed that the conduction and valence band touch at the six corners of
the Brillouin zone, the K points, which makes graphene a semimetal. In the fifties
and the following years, the attention was drawn to the effect of SOC in graphene.
Slonczewski [64], McClure and Yafet [65], and Dresselhaus and Dresselhaus [66]
argumented on a group theoretical basis that the SOC intrinsic to graphene in-
troduces a gap at the corners of the Brillouin zone. However, it took about fifty
years to obtain realistic estimates for this spin-orbit gap. Intense studies on the
SOC of graphene had been resumed after graphene’s exfoliation in 2004 [1]. Kane
and Mele [67] revived the studies in 2005 by estimating the spin-orbit gap ∆so to
be about 200µeV. This was a promising prediction since it inferred that the quan-
tum spin Hall state should be observable in graphene at low temperatures of a few
Kelvins.
In the subsequent years, it was shown by several groups that the value of ∆so
had been significantly overestimated in Ref. [67] by a factor of 10-100. Specifically,
the contribution of the mixing of σ and pi states to the SOC is very weak and of
the order of 1µeV [21, 68–70]. The low energy states of graphene, i.e., the occupied
states forming the pi bands around the K points, are mainly built from the 2pz
orbitals of the carbon atoms. These pz orbitals, having zero magnetic quantum
number, have to couple to states with nonzero magnetic quantum number in order
to induce a finite SOC gap at K. Possible candidates are the px and py orbitals of
the σ band, or orbitals with even higher magnetic quantum number such as the d
orbitals.
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In flat graphene, the pz orbitals are orthogonal to the px and py orbitals. How-
ever, the intra-atomic SOC allows for a spin-flipping hopping of electrons between
the pz and the px or py orbital on the same carbon atom. It can be shown by
group theoretical arguments (see for example Sec. 2.4.1) that the intrinsic SOC of
graphene is described by an overall spin-conserving hopping process, which couples
next-nearest neighbor carbon atoms. Therefore, the spin-orbit gap will depend in
leading order on the square of the spin-flip hopping strength between the p lev-
els [21, 68–71]. Although the spin-orbit splitting of the 2p states (entering the σ
band) of an isolated carbon atom is about ∆p ≈ 10meV [21, 67], the spin-orbit gap
at theK points resulting from this σ-pi mixing process1 is in total only of the order
of 1µeV [21, 71].
The importance of the d orbitals for the SOC in graphene was already pointed
out by Slonczewski [64] and McClure and Yafet [65]. Indeed, the states around
the Fermi level show a small contribution of the unoccupied 3dxz and 3dyz levels of
carbon [21]. This allows for a direct overlap between the pz and dxz or dyz states
on neighboring carbon atoms in graphene. The atomic SOC between dxz and dyz
is of spin-conserving nature and, therefore, contributes in the first order to the
intrinsic SOC of graphene. Although the atomic SOC hopping strength between
the d orbitals is smaller than the one between the p orbitals, the small but direct
overlap of the pz and d states on the neighboring carbon atoms is important and
the d levels cause about 96% of the spin-orbit gap observed in the DFT calculations
of Gmitra et al. [21]. The gap opened at the K points was found in this work to
be about 24µeV. In an earlier DFT work, Boettger and Trickey [72], who employed
a different approximation for the treatment of the SOC, found a gap of about
50µeV. In the rest of this thesis, we will consider the spin-orbit gap of 24µeV as
the reference value for the intrinsic SOC gap in graphene.
Placing graphene in an external electric field or on a substrate, a so-called Rashba
SOC emerges in the graphene system. This coupling is of extrinsic nature and, thus,
can be tuned by modifying the external conditions, for example by changing the
electric field strength. The Rashba SOC is described as a spin-flipping hopping be-
tween nearest carbon neighbors and causes a spin splitting of the otherwise twofold
degenerate bands of graphene. The microscopic origin of the Rashba coupling is
found in the σ-pi mixing in combination with the atomic Stark effect [21, 68, 69, 71]
which couples the s orbital with the pz orbital within the same carbon atom. The
d orbitals are of less importance for the magnitude of the Rashba coupling [21, 71].
Gmitra et al. [21] found in their DFT study that the Rashba strength grows lin-
early with the electric field strength, yielding the value of 5µeV for typical electric
field strengths of 1 V/nm. Previously, Kane and Mele [67] estimated the Rashba
1Explicitly, Konschuh et al. [71] find that the σ-pi mixing contribution to the spin-orbit gap is
4 (∆p/3)
2
(εp−εs)/(9V 2spσ). From a DFT analysis, they obtain for the difference of the on-site
energies of the s and p orbitals |εp − εs| ≈ 10 eV and for the overlap parameter Vspσ ≈ 6 eV.
This leads to the spin-orbit gap magnitude of 1µeV considering only σ-pi mixing.
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coupling to be an order of magnitude smaller, while other works [68, 69] predicted
it to be one order of magnitude larger compared to the DFT result of Gmitra et
al. [21].
Modifications to graphene’s crystal structure directly affect the SOC, both in
strength and in the underlying origin or mechanism. Proximity effects from differ-
ent substrate materials [45, 73–76], for example, can transfer strong SOC to the
graphene band structure. Furthermore, curvature effects [21, 68] are well-known
from the SOC studies of carbon nanotubes and are predicted to enhance the effect
of σ-pi mixing by an order of magnitude [68] in undulating graphene [77–79]. Lo-
cally, adsorbates binding to graphene [51] can also lead to a notable enhancement
of the SOC of about a factor of 10 to 100 through sp3 distortion in the σ network
of graphene [51]. As another mechanism, depending on the adsorbate, also the
intra-atomic SOC of the impurity can locally influence the SOC strength, see for
example Ch. 3.
In this chapter, we concentrate on the SOC in graphene systems, i.e., systems
with a hexagonal honeycomb structure under specific global and local structural
modifications. The structural modifications reduce the point group symmetry of
the system and can, therefore, give rise to new SOC mechanisms. Explicitly, we
study in the first part of this chapter the point groups D6h, D3d, D3h, C6v, and
C3v. In the second half, we focus on local adsorbates binding in the hollow, top,
and bridge positions and the allowed SOC hoppings in the vicinity of the impurity.
Examples of adatoms together with realistic estimates of the local SOC strength will
be treated in Ch. 3. We close the chapter with a short summary and a comparison
to the approach and results of three other works [55, 80, 81] on the impact of
adsorbates on graphene’s SOC.
2.2 Tight-binding model for graphene and effective
Hamiltonians
Graphene and the graphene systems, which we will consider in the following sec-
tions, have a hexagonal lattice structure with a two-atomic basis. Equivalently, the
lattice structure can be described by two interpenetrating hexagonal sublattices
(each with a one-atomic basis) labeled by A and B, which form the well-known
honeycomb lattice. Figure 2.1(a) shows our choice of the unit cell together with
three Bravais lattice vectors
Rα = aL
(
cos 2pi(α−1)
3
, sin 2pi(α−1)
3
)
, α = 1, 2, 3 , (2.1)
where aL is the lattice constant. In graphene we have aL = 2.46Å. Selecting for
the two primitive translation vectors R˜1 = R1 and R˜2 = −R3, we obtain the basis
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R1
A
R2
B
R3
(a) G2
G1
Γ +K−K
M
(b)
Figure 2.1: (a) Unit cell of the hexagonal graphene lattice with the two-atomic basis A
and B and the Bravais lattice vectors Rα (α = 1, 2, 3). (b) Hexagonal Brillouin zone of
graphene with the reciprocal lattice vectors G1/2 and the high symmetry points Γ , M ,
and τK (τ = ±).
vectors of the reciprocal lattice,
Gα =
4pi√
3aL
(
cos pi(4α−5)
6
, sin pi(4α−5)
6
)
, α = 1, 2 , (2.2)
which obey the orthogonality relation Gα.R˜β = 2piδα,β. The corresponding max-
imally symmetric unit cell in reciprocal space, the first Brillouin zone, is shown
Fig. 2.1(b). The first Brillouin zone contains the high symmetry points Γ ,M , and
τK, which are invariant under specific subgroups of the full point group describing
the direct lattice. The points Γ and M are the so-called time reversal symmetric
points, as their time reversal counterparts differ only by a reciprocal lattice vector2.
The points τK (τ = ±) are defined as the corners of the Brillouin zone and result
from the two sublattices A and B. In graphene, they are also known as the Dirac
points or Dirac valleys. The term “Dirac” is borrowed from the famous relativistic
Dirac equation: Around the two τK points, graphene’s dispersion is linear and can
be described by a relation that looks similar3 to the Dirac equation in the limit of
zero mass.
The low-energy physics of graphene is well-described within a TB description
based on pi orbitals. The TB method, which is closely related to the LCAO method
from chemistry, describes single-electron states which are localized at the atomic
sites in the crystal lattice so that their wave functions reflect the atomic orbital
of the ion. Leaving SOC aside for this moment, the Hamiltonian describing the
orbital motion of an electron in the crystal lattice is given by
Hˆorb = − ~
2
2m
∇2 + V0(r) +
∑
i 6=0
vi(r) . (2.3)
2The time reversal symmetry is introduced in Sec. 2.3.3 and its influence on the spectrum is
shortly commented in Sec. 2.4.1
3With this analogy one has to keep in mind that the itinerant electrons in graphene are not
relativistic. Their Fermi velocity is about 106 m/s.
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The second and third term in the Hamiltonian build the crystal potential which is
formed of the potential of the ionic site hosting the electron, V0, and the contribution
of the remaining ionic sites and electrons,
∑
i 6=0 vi(r). We choose the basis to be
composed of single (real-valued) pi-orbital states |Xn σ〉 with spin σ per lattice site
n and take the matrix elements of Hˆorb with all possible combinations of |Xn σ〉.
Neglecting the overlap of atomic orbitals on different lattice sites, 〈Xm σ|Xn σ′〉 ≈
δm,nδσ,σ′ , two kinds of terms appear: the on-site energy on lattice sites n, represented
by the matrix element 〈Xn σ|− ~22m∇2 +V0(r−rn)|Xn σ〉, and the hopping integrals,〈Xm σ|
∑
i 6=0 vi(r−rn)|Xn σ〉, connecting sites n andm. We determine our reference
zero energy by setting the on-site energy of all pi-orbitals to zero. Furthermore, we
neglect all hopping integrals going beyond nearest neighbor contributions4. Within
this nearest neighbor approximation, the orbital TB Hamiltonian for graphene reads
H0 = −t
∑
σ
∑
〈m,n〉
∣∣Xm σ〉〈Xn σ∣∣ , (2.4)
where the positive quantity t is the nearest neighbor hopping strength, for which
one finds in the literature for graphene a value of about 3 eV [3, 71, 82]. Throughout
this thesis, we fix the nearest neighbor hopping strength to t = 2.6 eV. To obtain
the band structure of graphene, we transform H0 from the local atomic into the
Bloch basis, |Xm σ〉 → |Xq σ〉,∣∣Xq σ〉 = 1√
N
∑
Rm
eiq.Rm
∣∣Xm σ〉 . (2.5)
Here, we set X ∈ {A,B} according to the sublattice of the site and measure the
quasi-momentum q from the center of the hexagonal Brillouin zone at the Γ point.
The number of graphene unit cells enters Eq. (2.5) as the quantity N . Note that
Rm is the lattice vector pointing to the m-th unit cell that hosts the orbital |Xm σ〉.
We can now express the orbital Hamiltonian in the Bloch form, H0 =
∑
qH0(q),
with
H0(q) = −t
∑
σ
forb(q)
[
sˆ0
]
σσ
∣∣Aq σ〉〈Bq σ∣∣+ H.c. , (2.6)
where sˆ0 represents the unit matrix in spin space (see below) and the orbital struc-
tural function is given by
forb(q) =
{
1 + eiq.R2 + e−iq.R3
}
. (2.7)
Diagonalizing Eq. (2.6), we obtain the dispersion relation for the pi states of graphene
which form the conduction (n = +1) and the valence band (n = −1),
n(q) = n t|forb(q)| . (2.8)
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Figure 2.2: (a) Band Structure of graphene with the linear dispersion around the K
point and, (b), corresponding DOS of graphene.
Figure 2.2 shows the energy dispersion of graphene in momentum space resulting
from the diagonalization of Eq. (2.4) together with the DOS5.
In pristine (undoped) graphene, the Fermi level lies at zero energy, i.e., it crosses
the energy dispersion directly at the Dirac points where the valence and conduction
band meet. The linear dispersion, which appears at nearby energies, can be further
investigated by considering quasi-momenta q = τK + k around the Dirac point
τK = τ
4pi
3aL
(1, 0) . (2.9)
Keeping the first nonzero term in the expansion of Eq. (2.7) in k, we obtain
forb(τK + k) '
√
3aL
2
(−τkx − iky) , (2.10)
and the orbital Hamiltonian, Eq. (2.6), reduces in the low-energy limit to
Heff(τK + k) = ~vF
(
τkxσˆx − kyσˆy
)
sˆ0 . (2.11)
Here, we introduced the Fermi velocity vF =
√
3aLt/2~ which has for graphene
the value of about vF ≈ 106m/s. The sublattice degree of freedom is described by
the Pauli matrices σˆi acting on the sublattice space, whereas for the spin degree of
freedom we use the Pauli matrices sˆi in the spin space. We choose as the ordering
of the sublattices {A,B} and for the spins σ = {↑, ↓} with spin quantization axis
along z. The spin-Pauli matrices are given by
sˆ0 =
(
1 0
0 1
)
, sˆx =
(
0 1
1 0
)
, sˆy =
(
0 −i
i 0
)
, sˆz =
(
1 0
0 −1
)
(2.12)
4The next-nearest neighbor hopping term, for example, induces electron-hole asymmetry in the
spectrum of graphene.
5For the diagonalization, the LAPACK [83] routine zheevx is employed. The DOS is calculated
applying the triangle method [84] for the integration over the two-dimensional Brillouin zone.
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and are equivalently defined for the sublattice degree of freedom, for example
[σˆz]AA = 1 = −[σˆz]BB and [σˆz]AB = 0 = [σˆz]BA. The linear dispersion relation
appears then after diagonalizing Eq. (2.11) and reads
n(τK + k) = n ~vF |k| . (2.13)
In graphene, the pi-orbitals are primarily built of the carbon 2pz orbitals, though
all TB and symmetry discussions of the following sections are valid for any atomic
orbital with quantum numbers n, l 6= 0, ml = 0. We further note that for hexagonal
systems other than pristine graphene the value of t might differ and its magnitude
needs to be re-estimated or fitted for a quantitative analysis of those systems.
Additional terms in Eq. (2.4) can arise if A and B sublattice atoms are distinct
or feel different electrostatic potential; see the examples of planar hexagonal boron
nitride (hBN), Sec. 2.4.4, or graphene on a TMDC, Sec. 2.4.6.
In the subsequent sections we focus on the following question: Given a graphene
system (and its point group symmetry) what can we predict for the SOC? Concen-
trating on the modeling site of this problem, we will derive effective Hamiltonians
describing the spin-degree of freedom in the structure. We consider one effective
orbital per lattice site from which we demand invariance under certain symmetries.
The approach is symmetry based which enables us to make general statements
for different structural realizations of graphene systems with the same point group
symmetry and provides us with a first intuitive view on the subject. The effective
description incorporates the microscopic origin of the SOC but does not rely on
a detailed description of the SOC in the vicinity of the atomic cores. The study
of specific systems may call in a second step for multi-orbital TB models, e.g. in
the Koster-Slater two-center approximation, and, for a quantitative analysis of the
spin-orbit strength, DFT calculations. The effective SOC Hamiltonians for the
local adsorbates will be applied to three specific impurities in Ch. 3, which also
supports the validity of our following statements.
2.3 Spin-orbit coupling from symmetry
2.3.1 Microscopic SOC Hamiltonian
SOC appears as a relativistic correction in the Schrödinger equation at the atomic
level and can be directly observed in the fine structure of atomic spectra. It de-
scribes the coupling of an electron’s momentum to its spin degree of freedom as it
moves under the influence of the gradient of an electric potential. For atoms in a
lattice, the potential is represented by the effective crystal field potential V . The
Hamiltonian for this microscopic spin-orbit interaction is given by
Hˆso =
~
4m2c2
(∇V × pˆ).sˆ , (2.14)
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where m is the vacuum rest mass of the electron, c the speed of light, pˆ the mo-
mentum operator, and sˆ = (sˆx, sˆy, sˆz) represents the array of Pauli matrices acting
on the spin degrees of freedom. For the discussions below, it is useful to expand
the Hamiltonian in spin-raising and spin-lowering operators, sˆ± = sˆx ± isˆy,
Hˆso = Lˆ+sˆ− + Lˆ−sˆ+ + Lˆz sˆz . (2.15)
The Lˆ’s are differential operators which act only on the orbital part of the wave
function6.
2.3.2 Symmetry approach
Starting point for the derivation of an effective, system-specific SOC Hamiltonian is
the system’s (local) symmetry which is described by a set of symmetry operations
and their respective representations S. The symmetry allows or forbids certain
spin-orbit mediated hopping terms between lattice sites. Thus, we need to inves-
tigate the behavior of the matrix elements
〈
Xm σ | Hˆso |Xn σ′
〉
of the microscopic
SOC Hamiltonian under symmetry in our effective one-particle Hilbert space. As
the gradient of the crystal field potential ∇V is largest around the atomic cores,
the magnitude of the matrix elements decreases strongly with increasing distance
between sites n and m. Our analysis of SOC mediated hoppings is therefore re-
stricted to on-site, nearest neighbors, and next-nearest neighbors. Let us first give
general relations that will facilitate our SOC studies.
If the system’s structure is invariant under a symmetry operation S (S is a group
element of the structure’s point or space group) then both orbital and spin-orbital
Hamiltonian have to commute with S. In particular, this means that the effective
SOC matrix element between states |Xmσ〉 and |Xnσ′〉 fulfills7 for unitary S〈S[Xm σ] | Hˆso | S[Xn σ′]〉 = 〈S[Xm σ] | S[HˆsoXn σ′]〉
=
〈
Xm σ | Hˆso |Xn σ′
〉
. (2.16)
We further impose time reversal T symmetry on our systems which is represented
by an antiunitary operator and can therefore be written as the product of a uni-
tary operator and complex conjugation. From this follows directly how the matrix
6The operators Lˆ transform under space and time reversal symmetry as the standard angular
momentum operators Lˆ but do not fulfill their SU(2)-commutation relations. In a microscopic
treatment of the SOC, the SOC is most efficient in the vicinity of the atomic core. There,
the crystal field potential can be approximated by the spherically symmetric atomic potential.
With V (r) = V (|r|) and ∇V = (r/r)(dV/dr), the Hamiltonian of Eq. (2.14) reduces to
Hˆso = ξ(r)Lˆ.sˆ [85]. The factor ξ(r) incorporates all of the radial information.
7We employ the notation |αS[Xn σ]
〉 ≡ αS|Xn σ〉 to denote a state |Xn σ〉 after transformation
under the operation αS.
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Figure 2.3: (a) Symmetries of the point group D6h, which leave the honeycomb lattice
structure invariant. (b) Chosen coordinate system and labeling of the carbon sites on one
hexagon ring.
elements for the self-adjoint Hamiltonian transform under time reversal symmetry8,〈T [Xm σ] | Hˆso | T [Xn σ′]〉 = 〈T [Xm σ] | T [HˆsoXn σ′]〉
=
〈
Xm σ | Hˆso |Xn σ′
〉
=
〈
Xn σ
′ | Hˆso |Xm σ
〉
. (2.17)
2.3.3 Point group symmetries and transformation of spin
We have to specify from which pool of symmetries we can select S. Pristine
graphene is invariant under the crystallographic point group9 D6h, which comprises
the 24 group elements of unity E, rotations Cl, space inversion I, reflections Σ and
improper rotations Sm in 12 classes,
D6h = {E; 2C zˆ6 ; 2C zˆ3 ;C zˆ2 ; 3C xˆ2 ; 3C yˆ2 ; I; Σxyh ; 3Σyzv ; 3Σxzd ; 2S zˆ3 ; 2S zˆ6}. (2.18)
Here, each class is represented by one symmetry operation and the numbers in
front specify the total number of equivalent elements contained in the respective
class. Representative operations of each class are shown in Fig. 2.3(a) and we
use the following notation: Superscripts xy, yz, and xz identify the location of
reflection planes in our coordinate system, which is shown in Fig. 2.3(b), and we
add for emphasis the attributes horizontal (h), vertical (v), and diagonal10 (d),
respectively. Superscripts xˆ, yˆ, and zˆ specify the axes of spatial rotations. The
8By a we denote the complex conjugate of the quantity a.
9We label the point groups according to the Schönflies notation [86].
10This plane is commonly called a dihedral plane since it contains the principal axis (axis with
highest rotational symmetry) and bisects the angle between two C2 axes that are perpendicular
to the principal axis [86].
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angle of rotation Φl = 2pi/l is encoded in the subscript l. Apart of proper rotations
Cl, D6h also contains improper rotations Sl, which involve a proper rotation, Cl,
followed by reflection about the horizontal plane, Σxyh . Note that the pi-orbitals are
odd under horizontal reflections, inversion, and pi-rotations around in-plane axes.
Throughout the first part of this chapter we will study and compare SOC in systems
with the point group D6h and its subgroups D3d, D3h, C6v, and C3v. Depending on
the system, we will apply only a subset of the symmetry operations contained in
D6h.
For our spin-orbit analysis we further need to know, how spin ↑ and ↓ components
transform under a symmetry operator S. With the help of the unit matrix and the
spin-Pauli matrices, one can write down a two-dimensional representation of the
operator for rotation of spin by angle Φl around the axis nˆα [22],
C αˆl = e
−iΦl
2
nˆα.sˆ = cos
(
Φl
2
)
− i nˆα.sˆ sin
(
Φl
2
)
, (2.19)
and reflection of spin in a plane with plane normal nˆα,
σα = −i nˆα.sˆ . (2.20)
Specifically, we choose for the reflection planes xy, yz, and xz the plane normals
nˆα pointing along the (positive) cartesian axes α displayed in Fig. 2.3(b).
For one-particle spin-1/2 states, the time reversal operator fulfills T 2 = −1 [86].
We choose as a specific representation for the anti-unitary operator T = −isˆy Cˆ
where Cˆ indicates complex conjugation. As we are considering real (effective) or-
bitals the time reversal operator only affects the spin part of the wave function.
We can now write down transformation rules for our pi-orbital states |Xmσ〉
under the symmetry operations S presented in Fig. 2.3(a), time reversal T and
translations T~a along ~a,
|Xm σ
〉 C zˆl−−→ e−iσΦl/2 |XC zˆl (m) σ〉 , (2.21a)
|Xm σ
〉 Cxˆ2−−→ i |XCxˆ2 (m) (−σ)〉 , (2.21b)
|Xm σ
〉 Cyˆ2−−→ (−1) 1−σ2 |XCyˆ2 (m) (−σ)〉 , (2.21c)
|Xm σ
〉 Σxyh−−→ i(−1) 1+σ2 |Xm σ〉 , (2.21d)
|Xm σ
〉 Σyzv−−→ −i |XΣyzv (m) (−σ)〉 , (2.21e)
|Xm σ
〉 Σxzd−−→ (−1) 1+σ2 |XΣxzd (m) (−σ)〉 , (2.21f)
|Xm σ
〉 Szˆl−−→ i(−1) 1+σ2 e−iσΦl/2 |XSzˆl (m) σ〉 , (2.21g)
|Xm σ
〉 T−−→ (−1) 1−σ2 |Xm (−σ)〉 , (2.21h)
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|Xm σ
〉 I−−→ −|XI(m) σ〉 , (2.21i)
|Xm σ
〉 T~a−−−→ |Xm+~a σ〉 . (2.21j)
The transformation properties under improper rotations follow directly from S zˆl =
Σxyh ◦ C zˆl and we can rewrite space inversion as I = Σyzv ◦ Σxyh ◦ Σxzd .
Equivalently, we could do our symmetry analysis in the space of quasi-momenta
by transforming the local atomic basis |Xm σ〉 to the Bloch basis |Xq σ〉. One
obtains similar transformation rules as in Eqs. (2.21) where it has to be taken into
account that both time reversal and inversion cause q 7→ −q. We focus in our
symmetry analysis on the states in Wannier space as we will discuss both systems
with and without translational symmetry (Sec. 2.4 and Sec. 2.5, respectively). In
the first case we will express our effective SOC Hamiltonians also in the Bloch basis
to show the impact of the SOC terms on the band structure at low energies.
2.3.4 Practical relations
Time reversal symmetry and the properties of Hˆso, Eq. (2.15), alone provide already
important information about the nature of SOC terms in graphene-like systems.
Time reversal symmetry, for example, connects SOC matrix elements with opposite
spin projections,〈
Xm σ
∣∣Hˆso∣∣Xn σ′〉 =
(2.21h)
=
〈
(−1)− 1−σ2 T [Xm(−σ)]
∣∣Hˆso∣∣(−1)− 1−σ′2 T [Xn(−σ′)]〉
= −(−1)σ+σ
′
2
〈T [Xm(−σ)]∣∣Hˆso∣∣T [Xn(−σ′)]〉
(2.17)
= −(−1)σ+σ
′
2
〈
Xn(−σ′)
∣∣Hˆso∣∣Xm(−σ)〉 . (2.22)
We will exploit this relation frequently in our SOC analysis. In particular, it follows
that on-site spin-flipping SOC terms, i.e., n = m and σ′ = −σ, are equal to zero:〈
Xm σ
∣∣Hˆso∣∣Xm(−σ)〉 (2.22)= −〈Xm σ∣∣Hˆso∣∣Xm(−σ)〉 . (2.23)
Furthermore, as
〈
σ
∣∣sˆ±∣∣σ〉 = 0, Eq. (2.15) indicates that a spin-conserving hop-
ping changes sign under an overall flip of the spins,〈
Xm σ
∣∣Hˆso∣∣Xn σ〉 = −〈Xm(−σ)∣∣Hˆso∣∣Xn(−σ)〉 . (2.24)
Getting time reversal symmetry involved in the game, we find〈
Xm(−σ)
∣∣Hˆso∣∣Xn(−σ)〉 (2.22)= 〈Xn σ∣∣Hˆso∣∣Xm σ〉
=
〈
Xm σ
∣∣Hˆso∣∣Xn σ〉 , (2.25)
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which, together with Eq. (2.24), implies that a spin-conserving SOC term coupling
sites n and m is purely imaginary. Though, in the case of n = m we see that〈
Xm σ
∣∣Hˆso∣∣Xm σ〉 (2.22)= 〈Xm(−σ)∣∣Hˆso∣∣Xm(−σ)〉
(2.24)
= −〈Xm σ∣∣Hˆso∣∣Xm σ〉 . (2.26)
Thus, on-site spin-conserving SOC terms vanish for all sites m.
So far, we have not used any point-group specific symmetries. As we will see
in the following, we can make three statements about the absence of SOC terms
related to the presence of specific symmetries. In detail, the statements explain
why we find for pristine graphene, point group D6h, only the intrinsic SOC term.
Statement 1. Spin-flipping SOCs are inhibited by horizontal reflection Σxyh .
With a glance at Eq. (2.21d), we write〈
Xm σ
∣∣Hˆso∣∣Xn(−σ)〉
(2.21d)
=
〈
i(−1) 1−σ2 Σxyh [Xm σ]
∣∣Hˆso∣∣i(−1) 1+σ2 Σxyh [Xn(−σ)]〉
= −〈Σxyh [Xm σ]∣∣Hˆso∣∣Σxyh [Xn(−σ)]〉
(2.16)
= −〈Xm σ∣∣Hˆso∣∣Xn(−σ)〉 , (2.27)
which is fulfilled only if
〈
Xm σ
∣∣Hˆso∣∣Xn(−σ)〉 = 0.
Statement 2. Nearest neighbor spin-flip SOCs are inhibited by a combination of
space inversion I, translation T~a, and time reversal T .
We show the effect of the symmetries, as an example, on one matrix element
〈A2 σ
∣∣Hˆso∣∣B3(−σ)〉 [see Fig. 2.3(b)]. All other nearest neighbor spin-flip matrix
elements can be treated analogously. Under space inversion and translation along
~a =
−−−→
A3A2 =
−−−→
B2B3 the matrix element transforms to〈
A2 σ
∣∣Hˆso∣∣B3(−σ)〉 (2.21i)= 〈−I[B2 σ]∣∣Hˆso∣∣− I[A3(−σ)]〉
=
〈I[B2 σ]∣∣Hˆso∣∣I[A3(−σ)]〉
(2.16)
=
〈
B2 σ
∣∣Hˆso∣∣A3(−σ)〉
(2.21j)
=
〈
T~a[B3 σ]
∣∣Hˆso∣∣T~a[A2(−σ)]〉
(2.16)
=
〈
B3 σ
∣∣Hˆso∣∣A2(−σ)〉 . (2.28a)
The right side of Eq. (2.28a) is distinct from the initial matrix element by complex
conjugation and interchange of spin. This calls for applying time reversal symmetry,〈
B3 σ
∣∣Hˆso∣∣A2(−σ)〉 (2.22)= −〈A2 σ∣∣Hˆso∣∣B3(−σ)〉 , (2.28b)
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and thus we showed that the nearest neighbor SOC mediated spin-flip hopping is
zero due to the presence of space inversion, translation, and time reversal.
Statement 3. Nearest neighbor spin-conserving SOCs are inhibited by a combina-
tion of vertical reflection Σyzv and translation T~a.
We first translate the states |A3 σ〉 and |B2 σ〉 along ~a = −−−→A2A3 = −−−→B3B2 and go
back to the initial position by Σyzv , i.e.,〈
A2 σ
∣∣Hˆso∣∣B3 σ〉 = 〈A3 σ∣∣Hˆso∣∣B2 σ〉
(2.21e)
=
〈
iΣyzv [A2 (−σ)]
∣∣Hˆso∣∣iΣyzv [B3 (−σ)]〉
=
〈
A2 (−σ)
∣∣Hˆso∣∣B3 (−σ)〉 (2.29a)
With help of Eq. (2.24) we finally obtain, in accordance with our third statement,〈
A2 σ
∣∣Hˆso∣∣B3 σ〉 (2.24)= −〈A2 σ∣∣Hˆso∣∣B3 σ〉 = 0 . (2.29b)
When we consider subgroups of D6h, i.e., we explicitly lower the symmetry in our
system, certain symmetry operations are absent and, thus, specific statements are
not fulfilled. In particular, the third statement does not necessarily hold in the case
of local adsorbates where translational invariance is absent. We will nevertheless
first consider systems with translational invariance.
2.4 Spin-orbit coupling under global symmetries
2.4.1 Pristine graphene and the point group D6h
In the previous section we showed that the pi-states in D6h invariant graphene me-
diate only a next-nearest neighbor spin-conserving SOC term. This is the so-called
intrinsic SOC and we will label its strength by λI. It enters the SOC Hamiltonian
as
HD6h =
iλI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣ . (2.30)
Here, the summation over 〈〈m,n〉〉 addresses all second nearest neighbor sitesm and
n which are members of the same sublattice. By convention, the SOC strength λI
enters Eq. (2.30) with the numerical prefactor (3
√
3)−1 which simplifies the form of
the low-energy expansion in Bloch space (see below). The imaginary unit i reflects
the purely imaginary nature of spin-conserving hoppings in graphene, Eqs. (2.24)
and (2.25). As seen before in Eq. (2.24), the intrinsic SOC comes with opposite sign
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for pairs of sites on the opposite sublattice which is encoded in [sˆz]σσ. Finally, the
symbol νm,n = +1 (−1) specifies whether the next-nearest neighbor hopping n→ m
via a common neighbor on the opposite sublattice is counter clockwise (clockwise).
Let us motivate why νmn captures the sublattice dependent sign factors. First, we
define
iλI
3
√
3
=
〈
A3 ↑
∣∣Hˆso∣∣A2 ↑〉 (2.24)= −〈A3 ↓∣∣Hˆso∣∣A2 ↓〉 . (2.31a)
By vertical reflection Σxzd , we connect A sites to B sites, i.e., |A2 ↑〉 = Σxzd |B3 ↓〉 and
|A3 ↑〉 = Σxzd |B2 ↓〉, where the site labeling follows the conventions of Fig. 2.3(b).
We obtain
iλI
3
√
3
=
〈
A3 ↑
∣∣Hˆso∣∣A2 ↑〉 (2.21f)= 〈Σxzd [B2 ↓]∣∣Hˆso∣∣Σxzd [B3 ↓]〉
(2.16)
=
〈
B2 ↓
∣∣Hˆso∣∣B3 ↓〉 (2.24)= −〈B2 ↑∣∣Hˆso∣∣B3 ↑〉 . (2.31b)
Indeed, for the counter clockwise path A2 → (B1)→ A3 it is νA3A2 = +1, while for
the clockwise path B3 → (A1)→ B2 we have νB2B3 = −1.
To see the effect of the intrinsic SOC on the graphene band structure we transform
HD6h to the Bloch basis as specified in Eq. (2.5). With the explicit choice of the
unit cell shown in Fig. 2.1(a), we obtain HD6h =
∑
qHD6h(q), where
HD6h(q) = λI fI(q)
∑
X,σ
[
σˆz
]
XX
[
sˆz
]
σσ
∣∣Xq σ〉〈Xq σ∣∣ . (2.32)
The sign dependence of the intrinsic SOC on the sublattice was described by νmn
in Eq. (2.30) and is now encoded in [σˆz]AA = 1 = −[σˆz]BB, and [σˆz]AB = 0 =
[σˆz]BA. Defining the lattice vectorsRα according to Eq. (2.1), the Fourier transform
introduces the intrinsic structural function in the form
fI(q) = − 2
3
√
3
{
sin q.R1 + sin q.R2 + sin q.R3
}
. (2.33)
The intrinsic SOC opens a band gap in the Dirac-cone spectrum of pristine graphene,
which is described by Eq. (2.4), as can be seen from the low-energy dispersion
around the ±K points in the Brillouin zone. Defining q = ±K + k, we expand
Eq. (2.33) in the quasi-momentum k and keep the first nonzero term. This leads
to
fI(τK + k) ' τ , (2.34)
and, in the ordered Bloch basis {|Aq ↑〉, |Aq ↓〉, |Bq ↑〉, |Bq ↓〉}, we can write the
effective low-energy Hamiltonian for a D6h graphene system as
Heff(τK + k) = ~vF
(
τkxσˆx − kyσˆy
)
sˆ0 + τλIσˆz sˆz . (2.35)
18
2.4 Spin-orbit coupling under global symmetries
-5 -2.5 0 2.5 5
|k| [10-6 aL
-1]
-30
-20
-10
0
10
20
30
E/
t [
10
-
6 ]
Figure 2.4: Electronic band structure of a graphene-like system around theK point. The
linear, gapless spectrum (dashed) is transformed to a gapped spectrum upon including
the intrinsic SOC term λI. Here, λI has the graphene value of λI = 12µeV and t = 2.6 eV.
The intrinsic SOC gives rise to a mass term in Eq. (2.35) which opens a gap of 2λI
in the spectrum at k = 0. As only sˆ0 and sˆz appear inHeff(τK+k), we can directly
infer that both conduction and valence band stay twofold degenerate and are built,
for τ = +1, from the states {|AK ↑〉, |BK ↓〉} and {|AK ↓〉, |BK ↑〉}, respectively11.
Note that we label the eigenstates of Eq. (2.35) by the spin ↑ and ↓ projections
along the z spin quantization axis. The eigenenergies of the Hamiltonian are given
by
n,σ(τK + k) = n
√
λ2I + ~2v2F (k2x + k2y) . (2.36)
In graphene, the SOC induced gap is 2λI = 24µeV [21]. Figure 2.4 displays the
graphene spectrum around K with and without intrinsic SOC.
The spin-degeneracy of the conduction and valence band follows directly from
the presence of time reversal and space inversion symmetry,
n,σ(q)
T
= n,−σ(−q) I= n,−σ(q) . (2.37)
The first relation, based on the time reversal symmetry, is reflecting Kramers’
theorem. From the first part of Eq. (2.37) it is also clear why the energy bands in
general can not be spin-split at the time reversal symmetric points Γ andM in the
Brillouin zone. In the first case, we have n,σ(Γ )
T
= n,−σ(−Γ ) ≡ n,−σ(Γ ). In the
second case, it holds that n,σ(M )
T
= n,−σ(−M ) = n,−σ(M −G1) ≡ n,−σ(M ).
It is important to note that not all subgroups of D6h contain the space inversion
symmetry. Systems, which lack this symmetry, will exhibit in general a lifting of
the band degeneracy.
11For τ = −1, the conduction band is composed of the states {|A−K ↓〉, |B−K ↑〉} and the valence
band of {|A−K ↑〉, |B−K ↓〉}.
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Group
/S E 2C zˆ6 2C zˆ3 C zˆ2 3C xˆ2 3C yˆ2 I Σxyh 3Σyzv 3Σxzd 2S zˆ3 2S zˆ6
D6h X X X X X X X X X X X X
D3d X — X — X — X — X — — X
D3h X — X — — X — X X — X —
C6v X X X X — — — — X X — —
C3v X — X — — — — — X — — —
Table 2.1: Symmetry elements of the point group D6h and its subgroups D3d, D3h, C6v,
and C3v. See Fig. 2.9 on page 36 for a visualization of the point group symmetries.
2.4.2 Subgroups of D6h
In this section we will give a short overview of graphene systems having a point
group symmetry lower than D6h. The lower point group symmetries, which we will
address here, arise from structural modifications of the pristine hexagonal symmetry
due to (1) rippling, (2) sublattice asymmetry, and (3) a transverse electric field or
a substrate:
• Rippling reduces D6h → D3d, which is the point group of graphene miniripple,
graphane [87], silicene and ‘gelicene’ [88, 89], etc.;
• Sublattice inversion asymmetry reduces D6h → D3h, which is the point group
of planar hBN, aluminum nitride, or any other planar hexagonal system with
two non-equivalent sublattices A and B;
• Transverse electric field reduces D6h → C6v, which is the point group of pris-
tine graphene in an external perpendicular electric field or graphene deposited
on a substrate which does not break the sublattice symmetry, as for example
SiO2.
The point groups D3d, D3h, and C6v are subgroups of D6h, each of the three having
group order12 12. An intersection of any two of the point groups D3d, D3h, C6v is
isomorphic [90] to the smaller non-abelian subgroup C3v ⊂ D6h which has the group
order 6. This implies that a graphene system formed by an arbitrary combination
of two of the structural modifications (1)-(3) possesses global C3v invariance. The
same effective SOC Hamiltonian is valid for all possible combinations. From the
effective SOC point of view, graphene miniripple (or graphane, silicene, gelicene)
placed in a transverse electric field,D3d∩C6v, is equivalent to a minirippled boron ni-
tride without the field or free standing graphone (semihydrogenated graphene) [91],
D3d ∩D3h. Table 2.1 summarizes the symmetries of the respective point groups.
Although the point groups D3d, D3h, and C6v are all subgroups of D6h with
the same group order, they result in different SOC phenomena. From the SOC
12The group order counts the number of elements in the group [86].
20
2.4 Spin-orbit coupling under global symmetries
symmetry statements in Sec. 2.3.4, we can conclude on the SOCs that arise in the
system of consideration.
2.4.3 SOC and the point group D3d
We consider graphene miniripple as a representative system for the point group D3d
in the following. The point group D3d is a subgroup of D6h and thus it “inherits” the
intrinsic SOC of graphene, λI. Additionally, the broken symmetries (see Tab. 2.1)
give rise to a second SOC term, λPIA, which is a spin-flipping contribution that
appears in next-nearest neighbor hoppings. The following discussion will clearify
the origin of the term and its properties.
Apart from the intrinsic SOC, other spin-conserving contributions are prohibited
by the vertical reflection Σyzv and translation T~a. Furthermore, the rippled structure
breaks the horizontal reflection symmetry, Σxyh . Our first symmetry statement in
Sec. 2.3.4 predicts the occurrence of a spin-flipping mechanism. According to the
second statement, presence of I, T~a, and T , the spin-flipping SOC cannot act
between nearest neighbors. All in all, a D3d symmetric structure is subject to two
next-nearest neighbor SOCs, a spin-conserving intrinsic SOC and a spin-flipping
one. Space inversion I interchanges sublattices |Ai σ〉 = −I|Bi σ〉 and, therefore,
both the next-nearest neighbor spin-conserving and spin-flipping SOC terms are
not sublattice resolved,〈
Ai σ
∣∣Hˆso∣∣Aj σ′〉 (2.16)= 〈Bi σ∣∣Hˆso∣∣Bj σ′〉 . (2.38)
As space inversion symmetry is present, see Tab. 2.1, we know from Eq. (2.37) that
the bands stay spin-degenerate under the influence of SOC in this system.
How can we label the next-nearest neighbor spin-flipping SOC term in the D3d
structure? This SOC matrix element already appeared in the discussion of SOC
in bilayer graphene [92], which has the same point group symmetry. At this point
in time, its effect was not investigated further. In the study of SOC in silicene
(D3d) in Ref. [93], the authors used the term "intrinsic Rashba” to describe the
next-nearest neighbor spin-flipping SOC. This terminology can be confusing as the
Rashba [94] SOC gives rise to band splittings in graphene which is not the case in the
graphene systems with D3d symmetry due to inversion symmetry. In a study of the
C3v symmetric semi-hydrogenated graphene, the acronym PIA was introduced for
the next-nearest neighbor spin-flipping SOC. In that specific graphene system, the
sublattice symmetry is explicitly broken as the point group C3v does not contain a
group element which maps sites on sublattice A to sites on sublattice B, see Tab. 2.1,
and the SOC coupling is sublattice resolved. The label PIA was introduced there
as an abbreviation for “pseudospin (sublattice) inversion asymmetry”. Actually, the
sublattice inversion asymmetry is not the crucial symmetry which is at the origin
of the PIA coupling. For example, in a system with D3h symmetry the sublattice
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inversion symmetry is explicitly broken but the PIA coupling does not exist there;
it is forbidden by the horizontal reflection Σxyh . The same reflection plane is absent
in D3d (and C3v) symmetric structures and gives rise to the discussed next-nearest
neighbor spin-flipping SOC. We will still employ the label PIA for this coupling
although we have to keep in mind that the label PIA is not a suitable acronym to
describe the origin of this specific SOC term.
We define the PIA SOC matrix element as the spin-flipping hopping from site
A2 to site A3,
2
3
λPIA ≡
〈
A3 ↑
∣∣Hˆso∣∣A2 ↓〉 . (2.39)
The prefactor 2/3 is chosen such that the low-energy expansion in the Bloch space
is simplified. The matrix element
〈
A3 ↑
∣∣Hˆso∣∣A2 ↓〉 is purely real due to the vertical
reflection Σyzv ∈ D3d,〈
A3 ↑
∣∣Hˆso∣∣A2 ↓〉 (2.21e)= 〈iΣyzv [A2 ↓]∣∣Hˆso∣∣iΣyzv [A3 ↑]〉
(2.16)
=
〈
A2 ↓
∣∣Hˆso∣∣A3 ↑〉 = 〈A3 ↑∣∣Hˆso∣∣A2 ↓〉 . (2.40)
Furthermore, it follows from time reversal symmetry T , Eq. (2.22), for the inter-
change of lattice sites
2
3
λPIA =
〈
A3 ↑
∣∣Hˆso∣∣A2 ↓〉 (2.22)= −〈A2 ↑∣∣Hˆso∣∣A3 ↓〉 . (2.41)
Applying rotations C zˆ3 , we obtain the remaining PIA related hoppings on the sub-
lattice A, 〈
A1 ↑
∣∣Hˆso∣∣A3 ↓〉 (2.21a)= e−i 2pi3 〈C zˆ3 [A3 ↑]∣∣Hˆso∣∣C zˆ3 [A2 ↓]〉
(2.16)
= e−i
2pi
3
2
3
λPIA , (2.42)〈
A2 ↑
∣∣Hˆso∣∣A1 ↓〉 (2.21a)= ei 2pi3 〈(C zˆ3)−1[A3 ↑]∣∣Hˆso∣∣(C zˆ3)−1[A2 ↓]〉
(2.16)
= ei
2pi
3
2
3
λPIA . (2.43)
The spin-flipping matrix elements between B sublattice sites follow directly from
the A sublattice terms with the help of Eq. (2.38) (space inversion). For a general
matrix element, we express the occurring phase factors by writing〈
Xm σ
∣∣Hˆso∣∣Xn σ′〉 = [σz]XX[isˆ× dm,n]z,σσ′ 23 λPIA . (2.44)
Here, the quantity dm,n = −−→mn
/|−−→mn | is a unit vector in the horizontal xy-plane
and points from the lattice site n to the next nearest neighbor site m, and sˆ stands
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for the array of spin-Pauli matrices. Note that the relation between the matrix
elements for sites on the sublattices A and B, Eq. (2.38), is incorporated in the
above formula. Under interchange of sublattices, we have [σˆz]AA = − [σˆz]BB, or
equivalently [σˆz]I(X)I(X) = − [σˆz]XX , and dI(m),I(n) = −dm,n. In total, the two
minus signs cancel.
We keep the conventions for the intrinsic coupling λI as introduced for the D6h
invariant graphene, Eqs. (2.30) and (2.31). The SOC Hamiltonian for the D3d
invariant system of graphene miniripple is then given by
HD3d =
iλI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣
+
2λPIA
3
∑
σ 6=σ′
∑
〈〈m,n〉〉
[
σˆz
]
XX
[
isˆ× dm,n
]
z,σσ′
∣∣Xm σ〉 〈Xn σ′∣∣ , (2.45)
and we obtain for the Bloch form, HD3d =
∑
qHD3d(q),
HD3d(q) =
∑
X,σ,σ′
[
σˆz
]
XX
{
λIfI(q)
[
sˆz
]
σσ′ + λPIAfP(q)
[
sˆ+
]
σσ′
+ λPIAfP(q)
[
sˆ−
]
σσ′
} ∣∣Xq σ〉〈Xq σ′∣∣ , (2.46)
with the structural SOC functions fI(q), Eq. (2.33), and fP(q),
fP(q) =
4i
3
{
sin q.R1 + e
−i 2pi
3 sin q.R2 + e
+i 2pi
3 sin q.R3
}
. (2.47)
The structural function fP(q) vanishes at the high symmetry points Γ and τK but
has a finite value at M .
As the conduction and valence bands are twofold degenerate, Eq. (2.37), the spin
quantization axis can be chosen freely. For λPIA 6= 0, we see thatHD3d(q) commutes
with the spin operator (given here in units of ~/2)
Spin(q) = σˆ0
[
fP(q) sˆ+ + fP(q) sˆ− +
λI
λPIA
fI(q) sˆz
]
, (2.48)
which depends on the quasi-momentum q. This is a conserved spin-quantity and we
therefore describe the eigenstates of Horb(q)+HD3d(q) as “spin-up” and “spin-down”
states with respect to the momentum dependent quantization axis
n(q) =
(
Re
[
fP(q)
]
,−Im[fP(q)], λIλPIAfI(q))√∣∣fP(q)∣∣2 + λ2Iλ2PIA ∣∣fI(q)∣∣2 . (2.49)
For λPIA = 0, we have Spin(q) = λIfI(q)σˆ0sˆz and the spin quantization axis is
oriented along z, n(q) = (0, 0, τ). We recover the limit of a D6h invariant system.
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Directly at the Dirac points, we have fP(τK) = 0 and fI(τK) = τ and again
n(τK) = (0, 0, τ). At the M point, where fI(M ) = 0 the PIA structure function
remains finite and n(M) is still well defined. However, at the Γ point (q = 0)
both fP and fI vanish and n(Γ ) is not well defined.
In the following we will concentrate on the region around the Dirac points, q =
τK + k. Up to the first non-vanishing term, the expansion of fP is given by
fP(τK + k) ' −(ikx + ky)aL , (2.50)
where aL is the lattice constant. Going to the ordered Bloch basis {|Aq ↑〉, |Aq ↓〉,
|Bq ↑〉, |Bq ↓〉}, we obtain the effectiveD3d invariant low-energy Hamiltonian around
the τK valley,
Heff(τK + k) = ~vF
(
τkxσˆx − kyσˆy
)
sˆ0 + τλIσˆz sˆz
+ λPIAσˆz(kxsˆy − kysˆx)aL . (2.51)
With the spin σ determined with respect to the momentum dependent spin quan-
tization axis,
n(τK + k) =
(−kyaL, kxaL, τ λIλPIA )√
(k2x + k
2
y)a
2
L +
λ2I
λ2PIA
, (2.52)
the eigenspectrum of Heff(τK + k) is given by
n,σ(τK + k) = n
√
λ2I + (~2v2F + λ2PIAa2L) (k2x + k2y) . (2.53)
Both conduction (n = +1) and valence band (n = −1) are spin degenerate as
expected from space inversion symmetry, Eq. (2.37). Figure 2.5 displays the elec-
tronic band structure resulting from n,σ(τK + k) and the momentum dependent
spin quantization axis n(τK + k). The PIA SOC gives rise to two effects: On the
one hand, λPIA effectively renormalizes the Fermi velocity vF →
√
v2F + λ
2
PIAa
2
L/~2,
or equivalently, the orbital nearest neighbor hopping t → √t2 + 4λ2PIA/3 when we
use the equality vF =
√
3aLt/2. The effect of λPIA is marginal for λPIA  t, as for
example in silicene [93] t ' 1.1 eV and λPIA ' 0.7meV, but can become important
for λPIA ∼ t. For example, in gelicene [93] with t ' 0.9 eV and λPIA ' 10.7meV
the effect of λPIA on the band dispersion should be more pronounced. On the other
hand, as seen from Eq. (2.52), λPIA gives rise to the in-plane component of n(q).sˆ,
see Fig. 2.5(b).
2.4.4 SOC and the point group D3h
Instead of rippling, as discussed in the previous section, we consider in the following
the effect of sublattice inversion asymmetry on the SOC terms. Planar hBN repre-
sents a hexagonal structure with a two-atomic basis formed of boron and nitrogen
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Figure 2.5: Electronic band structure and conserved spin quantity around the K point
for a D3d invariant SOC Hamiltonian. Panel (a) shows the electronic band structure for
t = 2.6 eV, λI = 12µeV, and λPIA = 0.1 eV (black dashed) and λPIA = 1 eV (blue solid),
respectively. The coupling λPIA renormalizes the Fermi velocity. Panel (b) displays the
momentum dependent quantization axis n(q) defined by the conserved spin quantity,
Eq. (2.49), around the K point along circles with the radius measuring 10%, 30%, and
50% of the distance KM . The chosen parameters are t = 2.6 eV, λI = 12µeV, and
λPIA = 60µeV. Away from the K point, the in-plane components of n(q) increase. A
top view of the orientation of the spin quantization axis is shown in the inset, which
reveals that the circular low energy symmetry changes to the triangular one for larger
radii.
atoms. The resulting two triangular sublattices are distinct, and any symmetry
operation which could connect the non-equivalent sites is absent. The structure of
hBN is invariant under the point group symmetry D3h, see Tab. 2.1. Then, accord-
ing to the symmetry statements in Sec. 2.3.4, we know that spin-flipping SOC terms
do not occur (forbidden by Σxyh ) and also nearest neighbor spin-conserving SOCs
are not present (forbidden by Σyzv and T~a). We are left with the intrinsic SOC, the
next-nearest neighbor spin-conserving term which is allowed already by the D6h
symmetry. However, the intrinsic SOC is here sublattice dependent, and in general
we have λAI 6= λBI due to the sublattice inversion asymmetry. Furthermore, as space
inversion I is not a symmetry of the system, spin-orbit induced band splittings can
occur in a D3h symmetric system. The statement of Eq. (2.37) is in general not
fulfilled.
We define the intrinsic SOC couplings with the matrix elements,
iλAI
3
√
3
=
〈
A3 ↑
∣∣Hˆso∣∣A2 ↑〉, (2.54a)
iλBI
3
√
3
=
〈
B3 ↑
∣∣Hˆso∣∣B2 ↑〉 . (2.54b)
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As in the previous sections, we use the site labeling convention shown in Fig. 2.3(b).
In the special case λAI = λBI , we recover our conventions introduced for the case of
D6h. Taking into account the sublattice resolved nature of the intrinsic SOC, we
obtain analogously to Eq. (2.30) the D3h invariant SOC Hamiltonian,
HD3h =
iλAI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Am σ〉 〈An σ∣∣
+
iλBI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Bm σ〉 〈Bn σ∣∣ . (2.55)
As A and B sublattice sites are nonequivalent, they can have in general different
on-site energies which, for example, reflect a different electrostatic environment
for the atoms boron and nitride in hBN. As A and B sites appear alternating in
the lattice, the alternating on-site energies are described by a so-called staggered
potential13 ∆. Including this potential term in the orbital Hamiltonian, we obtain
the low-energy Bloch representation of H0(τK + k) +HD3h(τK + k),
Heff(τK + k) = ~vF
(
τkxσˆx − kyσˆy
)
sˆ0 + ∆ σˆz sˆ0+ (2.56)
+
τ
2
[
λAI (σˆz + σˆ0) + λ
B
I (σˆz − σˆ0)
]
sˆz .
Note that in the second line a combination of σˆz and σˆ0 is introduced to obtain (for
spin up) τλAI as the coupling between A sublattice sites and −τλBI as the coupling
between B sublattice sites, in agreement with Eqs. (2.54) and (2.55). We label
the eigenstates of Heff by the spin up and spin down projections along the z spin
quantization axis, as the spin operator σˆ0 sˆz commutes with the Hamiltonian. We
obtain then for the eigenspectrum around a Dirac point
n,σ(τK + k) =
σ
2
(λAI − λBI ) (2.57)
+ n
√[
∆ + σ
2
(λAI + λ
B
I )
]2
+ ~2v2F (k2x + k2y) .
As before, conduction and valence bands are labeled with n = +1 and n = −1,
respectively, and the spin index is given by σ = {↑, ↓} = {+1,−1}. Equation (2.57)
reveals that for λAI 6= λBI the bands are spin-split.
Figure 2.6 displays the electronic band structure around the K point for var-
ious realizations of λAI , λBI , and the influence of the staggered potential strength
∆. We can distinguish two “spectral” cases, the band-inverted (gapless) and the
insulating (gapped) one. For ∆ = 0, the gapless regime is realized for all intrinsic
13The zero energy reference point is chosen to lie in the middle of the two on-site energies εA and
εB , and the staggered potential takes the two values +∆, −∆ depending on the sublattice.
The staggered potential strength is defined as ∆ = |εA − εB |/2.
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Figure 2.6: Electronic band structure around the K point for a D3h invariant SOC
Hamiltonian. For t = 2.6 eV and λAI = 12µeV, a band-inverted regime is observed for (a)
λAI = −λBI , ∆ = 0. The spectrum remains inverted for (b) ∆ = 10µeV < max(|λAI |, λBI |).
(c) The system is insulating for larger ∆ = 40µeV. If (d) λBI = 3λ
A
I and ∆ = 0, the
spectrum is gapped and stays gapped for larger ∆, such as (e) ∆ = 10µeV and (f)
∆ = 40µeV. A crossing between the two conduction bands occurs in case (f). Blue and
red lines indicate the ↑ and ↓ spin projections of the bands, respectively. The dominant
sublattice population is indicated by the labels A and B and extracted for momenta close
to theK point. In case (a), the A and B sublattices are equally occupied for all electronic
bands. For comparison, the energy dispersion of pristine graphene without SOC and
∆ = 0 is displayed with black dashed lines.
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couplings with sign(λAI ) 6= sign(λBI ) and, accordingly, the gapped regime is reached
for sign(λAI ) = sign(λBI ). Representative examples are shown in Fig. 2.6(a) and (d).
Varying the staggered potential, ∆ 6= 0, one can drive a transition between the two
regimes. For |∆| < max(|λAI |, |λBI |) [and sign(λAI ) 6= sign(λBI )] we stay in the band-
inverted case, Fig. 2.6(b); for |∆| exceeding this threshold value a band gap opens,
Fig. 2.6(c). If we start in the gapped regime, sign(λAI ) = sign(λBI ), the gap cannot
be closed with varying ∆, Fig. 2.6(e) and (f). Furthermore, if |∆| > |λAI −λBI |/2 6= 0
in the gapped regime, the two conduction (or depending on the parameter values,
the two valence) bands cross, Fig. 2.6(f). In the two-dimensional Brillouin zone,
the crossing occurs along a circle with its center placed at the Dirac point and a
radius of
kcr =
√
λAI λ
B
I
~vF
√
4∆2
(λAI − λBI )2
− 1 . (2.58)
2.4.5 SOC and the point group C6v
As a third example, we consider SOC in graphene under the influence of an external
transverse electric field. The point group for such a minimal structural modification
of pristine graphene is C6v. With a glance at Tab. 2.1, we know that the two sublat-
tices A and B are connected by symmetry, e.g. by the diagonal reflection Σxzd , or the
rotations C zˆ2 and C zˆ6 . This means that any next-nearest neighbor SOC will not be
sublattice resolved, in contrast to the previous section. The transverse electric field
assigns an effective orientation to the graphene system so that C6v does not contain
any symmetry element which would flip the orientation of the z axis, i.e., Σxyh and
I are not present. The first symmetry statement predicts that spin-flipping SOCs
are allowed due to absence of Σxyh . Furthermore, we have no restriction on the kind
of neighbors that are coupled by the SOC since the second symmetry statement
does not take effect. Space inversion I is not a symmetry of the system. In gen-
eral, graphene in a transverse electric field is subject to both nearest neighbor and
next-nearest neighbor spin-flipping SOC. Nearest neighbor spin-conserving SOC is
forbidden due to the presence of Σyzv (third symmetry statement). In total, we
expect three SOC terms: spin-conserving intrinsic λI, spin-flipping PIA λPIA [see
Eqs. (2.31) and (2.41)], and a third one which resembles the nearest neighbor spin-
flipping interaction. By convention, we call this third term the Rashba SOC [67,
94].
For the Rashba coupling λR we take as the defining matrix element
2
3
iλR ≡
〈
A2 ↑
∣∣Hˆso∣∣B3 ↓〉 (2.22)= −〈B3 ↑∣∣Hˆso∣∣A2 ↓〉 . (2.59)
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This coupling is purely imaginary, as can be shown by diagonal reflection Σxzd ,〈
A2 ↑
∣∣Hˆso∣∣B3 ↓〉 (2.21f)= 〈Σxzd [B3 ↓]∣∣Hˆso∣∣− Σxzd [A2 ↑]〉
(2.16)
= −〈B3 ↓∣∣Hˆso∣∣A2 ↑〉 = −〈A2 ↑∣∣Hˆso∣∣B3 ↓〉 . (2.60)
By rotation C zˆ3 and translation, we can relate the matrix element
〈
A2 ↑
∣∣Hˆso∣∣B3 ↓〉
to any general nearest neighbor spin-flipping element
〈
Xm σ
∣∣Hˆso∣∣Xn σ′〉. Similar as
in the case of the PIA SOC (next-nearest neighbor spin-flipping SOC), Eq. (2.44),
we describe the phase factors for a general Rashba-like hopping by〈
Xm σ
∣∣Hˆso∣∣Xn σ′〉 = [sˆ× dm,n]z,σσ′ 〈A2 ↑∣∣Hˆso∣∣B3 ↓〉 = [sˆ× dm,n]z,σσ′ 23iλR .
(2.61)
As previously, dm,n = −−→mn
/|−−→mn | is the unit vector in the horizontal xy-plane point-
ing now from lattice site n to a nearest neighbor site m.
In the case of graphene miniripple (D3d) the PIA coupling on the A sublattice was
connected to the coupling on the B sublattice by inversion symmetry, Eq. (2.38).
Here, in C6v, the inversion symmetry is absent. However, the A and B sublattices
are connected by C zˆ2 . The relative phase factor between the PIA couplings on
opposite sublattices (with σ 6= σ′) is therefore accompanied by an additional minus
sign compared to Eq. (2.38),〈
Ai σ
∣∣Hˆso∣∣Aj σ′〉 (2.21a)= 〈eipi2 σC zˆ2 [Bi σ] ∣∣Hˆso∣∣eipi2 σ′C zˆ2 [Bj σ′]〉 (2.62)
(2.16)
= ei
pi
2
(σ′−σ)〈Bi σ ∣∣Hˆso∣∣Bj σ′〉 = −〈Bi σ ∣∣Hˆso∣∣Bj σ′〉 . (2.63)
Accordingly, the phase factor description of Eq. (2.44) has to be modified for the
PIA coupling in the C6v invariant structure,〈
Xm σ
∣∣Hˆso∣∣Xn σ′〉 = [isˆ× dm,n]z,σσ′ 23λPIA . (2.64)
All in all, the SOC terms originating from the pi-states in a C6v invariant system (in
presence of translational and time reversal symmetry) are described by the SOC
Hamiltonian,
HC6v =
iλI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣
+
2λPIA
3
∑
σ 6=σ′
∑
〈〈m,n〉〉
[
isˆ× dm,n
]
z,σσ′
∣∣Xm σ〉 〈Xn σ′∣∣
+
2iλR
3
∑
σ 6=σ′
∑
〈m,n〉
[
sˆ× dm,n
]
z,σσ′
∣∣Xm σ〉 〈Xn σ′∣∣ . (2.65)
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In the literature, see for example Refs. [67, 95], the C6v invariant SOC Hamiltonian
often contains only the intrinsic and Rashba SOC. However, the symmetries of
C6v do not forbid the existence of the PIA coupling. In order to prohibit the
PIA term λPIA ∼ 〈A3 ↑ |Hˆso|A2 ↓〉 by symmetry arguments, we would have to find
a combination of symmetries Si in Tab. 2.1 which maps the real matrix element
〈A3 ↑ |Hˆso|A2 ↓〉
∏
i Si−→ −〈A3 ↑ |Hˆso|A2 ↓〉. A candidate would be, for example, the
combined operation S = Σyzv ◦ Σxzd ◦ C zˆ2 . However, this operation acts as an identity
on the orbital and spin space as C zˆ2 ≡ Σxzd ◦ Σyzv . Employing only rotations C zˆ3 and
C zˆ6 does not bring about the desired minus sign since the arising phase factors add up
to unity. Symmetry combinations that effectively reduce to Σyzv , e.g. Σxzd ◦ C zˆ3 ◦ C zˆ6 ,
only show that the matrix element 〈A3 ↑ |Hˆso|A2 ↓〉 is a real quantity, see Eq. (2.40).
Therefore, PIA cannot be neglected in general.
For the Bloch form of the C6v invariant SOC Hamiltonian, HC6v =
∑
qHC6v(q) =∑
qHI(q) +HP(q) +HR(q), we already know the intrinsic term and, omitting in
the spin-flip related part of Eq. (2.46) the factor [σˆz]XX , also the PIA contribution,
HI(q) =
∑
X,σ,σ′
[
σˆz
]
XX
λIfI(q)
[
sˆz
]
σσ′
∣∣Xq σ〉〈Xq σ′∣∣ , (2.66a)
HP(q) =
∑
X,σ,σ′
λPIA
{
fP(q)
[
sˆ+
]
σσ′ + fP(q)
[
sˆ−
]
σσ′
} ∣∣Xq σ〉〈Xq σ′∣∣ . (2.66b)
For the part related to the Rashba SOC, we obtain
HR(q) =iλR
∑
σ,σ′
∑
X,X′
{[
σˆ+
]
XX′
(
fR(q)
[
sˆ+
]
σσ′ + fR(−q)
[
sˆ−
]
σσ′
)
− [σˆ−]XX′ (fR(q) [sˆ−]σσ′ + fR(−q) [sˆ+]σσ′)} ∣∣X q σ〉〈X ′q σ′∣∣ , (2.67)
with the structural function
fR(q) =
2
3
{
1 + e−i
2pi
3 e−iq.R3 + ei
2pi
3 eiq.R2
}
. (2.68)
In analogy to the spin-raising [sˆ+] and spin-lowering [sˆ−] operators, we used in
Eq. (2.67) the sublattice (pseudospin) lowering and raising operators σˆ± = 12(σˆx ±
iσˆy), where
[
σˆ+
]
AB
= 1 =
[
σˆ−
]
BA
and
[
σˆ+
]
BA
= 0 =
[
σˆ−
]
AB
.
Directly at the Dirac point τK, the Rashba structural function reduces to
fR(τK) =
{
2 for τ = +1 ,
0 for τ = −1 . (2.69)
The effective low energy Hamiltonian for the C6v invariant graphene system is then
given by
Heff(τK + k) = ~vF
(
τkxσˆx − kyσˆy
)
sˆ0 + τλIσˆz sˆz+
+ λPIAσˆ0(kxsˆy − kysˆx)aL − λR(τ σˆxsˆy + σˆysˆx) . (2.70)
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Note that in contrast to the case of point group D3d, Eq. (2.51), the PIA SOC ∼ σˆ0
acts now on both sublattices in the same way. Furthermore, the PIA SOC vanishes
directly at a Dirac point, k = 0, whereas the intrinsic and Rashba SOC remain
finite there. The eigenspectrum is given by
n,n′(τK + k) = n
′λR+ (2.71)
+ n
√
(λI + n′λR)
2 + (~vF − n′λPIAaL)2(k2x + k2y) ,
where n = ± labels the conduction and valence bands and n′ = ± is a band index
which indicates the spin polarization. From Eq. (2.71) we see that both Rashba
and PIA SOC induce band spin splittings in the spectrum. However, the PIA does
not contribute to the spin splitting directly at the Dirac point. The reason why
the PIA contribution induces band spin splitting at all, is the lack of inversion
symmetry [see Eq. (2.37)] in the point group C6v. PIA SOC is also present in a D3d
symmetric system but there, the bands stay spin degenerate. We can further relate
the observed spin splitting to the results of Bychkov and Rashba [94], who showed
in 1983 that band spin splittings occur in systems with a single high symmetry
axis, at least threefold, and an invariant vector pointing along this axis. In our case
of the point group C6v, we have the transverse rotation axis along z, allowing for
six-fold rotations, and an electric field oriented in this direction.
Unlike in the previously studied graphene systems, we do not find a spin-conserved
quantity of the simple form σˆ0 [n(q).sˆ], which commutes with HC6v(q). Instead, we
compute the spin expectation value 〈sˆ〉 ≡ 〈q, n, n′|sˆ|q, n, n′〉 from the eigenstates
|q, n, n′〉. In the low energy limit, q = τK + k, we obtain 〈sˆx〉〈sˆy〉
〈sˆz〉
 = αn,n′ .βn′
 −n′ky/k+n′kx/k
0
 . (2.72)
Here, we introduced αn,n′ = sign(τλI + 2n′λR − n,n′), βn′ = sign(~vF − n′λPIAaL),
k =
√
k2x + k
2
y, and the abbreviation n,n′ ≡ n,n′(τK + k). For all energy bands,
the spins are lying in the plane for quasi-momenta around the τK point.
Figure 2.7 displays the band structure around the τ = +1 Dirac point for different
parameter values as well as the spin texture around this Dirac point. The bands
are spin-split and two bands out of four are always degenerate at the Dirac point.
By tuning the strength of the Rashba SOC with respect to the intrinsic one, both
gapped and gapless spectra can be acchieved. For |λI| > |λR|, a gap of 2(|λI| −
|λR|) occurs between the valence and conduction bands. As it was already pointed
out by Kane and Mele [67], this condition is necessary to observe the quantized
spin Hall phase in the graphene structure. For |λI| = |λR|, the gap closes and
a triple degeneracy occurs at the Dirac point. Depending on the relative sign of
the SOC parameters, the degeneracy is formed either by two valence bands and
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Figure 2.7: Electronic band structure and spin texture around the K point for a C6v
invariant SOC Hamiltonian. The parameters t = 2.6 eV and λI = 12µeV are fixed. For
λPIA = 0 and (a) λR = 6µeV < λI the spectrum is gapped. (b) The spectrum is gapless
for λR = 24µeV > λI. A finite λPIA = 1 eV, see (c), leads to a crossing between the two
conduction bands due to renormalization of the Fermi velocities in the bands. Panel (d)
displays the spin expectation value along circles around the K-point for the energy band
−− of panel (b). The circles radii correspond to 10%, 30% and 50% of the distanceKM .
For comparison, the energy dispersion of pristine graphene without SOC is displayed with
black dashed lines.
one conduction band or two conduction bands and one valence band. For |λI| <
|λR|, the spectrum remains gapless with a double degeneracy at the Dirac point.
Figure 2.7(a) and (b) display the transition from a gapped to gapless spectrum. The
spin expectation value for the valence band of the gapless spectrum shown in (b) is
in-plane only, see Fig. 2.7(d). Finite PIA SOC renormalizes the Fermi velocities of
the spin-split branches n′ = ± of a band with fixed index n, vF± = vF ∓ λPIAaL/~.
This can induce a crossing between the two branches n,± [see Fig. 2.7(c) for an
example]. To find the critical k-value kcr at which the crossing occurs, we define
the quantity
Ω = 1 + 2
λI
λR
λPIAaL
~vF
+
(
λPIAaL
~vF
)2
≈ 1 + 2 λI
λR
λPIAaL
~vF
. (2.73)
If Ω > 0, the two spin-split bands n,±(τK+k) cross along a circle in momentum
space, centered at τK, having the radius
kcr =
∣∣∣∣ λRλPIAaL√Ω
∣∣∣∣ ≈ ∣∣∣∣ λRλPIAaL + λI~vF
∣∣∣∣ . (2.74)
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However, it is worth to notice that for realistic graphene-like values of the orbital
and SOC parameters, i.e., λI  ~vF and λR ∼ λPIA, kcr ≈ 1/aL. At this wavevector,
we are already far away from the Dirac valleys where the linear approximation,
which was used for the derivation of the crossing condition, is no longer valid14.
2.4.6 SOC and the point group C3v
The point group C3v describes graphene systems where both the transverse direction
is fixed, as in the previous section, and the sublattice symmetry is broken. Semihy-
drogenated graphene (graphone) [52], graphene/TMDC heterostructures [76, 96],
silicene on a substrate, hBN in a transverse electric field, etc., are representative
examples of such systems. Only threefold rotations C zˆ3 and vertical reflections Σyzv
leave these structures invariant, see Tab. 2.1. As C3v is isomorphic to any intersec-
tion of the previously discussed point groups D3d, D3h, and C6v, we know that all
SOC terms that appeared in the latter point groups (intrinsic, PIA, and Rashba)
will also appear in C3v. From this argument and also from the lack of a symmetry
operation that connects the two different sublattices, we introduce for the next-
nearest neighbor SOC terms, intrinsic and PIA, sublattice resolved parameters,
i.e., λI → {λAI , λBI } and λPIA → {λAPIA, λBPIA}. We define the SOC parameters via
the following matrix elements:
iλAI
3
√
3
=
〈
A3 ↑
∣∣Hˆso∣∣A2 ↑〉 , iλBI
3
√
3
=
〈
B3 ↑
∣∣Hˆso∣∣B2 ↑〉 , (2.75a)
2
3
λAPIA =
〈
A3 ↑
∣∣Hˆso∣∣A2 ↓〉 , 2
3
λBPIA =
〈
B3 ↑
∣∣Hˆso∣∣B2 ↓〉 , (2.75b)
2
3
iλR =
〈
A2 ↑
∣∣Hˆso∣∣B3 ↓〉 . (2.75c)
The SOC Hamiltonian for the C3v invariant graphene system with pi orbitals is, in
analogy to the results of preceding sections, given by
HC3v =
iλAI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Am σ〉 〈An σ∣∣
+
iλBI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Bm σ〉 〈Bn σ∣∣
+
2λAPIA
3
∑
σ 6=σ′
∑
〈〈m,n〉〉
[
isˆ× dm,n
]
z,σσ′
∣∣Am σ〉 〈An σ′∣∣
14The linear approximation on the orbital part of the graphene band structure is valid up to
energies of the order of 100 meV ≈ 0.04 t. Therefore, the value of the critical wave vector
should be about kcr = 0.01− 0.1Å−1 ≈ 0.004− 0.04 a−1L or less.
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+
2λBPIA
3
∑
σ 6=σ′
∑
〈〈m,n〉〉
[
isˆ× dm,n
]
z,σσ′
∣∣Bm σ〉 〈Bn σ′∣∣
+
2iλR
3
∑
σ 6=σ′
∑
〈m,n〉
[
sˆ× dm,n
]
z,σσ′
∣∣Xm σ〉〈Xn σ′∣∣ . (2.76)
We already know all structural functions for the different SOC terms which we
need for the Bloch form of HC3v . Collecting all SOC contributions with the proper
sublattice resolved couplings we have
HC3v(q) =
∑
σ,σ′
λAI fI(q)
[
sˆz
]
σσ′
∣∣Aq σ〉〈Aq σ′∣∣
+
∑
σ,σ′
λBI fI(q)
[
sˆz
]
σσ′
∣∣Bq σ〉〈Bq σ′∣∣
+
∑
σ,σ′
λAPIA
{
fP(q)
[
sˆ+
]
σσ′ + fP(q)
[
sˆ−
]
σσ′
}∣∣Aq σ〉〈Aq σ′∣∣
+
∑
σ,σ′
λBPIA
{
fP(q)
[
sˆ+
]
σσ′ + fP(q)
[
sˆ−
]
σσ′
}∣∣Bq σ〉〈Bq σ′∣∣
+iλR
∑
σ,σ′
∑
X,X′
{[
σˆ+
]
XX′
(
fR(q)
[
sˆ+
]
σσ′ + fR(−q)
[
sˆ−
]
σσ′
)
− [σˆ−]XX′ (fR(q) [sˆ−]σσ′ + fR(−q) [sˆ+]σσ′)} ∣∣Xq σ〉〈X ′q σ′∣∣ . (2.77)
The orbital Hamiltonian contains in general also a staggered potential term ∆
[similar to the discussions of point group D3d, Eq. (2.56)] which energetically dis-
tinguishes between sites of sublattices A and B. At low energies, i.e., close to the
Dirac point τK, the effective C3v symmetric Hamiltonian reads
Heff(τK + k) = ~vF
(
τkxσˆx − kyσˆy
)
sˆ0 + ∆σˆz sˆ0
+
τ
2
[
λAI (σˆz + σˆ0) + λ
B
I (σˆz − σˆ0)
]
sˆz
+
1
2
[
λAPIA (σˆz + σˆ0) + λ
B
PIA (σˆz − σˆ0)
]
(kxsˆy − kysˆx)aL
− λR(τ σˆxsˆy + σˆysˆx) . (2.78)
There is no simple analytic form for the dispersion relation resulting from this
general effective Hamiltonian. Due to lack of inversion symmetry, the spectrum is
composed of spin-split bands. The spin splitting is, similar as in the C6v symmetric
case, due to both the Rashba and PIA SOC whereas the latter is unimportant for
investigations directly at the Dirac point. Figure 2.8 displays the band structure of a
C3v invariant graphene system for the simplified case of ∆ = 0 and λAPIA = 0 = λBPIA
and different magnitudes of the intrinsic and Rashba SOC, which results in inverted,
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Figure 2.8: Electronic band structure around the K point for a C3v invariant SOC
Hamiltonian for t = 2.6 eV, ∆ = 0, λA/BPIA = 0, and λ
A
I = 12µeV. (a) For λ
B
I = −λAI , a
finite λR = 6µeV lifts the band degeneracy observed in the D3h case of Fig. 2.6. A gapped
spectrum, (b) λBI = 3λ
A
I , λR = 6µeV, can be tuned to gapless, (c), for λR =
√
2λAI , and
(d) back to gapped, λBI = 3λ
A
I , λR = 20µeV. For comparison, the energy dispersion of
pristine graphene without SOC is displayed with black dashed lines.
gapped and gapless spectra. Directly at the Dirac point, k = 0, the four energy
bands lie at the energies −λAI , −λBI , and
(
λAI + λ
B
I ±
√
(λAI − λBI )2 + 16λ2R
)
/2. For
given intrinsic SOC strengths λAI , λBI , the Rashba SOC λR can be used as a tuning
parameter15 to drive the system through different band topologies.
The richness of SOC terms that appear in a C3v symmetric graphene system,
Eq. (2.78), compared to the case of the D6h invariant pristine graphene, Eq. (2.35),
follow the basic principle that became clear in the previous sections: The lower
the point group symmetry in a graphene system is, the less symmetry restrictions
are imposed on the SOC, and the more different hopping mediated SOC appear in
the system. A pictorial summary of the so far discussed point group symmetries
together with a list of the symmetry allowed SOC parameters is shown in Fig. 2.9.
15The Rashba SOC appears due to extrinsic effects such as a substrate or the transverse external
electric field. As its magnitude can be changed by modifying the extrinsic influence, e.g., the
magnitude or orientation of the electric field, the Rashba SOC is suited as a tuning parameter.
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Figure 2.9: Pictorial view of the point group D6h and its subgroups D3d, D3h, C6v, and
C3v together with representative graphene systems. The examples cover pristine graphene
(D6h), graphene miniripple (D3d), planar hBN (D3h), graphene in a transverse, external
electric field (C6v), as well as graphene miniripple in a transverse external electric field,
miniripple hBN, and hBN in a transverse external electric field (all C3v). The smaller the
point group symmetry is, the more SOC parameters are allowed.
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2.5.1 Local symmetry
In the previous sections, we discussed graphene systems that were globally invariant
under specific point group symmetries. In the following, we will focus on graphene
which is subject to locally adsorbed impurities or simple admolecules. We restrict
our analysis to light adsorbates whereas Refs. [55, 80] treat heavy adsorbates. Fur-
thermore, we assume that the adatom coverage on the hexagonal structure is dilute
so that it is enough to investigate only the local SOC effect from a single impurity.
We thus exclude from our analysis any effect of clustering or interference effects
between nearby impurity centers. Under these assumptions, we can work within
our symmetry based TB framework from the previous sections in the local atomic
basis with broken translational symmetry.
Depending on the electronic structure of both adatom and hosting graphene, the
bonding occurs in one of the three stable adsorption positions, which are called
the hollow, the top, and the bridge position. These different adsorption sites are
reflected in different local point group symmetries which are C6v, C3v, and C2v for
the three cases, respectively. For simplicity, we will describe the adsorbate such that
it binds to the graphene system via a single effective orbital which is invariant under
the local point group symmetry and time reversal symmetry. This approximation
works very well for the case studies of specific adatoms presented in Ch. 3. In
situations where the restriction to monovalency is not a good approximation, one
might consider a multi-orbital TB study. The symmetry arguments will then have
to be adapted to the different symmetries of the atomic orbitals.
To derive the adsorbate induced effective SOC Hamiltonian, we consider the
local point group symmetry determined by the adsorption position. The resulting
SOC terms can then be added to the orbital and spin-orbital Hamiltonians of the
global translational invariant structure discussed in the previous sections. Since we
focus on the local effect of the impurity, we restrict ourselves to hoppings up to
next-nearest neighbors of the adsorbate. We employ the label O for the impurity
and |O〉 for the corresponding atomic orbital, the labels Yj (|Yj〉) for the nearest
neighbor sites (in the host material) to the impurity, and the labels Zj (|Zj〉) for the
next-nearest neighbor sites. Depending on the adsorption position, the maximal
number of neighbors in nearest or next-nearest sites will vary.
For all three adsorption positions, we employ the minimal orbital TB Hamilto-
nian [97, 98]
Hadorb = ω
∑
σ
∑
〈O,Yj〉
(|Oσ〉〈Yj σ|+ |Yj σ〉〈Oσ|)
+ε
∑
σ
|Oσ〉〈Oσ| , (2.79)
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Ad-element / model parameters [eV] ω ε
Hydrogen (top) 7.50 0.16
Methyl (top) 7.60 -0.19
Fluorine (top) 5.50 -2.20
Copper (top) 0.81 0.08
Copper (bridge) 0.54 0.02
Table 2.2: Orbital TB parameters for different adsorbates: hydrogen, methyl, fluorine,
and copper in the top and bridge position as obtained in Refs. [52, 99–101].
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Figure 2.10: (a) Symmetry elements of the local point group symmetry C6v for an adatom
binding in the hollow position. The site labeling convention and the chosen coordinate
system are shown as well. (b) Local SOC hoppings in the vicinity of the adatom. The
spin-flipping hoppings are shown in blue, the spin-conserving hoppings in red.
which comprises the hybridization ω between the impurity and its nearest neigh-
bors, and the adatom’s on-site energy ε. Table 2.2 shows representative values for
the orbital model parameters for different adatoms studied with the approach as
described above and fitted against first principles data. We will meet these exam-
ples again in Ch. 3 when we consider a quantitative analysis of adatom induced
local SOC in graphene.
2.5.2 Adatom in the hollow position
The center of a hexagon in graphene’s honeycomb lattice is called the hollow po-
sition. As was shown by DFT studies, adsorbates which favorably bond in this
position are light metallic adatoms [102] such as Li and Na from the group I-III in
the periodic table of the chemical elements, heavy (post-)transition metals [55, 102,
103] such as In and Co, and light admolecules such as NH3, H2O, and NO2 [104].
Figure 2.10(a) shows schematically an adatom in the hollow position and the local
point group symmetries. The orientation of the z axis is fixed by the adatom po-
sitioned above the graphene plane and the local point group is C6v. That is, the
out-of plane adatom takes effectively the role of the transverse electric field in the
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global analog of Sec. 2.4.5. We assume that the hollow adsorption induces local
SOC hoppings primarly among the carbon atoms forming the hexagon ring.
The global symmetry analysis revealed the presence of several SOC terms that
will occur likewise under the local symmetry. In analogy to the terms in Eq. (2.65),
we call the local analogs intrinsic ΛI, Rashba ΛR, and PIA ΛPIA and define them
via the following matrix elements:
iΛI
3
√
3
=
〈
Y5 ↑ | Hˆso |Y3 ↑
〉
, (2.80a)
2ΛPIA
3
=
〈
Y5 ↑ | Hˆso |Y3 ↓
〉
, (2.80b)
2iΛR
3
=
〈
Y3 ↑ | Hˆso |Y2 ↓
〉
. (2.80c)
Here, we keep the same numerical prefactors introduced in Eq. (2.65) for clarity.
However, the formulation in Bloch space and the low-energy expansions, from which
the factors originate, is no longer meaningful due to the lack of translational sym-
metry. With breaking the translational symmetry, the third symmetry statement of
Sec. 2.3.4 can no longer be applied, and nearest neighbor spin-conserving hoppings
become allowed in general. We define the corresponding coupling via the matrix
element
iΛnc = 〈Y2 ↑ |Hˆso|Y3 ↑〉 , (2.81)
which is purely imaginary as can be seen from Eqs. (2.24) and (2.25). For the
spin-conserving nearest neighbor hopping between general sites Yj, we obtain〈
Yj σ|Hˆso|Yk σ
〉
= ν˜Yj ,Yk
[
sˆz
]
σσ
iΛnc . (2.82)
This parametrization is analogous to the intrinsic (next-nearest neighbor spin-
conserving) hopping with ν˜Yj ,Yk = +1 (−1) if the virtual hopping path from the
site Yk to Yj via the central adatom O is counter clockwise (clockwise).
Further SOC mediated hoppings might occur between the adatom and its six car-
bon neighbors, which we investigate in the following. As stated before, we assume
that the adatom’s orbital is invariant both under the C6v symmetries, S|O〉 = |O〉
for any S ∈ C6v, and time reversal symmetry, T |O〉 = |O〉. These conditions are
met for example by alkali metal adatoms. From symmetry, we see that a spin-
conserving hopping of the form 〈O ↑ |Hˆso|Y1 ↑〉 is absent,〈
O ↑ |Hˆso|Y1 ↑
〉 (2.21e)
=
〈
iΣyzv [O ↓]|Hˆso|iΣyzv [Y1 ↓]
〉
(2.16)
=
〈
O ↓ |Hˆso|Y1 ↓
〉 (2.24)
= −〈O ↑ |Hˆso|Y1 ↑〉 = 0 . (2.83)
On the contrary, a spin-flipping hopping 〈O ↑ |Hˆso|Y1 ↓〉 is allowed by symmetry
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and purely imaginary,〈
O ↑ |Hˆso|Y1 ↓
〉 (2.21e)
=
〈
iΣyzv [O ↓]|Hˆso|iΣyzv [Y1 ↑]
〉
(2.16)
=
〈
O ↓ |Hˆso|Y1 ↑
〉 (2.22)
= −〈O ↑ |Hˆso|Y1 ↓〉 . (2.84)
Defining the spin-flipping SOC term as
iΛOnf =
〈
O ↑ |Hˆso|Y1 ↓
〉
, (2.85)
and applying point group symmetries such as the rotation C zˆ6 ,〈
O ↑ |Hˆso|Y2 ↓
〉
=
〈
ei
pi
6C zˆ6 [O ↑]|Hˆso|e−i
pi
6C zˆ6 [Y1 ↓]
〉
(2.16)
= e−i
pi
3
〈
O ↑ |Hˆso|Y1 ↓
〉 (2.85)
= e−i
pi
3 iΛOnf , (2.86)
we obtain certain phase relations that can be summarized for any Yj and σ 6= σ′ as〈
Oσ|Hˆso|Yj σ′
〉
=
[
sˆ× dO,Yj
]
σσ′ iΛ
On
f . (2.87)
Here, the vector dO,Yj should be understood as the unit vector in the xy-plane
pointing from site Yj to O.
In summary, we find that five different SOC terms are locally induced by the
hollow adatom with an effective orbital invariant under C6v and time reversal. The
hoppings are illustrated in Fig. 2.10(b). The corresponding local SOC Hamiltonian
is therefore given by
Hholso = iΛnc
∑
σ
∑
〈Yj ,Yk〉
ν˜Yj ,Yk
[
sˆz
]
σσ
∣∣Yj σ〉〈Yk σ∣∣
+
iΛI
3
√
3
∑
σ
∑
〈〈Yj ,Yk〉〉
νYj ,Yk
[
sˆz
]
σσ
∣∣Yj σ〉〈Yk σ∣∣
+
2iΛR
3
∑
σ 6=σ′
∑
〈Yj ,Yk〉
[
sˆ× dYj ,Yk
]
z,σσ′
∣∣Yj σ〉 〈Yk σ′∣∣
+
2ΛPIA
3
∑
σ 6=σ′
∑
〈〈Yj ,Yk〉〉
[
isˆ× dYj ,Yk
]
z,σσ′
∣∣Yj σ〉 〈Yk σ′∣∣
+ iΛOnf
∑
σ 6=σ′
∑
〈O,Yj〉
[
sˆ× dO,Yj
]
z,σσ′
∣∣Oσ〉 〈Yj σ′∣∣+ H.c. . (2.88)
2.5.3 Adatom in the top position
We now draw our attention to the top position, i.e., the adsorption of an impurity
directly above one carbon atom of the graphene lattice. According to DFT studies,
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Figure 2.11: (a) Symmetry elements of the local point group symmetry C3v for an adatom
binding in the top position. The site labeling convention and the chosen coordinate system
are shown as well. (b) Local SOC hoppings in the vicinity of the adatom. The spin-flipping
hoppings are shown in blue, the spin-conserving hoppings in red.
candidates are light atoms such as hydrogen [52, 105], fluorine [100, 106, 107], and
copper [101, 108, 109], the heavier gold atom [102, 109], and the light admolecule
methyl [99]. As shown in Fig. 2.11(a), the local point group symmetries are those
of C3v. The adatom fixes both the orientation along the z axis and, by binding
to one sublattice, breaks the sublattice inversion symmetry. In contrast to our
global discussion (see Fig. 2.9), the high symmetry axis coincides with the bond
axis between the adatom and its (single) nearest carbon neighbor. We include in
our analysis of local SOC hoppings not only the three next-nearest neighbor carbon
atoms Z but also the third nearest neighboring sites W .
From the global C3v SOC symmetry analysis, Sec. 2.4.6 and Eq. (2.76), we expect
(and can analogously derive) the appearance of sublattice resolved intrinsic ΛA/BI
and PIA couplings ΛA/BPIA , as well as the Rashba coupling ΛR in the vicinity of the
top adsorption site in the graphene lattice. Assuming, that the top adatom binds
to the sublattice A, we define these local couplings as [cf. Fig. 2.11(b)],
iΛAI
3
√
3
=
〈
Y ↑ | Hˆso |W3 ↑
〉
, (2.89a)
iΛBI
3
√
3
=
〈
Z3 ↑ | Hˆso |Z2 ↑
〉
, (2.89b)
2iΛR
3
=
〈
Y ↑ | Hˆso |Z1 ↓
〉
, (2.89c)
2ΛAPIA
3
=
〈
Y ↑ | Hˆso |W3 ↓
〉
, (2.89d)
2ΛBPIA
3
=
〈
Z3 ↑ | Hˆso |Z2 ↓
〉
. (2.89e)
All intrinsic couplings are purely imaginary due to the general statement of Eqs. (2.24)
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and (2.25). The purely imaginary nature of the Rashba coupling is implied by the
vertical reflection Σyzv ,〈
Y ↑∣∣Hˆso∣∣Z1 ↓〉 = 〈iΣyzv [Y ↓]∣∣Hˆso∣∣iΣyzv [Z1 ↑]〉
(2.16)
=
〈
Y ↓∣∣Hˆso∣∣Z1 ↑〉 (2.22)= −〈Y ↑∣∣Hˆso∣∣Z1 ↓〉 . (2.90)
The PIA coupling ΛBPIA is purely real since we have, equivalently to Eq. (2.40),〈
Z3 ↑
∣∣Hˆso∣∣Z2 ↓〉 (2.21e)= 〈iΣyzv [Z2 ↓]∣∣Hˆso∣∣iΣyzv [Z3 ↑]〉
(2.16)
=
〈
Z2 ↓
∣∣Hˆso∣∣Z3 ↑〉 = 〈Z3 ↑∣∣Hˆso∣∣Z2 ↓〉 . (2.91)
However, we face a different situation for the coupling ΛAPIA. In the global analog,
where the symmetry center was located at the center of a hexagon, the same rea-
soning as in Eq. (2.91) could be applied. With the high symmetry axis shifted to
the bond axis between adatom and carbon atom in the local C3v case, the sites
Y and W are not interchangeable by symmetry. The reader can convince him- or
herself that out of the symmetries E, C zˆ3 , Σyzv , and T one cannot find a combination
that will prove that ΛAPIA is real. Instead, this coupling is in general complex and
the formula for the phase factors, Eq. (2.44), has to be adapted appropriately,〈
Y σ
∣∣Hˆso∣∣Wj σ′〉 = [isˆ× dY,Wj]z,σσ′ 23[Re(ΛAPIA)+ iνY,Wj Im(ΛAPIA)] .
The phase factors for the hoppings related to the intrinsic ΛA/BI , the Rashba ΛR,
and the PIA coupling ΛBPIA among the sites Y remain unchanged [see for example
Eq. (2.76)].
We now turn to the case of non-vanishing SOC hoppings involving the effective
adatom orbital O. The SOC mediated hoppings between the adatom and its nearest
carbon neighbor, 〈O ↑ |Hˆso|Y ↑〉 and 〈O ↑ |Hˆso|Y ↓〉, are forbidden. In the first
case, we have 〈
O ↑∣∣Hˆso∣∣Y ↑〉 (2.24)= −〈O ↓∣∣Hˆso∣∣Y ↓〉
(2.21e)
= −〈iΣyzv [O ↑]∣∣Hˆso∣∣iΣyzv [Y ↑]〉
(2.16)
= −〈O ↑∣∣Hˆso∣∣Y ↑〉 , (2.92)
and, in the second case, it follows from rotations C zˆ3 ∈ C3v that〈
O ↑∣∣Hˆso∣∣Y ↓〉 (2.21a)= 〈eipi3C zˆ3 [O ↑]∣∣Hˆso∣∣e−ipi3C zˆ3 [Y ↓]〉
(2.16)
= e−i
2pi
3
〈
O ↑∣∣Hˆso∣∣Y ↓〉 , (2.93)
and equivalently for (C zˆ3 )−1, which is fulfilled only if 〈O ↑ |Hˆso|Y ↓〉 = 0.
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For SOC hoppings of the type 〈Oσ|Hˆso|Zjσ′〉 we can use Eqs. (2.83) and (2.84)
from the discussion of the hollow adatom. We then immediately know that
iΛOZc =
〈
O ↑ |Hˆso|Z1 ↑
〉 ≡ 0 , (2.94)
iΛOZf =
〈
O ↑ |Hˆso|Z1 ↓
〉 6= 0 . (2.95)
The phase factors for the coupling ΛOZf are given, correspondingly, by〈
Oσ|Hˆso|Zj σ′
〉
=
[
sˆ× dO,Zj
]
z,σσ′ iΛ
OZ
f , (2.96)
where the vector dO,Zj is the unit vector pointing from site Zj to the projection of
O into the xy-plane, i.e., site Y . Summarizing all local contributions from above,
we obtain the general Hamiltonian describing the SOC in the vicinity of an adatom
binding in the top position,
Htopso =
iΛAI
3
√
3
∑
σ
∑
〈〈Y,Wj〉〉
νY,Wj
[
sˆz
]
σσ
∣∣Y σ〉〈Wj σ∣∣+ H.c.
+
iΛBI
3
√
3
∑
σ
∑
〈〈Zj ,Zk〉〉
νZj ,Zk
[
sˆz
]
σσ
∣∣Zj σ〉〈Zk σ∣∣
+
∑
σ 6=σ′
∑
〈〈Y,Wj〉〉
[
isˆ× dY,Wj
]
z,σσ′
× 2
3
[
Re
(
ΛAPIA
)
+ iνY,Wj Im
(
ΛAPIA
)] ∣∣Y σ〉〈Wj σ′∣∣+ H.c.
+
2ΛBPIA
3
∑
σ 6=σ′
∑
〈〈Zj ,Zk〉〉
[
isˆ× dZj ,Zk
]
z,σσ′
∣∣Zj σ〉 〈Zk σ′∣∣
+
2iΛR
3
∑
σ 6=σ′
∑
〈Y,Zj〉
[
sˆ× dY,Zj
]
z,σσ′
∣∣Y σ〉 〈Zj σ′∣∣+ H.c.
+ iΛOZf
∑
σ 6=σ′
∑
〈O,Zj〉
[
sˆ× dO,Zj
]
z,σσ′
∣∣Oσ〉 〈Zj σ′∣∣+ H.c. . (2.97)
In total, we found six SOC terms which are described by the four purely imaginary
couplings iΛAI , iΛBI , iΛR, iΛOZf , the purely real ΛBPIA, and one coupling that is in
general complex, ΛAPIA.
2.5.4 Adatom in the bridge position
After the hollow and the top position, which are described by the local point groups
C6v and C3v, we turn to the bridge position where the adatom sits above the
center of a carbon-carbon bond. For example, the elements oxygen [106, 110] and
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Figure 2.12: (a) Symmetry elements of the local point group symmetry C2v for an
adatom binding in the bridge position. The site labeling convention and the chosen
coordinate system are shown as well. (b) Local SOC hoppings in the vicinity of the
adatom. The spin-flipping hoppings are shown in blue, the spin-conserving hoppings in
red.
nitrogen [106] are binding to graphene in this position. Comparing the adsorption
energies for the elements copper [101, 108, 109] and gold [102, 109] in the bridge
and top position, the bridge position is almost as energetically favorable as the top
position. A similar result was found for light admolecules such as CO, NO and
NO2 [104] by comparing the adsorption energies for the bridge and hollow position.
We therefore have various possible candidates of light elements to be found in the
bridge position.
The effective adatom orbital has two carbon hybridization partners, see the
sketch in Fig. 2.12(a). Local symmetries are, apart the identity E, two verti-
cal reflection planes, Σyzv and Σxzd , and their axis of intersection C zˆ2 which allows
for twofold rotations. All these symmetries are gathered in the local point group
C2v = {E,C zˆ2 ,Σyzv ,Σxzd }. As C2v is not a subgroup of D6h, we did not discuss a
global analog in the previous sections.
The low symmetry (the order of point group C2v is smaller than in the previous
examples) places only few restrictions on the SOC hopping in the vicinity of the
adatom. Even up to (only) the next-nearest carbon neighbors Z to the adatom we
find eight SOC hoppings that are in general nonzero and of different strength. We
define them in the following:
iΛYZc =
〈
Y2 ↑ | Hˆso |Z4 ↑
〉
, (2.98a)
iΛOZc =
〈
O ↑ | Hˆso |Z4 ↑
〉
, (2.98b)
iΛZZc =
〈
Z1 ↑ | Hˆso |Z2 ↑
〉
, (2.98c)
iΛOYf =
〈
O ↑ | Hˆso |Y1 ↓
〉
, (2.98d)
iΛYYf =
〈
Y1 ↑ | Hˆso |Y2 ↓
〉
, (2.98e)
44
2.5 Spin-orbit coupling under local symmetries
Re(ΛYZf ) + i Im(Λ
YZ
f ) =
〈
Y2 ↑ | Hˆso |Z4 ↓
〉
, (2.98f)
Re(ΛOZf ) + i Im(Λ
OZ
f ) =
〈
O ↑ | Hˆso |Z4 ↓
〉
, (2.98g)
ΛZZf =
〈
Z2 ↑ | Hˆso |Z1 ↓
〉
. (2.98h)
A pictorial view is provided in Fig. 2.12(b). The nearest neighbor spin-conserving
hopping in Eq. (2.98a) appears due to the lack of translational symmetry (third
symmetry statement of Sec. 2.3.4), and is thus of the same origin as Λnc present in
the hollow adsorption position, Sec. 2.5.2. With the horizontal reflection symme-
try Σxyh being broken, spin-flipping hoppings can occur in general (first symmetry
statement). In particular, the lack of space inversion and translational symmetry
gives rise to nearest spin-flipping hoppings. The nearest and next-nearest neighbor
spin-flipping SOC, ΛYZf and ΛOZf , respectively, are present due to the broken trans-
lationally symmetry. These couplings are in general complex-valued as there are
no local symmetries that would tell us otherwise.
Summing up all terms and phase factors, we obtain the rather lengthy expres-
sion for the local C2v SOC Hamiltonian which captures all symmetry allowed SOC
hoppings in the vicinity of the bridge adatom,
Hbridso = iΛYZc
∑
σ
∑
〈Yj ,Zk〉
νO,Zk
[
sˆz
]
σσ
∣∣Yj σ〉〈Zk σ∣∣+ H.c.
+ iΛOZc
∑
σ
∑
〈〈O,Zk〉〉
νO,Zk
[
sˆz
]
σσ
∣∣Oσ〉〈Zk σ∣∣+ H.c.
+ iΛZZc
∑
σ
∑
〈〈Zj ,Zk〉〉
νZj ,Zk
[
sˆz
]
σσ
∣∣Zj σ〉〈Zk σ∣∣
+ iΛOYf
∑
σ 6=σ′
∑
〈O,Yj〉
[
sˆ× dO,Yj
]
z,σσ′
∣∣Oσ〉 〈Yj σ′∣∣+ H.c.
+ iΛYYf
∑
σ 6=σ′
[
sˆ× dY1,Y2
]
z,σσ′
∣∣Y1 σ〉 〈Y2 σ′∣∣+ H.c.
+
∑
σ 6=σ′
∑
〈Yj ,Zk〉
{
νO,Zk
[
isˆy
]
σσ′ Re
(
ΛYZf
)
+ i Im
(
ΛYZf
)}
× sgn[dO,Yj .dY1,Y2] ∣∣Yj σ〉 〈Zk σ′∣∣+ H.c.
+
∑
σ 6=σ′
∑
〈〈O,Zj〉〉
{
νO,Zj
[
isˆy
]
σσ′ Re
(
ΛOZf
)
+ i Im
(
ΛOZf
)}
× sgn[dO,Zj .dY1,Y2] ∣∣Oσ〉 〈Zj σ′∣∣+ H.c.
+ ΛZZf
∑
σ 6=σ′
∑
〈〈Zj ,Zk〉〉
[
isˆ× dZj ,Zk
]
z,σσ′
∣∣Zj σ〉 〈Zk σ′∣∣ . (2.99)
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All quantities, which are introduced to describe the phase factors, are to be under-
stood in a similar manner as in the previous sections. In particular, we sum in the
first and sixth line over the nearest neighbors 〈Yj, Zk〉 and employ the symbol νO,Zk .
There, it is νO,Zk = +1 (−1) if the path Zk → Yj is counter clockwise (clockwise)
after extension to the next nearest neighbor path Zk → Yj → O.
The order of the point group C2v, which is four, is lower than for the point groups
C3v (order six) and C6v (order twelve). The lower symmetry is directly reflected in
the many terms occuring in the SOC Hamiltonian.
2.6 Concluding remarks
With this section, we conclude the chapter on the derivation of effective SOC Hamil-
tonians from simple symmetry arguments. We considered both graphene systems
with the global point group symmetries D6h, D3d, D3h, C6v, and C3v, and graphene
under local changes in the symmetry due to single adatoms in the hollow, bridge,
and top positions. The latter give rise to the local point groups C6v, C3v, and
C2v, respectively. In the derivation of the models, we assumed effective monovalent
orbitals that are invariant under the global or local point group symmetry.
Our approach does not resolve the microscopic origin of the different SOC hop-
pings. Such a picture would be obtained considering a multi-orbital TB description
as, for example, it was done in the work by Konschuh et al. [71] for graphene and
the work by Gúzman-Arellano et al. [111], where the authors investigate the ef-
fect of a gate voltage on the local SOC induced by fluorine on graphene. In the
end, to obtain a model Hamiltonian, which is convenient for investigations such
as spin transport, one will project the multi-orbital result to, for example, the pz
orbital sector. This projection can be acchieved with the Löwdin down-folding
scheme [112].
We assumed in our discussion of local adsorbates monovalent effective atomic
orbitals, which are invariant under the corresponding local point group symmetry.
The last statement holds explicitly for atomic s and pz orbitals. Depending on the
adsorbate, this condition might not be met and an extension of the model would be
required. The presented models nevertheless work very well for the methyl group
and fluorine, binding on graphene in the top position, and copper, binding in both
the top and bridge position, as can be seen in the following chapter.
Other symmetry based discussions of the SOC from local adsorbates can be found
in the literature. Let us shortly comment on the approach and results of three ex-
emplary works. Weeks et al. [55] investigate heavy adatoms on graphene by com-
bining symmetry arguments, DFT calculations, and TB simulations. Explicitly,
they predict that thallium and indium would stabilize the quantum spin Hall state
in graphene due to their strong intrinsic SOC. These adatoms are non-magnetic
and bind in the hollow position. Furthermore, they have an unfilled p-shell and the
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authors conclude that the Rashba coupling will be subdominant for these hollow
adatoms close to the Dirac points16. The exclusion of spin-flipping processes due
to magnetic moments or the Rashba coupling and the presence of strong intrinsic,
i.e., spin-conserving, SOC coupling in the vicinity of the adatoms is in favor of
the quantum spin Hall state. We note that the SOC Hamiltonian of Ref. [55] is
expressed in hoppings among the adatoms’ p orbitals. Assuming a periodic pat-
tern of non-interacting adatoms placed in each hexagon, the authors provide also
a down-folded, graphene-only Hamiltonian in momentum space. We can therefore
not directly compare their model with our result presented in Sec. 2.5.2. For a direct
comparison, one would need to properly down-fold both our and their Hamiltonian
in real space to the pz orbital sector to bring the two models to the same form.
This is, however, beyond the scope of this thesis. The prediction of Weeks et al.
from 2011 for the indium adatom was tested in transport studies of Jia et al. [59]
and Chandni et al. [60] four years later. However, both works did not find clear-cut
evidence of indium induced strong SOC. A recent work by dos Santos and cowork-
ers [61] tries to explain this discrepancy between the theoretical and experimental
results. After down-folding to a graphene-only Hamiltonian, they find that the
adatom induces first and second nearest neighbor hoppings between carbon atoms
forming the hexagon ring around the hollow adatom. These hopping terms allow
not only for intra- but also inter-valley spin-orbit scattering processes. Finally,
they conclude from large-scale quantum transport simulations with randomly dis-
tributed adatoms that the valley-mixing terms cause the absence of a topological
gap in the experiments.
Pachoud et al. [80] study also non-magnetic, heavy adsorbates on graphene, which
do not induce significant local corrugation to the graphene lattice. In that case,
the induced local SOC strength originates mainly from the intra-atomic SOC of the
adsorbate17. They consider adatoms in all three adsorption positions and take into
account p, d, and f orbitals on the impurity. Their derivation of the Hamiltonians is
equivalent to the approach of Weeks et al. [55] for the hollow position, but extends
the results of the latter by considering not only p orbitals. They also provide the
graphene-only Hamiltonians in the momentum space by taking a continuum limit
as done by dos Santos et al. [61]. As we mentioned already above, our models of
the preceding sections are therefore not directly comparable to their results. The
result for the hollow position is similar to the one of dos Santos et al. showing the
emergence of spin-dependent inter-valley hoppings. Additional spin-flipping terms
appear in the result of Pachoud et al., which are neglected in the ones of dos Santos
et al.. Within the same approach, Pachoud et al. investigate the top and bridge
position. In the top position, they find second nearest intrinsic and Rashba-like
first nearest neighbor hoppings. The PIA coupling, whose presence was shown in
16In Ch. 4, we will encounter the basic and simple argument behind this conclusion.
17We will learn more about the microscopic origin of local SOC in the next chapter.
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Sec. 2.5.3 and preceding sections, does not occur in the presented result. For the
bridge position, they do not find any SOC terms at all. This is in clear contrast
with our findings of Sec. 2.5.4. In the next chapter, we will successfully apply our
SOC model to a copper adatom binding in the bridge position. We find that the
copper adatom also does not induce significant corrugation in the graphene lattice,
which meets the prerequisite of the work of Pachoud et al..
As a last example, we want to mention the SOC analysis by Brey [81] of adatoms
with outer-shell p orbitals in the hollow and top positions. Brey considers the
atomic SOC between the orbitals of the adatom, and considers tunneling between
the orbitals of the adatom and graphene in second order perturbation theory. For
an effective Hamiltonian, Brey concentrates on Bloch states directly at the Dirac
point. For the hollow position, he finds spin-conserving hoppings only between next-
nearest carbon neighbors in contrast to our additional nearest neighbor contribution
in Sec. 2.5.2. Furthermore, no spin-flipping contributions related to the Rashba
coupling are found. As the analysis concentrates to states directly at theK point, a
momentum-dependent contribution as, for example, our PIA term does not appear.
For the top position, Brey resolves the contribution of the next-nearest neighbor
intrinsic SOC and the nearest neighbor Rashba coupling.
Our effective SOC Hamiltonians, presented in this chapter, are useful for spin-
transport studies and are easy to implement in quantum transport simulation pack-
ages such as Kwant [113]. However, there are two issues which have to be dealt
with. On the one hand, we saw especially in the case of the local symmetries that
many SOC parameters can occur in the vicinity of the adsorbate. For a convenient
use of the model, the pool of free parameters should be reduced to a minimal set.
On the other hand, one has to find realistic estimates for the SOC strengths. Com-
bining the derived effective Hamiltonians with the results of DFT calculations can
resolve both problems. Essentially, the next chapter shows this approach at work
for three local adsorbates, the methyl group, fluorine, and copper on graphene.
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Local spin-orbit coupling from
adatoms: Case studies
This chapter is divided into three parts relying on three publications: Section “Methyl
functionalized graphene” is based on the paper “Spin-orbit coupling in methyl func-
tionalized graphene”, PRB 93, 045423 (2016), by Klaus Zollner, Tobias Frank,
Susanne Irmer, Martin Gmitra, Denis Kochan, and Jaroslav Fabian. Section “Flu-
orine functionalized graphene” is based on the paper “Spin-orbit coupling in fluori-
nated graphene”, PRB 91, 115141 (2015), by Susanne Irmer, Tobias Frank, Sebas-
tian Putz, Martin Gmitra, Denis Kochan, and Jaroslav Fabian. Section “Copper
functionalized graphene” is based on the paper “Copper adatoms on graphene: The-
ory of orbital and spin-orbital effects”, PRB 95, 035402 (2017), by Tobias Frank,
Susanne Irmer, Martin Gmitra, Denis Kochan, and Jaroslav Fabian. In all three
publications, I was contributing to the development of the effective SOC Hamilto-
nians and the TB simulations, including the fitting of the DFT results.
3.1 Adatoms on graphene
Placing adsorbates on graphene offers a way to tailor graphene’s qualities, for ex-
ample, in the electronic and optical area. While graphene functionalized with FeCl3
represents an excellent transparent electrical conductor, full fluorination transforms
graphene to a wide-bandgap semiconductor [136]. It was also demonstrated that
graphene based circuits can be patterned by local functionalization with adsorbates
(see Ref. [136] and references therein). It is important, however, to realize the strong
influence of the degree of functionalization, i.e. the adsorbate concentration, on the
induced properties as well as other extrinsic effects such as temperature or gating
of the graphene samples [111, 114, 127, 137, 138].
For experiments, it is important to have tools at hand for the detection and char-
acterization of adsorbates on graphene. Adsorbates can induce changes in the crys-
tal structure (e.g., by covalent bonding) and the transport properties of graphene
(e.g., by a local charge transfer between adsorbate and graphene). Consequently,
scanning tunneling microscopy (STM) [127, 139–142], Raman spectroscopy [143,
144], electrostatic force microscopy [145], and electron diffraction [146] are, among
others, convenient approaches to quantify or classify the impurities. Recently, Hal-
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3.1 Adatoms on graphene
bertal et al. [147] managed to image individual atomic defects on graphene by scan-
ning nanothermometry. Not least because of graphene’s sensitivity to adsorbates,
graphene-based gas or chemical sensors represent an interesting field of research [5,
6].
Several works, both experimental and theoretical, have focused on small or di-
lute concentrations of adsorbates on graphene. Figure 3.1 presents a list1 of adatom
studies on graphene where the authors focused on different aspects of adatom in-
duced properties, such as the impact on the electronic structure of graphene and
spin-related phenomena due to locally induced magnetic moments or strong SOC.
Let us comment on some works which are important for or related to our consider-
ations in the following sections and chapters.
Understanding the binding of the adatom to graphene is important in view of
strong or weak bonding, thermal stability, charge transfer, and adsorption position,
to name only a few. For example, while hydrogen establishes a strong covalent bond
to graphene [52], copper is only weakly bonding to graphene and van der Waals
interactions have to be included in the theoretical DFT calculations to obtain a
satisfying description [101, 109]. The binding behavior influences also the thermal
stability of the adatom on graphene and is related to the strengths of migration
barriers for the specific adsorbate [110] and its tendency to clustering. Depending
on the electronegativity of the element, less or more significant charge transfer
occurs between graphene and the impurity (see for example hydrogen [52] and
fluorine [100], respectively).
We already saw in Ch. 2 that the adsorption position plays an important role for
considerations of SOC. Depending on whether the adsorbate prefers the hollow, top,
or bridge position, spin-conserving and spin-flipping hoppings occur. For example,
Weeks et al. [55] predicted that the adatoms indium and thallium are found in the
hollow position and induce large intrinsic SOC. Correspondingly, they concluded
that these elements stabilize the quantum spin Hall state in graphene. However,
up to now this promising theoretical vision was not observed in experiments [59,
60]. Local enhancement of the SOC in graphene was studied in several works,
for example the light adatom hydrogen [52], or the more heavier gold [131]. Spin
Hall effect studies of experimental groups [53, 54] extracted large spin Hall angles
indicating strong SOC for hydrogen, gold, silver, and copper and seem to be in
line2 with the theoretical works.
The spin-physics in graphene is also significantly influenced by the formation of
local magnetic moments in graphene [115]. For example, it was shown [137, 148,
1Due to the huge literature on the subject, this list is not complete but may give the interested
reader a first impression on the large variety of approaches and results, and encourage him or
her to inquire further.
2References [56–58] pointed out recently the importance of multiple background contributions
(not necessarily spin-dependent) to non-local resistance signals. These findings indicate that
the analysis of the spin Hall effect might need refinement.
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149] that sp3 defects such as hydrogen give rise to such local magnetic moments.
If the adatom furthermore induces a strong resonant state (see Ch. 4) close to the
Fermi level, already a small amount of impurities contributes significantly to the
spin relaxation in graphene as was shown by Refs. [26, 27, 62] (see Ch. 5).
In this chapter, we concentrate on the local SOC induced by three adsorbates,
which are the methyl group CH3, and the adatoms fluorine F and copper Cu. In
all cases, our focus lies on the dilute limit of adsorbate concentration so that we
can exclude interactions between the adsorbates or clustering effects. In order to
extract the local SOC strengths we rely on a combination of the symmetry analysis
described in Ch. 2 and DFT calculations performed by Klaus Zollner, Tobias Frank,
and Martin Gmitra. In Sec. 3.2 we will first address the possible origin for locally
enhanced SOC in graphene, before we describe our approach for unraveling the
SOC mechanisms for the studied adsorbates in Sec. 3.3. With the Secs. 3.4, 3.5,
and 3.6, we turn to the qualitative and quantitative study of local SOC for CH3,
F, and Cu, respectively. Section 3.7 concludes our case studies on local SOC from
adsorbates in graphene.
3.2 Mechanisms for local spin-orbit coupling in
graphene
The binding of adatoms to graphene impacts locally the SOC in graphene in mainly
two ways. The first mechanism is introduced by the covalent bonding of adatoms,
for example, in the top position on graphene, as it is the case for hydrogen [52].
The sp2 network of graphene is locally disturbed due to a sp3 rehybridization of
the atomic orbitals on the carbon site to which the adatom binds to. As a result,
this carbon atom is lifted out of the graphene plane. Castro Neto and Guinea [51]
argued in 2009 that the local disturbance of the graphene orbital structure can lead
to strong enhancement of the local spin-orbit strength in the pi sector, reaching
values of about 7.5meV. Due to the sp3 hybridization, the pz orbitals of carbon
experience a nonzero overlap with the px and py orbitals on the same atom3. We
will recapitulate the results of Ref. [51] in the following.
Castro Neto and Guinea build their local orbital basis out of directed orbitals
allowing for a tuning between the two extreme cases of sp2 and sp3 hybridization.
Following Pauling [150], they employ the basis
|pi〉 = A|s〉+
√
1− A2|pz〉 ,
|σ1〉 =
√
1− A2
3
|s〉 − A√
3
|pz〉+
√
2
3
|px〉 ,
3In flat graphene, the pz orbitals are orthogonal to the px, py orbitals on the same atom. This
is the main reason why the σ-pi mixing in graphene is subdominant for the SOC. For more
details see Sec. 2.1.
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|σ2〉 =
√
1− A2
3
|s〉 − A√
3
|pz〉 − 1√
6
|px〉+ 1√
2
|py〉 ,
|σ3〉 =
√
1− A2
3
|s〉 − A√
3
|pz〉 − 1√
6
|px〉 − 1√
2
|py〉 . (3.1)
For a tuning parameter of A = 0, the basis describes sp2 hybridization, for A = 0.5
the sp3 configuration is realized. The value of A is related to the angle θ between
the direction of the σi (i = 1, 2, 3) orbitals and the plane normal via cos θ =
−A/√A2 + 2. Investigating the propagator from a pi state at one atomic site, to
the pi′ state at another site, they find a relation between the emerging effective
non-local SOC strength ∆effSO and the atomic one of the carbon 2p orbitals, ∆p,
∆effSO
∆p
≈ A
√
3(1− A2) . (3.2)
In the limit of full sp3 hybridization, this formula estimates ∆effSO = 75% and ∆p ≈
7.5meV.
Clearly, if the local SOC strengths exceed the value of 7.5meV, the local sp3
distortion can not be the only cause. In this case, the second possibility of enhancing
SOC in graphene by adsorbates has to be considered. The intra-atomic SOC of
the adatom might be significantly stronger than the one of the carbon atoms in
the graphene lattice4. The hybridization between the adatom’s orbitals and the
underlying graphene structure can infer a partial transfer of the strong SOC to the
graphene pi bands.
3.3 Methods
We tackle the origin and magnitude of the local SOC from adatoms in graphene
by a combination of two convenient tools: On the one hand, we consider the local
symmetry, i.e., the point group which describes the lattice symmetries in the vicinity
of the adatom. We then directly profit from our symmetry analysis of the local
SOC in the previous Secs. 2.5.2, 2.5.3, and 2.5.4. On the other hand, we are
interested in specific adatoms. Their binding properties, the local changes in the
electronic structure and, most importantly, the SOC can be nicely analyzed by
(spin-unpolarized) DFT calculations of the (local and projected) DOS and the band
structure. With this “realistic” data input, we can test and, if necessary, adjust the
models and fit the SOC parameters in our effective TB model.
We will investigate in the following three adsorbates: the admolecule methyl CH3
in the top position, the adatom fluorine F in the top position, and copper Cu in
4As the SOC energy of an electron close to the atomic core scales like SOC∝ Z4 [22], heavy
adatoms such as indium (Z = 49) exhibit strong intra-atomic SOC.
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the top and bridge positions. Our interest in these impurity studies is twofold.
Firstly, we would like to extract the strength of the SOC locally induced by a single
adsorbate and, secondly, we want to discover the origin of the local SOC. In order to
do this, we study a dilute adatom (or admolecule) concentration (typically of about
1%) on graphene within the supercell approach. Note that the supercells reproduce
a periodic pattern of adatoms on the graphene surface (we do not study a random
distribution of the adsorbates). Unwanted (but in general present) interaction
between the periodic images of the adsorbates requires us to choose the supercells
to be big enough. Neglecting at first SOC effects, we perform least-square fits5 of the
TB to the DFT band structure and extract the orbital TB parameters hybridization
strength and on-site energy. Keeping this result fixed, we fit the SOC strengths to
the spin splitting of the bands close to the Fermi level. This approach is justified
due to the different energy scales of the orbital level of the band structure (order
of 1 eV) and the spin splitting of the bands (order of 1meV). Since the number
of symmetry allowed local SOC parameters can be quite extensive, the fits are
performed such that we reduce the number of fitting parameters to a minimal set.
At the same time, this set is required to reflect the spin splitting of the bands
best. Note that the spin splittings of the bands depend on the supercell size and
decrease with decreasing adsorbate concentration. The representative magnitude
of the local SOC is reflected in the SOC strengths extracted from the TB model.
Once interaction effects between the adatoms can be excluded, these values are
rather robust to a further increase of the supercell size.
3.4 Methyl functionalized graphene
In the following section we study in detail the local SOC induced by the methyl
group on graphene. In particular, we use the TB models derived in the previous
chapter and rely on the support of DFT calculations by Klaus Zollner, Martin
Gmitra, and Tobias Frank [99].
The methyl group is the most simple organic molecule. It is of special interest
for experiments where chemical vapor deposition is employed to grow graphene, as
during the growth process a H2/CH4 gas mixture is used [152]. With this, CH3 ap-
pears to be a likely contaminant to clean graphene samples. In those systems, the
influence of the methyl group on the spin physics needs to be considered as this ad-
sorbate was shown, for example, to induce local magnetic moments in graphene [99,
148], similarly as in the case of the hydrogen adatom. From experiences with hy-
drogen on graphene [52, 53], one might also expect some influence of local SOC
induced by CH3.
The similarity of methyl and hydrogen on graphene could be also deduced from
5For the least-square fitting method see for example Ref. [151].
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Figure 3.2: (a) Geometric structure close to the admolecule CH3 binding in the top
position. CH3 binds to the carbon atom C1n, has three second nearest neighbors C2n,
and six third nearest neighbors C3n. In equilibrium, the three hydrogen atoms (blue) of
methyl point towards the centers of the graphene hexagons lying underneath. Panel (b)
shows the 7× 7 supercell, which is used to realize the dilute limit of admolecule coverage.
Adapted from [99].
the respective values of the effective Pauling electronegativity, which are very close
for the two adsorbates [153, 154]. This indicates similar binding behavior of methyl
and hydrogen. Whether the resemblance also extends to the regime of SOC, cannot
be directly concluded without further thorough analysis which is the topic of this
section.
Indeed, we find that, as in the case of hydrogen on graphene [52, 53], the lo-
cal SOC strengths reach values which are about 100 times larger than in pristine
graphene. The local sp3 distortion, introduced by the impurity covalently bonding
to graphene, can be accounted for this effect.
3.4.1 Structure and orbital physics
Figure 3.2 provides a pictorial view of the geometric structure in the vicinity of
CH3, adsorbing on graphene, as well as the 7 × 7 supercell, which is chosen to
represent the limit of dilute admolecule coverage on graphene. In equilibrium,
the hydrogen atoms of the methyl molecule point towards the center of the three
subjacent graphene hexagons. Furthermore, a small pyramidal (instead of trigonal)
configuration of the molecule appears. A significant structural distortion can be
observed only very close to the adsorption position of CH3 and is manifested in a
local stretching of the carbon-carbon bonds and a lifting of the carbon atom C1n
out of the graphene plane by about 0.4Å [99]. The methyl molecule sits about
1.6Å above C1n.
The bonding of CH3 to graphene leaves structural signatures in graphene very
alike to those of the hydrogen adatom [52], which enters a strong covalent bond
with graphene. The binding energy of methyl on graphene is with 2.46 eV [99]
furthermore very close to the hydrogen related value [52]. The covalent bonding
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Figure 3.3: Electronic band structure and DOS of methyl functionalized graphene for a
7 × 7 DFT supercell calculation. A zoom to the midgap band is shown below the band
structure. The DOS is projected to the orbitals with s and p character on CH3, C1n, and
C2n. Together with the DFT band structure (black dotted), the band structure from the
fitted TB model (blue solid) is shown. Adapted from [99].
of the admolecule is accompanied by a local sp3 rehybridization of the atomic
orbitals on its adsorption partner C1n, which lifts C1n out of the graphene plane.
Clear signatures of the covalent bonding can be further seen in the projected DOS
(PDOS) analyzed for a dense admolecule coverage (2× 2 supercell) in Ref. [99].
While in the dense limit the methyl admolecules of different supercells are very
close and are likely to interact, this interaction of periodic images is suppressed for
large enough admolecule distances, as it is the case in the selected 7× 7 supercell.
This configuration models an admolecule to carbon ratio of 1%. Figure 3.3 displays
the DFT calculated band structure for the dilute limit together with the PDOS
for the atomic sites CH3, C1n, and C2n. Close to the Fermi level appear three
bands which we call the (a) conduction, (b) midgap, and (c) valence band. The
midgap band is only weakly dispersive (bandwidth of about 0.01 eV). For a denser
admolecule coverage, the bandwidth is by up to a factor of ten larger [99]. This
implies that the Bloch modulation function of the corresponding state becomes in
the dilute limit more localized within the supercell. The interaction between the
supercell periodic images is weakened.
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Figure 3.4: Top and side view of the electronic charge density for states in the midgap
band of methyl functionalized graphene in a 7 × 7 DFT calculation. The dashed line in
the top view indicates the line along which the cross-sectional view is extracted. Adapted
from [99].
The PDOS data reveals that the bands (a)-(c) around the Fermi level are built
from the pz orbitals on C2n and CH3. Note that the states of the site C1n, the
adsorption position of the methyl group, contribute only by a small amount. The
electronic states forming the midgap band preferably occupy sites on the graphene
sublattice to which the admolecule is not adsorbing to. This fact is, for example,
visualized in the plot of the charge density of Ref. [99], see Fig. 3.4. The charge
density is strongly centered near the impurity which indicates suppression of the
interaction between admolecules from neighboring supercells. The C3 rotational
invariance of the local point group symmetry C3v is reflected in the triangular
anisotropy of the charge density.
Dilute limit - orbital tight-binding model
In the previous chapter, we considered effective TB Hamiltonians which were based
on atomic states with pz or s orbital character. The above discussion of the elec-
tronic structure of methyl functionalized graphene in the dilute limit showed that
this assumption is valid for the bands (a)-(c) close to the Fermi level. Indeed, the
orbital band structure of the 7 × 7 supercell calculation for CH3 on graphene can
be nicely fit by the rather simple minimal orbital TB Hamiltonian [97, 98] given
already in Eq. (2.79),
Horb = ω
∑
σ
(|Oσ〉〈Y σ|+ |Y σ〉〈Oσ|)
+ε
∑
σ
|Oσ〉〈Oσ| . (3.3)
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Figure 3.5: (a) Site labeling convention in the model Hamiltonians of Eq. (3.3) and
Eq. (3.4). (b) Pictorial view of the local orbital and spin-orbital TB hoppings describing
CH3 on graphene in the top position. Adapted from [99].
This Hamiltonian is added to the one of pristine graphene, H0 in Eq. (2.4), in the
nearest neighbor approximation with t = 2.6 eV6. Here, the methyl admolecule is
modeled, for simplicity, by one effective orbital with pz character. Let us shortly
remind us of the notation used in Eq. (3.3). The symbol |O〉 represents an electronic
state in the effective orbital on CH3, the symbol |Y 〉 is used for a pz orbital state
on the admolecule’s nearest neighbor C1n. The TB parameter ω describes the
hybridization between C1n and CH3, and ε parametrizes the on-site energy of the
single energy level representing the methyl group. Figure 3.5(a) provides a pictorial
view of the labeling conventions.
In order to extract realistic values of the parameter set (ω, ε), we perform a least-
square fit of the eigenenergies of H0 +Horb to the DFT computed bands (a)-(c). We
restrict the fit to a range of momenta around the K point. This range is indicated
in Fig. 3.6 as we employ it below also in the fit of the local SOC strengths. With the
parameters ω = 7.6 eV and ε = −0.19 eV we obtain good overall agreement between
the DFT and TB band structure calculation, see Fig. 3.3. The magnitudes of the
orbital parameters agree with the ones of Ref. [98] who finds ω′ = 5.2 eV and
ε′ = −0.16 eV for a 4 × 4 supercell calculation. The large hybridization strength
and the small on-site energy reflect the strong covalent bond between CH3 and
graphene in the TB model. In fact, the extracted parameters are very close to
those of hydrogenated graphene [52].
3.4.2 Spin-orbit coupling from dilute methyl coverage
Figure 3.6 displays the spin-orbit splittings of the bands (a)-(c) along the Γ-M-K-Γ
line for the 7 × 7 supercell. We already presented a candidate for the model of
the local SOC in Sec. 2.5.3. Equations (2.89) and (2.95) define six possible SOC
6All on-site energies aside of the one of the admolecule are set equal to zero. Furthermore, we
do not take into account changes in the nearest neighbor hopping parameter t among carbon
atoms in the vicinity of the impurity.
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Figure 3.6: Spin splitting of the bands close to the Fermi energy of methyl functionalized
graphene in the dilute limit. The splittings along the high symmetry line Γ-M-K-Γ are
obtained from 7×7 supercell calculations of both DFT (black dotted) and the best-fit TB
model (blue solid). The fitting was restricted to the shaded region around the K point.
The labeling (a), (b), and (c) corresponds to the band labeling in Fig. 3.3. From [99].
couplings that describe the SOC in the vicinity of the admolecule based on a TB
description with pz orbitals. Minimizing the least-square differences between model
and DFT calculated band splittings reduces this set to four local SOC parameters
only: ΛAI , ΛBI , ΛR, and ΛBPIA, see Fig. 3.5(b). During the fit of the bands (a)-(c),
we concentrated, as for the orbital part, on the low energy region around the K
point, see Fig. 3.6. The corresponding model Hamiltonian is given by
Htopso =
iΛAI
3
√
3
∑
σ
∑
〈〈Y,Wj〉〉
νY,Wj
[
sˆz
]
σσ
∣∣Y σ〉〈Wj σ∣∣+ H.c.
+
iΛBI
3
√
3
∑
σ
∑
〈〈Zj ,Zk〉〉
νZj ,Zk
[
sˆz
]
σσ
∣∣Zj σ〉〈Zk σ∣∣
+
2ΛBPIA
3
∑
σ 6=σ′
∑
〈〈Zj ,Zk〉〉
[
isˆ× dZj ,Zk
]
z,σσ′
∣∣Zj σ〉 〈Zk σ′∣∣
+
2iΛR
3
∑
σ 6=σ′
∑
〈Y,Zj〉
[
sˆ× dY,Zj
]
z,σσ′
∣∣Y σ〉 〈Zj σ′∣∣+ H.c.
+
iλI
3
√
3
∑
σ
∑
〈〈m,n〉〉
′
νm,n
[
sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣ . (3.4)
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X (Adatom) n×n ω [eV] ε [eV] ΛAI [meV] ΛBI [meV] ΛBPIA [meV] ΛR [meV]
CH3 5×5 7.6 -0.16 -0.39 0.095 -0.71 1.01
7×7 7.6 -0.19 -0.77 0.15 -0.69 1.02
H [52] 5×5 7.5 0.16 -0.21 - -0.77 0.33
Table 3.1: Orbital and SOC best-fit TB parameters of 5 × 5 and 7 × 7 supercells for
methyl functionalized graphene. The values are comparable, which confirms the robust-
ness of the TB model. The parameter strengths are further close to the ones obtained for
hydrogenated graphene for a 5× 5 supercell of Ref. [52].
Here, the symbol |Zj〉 denotes a pz orbital on one of the three next-nearest neigh-
bors C2n to the admolecule, |Wj〉 similarly addresses one of the six third nearest
neighbors C3n. The last line represents the intrinsic SOC of graphene with the fixed
parameter value λI = 12µeV. The primed sum addresses only carbon sites that are
not coupled by ΛAI or ΛBI .
Local SOC strengths of the order of 0.1 to 1meV are obtained from the fit.
Specifically, we find ΛAI = −0.77meV, ΛBI = 0.15meV, ΛR = 1.02meV, and ΛBPIA =
−0.69meV. The resulting TB band splittings are shown along with the DFT data
in Fig. 3.6. The parameter ΛBPIA, denoting the spin-flipping next-nearest neighbor
hopping, reproduces on its own the main shape of the spin-orbit splitting curves.
This result is similar to the case of hydrogenated graphene [52] which yields also
local SOC strengths of the order of up to 1meV. We show a comparison of the SOC
parameters for methyl functionalized and hydrogenated graphene in Tab. 3.1. We
added also SOC results from a 5 × 5 supercell treatment of the methyl group on
graphene, for which we do not show the actual DFT and TB data. The overall
magnitude of the SOC parameters coincides for the two supercell sizes. The two
intrinsic spin-conserving parameters ΛAI and ΛBI in the 7 × 7 supercell are almost
twice the values of the 5× 5 supercell. This might be due to the fact that the 5× 5
supercell still shows effects of interaction between the supercell periodic images.
We therefore focused on the 7× 7 supercell calculation.
To summarize, we find that the methyl group on graphene induces local SOC
strengths of up to 1meV, corresponding to a local enhancement of graphene’s SOC
by a factor of 100. As in the case of hydrogenated graphene [52], the SOC enhance-
ment is due to the local sp3 distortion introduced by the covalent bonding of the
methyl group to graphene. The formula of Castro Neto and Guinea [51], Eq. (3.2),
estimates for the structural parameters7 found in Ref. [99] an effective local SOC
strength of about 6meV due to the local corrugation. In comparison to our result,
this prediction slightly overestimates the effect of CH3 adsorption on graphene.
7According to Ref. [99], the C1n atom is lifted out of the graphene plane by 0.41Å, and the
C1n-C2n bond measures 1.509Å. This yields a value of A ≈ 0.399 in Eq. (3.2).
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3.5 Fluorine functionalized graphene
As a second adsorbate for graphene we consider fluorine, which is the most elec-
tronegative chemical element and is known to form a strong covalent bond with
carbon [155, 156].
Especially interesting for experiments concentrating on the spin physics in graph-
ene with small fluorine content are studies on magnetic moments from fluorine.
Theoretically, the presence of moments due to fluorine is not yet resolved as con-
tradicting results are found in DFT studies [148, 157–159]. Nevertheless, some
experimental studies [134, 137, 160] find indications of fluorine induced magnetic
moments. Ref [134], for example, investigates weak localization in the fluorinated
devices and observes saturation effects, which could originate in local magnetic
moments or, as another possibility, from strong local SOC.
Although we do not consider magnetic moments in this section8, we investigate
the possibility of strong local SOC enhancement in graphene due to fluorine. We
believe that this is a valuable contribution to encourage further experimental studies
and to help in the debate of the spin physics in fluorinated graphene samples.
We will see below that fluorine on graphene induces locally even larger SOC than
methyl or hydrogen. Compared to the value of the intrinsic coupling in graphene
of 10µeV, the local SOC strength reaches up to 10meV. This corresponds to a
local enhancement by a factor 1000. Simple sp3 distortion [51] cannot generate
SOC strengths of this magnitude in graphene, and we identify fluorine’s px and py
orbitals as the source of this giant local SOC. Our results are based on a TB study
with the SOC description of the previous chapter and DFT calculations by Tobias
Frank and Martin Gmitra [100].
3.5.1 Structure and orbital physics
Fluorine preferentially chemisorbs on top of one carbon atom of graphene [107, 161],
see Fig. 3.7(a). In order to mimic dilute fluorinated graphene we rely on DFT data
for a 10 × 10 supercell [see Fig. 3.7(b) for an example of the supercell geometry],
which corresponds to a fluorine concentration of 0.5%. As in the previous case of
methyl on graphene, fluorine and its carbon hybridization partner form a covalent
bond, which is accompanied by a local sp3 corrugation of the lattice around the
adsorption position and a vertical displacement of about 0.4Å of the atom C1n [100].
The bond length between fluorine and C1n is about 1.6Å [100]. Furthermore, the
analysis of a smaller 5×5 supercell [100] showed that a charge transfer occurs from
graphene to fluorine (Bader charge [162] of about 0.5 e).
The corresponding electronic band structure calculated from DFT is shown in
8We will reconsider the local magnetic moment in Ch. 5, where we study spin relaxation due to
resonant scattering off magnetic moments.
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Figure 3.7: (a) Geometric structure close to the adatom F binding in the top position.
Fluorine adsorbs to the carbon atom C1n, has three second nearest neighbors C2n, six
third nearest neighbors C3n, and three fourth nearest carbon neighbors C3n. Panel (b)
shows, as an example, a 5 × 5 supercell together with the corresponding lattice vectors.
Adapted from [100].
Figure 3.8: Electronic band structure and DOS of fluorinated graphene for a 10 × 10
DFT supercell calculation. Together with the DFT band structure (black dotted), the
best-fit TB result is shown (blue solid). Close to the Fermi level, we identify the (a)
conduction, (b) midgap, and (c) valence band. Adapted from [100].
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Figure 3.9: (a) Site labeling convention in the model Hamiltonians of Eq. (3.5) and
Eq. (3.6). (b) Pictorial view of the local orbital and spin-orbital TB hoppings describing
F on graphene in the top position.
Fig. 3.8. Next to the band structure, the PDOS for atoms in the vicinity of the
impurity is shown. As in Sec. 3.4, we refer to the bands (a), (b) and (c) as the
conduction, midgap and valence band in the following. We note that the width of
the midgap band is with about 0.6 eV significantly larger than in the case of methyl
functionalized graphene, Sec. 3.4, though it is by about a factor of five smaller than
for a fluorinated 1× 1 supercell (see Ref. [100]). The interaction between periodic
images of the fluorine adatoms in the larger supercell treatment is suppressed. From
the DOS analysis we note that the conduction, midgap, and valence bands around
the Fermi level are mainly composed from states of the pz orbitals on fluorine and its
next-nearest neighbors C2n. The latter kind of sites reside on the sublattice which
is not fluorinated, similar as in the case of graphene functionalized with CH3. The
fluorinated carbon atom C1n shows beside the pz contribution also the presence of
s and d orbitals. Below -0.4 eV, the fluorine’s px + py contribution to the PDOS of
the valence bands increases.
The charge density calculation of a 5 × 5 supercell (not shown) in Ref. [100]
further illustrates that the midgap state is localized on the non-fluorinated sub-
lattice. However, the midgap state in this system is spreading out in a triangular
way around the impurity and “touches” the border to the next supercells. We infer
that the 5 × 5 supercell is still subject to significant fluorine-fluorine interaction
across neighboring supercells. This supercell size is not large enough to represent
the limit of dilute fluorine coverage and we therefore focus for our SOC analysis on
the 10× 10 supercell.
Dilute limit - orbital tight-binding model
We conclude from the previous DOS analysis that an effective TB Hamiltonian
based on orbitals with pz character is capable of describing both the orbital and
spin-orbital structure of fluorinated graphene around the Fermi level. We employ
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Figure 3.10: Spin splitting of the bands close to the Fermi energy of fluorinated graphene
in the dilute limit. The splittings along the high symmetry line M-K-Γ-M are obtained
from 10×10 supercell calculations of both DFT (black dotted) and the best-fit TB model
(blue solid). The labeling (a), (b), and (c) corresponds to the band labeling in Fig. 3.8.
Also shown are the reduced splittings magnitudes (red dashed), which are obtained by
turning off the SOC on fluorine in the DFT calculations [100].
the local orbital Hamiltonian of Eq. (2.79),
Horb = ω
∑
σ
(|Oσ〉〈Y σ|+ |Y σ〉〈Oσ|)
+ε
∑
σ
|Oσ〉〈Oσ| , (3.5)
which describes fluorine on top of the atom C1n. A pictorial view of the Hamiltonian
is offered in Fig. 3.9. By minimizing the least-square differences between the model
and DFT calculated conduction, midgap, and valence bands along the full M-K-Γ-
M line, we obtain the parameter values ε = −2.2 eV and ω = 5.5 eV. The very good
agreement between the model and the DFT data is shown in Fig. 3.8. Note that
the negative value of the on-site energy reflects the (partial) transfer of electrons
from graphene to fluorine.
3.5.2 Spin-orbit coupling from dilute fluorine coverage
Figure 3.10 displays the band splittings of the conduction, midgap, and valence
bands when SOC is included in the DFT calculation. Largest splitting magnitudes
are observed in the midgap and valence band, while the conduction band, composed
predominantly from carbon pz orbitals, is less split. Especially the valence band
lies in energy closer to states showing contributions of fluorine’s px and py orbitals
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(see Fig. 3.8). To extract the local SOC strengths we use the SOC model for
an adatom in the top position as introduced in Sec. 2.5.3. The set of symmetry
allowed local SOC parameters reduces to three couplings upon fitting the model to
the DFT splitting of all three bands along the full M-K-Γ-M line: the local intrinsic
ΛBI connecting the sites C2n, the local Rashba equivalent ΛR between C1n and C2n
sites, and ΛBPIA, the spin-flipping PIA among sites C2n. The influence of all other
(symmetry allowed) local SOC couplings is found to be negligible and set to zero.
The local SOC Hamiltonian therefore reads
Htopso =
iΛBI
3
√
3
∑
σ
∑
〈〈Zj ,Zk〉〉
νZj ,Zk
[
sˆz
]
σσ
∣∣Zj σ〉〈Zk σ∣∣
+
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∑
σ 6=σ′
∑
〈〈Zj ,Zk〉〉
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isˆ× dZj ,Zk
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z,σσ′
∣∣Zj σ〉 〈Zk σ′∣∣
+
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σ 6=σ′
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z,σσ′
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+
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3
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′
νm,n
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sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣ . (3.6)
The pristine intrinsic coupling λI = 12µeV couples all next-nearest neighbor sites
that do not participate in hoppings with ΛBI . This restriction is indicated by a
prime at the corresponding summation symbol. As a best-fit result we obtain
ΛBI = 3.3meV, ΛBPIA = 7.3meV, and ΛR = 11.2meV, which yields a very good
match between the TB and the DFT splittings, see Fig. 3.10. Deviations between
the model and DFT results are visible close to the Γ point in the valence and
conduction band. At energies above 0.9 eV in the conduction band and below
−0.6 eV in the valence band, the 2s and 3d orbitals contribute almost as much as
the pz orbitals to the PDOS of C1n [100]. These orbital contributions are neglected
in the derivation of the effective SOC Hamiltonian of Eq. (3.6).
As a cross-check we also analyzed the spin splittings in the smaller supercell
7× 7 for which the explicit DFT data of band structure and spin splitting are not
presented here. However, as can be seen from Tab. 3.2, the SOC parameters remain
almost unchanged going from the 7× 7 supercell to the 10× 10 supercell, whereas
the orbital parameters are more sensitive to the supercell size. The values of ε and
ω change by about 30% and 10%, respectively.
Excluding the SOC on fluorine in the DFT 10 × 10 supercell reduces the band
splittings by a factor of ten, see Fig. 3.10. This means that the observed large SOC
values come dominantly from fluorine itself. Fluorine’s strong intra-atomic SOC,
related to its px and py orbitals, is transferred to graphene due to the hybridiza-
tion of the adatom with graphene. The remaining contribution to the local SOC
enhancement is attributed to the σ − pi hybridization induced by the structural
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n×n ω [eV] ε [eV] ΛBI [meV] ΛBPIA [meV] ΛR [meV]
7×7 6.1 -3.3 3.2 7.9 11.3
10×10 5.5 -2.2 3.3 7.3 11.2
Table 3.2: TB parameters that fit best the orbital and spin-orbital effects of fluorinated
graphene of 7×7 and 10×10 supercells, respectively. The parameter values are comparable
for both supercell sizes, which confirms the robustness of the TB model.
deformation in the vicinity of the fluorine adsorption to graphene9.
In summary, we see that fluorine induces a giant local SOC of up to 10meV which
is 10 times larger than in methyl functionalized (or hydrogenated [52]) graphene and
a factor of 1000 larger than the value of the intrinsic SOC parameter in graphene.
Fluorine’s p orbitals are at the origin of this strong enhancement of the local SOC.
3.6 Copper functionalized graphene
The following section deals with another adatom on graphene: Copper. Although
copper is only weakly bonding to graphene, still a notable enhancement of the
local SOC is expected. On the one hand, graphene coupled to a Cu(111) substrate
by weak van der Waals forces was shown to exhibit strong SOC [75] up to the
meV scale. On the other hand, the spin Hall effect measurements of Ref. [54] on
graphene, grown by chemical vapor deposition on a copper foil, estimate a spin
orbit strength of about 20meV. In this experiment, the strong SOC was attributed
to residual Cu adatoms on graphene which are unintentionally introduced during
the fabrication of the samples. It was furthermore shown by DFT calculations
that copper’s unpaired localized s state gives rise to a magnetic moment [101, 108,
125] in graphene. We, instead, focus in this section on the impact of single copper
adatoms in the top and bridge position on the local SOC in graphene.
We will treat the top and the bridge adsorption position which are distinguished
by the local induced point group symmetries C3v and C2v, respectively. Despite
this fundamental difference in the local symmetry, we observe very similar orbital
physics with p and d orbital contributions around the Fermi energy. Both p and d
appear to be equally important for the local SOC. With the help of the TB analysis
of DFT data [101] calculated by Tobias Frank and Martin Gmitra, we find SOC
strengths ranging from 10 to 50meV which are locally induced by copper.
9With the fluorinated C1n atom being vertically displaced by 0.423Å and the C1n-C2n bond
being stretched to 1.469Å [100], the formula of Castro Neto and Guinea, Eq. (3.2), estimates
an enhanced SOC strength of about 6.6meV (A ≈ 0.43). However, as we saw in the case of
methyl functionalized graphene, Sec. 3.4.2, this value has to be understood as an upper bound
to the real SOC strength induced by σ-pi coupling.
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3.6.1 Structure and orbital physics
The bonding behavior of coinage metal atoms10 on graphene is highly influenced
by non-local interactions. This was elucidated by Amft et al. [109] in a DFT
study including different approximations to the van der Waals interaction. They
showed that the top and bridge adsorption configurations of copper on graphene are
almost energetically equivalent and deviate only by few meV. The hollow adsorption
position lies by about 200meV higher in energy. Also Refs. [108, 125] predict the
top and bridge adsorption positions as the ones of lowest energy although these
authors were not including van der Waals corrections in their calculations. Van
der Waals interactions were also taken into account in the DFT calculations which
are analyzed in this section (see Ref. [101] for technical details). Since the top and
bridge positions in graphene are, from an energetic point of view, equally favored by
the copper adatom, we concentrate in the following on the orbital and spin-orbital
analysis of Cu in both top and bridge position (see Fig. 3.11 for a schematic view).
The supercell 10× 10 is used for the TB analysis of SOC effects and represents the
dilute limit.
The distance between copper and the graphene surface is about 2.1 and 2.2Å
for the top and bridge position (larger than the approximately 1.6Å for methyl or
fluorine), and local corrugations in both the top and bridge configurations appear
to be very small, at about 0.08Å and 0.11Å, respectively [101]. Both the large
graphene-copper distance and the negligible corrugation indicate that copper is
only weakly bonding to graphene.
Dilute limit: the top position
Figure 3.12 shows the electronic band structure of a 10× 10 supercell of graphene
with copper in the top position. The result from the TB model is also included in
the figure and the model itself is presented later below (page 69). Around the K
point, from −1 to 0.75 eV with respect to the Fermi level, one can imagine rem-
nants of the Dirac cone. Together with the modest binding energy of 0.68 eV [101]
this is a further indication of the weak bond between copper and graphene. The
hybridization of copper to graphene manifests itself in the hybridization gap open-
ing around the K point: It appears due to the interaction between the states of
graphene with the ones forming the flat band around the Fermi level, the midgap
band.
The PDOS for the top configuration, shown in Fig. 3.13, was calculated in a
smaller 7 × 7 supercell and is resolved according to different total (orbital+spin)
angular momenta for the atoms Cu, C1n, C2n, C3n, and C4n (see Fig. 3.11 for the
labeling of atomic sites). From the PDOS we see that the Cu s orbitals are very
10Coinage metal atoms are, for example, copper, gold, and silver. These are elements that have
been historically used in alloys for the production of coins.
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Figure 3.11: Schematic view of the copper adatom binding in the (a) top and (b) bridge
position to graphene. Indicated is the labeling of the atomic sites in the vicinity of the
copper adatom and the symmetry operations of the local point groups C3v (top) and C2v
(bridge).
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Figure 3.12: Electronic band structure of graphene functionalized with copper in the
top position for a 10 × 10 supercell calculation from both DFT (black symbols) and TB
(solid line). The TB parameters ωt = 0.81 eV and εt = 0.08 eV are obtained by fitting
the (a) conduction, (b) midgap, and (c) valence band to the DFT data. The right panel
displays the path chosen in the hexagonal Brillouin zone.
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Figure 3.13: DOS of graphene functionalized with copper adatoms in the top position
for a 7× 7 DFT supercell calculation. The data is resolved to the total angular momenta
j and the orbital quantum numbers s, p, and d, for the atomic sites (a) Cu, (b) C1n,
(c) C2n, (d) C3n, and (e) C4n [see Fig. 3.11(a) for the labeling convention]. A numerical
energy broadening of 130meV was applied in the calculations. Adapted from [101].
important for the bonding. They are dominantly contributing around the Fermi
level to the states of the midgap band and overlap in the same energy interval
also with the s states of C1n. Copper states with s character appear (with varying
magnitude) throughout the energies from −2.5 to 1.5 eV. The d levels of copper,
on the other hand span the range from −1 eV down to −4 eV. At -1 eV, the second
valence band starts to contribute to the spectrum. The maximum contribution
of d levels is found at about −2 eV. The spin-orbit interaction splits the d levels
with total angular momentum j = 3/2 and j = 5/2 in energy by approximately
200meV [101]. An experimental spectroscopic measurement of an isolated copper
atom found a splitting of 253meV [163] caused by the intra-atomic SOC. Due to
the energy broadening of 130meV in the DFT calculation the splitting of the Cu 4p
levels by the intra-atomic SOC, 31meV [163], is not resolved in the PDOS. Copper’s
4p levels contribute mainly to the conduction and the midgap band at the Fermi
energy. In terms of orbital angular momentum, the states around the Fermi level
have mainly mz = 0 character, though small contributions of states with mz = ±1
and mz = ±2 are also found.
The approximately linear energy dependence of the PDOS of the carbon atoms in
the vicinity of the adatom reflects the almost intact linear dispersion of graphene
around the Fermi level shown in Fig. 3.12. We have now seen already several
indications that copper binds only weakly (and noninvasively) to graphene.
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Orbital tight-binding model for the top position
Figure 3.12 already displayed the TB fit to the DFT electronic band structure. The
model which forms the basis of this fit is the minimal orbital TB Hamiltonian of
Eq. (2.79), which we applied successfully also for the methyl group and fluorine on
graphene in the previous sections, Secs. 3.4 and 3.5. States with mz = 0 character
dominate for the three bands around the Fermi level. This insight gives us further
motivation to use this orbital model Hamiltonian to describe the (weak) bonding
of copper to graphene,
Horb = ωt
∑
σ
(|Oσ〉〈Y σ|+ |Y σ〉〈Oσ|)
+εt
∑
σ
|Oσ〉〈Oσ| . (3.7)
All three bands around the Fermi energy, the valence, midgap, and conduction
band, are considered in the fit of the band structure along the full M-K-Γ-M line.
The minimal least-square is obtained for the orbital parameters ωt = 0.81 eV, re-
flecting the weak hybridization of copper to graphene, and the small on-site energy
εt = 0.08 eV. A very good agreement between TB and DFT data is obtained with
this parametrization, see Fig. 3.12.
Dilute limit: the bridge position
Remarkably, copper in the top and bridge positions looks very alike on the orbital
level, as we will see below. However, it is important to note that the bridge posi-
tion differs from the top position by the local point group symmetry. The bridge
configuration is invariant under the four symmetry operations of the point group
C2v (see Fig. 2.12 on page 44). This has a direct consequence on the shape of the
irreducible wedge in the Brillouin zone11. We can identify the irreducible wedge in
the bridge position as the trapezoid defined by the path Γ-M1-K1-K2-Γ, which is
shown in Fig. 3.14 next to the electronic band structure. Time reversal symmetry
followed by the translation along a reciprocal lattice vector maps K1 to K2. It
follows that the electronic spectrum is identical at these two points, although the
eigenstates at these points have opposite spin-polarization. However, one fails to
find a similar map between the high symmetry points M1 to M2 due to the low
C2v symmetry. We expect in general different spectra at the M1 and M2 points
and, similarly, on the interconnecting lines of the path Γ-M1-K1-Γ-M2-K2-Γ.
The electronic band structure of copper in the bridge position, along the chosen
path in the irreducible wedge of the Brillouin zone as shown in Fig. 3.14, exhibits
11In the top configuration, the irreducible wedge is defined by the path M-K-Γ-M (see Fig. 3.12).
Applying time reversal, the local point group symmetries of C3v, and translation along the
reciprocal lattice vectors onto the wedge, we can cover the full hexagonal Brillouin zone.
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Figure 3.14: Electronic band structure of graphene functionalized with copper in the
bridge position for a 10 × 10 supercell calculation from both DFT (black symbols) and
TB (solid line). The TB parameters ωt = 0.54 eV and εt = 0.02 eV are obtained by fitting
the (a) conduction, (b) midgap, and (c) valence band to the DFT data. The upper right
panel displays the path chosen in the hexagonal Brillouin zone. The lower right panel
presents a top view of the C2v symmetric adsorption of copper in the bridge position.
The orientation of the coordinate systems in both the real and the reciprocal lattice are
chosen to be the same.
several similarities with copper in the top position (cf. Fig. 3.12). Around the
Fermi energy, we can clearly identify three bands (a), (b), and (c), which we call
the conduction, midgap, and valence band, respectively. Furthermore, traces of the
Dirac cone appearing in the unperturbed graphene system can be found around
K1 and K2 in the energy interval [−1, 0.75] eV. However, crossings are emerging
along the paths M1-K1 and K2-Γ between the valence and midgap band, and the
conduction and midgap band, respectively.
Also the DOS for the bridge configuration [101] of Fig. 3.15 (7 × 7 supercell),
projected to states with different total angular momenta on copper and neighboring
carbon atoms C1n, C2n, C3n, and C4n, looks very much alike the one of the top
configuration (Fig. 3.13). This appears to be natural if we consider the very similar
orbital band structures in both adsorption positions. Looking closely, one sees that
the PDOS for the nearest carbon neighbors to the copper adatom differs mainly
in the energies from -0.5 to 0.5 eV around the Fermi level. In the top position, the
copper s states hybridize with the pi states on C2n and C4n of the opposite sublattice.
Also the methyl group and fluorine in the top position exhibit this hybridization
with states on the opposite sublattice (see Secs. 3.4 and 3.5). In the bridge position,
on the other hand, we see peaks in the PDOS from states with p orbital character
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Figure 3.15: DOS of graphene functionalized with copper adatoms in the bridge position
for a 7× 7 DFT supercell calculation. The data is resolved to the total angular momenta
j and the orbital quantum numbers s, p, and d, for the atomic sites (a) Cu, (b) C1n,
(c) C2n, (d) C3n, and (e) C4n [see Fig. 3.11(b) for the labeling convention]. A numerical
energy broadening of 130meV was applied in the calculations. Adapted from [101].
on coppers carbon binding partners C1n and the third nearest neighbors C3n.
In total, the s, p, and d orbital states are found at the energies as in the top case.
Copper’s d states with j = 3/2 and j = 5/2 are split by about 0.2 eV. Furthermore,
states around the Fermi level have dominantly mz = 0 character (not shown in the
PDOS). These results match with those of copper in the top position. We therefore
expect that the local SOC has the same physical origin in both systems.
Orbital tight-binding model for the bridge position
Before changing gears and considering the SOC effects on the band structure, let
us first present the orbital model Hamiltonian for the bridge position. Around the
Fermi level, states with orbital angular momentum mz = 0 dominate the electronic
properties. Considering copper’s two adsorption partners in the bridge position, we
have [see Eq. (2.79)],
Horb = ωb
∑
σ
∑
j=1,2
(|Oσ〉〈Yj σ|+ |Yj σ〉〈Oσ|)
+εb
∑
σ
|Oσ〉〈Oσ| . (3.8)
As in the top position, we describe the binding of copper in the bridge position to
graphene by two orbital parameters: the hybridization strength ωb and the on-site
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Figure 3.16: Spin splitting of the bands close to the Fermi energy of graphene func-
tionalized with copper in the top position in the dilute limit. The splittings along the
high symmetry line M-K-Γ-M are obtained for a 10× 10 supercell calculation from both
DFT (black dotted) and the best-fit TB model (blue solid). The labeling (a), (b), and
(c) corresponds to the band labeling in Fig. 3.12. The shaded region around the K point
indicates the fitting region.
energy εb. From the least-square fit of the valence, midgap, and conduction band
along the full Γ-M1-K1-Γ-M2-K2-Γ line we obtain ωb = 0.54 eV and εb = 0.02 eV.
With these parameters, indicating by their small value the weak bond established
between copper in the bridge position and graphene, excellent agreement between
the DFT and TB calculated band structures is achieved, see Fig. 3.14.
3.6.2 Spin-orbit coupling from dilute copper coverage
In the following, we consider the effect of SOC on the band structure of copper in
both the top and bridge position. First, we apply the local SOC Hamiltonians of
the previous chapter, Secs. 2.5.3 and 2.5.4. Following this, we address the origin of
the observed local SOC strengths.
Local spin-orbit coupling in the top position
Figure 3.16 presents the SOC induced band splittings for copper in the top position
calculated from DFT [101]. To model the local SOC effects around the Fermi level,
we make use of the minimal effective SOC Hamiltonian as derived in Sec. 2.5.3. We
can do so as the DOS analysis revealed that the energies around the Fermi level
are dominated by states with mz = 0. The derivation of the model Hamiltonian
in Sec. 2.5.3 relies on the assumption of effective atomic orbitals which have mz =
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0 character and are, therefore, invariant under all symmetries of the local point
group C3v (and invariant under time reversal symmetry). Similar as in the case
of methyl or fluorine on graphene, we find that we can reduce the set of free SOC
parameters to only three: the spin-conserving intrinsic coupling ΛBI , and the spin-
flipping couplings ΛR and ΛBPIA. This reduction is achieved by fitting the three
bands of valence, midgap, and conduction to the DFT data for energies around the
Fermi level. The quasi-momenta considered in the fitting are specified in Fig. 3.16.
Defining the SOC coupling parameters according to Eq. (2.89) (Sec. 2.5.3), the
model Hamiltonian for the local SOC induced by copper binding in the top position
reads
Htopso =
iΛBI
3
√
3
∑
σ
∑
〈〈Zj ,Zk〉〉
νZj ,Zk
[
sˆz
]
σσ
∣∣Zj σ〉〈Zk σ∣∣
+
2ΛBPIA
3
∑
σ 6=σ′
∑
〈〈Zj ,Zk〉〉
[
isˆ× dZj ,Zk
]
z,σσ′
∣∣Zj σ〉 〈Zk σ′∣∣
+
2iΛR
3
∑
σ 6=σ′
∑
〈Y,Zj〉
[
sˆ× dY,Zj
]
z,σσ′
∣∣Y σ〉 〈Zj σ′∣∣+ H.c.
+
iλI
3
√
3
∑
σ
∑
〈〈m,n〉〉
′
νm,n
[
sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣ . (3.9)
The last term addresses the intrinsic SOC of unperturbed graphene with the fixed
value λI = 12µeV and couples all next-nearest neighbor sites apart of the sites C2n,
which are represented by the states |Zj〉.
Fitting the band-splitting under fixed orbital parameters ωt and εt, we obtain
the parameter values ΛBI = 9meV, ΛR = 30.2meV, and ΛBPIA = −47.4meV. With
these parameters, the TB and DFT band-splittings align very nicely in the fitting
region. While the splitting of the midgap band is also well recovered outside the
fitting region, we see large deviations in the valence and conduction band when
approaching the Γ point. At the Γ point, the two bands are farther away from the
Fermi level and states with orbital character other than mz = 0 start to contribute.
Local spin-orbit coupling in the bridge position
The form of the local SOC model Hamiltonian is very different in the bridge po-
sition, compared to the top position, as there the local point group is C2v. One
of the consequences is the enhanced number of free local SOC parameters, as was
shown in Sec. 2.5.4. Here, comparing the model to the spin splitting of the elec-
tronic bands, found in the DFT calculations, helps a lot in reducing the number
of fit parameters. We find that the local SOC is well described with three SOC
parameters. The model SOC Hamiltonian, which is invariant under the local C2v
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Figure 3.17: Spin splitting of the bands close to the Fermi energy of graphene function-
alized with copper in the bridge position in the dilute limit. The splittings along the high
symmetry line Γ-M1-K1-Γ-M2-K2-Γ are obtained for a 10× 10 supercell calculation from
both DFT (black dotted) and the best-fit TB model (blue solid). The labeling (a), (b),
and (c) corresponds to the band labeling in Fig. 3.14. The shaded regions around the K1
and K2 points indicate the fitting regions.
symmetry and well reflects the influence of copper in the bridge position, reduces
then from Eq. (2.99) to
Hbridso = Re
(
ΛYZf
)∑
σ 6=σ′
∑
〈Yj ,Zk〉
νO,Zk
[
isˆy
]
σσ′ sgn
[
dO,Yj .dY1,Y2
] ∣∣Yj σ〉 〈Zk σ′∣∣+ H.c.
+ iΛYYf
∑
σ 6=σ′
[
sˆ× dY1,Y2
]
z,σσ′
∣∣Y1 σ〉 〈Y2 σ′∣∣+ H.c.
+
∑
σ 6=σ′
∑
〈〈O,Zj〉〉
{
νO,Zj
[
isˆy
]
σσ′ Re
(
ΛOZf
)
+ i Im
(
ΛOZf
)}
× sgn[dO,Zj .dY1,Y2] ∣∣Oσ〉 〈Zj σ′∣∣+ H.c.
+
iλI
3
√
3
∑
σ
∑
〈〈m,n〉〉
νm,n
[
sˆz
]
σσ
∣∣Xm σ〉 〈Xn σ∣∣ . (3.10)
The last term represents the spin-conserving intrinsic SOC λI = 12µeV of un-
perturbed graphene, which couples all next-nearest carbon neighbors. To extract
the values of the SOC parameters, we consider the low energy region around the
K1 and K2 points. Figure 3.17 displays both the model and DFT calculated spin
splitting of the valence, midgap, and conduction bands. The quasi-momenta, which
are included in the fitting, are indicated in the figure. The very good agreement
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between model and DFT in the fitted region is obtained with the local SOC param-
eters ΛYZf = (−7.5 + i 0)meV, ΛYYf = 41meV, and ΛOZf = (1.4 + i 8.4)meV. As we
already saw for copper in the top position, the splitting of the midgap band is well
recovered along the full Γ-M1-K1-Γ-M2-K2-Γ path. Significant deviations, on the
other hand, appear in the valence and conduction band around the Γ point. The
same reason as in the top position causes our model to fail there: The two bands
are farther away from the Fermi level and states with orbital character other than
mz = 0 start to contribute.
Microscopic origin of the local SOC
For copper in the bridge position, the local SOC terms are described by spin-
flipping hoppings only. The SOC strengths lie in the range from 1 to 40meV,
with the highest value occuring for the hopping underneath the copper adatom. In
the top position, both spin-flipping and spin-conserving hoppings are necessary to
explain the effect of the local SOC on the band structure. The SOC parameters
reach values from 10 to 50meV. What is the origin of this strong local enhancement
of SOC?
The local sp3 distortion can be ruled out as the enhancing factor due to two
reasons. First, we saw that copper is only weakly bonding to graphene and leads
to very small local distortion of the graphene lattice. The observed corrugation of
about 0.1Å for both positions is negligible for the local SOC. In particular, based
on Castro Neto’s and Guinea’s prediction, Eq. (3.2), we would expect a maximum
value for the SOC of 0.7meV for the corrugation observed in the top position12.
Second, comparing the local SOC strengths of copper in both adsorption positions
to the ones of, for example, the methyl group13 on graphene, we have to conclude
that the enhancement appears by a large portion due to the intra-atomic spin-orbit
interaction of the copper adatom itself. The contributions of the p and d orbitals
on copper seem to play a major role. Indeed, to entangle the influence of copper’s
intra-atomic SOC from the one of local sp3 distortion, the SOC was turned off
on copper for the top position in the DFT calculations of Ref. [101]. The band
splittings, see Fig. 3.18, then drop down to values of the order of 10µeV. The
orbital contributions in the PDOS for both the top and bridge position are quite
similar so that we can expect a similar result for the bridge position. In the case of
fluorine on graphene, SOC strengths up to 10meV were caused by fluorine’s px and
py orbitals. We found above in the PDOS analysis that copper contributes with
both p and d orbital states close to the Fermi energy, which can therefore influence
12Ref. [101] reports that apart the vertical displacement of C1n by 0.08Å in the top position, the
lattice constant, and thus the C2n-C2n bond length, remains almost unchanged (aL = 2.46Å).
From this, we estimate the C1n-C2n distance to be about 1.51Å and A ≈ 0.046 in Eq. (3.2).
13We saw in Sec. 3.4 for the methyl group on graphene that the local sp3 distortion is the main
mechanism behind the local SOC strengths of the order of 0.1 to 1meV.
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Figure 3.18: Spin splitting of the bands close to the Fermi energy of graphene function-
alized with copper in the top and bridge positions for a 7× 7 supercell DFT calculation.
The band labeling (a), (b), and (c), as well as the labeling of the high symmetry points cor-
responds to those shown in Figs. 3.12 and 3.14. Turning off SOC on the copper adatom in
the top position, results in a splitting shown by the black dashed line. Adapted from [101].
the local SOC.
If the d levels affect the local SOC for energies close to the Fermi level, then
there would be an effect on the spin splitting of the valence, midgap, and conduc-
tion band by shifting the d levels away from the Fermi level. In the DFT calculations
of Ref. [101], this is acchieved by adding a Hubbard U term to the exchange func-
tional [164]. Practically speaking, the inclusion of a nonzero Hubbard U shifts the
fully occupied copper d levels to lower energies. As shown in Ref. [101], the spin
splittings decrease in all three bands of interest with increasing the U parameter.
The band which is most affected by the d levels is the valence band as it lies clos-
est in energy to the d states. Further analysis of the spin splittings [101] reveal
that coppers p and d orbitals contribute by about the same magnitude to the spin
splitting of the midgap band. The spin-orbit splitting of the d levels of isolated
copper is with about 253meV one order of magnitude larger than the one of the p
levels with about 31meV [163]. This factor of ten relating the intra-atomic SOC
strenghts of the d and p orbitals of copper competes with the factor of 0.1 which
relates the orbital contribution of the d and p states to energies around the Fermi
level as found in Ref. [101]. This competition results in the approximately equal
importance of the p and d levels to the SOC effects of copper on graphene.
In summary, we found that copper in both the top and bridge positions on
graphene induces local strong SOC of the order of tens of meV. The adsorption of
copper on graphene, therefore, locally enhances the SOC of graphene by up to a
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Orbital [eV] SOC [meV]
Adsorbate ω ε ΛAI ΛBI ΛBPIA ΛR ΛYZf ΛYYf ΛOZf
CH3 (top) 7.6 -0.19 -0.77 0.15 -0.69 1.02 − − −
F (top) 5.5 -2.2 − 3.3 7.3 11.2 − − −
Cu (top) 0.81 0.08 − 9.0 -47.4 30.2 − − −
Cu (bridge) 0.54 0.02 − − − − -7.5 41 1.4 + i 8.4
Table 3.3: Summary of the orbital TB parameters as well as the local SOC strengths
induced by binding of the methyl group CH3, fluorine F, and copper Cu on graphene.
The parameters are extracted from fitting the orbital adatom Hamiltonian and the local,
symmetry-motivated SOC models of Secs. 2.5.3 and 2.5.4 to DFT data. See Secs. 3.4, 3.5,
and 3.6 for details.
factor of 1000. While the sp3 distortion gives only a negligible contribution, we
realized that coppers p and d orbitals are dominantly causing the giant local SOC
enhancement. Furthermore, these orbitals appear to be equally important.
3.7 Concluding remarks
In this chapter, we have successfully applied the local, symmetry-motivated, SOC
Hamiltonians of the first chapter to adsorbates in the top and bridge positions
on graphene. We focused on three candidates: the methyl group CH3 in the top
position, the fluorine adatom F in the top position, and the copper adatom Cu,
which appears to bind equally likely in the top and the bridge position. An im-
portant insight into the electronic structure of graphene functionalized with the
considered adsorbates is given by the DFT calculations. Understanding the basic
physical mechanisms on the scale of the atomic orbitals, the free TB parameters
of the model Hamiltonians were found by fitting the DFT calculated band struc-
ture and, for the SOC strengths, the spin-orbit induced splitting of the bands. We
concentrated our analysis on the energy bands close to the Fermi level, which we
call the valence, midgap, and conduction band. Table 3.3 summarizes all obtained
parameters for the different adsorbate cases.
We found that the local SOC in graphene in the vicinity of CH3 is by a factor of
100 larger than the intrinsic SOC in pristine graphene and reaches values from 0.1
to 1meV. The local sp3 distortion [51] is at the basis of this observation, similar
to the case of hydrogenated graphene [52]. For fluorine and copper, on the other
hand, the intra-atomic SOC of the adatoms are more important. The p levels of
fluorine dominate in the local SOC enhancement, giving local SOC strengths of 1
to 10meV. In the case of copper, for the two adsorption positions top and bridge,
copper’s p and d orbitals bring about a large local SOC with values ranging from
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about 10 to 50meV. The effect of the small local sp3 distortion, observed for copper,
is negligible.
Locally enhanced SOC in graphene functionalized with adsorbates can have a
strong impact on the spin relaxation. In this scenario, the spin relaxation rates are
mainly affected from short-range scattering events off the impurities [62, 115, 165–
170]. Also magnetic moments, which we have not treated in detail in this chapter,
can significantly influence the spin relaxation. Virtual bound states may arise due
to the adsorbate on graphene at low energies. Those states are formed by the
itinerant electrons of graphene scattering resonantly off the impurity. During the
resonant scattering process the electron spends a finite time in the vicinity of the
adatom and can feel the spin-flip field of the local SOC or local magnetic moments.
The spin-orientation of the electrons is therefore altered by the local environment
and the spin relaxation rate increases. In the following chapter, we focus on the
orbital aspects of resonant scattering before we present a model for spin relaxation
by resonant scattering off magnetic moments in Ch. 5. In detail, we will study on
the following pages adatoms with s and pz orbital character which are adsorbed
on graphene in the three positions top, bridge, and hollow. We determine the
resonance characteristics of the adatoms on the DOS and the momentum relaxation
rates. Furthermore, we will compare the orbital effect of a general adatom to the
ones caused by vacancies.
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4
Adatoms and resonant scatterers in
graphene
This chapter is based on the paper “Resonant scattering due to adatoms in graphene:
Top, bridge, and hollow positions”, PRB 97, 075417 (2018), by Susanne Irmer,
Denis Kochan, Jeongsu Lee, and Jaroslav Fabian.
4.1 Resonant scattering in graphene
An impurity in a metal can give rise to two scenarios [171, 172]. On the one hand, if
the impurity potential is strongly attractive, it induces a bound state just beneath
the continuum of the conduction band states. Increasing the spatial distance to
the impurity, the amplitude of the bound state’s wave function is exponentially
decaying so that the state is strongly localized around the impurity site. On the
other hand, if the impurity is of a weaker nature, the conduction electrons will spent
only some finite time in its vicinity. A scattering resonance [172] is induced by the
impurity which is also called a virtual bound state1. At large distances from the
impurity site, the states have Bloch state character. The virtual bound state lies
in the continuum of the conduction band states and induces, therefore, a narrow
peak in the metal’s DOS.
Virtual bound states represented by peaks in the DOS can also occur in graphene
and are induced by short-range impurities. The wave function amplitude of those
states generally decay according to a power law [173–175] and are therefore not
normalizable. Strictly speaking, those states are only quasi-localized as one cannot
define a localization length like for exponentially localized states [174]. We kindly
ask the reader to keep this distinction in mind, but will employ the term “localized”
in the rest of this chapter and use the term “resonant state” instead of virtual bound
state.
In its pristine form, graphene is a semimetal and thus exhibits no band gap
separating the valence and conduction band. The DOS vanishes at the charge
neutrality point of pristine graphene and grows linearly for higher, but low, energies.
Due to the finite but small DOS, graphene is especially sensitive to resonant states
1The state is not a well-defined eigenstate and therefore no true bound state.
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forming in the low energy region. We refer to the energy at which the resonant
state appears in the DOS as the “resonance energy”. The resonance lifetime, τ , can
be estimated from the width Γ (full width of half maximum) of the resonance peak
appearing in the DOS, by using the relation τ = ~/Γ.
The change in graphene’s DOS due to the resonant state translates also to the
relaxation rates measured in transport experiments [97, 176–178]. For example,
Robinson et al. [97] predicted by a study based on the T -matrix formalism that the
adsorbates H+ and OH−1 (both binding to the top position) induce an asymmetry in
the conductivity. However, this property crucially depends on the kind of adsorbate
or short-range scatterer and needs to be distinguished [178, 179] in experiments from
long-range Coulomb scattering events [59, 60, 119, 180] due to charged impurities in
the sample. The short-range scattering, in contrast to charge scattering processes,
plays an important role in spin relaxation experiments [62, 115, 165–169]. Local
spin-orbit coupling or local magnetic moments might be induced by an impurity
serving as a resonant scatterer to graphene. The local property can then efficiently
affect the spin of the electrons moving through the sample in the finite time they
are localized in the vicinity of the impurity during the resonant scattering event.
Different sources for resonant states in graphene have been explored throughout
the past years comprising studies on the zero-energy modes arising from vacan-
cies [173, 174, 181] and more general resonant states due to substitutional impu-
rities [174, 182–184] and adsorbates. Regarding the latter, two main approaches
were followed. Either specific adatoms were investigated [52, 98, 99, 101, 110, 139,
185, 186], often with the input of DFT calculations, or a symmetry analysis based
on the difference in the adsorption positions was used [6, 55, 187, 188]. This led, for
example, to the indications that an s-like orbital in the hollow position is effectively
decoupled from the graphene states [55, 187].
In this chapter, we want to contribute to the already large amount of works on
resonant scattering in graphene by offering a comprehensive view on single (or a
dilute amount of) adsorbates binding in the different adsorption positions of top,
bridge, and hollow to graphene. We restrict ourselves to adsorbates with s or pz
orbital character2 to catch basic differences and similarities between different con-
figurations. We will see intersections with the results of earlier theoretical works,
though, by scanning a large portion of the orbital parameter space, which charac-
terizes the impurity, we also extend and connect them.
The first part of the chapter, Sec. 4.2, addresses the employed adatom models and
how one obtains through the non-perturbative T -matrix formalism the resonance
characteristics in the DOS and momentum relaxation rates. In Sec. 4.3, we address
and characterize adsorbates in the top, bridge, and hollow positions. For example,
we will meet similarities between our results for an adsorbate in the bridge position
2The approach, presented in this chapter, can be straightforwardly extended to other atomic
orbitals. However, this is not in the scope of the present work.
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and findings of Wehling et al. [183] on double substitutional impurities, which they
also obtained within the T -matrix formalism. We also observe the decoupling of
C6v symmetric atomic orbitals in the hollow position from graphene (see, e.g.,
Ref. [187]) regardless of the adatom’s orbital parameters. After investigating the
localization of the resonant states around specific impurities in Sec. 4.4, we draw
in Sec. 4.5 a comparison between adsorbates, the special cases of vacancies, and
the so-called strong midgap scatterers (SMS) [2, 176, 177, 189]. The SMS model
is especially interesting as it provides an analytic formula for the conductivity,
which is derived from partial wave analysis. This formula allows to extract the
impurity concentration from experimental data in a convenient way and seems to
be often used (see, for example, Refs. [134, 190, 191]). By a direct comparison of
the model to the T -matrix treatment of general adatoms and vacancies, we point
to the limitations of the model and the consequences for quantitative data analysis
based on the conductivity model.
4.2 Methods
In this chapter, we are interested in the resonance levels induced by single monova-
lent adatoms on graphene, i.e., we focus on the single adatom limit. A convenient
tool for these investigations is the Green’s function methodology together with the
fully non-perturbative T -matrix approach.
4.2.1 T -matrix formalism
Let H0 represent the Hamiltonian of graphene being subject to a perturbation V .
The total system is then described by H = H0 +V . The retarded Green’s operator
of this system satisfies [
E+ −H] G(E+) = 1 , (4.1)
where E+ = E + iδ is the energy including an infinitesimal imaginary part δ → 0.
Without the infinitesimal δ, the operator [E −H] will be singular for specific ener-
gies and, therefore, is then not invertible. Including the imaginary part and multi-
plying with the inverse of the operator in Eq. (4.1) results in the Dyson equation
for the full retarded Green’s operator,
G(E+) = G0(E+) + G0(E+)VG(E+) , (4.2)
where we defined the Green’s operator of the unperturbed system as G0(E+) =
[E+ −H0]−1. Equation (4.2) can be solved iteratively and one obtains
G(E+) = G0(E+) + G0(E+)T G0(E+) , (4.3)
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where
T = V + VG0V + VG0VG0V + ...
= V [1− G0(E+)V]−1 (4.4)
denotes the T -matrix. We would like to calculate the T -matrix in the local atomic
basis, i.e., we are interested in the matrix elements 〈Xl|T |Xm〉 where |Xl〉, |Xm〉
are pz orbital states on the graphene lattice sites. In order to evaluate these matrix
elements, we need to know, on the one hand, the perturbation V and, on the other
hand, the propagators (or Green’s functions) 〈Xl|G0|Xm〉.
Perturbation V for different adsorption positions
We obtain the perturbation term V by integrating out the adatom degree of free-
dom from the “graphene+adatom” system using the Löwdin transformation [112].
Starting point is the Hamiltonian describing graphene with a single adatom in the
top, bridge, or hollow position [see Eq. (2.79) in Sec. 2.5],
H = ε |O〉 〈O|+ ω
∑
〈O, l〉
(|O〉 〈Yl|+ H.c.) +H0 , (4.5)
which includes the Hamiltonian of unperturbed graphene in the nearest neighbor
approximation,
H0 = −t
∑
〈l,m〉
|Xl〉 〈Xm| . (4.6)
Since we are only interested in the orbital degrees of freedom, we omit the sum-
mation over spin indices in the above and all following formulas. The first part
in Eq. (4.5) describes the effective adatom orbital |O〉 characterized by an on-site
energy ε and its hybridization to the nearest carbon partners |Yl〉 in the graphene
lattice. The maximal number of these hybridization partners depends on the ad-
sorption position of the adatom and reduces to one for the top position, to two for
the bridge, and to six for the hollow position. As previously in Sec. 2.5, we assume
that the effective orbital on the adatom is invariant under the local point group
symmetry corresponding to the adsorption position3. This condition is met, for all
adsorption configurations, by an adatom orbital having s or pz orbital character.
In the Löwdin down-folding procedure [112] one partitions the basis of the un-
perturbed eigenstates of the full system, i.e., graphene with the adatom, into two
classes A and B. For our purposes, class A will describe the adatom degree of free-
dom and class B the graphene system. Löwdin derives in his work a perturbative
formula, which describes the influence of one class of states onto the other. If we
3We saw in Sec. 2.5 that an adatom in the hollow position leads to local C6v, an adatom in the
top position to local C3v, and an adatom in the bridge position to local C2v symmetry.
84
4.2 Methods
are interested only in the B sector of states of the Hamiltonian H, we can eliminate
the sector A by using4
H = HBB +HBA(E −HAA)−1HAB ≡ H0 + V(E) , (4.7)
since HBB ≡ H0 in our above notation. Thus, we obtain an effective Hamilto-
nian for a graphene-only system which includes an energy dependent perturbation
V(E) = HBA(E−HAA)−1HAB originating in the adatom binding to graphene. The
Hamiltonian for the adatom is simply given by HAA = |O〉 ε 〈O| and the hybridiza-
tion of the adatom to graphene is included in HAB =
∑
l |O〉ω 〈Yl| = H†BA. We find
that the energy-dependent perturbation acts on the nearest carbon neighbor(s) of
the adatom,
V(E) = |ω|
2
E − ε P . (4.8)
The operator P projects to the space of states formed by the pz orbitals of the
hybridization partners of the adatom,
P =
∑
〈O, l〉
|Yl〉
∑
〈O,m〉
〈Ym|
 , (4.9)
so that in the effective graphene-only Hamiltonian the carbon hybridization part-
ners gain energy-dependent on-site potentials and are coupled among themselves
by the same strength |ω|2/(E − ε).
Green’s functions for graphene
Having uncovered the form of the perturbation V needed for the T -matrix, we
will now turn our attention to the Green’s functions. We are interested in local
impurities and aim at the real space representation of the retarded Green’s functions
for graphene. Nevertheless, we start from the momentum representation of the
Hamiltonian of pristine graphene,
H0(q) = −t
(
f˜orb(q) |Aq〉 〈Bq|+ H.c.
)
, (4.10)
which can be represented by a 2 × 2 matrix in the Bloch basis {|Aq〉 , |Bq〉}. In
order to obtain Eq. (4.10) from the nearest neighbor TB Hamiltonian of graphene
4The interested reader is encouraged to have a look at the appendix in Löwdin’s paper [112],
where he gives a symbolic derivation of the basic formulas. This derivation shows the con-
nection between Eq. (4.7) and the formulas including geometrical series in the main text of
Löwdin’s paper.
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in real space [Eq. (2.4) on page 9] we employed a slightly different convention for
the Bloch transform compared to Eq. (2.5):
|Xαq 〉 =
1√
N
∑
Rm
eiq.(Rm+τα) |Xαm〉 . (4.11)
Here, the index α indicates whether the pz orbital state resides on the A or B
sublattice where |XAq 〉 ≡ |Aq〉 and |XBq 〉 ≡ |Bq〉. Accordingly, Rm + τα specifies
the absolute position of the carbon atom in the graphene lattice. While the lattice
vectors Rm address the m-th unit cell in which the carbon site is located, the
vector τα takes into account the relative shift in the absolute position between the
sublattice sites A and B in the same unit cell. Figure 4.1(a) displays the choice of
the unit cell and the vectors δm connecting nearest carbon neighbors. Explicitly, we
have δm = [cos(m2pi3 +
pi
2
), sin(m2pi
3
+ pi
2
)]acc with m = 1, 2, 3 and acc = aL/
√
3 being
the carbon-carbon distance. In this convention, the shifting vectors are τA = 0 and
τB = −δ3. We obtain the orbital structural function f˜orb(q) entering Eq. (4.10) as
f˜orb(q) = exp(iq.δ1) + exp(iq.δ2) + exp(iq.δ3) . (4.12)
The eigenenergies of pristine graphene, describing the conduction (n = +1) and
valence band (n = −1), are accordingly given by
n(q) = n t|f˜orb(q)| . (4.13)
Using Eq. (4.10) and inverting [E+−H0(q)], we find for the Green’s operator of
graphene
G0(E+) =
∑
α,β,q
|Xαq 〉 〈Xαq | [E+ −H0(q)]−1 |Xβq 〉 〈Xβq |
=
∑
α,β,q
|Xαq 〉
[
E+δα,β − tf˜orb(q) δα,Aδβ,B − tf˜orb(q) δα,Bδβ,A
E+2 − t2|f˜orb(q)|2
]
〈Xβq | . (4.14)
From the matrix elements limδ→0 〈Xαl | G0(E+) |Xβm〉, after taking the continuum
limit, we can identify three different kinds of Green’s functions for graphene in real
space, see Fig. 4.1(b). The first one is the on-site Green’s function which we obtain
from setting l = m and α = β,
G00(E) = lim
δ→0
G00(E
+) = lim
δ→0
V
N
∫
1st BZ
dq2
(2pi)2
E+
E+2 − t2|f˜orb(q)|2
. (4.15)
The second type of Green’s function couples two different sites on the same sublat-
tice, i.e., α = β and l 6= m,
GNNlm (E) = lim
δ→0
GNNlm (E
+) = lim
δ→0
V
N
∫
1st BZ
dq2
(2pi)2
E+eiq.(Rl−Rm)
E+2 − t2|f˜orb(q)|2
. (4.16)
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Figure 4.1: (a) Graphene unit cell (red dashed line) and the site labeling convention on
a hexagon ring as used for the real space representation of the Green’s functions. Bold
arrows show the orientation of the nearest neighbor connection vectors δj , j = 1, 2, 3.
(b) Schematic view of the relevant Green’s functions coupling sites on a hexagon ring: G00
giving the on-site contribution, GAB12 and GAB14 coupling sites on the opposite sublattice,
and GNN13 coupling sites on the same sublattice.
Finally, the third kind of Green’s function couples two different sites on the opposite
sublattice, i.e., α 6= β and l 6= m,
GABlm (E) = lim
δ→0
GABlm (E
+) = lim
δ→0
V
N
∫
1st BZ
dq2
(2pi)2
(−t)f˜orb(q) eiq.(Rl−Rm−τB)
E+2 − t2|f˜orb(q)|2
, (4.17)
and
GBAlm (E) = lim
δ→0
GBAlm (E
+) = lim
δ→0
V
N
∫
1st BZ
dq2
(2pi)2
(−t)f˜orb(q) eiq.(Rl−Rm+τB)
E+2 − t2|f˜orb(q)|2
. (4.18)
In the above formulas, the integration runs over the first Brillouin zone and the
area of one unit cell of graphene is represented by V/N = Auc.
An analytic expression for the on-site Green’s function G00 for small energies can
be obtained by linearizing the spectrum around the ±K points in the first Brillouin
zone [185, 192, 193]. In this approach, the integral in Eq. (4.15) is transformed to
two integrals around the two Brillouin zone corners. The integral spreads over all
states lying in a circle of radius Λ around ±K, where the momentum cutoff Λ
ensures the conservation of the number of states. One obtains
G00(E) =
E
W 2
ln
∣∣∣∣ E2W 2 − E2
∣∣∣∣− ipi |E|W 2 Θ(W − |E|) , (4.19)
where W = ~vFΛ =
√√
3pit is the cut-off energy and Θ(x) the Heaviside step
function.
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A word of caution has to be voiced if one wants to repeat the same process for
the other types of Green’s functions. Obtaining analytic formulas for GNNlm and
GABlm requires the limit Λ→∞ [170, 193]. It was already noted in Refs. [185, 193]
that this approximation has to be taken with a grain of salt. Indeed, a numerical
comparison of Wang et al. [194] showed that the value of the momentum cutoff has
to be selected carefully to obtain sufficiently good results. We tested the effect of
the Λ→∞ approximation in the calculation of GNNlm and GABlm , as given in Ref. [170],
on the results of the resonance energies which will be presented below. Compared
to a fully numerical integration5 using the complete graphene spectrum we found
that for the bridge position the resonance levels shift significantly. For example, for
a copper adatom in the bridge position, as parametrized in Sec. 3.6, the Λ → ∞
approach yields a resonance energy of Eres = 128meV [101], whereas evaluating
the Green’s functions numerically results in Eres = 82meV. We cross-checked the
fully numerical result with TB calculations for large supercells, which simulate a
finite but very small adatom concentration of the order of 0.01%. For an adatom
in the hollow position, no resonance level could be found in the investigated energy
interval for the linearized model and Λ → ∞. However, this is in contrast to the
results of the TB supercell simulations and the numerical evaluation of the Green’s
functions.
To obtain reliable results, we evaluate all Green’s functions by full numerical
integration of the non-linearized spectrum over the 2D Brillouin zone. Throughout
the calculations we keep a small energy broadening of δ = 1meV due to numerical
costs. The position of the resonance energies are affected only marginally by this
factor. Changing δ → δ/2 leads to changes of the order of 0.1%. The width of
the resonance peaks is naturally the more affected by the broadening the smaller
the width is. Especially, resonance widths smaller than 2meV can not be resolved
within our numerical calculations. In the top and bridge position, changing δ → δ/2
decreases the level widths by about 1 to 2meV. The hollow position, on the other
hand, exhibits very narrow peaks of about twice the energy broadening, measuring
about 2meV. Although, we cannot extract the correct widths in the hollow position,
the widths we obtain in the top and bridge positions appear to have the correct order
of magnitude despite the finite energy broadening of 1meV. Note that although we
are keeping a finite imaginary part δ for the energy E+, we omit the superscript +
in the following formulas.
With the help of symmetry arguments we can reduce the number of Green’s
functions needed for the different adsorption position and, thus, reduce the numer-
ical costs for their calculation. Apart the translational symmetry holding for all
propagators, the Green’s functions GABlm coupling opposite sublattices respect the
threefold rotational symmetry. Green’s functions for sites on the same sublattice,
GNNlm , can be transformed to equivalent Green’s functions by sixfold rotations [195].
5For the numerical integration we used the trapezoidal rule as described in Ref. [151].
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Coupling sites on the same hexagon ring, as required by the form of V for the
hollow position, see Eq. (4.8), needs at maximum four different Green’s functions:
G00, GAB12 = GAB16 = GAB32 , GNN13 = GNN15 = GNN35 , and GAB14 = GAB52 = GAB36 . The
propagators are indicated in Fig. 4.1(b).
T -matrix for different adsorption positions
With V of Eq. (4.8) and Gαβlm = 〈Xαl |G0|Xβm〉 we can evaluate the T -matrix elements
〈Xαl |T |Xβm〉 in the local atomic basis. Using Eq. (4.4) and the definition of the
projection P in Eq. (4.9), we identify the non-vanishing block of the T -matrix to
be
T = |ω|
2
E − ε− |ω|2A(E) P . (4.20)
Depending on the adsorption position, the term A comprises a combination of
different Green’s functions. Explicitly, we have
A(E) =

G00(E) (top)
2
[
G00(E) +G
AB
12 (E)
]
(bridge)
6
{
G00(E) +G
AB
14 (E)
+ 2[GAB12 (E) +G
NN
13 (E)]
}
(hollow)
(4.21)
4.2.2 Density of states and momentum relaxation rate
As explained at the beginning of Sec. 4.2, we will study the adatom induced reso-
nance in the DOS and the momentum relaxation rates. Both quantities are acces-
sible simply from knowing the T -matrix.
Density of states
From T , we can directly calculate the full Green’s function G(E) of graphene under
the local perturbation V . We use the quantity G(E) to obtain the DOS of the
system defined via the imaginary part of G, i.e.,
DOS(E) = − 1
pi
Im Tr [G(E)]
= − 1
pi
Im Tr [G0(E)]− 1
pi
Im Tr [G0(E)T (E)G0(E)]
= − 1
pi
Im Tr [G0(E)]− 1
pi
Im Tr
[G20(E)T (E)]
= − 1
pi
Im Tr[G0(E)] + 1
pi
Im Tr
[
∂G0(E)
∂E
T (E)
]
. (4.22)
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In the last steps we used the property of the trace and, writing the Green’s operator
in the eigenbasis of the Hamiltonian, G0 =
∑
n |n〉 〈n| /(E − n), reformulated [196]
G20(E) =
(∑
n
|n〉 〈n|
E − n
)(∑
m
|m〉 〈m|
E − m
)
=
∑
n,m
|n〉 〈n|m〉 〈m|
(E − n)(E − m)
=
∑
n
|n〉 〈n|
(E − n)2 = −
∂G0
∂E
. (4.23)
Equation (4.22) consists of two main parts: The first term is the DOS of unper-
turbed graphene, the second term describes the change in the DOS due to the
perturbation. Normalizing the DOS to the total number of carbon atoms in the
system, we obtain the DOS per atom ν(E) = ν0(E)+∆ν(E), with the unperturbed
part described by ν0(E) = −Im[G00(E)]/pi and the perturbed one given by
∆ν(E) =
η
pi
Im Tr
[
∂G0(E)
∂E
T (E)
]
. (4.24)
Here, η = 1/(2N) is the adatom concentration in the system and N is the number
of graphene unit cells.
In Sec. 4.4 we will further use the local DOS (LDOS) to extract information
about the localization behavior of the resonant states around the impurity. The
LDOS can be easily obtained from the defining expression in Eq. (4.22). Therein,
the trace is given by the sum over all atomic basis states, which yields
DOS(E) = − 1
pi
Im Tr [G0(E) + G0(E)T (E)G0(E)]
= − 1
pi
Im
∑
m,α
[〈Xαm| G0(E) |Xαm〉+ 〈Xαm| G0(E)T (E)G0(E) |Xαm〉]
=
∑
m,α
(
− 1
pi
)
Im 〈Xαm| G0(E) |Xαm〉
+
∑
m,α
(
− 1
pi
)
Im 〈Xαm| G0(E)T (E)G0(E) |Xαm〉
=
∑
m,α
[ρm,α0 (E) + ∆ρ
m,α(E)] . (4.25)
Again, we split the LDOS contributions in an unperturbed part for the lattice
site Xαm, ρ
m,α
0 , and a perturbed one, ∆ρm,α(E), which comprises the influence of
the adatom binding to graphene. Using the completeness of the atomic basis, the
perturbed part can be rewritten to
∆ρm,α(E) =
(
− 1
pi
)
Im
∑
l,β
∑
n,τ
〈Xαm|G0(E)|Xβl 〉〈Xβl |T (E)|Xτn〉〈Xτn|G0(E)|Xαm〉 .
(4.26)
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As the non-vanishing part of the T -matrix affects all nearest neighbors of the
adatom, see Eq. (4.20), the evaluation of Eq. (4.26) requires the evaluation of prop-
agators connecting any adatom neighboring site to the lattice site Xαm at which
the LDOS is to be computed. With our straightforward, though rather crude, nu-
merical implementation of the Green’s functions, the evaluation of the LDOS can
be time-consuming. We will therefore employ large supercell TB calculations for a
quantitative and large-scale evaluation of the LDOS in Sec. 4.4.
Momentum relaxation rate
The resonant state leaves traces not only in the DOS but also in the momentum
relaxation rate. We consider in the following elastic scattering off the adatoms on
graphene assuming that the adatoms have no internal excitations. Furthermore,
we neglect any multiple-scattering events. The latter are suppressed in the limit of
dilute adatom coverage or the case for a single adatom on graphene, but would be
important for higher adatom concentrations. We start with the generalized Fermi’s
golden rule to obtain the transition rate between the states |n q〉 and |n′q′〉 of the
same eigenenergy nq ≡ n(q) given in Eq. (4.13),
Wnq|n′q′ =
2pi
~
|〈n′q′| T (εnq) |n q〉|2 δ(nq − n′q′) . (4.27)
We remember that the index n refers to the conduction (n = +1) or valence
(n = −1) branch of the graphene spectrum. The (normalized) eigenstates |n q〉
diagonalizing the graphene Hamiltonian are given by a linear combination of the
Bloch states on the two sublattices A and B of graphene,
|n q〉 = 1√
2
|Aq〉 − n
√√√√√ f˜orb(q)[
f˜orb(q)
] |Bq〉
 . (4.28)
Note that all information about the adatom binding to graphene is entering the
transition rate of Eq. (4.27) via the T -matrix. For isotropic scattering in momentum
space, we weight the transition rate with the so-called transport factor6 (1−cosφqq′),
sum over all final states |q′n′〉, and finally obtain the elastic transport scattering
rate
τnq
−1 =
∑
q′,n′
(1− cosφqq′)Wnq|n′q′ . (4.29)
The symbol φqq′ refers here to the angle between the q and q′ vectors. The mo-
mentum relaxation rate is then only one step away and found after averaging over
6See for the derivation of the transport factor, for example, the chapter on the Boltzmann
transport theory of Ref. [85].
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the Fermi contour for a given energy E,
τ−1m (E) =
∑
q,n τnq
−1δ(E − εnq)∑
q,n δ(E − εnq)
. (4.30)
The momentum relaxation rate is directly proportional to the adatom concentration
η = 1/(2N). This factor emerges, on the one hand, from the normalization factor of
the eigenstates of graphene in Eq. (4.28), and, on the other hand, from the Fourier
transform of the atomic basis, in which we expressed the T -matrix, to the Bloch
basis.
We will be mainly interested in resonances occurring at low energies, i.e., in the
range of [−0.3, 0.3] eV around the Fermi level. At those energies, the graphene
spectrum is well described by the linear approximation, which simplifies the nu-
merical evaluation of the summations (integrals) needed for the calculation of τ−1m .
The Green’s functions entering the T -matrix are nevertheless computed on the full
Brillouin zone as already pointed out in Sec. 4.2.1.
4.3 Resonance characteristics for adatoms in the
top, bridge, and hollow positions
In the following sections, we will fall back on the DOS to investigate resonance
levels in the single adatom limit induced by the adatom adsorption on graphene.
In order to cover a broad variety of possible adsorbate realizations, we calculate
the DOS under the variation of ε and ω, which are the orbital parameters that
characterize the adatom on graphene. The resonance energies are then extracted
from the adatom induced peaks in the perturbed part of the DOS ∆ν. We further
read off for each peak the width at half maximum, which represents the resonance
lifetime. We will refer to those scans through the parameter space as the resonance
maps. To be more precise, we vary the hybridization strength from 0 to 10 eV, and
the on-site parameter from −5 to 5 eV. Negative values of ω are omitted since the
T -matrix depends only on |ω|2. This means that all resonance maps are symmetric
with respect to the ω = 0 axis. We restrict ourselves to the experimentally relevant
energy range from −0.3 to 0.3 eV to check for resonance peaks7. We show for
comparison also the momentum relaxation rates for specific parameter pairs (ω, ε)
for a dilute adatom concentration of η = 10−6 = 1 ppm. The width of the occurring
resonance peaks in the momentum relaxation rate are in general different from the
peak widths which we extract from the DOS. Distinctive features for the adsorption
positions of top, bridge, and hollow will be pointed out for both the DOS and τ−1m
results.
7This energy range corresponds to a variation of the charge carrier density from −9.5 to 9.5 ·
1012 cm−2, according to n = 1/(pi) (E/~vF )2.
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4.3.1 Adatom in the top position
Figure 4.2 displays in panel (a) the aforementioned resonance maps for the reso-
nance energy Eres (left) and the corresponding peak widths Γ (right) for a single
adatom in the top position.
We first note a mirror symmetry with respect to the ε = 0 axis in the maps
for Γ and, taking into account only the absolute value, also for Eres. We can
explain this appearance by realizing that in the top position the singularity of
the single non-vanishing T -matrix element mainly determines the location of the
resonance. Taking Eq. (4.20) and the corresponding expression in Eq. (4.21) for
the top position, this boils down to the zero of E − ε−ω2G00(E). The real part of
the on-site Green’s function G00(E) is an odd function of E, which is also visible
in Eq. (4.19). The imaginary part, on the other hand, is even with respect to E.
Therefore, the quantity Eres undergoes a change in sign upon ε → −ε for fixed ω,
while the peak width remains unchanged8, Γ→ Γ for ε→ −ε.
Secondly, we see that for small ω the parameter range giving rise to resonance
peaks in the investigated energy interval of [−0.3, 0.3] eV is more restricted than
for larger ω. Naturally, by lowering the hybridization strength ω for a fixed on-site
energy ε gradually decouples the adatom from graphene. At ω = 0 no hybridization
between the adatom orbital and the graphene states takes place. A δ-shaped peak
occurs in the DOS at Eres = ε and represents the isolated adatom level. This means
that in Fig. 4.2(a) for ω = 0, the on-site energies are limited to the range of the
investigated energy interval, i.e., from −0.3 to 0.3 eV.
On the other hand, if we increase ω for fixed ε, the hybridization of the impurity
level with the graphene states renormalizes the resonance level energy [172]. It shifts
closer to zero energy and, at the same time, the resonance width decreases. For
ω →∞ the effective potential on the adsorption site tends to infinity, ω2/(E−ε)→
∞, and the wave function vanishes at this site. This parameter limit, therefore,
effectively simulates a vacancy in graphene which induces a characteristic zero-
energy mode in the graphene spectrum [173, 174, 189, 193]. We will come back to
the special case of vacancies in Sec. 4.5.
For parameters representing a general top positioned adatom on graphene the
resonance maps reveal that with increasing resonance energy also the width of
the resonance levels grows. The DOS of unperturbed graphene scales (in good
approximation) linearly with the energy. Correspondingly, the impurity level can
couple to more graphene states at larger energies, which is reflected in broader
resonance peaks.
The DOS and the momentum relaxation rates for exemplary parameters are
shown in Fig. 4.2(b). The employed parameter sets (ω, ε) correspond to the corner
points (1), (2), and (3) of the path drawn in the resonance map. Note that in the
8The imaginary part of the finite complex energy, at which the zero of the denominator of the
T -matrix element occurs, is given by Γ/2 [196].
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Figure 4.2: Resonance and momentum relaxation characteristics induced by adatoms
in the top position. (a) Dependence of the resonance energy Eres and resonance width
Γ on ε and ω. (b) Snapshots of DOS and τ−1m for the three parameter realizations (1)
ω = 5 eV, ε = −1 eV, (2) ω = 5 eV, ε = 1 eV, and (3) ω = 7 eV, ε = 1 eV. The chosen
parameters give rise to resonance levels with (1) Eres = −130meV, Γ = 109meV, (2)
Eres = 130meV, Γ = 109meV, and (3) Eres = 64meV, Γ = 50meV, respectively. An
adatom concentration of η = 103 ppm is used for the DOS data, for better resolution, and
a more realistic concentration of η = 1 ppm for τ−1m .
94
4.3 Resonance characteristics for adatoms in the top, bridge, and hollow positions
DOS calculation the adatom concentration was enlarged to the value of 103 ppm
for a better visibility of the resonance peaks. The calculation of τ−1m , on the other
hand, uses a more realistic adatom concentration of 1 ppm. Path (1) to (2) reflects
the mirror symmetry in the resonance map mentioned above. Two adatoms with
the same hybridization strength, ω1 = ω2 = ω, but opposite on-site energies, ε1 =
−ε2, induce resonance levels on the opposite sites of the zero energy. Path (2) to
(3) shows that for fixed on-site energy and increasing hybridization strength, the
resonance level shifts closer to zero energy and the peak width decreases in both
the DOS and τ−1m graphs.
Recollecting the orbital parameters of the adatoms studied for their local SOC in
the previous chapter, see Tab. 3.3, we can extract the resonance levels and resonance
widths for the methyl group, fluorine, and copper binding in the top position.
The methyl group has a strong hybridization of ω = 7.6 eV and a small on-site
energy of ε = −0.19 eV. Accordingly, we expect the resonance level to lie at small
negative energy. Indeed, we find Eres = −7.9meV and Γ = 6meV for this parameter
realization. Hydrogen with ω = 7.5 eV and ε = 0.16 eV [52] is very similar to the
methyl group but, due to the positive on-site energy, the resonance level appears
at positive energy, Eres = 7meV and Γ = 5meV. The fluorine adatom is described
by ω = 5.5 eV and negative on-site energy of ε = −2.2 eV which is significantly
larger than in the case of methyl or hydrogen. The resonance level appears far
away from zero energy at Eres = −262meV and, due to the large resonance energy,
is very broad having Γ = 277meV. The copper adatom, as a third example, is only
weakly binding to graphene with ω = 0.81 eV and exhibits a small on-site energy
of ε = 0.08 eV. The resonance peak is still sufficiently narrow, Γ = 9meV, and the
resonance level occurs at Eres = 68meV. The DOS and momentum relaxation rates
for these adatoms will be shown later in Sec. 4.5, Fig. 4.9(a), where we compare
those adatoms to the impact of a vacancy on graphene.
In general, we observe in the momentum relaxation rate calculations of Fig. 4.2(b)
a noticeable electron-hole asymmetry (see also Ref. [97]), which gets more pro-
nounced for resonance levels shifting farther away from zero energy, as it is the
case for fluorine adatoms. However, experiments with dilute adatom concentra-
tions of η ' 1 − 100 ppm often show less asymmetry in their data. For example,
in the transport measurements on dilute fluorinated graphene of Refs. [134, 160]
the momentum relaxation rate data appears to be rather symmetric. A possible
explanation for the discrepancy between theoretical prediction and experimental
observation can be masking effects by symmetric contributions to the momentum
relaxation rates from charged impurities [197], clusters [198, 199], or additional
SMS candidates [176], which all can contribute to the transport. We will meet the
experimental data of Refs. [134, 160] on fluorine again in Sec. 5.3. In contrast,
asymmetric transport behavior was observed in samples on stronger fluorinated
graphene samples [200].
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4.3.2 Adatom in the bridge position
Figure 4.3(a) presents the resonance maps for an adatom in the bridge position.
Unlike the maps for the top position, no mirror symmetry about the ε = 0 axis
appears. The simple symmetry arguments of the previous section are no longer valid
as two Green’s functions, G00 and GAB12 , with different behavior under E → −E
enter the term A(E), Eq. (4.21), in the T -matrix. The rainbow-like appearance of
the resonance maps is caused by the interplay of them.
Compared to the top position, Fig. 4.2, fewer parameter pairs (ω, ε) are able to
realize resonance peaks in the fixed energy interval [−0.3, 0.3] eV. Moreover, neg-
ative on-site energies dominate the allowed parameter region. These observations
reflect that the resonance levels from adatoms in the bridge position are more sen-
sitive to the variation of the orbital parameters than it is the case for top adatoms.
Wehling et al. [183] draw a similar conclusion in their study of substitutional single
and double impurities. The substitutional impurities are conveniently modeled by
assigning an on-site potential to those graphene lattice sites which are to be sub-
stituted by the impurity. In our adatom description, this would mean to abandon
ω and ε, and add on-site potentials U0 to the former adatom hybridization part-
ner(s) |Yl〉. In the case of the double substitutional impurity, the terms U0 appear
on neighboring sites and a general interaction strength U1 between the two sites
is added. For U1 = U0, the local perturbation has the form of Eq. (4.8) for the
bridge position with the main difference that, in contrast to the effective poten-
tial ω2/(E − ε) appearing for the adatom case, the local potential strength U0 is
independent of the energy E.
Panel (b) of Fig. 4.3 shows how the resonance levels for a bridge adatom develop
in the DOS and momentum relaxation rate under variation of (ω, ε) along the
path (1) to (3) as indicated in the resonance map. Along the line segment (1)
to (2), the hybridization strength is fixed and the on-site energy is changed such
that the resonance level jumps from negative to positive energies. Increasing ω but
keeping ε fixed, path (2) to (3), on the other hand, shifts the resonance level to even
higher energies. This is in contrast to our observation for an adatom in the top
position. The effective coupling between the two hybridization sites |Y1,2〉 of the
bridge position is at the basis of this shift away from zero energy. The resonance
peaks are broadened under increasing the resonance energy by enlarging ω, since
more states are available at the higher energy and the adatom is stronger coupled
to graphene. Furthermore, for the same adatom concentration, the momentum
relaxation rates τ−1m for the bridge and top positioned adatoms are comparable in
magnitude.
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Figure 4.3: Resonance and momentum relaxation characteristics induced by adatoms in
the bridge position. (a) Dependence of the resonance energy Eres and resonance width
Γ on ε and ω. (b) Snapshots of DOS and τ−1m for the three parameter realizations (1)
ω = 3 eV, ε = −2.5 eV, (2) ω = 3 eV, ε = −2.2 eV, and (3) ω = 3.2 eV, ε = −2.2 eV. The
chosen parameters give rise to resonance levels with (1) Eres = −27meV, Γ = 17meV, (2)
Eres = 14meV, Γ = 9meV, and (3) Eres = 60meV, Γ = 42meV, respectively. An adatom
concentration of η = 100 ppm is used for the DOS data, for better resolution, and a more
realistic concentration of η = 1 ppm for τ−1m .
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4.3.3 Adatom in the hollow position
In the hollow position, as for the top and bridge cases, we assume that the adatom
orbital respects the local point group symmetry, which is C6v. This implies that
the orbital has the magnetic quantum number mz = 0 and couples to all six sites
on the surrounding hexagon ring with the same hybridization parameter ω.
Weeks et al. [55] already argued in their study on strong local SOC originating
from hollow adatoms in graphene that electrons which tunnel to such a mz = 0
orbital9 interfere destructively. The adatom orbital appears as effectively decoupled
from the graphene states. The simple argument of Weeks is based on assuming
adatoms in all hollow positions of the lattice. After Fourier transforming to the
momentum space, the coupling of the adatom to the Bloch states is found to vanish
at the Dirac points. The argument was later repeated by other authors, so for
example by Ruiz-Tijerina et al. [187] where they extend the analysis to the full first
Brillouin zone. The hollow adatom decouples from a large portion of the graphene
continuum states in the first Brillouin zone.
The occurrence of those interference effects for the hollow position, led Duffy et
al. [6] to the conclusion that an adatom coupling to graphene through its mz = 0
orbital is, so to say, invisible. That is, the hollow adatom influences the graphene
electronic properties only weakly. However, symmetry-breaking perturbations such
as uniaxial strain would, according to the authors, lift the interference effects and
result in graphene as a device sensing, e.g., the mentioned uniaxial strain. Other
works concentrated on the signatures of such hollow adatoms in the STM spectra,
for example Refs. [139–141, 188], which revealed that the C6v symmetric adsorp-
tion of the hollow adatom leads to peaks in the zero-bias tunneling conductance.
For adatoms in the top position, asymmetric Fano-type line shapes are observed.
Classifying the adatom orbital into C3v preserving and C3v violating forms, the
influence on the Kondo temperature and the Kondo quantum critical point were
investigated [201, 202]. And, finally, studying disordered graphene with adatoms in
the hollow position, Uchoa et al. [188] considered the influence of the orbital sym-
metry on Anderson localization. This list of works represents only a snapshot of
peculiarities arising from the local symmetry of and around adsorbates in graphene.
We will proceed in the following with our resonance analysis for the mz = 0 orbital
in the hollow position.
Figure 4.4(a) displays the resonance map obtained by scanning the orbital pa-
rameter space for resonance peaks in the DOS in the restricted energy range from
−0.3 to 0.3 eV. Compared to the top and bridge positions, only parameters from
a small portion of all possible combinations give rise to resonance peaks in the
considered energy window. As in the bridge position, the resonance map exhibits
a rainbow shape. Furthermore, starting with a resonance level at negative energy
9In the work of Weeks et al. [55], the mz = 0 orbital is represented by a pz orbital.
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Figure 4.4: Resonance and momentum relaxation characteristics induced by adatoms
(mz = 0) in the hollow position. (a) Dependence of the resonance energy Eres on ε and
ω. The resonance widths Γ (not shown) are not resolved sufficiently and are estimated
to be Γ ≤ 2meV. (b) Snapshots of DOS and τ−1m for the three parameter realizations (1)
ω = 0.2 eV, ε = −0.08 eV, (2) ω = 0.2 eV, ε = 0.02 eV, and (3) ω = 0.3 eV, ε = 0.02 eV.
The chosen parameters give rise to resonance levels with (1) Eres = −43meV, (2) Eres =
55meV, and (3) Eres = 99meV, respectively. An adatom concentration of η = 500 ppm
is used for the DOS data, for better resolution, and a more realistic concentration of
η = 1 ppm for τ−1m .
and increasing the on-site energy (for fixed hybridization strength), the resonance
level is shifted to positive energies. Fixing the on-site energy and increasing the
hybridization strength, on the other hand, always results in a resonance level at
higher energy. Overall, the position of the resonance level is much more sensitive
to variation of the orbital parameters ω and ε than in the bridge position.
We mentioned already in Sec. 4.2.1 that we use a finite energy broadening in
our numerical evaluation of the Green’s functions. This broadening affects the
resolution of very narrow resonance peaks as it is the case for the mz = 0 orbital in
the hollow position. We can only estimate an upper bound for the corresponding
resonance widths Γ ≤ 2meV for all peaks observed in the interval [−0.3, 0.3] eV.
We, therefore, forgo displaying the map for the resonance widths in Fig. 4.4(a).
Both the restricted parameter region of the resonance map and the global ap-
pearance of very narrow resonance peaks indicate that the mz = 0 orbital in the
hollow position suffers from destructive interference as shown by earlier works (see
above). This presumption is further supported by particular DOS and momentum
relaxation rate calculations as shown in Fig. 4.4(b). The resonance levels manifest
themselves as very sharp, almost delta-like peaks, which move very strongly under
small variation in (ω, ε). No significant broadening of the peaks is observed in both
the DOS and τ−1m graphs for resonance energies farther away from the zero energy.
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Figure 4.5: DOS and τ−1m for an adatom with ω = 0.54 eV and ε = 0.02 eV in the
adsorption positions top (t), bridge (b), and hollow (mz = 0) (h). The resonant energies
and width are, respectively, (t) Eres = 18meV, Γ = 3meV, (b) Eres = 82meV, Γ = 10meV,
and (h) Eres = 261meV, Γ ≤ 2meV. A toy model calculation for the hollow position with
mz = 1 (hp) yields stronger coupling between the adatom and graphene compared to the
case (h). The resonance level is found at Eres = 286meV with Γ = 114meV. For better
visibility, a concentration of η = 500 ppm is used in the DOS calculations, τ−1m data are
shown for η = 1 ppm.
Instead, the peaks seem to sit on top of the DOS. In the top and bridge positions,
in contrast, the resonance peaks broaden at higher energies where more graphene
states are available to hybridize with the impurity. Correspondingly, at higher en-
ergies the top and bridge resonance levels become more buried in the background
DOS of pristine graphene. The magnitudes of the hollow τ−1m rates are furthermore
significantly smaller than in the other adsorption configurations of top and bridge.
The hollow τ−1m curves increase in magnitude only for higher energies. Figure 4.5
shows the three adsorption positions of top, bridge, and hollow10 in a direct com-
parison with the DOS and τ−1m curves for one chosen parameter pair of ω = 0.54 eV
and ε = 0.02 eV. Both the sensitivity to the parameter strengths and the different
magnitude in the momentum relaxation rates are apparent. As was also noted by
Duffy et al. [6] in a detailed study of the scattering cross section, we observe that
a mz = 0 orbital in the hollow position acts only as a weak scatterer in graphene.
The decoupling of the impurity state from the graphene states is also clearly
visible in large-supercell TB calculations for an adatom concentration of 312 ppm,
as shown in the left panel of Fig. 4.6. In the single adatom limit, the parameters
ω = 0.54 eV and ε = 0.02 eV lead to a resonance level at Eres = 261meV in the
DOS. A very flat band appears precisely at this energy in the supercell calculation,
lying on top of the graphene band structure.
In the following we will show that the decoupling of the hollow adatom is closely
10Also the result of a toy model calculation, which will be introduced later in the text, is included
in Fig. 4.5. The discussion of the graphs will follow below.
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Figure 4.6: Left and right panel show the TB band structure of graphene with adatoms
in the hollow position with a mz = 0 and mz = 1 orbital, respectively, for a 40 × 40
supercell. For mz = 0, the graphene band structure is almost undisturbed and a flat
non-dispersive band (red) occurs at about E = 261meV. For mz = 1, band anti-crossings
appear for energies above 200meV, which reflects a strong hybridization of the impurity
state with graphene.
related to the symmetry of the impurity orbital. For this, we consider as a toy
model an adatom in hollow position where the effective adatom orbital has the
magnetic quantum number mz = 1 which explicitly breaks the C6v symmetry. The
Hamiltonian describing this adatom orbital in the hollow position on graphene is
given by
H ′ = ε |O〉 〈O|+
6∑
l=1
ωl (|O〉 〈Yl|+ H.c.) +H0 , (4.31)
whereH0 describes graphene as before. The hybridization coupling now depends on
the neighboring carbon site |Yl〉 on the hexagon ring through ωl = ω exp[i(l− 1)φ],
where φ = pi/6. The phase dependence originates in the transformation properties
of the mz = 1 orbital under the angular momentum operator Lz.
The right panel of Fig. 4.6 shows the toy model induced band structure of a
supercell calculation with η = 312 ppm, ω = 0.54 and ε = 0.02 eV. Comparing the
left and right panels, i.e., the cases of an mz = 0 and mz = 1 orbital in the hollow
position, we see that in the latter case a strong coupling between the impurity
induced state and graphene is established, which alters the graphene bands for
energies above 200meV. Anti-crossings appear around the resonance level of Eres =
285meV as found from the DOS calculation in the single adatom limit. The DOS
and the momentum relaxation rate for the same parameter realization were already
shown in Fig. 4.5. The DOS reveals that the resonance peak is with Γ = 114meV
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significantly broader than in the mz = 0 case and more buried in the background
of the graphene DOS. Also the magnitude of the momentum relaxation rate is now
comparable to the one observed for the top and bridge position. By breaking the
C6v symmetry of the hybridization between the hollow adatom and graphene, we
restored the effective coupling of the impurity to the states of graphene.
Figure 4.7(a) displays the resonance maps for the mz = 1 orbital in the hollow
position. Compared to themz = 0 case, a wider parameter range leads to resonance
levels appearing within [−0.3, 0.3] eV. However, the resonance levels are still more
sensitive to the variation of ω and ε than it is the case for the top and bridge config-
urations (with an mz = 0 orbital on the adatom). Both the resonance energy and
the width of the resonance peaks behave under variation of the orbital parameters
qualitatively in the same way as in the bridge position, see Fig. 4.7(b).
4.4 Localization of resonant states
In the previous section, we have concentrated on the position and width of resonance
peaks occurring in the DOS and the momentum relaxation rate due to adatoms in
the top, bridge, or hollow positions. We now want to learn more about the resonant
state itself, i.e., the eigenstate of the system at the resonance energy, by taking a
closer look at its spatial distribution around the impurity.
In the single adatom limit, the eigenstate amplitude at a lattice site Xαm can be
calculated from the LDOS ρm,α(Eres), Eq. (4.25). On the other hand, we can also
extract the LDOS from supercell calculations mimicking a dilute adatom concentra-
tion of η = 312 ppm. The LDOS is evaluated by applying the triangle method (or
two-dimensional tetrahedron method) for the Brillouin zone integration [84]. We
will employ the TB supercell calculations to quantitatively analyze LDOS magni-
tudes in the vicinity of the adatom along selected directions. The LDOS is extracted
at the peak energies Etbres of the supercell DOS. We find that these peak energies
are for all investigated parameter configurations close to the resonance energies
Eres predicted for the single adatom limit. Therefore, we do not expect qualitative
changes between the two cases of dilute and single adatom limit. However, due
to the finite size of the supercells we are limited in our investigation to the dis-
tance dependence of the LDOS around the impurity. As we approach the supercell
boundary, the LDOS saturates.
Figure 4.8 presents the profile of the resonant states for exemplary parameters
ω and ε for the top, bridge, and hollow positions along certain directions. The
local point group symmetries of C3v, C2v, and C6v, classifying the three adsorp-
tion positions, are reflected in the LDOS distribution around the impurities. The
symmetrical behavior is visible in both the supercell calculations (not shown) and
the T -matrix based LDOS calculation for the down-folded Hamiltonian (insets in
Fig. 4.8). We have to keep in mind that we work with a graphene-only system in
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Figure 4.7: Resonance and momentum relaxation characteristics induced by a mz = 1
orbital in the hollow position. (a) On top, a pictorial view of the phase-dependent coupling
between the mz = 1 orbital and its carbon hybridization partners is provided. The
dependence of the resonance energy Eres and resonance width Γ on ε and ω are shown
underneath. (b) Snapshots of DOS and τ−1m for the three parameter realizations (1)
ω = 1.4 eV, ε = −3.3 eV, (2) ω = 1.4 eV, ε = −2.5 eV, and (3) ω = 1.5 eV, ε = −2.5 eV.
The chosen parameters give rise to resonance levels with (1) Eres = −94meV, Γ = 72meV,
(2) Eres = 40meV, Γ = 28meV, and (3) Eres = 107meV, Γ = 92meV, respectively. An
adatom concentration of η = 500 ppm is used for the DOS data, for better resolution, and
a more realistic concentration of η = 1 ppm for τ−1m .
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Figure 4.8: Localization of resonant states along selected directions in the lattice for
adatoms with, (a)-(b), ω = 0.54 eV and ε = 0.02 eV in the top and bridge positions,
respectively, and with, (c)-(d), ω = 0.3 eV and ε = 0.02 eV in the hollow position for the
cases mz = 0 and mz = 1. The insets show the LDOS in the vicinity of the impurity site
as obtained from the down-folded Hamiltonian in the T-matrix formalism. The spheres’
radii indicate the LDOS magnitude on the corresponding site, the colors refer to the two
sublattices A (red) and B (blue). The quantitative analysis of the LDOS is based on
40×40 supercell calculations. Power-law decay is observed in the dominant directions for
the top and bridge positions. No clear tendency is found for the mz = 0 orbital in the
hollow position, in contrast to the result for mz = 1 in the same configuration. Consult
the main text for the resonance levels and the decay exponents.
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the T -matrix approach. Therefore, no LDOS contribution for the adatom site itself
is extracted. The observed symmetry implies that the decay of the resonant states
depends for all adsorption position on the direction of the selected path leading
away from the adatom site, as was already noted by Liang et al. [175] for the top
position.
A strong scatterer represented by an adatom in the top position [186], or similarly
by substitutional impurity [183], on sublattice A induces a resonant state which is
more localized on the opposite sublattice B and vice versa. In the case of a vacancy
in the lattice, the state exclusively populates sites on the opposite sublattice, and it
was shown that the LDOS decays as r−2 [173, 174, 181], where r denotes the distance
from the vacancy. For a general adatom in the top position, both the sublattice
population and the decay exponent depend on the orbital parameters characterizing
the adatom. We here chose as an example ω = 0.54 eV and ε = 0.02 eV which yields
a peak in the DOS at Etbres = 19meV. Figure 4.8(a) displays the LDOS profile along
the 30◦ line (with respect to the x axis, as shown in the inset) on the two sublattices
B and A, where the latter hosts the adsorption position of the adatom. On the B
sublattice, we observe a power-law decay |ψ|2 ∝ r−p, p ' 1.72, where r is given in
units of the carbon-carbon distance. On the A sublattice, however, a tendency to
exponential decay is found, |ψ|2 ∝ exp (−qr), q ≈ 0.12. Note that the amplitude of
the resonant state is significantly smaller on the A sublattice to which the adatom is
adsorbed. If we choose orbital parameters which lead to a larger resonance energy,
the width of the resonant peak broadens and the difference in the population of the
two sublattices diminishes, as was also observed in Ref. [175].
The situation for the bridge position, for the same parameter choice of ω =
0.54 eV and ε = 0.02 eV, is shown in Fig. 4.8(b). The peak in the DOS is now
located at Etbres = 83meV. The LDOS around the adatom resembles the shape
of a diamond (see inset in the figure), which is built of two intertwined triangles
with their centers placed on neighboring carbon sites of the A and B sublattice.
Naively thinking of the bridge adatom as two neighboring top adatoms or a double
substitutional impurity [183], this distribution looks natural. The amplitude of
the LDOS is decreased on the hybridization partners of the bridge adatom due to
the adatom mediated effective coupling between them [see Eq. (4.8)]. Extracting
the decay of the LDOS on the B sublattice along the direction of 90◦ and the
LDOS decay on the A sublattice along 330◦, we find again clear power-law decay,
|ψ|2 ∝ r−p, with p ≈ 2.09 and p ≈ 1.45, respectively.
Similarly to the bridge adatom, a hollow adatom does not distinguish the sub-
lattices for equivalent directions. This is clearly visible in the six-fold rotational
symmetry of the LDOS distribution displayed in Fig. 4.8(c). We change now the
orbital parameters to ω = 0.3 eV and ε = 0.02 eV which results in a resonance peak
at Etbres = 99meV for an orbital with mz = 0 in the hollow position. For this config-
uration, we find along the 30◦ direction no clear tendency in the LDOS decay. The
LDOS amplitude has the same order of magnitude on the A and B sublattice sites,
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while there are hints to an exponential decay, |ψ|2 ∝ exp (−qr), with q ≈ 0.62 for
the A sites, and to a power-law decay, |ψ|2 ∝ r−p, with p ≈ 3.29 for B. This behav-
ior is in clear contrast to the bridge configuration with a comparable peak energy
and we may suspect that it is related to the effective decoupling of the orbital from
the graphene states as discussed above. Comparing this hollow case to the top
and bridge realizations for even smaller adatom concentrations, we observed that
the adatom site loses the LDOS contribution much faster than the top or bridge
adatom site. However, if we consider a mz = 1 orbital in the hollow position with
the same orbital parameters, see Fig. 4.8(d), the picture changes. At the extracted
peak energy of Etbres = 129meV, we now find that the LDOS distribution on both
sublattices can be fitted to a power-law decay with the exponent p ≈ 3.3. We saw
before that for themz = 1 orbital in the hollow position the destructive interference
effects of the mz = 0 case are gone and the effective coupling to the graphene states
is restored.
4.5 Adatoms, vacancies, and the model of a strong
midgap scatterer
A well studied structural defect in graphene is the vacancy, which describes the
missing of one carbon atom in the graphene lattice. This defect was shown to induce
a sharp state at zero energy [173, 174, 181, 189, 193] and is therefore understood
as the prototype of a strong resonant scatterer. Simple models ignore the probable
reconstruction of the defect [203, 204] and treat the vacancy either explicitly as
a missing carbon atom or, which is equivalent, assign a local potential U to the
vacancy site and take the limit U → ∞ [174, 189, 193]. This forces an eigenstate
of the system to vanish there, just as if the site was removed from the lattice.
Top positioned adatoms which act as strong resonant scatterers in graphene
are often compared to a vacancy. The connection is apparent in our graphene-
only model description as by the down-folding process the top adatom induces an
effective on-site potential |ω|2/(E− ε) on the adsorption site, see Eq. (4.8). Taking
the limit |ω|2/(E − ε) → ∞ removes the adsorption site from the graphene states
as done in the vacancy models. The T-matrix expression of Eq. (4.20) reduces in
this limit, representing an ideal vacancy, to [177, 189]
Tvac = − 1
G00(E)
|Y 〉 〈Y | . (4.32)
The sharp resonance peak at zero energy arising from the vacancy state according
to Eq. (4.32) is visible in both the DOS and τ−1m graphs shown in Fig. 4.9(a). We
note that the peak is fully symmetric with respect to positive and negative energies
which does not hold for resonance peaks originating from general adatoms in the
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Figure 4.9: Signatures of top adatoms in the DOS and τ−1m in comparison to the model
of a vacancy and the strong midgap scatterer. (a) DOS and τ−1m for a vacancy (Vac)
and selected adatoms in the top position, i.e., hydrogen adatom (H) with ω = 7.5 eV,
ε = 0.16 eV, copper adatom (Cu) with ω = 0.81 eV ε = 0.08 eV and fluorine (F) with
ω = 5.5 eV, ε = −2.2 eV. An adatom concentration of η = 103 ppm is used in the DOS, τ−1m
data are shown for η = 1 ppm. Fluorine in the top position induces a broad resonance,
Γ = 277meV, at about Eres = −262meV, which induces a small shoulder in the DOS
and τ−1m at negative energies. More pronounced features at lower energies are visible for
copper and hydrogen. Copper induces a resonance level at Eres = 68meV with Γ = 9meV,
hydrogen yields Eres = 7meV with Γ = 5meV. The signatures of hydrogen are comparable
to the ones of a vacancy at zero energy, yielding graphs that are fully symmetric with
respect to negative and positive energies. (b) Energy dependence of the effective impurity
radius Reff for a vacancy as well as hydrogen, copper, and fluorine adatoms. (c) τ−1m for
a vacancy under different approximations to Eq. (4.35). Neglecting the imaginary part of
G00, graph (2), increases τ−1m slightly compared to the exact result, graph (1). Artificially
increasing Reff = 4.5Λ−1, enhances τ−1m significantly, graph (3).
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top position such as fluorine and copper shown along with the vacancy result. The
closer the resonance level of the adatom appears to the zero energy, the smaller
the asymmetry is. Hydrogen, shown in the figure as well, induces a peak at 7meV
(Γ = 5meV) and therefore looks very similar to a vacancy. The same observation
would hold for the methyl group on graphene, of the previous chapter, which induces
a resonance peak at Eres = −7.9meV and a width of Γ = 6meV. We further see
that the τ−1m graph for the copper adatom lies for most energies below the graphs
for the hydrogen and fluorine adatoms. This reflects the weak bond established
between copper and graphene as found in Sec. 3.6 of the previous chapter.
We obtain the conductivity for graphene with adatoms in the top position from
the Boltzmann formalism in the relaxation time approximation11 taking into ac-
count the spin- and valley-degeneracy. In the low energy approximation, we obtain
from the T -matrix the momentum relaxation rate (see Sec. 4.2.2),
τ−1m (E) =
2pi
~
η
|E|
W 2
∣∣∣∣ |ω|2E − ε− |ω|2G00(E)
∣∣∣∣2 . (4.33)
Inserting the analytic expression for the on-site Green’s functionG00 from Eq. (4.19),
G00(E) =
E
W 2
ln
∣∣∣∣ E2W 2 − E2
∣∣∣∣− ipi |E|W 2 Θ(W − |E|)
≈ 2E
W 2
ln
( |E|
W
)
− ipi |E|
W 2
Θ(W − |E|) , (4.34)
with the cut-off energy W = ~vFΛ, into τ−1m one obtains the formula for the Boltz-
mann conductivity,
σ =
e2
h
2|E|τm
~
=
e2
h
4
piη
E2
W 2
[
ln2
( |E|
~vF
Reff
)
+
pi2
4
]
, (4.35)
where we have introduced Reff(E) as
Reff(E) = Λ
−1 exp
[
−1
2
W 2
|ω|2
(E − ε)
E
]
. (4.36)
The quantity Reff(E) has the dimension of length and could be, therefore, inter-
preted as an effective radius of the top positioned scatterer. However, this effective
radius is energy dependent and diverges at zero energy. If we consider, in contrast,
a vacancy on graphene, i.e., if we use Eq. (4.32) in the derivation, we arrive at
Eq. (4.35) with a constant effective radius RVaceff = Λ−1 ≈ 0.9Å. Figure 4.9(b) shows
11For details on the Boltzmann formalism in general and for graphene see for example Ref. [85].
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the energy dependence of the effective radius for the adatoms hydrogen, copper,
and fluorine in comparison to the one for a vacancy. We note that the Reff curves
incorporate the asymmetry between negative and positive energies for the adatoms
mentioned above.
In the broad literature on resonant scattering, vacancies, and adsorbates, one
eventually comes across the SMS model [2, 176, 177]. In this description, the defect
is treated as a potential disk with some finite (constant) radius R. From partial
wave decomposition the cross-section and, finally, the conductivity are obtained [2,
176, 177, 189],
σSMS =
e2
h
2 k2F
pi2 ni
ln2(kFR)
=
e2
h
2
pi
2
niAuc
E2
W 2
ln2
( |E|
~vF
R
)
. (4.37)
Here, ni denotes the impurity concentration per unit area [177], Auc = 3(
√
3/2)a2cc
is the unit cell area, and kF represents the Fermi wave vector measured from the
Dirac point. The two concentration measures ni and η are related by η = niAuc/2.
We obtain σ = 2σSMS by setting Reff(E) = R = const and neglecting the term pi2/4,
which originates from the imaginary part of G00, in our Boltzmann conductivity
formula Eq. (4.35) for a general adsorbate in top position. Also Ref. [98] reports
the additional factor of two.
Apart the neglected factors, the formula σSMS reflects our Boltzmann conductiv-
ity for a vacancy, Eq. (4.35), with Reff = RVaceff = const. The effective radius is in
this case fixed to the inverse of the momentum cut-off, which guaranteed the con-
servation of states in the calculation of the on-site Green’s function. The authors
of Ref. [177] mention that “R has to be of the order of ∼ 1Å” in accordance with
RVaceff = Λ
−1 = 0.9Å. Experimental conductivity data is, however, often analyzed
employing σSMS where both ni and R are treated as fitting parameters [134, 190,
191] and R reaches values of few angstroms.
Figure 4.9(c) shows the momentum relaxation rate for a vacancy under different
approximations to Eq. (4.35). Neglecting the term pi2/4 increases τ−1m only slightly,
by about 20% at E = 200meV. A more severe effect is obtained from artificially
enhancing the effective vacancy radius to R = 4.5 Λ−1 ≈ 4.1Å by which τ−1m for
a vacancy is overestimated by a factor of four at E = 200meV. The momentum
relaxation rate is proportional to the impurity concentration ni so that a simulta-
neous fit of ni and R > Λ−1 leads to an underestimation of ni, or equivalently, to
an overestimation of the impact of the impurities.
The SMS model was not designed to capture the effects of general adatoms with
resonance energies significantly away from zero energy. We have also seen in the
previous sections of this chapter that both the orbital adatom parameters and the
adsorption position strongly influence the resonance levels. Fluorine, for example,
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induces a resonance peak far off at negative energies, Eres = −262meV, which is
at the same time very broad, Γ = 277meV. Therefore, a notable asymmetry with
respect to positive and negative energies appears in the momentum relaxation rate,
see Fig. 4.9(a). Furthermore, the SMS model gives in general higher τ−1m magnitudes
than it is the case for adsorbates, which can be understood as a consequence of
several approximations in the calculation of G00. From these observations, we see
that single (or a dilute concentration of) fluorine adatoms on graphene are not
sufficiently described by the SMS or vacancy model. The analysis of experimental
data is further complexified since additionally to the suspected impurity type also
charged impurities [180] or clusters of adsorbates [198, 199] can be present in the
sample which are predicted to yield symmetric contributions to the conductivity
similar as in the SMS model. An analysis of experimental data based on Eq. (4.37)
should be, therefore, done very carefully keeping in mind its restrictions.
4.6 Concluding remarks
In this chapter, we have addressed the orbital resonance characteristics of adatoms
on graphene for different adsorption positions by a scan of the parameter space
(ω, ε) which models different adatoms. The DOS and the momentum relaxation
rates were used for the analysis of the resonance levels. In the following, the main
findings are shortly summarized.
For an adatom in the top position, the resonance level appears the closer to the
zero energy the stronger is the adatom’s bond to graphene (larger ω) or the smaller
is its on-site energy. Furthermore, we saw that the resonance energy follows the
relation Eres(ω, ε) = −Eres(ω,−ε). The resonance peaks in the DOS broaden with
increased resonance energy and electron-hole asymmetry gradually develops in the
momentum relaxation rates.
In the bridge position, the resonance levels are more sensitive to the variation
of the orbital adatom parameters compared to the top case. Negative on-site en-
ergies dominate the parameter region leading to a formation of resonance levels in
the same energy interval as in the top position. Due to an effective coupling be-
tween the adatom’s two hybridization partners, an enhanced ω shifts the resonance
levels to even higher energies, which is in contrast to the observation for the top
configuration.
An adatom with s or pz orbital character in the hollow position is effectively
decoupled from the states of graphene. The resonance peaks are very narrow and
more δ-like and move quickly out of the investigated energy interval under the vari-
ation of the parameter pair (ω, ε). The momentum relaxation rates are significantly
lower compared to adatoms in the top or bridge positions. While we observe for the
top and bridge configuration a power-law decay of the resonant state around the
impurity, no clear tendency appears for this hollow configuration. However, con-
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sidering an adatom with an orbital of higher magnetic quantum number changes
the situation significantly and the coupling of the adatom in the hollow position to
the states of graphene is restored.
In the last section, we compared general adatoms in the top position to the case
of a vacancy and the SMS model of Refs. [2, 176, 177]. Adatoms like hydrogen,
which are strong resonant scatterers in graphene and induce resonance levels close
to the zero energy, are closest resembled by vacancies as they approximately give
rise to electron-hole symmetric momentum relaxation rates. We stressed that the
SMS model does not sufficiently well describe adatoms with resonance energies
significantly different from the zero energy and might even for strong resonant
scatterer overestimate the impact of the impurity on the conductivity. The analysis
of experimental data on adsorbates on graphene needs to be done carefully and
should consider the particular limits of the different models. We will meet this issue
again in the next chapter when we have a look on a spin relaxation experiment with
fluorinated graphene samples.
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Spin relaxation in bilayer graphene:
Resonant scattering off magnetic
moments
This chapter is based on the publication “Resonant scattering by magnetic impuri-
ties as a model for spin relaxation in bilayer graphene”, PRL 115, 196601 (2015),
by Denis Kochan, Susanne Irmer, Martin Gmitra, and Jaroslav Fabian. I con-
tributed to this work with TB simulations. The second part of this chapter presents
unpublished and ongoing work on spin relaxation in fluorinated single and bilayer
graphene, which was done by Susanne Irmer, Denis Kochan, Martin Gmitra, and
Jaroslav Fabian in collaboration with the experimental group of Jun Zhu at Penn
State University. Therein, all presented experimental data are courtesy of the group
of Jun Zhu and the DFT calculations were performed by Martin Gmitra. I was
involved in both the TB simulations as well as the modeling of the experimental
results.
5.1 Spin relaxation in graphene
Due to its small SOC [21] and negligible hyperfine interaction1, graphene initially
encouraged the hope for spintronics devices with long spin diffusion lengths and
long spin relaxation times τs up to 1µs [32, 206]. However the first experimen-
tal measurement of τs by Tombros et al. [23] yielded about τs ≈ 100 ps, a value
known from conventional metals and semiconductors [207]. Following experiments
estimated values of the spin relaxation time ranging from 100 ps to few ns (see
Refs. [25, 31] and references therein).
Additional to this discrepancy between theoretical prediction and experimental
observation, the non-unique dependence of τs on the mobility or charge carrier
density in the experiments provide another puzzle about the underlying spin relax-
ation mechanism. While some groups [27, 208] found results in agreement with the
1It was even shown experimentally by Wojtaszek et al. [205] in isotopically engineered 13C
graphene, hosting a high density of nuclear moments, that hyperfine interaction plays only a
minor role in the spin dephasing in graphene.
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Elliot-Yafet spin relaxation mechanism in SL and the Dyakonov-Perel mechanism2
in BL graphene, other studies attributed the mechanisms to SL and BL devices in
exactly the opposite way [209, 210] or could not find a clear signature of either of
them [25]. Since the experiments differ from another, for example, by different sam-
ple fabrication, substrates, and contacts, the source of the observed spin relaxation
in graphene experiments seems to be of extrinsic nature.
As a consequence, a joint force of theory and experiment was (and is) required to
hunt down the underlying spin relaxation mechanism in the specific experimental
studies. Substrates such as SiO2, as used in Ref. [23], were shown to reduce the
mobility in graphene samples [211]. Therefore, the attention was brought to the
influence of charged impurities trapped in the substrate, as well as the substrate’s
roughness, surface phonons [32] and random SOC fields [212]. Turning, on the one
hand, to suspended graphene [213] or graphene on (or encapsulated by) hBN [25, 30,
33] increases significantly the mobility of the samples, though, on the other hand,
the spin relaxation times are comparable to the ones of samples with lower mobilities
and remain quite off the first theoretical predictions. It was concluded that neither
the surface roughness of the substrate [31] nor the trapped charged impurities
represent the limiting factor to the observed τs values [25, 31], which was further
confirmed in an experiment with tunable mobility by Han et al. [214]. Neither could
be the discrepancy between theory and experiment fully explained by the influence
of invasive contacts [33, 215], also if spin adsorption in the electrodes [216] was taken
into account. Other studies focused on ripples, corrugations and strain, which are
predicted to cause effective gauge fields, and lead, in combination with SOC, to
relaxation of the electrons’ spin [206, 217]. Over the time, possible contaminants
on the graphene samples crystallized as potential culprits limiting τs.
We saw in Ch. 3 that local adsorbates on graphene such as hydrogen [21] or the
methyl group [99] enhance graphene’s SOC locally up to strengths on the order
of 1meV. A dilute concentration of about 1 to 10 ppm of these contaminants is
likely present in most of the graphene samples, yet theoretical studies showed that
such single adsorbates lead to τs ≥ 100 ns [170], and about 1000 ppm of hydrogen
atoms would be needed to reach the experimental spin relaxation times [133]. On
the other hand, the entanglement of spin and pseudospin due to a random SOC
field caused, for example, by the heavier adatom gold with large SOC of about
50meV, was considered as an important ingredient to spin relaxation [218]. Still,
a concentration of randomly placed adatoms of 500 ppm was necessary to reach τs
values of 200 ps. SOC from local adsorbates thus does not seem to play the leading
part in the spin relaxation of clean graphene samples, and it was early realized that
local magnetic moments are a significant source for dephasing. Indeed, they appear
to be the dominant mechanism for spin relaxation [23, 27, 62, 166, 169].
2The Elliot-Yafet mechanism was initially derived for metals, while the Dyakonov-Perel mecha-
nism is known for semiconductors with a large band gap [207].
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Local magnetic moments can arise in graphene due to vacancies [219, 220], sp3
defects such as hydrogen [115, 221, 222], molecular doping [99, 148], and graphene
edges [223], and were also found to form after annealing of graphene samples [224].
Magnetic moments are experimentally detected in different ways. On the one hand,
there are direct measurements of the magnetization via SQUID devices [137] and
magnetic force microscopy [225]. On the other hand, magnetic moments influence
also STM experiments [219, 220] and their signatures are found in the spin trans-
port of spin valve samples [115]. Furthermore, transport experiments focusing on
the aspect of quantum interference are helpful, as spin-flip scattering off magnetic
moments influences both the universal conductance fluctuations and the low-field
magnetoresistance [169]. In the latter, a fit of the magnetoresistance curves to
the theory of weak localization (WL) [226, 227] allows to extract the phase co-
herence time and to analyze its dependence on the temperature. The presence
of magnetic moments is usually attributed to a saturation of this time [134, 228,
229], although other mechanisms may lead to this behavior [169, 229, 230]. Re-
cently, there appeared experimental studies [167, 231] on the anisotropy of spin
relaxation in graphene which confirmed the presence of magnetic moments in their
samples. Magnetic moments were further detected in the spin-dependent 1/f noise
in graphene [168].
In this chapter, we focus on a spin relaxation mechanism for graphene which is
based on resonant scattering off local magnetic moments in a dilute concentration.
In contrast to a first study of Huertas-Hernando et al. [217], which considered
localized magnetic moments at the graphene edges and found a spin relaxation time
of 0.1µs, we focus here on adsorbates that both induce local magnetic moments and
are resonant scatterers in graphene, see Ch. 4. Due to their resonant feature, only
a small fraction of about 1 ppm of local magnetic moments is needed to reproduce
the experimental values of 100 ps [26, 27, 62, 165, 166]. The basic model was
derived earlier for SL graphene [62] and we concentrate here on its extension to BL
structures. The underlying idea is simple but very effective: The local magnetic
moment gives rise to a local spin-flip field. As an electron scatters resonantly off the
impurity site, its spin precesses around the impurity spin. As long as the resonance
lifetime is long enough, the spin-flip probability for the electron reaches 50% and
the electron spin is randomized on exiting the scattering region. The spin-flip time
determines the spin relaxation time.
The model offers furthermore an answer to the puzzle of the different dependence
of the spin relaxation rate on the carrier density in SL and BL graphene devices, as
it considers the influence of electron-hole puddles on the relaxation rates. Although
the magnitude of these fluctuations in the charge density are found to be very similar
in SL and BL graphene (see for example Refs. [232, 233]), they induce a different
Fermi level smearing due to the peculiarities of the DOS in both structures. As the
smearing is more pronounced in the SL system, subtleties still observable in the τs
to carrier density dependence in BL graphene are hidden in the SL counterpart.
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While in SL graphene with a small concentration of hydrogen adatoms, the model
predicts a continuous increase of τs with the carrier density, τs first decreases in BL
graphene and increases after crossing a certain carrier density. Signatures of these
tendencies were found in both SL [165] and BL [26, 27, 234] experiments.
In Sec. 5.2 we introduce the model in more detail and present resulting spin re-
laxation rates for hydrogenated SL and BL graphene. Based on this approach, we
study in Sec. 5.3 fluorinated SL and BL graphene and the corresponding measure-
ments of the group of Jun Zhu [134, 235]. In this second part, we try to answer
whether fluorine induces local magnetic moments in graphene since there is no con-
clusive result found in DFT studies so far [148, 157]. We summarize and discuss
observed agreements and disagreements with the experimental results in Sec. 5.4.
5.2 Spin relaxation by resonant scattering off
magnetic moments
5.2.1 Adatom model with exchange
Tight-binding model for single and bilayer graphene
We consider an adatom binding in the top position to either single layer (SL) or
AB-stacked (Bernal stacked) bilayer graphene (BL) where we account for a non-
itinerant magnetic moment at the adatom site (spin-1/2 impurity) by an exchange
coupling J [62, 166]. The full TB Hamiltonian is given by
H = H0 +Hadorb +Hex . (5.1)
The term H0 describes the electronic structure of the pi orbitals of either unper-
turbed SL graphene, HSL0 , or BL graphene, HBL0 . For the SL configuration, we
employ the nearest neighbor approximation with t0 ≡ t = 2.6 eV so that3
HSL0 = −t0
∑
〈l,m〉
|Xl〉 〈Xm|+ H.c. , (5.2)
and for the BL configuration, we have4
HBL0 = −t0
∑
〈l,m〉
∑
β∈{t,b}
|Xβl 〉 〈Xβm|+ t1
∑
l
|Atl〉 〈Bbl |+ H.c. , (5.3)
3For simplicity, we omit the electron spin σ in all parts of H, Eq. (5.1), which are diagonal in
the electron spin space.
4More general forms of Eq. (5.3) can be found in the literature, e.g., in Refs. [10, 92, 236, 237]
where additional interlayer couplings or potential offsets are employed.
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where the symbol β ∈ {t, b} specifies whether the corresponding site X ∈ {A,B}
lies in the top (t) or bottom (b) layer. In our convention for the AB-stacked bilayer
graphene, an At site lies directly above a Bb site and those two sites are connected
by the interlayer hopping t1 = 0.34 eV. We refer to carbon sites coupled by t1 as
dimer sites, whereas the lattice positions Ab and Bt are called non-dimer carbon
atoms since they have no partner directly above or below in the other layer [10].
As in the previous chapters, the hybridization of the impurity in the top position
to graphene is described by Hadorb,
Hadorb = ω (|O〉 〈Y |+ |Y 〉 〈O|) + ε |O〉 〈O| , (5.4)
with the two orbital parameters which are the hybridization strength ω and the on-
site energy ε. In the BL case, the impurity is considered to bind only to the top layer
and, where needed, we explicitly distinguish whether the adsorption takes place on
a dimer, Yd, or non-dimer carbon site, Ynd. The two situations are indicated by
adding the subscripts d and nd to ω and ε.
The last term in Eq. (5.1),
Hex = −J sˆ.Sˆ , (5.5)
describes the exchange interaction of strength J between the itinerant electron spin
σ ∈ {↑, ↓} and the localized impurity spin Σ ∈ {⇑,⇓}. The symbols sˆ and Sˆ refer
to the array of Pauli matrices in the corresponding spin space [see Eq. (2.12) for
the employed convention]. We assume a constant value for J which is thus not
depending on the Fermi energy or chemical potential.
T -matrix in the singlet and triplet basis
In analogy to Ch. 4, we can now proceed to obtain the T -matrix and the relaxation
rates. In the present chapter, we explicitly take into account the spin degree of
freedom since we are interested in the spin-flip scattering due to the interaction of
the electron spin with the local magnetic moment.
In the singlet (` = 0) and triplet (` = 1) spinor basis |`, µ`〉 (µ` = −`, ..., `),
|0, 0〉 = 1√
2
(|↑〉 |⇓〉 − |↓〉 |⇑〉) (singlet)
|1,+1〉 = |↑〉 |⇑〉
|1, 0〉 = 1√
2
(|↑〉 |⇓〉+ |↓〉 |⇑〉) (triplet)
|1,−1〉 = |↓〉 |⇓〉 , (5.6)
the exchange term, Eq. (5.5), obtains the convenient form [196]
Hex = −J
1∑
`=0
∑`
µ`=−`
(4`− 3) |O, ` µ`〉 〈O, ` µ`| , (5.7)
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in the new one-particle basis |O, ` µ`〉 = |O〉⊗ |`, µ`〉, |Xl, ` µ`〉 = |Xl〉⊗ |`, µ`〉. The
orbital contributions of H0 and Hadorb are diagonal in the |σ〉 ⊗ |Σ〉 spin space and,
therefore, remain unchanged under the transformation to the singlet-triplet basis.
Following the down-folding procedure of Sec. 4.2.1, we obtain the (SL or BL)
graphene-only Hamiltonian composed of H0 and the energy-dependent perturba-
tion5 [62, 166, 196]
V(E) =
∑
`,µ`
V`(E) |Y, ` µ`〉 〈Y, ` µ`| =
∑
`,µ`
|ω|2
E − ε+ (4`− 3)J |Y, ` µ`〉 〈Y, ` µ`| .
(5.8)
Correspondingly, the T -matrix reads
T (E) =
∑
`,µ`
T`(E) |Y, ` µ`〉 〈Y, ` µ`| =
∑
`,µ`
V`
E − V`GC(E) |Y, ` µ`〉 〈Y, ` µ`| , (5.9)
with the (retarded) on-site Green’s function GC(E) = limδ→0〈Y |(E+ iδ−H0)−1|Y 〉
of unperturbed (SL or BL) graphene.
Green’s function GC(E) for BL graphene and DOS
To obtain the real-space representation of the on-site Green’s function for BL
graphene, we first transform the BL Hamiltonian H0 to the four dimensional Bloch
basis6 {|Atq〉 , |Btq〉 , |Abq〉 , |Bbq〉},
H0(q) = −t0
∑
β∈{t,b}
(
f˜orb(q) |Aβq〉 〈Bβq |+ H.c.
)
+ t1(|Atq〉 〈Bbq |+ H.c.) . (5.10)
Here, f˜orb(q) = exp(iq.δ1)+exp(iq.δ2)+exp(iq.δ3) is the orbital structural function
of Eq. (4.12) and δm are the vectors connecting nearest carbon neighbors in the
same layer.
The diagonalization of Eq. (5.10) yields four spin-degenerate eigenenergies given
by
αn(q) =
n
2
(αt1 +
√
t21 + 4 t
2
0 |f˜orb(q)|2) , (5.11)
where the symbol n = ±1 labels the conduction and valence branch of the spectrum
and α = ±1 addresses the high and low energy bands7, respectively. Note that by
5In the following, we will omit the limits for the ` and µ` summations. Symbol ` can take the
values 0 and 1, µ` lies in the interval from −` to `.
6Here, we follow the convention of Eq. (4.11) of the Bloch transform for SL graphene. It is
important to note that there are twice as many carbon atoms in the BL graphene unit cell
than in the one for SL graphene, which requires an additional factor of 1/
√
2 in Eq. (4.11).
7To be explicit, the low energy bands are given by the lowest conduction and highest valence
bands whereas the high energy bands are built from the highest conduction and lowest valence
bands in the spectrum.
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Figure 5.1: (a) Electronic band structure of AB-stacked BL graphene with the TB
parameters t0 = 2.6 eV and t1 = 0.34 eV. The high energy valence and conduction bands
begin to form at E = ±t1. Around the zero energy, the band structure is approximately
parabolic and the valence and conduction bands touch (see inset). (b) Density of states
of BL graphene. The DOS remains finite at zero energy (see inset).
setting t1 = 0 we obtain two copies of the SL graphene dispersion given in Eq. (4.13).
Figure 5.1 shows the band structure of BL graphene and the corresponding DOS.
The separation of the spectrum into low and high energy bands arises due to the
finite interlayer coupling t1. Around the K point, the high energy bands are built
from the bonding and anti-bonding states formed by the pz orbitals on dimer sites,
whereas the low energy bands are equivalently formed by the orbitals on nondimer
sites [10].
The eigenvectors corresponding to the spectrum in Eq. (5.11) are given by
|nα q〉 = 
α
n(q)
2
2
(
αn(q)
2 + t20|f˜orb(q)|2
) {|Atq〉+ nα |Bbq〉
−t0
[
f˜orb(q) |Btq〉+ nαf˜orb(q) |Abq〉
αn(q)
]}
. (5.12)
The on-site Green’s function, projected to a dimer (C = d) or nondimer site
(C = nd), is calculated from
GC(E) = lim
δ→0
∑
n,α,q
〈C|nα q〉 〈nα q|[E+ −H0(q)]−1|nα q〉 〈nα q|C〉 . (5.13)
which involves an integration over the first Brillouin zone. For simplification, we use
the spectrum αn(q) linearized around the two inequivalent corners of the Brillouin
zone, q = ±K + k,
αn(±K + k) ≈
n
2
(αt1 +
√
t21 + 4 t
2
0 ~2v2F |k|2) , (5.14)
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and separate the Brillouin zone integral into two integrals around the ±K points
using the energy cut-off energy W =
√√
3pit0. One then arrives at GC(E) =
ΛC(E)− ipiλC(E) with
ΛC(E) =
E
2W 2
ln
∣∣∣∣E2(E2 − t21)(W 2 − E2)2
∣∣∣∣+ t1∆C2W 2 ln
∣∣∣∣E + t1E − t1
∣∣∣∣ , (5.15)
λC(E) =
∑
α=±
|E| − α∆Ct1
2W 2
Θ
(
W − |E|)Θ(|E| − αt1) , (5.16)
where ∆C = 0 if the on-site Green’s function is evaluated for a dimer site, and
∆C = 1 if it is calculated for a nondimer site. By setting t1 = 0 we obtain the SL
case, GC(E, t1 = 0) ≡ G00(E), see Eq. (4.19).
From the imaginary part of the Green’s function GC(E) we directly obtain the
C-site resolved DOS of unperturbed BL graphene per spin, νC0 (E), [166]
νC0 (E) =
∑
α=±
|E| − α∆Ct1
2W 2
Θ
(
W − |E|)Θ(|E| − αt1)
=
∑
α=±
PαC (E)ν
α
0 (E) . (5.17)
In the last line, we rewrote the expression for νC0 (E) by introducing the quantities
να0 (E) and PαC (E). By taking the average of the C-site resolved DOS contributions
for the dimer and nondimer sites, we defined the DOS of unperturbed BL graphene
per atom and spin of the band α,
να0 (E) =
2|E| − αt1
4W 2
Θ
(
W − |E|)Θ(|E| − αt1) . (5.18)
In Eq. (5.17), the contribution of the site C to the low and high energy bands α at
a given energy E is then accounted for with the projection factor PαC (E),
PαC (E) =
2(|E| − α∆Ct1)
2|E| − αt1 Θ
(
W − |E|)Θ(|E| − αt1) . (5.19)
In the case of SL graphene, where there is no distinction between dimer and
nondimer sites and t1 = 0, we have ν+0 (E) = ν
−
0 (E) and P
+
C (E) = P
−
C (E).
Using the expression for the T -matrix, Eq. (5.9), and following the procedure
outlined in Sec. 4.2.2, we arrive at the perturbed DOS per atom and spin, νC(E),
describing SL or BL graphene in the presence of a magnetic impurity,
νC(E) =
∑
α=±
να0 (E)−
1
pi
η
4
Im
∑
`
[
−∂GC(E)
∂E
]
(2`+ 1) T`(E) . (5.20)
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As in Ch. 4, the adatom concentration η is defined as the number of adatoms
divided by the number of carbon atoms in the structure. The quantity η is related
to the areal impurity concentration, ni, via ηSL = niAuc/2 for SL graphene and
ηBL = niAuc/4 for BL graphene, where Auc = 3(
√
3/2)a2cc is the area of one graphene
unit cell.
5.2.2 Relaxation rates
The scattering rates are obtained from the generalized Fermi’s golden rule. Unlike
in Ch. 4, we want to investigate the relaxation of the electron spin in SL and BL
graphene due to spin-flip scattering at the local magnetic moment. Therefore, the
(electron) spin-dependent transition rates are calculated from
Wnα q σ|n′α′q′σ′ =
2pi
~
1
2
TrΣ
[
〈n′α′q′σ′| T (εαnq) |nα q σ〉†
× 〈n′α′q′σ′| T (εαnq) |nα q σ〉
]
δ(αnq − α
′
n′q′) , (5.21)
where αnq ≡ αn(q). In Eq. (5.21) we explicitly trace out the Σ spin degree of freedom
of the impurity. Note that an external magnetic field is not considered here, which
would polarize the impurity spin. Using the linearized spectrum around the K±
points, integrating over all final states and averaging over the Fermi contour for
a given energy E, we finally obtain the spin-dependent relaxation rate8, [62, 166,
196]
1
τCσσ′
=
η
2
2pi
~
{
δσσ′ |T1(E)|2 + 1
4
|T1(E) + (σ.σ′)T0(E)|2
}
×
[
P+C (E)ν
+
0 (E) + P
−
C (E)ν
−
0 (E)
]2
ν+0 (E) + ν
−
0 (E)
. (5.22)
Here, the spin labels are σ = +1 for the electron spin ↑ and σ = −1 for the electron
spin ↓.
The spin-dependent relaxation rates, Eq. (5.22), enter the definition of the spin
relaxation rate 1/τCs and the momentum relaxation rate 1/τCm via
1
τCs
=
1
τC↑↓
+
1
τC↓↑
(5.23)
1
τCm
=
1
τC↑↑
+
1
τC↓↓
, (5.24)
which both depend on the adsorption site of the impurity.
8In Eq. (5.22), the expression including the T -matrix elements stems from evaluating the trace
over Σ, the last factor, containing the C-site projected DOS of BL or SL graphene, νC0 ,
originates from the summation over the final states and the average over the Fermi contour.
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Figure 5.2: Electronic band structure of a 7 × 7 supercell of BL graphene with one
hydrogen adatom in the dimer (left) and nondimer (right) adsorption position on the
top layer. Shown are both DFT (black dotted) and TB data (blue solid) with the TB
parameters ωd = 6.5 eV and εd = 0.25 eV for the dimer configuration, and ωnd = 5.5 eV,
εnd = 0.35 eV for the nondimer configuration.
Example: Hydrogen adatom on bilayer graphene
In the following, we will consider as an example an hydrogen adatom adsorbing
on bilayer graphene in the dimer and nondimer position. We find suitable TB
parameters ωd, εd, ωnd, and εnd, describing the adatom adsorption, by comparing
the TB band structure to spin-unpolarized DFT data [166] for a 7 × 7 supercell
calculation. A least-square fit to the three bands around the Fermi level for each
adsorption position did not give a unique result. Out of a larger neighborhood of
TB parameters, which yield similar good agreement to the DFT data, we select
for hydrogen in the dimer position ωd = 6.5 eV and εd = 0.25 eV, and for the
same adatom in the nondimer position ωnd = 5.5 eV and εnd = 0.35 eV. Figure 5.2
displays the resulting band structures in comparison to the DFT data.
In both the dimer and nondimer configuration, hydrogen induces a local magnetic
moment of 1µB [166, 238]. We use an exchange coupling strength of J = −0.4 eV to
account for the magnetic moment, which agrees with the findings for hydrogen on SL
graphene [62] where the TB parameters are given by ω = 7.5 eV and ε = 0.16 eV [52].
Signatures of dimer and nondimer adsorption
Figure 5.3 presents the effect of the exchange parameter J on the DOS of hydro-
genated SL and BL graphene. In SL graphene, the narrow resonance peak close
to zero energy is split into two broader ones, which correspond to the singlet and
triplet states. The same effect is visible in the BL configurations of hydrogen dimer
and nondimer adatoms. However, the dimer and nondimer adsorption positions are
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Figure 5.3: Effect of the exchange coupling on the DOS of hydrogenated SL and BL
graphene. Hydrogen adsorbing in the top position on SL graphene with ω = 7.5 eV, ε =
0.16 eV [52] is shown in the first column. A finite exchange coupling J = −0.4 eV (second
row) splits the singlet and triplet states, and leads to the formation of two resonance
peaks, E`=0res = −60meV with Γ`=0 = 41meV and E`=1res = 29meV with Γ`=1 = 19meV.
These peaks are broader than the single peak, Eres = 7meV with Γ = 5meV, in the
J = 0 eV case. Hydrogen in the dimer position of BL graphene (second column) exhibits
similar resonance features as in the SL case. The sharp resonance peak for J = 0 eV,
Eres = 23meV with Γ = 22meV, is split into two for J = −0.4 eV, E`=0res = −100meV
with Γ`=0 = 43meV and E`=1res = 65meV with Γ`=1 = 28meV. The nondimer position
(third column), on the contrary, induces a shallow and broad resonance, Eres = 19meV
with Γ = 108meV, so that the singlet-triplet splitting, resulting from setting J = −0.4 eV,
is hidden from the eyes of the observer. An artificially increased adatom concentration
of η = 103 ppm and η = 500 ppm were used in the calculation for the SL and BL cases,
respectively.
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Figure 5.4: Spin and momentum relaxation rates, τ−1s and τ−1m , of hydrogenated BL
graphene with local magnetic moments. Shown are the relaxation rates for the dimer (blue
solid), nondimer (red dashed) configuration and their unbiased average (black dotted).
The clear relaxation shoulders in the dimer case, resulting from the singlet-triplet splitting,
are blurred for hydrogen in the nondimer position. Both the τ−1s and τ−1m values have the
same order of magnitude, though the τ−1m curve appears more asymmetric with respect
to the zero energy than τ−1s . An adatom concentration of η = 0.17 ppm was used in the
calculation of the relaxation rates.
clearly distinct regarding their appearance in the DOS. While the dimer hydrogen
adatom leads to a narrow resonance comparable to the SL case, the resonance peak
for the nondimer position is significantly broader and more shallow. While the
exchange splitting of the dimer resonance is clearly visible, the singlet and triplet
peaks for the nondimer configuration overlap and are not distinguishable in the
DOS.
It was discussed in Ch. 4 that for SL graphene a strong resonant scatterer, or in
the extreme case, a vacancy, induces a resonant state which occupies mainly the
sublattice not hosting the impurity. The SL explanation can be directly transferred
to our BL situation. Hydrogen in the dimer position induces a resonant state which
occupies mainly nondimer sites in the top layer. Hydrogen in the nondimer position,
on the other hand, induces a resonant state which occupies mainly dimer sites in
the top layer. However, the dimer sites are coupled to the lower layer of the BL
structure via t1 and the resonant state can leak to the layer underneath. In fact,
we checked by LDOS calculations for a large supercell with η ≈ 0.02% (not shown)
that for the nondimer position the resonant state is quasilocalized in the top layer
and delocalized in the bottom layer. This observation is also in accordance with
the main result of Ref. [239] which studies vacancies in multilayer graphene. The
leakage of the nondimer resonant state to the lower layer causes the broad and
shallow resonance peak in the DOS.
The expression for the spin-dependent relaxation rate, Eq. (5.22), contains the
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perturbed DOS per atom and spin, νC , and we therefore expect that also the (spin
and momentum) relaxation rates exhibit two peaks originating in the singlet and
triplet splitting by J 6= 0. Furthermore, the dimer and nondimer relaxation rates
will look different in general. Figure 5.4 presents the relaxation rates for hydrogen
on BL graphene assuming the orbital parameters and exchange coupling as given
above. Following our expectation, the dimer rates exhibit a clear distinction of the
singlet and triplet induced peaks as observed in the DOS. Corresponding resonance
features in the nondimer curves are less pronounced due to larger broadening of the
resonances.
Despite the shallow resonance in the DOS, the nondimer hydrogen adatom in-
duces still a 1/τnds lying slightly above the dimer rate. For |E| < t1 = 0.34 eV, only
the term proportional to the projection factor P−C survives in the spin-dependent
relaxation rate 1/τCσσ′ , Eq. (5.22). Since P
−
nd > P
−
d , the nondimer rates reach the
high values compared to the dimer rates. Equivalently, we can argument that the
nondimer adatom strongly perturbs the low energy states since they are built from
the carbon nondimer sites. We note that the momentum relaxation rate is of the
same order of magnitude as the spin relaxation rates. In Fig. 5.4, also the unbiased
average of the dimer and nondimer rates, τ−1s/m ≡ (1/τds/m + 1/τnds/m)/2, is shown,
based on the assumption that in a real sample hydrogen adsorbs equally likely to
dimer and nondimer carbon atoms.
Effect of electron-hole puddles
Graphene samples exhibit electron-hole puddles which are fluctuations in the Fermi
level around its average value, or, equivalently, fluctuations in the local carrier den-
sity. Throughout the years, charged impurities in the environment of the graphene
sample (e.g. the substrate) were identified as the main contributors to the spatial
inhomogeneity of the carrier density [180, 240, 241] while subdominant contribu-
tions might stem from ripples and short-range scatterers in graphene [242, 243].
Close to the charge neutrality point, where in perfect SL graphene the carrier den-
sity vanishes and in BL graphene it acquires a finite but its smallest value, the
fluctuations dominantly affect the physics. The most prominent example is the
experimentally observed minimum conductivity at the charge neutrality point in
SL graphene. The random network of electron and hole conducting puddles present
in the realistic graphene sample gives rise to a finite conductivity [241, 244, 245].
While transport measurements yield an indirect proof of the presence of the
electron-hole puddles, direct experimental observation can be achieved by scanning
tunneling microscopy (STM) [232, 246, 247], Kelvin probe microscopy [248], or
scanning single electron transistor (SET) measurements [211]. Depending on the
spatial and energetic resolution of the different approaches9, surveys of SL graphene
9Ref. [232] points out that the smaller spatial resolution of the SET measurements (∼ 150 nm),
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found fluctuations ∆n in the carrier density from 4 · 1010 cm−2 to 4 · 1011 cm−2. In
samples of BL graphene, the puddles are found to be of smaller size [249], and typical
carrier density fluctuations are similar to the ones of SL graphene, for example,
about 8 · 1011 cm−2 [233, 235].
However, due to the different dependence of the DOS on the energy in the two
systems, the same carrier density fluctuation ∆n yields a different magnitude for
the fluctuation or smearing in the Fermi level. While in SL graphene, the carrier
density (per unit area) depends on the Fermi level as
n =
1
pi
(
EF
~vF
)2
, (5.25)
the corresponding relation for BL graphene is given by
n =
1
pi(~vF )2
{|EF | (|EF |+ t1) + |EF | (|EF | − t1) Θ(|EF | − t1)} . (5.26)
For a density fluctuation of ∆n = 8.5·1011 cm−2 the values for the energy broadening
are σSLbr = 91meV and σBLbr = 23meV for the SL and BL case, respectively. We
implement the effect of the electron-hole puddles by applying to the rates a Gaussian
broadening [62],
1
τs(EF )
=
1√
2piσ2br
∞∫
−∞
dE
1
τs(E)
exp
[
−(E − EF )
2
2σ2br
]
. (5.27)
For a given exchange parameter, the singlet-triplet splitting is slightly larger in
the hydrogenated BL case than in the SL one due to an effective energy renor-
malization by the interlayer coupling t1. However, the large energy broadening in
the SL system completely masks the splitting effect which yields a qualitatively
different picture of the hydrogen induced relaxation rates around the charge neu-
trality point, see the scheme presented in Fig. 5.5. In the vicinity of the charge
neutrality point, the broadened rate for hydrogenated SL graphene decreases with
increasing the Fermi energy. In contrast, for the BL structure, the broadened rate
increases with increasing the Fermi energy until the maximum of the resonance
induced shoulders are met. At high energies (or charge carrier densities), both the
SL and BL spin relaxation rates decrease with increasing energy.
In Fig. 5.6, we provide the calculated (broadened and unbroadened) spin relax-
ation rates of hydrogenated SL and BL graphene assuming an energy broadening as
specified above and, in both cases, a concentration of 0.17 ppm. The broadening of
the rates follows the scheme as presented above. Hydrogen adatoms (or the methyl
compared to the resolution in the STM approach (∼ 2 nm) of the authors of Ref. [232], yield
smaller estimates for ∆n due to spatial averaging effects.
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Figure 5.5: Scheme of the influence of electron-hole puddles on the spin relaxation rates.
The different DOS of SL and BL graphene lead for the same carrier density fluctuation
∆n to a larger energy broadening σbr in the SL case than in the BL one (center). While
the unbroadened relaxation rate shows for both SL and BL graphene clear singlet and
triplet resonances (left), the singlet-triplet signature survives only in the BL graphene
case (right). Adapted from Ref. [166].
group), appearing at the order of 1 ppm, are likely contaminants of experimental
SL and BL graphene samples. Indeed, comparing10 the hydrogen computed spin
relaxation rates to experimental SL [62, 165] and BL [26, 166] graphene data yields
very good agreement (see Refs. [62, 166] for a direct comparison). This is a strong
indication that a ppm concentration of local magnetic moments arising from the
production process of the experimental samples gives rise to the measured spin
relaxation rates.
5.3 Is fluorine a magnetic resonant scatterer in
graphene?
In the remainder of this chapter, we will address the question, whether fluorine
induces magnetic moments in graphene. Approaching this issue with theoretical
10In the SL graphene case, Refs. [62, 165], additional energy broadening appears due to a finite
temperature of 300K. The electron-hole puddles were estimated to give σbr = 110meV for the
considered sample and a concentration of η = 0.36 ppm was extracted in the comparison of
model and experiment.
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Figure 5.6: Spin relaxation rates of hydrogenated SL (left) and BL (right) graphene
with an exchange coupling of J = −0.4 eV. In the BL case, an unbiased average over
dimer and nondimer adsorption positions was applied. Taking into account a carrier
density fluctuation of ∆n = 8.5 · 1011 cm−2 (σSLbr = 91meV and σBLbr = 23meV) yields
different trends of τ−1s around the charge neutrality point. An adatom concentration of
η = 0.17 ppm was used in the calculation of the relaxation rates.
DFT calculations did, so far, not provide a conclusive answer. For example, Santos
et al. [148] do not find fluorine induced magnetic moments, while Kim et al. [157],
performing a hybrid DFT study, come to the opposite result. A possible culprit for
the discrepancy in the results is the self-interaction error appearing in the exchange-
correlation functionals [158, 159]. However, experiments found indications that
fluorine does indeed induce magnetic moments in graphene [134, 137, 160, 235].
Below, we choose a path between a full theoretical and experimental treatment
of fluorinated graphene. On the one hand, we take DFT calculations as a back-
bone for the orbital part of the fluorine adatom model. On the other hand, we
apply the previously discussed model of resonant scattering off magnetic moments
to experimental spin relaxation data of the group of Jun Zhu at Penn State Uni-
versity on fluorinated SL [134, 160] and BL [235, 250] graphene. Knowing from the
experimental characterization of the samples the fluorine concentration, we aim to
extract the value for the exchange coupling by comparing model and experiment.
The following sections summarize the current status of the project. While the
model works successfully in some aspects, we find discrepancies between theory and
experiment that are not yet satisfyingly resolved.
5.3.1 Experiment at Penn State University
The experiments on fluorinated SL and BL graphene were conducted in the group
of Jun Zhu at Penn State University. We were provided with experimental data
sets of the samples A [134] and W03 [250] of the SL and BL fluorinated graphene
128
5.3 Is fluorine a magnetic resonant scatterer in graphene?
experiments. In the following, we will give a short overview on the preparation
of the samples and applied measurement methods as reported by the Penn State
group in Refs. [134, 160, 235, 250].
Sample preparation and characterization
Starting point are exfoliated graphene samples on SiO2/doped Si substrates which
are fluorinated in a reactive ion etching chamber with a CF4 plasma [251] at room
temperature. An earlier experiment showed that this fluorination method is clean
and reversible [160]. Varying the exposure time of the graphene sample to the
plasma, different fluorine concentrations on the samples are realized. The BL
graphene samples are found to be harder to fluorinate, which might be related
to a flatter surface of the BL samples on the substrate than the SL ones [235, 250].
Defluorinated control samples are produced by annealing at about 370 ◦C (in Ar/H2
gas flow) for 12 h (BL) and 24 h (SL).
STMmeasurements, performed on the SL graphene samples, indicate the covalent
bonding of adsorbates on the graphene sheet [142, 160]. These adsorbates are
interpreted as fluorine atoms. The concentration of the fluorine adatoms, on the
other hand, is extracted from Raman spectroscopy measurements. By analyzing
the intensity ratio of the Raman D to G peak [252, 253], a fluorine concentration of
nF = 5 ·1011 cm−2 is deduced for sample A (SL) and nF = 4.4 ·1012 cm−2 for sample
W03 (BL). As in the defluorinated samples the Raman D peak almost vanishes,
only few residual defects such as vacancies are expected. The Penn State group
estimates a residual defect concentration of 6 ·1011 cm−2 in the BL graphene device.
After the defluorination process, the graphene samples are fabricated into field
effect transistors in the Hall Bar geometry by standard electron-beam lithography.
Applying a perpendicular magnetic field, magnetoresistance measurements at low
field strengths are carried out in order to extract the spin relaxation rates in the
samples.
Weak localization measurements
Weak localization (WL) is a quantum interference effect of electrons diffusing on
closed or self-crossing paths in the sample [254–256]. It was first observed ex-
perimentally in weakly disordered thin metallic films and semiconductor inversion
layers in the 1980s as resistance anomalies in the temperature and magnetic field
dependence [254]. In the presence of time reversal symmetry, the diffusion along
closed paths leads to an enhanced backscattering probability of the electrons [254,
255]. The WL is therefore a precursor of the Anderson localization [257] which
describes the absence of diffusion [255].
Being a quantum interference effect, WL strongly relies on the phase coherence
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of the electron and its time-reversed counterpart11 diffusing along a closed trajec-
tory. The phase coherence time of the electron is a temperature dependent quan-
tity due to electron-electron and electron-phonon interactions [241] in the sample.
Furthermore, an external magnetic field destroys time reversal symmetry and in-
duces a phase shift between the two counterpropagating paths for the closed loop.
Therefore, an important experimental tool for the investigation of phase breaking
mechanisms in the sample are the magnetoresistance measurements at low mag-
netic fields, i.e. when quantizing effects of the Landau level formation are not yet
dominating [254, 255, 258].
Negative magnetoresistance is a signature of the suppression of WL under in-
creasing magnetic field strength. If spin-orbit scattering is present, however, the
spin state of the electron, diffusing along the closed loop, undergoes a relative ro-
tation by 2pi. An enhanced forward scattering probability is the consequence. This
effect is commonly called weak anti-localization (WAL) [254] and is observed as a
positive magnetoresistance.
Theoretically, pristine SL and BL graphene exhibit the WAL and WL effects,
respectively [226, 227, 259, 260]. The reason lies in the Berry phases of SL and BL
graphene of pi and 2pi, respectively, which is acquired by the electrons diffusing on
the closed paths [256] due to the rotation of momentum around a Dirac point. Here,
one can draw (specifically for SL graphene) an analogy to the spin-rotation induced
WAL mentioned in thin films. In SL graphene, the pseudospin, carrying information
about the sublattice population of the lattice, is either parallel or anti-parallel to
the momentum of the charge carrier12 (depending on the considered Dirac valley
and the conduction or valence band). This alignment of pseudospin and momentum
is often referred to as the chiral nature or symmetry of graphene [256]. The rotation
of the momentum is therefore directly connected to the rotation of the pseudospin.
In both SL and BL graphene, SOC of the Rashba type (affecting the real physical
spin of the electrons) was predicted to induce WAL [261].
The chiral symmetry of SL and BL graphene can be broken by inter- and in-
travalley scattering processes due to, for example, surface ripples, atomic defects,
boundaries, random bond disorder etc. [230, 262, 263]. Intravalley scattering af-
fects directly the pseudospin, and counterpropagating partial waves (electron and
time-reversed partner on the closed loop) acquire different phases. This leads to a
suppression of the WAL or WL effect. Intervalley scattering, on the other hand,
can restore the WL effect. If the counterpropagating states live in different valleys
they have different pseudospin orientation and correspondingly, due to a total phase
shift of 0, constructive interference can occur between the two partial waves [256].
11If the electron traverses the closed path in clock wise orientation, its time-reversed partner
diffuses in the counter clockwise direction. In the presence of time-reversal symmetry, both
diffusion paths have the same return probability and are phase coherent.
12This can be seen by calculating the expectation value of the pseudospin Pauli matrices σ with
the low energy states.
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Furthermore, SL graphene (at high charge carrier densities) and BL graphene are
subject to trigonal warping of the Fermi contours around the valleys [227, 262].
This effect also breaks the chiral symmetry and suppresses the WL effects.
Realistic, weakly disordered graphene samples can exhibit a complex interplay of
different phase-breaking effects [230, 263] which lead to observations contradicting
the theoretical predictions for the ideal situations. For example, first measurements
for SL graphene showedWL instead of WAL [77, 264]. Improving the sample quality
and thus changing the ratio of the dephasing time and the inter- and intravalley
scattering times, Tikhonenko et al. [265] were able to tune between WL and WAL
behavior in their SL graphene device.
WL measurement in the Penn State experiment
The fluorinated SL and BL graphene devices of the Penn State group exhibit the
characteristics of WL [134, 235]. Fitting the magnetoconductance correction,
∆σ(B, n) = σ(B, n)− σ(0, n) (5.28)
at different charge carrier densities n to the theoretical WL model of Refs. [226, 227],
the phase coherence length Lφ(T ) and the corresponding dephasing rate τ−1φ (T ) =
D/L2φ in the sample is extracted at different temperatures T . Here, D denotes
the diffusion constant which is determined by the mean free path. In order to
avoid effects of strong localization, all measurements are performed at high carrier
densities where n > nF .
The dephasing rate increases with temperature. This behavior of τ−1φ (T ) can be
attributed to inelastic scattering processes due to electron-electron interaction [134,
230]. At low T , large momentum-transfer collisions due to direct Coulomb inter-
action are found to be negligible in accordance with measurements on pristine
graphene samples [264, 266]. Furthermore, in this low temperature range the con-
tribution from electron-phonon scattering is subdominant. Approaching the zero
temperature (T ∈ [1, 10]K), the dephasing rate saturates to a constant value τ−1sat
which depends approximately linearly on the fluorine concentration in the sam-
ples [134]. No saturation is observed in the WL measurements of the defluorinated
control samples.
In the literature, several candidates explaining the saturation behavior can be
found [229, 230]. On the one hand, additional dephasing can occur at the sample
boundaries, for example in the electric contacts. This typically happens for sample
sizes L where Lφ & L, which is not the case for the investigated fluorinated samples
of the Penn State experiment [134, 235]. Electron-hole puddles could also give rise
to additional dephasing. However, in this scenario the dephasing would start at
different temperatures Tsat depending on the charge carrier concentration [230].
This n dependence is not observed in the data. As the value of τ−1sat seems to be
directly connected to the fluorine concentration, a third mechanism is probably
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Figure 5.7: Electronic band structure of a 7×7 supercell of BL graphene with one fluorine
adatom in the dimer (left) and nondimer (right) adsorption position on the top layer.
Shown are both DFT (black dotted) and TB data (blue solid) with the TB parameters
ωd = 7.0 eV and εd = −2.5 eV for the dimer configuration, and ωnd = 8.0 eV, εnd = −3.0 eV
for the nondimer configuration. Aside a good overall agreement between the TB and DFT
band structures, the gap at the K point between the two bands above the Fermi energy
is not recovered in the simple TB model.
responsible [134, 235]. This mechanism is spin-flip scattering off local magnetic
moments. Pierre et al. [228] showed earlier that spin-flip scattering off a dilute
concentration of magnetic impurities can explain the saturation of τ−1φ in metal
wires. Also Kozikov et al. [229] employ this explanation for their observations in
SL graphene. In the following, we interpret τ−1sat as the spin relaxation rate and
investigate its dependence on the charge carrier density.
5.3.2 DFT and TB input
Below, we model a dilute concentration of fluorine adatoms in both SL and BL
graphene as a source of local magnetic moments. The orbital parameters for the TB
model are extracted from DFT calculations by Martin Gmitra of a SL 10×10 [100]
and a BL 7 × 7 supercell calculation. The results regarding the SL supercell were
already presented in Sec. 3.5.1, where we found fluorine being well described by the
orbital parameters ω = 5.5 eV and ε = −2.2 eV.
In the case of BL graphene, we compare the orbital part of the TB model,
Eq. (5.1), to the three bands around the Fermi level of the DFT computed spectrum.
However, as in the case of hydrogenated BL graphene, Sec. 5.2.2, we do not achieve
a unique fit. Instead, we select for the dimer and nondimer configuration adatom
parameters which are close to the SL (unique) fit and which are best suited for the
description of the experimental spin relaxation data as presented below. Following
this approach, we describe fluorine in the dimer position with ωd = 7.0 eV and
εd = −2.5 eV, and nondimer fluorine with ωnd = 8.0 eV and εnd = −3.0 eV. Both
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DFT and TB band structures are displayed in Fig. 5.7. We note a good overall
agreement for both adsorption positions. However, in the dimer case, the model
does not recover the small gap at the K point occurring between the two DFT
bands above the Fermi level. This discrepancy cannot be cured by introducing
standard additional interlayer hoppings13, and local modifications of them, in the
BL graphene model.
Without doubt, we employ a rather simple TB model to describe fluorine on
BL graphene and there might be some component missing. Furthermore, the DFT
calculation cannot mimic the (by a factor of 10) smaller fluorine concentrations in
the BL graphene samples of the Penn State experiment due to computational costs.
In the experimental limit of adatom coverage, recovering the gap might be of small
importance. For simplicity, we first stick to the simple model in the following and
address a possible extension later.
Resonances with exchange
We found in Ch. 4 that fluorine on SL graphene induces a very broad resonance,
Γ ≈ 280meV, in the DOS which lies about 260meV below the zero energy. Placing
fluorine on BL graphene, the resonance peak appears at similar energies for the
dimer, Eres = −253meV, and nondimer, Eres = −247meV, adsorption configura-
tion. Also the resonance widths are comparable to the SL case. As it is displayed in
Fig. 5.8, a nonzero exchange coupling splits the resonance peaks in their respective
singlet and triplet contributions which are further broadened. This is in accordance
with our findings for hydrogen shown in Fig. 5.3. Here, we chose for illustration
the same exchange parameter J = 0.47 eV for SL and BL graphene. As we will see
below, we recover the experimental BL spin relaxation data best with this value
for J in the simple model description.
5.3.3 Spin relaxation in fluorinated BL and SL graphene
Figure 5.9 shows the spin relaxation data of the fluorinated BL graphene sample
from the Penn State group. The data is taken for charge carrier concentrations in
the interval [5 · 1012 cm−2, 13 · 1012 cm−2] (electron doped sample [235]) and thus
covers energy values from about 0.1 to 0.22 eV. In this interval, the extracted spin
relaxation rates yield values from about 0.15 to 0.5 ps−1. For the modeling part,
we assume that the fluorine adsorption occurs in a statistically equal manner14 to
dimer and non-dimer sites in the top layer such that the total spin relaxation rate
13See, for example, the interlayer hoppings γ0, γ1, γ3, and γ4 of Ref. [10] where γ0 ≡ t0, γ1 ≡ t1.
14In the DFT calculation, the nondimer configuration is by about 40meV lower in energy than
the dimer one. We checked that a variation of the occupation to dimer and nondimer sites did
not affect our results on τ−1s and τ−1m significantly.
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Figure 5.8: Effect of the exchange coupling on the DOS of fluorinated SL and BL
graphene. The first column addresses fluorine on SL graphene with ω = 5.5 eV, ε =
−2.2 eV. The adatom induces a broad resonance far off the zero energy (Eres ≈ 260meV),
see Ch. 4. On BL graphene, fluorine related resonances appear at about Eres = −253meV
and Eres = −247meV for the dimer and nondimer configuration, respectively. Under the
influence of the exchange coupling J = 0.47 eV, the peaks are split. However, since the
appearing resonances are very broad, the individual width of the singlet and triplet reso-
nances are not sufficiently resolved. For fluorine on SL graphene, the resonance energies
are E`=0res = −85meV and E`=1res = 323meV. For fluorinated BL graphene, one can read off
E`=0res = −101meV and E`=1res ≈ −305meV in the dimer configuration. The singlet-triplet
splitting in the nondimer configuration is hidden due to the shallow and broad resonance.
An artificially increased adatom concentration of η = 400 ppm and η = 200 ppm were
used in the calculation for the SL and BL cases, respectively.
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Figure 5.9: Spin relaxation rate of fluorinated BL graphene. Aside the experimental data
from the Penn State group [235] (red symbols), the model calculated data is shown (blue
solid). The model parameters are ωd = 7.0 eV, εd = −2.5 eV, ωnd = 8.0 eV, εnd = −3.0 eV,
and J = 0.47 eV. The fluorine concentration of η = 572 ppm (nF = 4.4 ·1012 cm−2) follows
the experimental estimate, and an energy broadening of σbr = 20meV is employed. A
variation of ±20% in η is indicated by the dashed lines.
is given by the unbiased average over the two adsorption configurations,
1/τs ≡ 1/
(
2τCds
)
+ 1/
(
2τCnds
)
. (5.29)
Employing the orbital TB parameters for fluorine as discussed above and the exper-
imental estimate for the fluorine concentration, η = 572 ppm (nF = 4.4 ·1012 cm−2),
we find good agreement between model and experiment for the exchange param-
eter J = 0.47 eV. The employed energy broadening of σbr = 20meV [235] affects
the spin relaxation data only marginally. In Fig. 5.9 we also show the model rates
for a variation of the fluorine concentration by ±20% which takes into account the
uncertainty in the experimental estimation of η [235].
Taking into account only the τ−1s data of the BL sample, one would conclude
that fluorine indeed seems to induce local magnetic moments in the BL graphene
with an exchange value close to the one for hydrogenated graphene. However, we
should find a similar result for the spin relaxation data [134] of SL graphene first.
And that is exactly the problem, as we see in Fig. 5.10. According to Ref. [235],
the SL τ−1s data was extracted in the hole-doped region for carrier concentrations
ranging from 0.6 to 3.9 · 1012 cm−2 (energies lie in [−0.2 eV,−0.07 eV]) and τ−1s
values from to 0.07 up to 0.6 ps−1 are found. The model data does not recover
these magnitudes of the rates. Neglecting at the moment the exchange parameter,
the orbital parameters of fluorine on SL graphene, as extracted from the DFT/TB
study in Sec. 3.5, lead to a broad resonance at large negative energy, see Fig. 5.8.
In Ch. 4, we saw that this leads to a pronounced asymmetry in the momentum
relaxation rate. The value of the relaxation rate is significantly higher for negative
energies than for positive ones. Here, we now observe a similar tendency in the
135
Chapter 5 Spin relaxation in bilayer graphene
-0.2 -0.16 -0.12 -0.08
E [eV]
0.1
1
10
τ s
-
1  
[p
s-1
]
SL exp
σbr = 64 meV
0.08 0.12 0.16 0.2
E [eV]
0.1
1
10
τ s
-
1  
[p
s-1
]
Figure 5.10: Spin relaxation rate of fluorinated SL graphene. Aside the experimental
data from the Penn State group [134, 235] (red symbols), the model calculated data is
shown(blue solid). The model parameters are ω = 5.5 eV, ε = −2.2 eV, and J = 0.56 eV.
The fluorine concentration of η = 131 ppm (nF = 5 · 1011 cm−2) follows the experimental
estimate and an energy broadening of σbr = 64meV is employed. The experimental data
is taken in the hole-doped region [235] where the model does not match the experimental
data (left panel). Agreement between model and experiment can only be found assuming
that the experimental data was taken in the electron-doped region (right panel).
spin relaxation rate for a finite exchange coupling.
As an example, we take J = 0.56 eV and an energy broadening of σbr = 64meV
for the experimental fluorine concentration of η = 131 ppm (nF = 5 · 1011 cm−2).
Figure 5.10 presents that the model recovers the magnitude of the experimental
τ−1s data only at positive energies but overestimates the real experimental data
by a factor of 10 to 40. This overestimation persists under variation of J and
σbr in reasonable intervals. At this stage of the investigation, one way to fix this
discrepancy in our model would be to assume that only a fraction of the fluorine
adatoms induce local magnetic moments which then contribute to the observed spin
relaxation. To support this hypothesis, knowledge of the experimental τ−1s data for
positive energies would be required since we should still observe the pronounced
asymmetry with respect to zero energy as in the model.
Strong midgap scatterer model
As it is shown in Ref. [134] by the Penn State group, the experimental conductiv-
ity data of SL fluorinated graphene lacks pronounced asymmetry with respect to
negative and positive energies and can be fitted to the SMS model [2, 176, 177,
189], see Eq. (4.37) and Fig. 5.11(a). In order to rule out localization effects, the
authors of Ref. [134] fit the data for a temperature of 200K to the corresponding
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Figure 5.11: (a) Experimental conductivity data [134, 235] of fluorinated SL graphene
at 200 K (red solid) in comparison with the SMS model (blue dashed) [see Eq. (4.37)
in Sec. 4.5]. For |n| & nF (vertical dashed lines), the SMS model parameters ni =
6 · 1011 cm−2 and R = 4.4Å were extracted in Ref. [134]. (b) Spin relaxation rate for a
hydrogen-like adsorbate on SL graphene with ω = 7.5 eV, ε = 0.16 eV in comparison to
the experimental relaxation rate of SL fluorinated graphene [134, 235]. Data are shown for
σbr = 80meV, η = 156 ppm (ni), and J = 7meV (blue solid) as well as for σbr = 60meV,
η = 7 ppm, and J = −0.4 eV (black dashed).
SMS formula and extract an effective disk radius of R = 4.4Å for an impurity
concentration of ni = 6 · 1011 cm−2. The value of ni is close to the estimate of
the fluorine concentration, nF = 5 · 1011 cm−2, which is extracted from Raman
measurements. The authors conclude in their work that fluorine acts like a SMS
impurity on SL graphene. As we elucidated in Sec. 4.5, the SMS model can be used
for the description of vacancies or strong resonant scatterers, such as hydrogen, in
SL graphene. However, the model does not catch the situation of adatom induced
resonances significantly away from zero energy, which is exactly what we found for
fluorine in our combined DFT/TB analysis, Sec. 3.5.
Ignoring for a moment our knowledge on the orbital parameters of fluorine, we
calculate the spin relaxation rate assuming a hydrogen-like adsorbate, ω = 7.5 eV
and ε = 0.16 eV, for an adatom concentration of η = 156 ppm (corresponding to ni).
Indeed, applying an energy broadening of σbr = 80meV the model spin relaxation
rate reaches the experimental results, see Fig. 5.11(b). However, this is achieved at
the cost of a very small exchange parameter15 of J = 7meV. Alternatively, we fix
the exchange parameter to the hydrogen value of J = −0.4 eV [62] and allow the
concentration of the impurity to vary. For σbr = 60meV we need only η = 7 ppm
to obtain a good agreement between model and experiment, see Fig. 5.11(b).
Interestingly, the experimental conductivity data of fluorinated BL graphene [250]
15An equally good alignment between model and experiment can be achieved for J ≈ −6meV.
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Figure 5.12: (a) Experimental conductivity data [235, 250] of fluorinated BL graphene
at 1.6 K (red solid) in comparison with the SMS model (blue dashed) of Eq. (5.30).
For |n| & nF (vertical dashed lines), the SMS model parameter ni = 4.4 · 1012 cm−2 is
extracted in Ref. [250]. (b) Spin relaxation rate for a hydrogen-like adsorbate on BL
graphene with ωd = 6.5 eV, εd = 0.25 eV, ωnd = 5.5 eV, εnd = 0.35 eV in comparison
to the experimental relaxation rate of BL fluorinated graphene [235]. Data are shown
for σbr = 20meV, η = 572 ppm (nF ), and J = −40meV (blue solid) as well as for
σbr = 20meV, η = 47 ppm, and J = −0.4 eV (black dashed).
can also be fit by the BL version of the SMS model of Ref. [177]16,
σBLSMS =
e2
h
pi
2
|n|
ni
. (5.30)
Figure 5.12(a) displays the experimental conductivity at T = 1.6K and the corre-
sponding fit17 to the SMS model with ni = nF as presented in Ref. [250]. Again,
the authors of Ref. [250] relate the observed conductivity data to a strong reso-
nant nature of fluorine on BL graphene. As before, we try to obtain an agreement
with this experimentally motivated assumption by using the orbital parameters of
hydrogen on graphene (ωd = 6.5 eV, εd = 0.25 eV, ωnd = 5.5 eV, εnd = 0.35 eV).
Figure 5.12(b) shows that with an exchange parameter of J = −40meV the model
and experimental data reach the same order of magnitude. Similarly as for the
SL relaxation data, we also consider the hydrogen attributed exchange parameter
J = −0.4 eV (see Sec. 5.2.2) and need only η = 47 ppm to tune the model to the
experimental data.
However, let us stress that the SMS model (or strong resonant scatterer) approach
is in conflict with the DFT results on fluorinated SL and BL graphene. Figure 5.13
16Note that the additional factor of 2 in Eq. (5.30) (compared to Ref. [177]) appears due to the
one-sided fluorination of the experimental sample [250].
17The experimental conductivity data for T = 200K is about a factor of 2 larger than the low
temperature data [235, 250]. Correspondingly, a fit of σSMS to the high temperature σ curve
would result in 2 times smaller impurity concentration ni.
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Figure 5.13: (a) Electronic band structures as obtained from a TB implementation of
a disk scatterer with radius R = 4Å on a 10 × 10 supercell of SL and BL graphene.
In the latter, the disk center was placed on a dimer (D) or nondimer (ND) site. (b)
DFT calculated band structures of fluorinated SL (see Sec. 3.5) and BL graphene (see
Sec. 5.3.2). A 10× 10 supercell was used for SL graphene, a 7× 7 one for BL graphene.
presents a direct comparison of the DFT computed band structure of fluorinated
(SL and BL) graphene with a TB implementation of a disk scatterer with effective
radius R = 4Å. In the TB model, all carbon atoms within the disk radius are shifted
to large positive energy and are decoupled from the rest of graphene. Furthermore,
for BL graphene, the disk center coincides either with a dimer or a nondimer site.
The disk scatterer model exhibits similarities with hydrogenated18 SL [52] or BL
(Fig. 5.2) graphene, but it is clearly distinct from fluorine on SL or BL graphene.
5.3.4 Momentum relaxation in fluorinated SL and BL
graphene
Experimental τ−1s /τ−1m ratio
Another puzzle is provided by the experimental ratio of the spin to the momentum
relaxation rate19, see Fig. 5.14. The ratios yield values of 10−3 to 10−2 in SL
fluorinated graphene, and around 10−3 in BL fluorinated graphene. We compare
18Compare also to the band structure of methyl functionalized SL graphene in Fig. 3.3.
19The momentum relaxation rate is extracted by the Penn State group for both SL and BL
configuration from the 200K conductivity data applying the Drude formula [235].
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Figure 5.14: Ratio of spin to momentum relaxation rate in fluorinated (a) SL and (b)
BL graphene. Together with the experimental data (red symbols) the model calculated
ratios (blue solid) are plotted. The parameters are the same as in Fig. 5.9 and Fig. 5.10
for the BL and SL case, respectively. The model ratios are rescaled by a factor of (a)
1/100 and (b) 1/40 to obtain the experimental order of magnitude. The experimental
momentum relaxation rate is extracted from the 200K conductivity data [235], while the
model considers T = 0K as a first estimate.
the experimental data to the model calculations of fluorine on SL (ω = 5.5 eV,
ε = −2.2 eV, J = 0.56 eV, σbr = 64meV) and on BL (ωd = 7.0 eV, εd = −2.5 eV,
ωnd = 8.0 eV, εnd = −3.0 eV, J = 0.47 eV, σbr = 20meV) graphene. While in the
SL configuration a rescaling by a factor of 1/100 is needed to reach the order of
magnitude of the experimental data, a rescaling of 1/40 is required in the BL case. A
match for SL fluorinated graphene is not to be expected, since we did not recover
τ−1s with the model (Fig. 5.10). In fluorinated BL graphene, however, we found
good agreement between experiment and model for τ−1s (Fig. 5.9). The rescaling
therefore implies that there is a source for additional momentum scattering present
in the experimental sample which does not affect the spin relaxation rate.
The Penn State group analyzed three different samples of BL graphene with
different fluorination degrees, ranging from nF = 2.2 · 1012 cm−2 to nF = 4.4 ·
1012 cm−2 [235, 250]. Performing the same measurements on the different samples,
they find that the τ−1s /τ−1m ratio does not depend on nF [235]. The source of the
enhanced momentum relaxation appears to be linked directly to the source of the
spin relaxation in the fluorinated BL sample.
Charge redistribution and charged impurity scattering due to fluorine
All experimental samples show a conductivity curve being almost symmetric with
respect to the charge neutrality point [250]. However, we know from our DOS anal-
ysis that fluorine induces in BL graphene broad resonances away from the charge
neutrality point. These resonances influence highly the momentum scattering, mak-
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Figure 5.15: Electronic band structure of a 7×7 supercell of BL graphene with one fluo-
rine adatom in the dimer (left) and nondimer (right) adsorption position on the top layer.
Shown are both DFT (black dotted) and TB data (blue solid) with the TB parameters
ωd = 7 eV and εd = −2.5 eV for the dimer configuration, and ωnd = 8 eV, εnd = −3 eV for
the nondimer configuration. A finite potential offset U = 0.16 eV was assigned to the top
layer of BL graphene in the TB calculation which opens a gap at the K point between
the two bands above the Fermi energy.
ing the momentum relaxation rate rather asymmetric.
Apart the SMS scenario also charged impurities are predicted to give a symmetric
contribution to the conductivity [180, 244, 267, 268]. Due to its high electronegativ-
ity, it is likely that fluorine indeed leads to charged impurity scattering in graphene.
In the SL case, the DFT calculations predict a finite charge transfer from graphene
to fluorine (Sec. 3.5). In BL graphene, the DFT calculations also provide hints on
a charge redistribution between the bottom and top layer due to fluorine. We recall
that our earlier TB model of fluorine in the dimer position of BL graphene does
not reproduce the DFT gap between the two bands above the Fermi energy at the
K point (Fig. 5.7). If we instead introduce, in a first approximation, an overall
potential offset of U = 0.16 eV for the top layer (compared to the lower one) in the
TB model, a gap is opened as desired, see Fig. 5.15.
In the following, we model fluorine as a charged impurity scatterer following
Refs. [244, 267, 269, 270] in the approximation of zero temperature. For sim-
plicity, we assume a charge of 1 e per fluorine adatom, neglect the finite distance
(see Sec. 3.5) of fluorine to graphene, and set the relative permittivity of the
fluorine environment to graphene on SiO2 [180]. Finally, we combine the mo-
mentum relaxation rates—short range due to resonant scattering, τ−1m , and long
range due to charged impurity scattering, τ−1ch —according to Matthiesen’s rule:
τ−1m,eff = τ
−1
m + τ
−1
ch . Figure 5.16 displays the resulting ratios τ
−1
s /τ
−1
m,eff for both the
SL and BL case. The additional contribution of charged impurity scattering to τ−1m
reduces the magnitude of the ratios, though the model values are still significantly
larger than the experimental ones. For the SL case, a rescaling by 1/50 is needed.
141
Chapter 5 Spin relaxation in bilayer graphene
-0.2 -0.16 -0.12 -0.08
E [eV]
τ s
-
1 / τ
m
,e
ff-
1
SL, exp
mod + ch, rescaled
0.1 0.15 0.2 0.25
E [eV]
0.001
0.01
τ s
-
1 /τ
m
,e
ff-
1
mod + ch, rescaled
BL, exp
(a) (b)
Figure 5.16: Ratio of spin to momentum relaxation rate in fluorinated (a) SL and (b) BL
graphene considering fluorine as a charged impurity. Together with the experimental data
(red symbols) the model calculated ratios (blue solid) are plotted. The parameters for the
short range scattering contribution are the same as in Fig. 5.9 and Fig. 5.10 for the BL and
SL case, respectively. The charged impurity scattering is modeled according to Refs. [244,
267]. The model ratios τ−1s /τ
−1
m,eff are rescaled by a factor of (a) 1/50 and (b) 1/15 to
obtain the experimental order of magnitude. The experimental momentum relaxation rate
is extracted from the 200K conductivity data [235], while the model considers T = 0K
as a first estimate.
In the BL configuration, the rescaling factor reduces to 1/15. We conclude that
charged impurity scattering off fluorine cannot cure the discrepancies in the spin
to momentum relaxation rate ratio between model and experiment. The origin of
the discrepancies between the experimental and model data is thus still open for
discussion.
5.4 Concluding remarks
In the first part of this chapter, we introduced the model of spin relaxation off
local magnetic moments in BL and SL graphene. Taking into account the impurity
spin, the model is derived from the T -matrix formalism for the single adatom limit.
A finite value for the exchange parameter splits the orbital resonance peak in the
singlet and triplet contributions which leads to two shoulders in the relaxation rate.
As an example, we took hydrogen adsorbing on BL graphene as a source for
local magnetic moments. Indeed, experimental spin relaxation data [26, 166] can
be matched with the model assuming a small hydrogen concentration of below
1 ppm. Comparing to the case of SL graphene, the role of energy broadening due
to electron hole puddles becomes clear. Due to the different DOS of SL and BL
graphene, the same fluctuation in the carrier density leads to larger fluctuation
in the Fermi energy in SL graphene devices than in BL ones. The singlet-triplet
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splitting in the spin relaxation rate is washed out in the SL case and the spin
relaxation rate decreases with increasing charge carrier density. In BL graphene,
on the contrary, the singlet and triplet resonance peaks are still well separated
and the spin relaxation rate increases first at low carrier densities. However, our
model based on resonant scattering off local magnetic moments predicts that at
high carrier densities both SL and BL devices should exhibit qualitatively the same
dependence on the charge carrier concentration.
In the second part of this chapter, we focused on fluorine and the possibility of
it inducing local magnetic moments in SL and BL graphene. We chose a combined
DFT/TB analysis of fluorine adsorbing on SL and BL graphene in modeling fluori-
nated graphene devices of the Penn State group. From a theoretical point of view,
the DFT support is a clear strength of our approach. It allows us to narrow down
the set of free parameters and gives us a basic understanding of the influence of
fluorine on the electronic structure. However, we find that the experimental data
are often at odds with our predictions for the impact of single fluorine atoms on, for
example, the momentum relaxation (SL and BL device) and spin relaxation rate
(SL device).
Our model calculation for the spin relaxation rate due to local magnetic moments
can explain the BL spin relaxation data for reasonable parameters of exchange
and adatom concentration. On the contrary, the experimental τ−1s data of the
fluorinated SL device are overestimated. This is due to the large asymmetry in
the spin relaxation which originates in the fluorine induced resonance level at large
negative energy. The asymmetry is not confirmed from the experimental side since,
on the one hand, the SL τ−1s data is extracted only in the hole doped range of
charge carrier concentrations. On the other hand, the conductivity data of both
the fluorinated SL and BL devices appears rather symmetric.
The second large discrepancy relies on the τ−1s /τ−1m ratio in both the SL and BL
samples. Even in the BL configuration, where τ−1s is satisfyingly reproduced by
our model, the momentum relaxation rate due to electrons scattering off the fluo-
rine adatoms is by a factor of 40 smaller than the experimentally extracted value.
Furthermore, τ−1s /τ−1m is independent of the fluorine concentration in the experi-
mental devices [235]. This indicates that both the spin and momentum relaxation
rates stem from the same source. Inspired by the symmetric appearance of the
experimental conductivity and an observed charge transfer in the DFT calculations
for fluorinated SL and BL graphene, we modeled fluorine as a charged impurity.
However, even this extra contribution to momentum scattering does not resolve the
τ−1s /τ
−1
m ratio issue.
The experimental interpretation of the data was based in Refs. [134, 250] on
fluorine being a strong midgap scatterer. However, this is in deep contrast to our
DFT results. Of course, there is still the possibility that the DFT calculation does
not mimic the real experimental situation (or the dominant, crucial adsorbate in
the devices). For example, we do not investigate or model the formation of small
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fluorine clusters (< 2 nm [235]) on graphene. Clusters are also predicted to give rise
to a symmetric appearance of the conductivity [198, 199]. Magnetic moments stem-
ming from fluorine would probably be quenched in the cluster configuration [137,
271], influencing both the magnitude of τ−1s and the relaxation rate ratio. Further-
more, our model assumed for simplicity that all fluorine adatoms in the device can
be explained by the same exchange parameter, which is also not depending on the
carrier concentration.
All in all, we conclude from the above statements that the question of fluorine
induced magnetic moments in SL and BL graphene, which we addressed in the sec-
ond part of this chapter, is not yet answered. Instead, further thorough theoretical
and experimental investigations are needed.
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This chapter summarizes our theoretical investigations of orbital and spin-orbital
effects in functionalized graphene presented in the preceding chapters. We laid
the focus on the description of SOC in graphene, induced by proximity or local
adsorbates, as well as resonant scattering off adsorbates and their role in spin
relaxation in graphene in the presence of local magnetic moments.
After a short introduction in Ch. 1 to the status and prospects for graphene in
the field of spintronics, Ch. 2 presented an intuitive guide for deriving effective
SOC Hamiltonians from symmetry arguments. A clear strength of this approach
is that only little knowledge from group theory is needed to infer the presence of
different SOC hoppings from the crystal’s point group symmetry. In particular, we
started with pristine graphene (point group D6h), which exhibits only the intrinsic
SOC term, and followed the rise of the Rashba and PIA contributions to SOC upon
decreasing the point group symmetry to D3d, D3h, C6v, and C3v. Using the same
approach, but taking further into account the lack of translational symmetry, local
adsorbates on graphene were considered. Here, the local point group symmetry is
dictated by the adsorption position of the impurity. The effective Hamiltonians
derived in this chapter are helpful in spin transport simulations (see for example
Refs. [41, 50, 272]) or can be easily implemented in quantum transport simulation
packages such as Kwant [113]. Furthermore, these Hamiltonians are useful to ex-
tract the strength of SOC hoppings directly from DFT calculations [45, 52, 75,
76].
In the following chapter, Ch. 3, we demonstrated the successful application of
the local effective SOC Hamiltonians of Ch. 2 to three specific adsorbates. We
considered the methyl group binding in the top position, fluorine (also in the top
position), and the adatom copper. For the latter, we analyzed both the top and
bridge position as the binding energies for both are very alike and differ only by few
meV. Leaning on DFT calculations, we first learned about the adsorption specifics
for each considered impurity. While, for example, methyl and fluorine establish a
strong covalent bond with graphene, copper is only weakly bond and van der Waals
interactions have to be considered in the DFT calculations. Nevertheless, we found
that all three candidates lead to a strong enhancement of the SOC in graphene
in the vicinity of the impurity. The SOC strengths reach values of 0.1 to 1meV
in the case of methyl, 1 to 10meV in the case of fluorine, and even 10 to 50meV
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for copper. Compared to the value of the intrinsic SOC in pristine graphene of
about 10µeV [21], the studied adsorbates therefore enhance the SOC locally by
two (methyl) to three (fluorine and copper) orders of magnitude. This naturally
gives rise to the question about the origin of this enhancement. While the local sp3
distortion [51] induced by the adsorbate can be hold accountable for the extracted
SOC strengths in the case of methyl, intra-atomic SOC of the adatom itself is the
dominant factor for fluorine and copper. In particular, fluorine’s p orbitals and cop-
per’s p and d orbitals lead to the effective transfer of large SOC to graphene. These
local SOC case studies are, on the one hand, interesting for spin Hall effect studies
as for example done in the experiments on graphene functionalized by hydrogen or
copper adatoms in Refs. [53, 54]. On the other hand, locally enhanced SOC also
leaves traces in the spin relaxation rates of functionalized graphene [170]. However,
how strong the effect will be, depends both on the magnitude of the SOC strengths
(compared to other possible factors such as magnetic moments), which is mainly
determined by the atomic number of an adatom, and on how effective the spins of
the itinerant electrons in graphene is flipped during scattering off the impurity.
Resonant scattering off adsorbates on graphene offers a possible mechanism for
an effective interaction between an itinerant electron and the impurity, and was
subject of Ch. 4. Focusing on the orbital resonance characteristics, we presented a
comprehensive analysis of adatoms on graphene distinct by their different adsorp-
tion position top, bridge, or hollow. Subject of the considerations were adatoms
with s or p orbital character, which are described by the two orbital parameters
of on-site energy and hybridization strength. We described that in the top posi-
tion an adatom with small on-site energy or large hybridization strength induces a
resonance level close to zero energy. Depending on the sign of the on-site energy,
which indicates partial electron donation to or extraction from graphene, the reso-
nance level appears at positive or negative energy. The larger the resonance energy
the broader the resonance peaks appear in the DOS or momentum relaxation rate,
and a pronounced asymmetry is observed in the relaxation rate with respect to
positive and negative energies. In the bridge configuration, the impurity binds to
two neighboring carbon sites in graphene and thus mediates an effective coupling
between these two atoms. Due to this coupling, an increase in the hybridization
strength shifts the resonance level to higher energies and, furthermore, the reso-
nance energy is more sensitive to the variation of the orbital parameters than for
the top case. The relation between partial charge transfer and appearance of the
resonance at positive or negative energy observed in the top configuration does not
hold. However, for both adsorption cases, the resonant state is power-law localized
around the impurity. Finally, an adatom with s or p orbital character sitting in the
most symmetric adsorption position, the hollow position, is effectively decoupled
from graphene. Higher orbital quantum numbers have to be considered to see a
notable effect of the adsorbate to the DOS or momentum relaxation rate. At the
end of Ch. 4, a comparison between general top adatoms, vacancies, and the model
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of a SMS impurity [2, 176, 177] was drawn. While the latter relies on a strong
resonant character of the impurity, inducing a resonance level at zero energy, cau-
tion needs to be exercised when using this model to describe general adsorbates,
for which the resonance lies significantly off the zero energy. Since the SMS model
seems to be often applied in the experimental analysis [134, 190, 191] of graphene
with adsorbates in order to, for example, extract the impurity concentration, the
understanding of induced resonance levels is a relevant factor.
In Ch. 5 we finally turned to the topic of spin relaxation in BL graphene. Based
on an earlier promising explanation of the magnitude of spin relaxation observed in
experiments on SL graphene [62], we investigated the effect of resonant scattering off
local magnetic moments in BL graphene. While the magnetic moment flips the spins
of itinerant electrons, the resonant aspect of the scattering event makes it possible
that already a small concentration (of the order of 1 ppm) of resonant scatterers like
hydrogen induces significant spin relaxation. Furthermore, taking into account the
energy broadening introduced by electron-hole puddles in the graphene sample, the
model recovers the different dependence of the spin relaxation rate on the charge
carrier density observed in experimental SL and BL devices [26, 27, 165]. In the
second part of this chapter we focused on experiments by the group of Jun Zhu,
which consider spin relaxation in fluorinated SL and BL graphene [134, 235]. By
testing with the aforementioned model for spin relaxation their hypothesis that the
spin relaxation rate is due to fluorine induced magnetic moments, we further wanted
to resolve the theoretical debate, whether fluorine gives rise to magnetic moments
or not. However, we found that while the BL graphene data can be reproduced
by the model, a significant overestimation of the spin relaxation rate is observed
for the SL sample. Furthermore, the ratio of spin to momentum relaxation rate
from the model does not match the experimentally extracted values by one to two
orders of magnitude. Extending the description of the momentum relaxation rate
to the charged nature of fluorine, reduces this large discrepancy but does not resolve
it. We should view this failure of the model analysis of the experimental data as
an opportunity and motivation to carry out further investigations on this topic,
including additional experimental tests and possible extensions of the theoretical
model, for example, by allowing the exchange parameter to depend on the charge
carrier density, or investigating the interplay of potential magnetic moments and
SOC induced by fluorine.
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