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Nonanticipative linear transformations of the two-parameter Wiener process 
Ware studied. It is shown that they induce measures equivalent to two-parameter 
Wiener measure and the corresponding Radon-Nikodym derivatives are 
calculated. A two-parameter extension of Girsanov’s theorem is established for 
a class of nonanticipative, possibly nonlinear transformations of IV. 
1. INTRODUCTION 
The purpose of this paper is to investigate the properties of nonanticipative or 
causal, transformations of the two-parameter Wiener process. The corresponding 
theory for one-parameter processes is already well developed, beginning with 
the pioneering work of Cameron and Martin [2] and its continuation by 
Girsanov [4]. The theory of linear transformations merges with that of the 
absolute continuity of Gaussian measures and is, by far, the most completely 
worked out. (See [7] and the references given there). 
The definition of the nonanticipative property which we give (in Section 2 
for the linear, and in Section 3 for general measurable transformations) seems 
to us to be a useful extension of the causality definition which is natural for 
stochastic processes of a single parameter, where the latter often plays the role 
of time. 
We begin, in Section 2, by characterizing linear nonanticipative transforma- 
tions of the two-parameter Wiener process (Theorem 1). It is shown that these 
transformations induce Gaussian measures equivalent to two-parameter Wiener 
measure. Their Radon-Nikodym derivatives are calculated and we show that 
the latter furnish us with natural examples of exponential martingales of processes 
of two parameters. The main results here are Theorems 3 and 4. 
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In Section 3 we consider a class of nonanticipative transformations which 
includes those that are not linear in the sense defined in Section 2. For this class 
we establish a two-parameter version of Girsanov’s theorem (Theorem 3). 
The operator-theoretic tools appropriate to the linear theory are no longer 
available and our chief reliance is on the recent fundamental paper by Cairoli 
and Walsh [l] on two-parameter martingales. Finally, Theorem 4 of this section 
provides a sufficient condition for the validity of Theorem 3. 
To our knowledge, the only work which has so far appeared in print, pertaining 
to the ideas of this paper is that of Hudson [5]. It will be seen in Section 3 
that his results follow from Theorems 3 and 4. Furthermore, since Hudson’s 
transformations are linear and nonanticipative in our sense, his results (in a 
slightly strengthened form) are also a simple consequence of the general theory 
derived in Section 2. 
2. LINEAR NONANTICIPATIVE TRANSFORMATIONS OF THE 
TWO-PARAMETER WIENER PROCESS 
Let IV(t, s; w) (w E 9, (t, s) E D = [0, l] x [0, 11) be a Wiener process of two 
parameters defined on a complete probability space (Q, A, P), i.e., a Gaussian 
stochastic process with EW(t, s) = 0 and E W(t, s) W(t’, s’) = min(t, t’) min(s, s’) 
We shall also assume, as we may do without restricting the generality, that 
W(t, s; w) is sample continuous, i.e., for each w, W(.; w) is a continuous function 
of (t, s) on D. Let Ft, be the (T field generated by the random variables { W(u, v), 
0 < u Q t, 0 < u < s} and augmented by the addition of P-null sets in A. 
Write F = F,, . We now introduce the (linear) Hilbert space of the process W(t,s), 
denoted by L(W). For (t, s) E D, let L(W; t, s) be the closed linear subspace 
of the Hilbert space L2(Q, F, P) spanned by all finite real linear combinations 
of W(ti , si), where (ti , si) E D and 0 < ti < t, 0 < si < s. Then L(W) is 
L(W, 1, 1). 
We study transformations of the Wiener process of the form 
Y(t, s; w) = W(t, s; w) + KW(t, s; w), (1) 
where K is a bounded linear, Hilbert-Schmidt, nonanticipatiwe transformation 
of L(W) into itself. The nonanticipative property is defined in the following 
intuitive manner. For every (t, s) E D, 
KL(W; t, s) c L(W, t, s). (2) 
Before proceeding further it is necessary to characterize such operators. 
THEOREM 1. Suppose K: L( W) + L( W) is linear Hilbert-Schmidt and non- 
anticipative. Then 
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where 
K(x, y; u, w) EL2(D x D) 
and 
qx, y; 24, v) = 0 a.e. ;f (x, y) 6 D,, , 
where D,, = {(u’, w’) E D: 0 ,< u’ ,< u, 0 < v’ < v}, and D,, = D. 




wherefELs(D) and the integral in (6) is the Wiener integral with respect to the 
two-parameter Wiener process [8]. For the definition and properties of other 
types of stochastic integrals used in this paper we refer the reader to the recent 
papers of Cairoli and Walsh [l] or Wong and Zakai [9]. Since E(z2) = [iflIz, (6) 
defines an isometry, say j betweenL( W) and L2(D), for which 
the indicator function of D,, , Furthermore, under j, K goes into a Hilbert- 
Schmidt operator I? on L2(D) given by & = jKj-l. Let K(x, y; U, w) be the 
kernel of k Then (4) is obviously satisfied and it only remains to show (5) using 
the nonanticipative property of the operator K. Setting cy = (t, s), 01’ = (t’, s’), 
etc., let us write LY < 01’, or (t, s) < (t’, s’) if and only if t < t’ and s ,( s’. For 
each OL E D define 23, = (f~U(D):f(u, v) = 0 a.e. for u > t or w > s} and P, 
as the orthoprojector with domain L2(D) and range H, . Clearly a: < a’ implies 
H, C H,, so that P, < P,, (I‘<” here denoting the partial order by inclusion of 
the ranges). Assumption (2) of the nonanticipativity of K translates under j into 
the property 
&Ha C H, for every 01. 
Equivalently we have 
RI-J, = PolKPa . 
From (8), iffEL2(D) we have (with (Y = (t, s)) 
(RPJ)(x, y) = j1 jo1 q, Y; u, +(pJ)(u, 4 du de, 
-IS t sK(X,Y; u, w).f(u, 4 du dv -0 0 
= 0, 
(8) 
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if x > t ory > s, i.e., if (x, y) E DZ , the complement of Dt, . Hence if g eL2(D), 
for every (t, s) we obtain 
1 
**- s I l K(x,y; % v)[l -I,,~x,y)]g(X,y)I~Dt,(U, v)f(u, 0)duderdxdy = 0. (9) 0 0 
Using (9) we obtain the relation 
for all rectangles R, R’ of the form R = (aI, al] x (a2, 01~1, R’ = (cl, yJ x (c2, ~4, 
where R and R’ have one of the four orientations (i) (011 , CLJ < (cl, c2), (ii) 
(15 , y2) < (al , a2), (iii) ~1 d cl , a2 > y2 , (iv) yr < a, . The only remaining 
cases we need consider are the ones in which R’ is directly above R, to the right 
of R or coincides with R. We give the proof of the first of these alternatives and 
the others are shown in a similar manner. For the first case it suffices to let 
Cl = a, , c2 = 01~ and yr = 01~ . Subdivide the rectangle R u R’ by lines parallel 
to the vertical axis so that R (R’) is the union of m disjoint rectangles Ai (A,I) of 
equal area. Writing F for K(x, y; u, o)[l - I~,,(x, y)] the left-hand side of (10) 
equals 
-gj 1 FI”,(X, Y) W”, 4 dx dy d” dv 
+ j-F IT IA,@, y) IA;@, v)/ dx dy du dw. 
Since Ai , A,’ (i # J) are rectangles satisfying one of (Q-o-(v), the first term above 
is zero by (lo), already shown for such rectangles. Write the second term as the 
sum of the integrals 
where N is positive and chosen such that JtFB>NN8) F2 < G/(4 1 R ( . 1 R’ I), E > 0 
being arbitrary, and I R I, 1 R’ I d enote the areas of R and R’. The Schwarz 
inequality applied to Jr gives ( Jr 1 < be and it is easy to see that 1 J2 I < 
(N . ( R 1 . 1 R’ 1)/m. S ince E and m are arbitrary, (10) follows. Thus (10) holds 
for all R and R’ and since finite linear combinations of 1,(x, y) IR(u, w) as R, A’ 
range over all rectangles is dense inL2(D x D) we have 
w, y; f4 fw - ID”&> Y)l = 0 (11) 
683/7/1-3 
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a.e. with respect to Lebesgue measure on D x D. This proves (5). From (6) and 
(7) we have 
the justification of the last step being quite easy. The proof of the theorem is 
complete. 
Transformation (1) should, strictly speaking, be written as 
Y(4 s> = W(t, s) + KW(t, s), (12) 
suppressing w since (12) is a transformation on the Hilbert space L(w) whose 
elements are equivalence classes of random variables. However, from the form 
of (3) it can be shown that there exists a sample continuous version of the Y(t, s) 
process given by 
~(t, s; w) = w(t, s; w) + jot jos [sb” jov K&y; u, v> dW(x, y; w,] du dv (13) 
for all (t, S) in D, a.s. P. 
We shall shift our emphasis from (12) to (13) as the occasion demands. The 
random variable Y(t, s; w) given by (13) is Ft,-measurable and the Y(t, S) 
process is Gaussian and has EpY(r, s) = 0 (Ep denotes expectation with respect 
to P). 
Let C = C(D) be the Banach space of real, continuous functions on D with 
sup norm and B = B(C), the u-field of Bore1 sets of C. The processes EV(t, S; W) 
and Y(t, S; W) given by (13) being continuous functions for all w (this is achieved 
for Y(t, S; UJ) by defining it to be zero for all (t, S) when w is in the exceptional 
P-null set in (13)) define measurable transformations from (Q, F) to (C, B) 
denoted by W(w) and Y(w), 
W(w){6 s) = Jqt, s; w), Y(w)@, s) = Y(t, s; w). 
Let p = PW-l be the Wiener measure in C induced by the two-parameter 
Wiener process and let B’ be the p-completion of B. Denote PY-1 by V. Then Y 
is a Gaussian measure with mean zero and covariance function given by 
E,[Y(t, S) Y(t’, s’)]. Relation (13) defines a measurable transformation 7: C + C 
given by 
(+(C $1 = ~(4 s) + l I’ [.i6” jov K(x, y; II, v) dw(x, y)] du dv 
for all (t, S) and CL-a.e. w E C. For w in the exceptional y-null set, define TW = 0. 
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It can be shown that 7 is 1-I and onto, and the following relations are then 
evident: 
v  = pr+, (14) 
t~r-r being the measure on B’ induced by 7; 
Y(o) = T(W(oJ)). (15) 
Our first result establishes the equivalence (i.e., the mutual absolute continuity) 
of p and v  and introduces the Jacobian of the transformation 7. 
THEOREM 2. 
Y GE p relative to B’.- (16) 
Letting p be the Radon-Nikodym derivative dvldp and de$ning 
we have: For M E B’, 
a.s. cc, (17) 
Proof. Since the operator K which appears in the definition of r is Volterra 
it can be shown that, except for p-null sets in its domain and range, 7 is 1-I and 
invertible. The proof of (16) is achieved by verifying that the covariance function 
of v  satisfies the well-known conditions for the equivalence of v  and the Wiener 
measure p. Note that the covariance of v  is the same as the covariance 
function of the process Y(t, s) under P. Writing L2 for L2(Q, F, P) and 
Y(t, s) = (I + K) W(t, s) from (1) we have 
4m4 4 W’, 4 = (W, 4, W’, s’))p 
= (SW, 4, W(t’, orz , (19) 
where 
s = (I -+ K”)(I + K). (20) 
Now the Hilbert-Schmidt operator R on L2(D) has the kernel K(x, y; u, v) 
which satisfies (5). Proceeding exactly as in the case of kernels involving 
only two variables it can be shown that the spectral radius lim,,, (/ @ lip2 = 0. 
Since the details are identical, they are omitted. Since K is compact (being 
Hilbert-Schmidt) it follows that 2, and hence K, is a Volterra operator. Hence 
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(I+ K)-r exists. Since K* is also a Volterra operator, (I$- K”)-l exists. Thus 5’ 
is a self-adjoint, positive operator such that S-i exists and furthermore 
S -= I - T, (21) 
where 
T= -(K*+K+K*K) (22) 
is a Hilbert-Schmidt operator, Hence all the conditions of Theorem 4.2 of [7] 
are satisfied and so v = CL. To prove (18) first note that J(w) is B’-measurable. 
The right side of (18) equals 
The second equality in (18) follows similarly. (The operator K* is the adjoint 
of K.) 
COROLLARY. Let 
dI’(w) = J( W(m)] dP(w). (23) 
Then P is a probability measure on (Sz; F) and Y(t, s; W) is a two-parameter Wiener 
process with respect to P. 
Proof. Clearly J[ W[u)] is F-measurable and P is a probability measure on F. 
The remainder of the assertion is equivalent to showing that PY-l = CL. If 
MEB, 
I?‘(M) = P[, E Q: T( W(w)) E M] 
= P[w E Q: W(u) E +M] 
= s .IW+)l Ww) [W:W(W)ET-~M] 
= f J(w) d&4 = P(M), 
from (18). 
We now turn to the problem of calculating the R-N derivative p and the 
Jacobian J using the special properties of our transformation. Since J and p are 
related by (17) it is natural and convenient to use, for this purpose, the general 
formulas for the R-N derivatives of equivalent Gaussian processes. Incidentally, 
as in the work of Cameron and Martin [2] the term “Jacobian” for J is suggested 
by formula (18). In what follows we shall need a property of Volterra operators 
on L2(D), for which a ready reference does not seem to be available in the 
literature although the corresponding fact for operators on La([O, 11) is well 
known. 
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Let f, be the operator on L2(D) defined by (I + 2) = (I + x)-r, R being the 
Hilbert-Schmidt operator on L2(D) with the kernel K(x, y; u, w) satisfying 
property (5). 
LEMMA 1. E is a INbert-Schmidt operator whose kernel L(x, y; u, v) satis$es 
L&y; II, v) = 0 a-e. if (x, Y> $ D,, . (24) 
Proof. It is obvious from the definition that e is Hilbert-Schmidt. We have 
shown in the proof of Theorem 2 that & is a Volterra operator. Hence, noting 
that 2 = (I+@-l - I it follows that (I,?--2, (j---f 0, where.& = C”,,, (-I)%@. 
Also from (8), &%P, = P,I@P, f or every integer m > 1, so that&P, = PJnP, . 
This shows that2 satisfies (8). It follows from Theorem 1 applied to 2 that (24) 
is satisfied and that L is nonanticipative in the sense of (2). 
Let us refer back to the process Y(t, s) defined on (Q, F, P). If we write 
dQ(w) = l(w) dP(w), where c(w) is the F-measurable function p(W(w)) it 
immediately follows that Q is a probability measure on F, that Q = P relative 
to F and that for A E F, A = w-l(P), P E B’ we have 
Q(A) = 40 
It is easy to see that with respect to the measure Q, the process W(t, s; W) is 
Gaussian with zero mean and covariance function equal to EpY(t, s) Y(t’, s’). 
Hence the stochastic processes 
WV, 4, (4 4 E D, P) and VW, 4, (6 4 E D, 8) 
are equivalent in the sense that Q = P. The process Y(t, s) defined on (J2, F, P) 
is a (nonanticipative) representation of (W(t, s), Q) (see [7]). 
Calculation of p 
For convenience we shall suppress w and write p(W) instead of p( W(w)). 
Let (&} be the eigenvalues of the self-adjoint, Hilbert-Schmidt operator 
T = I - S, where S is the operator introduced in the proof of Theorem 2. 
Let p defined on L2(D) correspond to T under the isometry j between L2(D) 
and L( W). Let vi denote the eigenfunction of T corresponding to hi . If fi E L(W) 
where 6% = j-lqJi, then we obtain a sequence {&) of independent Gaussian 
random variables with zero mean and unit variance. The R-N derivative is 
then given by the general formula 
(25) 
a.s. P. (See [7] and the references given there.) Let U be the Fredholm resolvent 
operator of T at 1, i.e., (I + U)(I - T) = 1, and let U(x, y; u, w) be the kernel 
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corresponding to U (or, more precisely, I?). It is easy to see that I;(x, JJ; u, v) 
x:,” (Aj/(l - &)) p)i(x*, y) r&u, u). Hence (as in the one-parameter case) we have 
the latter being the double Wiener integral of It6 [16]. Next, observe that 
= lim @ [(I + -$&--I exp I- Aill” 
1 -hi\ 
= [S-,(l)]““, 
where 6,(X) denotes the Carleman-Fredholm determinant of the Hilbert- 
Schmidt operator A, 
Sk9 = fi ill - W4) exp@WWl, 
1 
X,(A) being the eigenvalues of A. If A is a Volterra operator sA()o is defined to be 1. 
The expression in (25) now takes the form 
p(W) = [b(+l)l’/” exp [ -$ s,l . *. i,l U(x, y; 24, v) dW(x, y) dW(u, D,] 
(a.s. CL). (26) 
Since (I+ U) = S-l we have 
so that 
(I + U) = (I + K)-I(1 + K*)-l = (I + L)(I + L*) (27) 
lJ=L+L*-/-LL”. (28) 
Also we have the formula (see [7, p. 1201) 
SC(l) exp-T@B)) = SAl) b(l), 
where A, B are Hilbert-Schmidt, I - C = (I - A)(1 - B), and Tr stands 
for trace. Applying it to U, from (27) we obtain 
S-,(l) = exp{-Tr LL*). (29) 
Let us simplify the double Wiener integral in (26) using (28). 
Write II(f) for the ordinary Wiener integral off (f~ L2(D)) and I,(h) for the 
double Wiener integral of h (h E L2(D x D)). Since L(x, y; u, ZI) + L*(x, y; u, u) 
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is a symmetric function on D x D in the pair (x, y) and (u, w) the integral 
I& + L*) can be written as the iterated integral 
(30) 
We omit the details of the justification, which is carried out along the lines of 
Theorem 5.1 of Ito’s paper [6]. The main steps of the calculation of I&X*) are 
as follows. The justification, wherever necessary, of the interchange of order 
of integration is left to the reader. The latter causes no complications even 
though one of the integrals in the inversion is a Wiener integral. 
(LL”)(x, y; u, v) = IS l L(x, y; u’, v’) L*(u’, v’; u, v) du’ dv’. 0 0 
For each (u’, v’) E D the double Wiener integral of the function L( *; u’, et’) @ 
L*(u’, v’; *) defined by L(x, y; u’, v’)L*(u’, v’; u, V) satisfies the relation 
&[L(.; u’, 21’) @ L*(u’, v’; *)I (31) 
= &[L( .; u’, a’)] IJL*(u’, v’; *)I - L1 i’L(x, y; u’, v’) L*(u’, v’; x, y) dx dy. 
Formula (30) is obtained from [6, Theorem 3.21. The first term on the right 
side of (31) becomes u’ 2)’ Is s 0 0 L(x, y; u’, v’) dW(x, y)!‘. 
Integrating both sides of (31) with respect to u’, 9’ and changing the order of 
integration, we obtain 
&(LL*) = lo1 s,’ (IOU Jo’ L(X, y; u, v) dW(x, y))’ du dv - Tr(LL*), (32) 
noting that 




‘(LL*)(x, y; x, y) dx dy = Tr(LL*). 
0 0 
From (26), (28)-(30), and (32) we arrive at the desired expression for p(w): 
(33) 
p(W) = exp [-f s,’ [L” jovL(x, Y; u, 0) dW(x, y)/ dWu, v) 
- 3 [ Jo1 lJou sd;+, y; u, 4 Wx,y)12 du dv] (a-s. d. (34) 
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Calculation of J 
We may use formulas (17) and (25) together with the fact that under p the 
random variables (&(rut)} are independent Gaussian with zero mean and 
respective variances I-& . A shorter, more direct proof, which we prefer, starts 
with the second formula in (18), 
where J(w) is defined by (17). Define the transformation u: C + C 
On the p-null set on which (36) is not defined we set uw = 0. The operator L 
in (36) is the one given in Lemma 1 and we recall that 
(I + L) = (If q-1. (37) 
It is easy to verify from (35) that modulo p-null sets, the transformations (J and T 
are inverses of each other. It is also obvious that pa-l, the measure induced by (I, 
is equivalent to p. This follows exactly as in the case of PT-~ (Theorem 2) since L 
is a Volterra operator. Hence the left-hand side of (35) is pa-l(M) and it im- 
mediately follows from (35) that 
a.s. CL. (38) 
The identification of J(w) as the R-N derivative of pu-l with respect to p shows 
that J(w) or, equivalently, J(W(w)) is g iven by an expression analogous to 
formula (34) established earlier for p(W) except that, in view of (37), L is to be 
replaced by Kin (34). We thus obtain 
The main result of this section now follows upon combining the preceding 
work with Theorem 2. 
THEOREM 3. Let Y(t, s, w), ((t, s) E D) be the Gaussian stochastic process 
dejned by transformation (1) (OY (13)), where K is a Hilbert-Schmidt, non- 
anticipative transformation on L(W). 
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(a) Let Q be the probability measure giwen by 
39 
w> 
Then Q = P relative to F and 
(d&P)(w) = PV+JN 
=exp[-~~‘~~‘Ifa~~S:L(r,y;u,o)d~(~,y;w)~d~((u,~;w) 
u, w) dW(x, y; w)/’ du dv], a.s. P, (41) 
where L = (I + K)-l - I. 
(b) Let dp(w) = J[W[w)] dP(w), where 
JCWw>l = exp [-f ( If IO’ K&Y; u, 4 dw@, y; w)\ dJQ, v; w) 
u, w) dW(x, y; w)/’ du dv], a.s. P. (42) 
Then p is a probability measure on F equivalent to P. For r E B’ we have 
P(W-IF) = 1 Jt W(w)> Ww). (43) 
Y-‘(r) 
(c) { Y(t, s; w)> is a two-parameter Wiener process with respect to P. 
A special case of the above theorem (or of Theorem 2 and (39)) is the following 
generalization of a result recently proved by Hudson [5]. We have slightly 
altered the notation so as not to clash with ours. 
THEOREM. Let Y(t, s; w) be dejked on (C, B’, p) (w E C) by 




SI H2(u, v) du dv < CO. 0 0 
J(w) = exp [ -L1 s,’ H(u, v) w(u, 4 dw(u, v> 
-4 s,’ lo1 H2(u, v) w2(u, w) du dv]. 
(45) 
(46) 
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Then if r E B’, ~-l(r) and 7(r) E B’, and 





in the sense that the existence of one side implies the existence of the other and 
the equality of the two. It is enough to show that (44) is a particular case of (1) 
and that (46)-(48) f o 11 ow from Theorem 2 and (39). For this, choose 
m y; % 4 = H(u, 4 if@,y)ED,,, 
= 0 otherwise, 
where H satisfies (45). Then (46) is an immediate consequence of (39) and the 
result follows. We note that Hudson makes the additional assumption that 
H(u, v) is continuous. We now turn to another consequence of the results 
obtained above. For (t, s) E D let us write 
(50) 
Clearly S(l, 1; w) = J( W(w)) (= l(w)) is the R-N derivative (dp/dP)(w) 
relative to F. We shall now show that the two-parameter process given by (50) 
is a martingale with respect to the u-field family (F,,) where F,, has been defined 
at the beginning of this section. A precise definition of a two-parameter martingale 
will be given in the next section. 
THEOREM 4. (a) F or each (t, s) E D, [(t, s; w) = (dp/dP)(w) relative to 
F,,; (b) {[(t, s), Ft, , (t, s) E D} is a P-martingale. 
Proof. Assertion (b) follows once (a) is established. Let us show this. 
Suppose (a) holds for every (t, s) in D. Then by Theorem 3(b) we have 
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WV, 1) I F,,) = R-N d erivative of p w.r.t. P relative to Ft, = [(t, s; w) 
a.s. P). Similarly, if (t, s) < (t’, s’), E({(t’, s’) 1 F,,) = [(t, s), which is (b). 
The crucial fact in the proof of (a) is the nonanticipative property of the 
operators K and L. Fix clo = (to , s,,) and regard L2(Dt,,,) as a subspace of L2(D) 
in the usual way. Using the notation of Theorem 1 we may then identify La(Dtoso) 
with Ha, . The nonanticipative property of K (or R) is equivalent to (8), which 
says that the subspace HMO reduces the operator R. Hence the process Y(t, s) 
restricted to (t, s) E Dtos, is still given by (l), where K is now restricted to 
L( W, t, , s,,). Also, the inverse of (I + K)-l taken in the space L( W, t, , s,,) is the 
restriction of the L(W)-inverse, (I + K)-l, to L(W, t, , s,,). Similar remarks 
apply to L (or L). It is now evident that the work leading up to Theorem 3 applies 
without essential change to the process {Y(t, s): (t, s) E Dt,,s,) and since (to, s,,) ED 
is arbitrary we obtain (a). Theorem 4 is thus proved. 
The argument just given also shows that the R-N derivative dQ/dP relative 
to Ft, is given by 
It will be apparent to the reader that Theorems 3(b), (c) and Theorem 4 
constitute a two-parameter version of the important theorem of Girsanov on 
the absolutely continuous transformations of the (one-parameter) Wiener 
process [4]. Our extension of the latter has arisen in a natural way in the study 
of linear, nonanticipative transformations of W(t, s). In the next section we 
consider the absolute continuity of measures induced by nonlinear, predictable 
transformations of W(t, s). 
3. A GIRSANOV THEOREM FOR TWO-PARAMETER PROCESSES 
Let W = WV, 41, (G.4, (t, 4 E D b e a two-parameter Wiener martingale 
(see Definition 2 given below). In this section we extend, to two-parameter 
processes, the well-known theorem of Girsanov [4]. For this purpose we consider 
a class of transformations (see (17) below) of the process W which are non- 
anticipative in the following sense. If T denotes a member of this class, 
(TW)(t, s; .) is G,,-measurable for every (t, s) in D. The transformations given 
by (3) of Section 2 clearly satisfy this condition with Gt, = Ft, , whereas, as can 
easily be seen, our class also includes nonlinear functionals of W. As stated in the 
Introduction the proofs of the results of this section will make considerable 
use of some of the properties of two-parameter martingales established in [I]. 
For convenience and ease of reference, the necessary definitions, terminology, 
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and basic facts from [I] are listed below. In the proof of Theorem 3 we shall also 
be needing some auxiliary results, including some characterizations of the Wiener 
process, which are given in Theorems 1 and 2. 
Consider the complete probability space (Q, A, P) and let {Gt, , (t, s) E D> 
be a family of sub-a-fields of A satisfying 
(1) if (t, s) < (t’, s’) then Gt, C G,,,,; 
(2) G,,,, contains all P-null sets of A; 
(3) for all (t, 4 E D, % = fhit,.s<s, G,,, ; 
(4) for each (t, s) E D, G:, and GfS are conditionally independent given 
G ts P where G& = VO(u<l Gt, and Gf, = VO~U~.l G,, . Note that GtS and GtS 
do not depend on s and t, respectively, and {F,, , (t, s) E D], the o-field generated 
by the two-parameter Wiener process, satisfies all these conditions. 
In this section, {Gt, , (t, s) E D} will be a fixed family satisfying (l)-(4). If 
{H,, , (t, s) E D} is a family satisfying (l), we say a process X = {X(t, s), (t, s) E D) 
is Ht,-adapted, or simply adapted, if X(t, s) is H,,-measurable for all (t, s) E D, 
X is said to be measurable if (t, s; OJ) + X(t, s; W) is B x A-measurable, where 
B is the class of Bore1 sets of D. We shall also assume throughout this section 
that all processes vanish on the nonnegative part of the axes between zero and one. 
DEFINITION I. A process {X(t, s), Gt, , (t, s) E D) is a P-martingaze or simply 
a martingale if 
(a) X is G,,-adapted; 
(b) for each (t, s) < (t’, s’) < (1, I), 
&{X(t’, s’) / G,,} = X(t, s). 
DEFINITION II. X is a P-i martingale (i = 1, 2) or simply an i-martingale if 
(a) X is G:,-adapted; 
(b) for each (t, s) < (t’, s’) < (1, 1) with t < t’ and s < s’ 
&Q(R) I Gt,) = 0, 
where R = (t, t’] x (s, s’] and 
X(R) L X(t’, s’) - X(t, s’) - X(t’, s) + X(t, s). (5) 
DEFINITION III. X is a strong P-martingale or simply a strong martingale if 
(a) X is G,,-adapted; 
(b) for each (t, s) < (t’, s’) < (1, 1) with t < t’ and s < s’, 
&(X(R) / G:, v G&j- = 0; 
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where all the equalities hold a.s. (P). The notation given in (5) will be used 
throughout this section. 
Remark 1. Let the process {X(t, s), Gt, , (t, S) ED} be a l-martingale 
(a 2-martingale). Then for each fixed s E [0, l] (t E [0, l]), the process {X(t, s), 
Gt, , 0 < t < 11 ((x(6 4, G:, > 0 < s < l}) is a one-parameter martingale. 
The converse is also true. 
DEFINITION IV. A process {X(t, s), (t, s) E D} is said to be right continuous 
if a.s. P 
ct,slj,m(t s)W’, s’; w) = x(t, s; w> for all (t, S) ED (t # 1 or s # 1). 
t<i,.;<;* 
DEFINITION V. A process (A(t, s), (t, s) E D} is an increasing process if 
(a) A is right continuous; 
(b) A = 0 on the axes between zero and one; 
(c) A(R) 3 0 a.s. (P) for R = (t, t’] x (s, s’] C D. 
We shall also need the notion of predictability for two-parameter processes. 
Let {H,, , (t, s) E D}, be an increasing, right-continuous family of sub-u-fields 
of A in the sense that it satisfies conditions (1) and (3), respectively. Then a 
process {X(t, s), (t, s) E D} is H,-predictable if X(t, s; W) is a{(t, t’] x (s, s’] x rl; 
A E Ht, , (t, t’] x (s, s’] C D} -measurable. Write D x Q = [0, I] x ([0, l] x Q). 
Then it is easy to show that 
o{(t, t’] x (s, s’] x A; A E Ht, , (t, t’] x (s, s’] CD} 
= B1 x a{(t, t’] x A; A E Hi,, 0 < t < t’ < l}, (6) 
where B1 is the Bore1 field of [0, 11. 
For the proof of the following theorems we refer the reader to [l]. 
THEOREM I. Consider the process X = {X(t, s), Gt, , (t, s) E D}. 
(a) If X is a strong martingale, then X is a martingale; 
(b) X is both a 1 and 2 martingale if and only if X is a martingale. 
THEOREM II. Let {X(t, s), Gt, , (t, s) ED} be a strong martingale. Then 
there is a unique Gf,-predictable (i = 1, 2), right-continuous increasing process 
t<x>(t, 4, Gt, , (4 4 E D> such that 
(a) E,{X(R)2 1 G:,) = E,{(X)(R) ( G;,} for each rectangle R = (t, t’] x 
6, ~‘1 C D, 
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(b) {X’z(t, s) - iX>(t, s), Gt, , (t, s) E D} is a martingale, provided that 
either one of the following conditions is satisfied. 
(i) E{X2(1, 1)) < co and Gt, = Ft, , 
(ii) E{X*(l, I)} < 00 and X is continuous. 
Now let ~%‘,~(l, I) be the class of strong martingales {M(t, s), Gt, , (t, s) ED) 
such that /I M 11: = &{M2( I, I)} < co. Also for X sattifying either condition (i) 
or condition (ii) of Theorem II, define Lx2(1, 1) to be the class of G,,-predictable 
processes f such that I/f 112 = E{Sij’f 2d(X>} < co. Then the following theorem 
holds. 
THEOREM III. Let X and Y be two processes both satisfying either condition (i) 
or condition (ii) of Theorem II. Then 
(a) Lr2( 1, 1) and AS2( 1, 1) are Hilbert spaces with inner products 
(f,g) = EP js,'(f@3-)/~ CM, W = EpW(l, 1) N(1, 1% 
respectively; 
(b) there exists a linear norm-preserving map, f -+ f * X, between Lx2( 1, 1) 
and .&Zs2( 1, 1); 
(c) if f  and g are in Lx2(1, 1) and Ly2(1, l), respectively, then 
<f.X,g.Y)(t,s)=IfSSf.gd(X,Y> as. (P), 
0 0 
where we define (M, M) = (M) and (M, N) = $((M + N) - (Mj - (N)). 
The process {f . X(t, s), (t, s) E D) is called the stochastic integral off with 
respect to X and is denoted by {si ji f (u, v) dX(u, v), (t, s) E D}. The stochastic 
integral has a continuous version if X is continuous, and only such versions will 
be considered in this section. 
Characterization of the Two-Parameter Wiener Process 
Let (St] (0 < t < 1) be an increasing right-continuous sub-u-field family of 
A, with So containing all P-null sets. 
DEFINITION 1. A one-parameter process {ri, , Ft, 0 < t < l} is called a 
Wiener martingale with variance parameter c > 0 if it is continuous and 
(a) (X, , 0 < t < l} is a Wiener process with variance parameter c ,>’ 0; 
(b) {X-, , Ft, 0 < t ,< I} is a martingale. 
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Either one of the statements below is a well-known and useful necessary and 
sufficient condition for the process of Definition 1 to be a Wiener martingale. 
(7) {X, , st , 0 < t < I> is a continuous local martingale with (IV), = ct; 
(8) for every real 8, (exp{BX, - @%t), St, 0 < t < 1> is a continuous 
local martingale. 
DEFINITION 2. A process {X(t, s), G,, , (t, s) E O} is called a two-parameter 
Wiener martingale (strong martingale) if 
(a) (X(t, s), (t, s) E O} is a two-parameter Wiener process, and 
(b) VP, 4, Gt, 3 (t> 4 E D> . is a martingale (strong martingale). 
For the proof of Theorem 3, we need the following characterization of a two- 
parameter Wiener process which we shall derive using (7) and (8). 
THEOREM 1. Let {X(t, s), Gt, , (t, s) E D} be a continuous process. Then the 
following are equivalent. 
(9) (X(t, s), Gt, , (t, s) E D} is a two-parameter Wiener martingale. 
(10) For each (t, s) E D, {X(u, s), G& , 0 ,< u < I} and {X(t, v), Gi* , 
0 < v < I> are one-parameter Wiener martingales with variance parameters 
c = s and c = t, respectively. 
Proof. The implication (9) -+ (10) is obvious. To show the converse, using 
Theorem I(b) and Remark 1, it suffices to show that given two disjoint rectangles 
R’ and R” in D, the random variables X(R’) and X(R”) (see (5)) are independent 
and X(R’) is normally distributed with mean zero and variance j R’ 1 = 
(t’ - t)(s’ - s), where R’ = (t, t’] x (s, s’]. Given R’ as above, since {X(u, s), 
G:, , 0 < u < l} and {X(u, s’), GE,, , 0 < 24 < I> are one-parameter Wiener 
martingales, by Levy’s theorem X(t’, s’) - X(t, s’) and X(t’, s) - X(t, s) are 
independent of G& and G:, , respectively. But G& = G:,; thus X(R’) is 
independent of Gt, . Similarly, one can show that X(R’) is independent of 
Gts . Therefore X(R’) is independent of Gis v  G& , A similar property holds 
true for X(R”). Moreover, since R’ and I?” are disjoint rectangles it follows 
that X(R’) (or X(R”)) is measurable with respect to the c-field G.l v  G.2 
of the lower left corner of R” (or (R’). Consequently X(R’) and X(P) are 
independent. This also implies that 
exp(-(u2/2)(t’ - t) s’) = E exp(iu(X(t’, s’) - X(t, s’)}) 
= E exp(iuX(R’)) . E exp(iu{X(t’, s) - X(t, s)}) 
= E exp(iuX(R’)) * exp(-(u2/2)(t’ - t)s). 
Hence 
E exp(iuX(R’)) = exp(r(u”/2) 1 R’ I), 
which implies that X(R’) is normally distributed with mean zero and variance 
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1 R’ I. In the above argument it has been shown that X(R’) is independent of 
G:, v Gfs . This yields the following conclusion. 
COROLLARY 1. A process {X(t, s), Gt, , (t, s) E D} is a Wiener martingale if 
and only if it is a Wiener strong martingale. Another conclusion, of independent 
interest, generalizes to two-parameters L&y’s theorem for a characterization of 
Wiener martingales. 
COROLLARY 2. Let {X(t, s), Gt, , (t, s) E D> be a continuous process. Then X 
is a two-parameter Wiener martingale a. and only if 
(a) {X(t, s), G,, , (t, s) E D} is a martingale, 
(b) {Xz(t, s) - ts, Gt, , (t, s) ED> is a martingale. 
Proof. The proof follows immediately from Theorem I and the preceding 
theorem. 
THEOREM 2. Let {X(t, s), Gt, , (t, s) ED} be a strong martingale satzkfyrzg 
either condition (i) or condition (ii) of Theorem II. Then 
(11) {exp{X(t, s) - +(X)(t, s)}, Gt, , (t, s) E D} is a martingale if and onZy if 
(12) G+xpW(l, 1) - K-W, l>>> = 1. 
Proof. The “only if” part of the proof is evident. To show the “if” part note 
that by Theorem I, since (X(t, s), Gt, , (t, s) E D} is a strong martingale, it is 
also a l-martingale. Hence by Remark 1 for fixed s, 0 < s 6 1, (X(t, s), G,, , 
0 < t < 1) is a one-parameter martingale. But from Theorem II, Theorem I, 
and Remark 1, it follows that {(X)(t, s), Gt, , 0 < t < l} is the increasing 
process of (X(t, s), Gt, , 0 < t < l}. Hence {exp{X(t, s) - i(X)(t, s)}, G& , 
0 < t < l} is a one-parameter superpartingale and is a one-parameter martingale 
if and only if 
K&xpW(l , 4 - KO(l, s))} = 1. (13) 
Now consider the process {exp{X(l, s) - &(X)(1, s)}, GF, , 0 < s < 11. By an 
argument similar to that above, it is clear that this process is a one-parameter 
supermartingale and is a one-parameter martingale if and only if (12) is true. 
Therefore if (12) holds, it follows from Remark 1 that (11) is a l-martingale. 
Similarly, (11) is also a 2-martingale. Thus by Theorem I it is a martingale. 
We are now in a position to prove the principal result of this section, a two- 
parameter version of Girsanov’s theorem. 
THEOREM 3. Let { W(t, s), G,, , (t, s) E D> be a two-parameter Wiener martin- 
gale de$ned on (Q, A, P). Let p be a probability measure on G given by 
P(M)= f L(l,l)df’ W’ E Gn), (14) 
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where 
(t, s) E D, and { f (u, w)} is G,,-predictable and satisjies the condition 
Let 
EP [s,‘So’f’(u, w) du dv] < co. 
Y(t, s) = W(t, s) - s,t (f(u, w) du dv. 





Proof. First of all, observe that the assumptions on f(u, w) imply that the 
process C$ .&I% ~1 dU/‘(u, ~1, Gt3 is a strong P-martingale (see Theorem III). 
The assumption that P is a probability measure, i.e., that 
MW 1)) = 1, (W 
together with Theorem 2 implies that {L(t, s), G,,) is a P-martingale. In particular, 
it follows that P s P relative to G,, and the Radon-Nikodym derivative dp/dP 
relative to G,, is given by L(t, s). 
We shall now show that for each fixed s, 0 < s < 1, { Y(t, s), Gi, , 0 < t < I> 
is a one-parameter Wiener p-martingale with variance parameter c = s. Once 
we do this, a similar argument ensures that for fixed t, 0 < t < 1, (Y(t, s), GfS , 
0 < s < l} is also, with respect to P, a one-parameter Wiener martingale with 
variance parameter c = t and then Theorem 1 will conclude the proof. 
Now by (8) it suffices to show that for each fixed s, 0 < s < 1 and real 0, 
(exp(BY(t, s) - #+s}, Gf, , 0 < t < 1) is, with respect to P, a continuous one- 
parameter local martingale. But clearly this assertion is true if and only if 
(exp{BY(t, s) - $e?s} *L(t, s), G& , 0 < t < I} (19) 
is, with respect to P, a continuous one-parameter local martingale. The continuity 
is immediate from the continuity of the Wiener process and Theorem III. The 
rest of the assertion we have just made can be easily established as follows. 
exp{f?Y(t, s) - $s2ts} *L(t, s) 
= expi(f + 0) *‘W(t, s) - it<(f + 0) ’ klr)(t, 41, 
683/7/I-4 
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where the last equality follows from Theorem III. Therefore by Ito’s formula, 
(19) is a continuous one-parameter local martingale. 
In order to use the above theorem one has to verify that L = {L(t, s), Gt, , 
(t, s) E D} is a martingale or, equivalently by Theorem 2, show that E,{L( 1,l)j = 1. 
As in the one-parameter case we give below a sufficient condition for L to be 
a martingale. The proof is omitted. 
THEOREM 4. Let I7 = {(ti , sJ: i = 0, I,..., m; j = 0, I,..., n> be a partition 
of D and let the process { f (u, v), (u, v) E D} satisfy the assumptions of Theorem 3. 
For some A > 1, depending possibly on II, let 
for every i = 0, I,..., m; j = 0, l,..., n. Then 
EP [exp &’ /olf(u, v> dW(u, V) - 4 1’ L1 f  2(u, v) du dvl 1 = 1. 
COROLLARY 3. Let the process {f (u, v), (u, v) E D) satisfy the assumptions of 
Theorem 3, andfor some E > 0 let 
Eecf%.e) < 6, (23) 
for every (u, v) E D, where 6 is a positive constant depending on E andf. Then 
f(u, v) dW(u, v) - + [ j+01f2(u, v) du dv] 11 = 1. 
Proof. The proof follows without difficulty from Theorem 4 and an applica- 
tion of Jensen’s inequality. 
Remark 2. It will be evident to the reader that Theorem 3(b), (c) of Section 2 
is an example of Theorem 3 of this section with the choice of 
u 2, 
f(z4, v; w) = - ss K(x, y; u, w) dW(x, Y; ~1. 0 0 
The fact that {exp{jiJif(u, v) dW(u, w) - gJiJif”(u, v) du dv}, Ft, , (t, s) E D> 
is a martingale is established by the last theorem of Section 2. 
Remark 3. Recalling the earlier deduction of Hudson’s result [S] from 
Theorem 3 of Section 2 it is easily seen that the same reasoning also yields this 
result as a consequence of the Girsanov theorem (Theorem 3) of this section. 
For this, we have to verify condition (18) or the sufficient condition (23) given 
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in Corollary 3 above. The verification of the latter follows from a simple com- 
putation which yields 
Ep(e6f2(u,u)) ,< (1 - 2&Z2)-W2 for all (u, w) E D, 
where A4 = max(,,,)ED 1 H( u, v )I d an E is such that 0 < E < (219P’)-~. 
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