H.264/MPEG-4 AVC is the latest coding standard jointly developed by the Video Coding Experts Group (VCEG) of ITU-T and Moving Picture Experts Group (MPEG) of ISO/IEC. It uses state of the art coding tools and provides enhanced coding efficiency for a wide range of applications including video telephony, video conferencing, TV, storage (DVD and/or hard disk based), streaming video, digital video creation, digital cinema and others. In this paper an overview of this standard is provided. Some comparisons with the existing standards, MPEG-2 and MPEG-4 Part 2, are also provided.
INTRODUCTION
Over the last one and a half decades, digital video and audio compression technologies have fundamentally changed the way we create, communicate and consume audio-visual information. They have not only transformed existing applications and services like distribution of entertainment video to the home and video conferencing but also spawned brand new industries and services like direct-to-home satellite distribution, digital video recording, video on demand services, High Definition TV, streaming video etc. All the indications are that they will potentially also revolutionize how movies are distributed and shown in theaters. They have also breathed new life and meaning to peer-to-peer resource sharing and made their presence felt from Hollywood to the lawmakers.
Since the early 1990s, when the technology was in its infancy, international video coding standards -MPEG-1 1 , H.261 2 , MPEG-2 3 (also known as H.262), MPEG-4 (Part 2) 4 and H.263 5 -have been the engines behind the commercial success of digital video compression. They have played pivotal roles in spreading the technology like wild fire by providing the power of interoperability among products developed by different manufacturers and at the same time allowing enough flexibility for ingenuity in optimizing and molding the technology to fit a given application and making the costperformance trade-offs best suited to particular requirements. They have provided much needed assurance to the content creators that their content will run everywhere and they do not have to create and manage multiple copies of the same content to match the products of different manufacturers. They have allowed the economy of scale to allow steep reduction in cost for the masses to be able to afford the technology. They have nurtured open interactions among experts from different companies to spurt exponential growth in innovations to keep pace with the implementation technology and the needs of the applications.
ITU-T H.264 / MPEG-4 (Part 10) Advanced Video Coding (commonly referred as H.264/AVC) 6 is the newest international standard in line of the video coding standards. It is the most powerful and state of the art video compression standard developed by the Joint Video Team (JVT) consisting of experts from ITU-T's Video Coding Experts Group (VCEG) and ISO/IEC's Moving Picture Experts Group (MPEG). As has been the case with the past video coding standards, its design provides the most current balance between the coding gain, implementation complexity and cost based on state of VLSI (ASICs and Microprocessors) design and manufacturing technology. It has brought the coding algorithm technology in synch with the VLSI technology that is either available today or will be in the near future. Some of the tools that could not be considered in the past due to implementation complexity could now be accepted. Some of the tools that provided some increase in coding gain but were still too expensive to implement, were not included. In the process, a standard was created that improved coding efficiency by a factor of about two (on average) over MPEG-2 -the most widely used video coding standard today -while keeping the cost with-in an acceptable range.
1.1.

History
H.264/AVC was developed over a period of about 4 years. The roots of this standard lie in the ITU-T's H.26L project initiated by the Video Coding Experts Group (VCEG) with initial focus on video conferencing and telephony applications. In 2001 when ISO/IEC's Moving Pictures Experts Group (MPEG) had finished development of its video coding standard, known as MPEG-4 Part 2, it issued a new Call for Proposal (CfP) to invite new contributions to further improve the coding efficiency achieved by Part 2. Several proposals were submitted and tested. ITU-T's H.26L was one of them. After thorough testing and evaluation it was concluded that:
♦ Motion compensated Discrete Cosine Transform (DCT) structure was superior to others, implying there was no need, at least at that stage, to make fundamental structural changes for the next generation of coding standard. ♦ As the VLSI technology had advanced significantly to greatly reduce the implementation cost as well to allow considerable increase in the complexity of the design and the speed of the microprocessors, the video coding tools that had been excluded in the past coding standards, due to their complexity and the implementation cost, should be re-examined for inclusion in the next standard. ♦ To allow maximum freedom of improving the coding efficiency the syntax of the new coding standard would not be backward compatible with MPEG-4 Part 2 video coding standard. ♦ ITU-T's H.26L was one of the leading winning proposals and others that showed good performance were similar to H.26L. Therefore, to allow speedy progress, ITU-T and ISO/IEC agreed to join forces together to jointly develop the next generation of video coding standard and use H.26L as the starting point. Along with the formation of JVT and the joint project with MPEG, the application areas broadened significantly from the initial focus of H.26L on video conferencing and telephony to also include Standard Definition (SD) and High Definition (HD) TV (broadcasting over cable, satellite, terrestrial, cable modem, DSL etc.), DVD or Hard Disk based storage, digital video creation, digital cinema etc.
Time Line
From MPEG side, the following milestones were achieved: 
CODING TOOLS
At a high level, the basic coding structure of this standard is similar to that of MPEG-2, H.263 or MPEG-4 part 2. Each picture is compressed by partitioning it as one or more than one slices. Each slice consists of Macroblocks, which are 16 pixels wide and 16 pixels high (16x16). Each Macroblock is further divided into sub-macroblock partitions -16x8, 8x16, 8x8, 8x4, 4x8 and 4x4. The 4x4 sub-macroblock partition is also called block. The hierarchy of a video sequence from sequence to pixels is given by: sequence (pictures (slices (macroblocks (sub-macroblocks (blocks (pixels)))))).
Currently, only the 4:2:0 chroma format is specified in the standard and only 8 bit resolution for luma and chroma values of the pixels is supported. Work is in progress to extend the standard to 4:2:2 and 4:4:4 chroma formats and higher than 8 bits resolution. In 4:2:0 chroma format, each macroblock has 16x16 luma samples and two 8x8 chroma samples.
Above the layer of the video sequence, there may be additional structures such as packetization schemes, channel codes, etc., which relate to the delivery of the video data, not to mention auxiliary data streams such as audio. As the video compression tools primarily work at or below the slice layer, bits associated with the slice layer and below are identified as Video Coding Layer (VCL) and bits associated with higher layers are identified as Network Abstraction Layer (NAL). VCL and NAL can be sent together as part of one single bit stream or separately. A particular VCL bitstream can have different NALs designed to fit various delivery frameworks (e.g., broadcast, wireless, on media). Herein, we only discuss the VCL. Of course, each slice need not use all of the above coding tools. Depending upon on the subset of coding tools used, a slice can be of I (Intra), P (Predicted), B (Bi-predicted), SP (Switching P) and SI (Switching I) type. B-slices come in two flavors -Stored or Non-stored. Stored B-slices can be used as reference for temporal prediction. A picture may contain different slice types. In the next section we describe the coding tools used for these different slice types in more details.
Prediction Spatial/Temporal
2-D Transform Quantization
Scanning
VLC/ Arithmetic
Interlace Scanned Video
This standard is designed to perform well for both progressively and interlaced scanned video. In interlaced scanned video a frame consists of two fields each captured at ½ the frame duration apart. As the fields are captured with significant time gap, the spatial correlation among adjacent lines of a frame is low in the parts of the picture containing moving objects. Therefore, from coding efficiency point of view a decision needs to be made whether to compress video as one single frame or as two separate fields. H.264/AVC allows that decision to be made either independently for every two vertical macroblock-pair or independently for the entire frame. When the decisions are made at macroblock-pair level then this is called MacroBlock Adaptive Frame Field (MBAFF) coding and when the decisions are made at the frame level then this is called PicAFF coding. Notice that in MBAFF, unlike MPEG-2 standard, the frame or field decision is made for the vertical macroblock-pair and not for each individual macroblock. This allows one to have 16x16 macroblock size also for fields.
I-slice
An I-slice contains only the intra coded macroblocks and does not use temporal prediction. The pixel values are first spatially predicted from their neighboring pixel values. The residual information is then transformed using a 4x4 transform and then quantized. Quantized coefficients of the 4x4 transform are scanned in one of the two different ways and are compressed using CAVLC or CABAC. In PicAFF mode each field is compressed in the same way as the frame.
In MBAFF mode if a macroblock pair is in field mode then the field neighbors are used for spatial prediction and if a macroblock pair is in frame mode, frame neighbors are used for prediction. Frame or field decision is made before applying rest of the coding tools described below. An I-slice may also contain un-compressed macroblocks consisting of the original input pixel values (this is also called I-PCM mode).
Spatial Prediction
To exploit spatial correlation among pixels two spatial prediction modes for luma values are defined: ♦ 16x16 or ♦ 4x4. In 16x16 spatial prediction mode the luma values of an entire 16x16 macroblock are predicted from the pixels around the edges as shown in the Fig. 2 . Prediction can be made in one of the four different ways: (i) vertical, (ii) horizontal, (iii) DC and (iv) planar. In the vertical and horizontal predictions the luma values of a macroblock are predicted from the pixels just above or left of the macroblock, respectively. In DC prediction, the luma values of the neighboring pixels are averaged and that average value is used as predictor. In the planar prediction, it is assumed that the macroblock covers spatially increasing luma values and the predictor is formed based upon a planar equation.
In 4x4 spatial prediction mode the luma values of 4x4 blocks are predicted from the neighboring pixels above or left of the block (A, B, C … in Fig. 2 ) and 9 different directions of prediction are allowed (see Fig. 2 ). Note that the direction number 2 is reserved for DC prediction where the average values of the neighboring pixels is used as a reference for the prediction.
For chroma there is only one prediction mode -8x8. In this mode the 8x8 block is predicted in the ways similar to the 16x16 luma macroblock: (i) DC, (ii) Horizontal, (iii) Vertical and (iv) planar. 
Transform and Quantization
After spatial prediction, an invertible transform is applied to decorrelate the data spatially. There are several unique features about the transform selected for this coding standard. Some of these features are listed below.
(1) It is the first video standard in which an integer transform was selected as the main transform, rather than a floating point transform. The inverse transform is also an integer transform, which is an exact inverse. MPEG-4, part 2, and JPEG2000, had previously selected integer wavelet transforms. But JPEG2000 is an image coding standard, and in MPEG-4, the wavelet transforms are used only for the texture coding (equivalent to the usual Iframe coding), and the main transform used for all other frames is still the floating point 8x8 DCT. A significant advantage of this fact is that, with an exact integer inverse, there is now no mismatch between an encoder and a decoder, unlike for MPEG-2 and MPEG-4 (part 2). (2) It is a 16-bit transform, rather than 32-bit. The transform is computable by adds and bit-shifts. (3) It is 4x4 in size, rather than 8x8. For certain hardware designs, this may also be easier to implement.
Thus, while the luma macroblock size remains at 16x16 and the chroma macroblock size remains at 8x8, these are divided up into 4x4 blocks to apply a 4x4 block transform T to every block of pixels (other transforms are also defined here for use below):
The transform T is applied to both luma and chroma samples for a macroblock. In addition, when the 16x16 Intra prediction mode is used, the DC coefficients of the 16 4x4 blocks in that macroblock are further selected and transformed using the Hadamard transform H (note the similarity of T and H) and the corresponding 2x2 chroma DC values are transformed according to the matrix C above, a 2x2 Hadamard transform. The coefficients after the transformation are scaled and then quantized using a quantization parameter that can be changed for every macroblock. The parameter can take one of the 52 possible values. The quantization step sizes are not uniformly spaced, but vary in such a way that the quantization bin sizes double every 6 steps.
Scanning
If the picture is progressively scanned or a macroblock is compressed in the frame mode then the quantized coefficients of the transform are scanned in the zig-zag fashion as shown in Fig. 3a . This is designed to increase runs of zeros. If a macroblock is compressed in the field mode then the scanning order of the coefficients is modified, as shown in Fig.  3b , to be more efficient for field scanning.
Entropy coding
Entropy coding is a technique in lossless coding that replaces data elements with codes which, in combination with the previous transformations, can result in significantly reduced data size (even though on its own, it can only reduce the data size modestly). Two modes of entropy coding are used in this standard: variable length coding (VLC), a type of Huffman coding, and binary arithmetic coding (BAC). In the current structure, both of these designs are context adaptive (CA), leading to CAVLC and CABAC. Syntax elements at and below the Slice layer can be adaptively coded.
Like previous standards, the macroblock is the fundamental unit of the syntax. Data elements to be encoded include: (a) higher syntax elements for sequence and picture, which are coded using special fixed VLC codes; (b) slice layer (at and below which layer the entropy codes CAVLC or CABAC are used); (c) macroblock type (mb_type); (d) coded block pattern (CBP), which indicates which sets of 4x4 blocks have non-zero elements (thus efficiently indicating which blocks not to code); (e) quantization parameter, coded as a delta from the previous macroblock; (f) reference frame index; (g) motion vector (MV), sent as a delta from previous MV; and finally (h) the quantized transform coefficients (from either 4x4 or 2x2).
The final two types comprise the bulk of the coded data. At very low bitrates, (g) may be dominant; at all higher rates, (h) is dominant, and it is in encoding the transform coefficients that context adaptivity is mainly employed.
CAVLC
The principle idea of VLC is that the data elements to be coded (whether quantized transform coefficients, differential motion vectors, or other syntactic symbols) occur with unequal frequencies; frequently occurring elements are assigned short codes, while infrequent elements are assigned long codes (thus variable length coding). For syntax elements other than residual transform coefficients, a fixed VLC is used. But for greater efficiency in coding the abundant residual transform coefficients, this standard maintains 11 different sets of codes (4 for the number of coefficients, and 7 for the actual coefficients), which are adapted to the statistics of the current stream or context (thus CAVLC). The latter 7 tables are geared towards the lower to higher levels consecutively; coding is typically initialized to lower tables, and incremented up depending on the size of the levels coded. Given the execution efficiency of VLC tables, combined with this limited adaptivity (which thus permits parallelization by macroblocks), this provides a nice tradeoff between speed of execution and performance.
CABAC
The use of context-based adaptive binary arithmetic coding (CABAC) has been adopted into the standard as a way of gaining additional performance relative to CAVLC coding, at the cost of additional complexity. The CABAC mode has been shown to increase compression efficiency, on average, 7-10% relative to the CAVLC mode, although CABAC is a much more complex. Here the use of arithmetic coding permits non-integer number of bits per symbol, adaptivity allows the coder to adjust to changing symbol statistics, and the context modeling improves prediction performance. CABAC is used for encoding a broader range of syntax elements than CAVLC, starting at the Slice layer (while higher-layer syntax elements are still codec with fixed codes such as Exp-Golomb). In particular, motion vectors as well as residual transform coefficients are codec with CABAC, leading to tighter encoding, whereas with CAVLC only the coefficients are. However, the price to pay is that given the broader applicability of CABAC, combined with 267 contexts, it is basically a serial engine that can be very compute intensive, especially for high pixel and data rates. The steps in the CABAC entropy coding scheme are depicted in Fig. 4 . Suppose a symbol for an arbitrary syntax element is given. In a first step, a suitable model is chosen according to a set of past observations of relevant syntax elements; this is called context modeling. Different models are maintained for each syntax element (e.g., motion vectors and transform coefficients have different models). If a given symbol is non-binary valued, it will be mapped onto a sequence of binary decisions, so-called bins, in a second step. The actual binarization is done according to a given binary tree -and in this case the CAVLC binary tree is used. Finally, each binary decision is encoded with the adaptive binary arithmetic coding (AC) engine using the probability estimates, which have been provided by the context modeling stage. The provided models serve as a probability estimation of the related bins. After encoding of each bin, the related model probability estimate is updated to adjust upward the probability estimate for the binary symbol that was encoded. Hence, the model keeps track of the actual statistics.
Starting with each frame, the probability models associated with all 257 different contexts used in H.254/AVC are initialized with a pre-computed initial distribution. For each symbol encoded, the frequency count of the related binary decision is updated, thus providing a new probability estimate for the next coding decision. However, when the total number of occurrences of a given model exceeds a pre-defined threshold, the frequency counts are scaled down. This periodical rescaling exponentially weighs down past observations and helps to adapt to the non-stationarity of a source. The context modeling used here is innovative, and is described in draft standard 6 . The arithmetic coding is largely based on the well-known techniques developed in paper by Witten et al 7 .
PCM mode
H.264/AVC allows one to send a macroblock in the PCM mode (I-PCM) where the original pixel values are sent (passed through) without any compression or processing.
2.2.
P-slice A P-slice uses temporal prediction, instead of spatial prediction, by estimating motion among pictures. Motion can be estimated independently for either 16x16 macroblock or any of its sub-macroblock partitions: 16x8, 8x16, 8x8, 8x4, 4x8, 4x4 (see Fig. 5 ). Only one motion vector (MV) per sub-macroblock partition is allowed. The motion can be estimated from multiple of frames either in the past or in the future. Limit on number of frame used for the motion estimation is specified in the Levels (described below). To estimate the motion, pixel values are interpolated to achieve quarter-pixel accuracy. Interpolation is performed in two steps -half pixel and then quarter pixel interpolation. Half pixel interpolation is performed by using the filter with coefficients After the temporal prediction the steps of Transform, Quantization, Scanning and Entropy coding are the same as in an Islice. Motion vectors representing the estimated motion are also compressed. To compress the motion vectors, except for 16x8 and 8x16 sub-macroblocks, median of the motion vectors from the neighboring three sub-macroblocks -left, above and above right or left -is obtained and the difference of this median vector and current motion vector is entropy coded. For 16x8 or 8x16 sub-macroblock, difference of its motion vector and motion vector belonging to only one of their neighboring blocks is entropy coded.
A P-slice may also contain intra coded macroblocks. Those intra macroblocks are compressed in the same way as the intra macroblocks in an I-slice. A P-slice may also contain I-PCM macroblocks.
B-Slice
In a B-slice up to two motion vectors, representing two estimates of the motion, per sub-macroblock partitions are allowed for temporal prediction. They can be from any reference pictures in future or past. Again, constraint on the number of reference pictures that can be used for motion estimation is specified in the Levels definition. Average of the pixel values in the reference pictures are used as predictors. This standard also allows to weight the pixel values unequally. It is called Weighted Prediction mode and is useful in the presence of special video effects, like fading.
A B-slice also has a special mode -Direct mode. In this mode the motion vectors for a macroblock are not explicitly sent. The receiver derives the motion vectors by scaling the motion vector of the co-located macroblock in the reference picture. In this case the reference picture for the current macroblock is the same as that for the co-located macroblock. The motion vector scaling is performed to according to the temporal distances among the current picture, the picture containing the co-located macroblock and the reference picture of that co-located macroblock.
A B-slice may also contain intra coded macroblocks. Those intra macroblocks are compressed in the same way as the intra macroblocks in an I-slice. A B-slice may also contain I-PCM macroblocks.
2.4.
SP and SI Slices Switching P (SP) and Switching I (SI) slices are close cousins of the usual P and I slices, utilizing either temporal or spatial prediction as before; however, their main virtue is that they can allow identical reconstruction, even from using different reference frames. The main purpose of this property (which comes at a cost in increased complexity compared to the usual P and I slices) is to allow bitstream switching midstream. They can also be used to provide additional functionalities such as random access, fast forward, reverse, and stream splicing.
2.5.
Deblocking Filter As shown in Fig.1, H .264/AVC uses an in-loop deblocking filter to reduce the blockiness introduced in a picture. The filtered pictures are used to predict the motion for other pictures. The deblocking filter is an adaptive filter that adjusts its strength depending upon compression mode of a macroblock (Intra or Inter), the quantization parameter, motion vector, frame or field coding decision and the pixel values. For smaller quantization sizes the filter shuts itself off. This filter can also be shut-off explicitly by an encoder at the slice level.
2.6.
Error Resilience Tools There are essentially three tools that are pertinent to protecting the video bitstream from network transmission errors, which may occur for example due to congestion overloads on wired networks, or much more frequently due to various channel errors in the wireless networks. These tools are: (1) Flexible Macroblock Order (FMO), (2) Arbitrary Slide Order (ASO), and (3) Redundant Slices. FMO and ASO work to randomize the data prior to transmission, so that if a segment of data is lost (e.g. a packet, or several continuous packets), the errors are distributed more randomly over the video frames, rather than in a single contiguous block of pixels. This helps to preserve more local information in all areas, at the cost of some randomly distributed loss. Redundancy Slices offer more protection by reducing the chance of loss via redundancy, a common approach at the level of channel coding. The additional tools of Data Partitioning and SP/SI slices are also valuable for error resilience/recovery.
PROFILES AND LEVELS
One of the key advantages of a standard is that it allows interoperability among the equipments or software developed by different companies and across various applications. To provide such interoperability, H.264/AVC defines a set of conformance points called Profiles and Levels. All decoders and bit streams compliant with a particular Profile and Level must obey the rules and conditions specified for that Profile and Level.
3.1.
Profiles H.264/AVC contains a rich set of video coding tools. All the coding tools are not required for all the applications. For example, the error resilience tools are not important for the networks with very little errors. Forcing every decoder to implement all the tools will make a decoder unnecessarily too complex. Therefore, subsets of coding tools, with different classes of applications in mind, are defined. These subsets are called Profiles. A decoder may choose to implement only one subset (Profile) of tools. Following three profiles are defined:
♦ Baseline ♦ Extended ♦ Main Table 2 summarizes the coding tools included in these profiles at a high level. A decoder compliant with a particular Profile and Level must implement all the tools specified in that Profile. An encoder may chose to use a smaller subset of tools specified in a Profile to generate a bitstream compliant with that Profile and Level.
Baseline profile includes I and P-slices, Error Resilience tools, and CAVLC. It does not contain B, SP and SI-slices, Interlace coding and CABAC coding tools. It was designed with those applications in mind that run on the platforms with low processing power and in the environment with large packet losses. Among the three Profiles, it has the least coding efficiency. Extended is a super set of Baseline and includes B, SP and SI-slices and Interlace coding tools in addition to all the Baseline Profile's coding tools. It does not include CABAC. It is more complex and provides better coding efficiency than Baseline. Main Profile includes I, P and B-slices, Interlace Coding, CAVLC and CABAC. It does not include Error Resilience Tools and SP & SI-slices. It was designed to provide the highest possible coding efficiency. 
Levels
For real time decoders or decoders with constrained memory size, it is important to specify the processing power and the memory size needed for implementation. Picture size plays the main role in influencing those parameters. H.264/AVC defined 15 different Levels tied mainly to the picture size and maximum compressed bit rates. Levels also provide constraints on the number of reference pictures that can be used. Table 3 shows Levels specified in H.264/AVC and some of the parameter values and the constraints specified at those Levels. A decoder compliant with a particular Profile and Level must be able to decode a bitstream compliant to that Profile and Level as well as all the bitstreams compliant with that Profile and all the lower numbered Levels. Also, as the interlaced scanning formats are popular only for Half Horizontal Resolution (HHR) of 352x480 or 352x576, SDTV and HDTV pictures; Interlaced Coding tools are applicable only at Levels 2.1 to 4.1.
Note that in the standard Levels specify the maximum frame sizes in terms of only the total number of pixels/frame. The constraints on the number of pixels along horizontal and vertical dimensions are not specified except that the horizontal and the vertical sizes can not be more than sqrt(maximum frame size *8). Frame sizes shown in Table 3 are only some of the examples of typical frame sizes used in various applications at different Levels. A user has freedom to choose other frame sizes as long as total number of pixels/frame and horizontal and vertical sizes are with in the specified constraints.
Also, instead of specifying a maximum frame rate at each Level, maximum sample (pixel) rate, in terms of MB/sec, is specified. Table 3 provides the maximum frame rates for the example typical picture sizes shown in the 2 nd column. If the picture sizes are smaller than the typical picture sizes in that column then the frame rates can be higher than those in Table 3 up to the maximum of 172 frames/sec. Furthermore, the maximum number of reference frame is specified in terms of total memory. Table 3 provides maximum number of reference frames for the example typical picture sizes shown in the 2 nd column. If, at a particular Level, the picture size is less than the one in that column then more number of reference frames, up to 16 frames, can be used for motion estimation. 
SIMULATION RESULTS
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