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ВВЕДЕНИЕ 
 
Преподавание высшей математики в высших учебных заведениях 
имеет цель: 
− развитие интеллекта и способностей к логическому и алгоритми-
ческому мышлению; 
− обучение основным математическим методам, необходимым для 
анализа и моделирования устройств, процессов и явлений при поиске оп-
тимальных решений и выбора наилучших способов реализации этих реше-
ний; методам обработки и анализа результатов численных и натурных экс-
периментов. 
Задачи преподавания высшей математики состоят в том, чтобы на при-
мерах математических понятий и методов продемонстрировать студентам 
действие законов материалистической диалектики, сущность научного под-
хода, специфику математики и ее роль в осуществлении научно-технического 
прогресса. Необходимо научить студентов приемам исследования и решения 
математических формализованных задач, выработать у студентов умение 
анализировать полученные результаты, привить им навыки самостоятельного 
изучения литературы по математике и ее приложениям. 
Математическое образование современного специалиста включает 
изучение общего курса математики и специальных математических курсов. 
Общий курс высшей математики является фундаментом математического 
образования специалиста, но уже в рамках этого курса должно проводить-
ся ориентирование на приложение математических методов в профессио-
нальной деятельности. Преподавание специальных разделов ориентирова-
но главным образом на применение математических методов к решению 
прикладных задач. При этом студенты сначала знакомятся с постановкой 
типичной прикладной задачи, затем изучают общий курс математических 
задач, к которому относится эта задача, далее – математические методы 
решения задач данного класса и, наконец, изученные методы применяют 
для решения исходной задачи. Выбор специальных разделов математики, 
которые должны изучать студенты, осуществляется с учетом характера их 
будущей профессиональной деятельности и согласуется с выпускающими 
кафедрами. Все вопросы преподавания этих разделов специальными ка-
федрами должны быть согласованы с кафедрой математики. 
В результате изучения курса высшей математики студент должен 
иметь представление: 
− о месте математики в системе естественных наук; 
− о математике как особом способе познания мира; 
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− о содержании основных разделов высшей математики, отличии 
прикладной математики от фундаментальной. 
Знать и уметь использовать: 
− методы математического анализа, аналитической геометрии, ли-
нейной алгебры, теории функций комплексного переменного и операцион-
ного исчисления, теории поля; 
− методы решения обыкновенных дифференциальных уравнений. 
Владеть: 
− методами дифференциального и интегрального исчисления; 
− методами решения уравнений математической физики; 
− аналитическими методами решения прикладных задач. 
Иметь навыки: 
− аналитического и численного решения уравнений; 
− качественного исследования, аналитического и численного реше-
ния обыкновенных дифференциальных уравнений; 
− самостоятельной смысловой постановки прикладных задач. 
Программа определяет основное содержание тем и разделов курсов, 
подлежащих изучению. Последовательность их изложения и распределе-
ния по семестрам, исходя из задач своевременного математического обес-
печения общенаучных, общеинженерных и специальных дисциплин и со-
хранения логической стройности и завершенности самих математических 
курсов. При выборе цели ознакомить студентов с максимальным числом 
математических понятий и методов или выработать у них твердые навыки 
исследования и решения определенного круга задач. При этом предполага-
ется, что глубокое овладение основными понятиями и методами высшей 
математики позволит студентам освоить те дополнительные разделы, ко-
торые им понадобятся в будущем. 
В данной книге рассмотрены следующие модули: 
− функции нескольких переменных (ФНП); 
− неопределенный интеграл; 
− определенный интеграл; 
− двойной и тройной интегралы. 
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МОДУЛЬ 1. ФУНКЦИИ НЕСКОЛЬКИХ ПЕРЕМЕННЫХ 
 
§ 1. О функциональных зависимостях  
между несколькими переменными 
 
При изучении многих вопросов естествознания приходится встре-
чаться с такими зависимостями, в которых задействованы несколько пере-
менных величин, когда значения одной из этих переменных величин пол-
ностью определяются значениями остальных переменных. Так, например, 
температура  Т  или плотность  ρ  тела изменяются при переходе от одной 
точки данного тела к другой, но так как каждая точка определяется тремя 
декартовыми координатами x, y, z, то температура  Т  или плотность  ρ  оп-
ределяются значениями трех переменных x, y  и  z. 
 
§ 2. Понятие евклидового пространства  2R   и  3R .  
Топология  2R  
 
Известные из аналитической геометрии понятия координат точек на 
плоскости и в пространстве и формула для определения расстояния между 
двумя точками позволяют ввести аналитическое определение евклидова 
пространства  2R   и  3R . 
Множество упорядоченных пар  (x, y)  действительных чисел x  и  y  
называется координатной плоскостью, а каждую пару  (x, y) будем назы-
вать точкой этой плоскости и обозначать буквой  М. Числа  x  и  y  называ-
ются координатами точки  M(x, y). 
Координатная плоскость называется евклидовым пространством 2R , 
если для любых двух точек плоскости определено расстояние 1 2( , )M Mρ   
по формуле 
2 2
1 2 2 1 2 1( , ) ( ) ( )M M x x y yρ = − + − . 
Аналогичным образом вводится понятие «евклидово пространство» 
3R . Множество упорядоченных троек (x, y, z) чисел  x, y  и  z  называется 
координатным пространством. При этом каждую тройку  (x, y, z)  будем 
называть точкой этого пространства и обозначать  M(x, y, z). Запись  M(x, y, 
z) означает, что точка  М имеет координаты x,  y  и  z. 
Координатное пространство называется евклидово пространство  3R , 
если для любых двух точек пространства определено расстояние  
1 2( , )M Mρ по формуле 
2 2 2
1 2 2 1 2 1 2 1( , ) ( ) ( ) ( )M M x x y y z zρ = − + − + − . 
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Введенные выше понятия координатной плоскости и координатного 
пространства представляют собой аналоги числовой прямой, а  2R  и  3R  – 
евклидовы пространства – аналог евклидовой прямой  1R  расстояние меж-
ду двумя точками )( 11 xM   и  )( 22 xM  определяются по формуле 
2
1 2 2 1 2 1( , ) ( )M M x x x xρ = − = − . 
Множество  Е  точек  (x, y)  плоскости  2R   называется окрестностью 
точки  ),( 000 yxM , если  0M   является внутренней точкой  E, т.е. 0M   вхо-
дит в  Е  вместе с некоторым кругом: 
{ } 0  ,)()(),(),( 220200 ><−+−= rryyxxyxrMB . 
Круг  ),( 0 rMB   также является окрестностью точки  0M . Отметим, 
что наряду с круговыми окрестностями точки можно рассматривать как 
квадратные окрестности, так и прямоугольные окрестности точки. 
Точка пространства 2R  называется граничной для множества 
2RE ∈ , если ее любая окрестность содержит как точки из  Е, так и точки, 
не принадлежащие  Е (рис. 1) – точка  1M . Точка  2M  – внешняя точка 
множества  Е. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Множество  Е  называется открытым, если оно служит окрестностью 
каждой своей точки.  
Рассмотрим примеры некоторых множеств. 
    y 
 
 
 
 
 
 
 
 
 
 
 
 
    0 
 
Рис. 1 
 E 
M1 
M2 
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1. { }2221 2)1()1(),( <−+−= yxyxE  – круг радиуса R = 2 без грани-
цы (рис. 2); 
2. { }222 1)2()1(),( ≤−+−= yxyxE  – круг радиуса R = 1 с границей 
(рис. 3); 
3. { }32 ,21),(3 <<<= yxyxE  – прямоугольник без границ (рис.4); 
4. { }31  ,31),(4 ≤≤≤≤= yxyxE  – квадрат с границей (рис. 5); 
5. { }225 1,22),( xyxxyxE −<<<<−=   (рис. 6) 
6. { }xyxyxE −<<<<= 10  ,10  ),(6  – треугольник без границы 
(рис. 7). 
Множества  Е1,  Е3,  Е5,  Е6 – открытые. 
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Справедливы следующие теоремы: 
Теорема  1. Объединение совокупности открытых множеств есть от-
крытое множество. 
Теорема  2. Пересечение конечного числа открытых множеств есть 
открытое множество. 
Множество  Е евклидова пространства  R2  замкнуто, если оно со-
держит все свои граничные точки (см. например, множество  Е2 (рис. 3)  
или  Е4  (рис. 5)). Если из замкнутого множества удалить часть граничных 
точек (например, из  Е4  (рис. 5)  удалить сторону  АВ), то получим множе-
ство, которое не является ни открытым, ни замкнутым. 
Множество 2RE ∈  замкнуто тогда и только тогда, когда дополнение это-
го множества (т.е. множество всех точек R2, которые не входят в Е) открыто. 
Множество  2RE ∈   называется связным, если любые две точки из Е 
можно соединить непрерывной кривой, все точки которой принадлежат 
этому множеству. 
Рассмотрим примеры некоторых множеств. 
7. { }2)1()1(1  ),( 227 ≤−+−≤= yxyxE  (рис. 8), Е7 – связное замк-
нутое множество. 
8. { }0   ),(8 <= xyyxE  (рис. 9).  Е8 – несвязное открытое множество. 
9. { }0   ),(9 ≥= xyyxE  (рис. 10).  Е9 – связное замкнутое множество. 
10. { }210   ,1  ),( yxyxyxE ><+=  (рис. 11). Е10 – связное открытое 
множество. 
Множество  2RE ∈   называется областью в  R2, если  данное множе-
ство  Е  связное и открытое. 
                             y                                                                   y 
 
                                                       E5                                                                      E6 
                                                                                                   1 
       y = x2                     
                                   1                                                                                x + y = 1 
            2−        0        2                   x                                0                             1     x    
     
 
 
                        Рис. 6                                                                      Рис. 7 
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Точка ),( 000 yxM  называется предельной точкой множества  2RE ∈ , 
если в любой ее окрестности содержаться точки, отличные от  ),( 000 yxM . 
Так, для множества  Е  точек прямоугольника  АВСD (рис. 12) 
{ }dycbxayxE <<<<=   ,  ),( . 
Без границы каждая точка Eyx ∈),(  является предельной точкой 
множества. Предельными точками будут и точки границы, например точка 
),( 22 yx . Точка ),( 33 yx  предельной точкой множества  Е  не будет, хотя 
существует такая окрестность, в которой содержатся точки из  Е. (Обрати-
те внимание, в определении о предельной точке требуется, чтобы в любой 
окрестности содержались точки из множества  Е).  
               y 
 
                                                    E7 
 
 
                               M2                   x 
 
 
 
              
 
                 Рис. 8 
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Множество  2RE ∈   ограничено, если оно содержится в некотором 
круге с центром в начале координат радиусом  R,  R > 0 (рис. 13). 
Замкнутое ограниченное множество  Е  называется  компактным. 
 
 
 
§ 3. Примеры и упражнения 
 
Пример 1. Доказать, что в любой окрестности точки  М(a, b), зада-
ваемой неравенством  2 2 2( ) ( )x a y b R− + − ≤ , есть окружность, задаваемая 
неравенствами  ,   ,    0x a y b− < δ − < δ δ > . 
Решение. Выбирая 0δ >  такое, что 2 22 Rδ < . Тогда из 
,    x a y b− < δ − < δ   следует, что   
2 22 2 2 2( ) ( ) 2x a y b x a y b R− + − = − + − < δ < . 
Пример 2. Пусть множество  2RE ∈   состоит из точек, обе коорди-
наты которых рациональные числа. Доказать, что любая точка  
2),( RbaM ∈  (плоскости) является предельной для множества  Е. 
Решение. Пусть любая окрестность точки  М(a, b) задается неравен-
ствами ,   x a y b− < δ − < δ . Тогда существуют рациональные числа  r1  и  
r2, отличные соответственно от  а  и  b, такие, что  1r a− < δ  и  2r b− < δ . 
Точка  1 2( ,  )B r r  принадлежит множеству Е и находится в выбранной 
окрестности точки  M(a, b) и отлична от  М. Таким образом, имеем, что в 
любой окрестности точки М  есть отличные от  М точки из множества  Е. 
Значит  М(a, b) – предельная точка множества  Е. 
        y 
 
                                                     (x3,y3) 
 
        d          B                                     C 
  
 
 
        c           A                                    D 
                                              (x2,y2) 
   (x1,y1) 
            0           a                                 b    x 
 
                                Рис. 12  
                     y 
 
 
  
            R      
                                      E                   x 
 
 
 
 
 
 
 
                       Рис. 13 
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Пример 3. Множество Е состоит из точек плоскости, для которых 
2 2 100x y+ < . Доказать, что точка  M(6, 8) является предельной для множе-
ства  Е. 
Решение. Выбираем любую окрестность точки  М(6, 8), задаваемую 
неравенствами  6 ,   8x y− < δ − < δ , где  0 1< δ < . Тогда  6 ,  8
2 2
B δ δ − − 
 
 
принадлежит этой окрестности, причем   
2 2
2 26 8 6 8 100
2 2
δ δ   
− + − < + =   
   
 
Значит, точка  В  принадлежит множеству  Е, откуда имеем, что  М – 
предельная точка для множества  Е. 
Пример 4. Доказать, что множество  Е точек плоскости, удовлетво-
ряющих неравенству  2y x≥ , замкнуто. 
Решение. По определению замкнутое множество – это множество, 
которое содержит все свои предельные точки. Значит, чтобы доказать 
замкнутость множества  Е достаточно показать, что любая  М(a, b), не 
принадлежащая  Е не может быть предельной  для  Е. Пусть точка  M(a, b) 
не принадлежит  Е. Тогда имеем неравенство  2b a< . Пусть  2 0a bε = − > , 
тогда найдется такое  
2
εδ < , что из неравенства  x a− < δ   вытекает 
2 2
2
x a
ε
− < . Тогда из неравенства  x a− < δ , y b− < δ  следует, что   
2 2 2 2
2 2 2
( ) ( ) ( )
( ) 0.
2 2
x y a b b y x a
a b b y x a
− = − + − + − ≥
ε ε≥ − − − − − > ε − − =
 
Значит, все точки δ – окрестности точки  М не принадлежат множе-
ству  Е. Значит, множество  Е замкнуто. 
Пример 5. Найти граничные точки множества  Е, заданного неравен-
ством  2522 <+ yx . 
Решение. Граничными точками множества 2RE ∈  называются точ-
ки, в любой окрестности которых есть как точки из множества  Е, так и 
точки, не принадлежащие этому множеству. Данное множество состоит из 
точек, лежащих внутри окружности радиуса  5 с центром в начале коорди-
нат (точки самой окружности не принадлежат множеству). С геометриче-
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ской точки зрения границей множества  Е – окружность   2522 =+ yx . До-
кажем это аналитически. Неравенства  2522 <+ yx   и  2522 >+ yx  задают 
открытые множества, следовательно, ни точки множества 2522 <+ yx , ни 
точки множества  2522 >+ yx   не являются граничными для множества Е.  
Рассмотрим теперь точки окружности  2522 =+ yx . Пусть  А(a, b) 
лежит на этой окружности. Выберем любую окрестность точки  А. В эту 
окрестность точки  А  попадают как точки  B(x, y), для которых  ,x a<  
y b<  так и точки, для которых  byax >>   , . Для первых точек имеем  
252222 =+<+ bayx , а для вторых –  10022 >+ yx . Значит,  A(a, b) – гра-
ничная точка для  Е. 
 
Задачи для самостоятельной работы 
 
1. Множество  Е  состоит из всех точек плоскости, обе координаты 
которых иррациональные числа. Доказать, что любая точка плоскости яв-
ляется предельной точкой для множества  Е. 
2. Множество  Е  состоит из всех точек плоскости, абсцисса которых 
рациональна, а ордината иррациональна. Доказать, что любая точка плос-
кости является предельной для множества  Е. 
3. Множество  Е состоит из всех точек плоскости вида  





nm
A 1  ,1 , 
где  m  и  n – натуральные числа. Найдите предельные точки множества  Е. 
Ответ:  предельными точками для множества  Е являются все точки 
вида  











nm
1
 ;0  ,0 ;1  и  (0, 0). 
4. Построить хотя бы одно множество, для которого предельными 
были бы точки  А(3, 4)  и  В(–1, 2), и только эти точки. 
Ответ: например, множество точек 





+ 4  ,13
n
An  и 
Nn
n
Bn ∈





+−     ,2 ,11 . 
5. Построить множество, предельными точками для которого явля-
ются все точки вида  А(0, n),  n – целое число, и только такие точки. 
Ответ: например, множество точек  





n
m
  ,
1
,  m ∈ R. 
 17 
6. Доказать, что множество точек плоскости, координаты которых 
удовлетворяют системе неравенств 



<+
>+
100
5
22 yx
yx
 
открыто. 
7. Доказать, что множество точек плоскости, координаты которых 
удовлетворяют неравенствам 



≤+
≥+
100
5
22 yx
yx
 
замкнуто. 
8. Доказать, что множество  )()( DCBAE ∩∪∩=  замкнуто. Если  А  
задается неравенством  2xy ≥ ,  В – неравенством  4922 ≤+ yx ,  С – нера-
венством  3≥+ yx   и  D – неравенством  81)1()4( 22 ≤−+− yx . 
9. Какие из данных множеств являются областями: 
 1) множество точек, удовлетворяющих неравенству 
161 22 <+< yx ; 
 2) множество точек, удовлетворяющих системе неравенств 
2 24 10
1 1;
x y
y
 < + <

− < <
 
 3) множество, состоящее из двух открытых кругов радиуса 6 с цен-
тром в точках  О(0, 0)  и  А(12, 0) соответственно; 
 4) множество, состоящее из тех же кругов (пункт 3) и точки  С(6, 0) 
 Отметим, что множество  Е  называется областью, если оно открыто 
и любые две его точки можно соединить линией, полностью лежащей в 
множестве  Е. 
Ответ:   1) область;  2) не область;  3) не область;  4) не область. 
 
§4. Функции двух переменных.  
Понятие функции  n  переменных 
 
Функцией двух независимых переменных  (x, y), определенной на 
множестве  2RD ∈ , называется соответствие  f, которое каждому элементу  
Dyx ∈) ,(   ставит в соответствие единственный элемент  RF ∈ , обозна-
чаемый  f(x, y)  (рис. 1, 2). 
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Множество D называют областью определения (множество заданий) 
функции  f, а совокупность (множество) всех элементов  f(x, y), Dyx ∈) ,(  – 
множеством значений  E(f)  функции  f. Тот факт, что  f – функция, задан-
ная (область определения) на  2RD ∈ , со значениями в RE ∈ , обозначают 
следующим образом  EDf →: . 
Соответственно f, устанавливаемое между точками из 2RD ∈  и 
RE ∈ , геометрически можно изобразить в пространстве  3R  (рис. 2). 
Функцию  ) ,( yxfZ =  – двух переменных можно задать: 
– аналитическим способом (используя формулы); 
– табличным (используя таблицы); 
– графическим (построить график); 
– программным (построить алгоритм вычисления z по  x  и  y). 
Графиком  fГ   функции  f  называется множество точек пространст-
ва  3R  с координатами  (x, y, f(x, y)),  Dyx ∈),( , т.е. 
{ }) ,(  ,) ,/() , ,( yxfzDyxzyxГ f =∈= . 
Для построения графика функции fГ  – функции двух переменных 
из точки  )(),( fDyx ∈ перпендикулярно к плоскости  Oxy  отложим отре-
зок длиной  z  в положительном направлении оси Oz, если  z > 0, и в отри-
                
               y                               2R   
 
                          D 
          
                      (x,y) 
                    0                                  x 
 
 
 
                      f(x,y)                 R     
0 F 
 
                 
 
 
                  Рис. 1  
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x     ),( 33 yx  
 
                      ),( 11 yx       
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цательном направлении, если  z < 0. Точка пространства  3R  с координата-
ми  (x, y, z) будет точкой графика  fГ . 
График функции fГ , вообще говоря, есть некоторая поверхность в 
3R . Проекцией этой поверхности на плоскость Oxy является область D(f). 
Соответствие, устанавливаемое между элементами  3),,( RDzyx ⊂∈  
и элементами множества  RE ⊂ , при котором каждому элементу из  D  
ставится в соответствие один элемент из  Е, называется функцией трех пе-
ременных. Область определения  D  данной функции есть множество точек 
пространства  3R . Поскольку каждая точка  (x, y, z)  определяет в про-
странстве  3R  радиус-вектор, то функцию  f  трех переменных можно рас-
сматривать как соответствие, устанавливаемое между множеством векто-
ров и множеством действительных чисел. Значит,  функцию трех перемен-
ных можно рассматривать как скалярную функцию векторного аргумента. 
График функции трех переменных определяется аналогично, но изобра-
зить графически функцию трех и более переменных невозможно. 
Рассмотрим примеры функций двух переменных и их графики: 
1) 22 yxf += . Область определения функции  2)( RfD = , множество 
значений [ )∞+=   ;0)( fE , график функции в 3R  – круговой параболоид 
(рис. 3); 
2) 22 44 yxf −−= . Область определения  2)( RfD = , множество 
значений  [ ]2  ;0)( =fE , график функции изображен на рис. 4; 
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3) 22
1
yx
f
+
= . Область определения  )0 ,0(\)( 2RfD = . Множество 
значений  ( )∞+⊂  ;0)( fE , график функции изображен на рис. 5. 
 
 
 
Понятие функций  n  переменных. Множество всех упорядоченных 
совокупностей ),...,( 21 nxxx , где  nkRxn ,1  , =∈  называется  n-мерным ко-
ординатным пространством  nR , а каждая упорядоченная совокупность  
Mxxx n =),...,( 21  – точкой этого пространства. Координатное пространство  
nR  называется декартовым, если расстояние между точками  
),...,( 21 nxxxM   и  )...,( 21 nyyyN  определяется по формуле 
2
1
( ,  ) ( )
n
k k
k
M N y x
=
ρ = −∑ . 
Евклидово n-мерное пространство является обобщением понятий 
евклидовой прямой  1R , евклидовой плоскости  2R , евклидова пространст-
ва  3R . 
Если каждой точке  nRDM ⊂∈  евклидова пространства  nR  по не-
которому закону (правилу)  f  ставится в соответствие одно из чисел мно-
жества  RE ⊂ , то говорят, что на  D  задана функция  f. Множество  D – 
область определения функции  f;  Е – множество значений функции f. Ана-
логично, как для  321  , , RRR , так и для  nR  вводится понятие графика 
функции, но для 3≥n  построить (изобразить) поверхность для  3≥n  не-
возможно (можно только представить!). 
                                          z  
 
 
 
 
 
 
0 y 
 
 
 
 
     x 
 
                                                  Рис. 5        
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Рассмотрим примеры и задачи на определение функции нескольких 
переменных и нахождение области определения. 
Найти область определения функций: 
а) 142 +−−= xyxyz ;    б) 
yx
yx
z
−
−
=
2
; 
в) )2)(1( −−= yxz ;    г) yxz lnln +=  ; 
д) xyz ln= ;     е) 
2221 zyx
zyx
z
−−−
++
= . 
Решение: 
а) в данном случае выражение, стоящее в правой части имеет смысл 
при любых  x  и  y, следовательно, область определения данной функции 
вся плоскость, т.е.  2R ; 
б) выражение, стоящее в правой части, не имеет смысла (на 0 делить 
нельзя), когда  y = x.  Значит областью определения является вся плос-
кость, за исключением прямой  y = x (рис. 6); 
в) квадратный корень принимает действительные значения, если 
подкоренное выражение принимает неотрицательные значения, т.е. об-
ласть определения данной функции совпадает с множеством решения не-
равенства  0)2)(1( ≥−− yx  (рис. 7); 
 
 
 
г) так как выражение, стоящее под знаком логарифма должно быть 
положительным, то область определения данной функции совпадает с 
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множеством решения системы неравенств 



>
>
0
0
y
x
 – а это первая четверть 
для плоскости  xOy; 
д) так как выражение, стоящее под знаком логарифма должно быть 
выражение положительное, то область определения данной функции сов-
падает с множеством решения неравенства  0>xy , из которого следует: 
либо  0>x   и  0>y ; либо  0<x   и  0<y . Таким образом имеем область, 
состоящую из первой и третьей четвертей координатной плоскости; 
е) нахождение области определения функции трех переменных вы-
полняется точно так же, как и в случае функций двух переменных. В дан-
ном примере область определения функции совпадает с множеством реше-
ния неравенства  01 222 >−−− zyx , т.е.  1222 <++ zyx . А это открытый 
шар с центром в начале координат радиуса 1. 
 
§ 5. Предел функции нескольких переменных 
 
Пусть на плоскости 2R  задана последовательность точек  
{ }),( kkk yxM . Говорят, что эта последовательность сходится к точке  
2
000 ),( RyxM ∈ , если расстояние 2 20 0 0( , ) ( ) ( )k k kM M x x y yρ = − + −   
стремится к нулю при  ∞→k , т.е.  
2 2
0 0 0lim ( , ) lim ( ) ( ) 0k k kk kM M x x y y→∞ →∞ρ = − + − = . 
Множество внутренних точек круга с центром в точке  0P  и радиу-
сом R называют окрестность точки 0P . 
Таким образом, последовательность точек  ∞=∈ ,1  ,2 kRM k  сходит-
ся к точке 0M , если в любой окрестности точки  0M  находятся все точки 
последовательности kM  «быть может» за исключением конечного числа, 
т.е., начиная с некоторого номера  N. 
Точка  20 RDM ⊂∈  – предельная точка множества  D, значит существует 
последовательность точек DM k ∈ , сходящихся к 0M , т.е. kk
MM
∞→
= lim0 , или 
0∀ε >  существует 0nε > , такое, что m N∀ ∈  и 0( , )km n M Mε≥ ⇒ ρ ≤ ε   (рис. 1). 
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Определение предела функции двух переменных по Коши (рис. 2). 
 
 Число А называется пределом функции ),( yxfz =  при 0x x→ , 
0y y→ , т.е. в точке  ),( 000 yxM , если для любого  0ε >  существует  0δ > , 
что для любой точки  M(x, y) 
2 2 2
0 00 ( ) ( ) ( , )x x y y f x y A< − + − < δ ⇒ − < ε . 
 Определение предела функции двух переменных по Гейне. 
 Число А называется пределом функции ),( yxfz =  в точке ),( 000 yxP , 
если для любой сходящейся к ),( 000 yxM  последовательности точек 
                     Рис. 1 
                ε         0M  
                                      А + ε 
                                 А                                z = A + ε        
               
                                      А – ε                                          z = A – ε 
 
 
 
 
 
 
                                  0                                                  
                                                                                            y 
 
 
      x 
                                                                ),( 000 yxM  
 
                                                     Рис. 2 
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∞= ,1  ),,( kyxM kkk , соответствующая последовательность  )( kMf  значе-
ний функции сходится к  А  (рис. 3). 
 
Доказывается, что приведенные два определения предела функции 
двух переменных эквивалентные, но при доказательстве того, что данное 
число  А не является пределом функции, удобно пользоваться определени-
ем предела по Гейне (т.е. через последовательности). 
При определении предела функции ),( yxfz =  в точке  ),( 000 yxM  
полагают, что функция может быть не определена в точке  0M . Из этого 
следует, что значения функции f(M)  отличаются от числа  А на достаточно 
малую величину, если точка  М  выбрана достаточно близко к точке  0M . 
Из определения предела функции по Коши получаем неравенство вида 
( , )A f x y A− ε < < + ε ,                                         (1) 
для любой точки  M(x, y), такой, что  
2 2 2
0 00 ( ) ( )x x y y< − + − < δ .                                   (2) 
С геометрической точки зрения неравенство (1) означает следующее: 
любая точка  M(x, y), удовлетворяющая условию  (2) (лежит в окрестности 
точки 0M ) находится между двумя плоскостями z A= − ε  и z A= + ε , или, 
другими словами, предел функции ( , )z f x y=  при  0 0 0( , ) ( , )M x y M x y→  
определяется поведением функции в окрестности точки  0 0 0( , )M x y  и не 
зависит от значения функции в этой точке. 
                           z                                             fГ  
 
                         A 
 
 
 
 
 
 
                                                                                        y 
 
 
               ),( kkk yxM  
 
                                                                         ),( 000 yxM  
 
Рис. 3 
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Отметим, что размеры δ-окрестности точки  0 0 0( , )M x y  существенно 
зависит от величины  ε. 
Так, например, 1)1(lim 22
)0,0(),(
=−+
→
yx
yx
, если выбираем  1ε = , то  
1δ ≤  (рис. 4), а при  20,5     
2
ε = δ ≤   (рис. 5). 
 
 
 
А если ищем предел  2 2( , ) 1f x y x y= + +  в точке 1 1;  
2 2
 
 
 
, то преде-
лом является число  А = 1,5 и при  0,5ε < , δ-окрестность точки  1 1;  
2 2
 
 
 
– 
это круг с центром в этой точке, расположенный в кольце 
2 21,5 1 1,5x y− ε < + + < + ε  (рис. 6). Если выбрать  0,5ε > , то размеры  δ  
должны быть такие, чтобы δ-окрестность располагалась внутри круга  
2 2 2x y R+ < , где  R > 1 (рис. 7). 
Пример. Доказать, что функция  22
22
),(
yx
yxyxf
+
−
=   не имеет предела 
в точке  О(0, 0). 
Решение: 
1 способ. Выберем две сходящиеся к точке  О(0, 0) последовательно-
сти точек, например,  





=
n
2
 ,
1
1
n
M  и  





= 0,12
n
M , тогда  
                        z 
 
 
 
                                              
1
1
1
A
ε
=
ε =
δ ≤
 
                         1 
 
 
                                     εδ              y 
 
                                               (0,0) 
     x 
 
Рис. 4 
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2
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ε
=
ε =
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                                                   (0,0) 
       x 
Рис. 5 
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5
3
5
3
lim)(lim
2
2
1 −=
−
=
∞→∞→
n
nMf
nn
;    11
1
lim)(lim
2
2
2 ==
∞→∞→
n
nMf
nn
.  
 
Таким образом, двум различным последовательностям точек, сходя-
щимся к точке  О(0, 0) (т.е. имеющим один и тот же предел), соответствует 
две последовательности значений функции, имеющие разные пределы. То-
гда согласно определению предела функции по  Гейне, данная функция не 
имеет предела в точке  О(0, 0). 
2 способ. Перейдем к полярным координатам  cos ,    sinx r y r= ϕ = ϕ . 
Тогда  f(x, y) примет вид   
2 2 3 2
2 2 2 2
cos sin( , ) ( cos , sin ) cos2
cos sin
r rf x y f r r
r r
ϕ − ϕ
= ϕ ϕ = = ϕ
ϕ + ϕ
.  
Если бы существовал предел  Ayxf
y
x
=
→
→
),(lim
0
0
,  то для любого 0ε >  
нашлось бы 0δ > , что из неравенства 0 r< < δ  следует, что ( , )f x y A− < ε . 
Но функция  cos2ϕ  не зависит от  r, и в любой  сколь угодно малой окре-
стности точки О(0, 0) есть как точки, где ( cos ,  sin ) 0f r rϕ ϕ =   (например, 
при  
4
piϕ = ), так и точки, где  ( cos ,  sin ) 1f r rϕ ϕ =   (например, при   0ϕ = ). 
Значит искомый предел не существует. 
                            z 
                                                 
                                                    
1
2
ε =  
                            A                    1,5A =  
                                                    
                                              
2 20 1x y< + <  
 
                                                                 
                                                             y 
 
                                  
1 1( ; )
2 2
     
             x 
 
 
                       Рис. 6 
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1
2
ε =  
                                         
2 2 2x y R+ <  
  
                                        1R >  
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1 1( ; )
2 2
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 27 
Приведенные выше определения предела функций двух переменных 
аналогично обобщаются на случай функции трех и большего числа пере-
менных. Используя понятие предела, вводится понятие бесконечно малой 
функции, изучаются свойства бесконечно малых функций, теоремы об 
арифметических операциях над пределами и другие свойства, аналогичные 
случаю одной переменной. 
Наряду с указанными выше пределами у функций многих перемен-
ных можно рассматривать и пределы других видов, связанные с последо-
вательным переходом к пределу, например по различным координатам, т.е. 
пределы вида (для случая двух переменных) 
),(limlim
00
yxf
yyxx →→
    или    ),(limlim
00
yxf
xxyy →→
, 
где функция  f(x, y) определена в некоторой окрестности точки ),( 00 yx  
кроме, «быть может», в самой точке.  
Пределы указанного вида называются повторными пределами, они 
представляют собой специфику функций нескольких переменных. Таким 
образом, повторные пределы соответствуют предельному переходу (для 
двух переменных  x и  y) сначала по  x при постоянном значении )( 0yyy ≠ , 
а затем по  y при постоянном значении  )( 0xxx ≠  или наоборот. 
Пусть функция  ),( yxfz =  определена в окрестности точки  ),( 00 yx , 
кроме «может быть» прямых 0xx =  и  0yy = . При фиксированном значе-
нии переменной y  функция     ),( yxfz =  – функция одной переменной  x. 
Пусть для любого фиксированного значения  y  из окрестности точки  0y  , 
существует предел функции  f(x,y)  при  0xx →   (это предел зависит «во-
обще говоря» и от  y): 
0
.
lim ( , ) ( )
x x
y фиксир
f x y y
→
−
= ϕ
 
Пусть предел функции ( )yϕ , при 0yy → , существует и равен  А: 
0
lim ( )
y y
y A
→
ϕ = . 
Тогда говорят, что в точке  ),( 000 yxM существует повторный пре-
дел функции  f(x, y) и записывают следующим образом 
Ayxf
xxyy
=
→→
),(limlim
00
. 
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При этом  
0
lim ( , ) ( )
x x
f x y y
→
= ϕ ,  y – фиксированное значение  называ-
ется внутренним пределом в повторном пределе. 
Аналогичным образом определяется другой повторный предел  
),(limlim
00
yxf
yyxx →→
, в котором внутренним пределом является  ),(lim
0
yxf
yy→
, 
x – фиксированное значение. 
Например, для функции  22),( yx
xyyxf
+
= , область определения ко-
торой является вся плоскость за исключением начала координат, оба по-
вторных предела существуют и 
0),(limlim),(limlim
0000
==
→→→→
yxfyxf
xyyx
. 
Предел 
)0,0(),(
),(lim
→yx
yxf   не существует, т.к. например, вдоль координат-
ных осей он  равен нулю, а вдоль прямой  xy =  предел равен 0,5. 
А для функции 




≠≠+
==
=
,0  и  0  если ,1sin
y
1
xsin
 0y   или  0 при  ,0
),( yx
x
y
x
yxf  
имеющую областью определения всю плоскость, найдем различные ее пре-
делы. Так 0),(lim
)0,0(),(
=
→yx
yxf , а что касается повторных пределов для данной 
функции, то они  
)1sinlim1sinlim(lim
000 x
y
y
x
xxy →→→
+  и )1sinlim1sinlim(lim
000 x
y
y
x
yyx →→→
+  
не существуют, так как уже не существуют  )0(  1sinlim
0
≠⋅
→
y
x
y
x
  и  
)0(  1sinlim
0
≠⋅
→
x
y
x
y
. 
Для функции  221
),(
yx
xyyxf
+
=   при  )0,0(),( →yx   существует пре-
дел, равный нулю, существуют и равны нулю оба повторных предела: 
00lim
1
limlim
02200
==







+ →→→ xyx yx
xy
,    00lim
1
limlim
02200
==







+ →→→ yxy yx
xy
. 
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Таким образом, только из существования предела функции в данной 
точке не следует существования повторных пределов в этой точке, и, на-
оборот, из существования повторных пределов не следует существования 
предела в соответствующей точке. Тем не менее, определенную связь ме-
жду этими пределами (понятиями) устанавливает следующая теорема. 
Теорема 3. Если в точке  ),( 000 yxM  существует предел функции  
f(x, y), равный  А 
)0,0(),(
),(lim(
→
=
yx
Ayxf ), а также пределы в повторных пределах 
этой функции, тогда существуют повторные пределы  
00
),(limlim
yyxx
yxf
→→
  и  
),(limlim
00
yxf
xxyy →→
, причем имеет место равенство  
Ayxfyxf
xxyyyyxx
==
→→→→
),(limlim),(limlim
0000
. 
Доказательство. Проведем доказательство теоремы для случая, ко-
гда существует  
),(),( 00
),(lim
yxyx
Ayxf
→
=   и при любом  y (“быть может” за исключе-
нием 0y ) из окрестности точки ),( 00 yx  существует предел 
0
lim ( , ) ( )
x x
f x y y
→
= ϕ , тогда повторный предел ),(limlim
00
yxf
xxyy →→
  существует 
и имеет место равенство Ayxf
xxyy
=
→→
),(limlim
00
. 
Действительно, так как существует  
),(),( 00
),(lim
yxyx
Ayxf
→
= , то для любого  
0ε >   существует  εδ  – окрестность точки  0 0 0( , )M x y , такая, что имеет ме-
сто неравенство  
( , )
2
f x y A ε− < . 
Так как существует 
0
lim ( , ) ( )
x x
f x y y
→
= ϕ , то для любого числа  y  из 
окрестности точки  0 0 0( , )M x y  и из последнего неравенства будем иметь 
( )
2
y A εϕ − ≤ < ε , 
что означает, что  
0 0 0
lim ( ) lim lim ( , )
y y y y x x
y f x y A
→ → →
ϕ = = . Теорема доказана. 
Отметим, что обратное утверждение неверно. 
Замечание. Понятие повторных пределов функции можно ввести и для 
случая, когда  0x  (либо 0y , либо 0x  и 0y ) равна  ∞+  (или  ∞− , или  ∞+ ). 
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§6. Непрерывность функции нескольких переменных 
 
Пусть в пространстве  2R  задана область D  и точка  ),( 000 yxM , 
принадлежащая  D. Функция  ),( yxfz =  называется непрерывной в точке  
),( 000 yxM , если выполняются следующие условия: 
1. f(M)  определяется в точке  0M  и некоторой ее окрестности; 
2. существует  )(lim
0
Mf
MM →
; 
3. )()(lim 0
0
MfMf
MM
=
→
. 
Если в точке  0M  одно из условий, приведенных выше, не выполня-
ется, то точка  0M  – точка разрыва функции ),( yxfz = . 
Аналогично определяется непрерывность в точке для функций 3 и 
большего числа независимых переменных. 
Для функции ),( yxfz =  двух независимых переменных точки раз-
рыва могут быть изолированными или образовывать линию разрыва, а для 
функции  ),,( zyxfw =  трех независимых переменных точки разрыва мо-
гут быть изолированными, образовывать линию или поверхность разрыва. 
Пример 1. Найти точки разрыва функций: 
а) 22
1
yx
z
+
= ;     б) 22 )2()4(
1
−+−
=
yx
z ; 
в) 222 yx
yx
z
−
+
= ;     г) 
4222 −++
+
=
zyx
yx
w . 
Решение: 
а) данная функция определена на  2R  всюду, кроме точки  О(0,0), ко-
торая и является  точкой разрыва функции; 
б) точка разрыва функции – А(4; 2); 
в) данная функция определена для любых x, y, таких, что  
022 ≠− yx . Следовательно, прямые  yx =  и yx −= являются линиями 
разрыва данной функции; 
г) данная функция определена для любых x, y и z, таких, что 
4222 ≠++ zyx . Сфера с центром в начале координат, радиусом 2 являет-
ся поверхностью разрыва функции. 
Функция  )(Mfz =   называется непрерывной на множестве  D, если 
она непрерывна в каждой точке этого множества. 
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Функции нескольких переменных, непрерывные на замкнутых огра-
ниченных множествах, обладают свойствами, аналогичными свойствам 
функции одной переменой, непрерывной на отрезке. 
Сформулируем некоторые из этих свойств. 
1. Если функция  )(Mfz =  непрерывна на замкнутом ограниченном 
множестве  D, то она ограничена на нем и достигает в некоторых точках  
DM ∈1   и  DM ∈2  своих точных верхней и нижней граней. 
2. Если функция  )(Mfz =  непрерывна на замкнутом связном огра-
ниченном множестве D, то она принимает на нем все промежуточные зна-
чения. 
3. Если функция  )(Mfz =  непрерывна в точке  DM ∈0 , то сущест-
вует окрестность точки  0M , в которой данная функция ограничена. 
4. Если функция непрерывна в точке  0M , причем 0( ) 0f M ≠ , то су-
ществует окрестность точки  0M , в которой знак  ( )f M  совпадает со зна-
ком  0( )f M . 
5. Если функции  ( )f M   и  ( )g M  определены на множестве  D и не-
прерывны в точке  0M , тогда: 
а) ( ) ( )f M g M±  непрерывна в точке  0M ; 
б) ( ) ( )f M g M⋅  непрерывна в точке  0M ; 
в) ( )( )
f M
g M
  непрерывна в точке  0M , при 0( ) 0g M ≠ . 
Пусть ( , )z f x y= – функция двух независимых переменных и 
( )D f – область ее определения. Выбираем произвольную точку  
0 0 0( , ) ( )M x y D f∈   и дадим  0x  приращение x∆ , а  0y  оставим без измене-
ния. Тогда данная функция  f(x,y)  получит приращение 
0 0 0 0( , ) ( , )xz f x x y f x y∆ = + ∆ − , 
которое называется частным приращением функции  ( , )z f x y=  по пе-
ременой  x в точке  0 0 0( , )M x y . 
Таким же образом, считая  0x  постоянной и придавая  0y  прираще-
ние  y∆ , получим частное приращение функции ( , )z f x y=  по переменой  
y  в точке  0 0 0( , )M x y  
0 0 0 0( , ) ( , )yz f x y y f x y∆ = + ∆ − . 
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Полным приращением функции  ( , )z f x y=  в точке  0 0 0( , )M x y  на-
зывается функция  0 0 0 0 0 0( , ) ( , ) ( , )z f x y f x x y y f x y∆ = ∆ = + ∆ + ∆ − . 
Геометрически частные и полное приращение функции 
,   ,   x yz z z∆ ∆ ∆  – это отрезки (рис. 1). 
 
 
Пример 2. Найти частные и полное приращение функции 2yxz +=  
в точке  0 (2,1)M , если  1,0−=∆x ,  2,0=∆y . 
Решение. По определению частных и полного приращения функции 
в точке  0 0 0( , )M x y  имеем: 
2 2
0 0 0 0 0 0 0 0( , ) ( , ) ( ) ;    0,1x xz f x x y f x y x x y x y x z∆ = + ∆ − = + ∆ + − − = ∆ ∆ = − ; 
2 2
0 0 0 0 0 0 0 0
2 2
0 0 0 0 0 0 0
( , ) ( , ) ( )
( ) ( ) ( ) (2 )
y z f x y y f x y x y y x y
y y y y y y y y y y y y
∆ = + ∆ − = + + ∆ − − =
= + ∆ − = + ∆ − ⋅ + ∆ + = ∆ ⋅ + ∆
 
0,2 (2 1 0,2) 0,2 2,2 0,44                   0,44y yz z∆ = ⋅ ⋅ + = ⋅ = ∆ =  
0 0 0 0
2 2 2 2
0 0 0 0 0 0
0 0 0 0 0
( , ) ( , )
( ( ) ( )
( )( ) (2 )
z f x x y y f x y
x x y y x y x y y y
x y y y y y y x y y y
∆ = + ∆ + ∆ − =
= + ∆ + + ∆ − − = ∆ + + ∆ − =
= ∆ + + ∆ − + ∆ + = ∆ + ∆ + ∆
 
0,1 0,44 0,43z∆ = − + = . 
3B  
1B  
                           z  
               
            xz∆                                                                                         z∆        
 
                                            1A                                        3A   
 
 
                          0   0A                                        2A                         y 
 
                                                                                        M 
                                       x∆  
 
    x                       0M                   y∆  
 
                                                    Рис. 1 
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Если  ),,( zyxfw =  – функция трех независимых переменных, то для 
нее вводятся частные и полные приращения ,   ,    x y zw w w∆ ∆ ∆   и  w∆   в 
точке  0 0 0 0( , , )M x y z : 
0 0 0 0 0 0( , , ) ( , , )xw f x x y z f x y z∆ = + ∆ −  
0 0 0 0 0 0( , , ) ( , , )yw f x y y z f x y z∆ = + ∆ −  
0 0 0 0 0 0( , , ) ( , , )zw f x y z z f x y z∆ = + ∆ −  
0 0 0 0 0 0( , , ) ( , , )w f x x y y z z f x y z∆ = + ∆ + ∆ + ∆ − . 
Аналогично определяются частные и полное приращения функции n 
независимых переменных. 
Замечание 1. Определение непрерывности функции нескольких пе-
ременных можно следующим образом: функция  ),( yxfz =   непрерывна в 
точке  0 0 0( , )M x y , если 
0 0
0lim (lim ) ( )M M M M
f M f M
→ →
= = , что равносильно:   
0 00      0      ,     ( , ) ( ) ( )M D M M f M f Mε ε∀ε > ∃δ > ∀ ∈ ρ < δ ⇒ − < ε . 
Замечание 2. Определение  непрерывности функции нескольких пере-
менных можно дать, используя полное приращение функции ),( yxfz =  в точ-
ке М. Функция ( , )z f x y=  непрерывна в точке 0 0 0( , )M x y , если 0
0
lim 0
x
y
z
∆ →
∆ →
∆ = . 
Замечание 3. Функция  ),( yxfz =   называется непрерывной в точке  
),( 000 yxM  по переменой  x, если 0lim0 =∆→∆ zxx . Аналогично определяется 
непрерывность по любой переменой для функции  n  независимых пере-
менных. Отметим, что имеет место следующая теорема. 
Теорема 4. Если функция  1 2( , ,..., )nz f x x x=   определена в точке  М  
и некоторой ее окрестности и непрерывна в точке  М, то она непрерывна в 
этой точке на каждой переменной. 
Заметим, что обратное утверждение неверно. 
Пример 3. Доказать, что функция 
2 2
2 2
2 2
,    0
( , )
0,   0
xy
x y
x yf x y
x y

+ ≠ += 
 + =
 
непрерывна в точке  О(0, 0)  по каждой переменой x  и  y, но не является 
непрерывной как функция двух переменных. 
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Решение: 
1) Найдем частное приращение по  x функции  f(x,y)  в точке  О(0, 0)  
000)0,0()0,( =−=−∆=∆ fxfzx . 
0lim
0
→∆
→∆
zx
x
, а это значит, что  f(x,y) непрерывна в точке  О(0, 0) по 
переменой  x. 
2) Найдем частное приращение по  y функции  f(x,y) в точке  О(0,0) 
(0, ) (0,0) 0 0 0yz f y f∆ = ∆ − = − = . 
А 0lim
0
=∆
→∆
zyy
, а это значит, что f(x,y) непрерывна в точке  О(0,0) по 
переменой  y. 
3) Докажем, что функция  ( , )z f x y=  не является непрерывной в 
точке  О(0,0). Для этого найдем  22
0
0
lim
yx
xy
y
x +
→
→
. Если точка   M(x, y) стремит-
ся к точке  О(0, 0) по прямой  kxy = , тогда получим, что  
2222
2
022
0
0 1
limlim
k
k
xkx
kx
yx
xy
x
y
x +
=
++
=
+ →
→
→
. 
Следовательно, для различных  k получают разные предельные зна-
чения, а это значит, что предел данной функции в точке  О(0,0) не сущест-
вует, т.е. функция  f(x, y) не является непрерывной в точке  О(0,0). 
Замечание. При решении данной задачи непрерывность функции  
f(x,y)  по переменным  x  и  y  можно установить следующим образом: рас-
смотрим функцию  f(x,y) при  0y = , т.е.  ( ,0)f x , но так как  ( ,0) 0f x =   для 
всех x, то функция  f(x, 0) непрерывна на всей числовой оси Ox, в частно-
сти и в точке  0x = . А это означает непрерывность функции  ( , )f x y  в точ-
ке  О(0,0) по переменой  x. 
 
§7. Дифференцирование функций нескольких переменных 
 
Производная функции  ( )y f x=  одной переменой характеризует ско-
рость изменения функции в точке  x. Для случая функции двух или не-
скольких переменных можно говорить о скорости изменения функции в 
точке только в заданном направлении, так как скорость изменения функ-
ции двух или нескольких переменных в точке по различным направлениям 
будет различна.  
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Отношения: 
0 0 0 0 0 0 0 0( , ) ( , ) ( , ) ( , );    yx zz f x x y f x y f x y y f x y
x x y y
∆∆ + ∆ − + ∆ −
= =
∆ ∆ ∆ ∆
 
определяют среднюю скорость изменения функции ( , )z f x y=  в точке 
0 0 0( , )M x y  в направлении изменения независимых переменных x и y соответ-
ственно, от точки 0 0 0( , )M x y  до точки 0 0 0( , )M x x y+ ∆  и 0 0 0( , )M x y y+ ∆ . 
Частной производной функции ( , )z f x y=  по переменой  x в точке  
0 0 0( , )M x y  называется предел отношения частного приращения функции  
xz∆  к соответствующему отношению приращения аргумента x∆ , когда 
последнее произвольным образом стремится к нулю: 
0 0 0 0
0 0
( , ) ( , )( ) lim
x
f x x y f x yz M
x x∆ →
+ ∆ −∂
=
∂ ∆
. 
Частная производная по переменой  y определяется аналогично, как 
и для переменой  x, т.е.  
y
yxfyyxfM
y
z
y ∆
−∆+
=
∂
∂
→∆
),(),(lim)( 0000
00
. 
Частные производные для функции  n независимых переменных оп-
ределяются аналогичным образом. 
Следовательно, частная производная функции нескольких независи-
мых переменных определяется как производная функции одной из этих 
переменных при условии, что все остальные переменные остаются посто-
янными. Значит, все правила и формулы дифференцирования, справедли-
вые для производных функций одной переменой, имеет место и для част-
ных производных. Но при этом необходимо помнить, что во всех этих пра-
вилах и формулах при нахождении частной производной по какой-либо 
переменой все остальные переменные считаются постоянными. 
Пример 1. Найти по определению частные производные функции  
2 2z x y= +  в точке  М(1, 2). 
Решение. По определению частной производной по переменой  x  в 
точке  М(1, 2)  имеем 
0 0 0 0
0 0
2 2 2 2
0 0
( , ) ( , )( ) lim
(1 ) 2 (1 2 ) (2 )lim lim 2.
x
x x
f x x y f x yz M
y x
x x x
x x
∆ →
∆ → ∆ →
+ ∆ −∂
= =
∂ ∆
+ ∆ + − + ∆ + ∆
= = =
∆ ∆
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Таким образом  ( ) 2z M
x
∂
=
∂
. 
Частная производная по переменой  y: 
0 0 0 0
0
2 2
0 0
( , ) ( , )( ) lim
1 (2 ) 1 2 (4 )lim lim 4.
y
y y
f x y y f x yz M
y y
y y y
y y
∆ →
∆ → ∆ →
+ ∆ −∂
= =
∂ ∆
+ + ∆ − − ∆ ⋅ + ∆
= = =
∆ ∆
 
Таким образом  ( ) 4z M
y
∂
=
∂
. 
Пример 2. Для функции 2 2 33z x y x y= + −  найти частные производ-
ные ,   x yz z
′ ′
. 
Решение. Чтобы найти, например, частную  x
z
z
x
∂′
=
∂
 функции двух 
независимых переменных  ( , )z f x y= , нужно в выражении  f(x,y) второй 
аргумент  y  принять за постоянную и дифференцировать  f(x,y)  как функ-
цию одной переменной  x. В нашем случае будем иметь:  6 2xz xy x
′
= + . 
При дифференцировании по y за постоянную принимаем x, тогда yz
′
 
будет равна  2 23 3yz x y
′
= − . 
Пример 3. Найти все точки, где не существуют частные производ-
ные функции  2 2z x y= + . 
Решение. Находим частные производные функции  z: 
2 2
z x
x x y
∂
=
∂ +
;        
2 2
z y
y x y
∂
=
∂ +
. 
Эти формулы теряют смысл в точке  (0,0). Выясним, имеет ли част-
ные производные данная функция в точке  (0, 0). По определению частной 
производной по переменой   x  для точки  (0, 0) имеем 
2
0 0 0
(0 ) (0,0)(0,0) lim lim limx
x x x
xf x f x
z
x x x∆ → ∆ → ∆ →
∆+ ∆ − ∆′
= = =
∆ ∆ ∆
. 
Но последний предел не существует, значит, не существует частная 
производная по  x  в точке  (0, 0). 
Поступая таким же образом по  y, доказываем, что не существует ча-
стная производная по переменой  y  в точке  (0, 0). 
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Физический смысл частной производной: 
( ),   ( ),   ( )f f fM M M
x y z
∂ ∂ ∂
∂ ∂ ∂
 – это скорость изменения функции в точке  
М  в направлении оси  Ox, Oy  и  Oz соответственно. 
Геометрический смысл частных производных функции двух неза-
висимых переменных. 
Пусть задана функция  ( , )z f x y= . Выясним геометрический смысл 
частной  
z
x
∂
∂
 функции  ( , )z f x y= . График функции  ( , )z f x y= – это не-
которая поверхность   Q в  3R . Пусть точка  0 0 0( , ) ( )P x y D f∈ , на этой по-
верхности ей соответствует точка 0 0 0 0( , , )M x y z . Пересекаем график дан-
ной функции плоскостью  0y y= – получим  кривую  0( , )z f x y=  (рис. 1).  
 
 
 
Это кривая  0AM B , которая есть график функции одной переменной 
0( , )z f x y=  в плоскости  0y y= .Тогда по геометрическому смыслу произ-
водной функции одной переменой значение частной производной  
z
x
∂
∂
 
функции  ( , )z f x y=  в точке  0 0 0( , )P x y  равно численно тангенсу угла  α , 
образованного положительным направлением оси  Ox  и касательной, про-
веденной в точке  0 0 0 0( , , )M x y z  к линии пересечения поверхности  
0( , )z f x y=   и  плоскости  0y y= . (рис. 1). Аналогичная геометрическая 
интерпретация частной производной функции  ( , )z f x y=   по  y (рис. 2). 
                                  z 
 
                                                                   B 
                                                                    
                                                    0M               0yy =  
                                                             А 
                                                                                                 у 
                                                           0P  
 
             x                        α 
 
 
                                              Рис. 29 
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§ 8. Дифференцируемость функции нескольких переменных 
 
Понятие «дифференцируемость функции»  y = f(x) одной переменой 
было определено следующим образом: функция  ( )y f x=  называется диф-
ференцируемой в точке  0x , если приращение функции в точке  0x  можно 
представить в виде 
0 0 0 0( ) ( ) ( ) ( ) ( )f x f x x f x A x x x x∆ = + ∆ − = ⋅ ∆ + α ∆ ⋅ ∆ , 
где  ( ) 0xα ∆ →   при  0x∆ → . 
Необходимым и достаточным условием дифференцируемости функ-
ции  ( )y f x=  в точке 0x  является существование производной в точке 0x  
0
0 00
( )( ) lim ( )
x
f xf x A x
x∆ →
∆
′ = =
∆
. 
Введем понятие дифференцируемости для функции двух перемен-
ных ( , )z f x y= . 
Функция ( , )z f x y=  называется дифференцируемой в точке 
0 0 0( , )M x y , если полное приращение функции в этой точке можно пред-
ставить в виде 
0 0 0 0
0 0 0 0
( , ) ( , )
( , ) ( , )
z f x x y y f x y
A x y x B x y y x y
∆ = + ∆ + ∆ − =
= ∆ + ∆ + α ⋅ ∆ + β ⋅ ∆
,   (1) 
где   ( , ) 0x yα ∆ ∆ →   и  ( , ) 0x yβ ∆ ∆ →   при  x∆   и  0y∆ → . 
                                                z 
 
                             β  
 
                                                      0P  
                                      
 
                                0x                                       
                                                                                        y 
               x                                0M    
                                                                        0xx =  
 
 
                                                 Рис. 2 
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Равенство (1) выражает условие дифференцируемости функции 
( , )z f x y=   в точке  0 0 0( , )M x y . 
Функцию  ( , )z f x y= , дифференцируемую в каждой точке некоторо-
го множества, называют дифференцируемой на этом множестве. 
Пример 4. Доказать, что функция  2z x y= дифференцируема на 2R . 
Решение. Полное приращение функции в любой точке  2( , )M x y R∈   
имеет вид 
2 2
2 2 2 2 2 2
2 2 2
( , ) ( , ) ( ) ( )
( 2 ( ) )( ) 2 ( )
2 ( ) 2
( ) ( ) 2 ( , ) ( , ) ,
z f x x y y f x y x x y y x y
x x x x y y x y x y x y x y x x y
x x y y x x y xy x x y
y y x x x x y A x y x B x y y x y
∆ = + ∆ + ∆ − = + ∆ + ∆ − =
= + ∆ + ∆ + ∆ − = + ⋅ ∆ + ∆ + ∆ +
+ ∆ ⋅ ∆ + ∆ ⋅ ∆ − = ⋅ ∆ + ∆ +
+ + ∆ ⋅ ∆ ⋅ ∆ + ⋅ ∆ ⋅ ∆ = ⋅ ∆ + ⋅ ∆ + α ⋅ ∆ + β ⋅ ∆
 
где  
2( , ) 2 ;   ;    ( ) ;    2A x y xy B x y y x x x= = α = + ∆ ⋅ ∆ β = ⋅ ∆ . 
Отметим, что  А  и  В  в фиксированной точке  0 0 0( , )M x y  – постоян-
ные числа, а  α   и  0β →   при  x∆   и  0y∆ → . 
Это значит, что данная функция  дифференцируема в любой точке  
2M R∈ . 
В равенстве  (1)  выражение  A x B y⋅ ∆ + ⋅ ∆  – линейное относительно  
x∆   и  y∆   называют главной частью полного приращения функции, а 
выражение x yα ⋅ ∆ + β ⋅ ∆  – является бесконечно малой при  0x∆ →   и   
0y∆ → . 
Следующая теорема устанавливает связь между дифференцируемо-
стью и непрерывностью функции двух переменных. 
Теорема 5. Если функция ( , )z f x y=  дифференцируема в точке  
0 0 0( , )M x y , то она непрерывна в этой точке. 
Доказательство. Так как функция  ( , )z f x y= дифференцируема в 
точке  0 0 0( , )M x y , то полное приращение z∆  в этой точке имеет вид  
,z A x B x y∆ = ⋅ ∆ + ⋅ ∆ + α ⋅ ∆ + β ⋅ ∆                                 (2) 
где   А  и  В  – некоторые числа, не зависящие от  x∆   и  y∆ ; 
α   и  0β →   при  x∆   и  0y∆ → .  
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Переходя к пределу в равенстве  (2)  при  x∆   и  0y∆ →   получим 
0 0
0 0
lim lim ( ) 0
x x
y y
z A x B y x y
∆ → ∆ →
∆ → ∆ →
∆ = ⋅ ∆ + ⋅ ∆ + α ⋅ ∆ + β ⋅ ∆ =
 
А это значит, что функция ( , )z f x y=  непрерывна в точке 0 0 0( , )M x y . 
Что и требовалось доказать. 
Замечание. Обратная теорема неверна, т.е. непрерывность является 
только необходимым, но недостаточным условием дифференцируемости 
функции. 
Обратите внимание, что для функции одной переменой  ( )y f x=   
существование производной в точке  0x  является необходимым и доста-
точным условием дифференцируемости функции в этой точке. 
Для функций нескольких переменных дифференцируемость и суще-
ствование частных производных не являются эквивалентными свойствами 
функции нескольких переменных. 
Теорема 6 (необходимое условие дифференцируемости функции). 
Если функция  ( , )z f x y=  дифференцируема в точке  0 0 0( , )M x y , то она 
имеет частные производные, причем  0 0( ) ,    ( )
f fM A M B
x y
∂ ∂
= =
∂ ∂
. 
Доказательство. Так как функция  ( , )z f x y=  дифференцируема в 
точке  0 0 0( , )M x y , то ее полное приращение представимо в виде  
0 0 0 0( , ) ( , )z a x y x B x y y x y∆ = ∆ + ∆ + α ⋅ ∆ + β ⋅ ∆ .                      (1) 
Полагая в формуле  (1)  0y∆ = , получим  x z A x x∆ = ⋅ ∆ + α ⋅ ∆ . 
Разделим последнее равенство на  x∆  и, переходя к пределу в полу-
ченном равенстве при  0x∆ → ,  получим 
0 0
0
( , )lim x
x
z f x yA
x x∆ →
∆ ∂
= =
∆ ∂
. 
Следовательно, в точке  0 0 0( , )M x y  существует частная производная 
по переменой  y, причем  0 0( , )f x yB
y
∂
=
∂
. 
Теорема доказана. 
Теорема обратная для теоремы 6 неверна, т.е. из существования ее 
частных  производных еще не следует дифференцируемость функции (см. 
пример 3, § 7). 
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Пример 5. Доказать, что функция  ( , )f x y  не является непрерывной 
в точке  О(0,0), но в данной точке существуют обе частные производные, 
равные между собой 
2 2
2 2
2
,     0( , )
0,   0.
xy
x yf x y x y
x y

+ ≠
= +

= =
 
Решение. 
1. Функция  ( , )f x y  не имеет предела при  ( , ) (0,0)x y →  (для дока-
зательства положим, например, y kx= ), а, следовательно, не является не-
прерывной в точке  (0,0). 
2. С другой стороны имеем 
0
( ,0) (0,0)(0,0) lim 0;    (0,0) 0
x
f f x f f
x x y∆ →
∂ ∆ − ∂
= = =
∂ ∆ ∂
. 
3. Получаем, что существование частных производных функции в 
точке не гарантирует даже непрерывности функции в этой точке. 
Отметим, чтобы функция ( , )z f x y=  была дифференцируема в точке 
0 0 0( , )M x y , на нее налагают условия более жесткие, чем существование ча-
стных производных. 
Теорема 7. (достаточные условия дифференцируемости функции). 
Если функция  ( , )z f x y=  имеет частные производные в некоторой окре-
стности точки  0 0 0( , )M x y , непрерывные в самой точке, то она дифферен-
цируема в точке  0 0 0( , )M x y . 
Доказательство. Полное приращение  функции  ( , )z f x y=   в точке  
0 0 0( , )M x y  представим в следующем виде  
0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0
( ) ( , ) ( )
( ( , ) ( , )) ( ( , ) ( , ))
( , ) ( , ) .x y
f x y f x x y y f x y
f x x y y f x y y f x y y f x y
f a y y x f x b y
∆ = + ∆ + ∆ − =
= + ∆ + ∆ − + ∆ + + ∆ − =
′ ′
= + ∆ ⋅ ∆ + ⋅ ∆
 
Здесь применим теорему Лагранжа о конечных приращениях для со-
ответствующих разностей, где  0 0 0 0,   x a x x y b y y< < + ∆ < < + ∆ . 
По условию теоремы частные производные  ( , )xf x y′   и  ( , )yf x y′  не-
прерывны в точке 0 0 0( , )M x y , тогда справедливы равенства: 
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0 0 00
0
lim ( , ) ( , ),x x
x
y
f a y y f x y
∆ →
∆ →
′ ′+ ∆ =       0 0 00
0
lim ( , ) ( , ).y y
x
y
f x b f x y
∆ →
∆ →
′ ′
=  
Из последних равенств, в силу связи между пределом функции и са-
мой функцией будем иметь равенства: 
0 0 0( , ) ( , )x xf a y y f x y′ ′+ ∆ = + α ,       0 0 0( , ) ( , )y yf x b f x y′ ′= + β , 
где   α   и  β  бесконечно малые функции при 0,   0x y∆ → ∆ → . 
Тогда полное приращение функции ( , )f x y  в точке 0 0 0( , )M x y  имеет вид 
0 0 0 0 0 0( , ) ( ) ( , )x yf x y f x y x f x y y x y′ ′∆ = ⋅ ∆ + ⋅ ∆ + α ⋅ + β ⋅ ∆ . 
А это означает, что функция  ( , )z f x y=  дифференцируема в точке 
0 0 0( , )M x y . Что и требовалось доказать. 
Отметим, что непрерывность частных производных в точке не явля-
ется необходимым условием дифференцируемости функции в этой точке. 
Так функция  
2 2 2 2
2 2
1( )sin ,   0
( , )
0,   0
x y x y
f x y x y
x y

+ + ≠
= +

= =
 
дифференцируема в точке О(0, 0). Но при 2 2 0x y+ ≠  частная производная  
2 2 2 2 2 2
( , ) 1 12 sin cosf x y xx
x x y x y x y
∂
= − ⋅
∂ + + +
 
не имеет предела при  ( , ) (0,0)x y →  и, следовательно, не является непре-
рывной функцией в точке  О(0,0). Чтобы в этом убедиться, достаточно по-
казать, что 
( ,0)f x
x
∂
∂
 не имеет предела при 0x → . 
Функции с непрерывными частными производными называются не-
прерывно дифференцируемыми. Например, функция  
2 22 x yz y e += диффе-
ренцируема в любой  точке  2( , )M x y R∈  так как ее частные производные  
2 222 x yz xy e
x
+∂
= ⋅
∂
   и    
2 2 2 232 2x y x yz ye y e
y
+ +∂
= +
∂
 
всюду непрерывны. 
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Понятие дифференцируемости для функций трех и более независи-
мых переменных водится аналогично как для функции двух переменных. 
Геометрический смысл дифференцируемости. 
Для функций одной переменной ( )y f x= , дифференцируемость 
функции в точке 0x , означает, что существует касательная к графику 
функции в точке  0 0( , ( ))M x f x . 
Пусть задана непрерывная функция двух переменных 
( , ),   ( , ) 0z f x y x y= ∈ . График этой функции представляет некоторую по-
верхность  3S R∈ . 
Пусть плоскость  P  проходит через точку  ),( 00,00 zyxN  поверхности 
S;  )),(,,( yxfyxN  – произвольная точка на поверхности S; 1N – основание 
перпендикуляра, проведенного из точки  N  на плоскость  P (рис. 1). 
 
 
Плоскость  P, проходящая через точку  ),,( 0000 zyxM   поверхности  
S, называется касательной плоскостью к поверхности  S в этой точке, если 
при  )(    0 SNNN ∈∈  
0),(
),(lim
0
1
0
=
→ NN
NN
MM ρ
ρ
. 
Если функция ),( yxfz =  дифференцируема в точке ),( 000 yxM , то в 
точке ),,( 0000 zyxN  существует касательная плоскость к поверхности S 
(графику этой функции), причем уравнение касательной плоскости имеет вид 
0 0 0 0 0( )( ) ( )( ) ( ) 0
z zM x x M y y z z
x y
∂ ∂
− + − − − =
∂ ∂
, 
       z 
S 
 
          P           N 
 
   0N         1N  
                                                                                              y 
                                                                M(x,y) 
                                             
                                                         1 0 0( , )M x y  
      x 
                                              Рис. 1 
n  
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а вектор  n  к касательной плоскости, т.е.  0 0( ), ( ),  1
z z
n M M
x y
 ∂ ∂
= − ∂ ∂ 

 назы-
вается вектором нормали (нормалью) к поверхности S в точке  
),,( 0000 zyxN . 
Прямая, проходящая через точку 0N  и параллельная вектору n  на-
зывается нормалью к поверхности S в точке 0N  уравнение которой имеет вид 
1),(),(
0
00
0
00
0 zz
yxf
yy
yxf
xx
yx
−
=
′
−
−
=
′
−
−
. 
Правило дифференцирования сложной функции. 
Пусть ),( vufz =  – функция двух переменных, каждая из которых 
является функцией независимых переменных x  и  y: ( , ),   ( , )u u x y v v x y= = . 
Тогда  ),()),(),,(( yxFyxvyxufz ==  – сложная функция двух независимых 
переменных x  и  y, а переменные u  и  v – промежуточные аргументы. 
Имеет место следующая теорема (правило дифференцирования 
сложной функции). 
Теорема 8. Если функция ),( vufz =  дифференцируема в точке  
),( 000 vuM , а функции ),(  ),,( yxvvyxuu ==  дифференцируемы в точке 
)(),( 000 fDyxP ∈ , то сложная функция ),( vufz = , где ),( yxuu =  и 
),( yxvv = , дифференцируема в точке ),( 000 yxP , причем ее частные произ-
водные находят по формулам: 
x
v
v
z
x
u
u
z
x
z
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
,                                          (1) 
y
v
v
z
y
u
u
z
y
z
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
.                                          (2) 
Доказательство. Докажем формулу (1). Так как функция  ),( vufz =  
дифференцируема в точке  ),( 000 vuM , тогда ее полное приращение в этой 
точке имеет вид 
x y x x
z z
z u v u v
x y
∂ ∂∆ = ⋅ ∆ + ⋅ ∆ + α ⋅ ∆ + β ⋅ ∆
∂ ∂
 
Полученное равенство разделим на  0x∆ ≠ . 
yx x xvu u vz z z
x x x y x x x
∆∆ ∆ ∆∆ ∂ ∂
= ⋅ + ⋅ + α ⋅ + β
∆ ∂ ∆ ∂ ∆ ∆ ∆
.                         (3) 
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Если  0x∆ → , то  0xu∆ →   и  0xv∆ →   в силу непрерывности функ-
ции  ( , )u x y   и  ( , )v x y . 
0 x 0
lim ;   limx x
x
u vu v
x x x x∆ → ∆ →
∆ ∆∂ ∂
= =
∆ ∂ ∆ ∂
. 
1 1
;    x xx x
v
u v
x x x x
∆ ∆
α ⋅ ∆ = α β ⋅ ∆ = β
∆ ∆ ∆ ∆
. 
Переходя к пределу в равенстве (3) с учетом того, что 
0
lim 0,x
x
u
x∆ →
∆
α ⋅ =
∆
  
0
lim 0x
x
v
x∆ →
∆β ⋅ =
∆
 имеем  
z z u z v
x u x v x
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅
∂ ∂ ∂ ∂ ∂
. 
Аналогичным образом доказываем  (2). Теорема доказана. 
Рассмотрим частные случаи задания сложной функции: 
1. ( , ),   ( )z f x y x x t= =   и  ( )y y t= , тогда  z z dx z dy
t x dt y dt
∂ ∂ ∂
= ⋅ + ⋅
∂ ∂ ∂
. 
2. ( , ),   ( )z f x y y y x= = , т.е.  ( , ( ))z f x y x=  –  сложная функция одной 
независимой переменой, тогда 
dz z dx z dy
dx x dx y dx
∂ ∂
= ⋅ + ⋅
∂ ∂
  и  
z z z dy
x x y dx
∂ ∂ ∂
= + ⋅
∂ ∂ ∂
 – 
формула полной производной. 
Рассмотрим случай функции трех переменных. 
1) Пусть ( , , ),   ( , , ),   ( , , ),   ( , , )f u v w u u x y z v v x y z w w x y zψ = = = = . Тогда 
F F u F v F w
x u x v x w x
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
 
F F u F v F w
y u y v y w y
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
 
F F u F v F w
z u z v z w z
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
. 
2) Пусть ( , , )z f x y u= , где ( )y y x=  и ( )u u x= . Тогда 
( , ( ), ( )) ( )z f x y x u x F x= =  – функция одной переменой  x. 
Тогда 
z z x z y z u
x x x y x u x
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
 или с учетом того, что 
,   ( ),   ( )x x y y x u u x= = =   получим   
dz z z dy z du
dx x y dx u dx
∂ ∂ ∂
= + ⋅ + ⋅
∂ ∂ ∂
. 
Эту формулу называют формулой полной производной.  
 46 
Замечание. Между частной  
x
z
∂
∂
  и полной  
dx
dz
 производными, входя-
щими в формулу  
dx
du
u
z
dx
dy
y
z
x
z
dx
dz
⋅
∂
∂
+⋅
∂
∂
+
∂
∂
=   имеется существенное разли-
чие. Полная производная 
dx
dz
– это обычная производная от  z  как функция  
x, а  
x
z
∂
∂
– частная производная от  z  по переменой  x, входящей в выражение 
функции непосредственно, т.е. при условии, что другие переменные (y  и  u), 
зависящие от  х, при дифференцировании остаются постоянными. 
Пример 6. Найти производную функции  zyxu 32= , где  
2
,   ,   sinx t y t z t= = = . 
Решение. Так как  u  является функцией одной независимой переме-
ной  t, то  
dt
dz
z
u
dt
dy
y
u
dt
dx
x
u
dt
du
⋅
∂
∂
+⋅
∂
∂
+⋅
∂
∂
=   подставляя x, y  и  z  получим 
).cossin8(cos2312 732322 tttttyxtzyxzxy
dt
du
+=+⋅+⋅=  
Пример 7. Найти частные производные функции  ) ,( 2 yxyxfz = . 
Решение. Данную функцию можно представить в виде  ),( vufz = , 
где  yxu 2=   и  .yxv =   Таким образом, z  является функцией двух пере-
менных  u  и  v, а  u  и  v  являются функциями  от двух переменных  x  и  y. 
Для нахождения частных производных 
x
z
∂
∂
 и 
y
z
∂
∂
 воспользуемся формулами: 
12 −⋅⋅
∂
∂
+⋅
∂
∂
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂ yxy
v
z
xy
u
z
x
v
v
z
x
u
u
z
x
z
, 
xx
v
z
x
u
z
y
v
v
z
y
u
u
z
y
z y ln2 ⋅⋅
∂
∂
+⋅
∂
∂
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
. 
Пример 8. Доказать, что функция  2 2( )z y x y= ⋅ ϕ −  удовлетворяет 
соотношению  2
1 1
.
u u z
x x y y y
∂ ∂
⋅ + ⋅ =
∂ ∂
 
Решение. Найдем частные производные  
22 2 ;   ( 2 ) 2z zy x xy y y y
x y
∂ ∂
′ ′ ′ ′= ⋅ ϕ ⋅ = ⋅ ϕ = ϕ + ⋅ ϕ − = ϕ − ⋅ ϕ
∂ ∂
. 
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Подставляя их в левую часть соотношения, получим: 
2
2 2
1 12 ( 2 ) 2 2 y zx y y y y
x y y y y y
ϕ ϕ ⋅ ϕ
′ ′ ′ ′⋅ ⋅ ⋅ ϕ + ϕ − ϕ = ϕ + − ϕ = = = . 
Что и требовалось доказать. 
 
§ 9. Дифференциал функции нескольких переменных.  
Инвариантность формы первого дифференциала.  
Правила дифференцирования 
 
Важной частью исследования функций является локальное исследо-
вание, под которым понимается сравнение значения функции в данной 
точке со значениями функции в точках, близких к данной. 
Если функция  ( , )z f x y=  дифференцируема в точке  0 0 0( , )M x y , то 
ее полное приращение в этой точке можно представить в виде 
0 0 0 0 0 0( , ) ( , ) ( , )x yf x y f x y x f x y y x y′ ′∆ = ⋅ ∆ + ⋅ ∆ + α ⋅ ∆ + β ⋅ ∆ .           (1) 
Главная линейная часть полного приращения функции (z) относи-
тельно аргументов ( x∆  и  y∆ ) называется полным (первым) дифференциа-
лом функции (z)в точке 0M , обозначается 
0 0 0 0 0 0 0( ) ( , ) ( , ) ( , )x ydz M df x y f x y x f x y y′ ′= = ⋅ ∆ + ⋅ ∆ .                (2) 
Приращения независимых x∆  и  y∆  называют дифференциалами не-
зависимых переменных  x  и  y  и обозначают соответственно dx  и  dy. 
Тогда полный дифференциал функций ( , )z f x y=  в точке  0 0 0( , )M x y   
записывают в виде 
0 0 0 0
0 0
( , ) ( , )( , ) f x y f x ydf x y dx dy
x y
∂ ∂
= + ⋅
∂ ∂
.                          (3) 
Выражения  0 0 0 0
( , ) ( , )
,   
f x y f x ydx dy
x y
∂ ∂
∂ ∂
  называют частными диффе-
ренциалами функции  ( , )z f x y=   и обозначают  xd z   и  yd z . 
Замечание. Равенство  (2), приводящее к понятию дифференциала, 
позволяет говорить о дифференциале как о главной линейной части при-
ращения f∆  функции ( , )f x y . Действительно, f fx y
x y
∂ ∂
⋅ ∆ + ⋅ ∆
∂ ∂
 – часть пол-
ного приращения f∆ , линейно зависящая от  x∆  и  y∆ , называется глав-
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ной потому, что ее доля (вес) в полном приращении f∆  стремится к еди-
нице при α  и  0β →   в равенстве  (2). 
Пример 1. Найти по определению первый дифференциал функции 
22 yxz +=   в точке  0(1,2)M . 
Решение. Найдем полное приращение функции  z в точке  0(1;2)M  
0 0 0 0 0 0( , ) ( ; ) ( , )z f x y f x x y y f x y∆ = ∆ = + ∆ + ∆ − ; 
2 2 2 2
2 2 2
2 2
(1,2) (1 ,2 ) (1,2) (1 ) (2 ) (1 2 )
(1 ) 1 (2 ) 2 (2 ) (4 )
2 ( ) 4 ( ) .
f f x y f x y
x y x x y y
x x y y
∆ = + ∆ + ∆ − = + ∆ + + ∆ − + =
= + ∆ − + + ∆ − = ∆ ⋅ + ∆ + ∆ ⋅ + ∆ =
= ⋅ ∆ + ∆ + ∆ + ∆
 
То есть  2 2(1,2) 2 4 ( ) ( )f x y x y∆ = ⋅ ∆ + ∆ + ∆ + ∆ . 
Главная линейная часть полного приращения функции  z  в точке  
0M – это 2 4x y⋅ ∆ + ∆ , следовательно, полный (первый) дифференциал име-
ет вид  2 4dz dx dy= ⋅ + ⋅ . 
Частные дифференциалы  2 ;   4x yd z dx d z dy= = . 
Замечание. Определение первого (полного) дифференциала анало-
гично обобщается на случай функции любого числа переменных. 
Инвариантность формы первого дифференциала 
Пусть  ( , );   ( , );   ( , )z f x y x x u v y y u v= = = , тогда по определению пер-
вого дифференциала имеем 
( , ) ( , )f x y f x ydz dx dy
x y
∂ ∂
= +
∂ ∂
.                                   (1) 
Рассмотрим функцию  ( ( , ), ( , ))z x u v y u v  как функцию переменных  u  
и  v. Считая, что  u  и  v  независимые переменные найдем дифференциал 
функции z. Согласно определению имеем 
( ( , ), ( , )) ( ( , ), ( , ))f x u v y u v f x u v y u vdz du dv
u v
∂ ∂
= +
∂ ∂
.                   (2) 
Так как     
( ( , ), ( , ))f x u v y u v f x f y
v x u y u
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅
∂ ∂ ∂ ∂ ∂
, 
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( ( , ), ( , ))f x u v y u v f x f y
v x u y u
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅
∂ ∂ ∂ ∂ ∂
, 
то формула  (2)  будет иметь вид 
f x f y f x f ydz du dv
x u y u x v y v
   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ + ⋅ + ⋅   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   
.                   (3) 
Перегруппировав слагаемые в (3), получим  
f x x f y ydz du dv du dv
x u v y u v
∂ ∂ ∂ ∂ ∂ ∂   
= + + +   ∂ ∂ ∂ ∂ ∂ ∂   
. 
Но для функций ( , ), ( , )x u v y u v  независимых переменных  u, v  диф-
ференциалы имеют вид 
;   
x x y ydx du dv dy du dv
u v u v
∂ ∂ ∂ ∂
= + = +
∂ ∂ ∂ ∂
.                           (4) 
Тогда из соотношений (3)  и  (4)  получаем 
f fdz dx dy
x y
∂ ∂
= +
∂ ∂
.                                            (5) 
В сопоставлении формул  (5)  и  (2)  и заключается свойство, назы-
ваемое  инвариантностью формы первого дифференциала. Остановимся 
подробнее на этом. 
Если  ( , )z f x y= , а  x  и  y – независимые переменные, то 
( , ) ( , )f x y f x ydz dx dy
x y
∂ ∂
= +
∂ ∂
. 
Если же  x, y – переменные, зависящие от других (независимых) пе-
ременных u, v, то дифференциал  dz сложной функции  ( ( , ), ( , ))z x u v y u v   
равен правой части в формуле  (2). В силу доказанного выше, правые части 
формул  (2)  и  (5)  совпадают. Поэтому равенство  f fdz dx dy
x y
∂ ∂
= +
∂ ∂
  спра-
ведливо не только для независимых переменных  x, y, но также и для тех, 
которые являются функциями от других переменных (в рассматриваемом 
нами случае – от   u, v). 
Другими словами, свойство инвариантности первого дифференциала 
состоит в следующем: форма (структура) первого дифференциала (1) не 
меняется независимо от того, аргументы функции независимые перемен-
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ные или являются функциями от других переменных, т.е.  формальная за-
пись дифференциала в обоих случаях одинакова. 
Свойство инвариантности формы первого дифференциала позволяет 
установить следующие правила дифференцирования. 
Пусть  u  и  v – дифференцируемые функции каких-либо перемен-
ных. Тогда имеет место теорема 9.  
Теорема 9.  
1) ( ) ,     constd c u c du c⋅ = ⋅ − ;   2) dvduvud ±=± )( ; 
3) vduudvvud +=),( ;    4) 0  ,2 ≠
−
=





v
v
udvvdu
v
ud . 
Доказательство. (Докажем, например, формулу (3)). Рассмотрим 
функцию  vuz ⋅=   двух переменных  u   и  v. Дифференциал этой функции 
dz равен 
dv
v
zdu
u
zdz ⋅
∂
∂
+⋅
∂
∂
= . 
Так как  v
u
z
=
∂
∂
  и  u
v
z
=
∂
∂
, то  vduudvdz += . 
В силу инвариантности формы первого дифференциала выражение 
vduudv +   будет дифференциалом функции  vu ⋅   и в случае, когда  u  и  v  
являются дифференцируемыми функциями нескольких переменных. Свой-
ство (3) доказано. 
Пример 2. Найти дифференциал функции  
x
y
arctgz = . 
Решение. Пусть 
x
y
u = , тогда   
2 2
2
2 2 2 2 2 2 2 2 2
arctg arctg
1
1
.
yd
y du xd d u
x u y
x
x xdy ydx xdy ydx x ydxdy
x y x x y x y x y
 
 
 
= = = =
+  
+  
 
− −
= ⋅ = = −
+ + + +
 
Пример 3. Найти дифференциал функции ),( vuzz = , где  
xyvyxu =+=   ,22  
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Решение:  
Первый способ. Находим частные производные 
y
v
z
x
u
z
x
v
v
z
x
u
u
z
x
z
⋅
∂
∂
+⋅
∂
∂
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂ 2 ; 
x
v
zy
y
z
y
v
v
z
y
u
u
z
y
z
⋅
∂
∂
+
∂
∂
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂ 2 . 
Тогда 
)()(2 xdyydx
v
zydyxdx
u
zdy
y
zdx
x
zdz +
∂
∂
++
∂
∂
=⋅
∂
∂
+⋅
∂
∂
= . 
Второй способ. Будем непосредственно вычислять полный диффе-
ренциал, используя инвариантность его формы 
)()(2 xdyydx
v
zydyxdx
y
zdv
v
zdu
u
zdz +
∂
∂
++
∂
∂
=
∂
∂
+
∂
∂
=  
Полученные выражения dz  в обоих случаях совпадают. 
Пример 4. Найти дифференциал функции  ) ,( 22 xyyxfz ++=   в 
точке  ( 1,1)M − . 
Решение. Запишем функцию ) ,( 22 xyyxfz ++=  в виде  ),( vufz = , 
где  22  ; xyvyxu +=+= . Вычисляя частные производные, получим 
;21 x
v
f
u
f
x
v
v
f
x
u
u
f
x
z
⋅
∂
∂
+⋅
∂
∂
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
 
;
)2;0(2)2;0()(
v
f
u
fM
x
z
∂
∂
−
∂
∂
=
∂
∂
 
;12 ⋅
∂
∂
+⋅
∂
∂
=
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
v
fy
u
f
y
v
v
f
y
u
u
f
y
z
 
v
f
u
f
y
Mu
∂
∂
+
∂
∂
=
∂
∂ )2;0()2;0(2)( . 
Тогда   
( ) ( )( )
(0;2) (0;2) (0;2) (0;2)2 2 .
f M f Mdz M dx dy
x y
f f f fdx dy
u v u v
∂ ∂
= + =
∂ ∂
∂ ∂ ∂ ∂   
= − + +   ∂ ∂ ∂ ∂   
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Данную задачу можно решить и другим способом, используя свойст-
во инвариантности формы первого дифференциала. 
В силу инвариантности формы первого дифференциала имеем 
dv
v
fdu
u
fMdu
∂
∂
+
∂
∂
=
)2;0()2;0()( , 
где  du  и  dv  дифференциалы функций  2yxu +=    и   2xyv +=   в точке  
( 1,1)M − . 
Так как  1)(  ;2)(  ;2)(  ;1)( =
∂
∂
−=
∂
∂
=
∂
∂
=
∂ y
Mv
x
Mv
y
Mu
x
Mdu
, то  
dydxMdvdydxMdv +−=+= 2)(  ;2)( , 
тогда  dy
v
f
u
fdx
v
f
u
fMdu 





∂
∂
+
∂
∂
+





∂
∂
−
∂
∂
=
)2;0()2;0(2)2;0(2)2;0()( . 
Что совпадает с результатом, полученным выше. 
 
§ 10. Функции нескольких переменных, заданные неявно 
 
Пусть дана функция  ( , )F x y  двух переменных. Рассмотрим уравнение 
( , ) 0F x y =                                                           (1) 
Для каждого фиксированного  x  уравнение  (1)  относительно пере-
меной  y  имеет некоторое множество решений, которое обозначим через 
xA (оно может быть и пустым, т.е. не содержать ни одного элемента). Бу-
дем рассматривать только такие значения  x, для которых  xA   не пусто. 
Тогда соответствие : xf x A→  определяет (многозначную) функцию пере-
меной  x. Такая функция называется неявной. Название «неявная функция» 
отражает способ задания этой функции: для каждого  x  значения неявной 
функции  f(x)  по определению являются решениями уравнения  (1)  при 
заданном  x. Эти решения не всегда можно записать в виде явной формулы  
( )y f x= , где  ( )f x – элементарная функция. 
Пример 1.  
1. Уравнение 1 0x y− − =  определяет функцию  1y x= − , при этом  
( ) ( )D y E y R= = . 
2. Уравнение 2 2( 1) ( 2) 0x y− + − =   выполняется только при  1x =   и  
2y =   и задает точку  (1,2)A . 
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3. Уравнение 2 2 4 0x y+ + =  не определяет никакой функции на  R, 
т.к.  оно не имеет действительных корней, а, значит, нельзя рассматривать  
y  как функцию от  x. 
4. Уравнение 2 2 1x y+ =  определяет неявно функцию 21y x= ± −  
(двузначную при 1x <  и однозначную при 1x = ± ). Действительно, 
2 2 2( 1 ) 1x x+ ± − = . 
5. Для уравнения 5 0y y x+ − =  невозможно записать решение в ви-
де  ( )y f x= , где  ( )f x – элементарная функция, хотя сама зависимость  
( )y f x=  определена правилом  ( )xx A f x→ =  (напомним, что  ( )f x  может 
быть многозначной функцией). 
Если в каждом множестве  xA  выбрать по одному элементу, то полу-
чим (однозначную) функцию ( )y f x= , тоже называемую неявной. 
Сформулируем условия, при которых уравнение (1) определяет одну 
из переменных как функцию другой. 
Теорема 10 (о неявной функции). Пусть функция  ( , )F x y  двух пе-
ременных удовлетворяет следующим условиям: 
1. ( , )F x y  – определена в некоторой окрестности точки  0 0 0( , )M x y   и  
0 0( , ) 0F x y = . 
2. Частные производные  ( , ),   ( , )x yF x y F x y′ ′   существуют и непре-
рывны в выбранной окрестности 0 0 0( , )M x y . 
3. 0 0( , ) 0yF x y′ ≠ . 
Тогда в достаточно малой окрестности точки  0x  существует одна и 
только одна однозначная непрерывная функция ( )y f x= , удовлетворяю-
щая соотношениям 
0 0( ),   ( , ( )) 0y f x F x f x= = ,                                     (2) 
причем 
( , )( )
( , )
x
y
F x yy x
F x y
′
−
′ =
′
.                                           (3) 
Пример 2. Установить, что уравнение  5 42 4 0y xy x+ + − =   задает 
неявную функцию. 
Решение. Пусть  5 4( , ) 2 4F x y y xy x= + + − , тогда 
1) ( , )F x y  определена в окрестности точки  0(1,1)M   и  (1,1) 0F = ; 
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2) 32 4xF y x′ = +   и  4( , ) 5 2yF x y y x′ = +   существуют и непрерывны в 
любой окрестности точки  0(1,1)M . 
3) 0 0( , ) (1,1) 7 0y yF x y F′ ′= = ≠ . 
Следовательно, существует одна и только одна однозначная непрерыв-
ная функция ( )y f x= , удовлетворяющая уравнению 5 42 4 0y xy x+ + − =  и 
условию  1 (1)f= . 
Пример 3. Установить, определяет ли уравнение 2 2 1x y+ =  неявную 
функцию. 
Решение. Как отмечалось выше в примере 20, это уравнение опреде-
ляет неявную функцию 21y x= ± − . 
Пусть 0 0 0( , )M x y  удовлетворяет данному уравнению и  
0 0 0( , ) 2 0yF x y y′ = ≠ .  2 2( ( , ) 1 0)F x y x y= + − = . 
Тогда на основании теоремы 10 существует в некоторой окрестности 
точки  0x , единственная функция  ( )y f x= , удовлетворяющая условиям  
(2) данной теоремы, а именно 
2
0(sgn ) 1y y x= ⋅ − ,   где  00
0
1,  0
sgn
1,  0.
y
y
y
>
= 
− <
 
Отметим, что точки  ( 1,0)−  и  (1,0)   не удовлетворяют условиям тео-
ремы, так как  ( 1,0) 0yF ′ − =   и  (1,0) 0yF ′ = . 
А это значит, что невозможно однозначно определить функцию  
( )y f x=   в окрестностях указанных точек. 
Замечание. Формулу  (3)  в теореме 10 можно получить следующим 
образом: из теоремы 10 (о неявной функции) имеем тождество  (2)  
( , ( )) 0,   ( )F x f x y f x= = . 
Дифференцируя данную функцию по правилу дифференцирования 
сложной функции, имеем 
01 =⋅′+⋅′
dx
dyFF yx . 
Откуда имеем  
),(
),()(
yxF
yxF
xy
y
x
′
′
−
=′ . 
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Пусть неявная функция двух независимых переменных определяется 
уравнением 0),,( =zyxF , связывающим три переменные. Справедлива 
следующая теорема. 
Теорема 11 (о неявной функции). Если функция  ),,( zyxF  трех пе-
ременных удовлетворяет следующим условиям: 
1. ),,( zyxF  определена в некоторой окрестности точки 
),,( 0000 zyxM   и  0),,( 000 =zyxF . 
2. ),,(  ),,,(  ),,,( zyxFzyxFzyxF zyx ′′′   непрерывны в некоторой окре-
стности  ),,( 0000 zyxM . 
3. 0),,( 000 ≠′ zyxFz . 
Тогда существует единственная функция  ),( yxfz = , определенная в 
некоторой окрестности  ),( 00 yx , удовлетворяющая соотношениям 
0),,(  ),,( 000 == zyxFyxfz , 
причем   
),,(
),,(
  ;
),,(
),,(
zyxF
zyxF
y
z
zyxF
zyxF
x
z
z
y
z
x
′
−=
∂
∂
′
′
−=
∂
∂
. 
Пример 4. Найти частные производные неявной функции  
02 3
22
=+−+ zyx eze . 
Решение. Имеем zz
yx
y
yx
x eFyeFxeF
332  ;2  ;2
2222
+−=′=′=′ ++ , тогда 
23
2
 ;
23
2
33
2222
−
−=
∂
∂
−
−=
∂
∂ ++
z
yx
z
yx
e
ye
y
z
e
xe
x
z
. 
Замечание. Если уравнение  0),...,,,( =uzyxF  определяет u как неко-
торую функцию от  n  переменных  x, y, z, …. тогда частные производные 
неявной функции n  переменных по всем ее аргументам определяются сле-
дующим образом 
....  ;  ;
′
′
=
∂
∂
′
′
−=
∂
∂
′
′
−=
∂
∂
u
z
u
y
u
x
F
F
z
u
F
F
y
u
F
F
x
u
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§ 11. Геометрический смысл полного дифференциала  
функции двух независимых  переменных 
 
Графиком функции двух независимых переменных  ),( yxfz =  в 
пространстве  3R  является некоторая поверхность  Q (рис. 1). Для геомет-
рической интерпретации полного дифференциала функции двух независи-
мых требуется ввести понятие касательной плоскости к поверхности  Q  в 
некоторой точке  M (аналогично, как касательную к кривой (графику))  
)(xfy =   на  2R  для функции одной независимой переменой. 
 
 
 
Касательной плоскостью к поверхности Q в данной точке 
),,( 0000 zyxM   называется плоскость, которая содержит все касательные 
прямые к кривым, проведенным на поверхности через точку  0M . 
Напишем уравнение касательной плоскости L к поверхности Q 
),( yxfz =  в точке  ),,( 0000 zyxM . 
Построим сечение поверхности  Q ),( yxfz =  плоскостями  0xx =   и  
0yy = ; получим соответственно кривые  ),( 0 yxfz =   и  ),( 0yxfz =  на по-
верхности  Q, которые определяются следующими системами уравнений: 



=
=
),(
0
      1 yxfz
xx
L ;            02    ( , ).
y y
L
z f x y
=

=
 
                                      z   
                                                                                                                  L 
                                                                         Q              l2 
                                                                                                            
M0                    L2 
                                                                                                                                           
l1 
                                                                                        
L2     
         
 
                                                                                                  y0  
0 y 
                                                                       
 
            x0   
 
x 
                                                      Рис. 1 
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Тогда уравнения касательных (прямая) 1l  и 2l  в точке  ),,( 0000 zyxM  
имеют вид 




−
∂
∂
=−
=
)(),(        0000
0
1 yy
y
yxf
zz
xx
l ,                               (1) 




−
∂
∂
=−
=
)(),(       0000
0
2 xx
x
yxf
zz
yy
l .                               (2) 
Прямые  1l   и   2l   проходят через точку  0M , пересекаются в этой 
точке, а, следовательно, можно написать уравнение касательной плоскости  
L  в точке  0M , как уравнение плоскости, проходящей через две пересе-
кающиеся прямые, причем полученная плоскость будет единственной. 
Общее уравнение плоскости, проходящей через точку ),,( 0000 zyxM , 
имеет вид 
0)()()( 000 =−+−+− zzCyyBxxA .                             (3) 
Касательные прямые  1l   и  2l   получаются  сечением  плоскости  (3)  
плоскостями  0xx =   и  0yy = . Тогда уравнения касательных прямых  1l , 2l   
определим системами 



=−+−
=
0)()(        00
0
1 zzCyyB
xx
l          



=−+−
=
0)()(       00
0
2 zzCxxA
yy
l  
или 




−
−
=−
=
)()(        00
0
1 yy
C
B
zz
xx
l    (4),       
0
2
0 0
       ( ) ( ).
y y
l A
z z x x
C
=

 −
− = −
      (5) 
Но уравнения  (1), (2), (4) и (5) – это уравнения прямых 1l   и  2l  соот-
ветственно, но записанных в различной форме. Сравнивая коэффициенты 
при одинаковых переменных в формулах  (1), (2), (3)  и  (4)  получим 
C
A
x
yxf −
=
∂
∂ ),( 00 ;       
C
B
y
yxf −
=
∂
∂ ),( 00
.                           (6) 
Подставляя полученные значения в уравнение (3), получим уравне-
ние плоскости  L (касательной) к поверхности  Q )),(( yxfz =  в точке  
),,( 0000 zyxM  в виде 
0)()(),()(),( 0000000 =−−−∂
∂
+−⋅
∂
∂
zzyy
y
yxf
xx
x
yxf
.               (7) 
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Если уравнение поверхности Q задано неявной функцией 
0),,( =zyxF , тогда 
),,(
),,(),(
000
000
00
zyxF
zyxFyxf
z
x
x
′
′
−=
′ ;      
),,(
),,(),(
000
000
00
zyxF
zyxF
yxf
z
y
y
′
′
−=
′
, 
а, следовательно, уравнение касательной плоскости  L  имеет вид 
0)(),,()(),,()(),,( 000000000000 =−⋅′+−⋅′+−⋅′ zzzyxFyyzyxFxxzyxF zyx . (8) 
Точка, в которой  0=′=′=′ zyx FFF   или хотя бы одна из этих произ-
водных не существует, называется особой точкой поверхности. В такой 
точке поверхность может не иметь касательной. 
Нормаль к поверхности  Q  в данной точке  ),,( 0000 zyxM  имеет вид 
1),(),(
0
00
0
00
0
−
−
=
′
−
=
′
− zz
yxf
yy
yxf
xx
yx
. 
Если поверхность  Q  задана неявно  0),,( =zyxF , то уравнение нор-
мали имеет вид 
),,(),,(),,( 000
0
000
0
000
0
zyxF
zz
zyxF
yy
zyxF
xx
zyx
′
−
=
′
−
=
′
−
. 
Геометрический смысл полного дифференциала 
Пусть   ),( yxfz =  – функция двух независимых переменных, рас-
сматривается в окрестности точки  ),( 00 yx . Тогда уравнение касательной 
плоскости к поверхности, задаваемой уравнением  ),( yxfz = , в точке 
),,( 0000 zyxM   имеет вид 
)(),()(),( 0000000 yyy
yxf
xx
x
yxf
zz −
∂
∂
+−⋅
∂
∂
=− .                   (9) 
Так как  dxxxx =−=∆ 0 ;  dyyyy =−=∆ 0 , то правая часть  (9)  пред-
ставляет собой полный дифференциал функции ),( yxfz =  в точке 
),,( 0000 zyxM , а левая часть 0zz −  – приращение аппликаты касательной 
плоскости в точке касания 
),( 000 yxdfzz =− .                                         (10) 
Формула (10) устанавливает геометрический смысл дифференциала: 
при 00   , yyxx ==  и произвольных x∆  и y∆  значение дифференциала рав-
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но 0zz − , т.е. приращению аппликаты точки касательной плоскости к гра-
фику функции  ),( yxfz =   (рис. 2) 
 
Пример. Написать уравнение касательной плоскости и нормали к 
поверхности в точке  0M : 
1) 224 yxz −−=          0(1,2,2)M ; 
2) 423 222 =++ zyx            0(1,2,1)M . 
Решение: 
1) Уравнение поверхности задано явной функцией  ),( yxfz = , по-
этому уравнение касательной плоскости и нормали (соответственно) име-
ют вид 
0)()(),()(),( 0000000 =−−−∂
∂
+−⋅
∂
∂
zzyy
y
yxf
xx
x
yxf
; 
1),(),(
0
00
0
00
0
−
−
=
∂
∂
−
=
∂
∂
− zz
y
yxf
yy
x
yxf
xx
. 
Находим частные производные в точке  0M  
2 ;z x
x
∂
= −
∂
  2z y
y
∂
= −
∂
;  
(1,2) 2;z
x
∂
= −
∂
    
(1,2) 4z
y
∂
= −
∂
. 
                              z 
                           
                                        N 
                                             M 
                                                                                          dz 
 
                                                             Г 
 
 
 
0 y 
 
       
                                                                 dy 
                                                            dx 
        x 
   
                                            Рис. 2 
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Тогда искомые уравнения  (соответственно) имеют вид 
0)2()2(4)1(2 =−−−−−− zyx . 
01242 =−++ zyx – уравнение касательной плоскости. 
А уравнение нормали имеет вид 
1
2
4
2
2
1
−
−
=
−
−
=
−
− zyx
       или              
1
2
4
2
2
1 −
=
−
=
− zyx
. 
2) Уравнение поверхности задано неявно. Для того чтобы записать 
уравнения касательной плоскости и уравнения нормали, вычислим част-
ные производные в точке  0M . 
zFyFxF zyx 4           ;6       ;2 =
′
=
′
=
′
 
4         ;12)1,2,1(        ;2)1,2,1( =′=′=′ zyx FFF  
Следовательно, уравнение касательной плоскости имеет вид 
0)1(4)2(12)1(2 =−+−+− zyx    или    01526 =−++ zyx . 
А уравнение нормали 
4
1
12
2
2
1 −
=
−
=
− zyx
    или   
2
1
6
2
1
1 −
=
−
=
− zyx
. 
 
§ 12. Частные производные и дифференциалы высших порядков 
 
Частные производные высших порядков 
Пусть функция  ),( yxfz =  имеет непрерывные частные производ-
ные  
x
z
∂
∂
  и  
y
z
∂
∂
  в точке  )(),( fDyxM ∈ . Эти производные являются функ-
циями двух переменных, которые называют частными производными пер-
вого порядка. Частные производные по  x  и  по  y  от  частных производ-
ных первого порядка  





∂
∂
∂
∂
y
z
x
z
 , , если они существуют называются частны-
ми производными второго порядка от функции ),( yxfz =  в точке ),( yxM  
и обозначаются 
2
2
2
2
  ;  ,  , 2
x
zff
x
f
xxx ∂
∂
′′′′
∂
∂
 
(f  дифференцируется последовательно два раза по  x); 
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2
2
2
2
  ;  ,  , 2
y
zff
y
f
yyy ∂
∂
′′′′
∂
∂
 
(f  дифференцируется последовательно два раза по  y); 
yx
ff
yx
z
xy ∂∂
∂
′′
∂∂
∂ 22
  ,  ,  – смешанная производная 
(f дифференцируется сначала по  x , а затем по y); 
xy
ff
xy
z
yx ∂∂
∂
′′
∂∂
∂ 22
  ,  ,  – смешанная производная 
(f  дифференцируется сначала по  y, а затем по  x). 
Производные второго порядка – функции переменных  x  и  y, кото-
рые снова можно дифференцировать как по  x, так и по  y. В результате бу-
дем иметь восемь частных производных третьего порядка. 
3
3
2
33
2
33
2
3
2
3
3
3
 , , , , , , ,
y
z
xy
z
yxy
z
yx
z
zyx
z
yx
z
yx
z
x
z
∂
∂
∂∂
∂
∂∂∂
∂
∂∂
∂
∂∂∂
∂
∂∂
∂
∂∂
∂
∂
∂
, 
то есть, например, 








∂∂
∂
∂
∂
=
∂∂∂
∂








∂
∂
∂
∂
=
∂
∂
yx
z
yyxy
z
x
z
xx
z 23
2
2
3
3
      ; . 
Подобным образом по индукции определяются частные производные 
любого порядка. 
Частная производная по любой из независимых переменных от част-
ной производной  )1( −n -го порядка функции ...),,( zyxf   называется част-
ной производной n-ного порядка. 
Количество частных производных от функции  f  при увеличении  n 
растет. Но при некоторых условиях многие из частных производных сов-
падают, а именно, оказывается, что частная производная порядка  n не за-
висит от того, в каком порядке проведено дифференцирование, а зависит 
от того, по каким переменным и сколько раз была взята производная. 
Так как частная производная функции, например, по переменой (ар-
гументу)  x  определяется как обыкновенная производная функции одной 
переменной x  при фиксированных значениях остальных переменных, то 
методика вычисления частных производных высших порядков предполагает 
умение вычислять только обыкновенные производные первого порядка. 
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Пример 1. Найти частные производные первого и второго порядков 
для функции  arctg xu
y
= . 
Решение. При вычислении частной производной по некоторой пере-
меной все остальные независимые переменные рассматриваются как по-
стоянные. Тогда имеем 
22
2
2
1
1
1
yx
y
y
y
xx
u
+
=⋅
+
=
∂
∂
 
22222222
2
)(
221
yx
xy
x
yx
y
yx
y
xx
u
+
−
=⋅







+
−
⋅=







+∂
∂
=
∂
∂
 
222
22
222
22
22
2
)()(
2
yx
yx
yx
yyyx
yx
y
yx
u
y
u
yx
u
+
−
=
+
⋅−+
=







+∂
∂
=





∂
∂
∂
∂
=
∂∂
∂
 
2 2 2 2
2
1
1
u x x
x x y x y
y
 ∂ − −
= ⋅ = ∂ + +
 
222
22
222
22
22
2
)()(
2
yx
yx
yx
xxyx
yx
x
xy
u
xxy
u
+
−
=
+
−+
=







+
−
∂
∂
=





∂
∂
∂
∂
=
∂∂
∂
 
)(
2
22222
2
yx
xy
yx
x
yy
u
yy
u
+
=







+
−
∂
∂
=





∂
∂
∂
∂
=
∂
∂
. 
Пример 2. Найти смешанные частные производные второго порядка 
для функции 
2 2
2 2
2 2
2 2
,  0( , )
0,             x 0.
x y
xy x yf x y x y
y

−
+ ≠
= +

+ =
 
Решение. Для всех  (x,y),  кроме  О(0,0),  имеем  
222
22
22
22
)(
4
yx
yx
yx
yxy
x
f
+
+
+
−
⋅=
∂
∂
; 
222
23
22
22
)(
4
yx
yx
yx
yx
x
y
f
+
−
+
−
=
∂
∂
. 
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Для нахождения  
x
f
∂
∂ )0,0(
  воспользуемся тем, что  0)0,( =xf , т.е. 
0)0,0( =
∂
∂
x
f
, а для нахождения  
y
f
∂
∂ )0,0(
  воспользуемся тем, что  0),0( =yf , 
т.е.  0)0,0( =
∂
∂
y
f
.  
Для нахождения смешанной производной второго порядка  
yx
f
∂∂
∂ )0,0(2
 
нужно найти производную по  y  функции  yyf x −=),0( , при  0≠y . Тогда  
1)),0(()0,0( 0 −==′′ =yxxy dy
yfdf . 
Аналогичным образом  xxf y =′ )0,( ,  тогда  1)0,0( =′′yxf ,  то есть 
)0,0()0,0( yxxy ff ′′≠′′ . 
Выясним достаточные условия независимости значений смешанных 
производных от порядка, в котором производятся последовательные диф-
ференцирования. 
Говорят, функция ),,( zyxfu =   n раз дифференцируема в точке  0M , 
если все частные производные  (n – 1)-го порядка этой функции являются 
дифференцируемыми функциями в точке  0M . 
Отметим следующее утверждение: для того, чтобы функция 
),,( zyxfu =  была n раз дифференцируемой в точке 0M  достаточно, чтобы 
все ее частные производные n-ного порядка были непрерывными в точке 0M . 
Теорема 12. Пусть функция  ),( yxfz =  дважды дифференцируема в 
точке ),( 000 yxM , тогда в этой точке частные производные xyf ′′  и yxf ′′  равны. 
Доказательство теоремы проводится с использованием свойств диф-
ференцируемости функции  ),( yxfz = , теоремы Лагранжа о конечных 
приращениях. 
Замечание. Теорема 12 утверждает, что в данной точке  ),( 000 yxM  
имеет место равенство  yxxy ff ′′=′′ , если в данной точке дифференцируемы  
xf ′   и  yf ′ .  Из дифференцируемости   xf ′   и  yf ′   в точке  0M  вытекает су-
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ществование в этой точке всех частных производных второго порядка. Од-
нако равенство  yxxy ff ′′=′′   имеет место и при условии существования лишь 
производных  xyf ′′   и  yxf ′′ , но при дополнительном требовании непрерыв-
ности этих производных в рассматриваемой точке. 
Справедливо следующее утверждение. 
Утверждение. Пусть в некоторой окрестности точки  ),( 000 yxM  
функция  ),( yxfz =   имеет частные производные  xf ′ , yf ′ , xyf ′′ , yxf ′′ , а 
функции xyf ′′   и  yxf ′′  непрерывны в точке  0M . Тогда в этой точке  
yxxy ff ′′=′′ . 
Заметим, что имеет место теорема о независимости значения любой 
смешанной частной производной  n-ного порядка, в котором производятся 
последовательные дифференцирования. 
Теорема 13. Пусть функция  ),...,,( 21 nxxxfz =    n раз дифференци-
руема в точке  0M . Тогда в этой точке значение любой смешанной частной 
производной n-го порядка не зависят от порядка, в котором производятся 
последовательные дифференцирования. 
Пример 3. Найти частные производные второго порядка функции  
yxz = . 
Решение. Находим частные производные первого порядка: 
1−
⋅=
∂
∂ yxy
x
z
;   yx
y
z y ln=
∂
∂
 
Находим частные производные второго порядка данной функции: 
2
2
2
)1( −−=
∂
∂ yxyy
x
z
;        22
2
)(ln xx
y
z y
⋅=
∂
∂
; 
)ln1(1ln 11
2
xyx
x
xxxy
yx
z yyy +=⋅+⋅=
∂∂
∂
−− ; 
)ln1(ln 111
2
xyxxyxx
xy
z yyy +=+=
∂∂
∂
−−−
. 
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§ 13. Дифференциалы высших порядков 
 
Пусть  ),( yxfz =  – функция двух независимых переменных  x  и  y, 
дифференцируемая в области  )( fD . 
Тогда в любой точке )(),( fDyxM ∈   первый дифференциал  (или 
дифференциал первого порядка) имеет вид 
dy
y
fdx
x
fdz
∂
∂
+
∂
∂
= .                                            (1) 
Дифференциал от дифференциала первого порядка в любой точке 
)(),( fDyxM ∈ ,  если он существует, называется дифференциалом второго 
порядка и обозначается 
)(2 dzdz =∂ . 
Считая в выражении (1)  dx  и  dy  постоянными получим 
2
2 2 2 2
2 2
2 2 2
2 2
2 2
( )
( , ) ( , ) ( , )2
f f f f
z d dz d dx dy d dx d dy
x y x y
f f f fdx dy dx dx dy dy
y x y xx y
f x y f x y f x ydx dxdy dy
x yx y
   ∂ ∂ ∂ ∂ ∂ = = + = + =    ∂ ∂ ∂ ∂    
   ∂ ∂ ∂ ∂
= + + + =      ∂ ∂ ∂ ∂∂ ∂   
∂ ∂ ∂
= + +
∂ ∂∂ ∂
 
Для дифференцирования третьего порядка имеем 
3 3
3 2 3 2
3 2
3 3
2 3
2 3
( , ) ( , )( ) 3
( , ) ( , )3 .
f x y f x yd z d d z dx dx dy
x x y
f x y f x ydxdy dy
x y y
∂ ∂
= = + +
∂ ∂ ∂
∂ ∂
+ +
∂ ∂ ∂
 
Найденные дифференциалы позволяют предположить, что символи-
ческая формула для дифференциала любого порядка имеет вид 
fdy
y
dx
x
fd
n
n






∂
∂
+
∂
∂
= .                                      (2) 
Эту формулу  (2)  следует понимать так: сумму, стоящую в круглых 
скобках возводим в степень n, например, применяя формулу бинома Нью-
тона, затем показатели степеней  у:  
x∂
∂
  и  
y∂
∂
 – считаем как порядок про-
изводных по  x  и y  от функции  f.  
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Для  3  ;2  ;1 === nnn   формулу  (2)  доказали, для полного доказа-
тельства (метод математической индукции) покажем, что если формула  
(2)  верна для  n, то она верна и для  1+n . Пусть  (2)  верна для  n. Тогда   
fddy
y
dx
x
dy
y
uddx
x
fdfddfd n
nn
nn






∂
∂
+
∂
∂
=
∂
∂
+
∂
∂
==
+ )()()(1 ,  
где символом  dx dy
x y
 ∂ ∂
+ ϕ ∂ ∂ 
  обозначено выражение  dx dy
x y
∂ϕ ∂ϕ
+
∂ ∂
. 
Учитывая, что формула для  nd f   доказана при помощи метода ма-
тематической индукции, можно записать 
1
1
n n
nd f dx dy dx dy f dx dy f
x y x y x y
+
+      ∂ ∂ ∂ ∂ ∂ ∂
= + ⋅ + = + ⋅    ∂ ∂ ∂ ∂ ∂ ∂     
. 
Что и требовалось доказать. 
Формула  (2) обобщается и на случай любого числа независимых пе-
ременных. Формула  (1) справедлива не только в том случае, когда  x  и  y  
независимые переменные (инвариантность формы первого дифференциа-
ла). Но при нахождении 2 f∂   существенную роль играет то, что величины  
dx  и  dy  являются постоянными, и формула  (2) справедлива только в тех 
случаях, когда  dx  и  dy – постоянны. Это будет справедливо, если  x  и  y  
являются независимыми переменными. 
Рассмотрим случай, когда  x  и  y  – линейные функции независимых 
переменных  z  и  t: 
x az bt c= + + ;   1 1 1y a z b t c= + + , 
где  1 1 1,  ,  ,  ,  ,  a b c a b c  – постоянные.  
Для  dx  и  dy  получим выражения: 
1 1;       dx adz bdt dy a dz b dt= + = + . 
Но  dz  и  dt, как дифференциалы независимых переменных, должны 
считаться постоянными; тоже можно сказать относительно  dx  и  dy. По-
этому можно утверждать, что символическая формула (2) справедлива как 
в случае когда  x  и  y  независимые переменные, так и в случае, когда они 
линейные функции. 
Если же dx  и  dy  нельзя считать постоянными, то формула  (2) уже 
не будет справедливой. 
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Вычислим  2z∂  в общем случае. При вычислении 
( , )f x yd dx
x
∂ 
 ∂ 
     и    
( , )f x yd dy
y
 ∂
 ∂ 
 
мы уже не имеем права выносить  dx  и  dy  за знак дифференциала, а 
должны применять формулу для дифференцирования произведения. Тогда 
будем иметь 
2 2 2
2 2 2
2 2 2 2
2 2
( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , ) ( , )2 ,
f x y f x y f x y f x yd z dxd dyd d x d y
x y x y
f x y f x y f x y f x y f x ydx dy d x d y
x y x yx y
∂ ∂ ∂ ∂
= + + + =
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂
= + + + +
∂ ∂ ∂ ∂∂ ∂
 
т.е. в рассматриваемом общем случае выражение для  2d z  будет содержать 
дополнительные слагаемые, зависящие от  2d x   и  2d y . 
Пример 1. Найти дифференциалы первого и второго порядка функ-
ции  2ln( )z x x y= + . 
Решение. Дифференциал первого порядка функции определяется 
формулой 
2
2 2
2ln( )z z x xydz dx dy x y dx dy
x y x y x y
 ∂ ∂
= + = + + + ∂ ∂ + + 
. 
Дифференциал второго порядка определяется по формуле 
2 2 2
2 2 2
2 22
z z zd z dx dxdy dy
x yx y
∂ ∂ ∂
= + +
∂ ∂∂ ∂
; 
22
2
22
2
22
2
)(
2
)(
1
yx
yx
yx
xyx
yxx
z
+
+
=
+
−+
+
+
=
∂
∂
; 
22
3
22
22
)(
2
)(
2)(2
yx
y
yx
xyyxy
yx
z
+
=
+
−+
=
∂∂
∂
; 
22
2
22
2
2
2
)(
)(2
)(
22)(2
yx
yxx
yx
yxyyxx
y
z
+
−
=
+
−+
=
∂
∂
. 
Следовательно, 
2
22
2
22
3
2
22
2
2
)(
)(2
)(
4
)(
2 dy
yx
yxxdxdy
yx
ydx
yx
yx
ud
+
−
+
+
+
+
+
= . 
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Пример 2. Найти полные дифференциалы первого и второго поряд-
ков функции 
( , )z u v= ϕ , где  2 2;   u x y v xy= + = . 
Решение. Найдем дифференциал первого порядка 
z zdz dx dy
x y
∂ ∂
= +
∂ ∂
; 
2z z u z v z zx y
x u x v x u v
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = ⋅ +
∂ ∂ ∂ ∂ ∂ ∂ ∂
; 
2z z u z v z zy x
y u y v y u v
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = ⋅ + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
. 
Тогда  2 ( ) ( )z z z zdz dx dy xdx ydy ydx xdy
x y u v
∂ ∂ ∂ ∂
= + ⋅ = + + +
∂ ∂ ∂ ∂
. 
Найдем дифференциал второго порядка 
2
2 2
2 2
2
2
( ) 2( ) ( )
2( ) 2 ( ) ( ) ( )
2( ) 2( ) ( ) 2 ( )
( ) 2(
z zd z d dz d xdx ydy ydx xdy
u v
z z z z
xdx ydy d d xdx ydy ydy xdy d d ydx xdy
u u v v
z z z
xdx ydy xdx ydy ydx xdy dx dy
u v uu
zydx xdy xd
v u
∂ ∂ 
= = ⋅ + + + = ∂ ∂ 
∂ ∂ ∂ ∂
= + + + + + + + =
∂ ∂ ∂ ∂
 ∂ ∂ ∂
= + ⋅ ⋅ + + + + + + ∂ ∂ ∂∂ 
∂
+ + ⋅
∂ ∂
2
2) ( ) 2 .
z z
x ydy ydx xdy dxdy
vv
 ∂ ∂
+ + + +  ∂∂ 
 
Группируя выражения, стоящие при   2 ,   dx dxdy  и  2dy   получим 
2 2 2
2 2 2 2
2 2
2 2 2
2 2
2 2
2 2 2
2 2 2
2 2
4 4 2
2 4 2( )
4 4 2 .
z z z zd z x xy y dx
u v uu v
z z z z
xy x y xy dxdy
u v vu v
z z z zy xy x dy
u v uu v
 ∂ ∂ ∂ ∂
= + + + +  ∂ ∂ ∂∂ ∂ 
 ∂ ∂ ∂ ∂
+ + + + + + ∂ ∂ ∂∂ ∂ 
 ∂ ∂ ∂ ∂
+ + + +  ∂ ∂ ∂∂ ∂ 
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§ 14. Формула Тейлора для функции двух переменных 
 
Для функции  ( )y f x=   одной переменой формула Тейлора с оста-
точным членом в форме Лагранжа через дифференциалы этой функции 
имеет вид 
10
0
1
( ) 1( ) ( )
! ( 1)!
kn
n
k
d f xf x f x d f
k n
+
=
= + +
+
∑ . 
Для функции двух переменных имеет место следующая теорема. 
Теорема 14. Формула Тейлора. Пусть функция  ( , )z f x y=  и имею-
щая непрерывные частные производные до  n-го порядка включительно. 
Тогда справедливо равенство 
0 0
0 0 0 0 0 0
1
( , )( , ) ( , ) ( , , , )
kn
nk
k
d f x yf x x y y f x y r x y x y
dt=
+ ∆ + ∆ − = + ∆ ∆∑ ,   (1) 
где   0 0( , , , )nr x y x y∆ ∆  – бесконечно малая при  , 0x y∆ ∆ → . 
Относительно теоремы (формулы Тейлора) отметим следующее: 
1. С помощью формулы  (1) – формулы Тейлора – проводится ис-
следование поведения полного приращения функции  
0 0 0 0 0 0( , ) ( , ) ( , )f x y f x x y y f x y∆ = + ∆ + ∆ −  (основного объекта при изучении 
локальных свойств функции) в следующем смысле. Полное приращение 
f∆   разбивается на два слагаемых  
1 !
kn
k
df
k
=
∑   и  0 0( , , , )nr x y x y∆ ∆ . Зависи-
мость первого слагаемого (из формулы (1)) от  x∆   и  y∆   простая: она 
описывается многочленом степени  n от переменных x∆   и  y∆   с коэффи-
циентами, зависящими от  0x   и  0y  (при фиксированных  x  и  y – с посто-
янными коэффициентами). Именно зависимость  f∆  от  x∆   и  y∆   играет 
важнейшую роль при локальном исследовании поведения функции. Второе 
слагаемое  nr  представляет собой величину бесконечно малую более высо-
кого порядка малости, чем  2 2( ( ) ( ) )nx y∆ + ∆ , т.е.  чем  n-ная степень рас-
стояния между точками 0 0( , )x y   и  0 0( , )x x y y+ ∆ + ∆ , вследствие чего этим 
слагаемым во многих задачах можно пренебречь. 
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2. При некоторых дополнительных условиях выражение  
0 0( , , , )nr x y x y∆ ∆   (его называют n-ным остаточным членом формулы Тей-
лора) можно представить в виде, удобном для дальнейшего изучения, на-
пример   0 0
( )
,  ( , ),  (0;1)
!
nd f M M x x y y
n
+ θ∆ + θ∆ θ∈ . 
3. Если 0 0( , , , ) 0nr x y x y∆ ∆ →   при всех  0 0 0 0( , ),   ( , )x y x x y y+ ∆ + ∆   из 
некоторой области  D, тогда можно говорить о ряде Тейлора, точнее, о схо-
дящемся ряде Тейлора. 
4. Рассмотрим случаи формулы Тейлора  (1)  при  1,2,3m = . Имеем 
0 0 0 0 1( , ) ( , )
f ff f x x y y f x y x y r
x y
∂ ∂∆ = + ∆ + ∆ − = ⋅ ∆ + ⋅ ∆ +
∂ ∂
 
2 2 2
2 2
22 2
1 ( ) 2 ( )
2
f f f f ff x y x x y y r
x y x yx y
 ∂ ∂ ∂ ∂ ∂∆ = ∆ + ⋅ ∆ + ⋅ ∆ + ∆ ∆ + ∆ + ∂ ∂ ∂ ∂∂ ∂ 
 
2 2 2
2 2
2 2
3 2 2 3
3 2 2 3
33 2 2 3
1 ( ) 2 ( )
2
1 ( ) 3 ( ) 3 ( ) ( ) .
6
f f f f xf x y x x y y
x y x yx y
f f f f
x x y x y y r
x x y x y y
 ∂ ∂ ∂ ∂ ∂∆ = ∆ + ⋅ ∆ + ∆ + ∆ ∆ + ∆ + ∂ ∂ ∂ ∂∂ ∂ 
 ∂ ∂ ∂ ∂
+ ∆ + ∆ ⋅ ∆ + ∆ ⋅ ∆ + ∆ + ∂ ∂ ∂ ∂ ∂ ∂ 
 
Здесь все частные производные рассматриваются в точке  0 0( , )x y . 
Заметим, что каждая последующая формула в полученных равенствах уточ-
няется предыдущей; правые части этих формул отличаются лишь дополни-
тельными слагаемыми   ( 2,3,...)
!
kd f k
k
= , не считая остаточного члена  kr . 
Действительно, полученные формулы можно кратко записать сле-
дующим образом: 
2 2 3
1 2 3;   ;   2! 2! 3!
d f d f d ff df r f df r f df r∆ = + ∆ = + + ∆ = + + + . 
5. Формула Тейлора при 0 0 0x y= =  называется формулой Маклорена 
1
(0,0)( , ) (0,0)
!
nn
k k n k
n n
k
d ff x y f C x y r
k
−
=
∆ ∆ − = ∆ ⋅ ∆ +∑ . 
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Эту формулу часто записывают в виде 
2 2 2
2 2
2 2
0
(0,0) (0,0)( , ) (0,0)
1 (0,0) (0,0) (0,0)2
2
1 (0,0)
.
!
nn
k n k k
n nn k k
k
f ff x y f x y
x y
f f f
x xy y
x yx y
fC x y r
n x y
−
−
=
∂ ∂
= + + ⋅ +
∂ ∂
 ∂ ∂ ∂
+ + + +  ∂ ∂∂ ∂ 
∂
+ +
∂ ∂∑
 
Пример 1. Написать формулу Тейлора для функции  ( , ) x yf x y e +=  в 
виде  (1)  при  3n = . 
Решение. Согласно формуле  (1)  имеем  
( , ) ( )x y x y x yf ff x y x y e x e y e x y
x y
+ + +∂ ∂∂ = ∆ + ∆ = ⋅ ∆ + ⋅ = ∆ + ∆
∂ ∂
; 
2 2 2
2 2 2
2 2
2 2 2
( , ) 2
2 ( ) .x y x y x y x y
f f fd f x y x x y y
x yx y
e x e x y e y e x y+ + + +
∂ ∂ ∂
= ⋅ ∆ + ∆ ⋅ ∆ + ∆ =
∂ ∂∂ ∂
= ⋅ ∆ + ⋅ ∆ ⋅ ∆ + ⋅ ∆ = ∆ + ∆
 
3 3( )x yd f e x y+= ∆ + ∆ . 
Тогда по формуле Тейлора находим 
2 3
3
( ) ( )( ) .
2 3!
x x y y x y
x y x y x y
f e e
x y x y
e x y e e r
+∆ + +∆ +
+ + +
∆ = − =
∆ + ∆ ∆ + ∆
= ∆ + ∆ + ⋅ + ⋅ +
 
или 
2 3( ) ( )( 1) ( ) .
2! 3!
x y x y x y x y x y
e e e x y+ ∆ +∆ +
 ∆ + ∆ ∆ + ∆
− = ∆ + ∆ + +  
 
 
Следует иметь в виду, что хотя в дифференциальной форме формула 
Тейлора для случая функций нескольких переменных имеет такой же про-
стой вид, как и для случая функции одной переменной, но в развернутом 
виде она гораздо сложнее. 
Замечание. Методика получения формулы Тейлора на случай функ-
ции нескольких независимых переменных изложена в  [8; Т. 1, с. 381]. 
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15. Экстремумы функций нескольких переменных.  
Необходимые условия.  Достаточные условия 
 
Точку  0 0 0( , )M x y  называют точкой локального максимума (мини-
мума) функции ( , )z f x y= , если существует окрестность точки  
0 0 0( , )M x y , что для всех точек  ( , )M x y  из окрестности точки 0 0 0( , )M x y  
выполняется неравенство 0 0 0 0( , ) ( , )  ( ( , ) ( , ))f x y f x y f x y f x y> < . 
Значение  0 0( , )f x y   называют локальным максимумом (минимумом) 
функции. 
Точки максимума или минимума функции называют точками экс-
тремума функции, а максимумы или минимумы функции – экстремумами 
функции. 
Геометрически понятие локального экстремума иллюстрируют рис. 1 и 2. 
 
Отметим, что если функция  ( , )z f x y=   в точке  0 0 0( , )M x y  имеет 
локальный экстремум, то: 
0 0( , ) ( , ) 0f x y f x y z− = ∆ <                                      (1) 
для случая локального максимума; 
0 0( , ) ( , ) 0f x y f x y z− = ∆ >                                      (2) 
и в случае локального минимума. 
Из отмеченного выше следует, что полное приращение функции не 
меняет знак в окрестности точки 0 0 0( , )M x y . Но для всех точек  ( , )M x y  из 
окрестности точки 0 0 0( , )M x y  определить знак приращения  z∆   практиче-
                  z 
 
 
 
 
 
 
 
0 y 
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   x 
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x                                    M0 
 
                                    Рис. 2 
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ски невозможно, поэтому требуется искать другие условия или требова-
ния, которые давали бы возможность судить о наличии и характере экс-
тремума функции в данной точке. 
Теорема 15 (необходимое условие локального экстремума). Если  
0 0 0( , )M x y  – точка локального экстремума функции  ( , )f x y , имеющей не-
прерывные частные производные  ,  
f f
x y
∂ ∂
∂ ∂
 в этой точке, то 
0 0 0 0( , ) ( , )0;    0f x y f x y
x y
∂ ∂
= =
∂ ∂
                                    (3) 
или, по крайней мере, одна из частных производных не существует. 
Доказательство. Так как 
0 0 0 0
0 0 0 0
( , ) ( , )( , ) ( , ) f x y f x yf f x x y y f x y x y r
x y
∂ ∂∆ = + ∆ + ∆ − = ⋅ ∆ + ⋅ ∆ +
∂ ∂
.   (4) 
Допустим, что функция 
0 0 0 0( , ) ( , )f x y f x yx y
x y
∂ ∂
⋅ ∆ + ⋅ ∆
∂ ∂
                                   (5) 
не есть тождественный нуль, т.е. хотя бы одно из чисел  
0 0 0 0( , ) ( , )
,   
f x y f x y
x y
∂ ∂
∂ ∂
  отлично от нуля. В сколь угодно малой окрестности 
точки  0 0 0( , )M x y  знак  f∆   совпадает со знакам выражения  (5);  r в равен-
стве  (4) бесконечно малая. 
Если  0 0 0( , )M x y  является точкой экстремума, то  f∆   сохраняет знак 
в малой окрестности точки  0 0 0( , )M x y  в силу определения экстремума  (1)  
и  (2). Но выражение  (5) (знак которого совпадает со знаком  f∆ ) меняет 
знак при замене  x∆   на  ( )x−∆   и  y∆   на  ( y−∆ ). Таким образом, в точке 
экстремума выражение  (5)  тождественно равно нулю, т.е. 
0 0 0 0( , ) ( , )0,   0f x y f x y
x y
∂ ∂
= =
∂ ∂
. 
Что и требовалось доказать. 
Замечание 1. Второе утверждение данной теоремы проиллюстрируем 
примером. 
Пример 1. Показать, что функция  2 2( , ) 2f x y x y= + +  имеет экс-
тремум в точке  0(0,0)M , но  
(0,0)f
x
∂
∂
  и  
(0,0)f
y
∂
∂
  не существуют. 
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Решение. Так как  (0,0) 2f ≤ , для любых  2( , )x y R∈ , то точка  
0(0,0)M  – точка максимума данной функции. Частные производные дан-
ной функции имеют вид 
2 2 2 2
;    
f x f y
x yx y x y
∂ ∂
= =
∂ ∂+ +
. 
В точке О(0,0) частные производ-
ные не существуют (рис. 3) 
Замечание 2. Если точка  
0 0 0( , )M x y  – точка локального экстрему-
ма функции  ( , )z f x y= , то ее дифферен-
циал в этой точке равен нулю или не су-
ществует. 
Точки, в которых частные произ-
водные данной функции равны нулю или 
не существуют, называются критически-
ми или стационарными точками данной 
функции. 
Равенство нулю частных произ-
водных первого порядка не является дос-
таточным условием существования экс-
тремума функции ( , )z f x y=  в точке 
0 0 0( , )M x y . 
Пример 2. Доказать, что в точке  О(0,0)  функция  z xy=   не имеет 
экстремума, хотя частные производные первого порядка равны нулю. 
Решение. Действительно, имеем 
z y
x
∂
=
∂
  и    
z
x
y
∂
=
∂
;     0z
x
∂
=
∂
        0z
y
∂
=
∂
 
в точке  О(0,0).  Но в тоже время в любой окрестности точки  0(0,0)M  
функция  z xy=  принимает как положительные, так и отрицательные зна-
чения, а следовательно точка  О(0,0)  не является точкой экстремума. 
Уравнение z = xy определяет поверхность – гиперболический параболоид. 
Замечание 3. Рассмотрим поверхность  ( , )z f x y= , уравнение каса-
тельной плоскости в точке  0 0 0 0( , , )M x y z  имеет вид 
0 0 0 0
0 0 0
( , ) ( , )( ) ( ) ( ) 0f x y f x yx x y y z z
x y
∂ ∂
− + − = − =
∂ ∂
. 
                        z 
 
 
 
 
 
 
 
 
                        2 
 
 
  0                              y 
 
 
 
x 
 
Рис. 3 
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Если в точке 0 0 0( , )M x y  функция  ( , )z f x y=  достигает максимума 
или минимума, то в точке  0 0 0( , )M x y  касательная плоскость параллельна 
плоскости  xOy, т.е. частные производные обращаются в нуль, а поверх-
ность будет расположена на одну сторону от касательной плоскости, в ок-
рестности точки касания (рис. 4). 
 
 
Но может получиться, что частные производные первого порядка в 
некоторой точке обращаются в нуль, т.е. касательная плоскость парал-
лельна плоскости  xOy,  но поверхность ( , )z f x y=  в окрестности этой точ-
ки расположена по обе стороны от касательной плоскости, то в этом слу-
чае функция  ( , )z f x y=  не имеет экстремума в этой точке. 
Рассмотрим еще один случай. Положим, что при  0x x=   и  0y y=  
касательная плоскость параллельна плоскости  xOy  и поверхность распо-
ложена по одну сторону от касательной плоскости, но имеет с нею общую 
линию, проходящую через точку касания. В этом случае разность 
0 0 0 0( , ) ( , )f x x y y f x y+ ∆ + ∆ − , не меняя знака при достаточно малых  x∆   и  
y∆ , будет обращаться в нуль при  0x   или  0y ,  отличных от нуля. Приме-
ром для этого случая может быть: круговой цилиндр, ось которого парал-
лельна плоскости  xOy.  В этом случае функция  ( , )z f x y=   имеет макси-
мум или минимум при  0x x=   и  0y y= . 
             z 
 
 
     
                                                                   L 
 
 
 
 
 
0 y 
 
 
 
x 
Рис. 4 
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Теорема 16 (достаточное условие экстремума). 
Пусть функция  ( , )z f x y= , определенная в некоторой окрестности 
точки  0 0 0( , )M x y   и имеющая в этой точке непрерывные частные произ-
водные второго порядка 
2 2 2
0 0 0
2 2
( ) ( ) ( )
;          ;           
f M f M f MA B C
x yx y
∂ ∂ ∂
= = =
∂ ∂∂ ∂
. 
Пусть, кроме того, в точке  0 0 0( , )M x y  выполняются необходимые 
условия экстремума: 
0 0( ) ( )0,        0f M f M
x y
∂ ∂
= =
∂ ∂
.                                    (1) 
Пусть 
2
0( )
A B
D M AC B
B C
= = − .                                     (2) 
Тогда стационарная (критическая) точка 0M  функции ( , )z f x y=  яв-
ляется: 
1) точкой локального максимума, если  0( ) 0D M >   и   0A < ; 
2) точкой локального минимума, если  0( ) 0D M >   и  0A > ; 
3) если 0( ) 0D M < , то функция  ( , )z f x y=  в точке  0M   экстремума 
не имеет. 
4) если 0( ) 0D M = , то экстремум в точке  0M  может быть, а может не 
быть. Необходимы дополнительные исследования. 
Доказательство. В силу формулы Тейлора 
0 0
2 2 2
2 20 0 0
22 2
( ) ( )
( ) ( ) ( )1 2 ( , , , ).
2
f M f Mf x y
x y
f M f M f M
x x y y r x y x y
x yx y
∂ ∂∆ = ⋅ ∆ + ⋅ ∆ +
∂ ∂
 ∂ ∂ ∂
+ ⋅ ∆ + ⋅ ∆ ⋅ ∆ + ⋅ ∆ + ∆ ∆  ∂ ∂∂ ∂ 
 
Отсюда, в силу условия  (1), имеем 
2 2 2
2 20 0 0
22 2
( ) ( ) ( )1 2
2
f M f M f Mf x x y y r
x yx y
 ∂ ∂ ∂∆ = ⋅ ∆ + ⋅ ∆ ⋅ ∆ + ⋅ ∆ +  ∂ ∂∂ ∂ 
.     (3) 
В равенстве (3)  выражение в скобках с одной стороны второй диффе-
ренциал функции  ( , )f x y  в точке  0 0 0( , )M x y , а с другой стороны – это квад-
ратичная форма от x∆  и y∆ . Если 2 0B AC− <  (т.е. 20( ) 0D M AC B= − > ), 
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то эта квадратичная форма сохраняет постоянный знак – и этот знак точки  
0M  ( 2r  – бесконечно малая). 
Если знак  f∆  постоянен в некоторой окрестности точки  0 0 0( , )M x y , 
то справедливо одно из неравенств 
0( ) ( )f M f M>       или      0( ) ( )f M f M<  
для любой точки  ( , )M x y  из окрестности  0M , а следовательно точка  0M  
является точкой экстремума. 
Если  
2
0
2
( ) 0f M A
x
∂
= <
∂
, то 2-ой дифференциал  2d f  – отрицательно опре-
деленная функция от x∆  и y∆ . Тогда 0f∆ <  и 0 0 0 0( , ) ( , )f x x y y f x y+ ∆ + ∆ < , 
т.е. точка 0 0 0( , )M x y  – точка локального максимума. Аналогично, если  
2
0
2
( ) 0f M A
x
∂
= >
∂
, то точка  0 0 0( , )M x y  – точка локального минимума. 
Если  0( ) 0D M <  (т.е. 2 0B AC− > ), то 2d f , а следовательно f∆  в 
окрестности точки  0M  принимают разные знаки, т.е. экстремума нет. 
Пример 3. Исследовать на экстремум функцию 3 33 ( )z xy x y= − +   в 
области  0,     0x y> > . 
Решение. Необходимые условия экстремума 
2
2
3 3 0
3 3 0.
f y x
x
f
x y
y
∂
= − = ∂
∂ = − =
∂
 
Решая полученную систему, получим 1,   1x y= = . В точке (1;1)M  
выполнены необходимые условия экстремума, т.е. данная точка – точка, 
подозрительная на экстремум. Проверим достаточные условия экстремума. 
Найдем второй дифференциал функции в точке  (1,1)M  
2 2 2
2 2 2 2 2
2 2
( ) ( ) ( )2 6 6 6f M f M f Md f x x y y x x y y
x yx y
∂ ∂ ∂
= ∆ + ⋅ ∆ ∆ + ⋅ ∆ = − ∆ + ∆ ∆ − ∆
∂ ∂∂ ∂
 
Дискриминант этой квадратичной формы  
2 3 ( 6)( 6) 0B AC− = − − − < . 
Следовательно, достаточное условие существования локального экс-
тремума выполнено и точка  (1,1)  является точкой локального экстремума, 
а именно: локального максимума, так как  
2
2 6 0
f A
x
∂
= = − <
∂
. 
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§ 16. Условный экстремум функции нескольких переменных 
 
Понятие условного экстремума. Рассмотрим функцию 
1 2( , , ,.... ) ( )nu f x x x x f M= =                                        (1) 
при условии, что ее аргументы  1 2, ,..., nx x x   являются независимыми пере-
менными и связаны между собой k соотношениями ( )k n< : 
1 2( , ,... ) 0;     1,i nF x x x i k= =                                             (2) 
Пусть координаты точки  0M   удовлетворяют уравнениям  (2). Гово-
рят, что функция  (1)  имеет в точке  0M   условный минимум (максимум) 
при условиях связи  (2), если существует такая окрестность точки 0M , что 
для любой точки  0  M (M M )≠  этой окрестности, координаты которой 
удовлетворяют уравнениям (2), выполняется неравенство  
0 0( ) ( )  ( ( ) ( ))f M f M f M f M> < . 
Другими словами, условный максимум (минимум) – это наибольшее 
(наименьше) значение функции в точке  0M  по отношению не ко всем точ-
кам, из некоторой окрестности точки 0M , а только к тем из них, которые 
связаны между собой условиями связи. 
Рассмотрим задачу на отыскание условного экстремума для функции 
двух переменных, т.е. требуется найти экстремум функции 
( , )z f x y=                                                    (3) 
при условии (уравнение связи) 
( , ) 0x yϕ = .                                                   (4) 
Возможны следующие случаи: 
1. Уравнение связи  (4)  однозначно разрешено относительно одной 
из переменных, например  y, т.е. выразить  y  как функцию  x:  ( )y x= ψ , то 
подставляя полученное y в (4) получим функцию одной переменой 
( , ( ))z f x x= ψ . Находим значения  x, при которых эта функция достигает 
экстремума, и, определив затем из уравнения связи соответствующие им зна-
чения  y, мы тем самым определим искомые точки условного экстремума. 
Пример 1. Найти экстремум функции  2 2 2z x y= + +   при условии  
2x y+ =   (уравнение связи). 
Решение. Из уравнения связи имеем  2y x= −   и, подставляя в ис-
ходную функцию, получим  2 2 2(2 ) 2 2 4 6z x x x x= + − + = − + . 
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Для полученной функции одной переменой находим экстремум: 
4 4;    1z x x′ = − = .  4 0z′′ = > , значит точка  1x =  – точка минимума. 
Следовательно, в точке  0(1,1)M  (из уравнения  2x y+ = ) функция  
2 2 2z x y= + +  имеет минимум относительно уравнения связи  2x y+ =  и 
ее значение  (1,1) 4z = . 
С геометрической точки зрения это означает следующее: точка пара-
болоида  2 2 2z x y= + + , находящаяся над точкой  0(1;1)M  является самой 
низкой из всех точек, лежащих над прямой  2x y+ =   (рис. 1). 
 
 
2. Уравнение связи задается параметрическими уравнениями:  
( )x x t=   и  ( )y y t=    [ ]1 2,t T T∈ . Подставляя  ( )x t   и  ( )y t   в аналитическое 
выражение функции  ( , )z f x y= ,  приходим тем самым к решению задачи 
на экстремум функции одной переменой. 
3. Пусть уравнение связи  (2)  не разрешимо относительно  x  и  y,  и 
нельзя представить параметрическими уравнениями, т.е. рассмотрим ре-
шение поставленной задачи, не разрешая уравнение связи. 
Решение этой задачи – отыскание условного экстремума проводят 
методом множителей Лагранжа, суть которого состоит в следующем: 
1. Функция  ( , )z f x y=  может иметь максимум или минимум при 
тех значениях  x, при которых  0xz′ = . 
z 
 
 
  
                                2                           2x y+ =  
                                                      2                                     y 
 
                                        0 (1,1)M  
             2 
 
 x 
Рис. 1 
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2. Находим полную производную  dz
dx
 
dz f dx f y f f f y
dx x dx y x x x y x
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = + + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
. 
Значит, в точках экстремума 
0f f y
x y x
∂ ∂ ∂
+ ⋅ =
∂ ∂ ∂
.                                              (5) 
Дифференцируя уравнение связи ( , ) 0x yϕ =   по  x, получим 
0dx dy
x dx y dx
∂ϕ ∂ϕ
⋅ + ⋅ =
∂ ∂
.                                          (6) 
3. Равенству  (6)  удовлетворяют все точки  x, y, лежащие на линии  
(L), определяемой уравнением связи   ( , ) 0x yϕ = . 
4. Умножая равенство  (6)  на неизвестный, покуда, коэффициент  
λ , и сложив с равенством  (5), получим 
0f f dy
x x y y dx
 ∂ ∂ϕ ∂ ∂ϕ 
+ λ + + λ =   ∂ ∂ ∂ ∂   
.                                (7) 
Равенство  (7) выполняется во всех точках локального экстремума, 
лежащего на линии  L, определяемой уравнением связи  ( , ) 0x yϕ = . Подбе-
рем  неопределенный множитель  λ   так, чтобы для значений  x  и  y, соот-
ветствующих экстремуму функции  ( , )z f x y= , коэффициент f
y y
∂ ∂ϕ
+ λ
∂ ∂
  
обратился в нуль. Тогда и  0f
x x
∂ ∂ϕ
+ λ =
∂ ∂
. 
Следовательно, точки локального экстремума, лежащие на лини  L, 
определяемой уравнением связи  ( , ) 0x yϕ = , должны удовлетворять сле-
дующим условиям: 
0
0
( , ) 0.
f
x x
f
y y
x y
∂ ∂ϕ
+ λ =∂ ∂
∂ ∂ϕ
+ λ =∂ ∂
ϕ =

                                               (8) 
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5. Решая систему  (8), найдем критические точки и вспомогатель-
ный множитель  λ . Система уравнений представляет собой необходимые 
условия существования условного экстремума: не всякая критическая точ-
ка 0 0 0( , )M x y , координаты  0x   и  0y  которой удовлетворяют системе урав-
нений  (8), будет точкой условного экстремума. 
6. Для исследования характера критической точки требуется про-
вести дополнительный анализ приращения z∆  в окрестности критической 
точки  0M , лежащей на линии  L. 
Заметим, что левые части уравнений системы  (8) являются частными 
производными вспомогательной функции трех переменных  ( , , )F x y λ , на-
зываемой функцией Лагранжа: 
( , , ) ( , ) ( , )F x y f x y x yλ = + λϕ ,                                    (9) 
где  ( , )f x y  – заданная функция,  ( , )x yϕ  – левая часть уравнения связи. 
Таким образом, можно ввести правило нахождения точек условного 
экстремума для функции двух переменных: 
1) строим функцию Лагранжа по формуле  (9); 
2) находим частные производные по x, y и λ , составляем систему (8). 
Решения данной системы – точки возможного условного экстремума (кри-
тические точки функции Лагранжа); 
3) определяем знак z∆  (приращения функции) в окрестностях кри-
тических точек по тем точкам окрестности, которые удовлетворяют урав-
нению связи ( , ) 0x yϕ = , т.е.  лежат на линии  L. 
Если при этом будем иметь, что для любых указанных точек  М, лежа-
щих на  L  0( ) ( ) 0z f M f M∆ = − > ,  то 0 0 0( , )M x y – точка условного мини-
мума, если же  0( ) ( ) 0z f M f M∆ = − < ,  то 0 0 0( , )M x y – точка условного 
максимума. 
Пример 2. Найти экстремум функции 2 2 2z x y= + +  при условии 
2x y+ =  (уравнение связи). 
Решение. В примере 1 аналогичную задачу решили методом исклю-
чения или методом сведения к исследованию на экстремум функции одной 
переменой. В этом примере найдем условный экстремум, используя функ-
цию Лагранжа, для этого поступим следующим образом: 
1) строим функцию Лагранжа 
2 2( , , ) 2 ( 2)f x y x y x yλ = + + + λ + − ; 
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2) составим систему уравнений для определения критических точек 
( , , )F x y λ  
2 0
2
2 0                          
2
2.2 0 2 2
F
x x
x
F y y
y
F
x y
 ∂ λ
= + λ = = − ∂ ∂ λ 
= + λ = = − ∂ 
λ λ ∂
− − = −= + − = ∂λ
 
Откуда имеем  2λ = − , а критическая точка  0(1,1)M . 
3) проведем дополнительный анализ приращения функции  z∆   в 
критической точке  0(1,1)M . Имеем: пусть  0x  удовлетворяет уравнению 
связи  0 2x y+ = , тогда  0 02y x= − , а, следовательно, 0 0( ,2 )M x x−   
0 0 0
2 2 2 2 2
0 0 0 0 0
( ) ( ) ( ,2 ) (1,1)
(2 ) 2 4 2 4 2 2( 1) 0.
z f M f M f x x f
x x x x x
∆ = − = − − =
= + − + − = − + = − >
 
для всех 0M M≠   и для точек  М, координаты которых удовлетворяют 
уравнению связи  ( 2)x y+ = , т.е.  0( ) ( )f M F M> , следовательно, точка  
0(1,1)M  – точка условного минимума, (1,1) 4z = . 
Полученный результат полностью совпадает с результатом примера 1. 
Пример 3. Найти условный экстремум функции 8 2 4z x y= − −   при 
условии  2 22 12x y+ = . 
Решение. 
1) составим функцию Лагранжа   
2 2( , , ) 8 2 4 ( 2 12)F x y x y x yλ = − − + λ + − ;. 
2) найдем критические точки функции  ( , , )F x y λ  
2 2
2 2
( , , ) 12 2 0
14 4 0                                    
1 2 122 12 0
F x y
x x
x
F y y
y
F
x y
∂ λ 
= λ − = = ∂ λ ∂ 
= λ − = = ∂ λ 
 ∂ + == + − = λ λ∂λ
 
Откуда 
1 2
1 2
1 2
0,5 0,5
2                     2
2 2
x x
y y
λ = − λ = 
 
= − = 
 
= − = 
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Таким образом,  критические точки  1( 2; 2)M − −   и  2(2;2)M ; 
3) уравнение связи  2 22 12x y+ =  – это эллипс с полуосями  2 3a =   
и  6b = . Для исследования на условный экстремум в критических точках  
1M   и  2M   функции 8 2 4z x y= − −   запишем уравнение эллипса в пара-
метрической форме  [ ]2 3cos ,   6 sin ,   0;2x t y t t= = ∈ pi . 
Тогда функция 8 2 4z x y= − −  примет вид  8 4 3cos 4 6 sinz t t= − − . 
Это функция одной переменой t. Определим локальный экстремум данной 
функции, тем самым решим задачу об условном экстремуме исходной за-
даче. Находим производные первого и второго порядка 
( ) 4 3 sin 4 6 cos ;   ( ) 4 3 cos 4 6 sinz t t t z t t t′ ′′= − = + . 
Найдем значение  ( )z t′′   в точках 1M   и  2M . Значение параметра  1t , 
которое соответствует точке 1M  будет удовлетворять условиям 
1
3
cos
3
t = − ; 1
2
sin
6
t
−
= .  Тогда  1
3 2( ) 4 3 4 6 12 0
3 6
z t
 
− 
′′ = − + = − <   
  
. 
Тогда, в точке  1t   функция  ( )z t   имеет локальный экстремум, а это 
значит, что в точке  1M  исходная функция имеет условный локальный 
максимум  ( 2;2) 20z − = . 
Таким же образом, для точки  2(2;2)M   имеем: 
2
3
cos ;
3
t =    2
2
sin
6
t = ; 
2
1 2 3( ) 4 3 4 6 4 8 2 0
22 3
z t′′ = ⋅ ⋅ + ⋅ = + > . 
В точке  2t  функция 2( )z t  имеет локальный минимум, а, следова-
тельно, функция 8 2 4z x y= − −   в точке  2(2;2)M   имеет условный мини-
мум  (2;2) 4z = − . 
Замечание 1. Для функции трех переменных  ( , , )u f x y z= , где пере-
менные связаны двумя уравнениями связи 
( , , ) 0
( , , ) 0,
x y z
x y z
ϕ =
ψ =
 
решение задачи на условный экстремум осуществляется следующим образом. 
1. Строим функцию Лагранжа 
( , , , ) ( , , ) ( , , ) ( , , )F x y z f x y z x y z x y zλ = + λ ⋅ ϕ + µ ⋅ ψ . 
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2. Строим систему уравнений для определения критических точек 
данной функции 
0
0
0
( , , ) 0
( , , ) 0.
f
x x x
f
y y y
f
z z z
x y z
x y z
∂ ∂ϕ ∂ψ
+ λ + µ =∂ ∂ ∂
∂ ∂ϕ ∂ψ + λ + µ =
∂ ∂ ∂
∂ ∂ϕ ∂ψ + λ + µ =
∂ ∂ ∂
ϕ =

ψ =
 
Решаем полученную систему уравнений, находим , , ,x y z λ    и  µ . 
3. Для каждой полученной системы значений  x, y, z  решаем отдель-
но вопрос о наличии в ней условного экстремума. 
Пример 4. Найти условный экстремум функции  2u x y z= + +  при 
условиях связи 
1 0
1 0
z x
y xz
− − =

− − =
 
Решение. Решим данную задачу, используя функцию Лагранжа. 
1. Составим функцию Лагранжа 
2( , , , , ) ( 1) ( 1)F x y z x y z z x y xzλ µ = + + + λ − − + µ − − . 
2. Находим критические точки функции и для чего решаем систему 
уравнений 
1 0
1 0
2 0
1 0
1 0
F
z
x
F
y
F
z x
z
F
z x
F y xz
∂
= − λ − µ = ∂
∂
= + µ =
 ∂

∂
= + λ − µ = ∂
∂
= − − = ∂λ
∂
= − − =
 ∂µ
 
Решая систему уравнений получаем  1,  1,x y= − =  0,z =  1,λ =  1µ = − , 
т.е.  0( 1,1,0)M −  – единственная критическая точка функции  u. 
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3. Проведем дополнительный анализ приращения функции  u∆  в 
критической точке 0( 1;  1;  0)M − . Пусть  0x  удовлетворяет уравнениям свя-
зи, тогда имеем, что  0 01z x= + , а  0 0 01 (1 )y x x= + + , т.е.  координаты то-
чек, удовлетворяющих уравнениям связи  0 0 0 0( ,   1 (1 ),   1 )M x x x x+ + + . То-
гда приращение функции  
2 2
0 0 0 0 0 0( ) ( ) 1 (1 ) (1 ) ( 1 1) 2( 1) 0u f M f M x x x x x∆ = − = + + + + + − − − = + >  
для всех 0M M≠ . Следовательно, в точке 0M  имеем минимум и 
0( ) 0u M = . 
Данную задачу можно решить и другим методом – методом исклю-
чения или сведения данной задачи к исследованию на экстремум функции 
одной переменой. Действительно, решая уравнение связи относительно  y  
и  z,  находим  2 1y x x= + +    и   1z x= + , и, подставляя в исходную функ-
цию, получим функцию одной переменой  x 
2 2( ) 2 4 2 2( 1)u x x x x= + + = + , 
которая имеет минимум при  1x = − , ( 1) 0u − = . 
Замечание 2. Отыскание условного экстремума функции  ( , )z f x y= , 
удовлетворяющего уравнению связи  ( , ) 0x yϕ =  можно свести к исследо-
ванию на обычный экстремум функции Лагранжа 
( , , ) ( , ) ( , )F x y f x y x yλ = + λϕ . 
Нахождение необходимых условий (критические точки) условного 
экстремума сводится к решению системы 
0
0
( , ) 0.
F f
x x x
F f
y y y
F
x y
∂ ∂ ∂ϕ
= + λ = ∂ ∂ ∂

∂ ∂ ∂ϕ
= + λ = ∂ ∂ ∂
 ∂
= ϕ = ∂λ
 
Установление характера условного экстремума можно по знаку вто-
рого дифференциала функции ( , , )F x y λ , вычисленного для полученных 
значений  ( , , )x y λ  из системы уравнений, определяющих критические точ-
ки функции ( , , )F x y λ , с учетом того, что  dx   и  dy  связаны уравнением  
2 20,       ( 0).dx dy dx dy
x y
∂ϕ ∂ϕ
+ = + ≠
∂ ∂
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А именно, если  2 0d F < , то функция  ( , )f x y  имеет условный мак-
симум; если  2 0d F >  – условный минимум; если 2 0d F = , то требуются 
дополнительные исследования. 
Пример 5. Исследовать на условный экстремум функцию  
2 2 2( 1)u x y z= + + + , если  2 2 2 4x y z+ + = . 
Решение. Составим функцию Лагранжа  
2 2 2 2 2 2( , , , ) ( 1) ( 4)F x y z x y z x y zλ = + + + + λ + + − . 
Приравнивая к нулю частные производные  ( , , , )F x y z λ , получим 
систему уравнений для нахождения критических точек. 
2
2 2 2
2 2 0 0
02 2 0
1
                    
12( 1) 2 0 1 4(1 )4 0
F
x x
xx
yF y y
y
z
F
z z
z
F
x y z
∂
= + λ = =∂
 
=∂ = + λ =
 ∂  −
= 
+ λ∂ 
= + + λ =
 ∂
= ∂ + λ = + + − =
∂λ
 
Откуда имеем  1
1
2
λ = − ,  2
3
2
λ = −   и, соответственно, критические 
точки  1 2(0,0, 2),   (0,0,2)M M− . 
Проверим выполнение достаточных условий экстремума. Так как 
смешанные частные производные функции  F  равны нулю, то   
2 2 2
2 2 2 2
2 2 2
2 2 2 2 2 2
( , , , )
2(1 ) 2(1 ) 2(1 ) 1(1 )( ).
F F Fd F x y z dx dy dz
x y z
dx dy dz dx dy dz
∂ ∂ ∂λ = + + =
∂ ∂ ∂
= + λ + + λ + + λ = + λ + +
 
Так как  2 2 2 0dx dy dz+ + > , то знак  2d F  совпадает со знаком мно-
жителя (1 )+ λ . Для точки 1M  имеем 2 1( ) 1 0d F M = > , а для точки 2M  – 
2
2( ) 1 0d F M = − < , следовательно, функция ( , , )u x y z  имеет в точке 1M  ус-
ловный минимум 1( ) 1u M = , а в точке  2A  – условный максимум 2( ) 9u A = . 
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§ 17. Наибольшее и наименьшее значения  
функции двух переменных в замкнутой области 
 
Пусть  функция  ( , )z f x y=   определена и непрерывна в ограничен-
ной замкнутой области  D  и имеет в этой области конечные частные про-
изводные. По теореме Вейерштрасса  (если функция  ( , )f x y   определена и 
непрерывна в ограниченной замкнутой области  D, то  ( , )m f x y M≤ ≤ ) в 
этой области найдется точка  0 0( , )x y , в которой функция принимает наи-
большее (наименьшее) значение. Если эта точка лежит внутри области  D, 
то в ней функция имеет максимум (минимум) так что в этом случае инте-
ресующая нас точка, наверное, содержится среди «подозрительных» по 
экстремуму стационарных (критических) точек. Но своего наибольшего 
(наименьшего) значения функция  ( , )f x y   может достигать и на границе 
области. Таким образом, точки, в которых функция  ( , )z f x y=  принимает 
наибольшее и наименьшее значения, являются либо точками локального 
экстремума, либо граничными точками области  D. 
Значит, чтобы найти наибольшее и наименьшее значения функции  
( , )z f x y=  в ограниченной замкнутой области  D, следует вычислить зна-
чения функции в критических точках области  D, а также наибольшее и 
наименьшее значения на ее границе. 
Если граница  области  D  задана уравнением ( , ) 0x yϕ =  или не-
сколькими уравнениями такого же типа, и данное уравнение разрешимо 
относительно x  или  y, то задача нахождения наибольшего и наименьшего 
значений функции  ( , )z f x y=  на границе области  D приводится к нахож-
дению наибольшего и наименьшего значений функции одной переменной  
на отрезке. 
Если граница области D  задана параметрически:  ( )x x t=   и  
( )y y t=  или уравнением  ( , ) 0x yϕ = , которое можно представить в пара-
метрическом виде, то, подставляя ( )x t    и   ( )y t  в уравнение  ( , )z f x y= , 
приходим к выводу, что для нахождения  наибольшего и наименьшего зна-
чений функции ( , )z f x y=   на границе области  D достаточно найти  наи-
большее и наименьшее значения  функции одной переменой  t  на отрезке. 
Если граница области  D  задана уравнением  ( , ) 0x yϕ = , которое 
нельзя разрешить ни относительно  x, ни относительно  y, и также нельзя 
представить в параметрическом виде, то задача нахождения наибольшего и 
наименьшего значений функции ( , )z f x y=  на границе области  D  сводит-
ся к нахождению условного экстремума. 
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Пример 1. Найти наибольшее и наименьшее значения функции  
2 22 3z x xy y y= + − +  в замкнутой области  D, заданной неравенствами  
0 1,   0 1,   0 1x y x y≤ ≤ ≤ ≤ ≤ + ≤ . 
Решение. Область задания 
функции  D – треугольник ∆АОВ. 
 
1. Находим критические точки 
внутри области D: 
1 12 2 0             ;   
8 8
2 6 1 0
z
x y x y
x
z
x y
y
∂
= + = = − =∂
∂ = − + =
∂
 
Точка  
1 1
;
8 8
M  − 
 
  не принад-
лежит области  D, поэтому значение функции в этой точке не учитывается. 
2. Исследуем функцию на экстремум на границе области  D: 
а) рассмотрим границу [ ];   0 0 1OA y ;  x ;= ∈ , тогда 2;z x=  2 0;xz x′ = =  
0x = ,  следовательно  1 2(0) (0;0) 0;   (1) (1;0) 1z z z z= = = = ; 
б) рассмотрим границу ОВ; [ ]0;   0;1x y= ∈ , тогда 23 ;z y y= − +  
6 1 0;yz y′ = − + =  [ ]1 0;16y = ∈ . 
3 3 1
1 1 10; ;   (0) (0,0) (0,0) 0
6 6 12
z z z z z
   
= = = = =   
   
   
4(0;1) (0,1) 2z z= = − ; 
в) рассмотрим границу ВА: 1x y+ = , т.е.  [ ]1     0;1y x x= − ∈ , а   
2 2 2( ) 2 (1 ) 3(1 ) (1 ) 4 7 2z x x x x x x x x= + − − − + − = − + − . 
Итак  2 x( ) 4 7 2;   z 8 7;   0xz x x x x z′ ′= − + − = − + =  
 при  [ ]7 1 7,  ,  0;1
8 8 8
x y x= = = ∈ , поэтому  5 5
7 7 1 17
;
8 8 8 16
z z
   
= =   
   
   
4 2(0;1) (0;1) 2;   (1;0) (1;0) 1z z z z= = − = = . 
3. Сравнивая полученные значения 1 2 3 4, , ,  z z z z  и 5z , получаем, что 
наименьшее значение – (0,1) 2z = − , а наибольшее значение – 7 1 17;
8 8 16
z
 
= 
 
. 
       y 
B   1 
x + y = 1 
x = 0 
              y = 0                        1      x 
0                                           A 
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§ 18.  Основные задачи и примеры  
для функции нескольких переменных 
 
18.1. Топология плоскости 
 
1. Описать геометрическое место точек на плоскости, удовлетво-
ряющих неравенству  9)3()1( 22 <−+− yx . 
Решение. Так как  22 )3()1( −+− yx  – квадрат расстояния от точки  
),( yxM   до точки  (1,3)O , то данному неравенству удовлетворяют коорди-
наты точек, лежащих внутри окружности радиуса  3=R , с центром в точке  
(1,3)O . Точки самой окружности (граница) не принадлежат искомому 
множеству. Данное множество является открытым связным множеством.  
В то же время это множество ограничено, но не является замкнутым, а, 
следовательно, данное множество не является компактом. 
2. Описать геометрическое место точек плоскости, координаты ко-
торых удовлетворяют системе неравенств: 



≤−−
≤++−
032
25)2()4( 22
yx
yx
 
Решение. Данной системе 
неравенств удовлетворяют коор-
динаты точек кругового сектора 
АМВ. 
Данное множество является 
связным, ограниченным и замкну-
тым, следовательно, компактным. 
3. Пусть множество  А за-
дано неравенством  2 2 1x y+ ≥ , 
множество  В – неравенством 
2 2 4x y+ ≤ , множество  С – нера-
венством  2y x≥ , множество  D – 
неравенством  28y x≤ − . 
Описать следующие множества: 
а) ( ) ( )A B C D∪ ∩ ∪ ;                         б)  ( ) ( )A B C D∩ ∪ ∪ ; 
в)  ( )A B C D∪ ∪ ∩ ;                           г)  ( )A B C D∩ ∩ ∪ ; 
д)  ( ) \A B C D∪ ∪ . 
y 
M                     B(7, 2) 
                                                                 x 
                                        M(4, –2) 
A(–1, –2) 
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4. Доказать, что множество  М, задаваемое системой неравенств: 
а) 
2 2 2 16
3 2 6
x y z
x y z
 + + >

+ − >
 – открыто;        б) 
2 2 16
3 2 16
x y
x y z
 + ≤

+ − ≤
  – замкнуто; 
в) 
2 2 2 25
3 2 6
x y z
x y z
 + + ≥

+ − >
 – не является ни открытым, ни замкнутым.  
Найти предельные точки множества  М, не принадлежащие этому 
множеству. 
Найти точки множества  М, не являющиеся внутренними. 
 
18.2. Функция двух (нескольких) переменных 
 
1. Найти и изобразить область определения функции: 
а) 
2 2
2 2
x y
z
x y
+
=
−
;                      б)  sinz y x= ; 
в)  2 2arccos( )z x y= + ;            г)  2arcsin arcsin(1 )
x
z y
y
= + − ; 
д)  u x y z= + + ;              е)  arcsin arcsin arcsinu x y z= + + . 
Ответы:  а)  y x< ; 
б) если  0y ≥ , то  2 (2 1) ;n x npi ≤ ≤ + pi  
 если  0y ≤ , то  (2 1) (2 2) ;   n x n n z+ pi ≤ ≤ + pi ∈ ; 
в)  2 2 1x y+ ≤ ; 
г) криволинейный треугольник, ограниченный параболами 2 ,y x=  
2
  y x= −  и прямой  2y =   вместе с точками границы, кроме (0,0); 
д)  первый октант (включая границу); 
е) куб, ограниченный плоскостями 1,   1,   1x y z= ± = ± = ± , включая 
его грань. 
Замечание. Линия уровня функции  ( , )z f x y=   на плоскости – это 
такая линия, в которой функция принимает одно и то же значение 
  ( ( , ) )z c f x y c= = .  Поверхность уровня функции трех переменных  
( , , )u f x y z=  такая поверхность  ( , , )f x y z c= ,  в точках которой принимает 
постоянное значение  u c= . 
2. Найти линии уровня функции и выяснить характер (вид) поверхностей: 
а)  z xy= ;     б)  z x y= + ; 
в)  2 2z x y= + ;    г)  2 2z x y= − ; 
д)  z xy= ;    е)  2(1 )z x y= + + . 
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Используя определение линии уровня, получим: 
а)  xy c= – семейство гипербол; 
б) уравнение z x y= +  задает поверхность, а линии уровня – прямые 
x y c+ = , параллельные прямой  0x y+ = ; 
в) поверхность, задаваемая уравнением – параболоид вращения: ли-
нии уровня – множество концентрических окружностей  2 2x y c+ =   с цен-
тром в начале координат; 
г) поверхность – гиперболический параболоид: линии уровня – рав-
носторонние гиперболы; 
д) поверхность – конус 2-го порядка: линии уровня – равносторонние 
гиперболы  2xy c= ; 
е) поверхность – параболический цилиндр, образующие которого па-
раллельны прямой  1 0x y+ + = ; линии уровня – параллельные прямые. 
3. Найти лини (поверхности) уровня следующих функций: 
а)  2ln( )z x y= + ;    б)  arcsinz xy= ; 
в)  2 2( )z f x y= + ;   г)  u x y z= + +  ; 
д)  2 2 2u x y z= + + ;   д)  2 2 2u x y z= + − . 
Ответы:  а)  параболы  2 ,   0y C x C= − > ; 
б)  гиперболы    ( 1)xy C C= ≤ ; в) окружности  2 2 2x y C+ = ; 
г)  плоскости, параллельные плоскости 0x y z+ + = ; 
д)  концентрические сферы с центром в начале координат; 
е) при  0n >  однополостные гиперболоиды вращения вокруг оси OZ; 
при  0n <  двуполостные гиперболоиды вращения вокруг оси OZ;  оба се-
мейства поверхностей разделяет конус  2 2 2 0x y z+ + = . 
4. Выразить объем конуса V  как функцию ее 
образующей  x  и радиуса основания  y. 
Решение. Объем конуса  
1
3 осн
V S h= ⋅ , 
где   h – высота конуса;  2 2h x y= − .  
Тогда  2 2 2
1
3
V y x y= pi ⋅ − . 
Область определения полученной функции – это 
множество точек  2( )xy R∈ , таких, что  x y≥ . 
h            x 
g 
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5. Выразить объем конуса как функцию его полной поверхности  S и 
длины образующей  l. 
Ответ:  
2 2
2
2 2 2( , ) 3
S SV S l l
l l
= ⋅ −
pi pi
;  20 S l< < pi ⋅ . 
6. Выразить объем конуса как функцию от углового осевого сечения 
конуса  α   и от радиуса  r  шара, вписанного в конус. 
Ответ: 
3
3
2
1 sin
2( , )
3sin cos
2 2
r
V r
α 
pi ⋅ + 
 α =
α α
. 
 
18.3. Предел функции нескольких переменных 
1. Вычислить предел и повторные пределы функции  
2 2( , )
xyf x y
x y
=
+
 в точке  О(0,0). 
Решение. Пусть произвольная точка плоскости  M(x,y)  стремится к 
точке  О(0,0)  по прямой  y kx= , которая проходит через точку  О(0,0). То-
гда имеем  
2
2 2 2 2 2 20 0 0
0 ( )
lim lim lim
1 1x x x
y y kx
xy kx k k
x y x k x k k→ → →
→
=
= = =
+ + + +
. 
При различных значениях  k (т.е.  приближаясь к точке  О(0,0) по 
различным прямым) получим различные значения искомого предела (при 
1k =   получим  1
2
; при  2k =  получим  2
5
). 
Следовательно, предел данной функции в точке О(0,0) не существует. 
Вычислим повторные пределы функции в точке  О(0,0). Имеем  
2 20 0 0 0 0
lim lim ( , ) lim lim lim 0 0
x y x y x
xyf x y
x y→ → → → →
 
= = = 
+ 
 
2 20 0 0 0
0
.( 0)
lim lim ( , ) lim lim  lim 0 0
y x y y
x
y фиксир y
xyf x y
x y→ → → →
→
− ≠
 
 
 
= = =
 +
 
 
 
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Отметим, что из существования и равенства повторных пределов 
функции в данной точке не следует существование предела функции в 
этой точке. 
2. Вычислить предел и повторные пределы функции: 
а)  
2 2
2 2( , )
x yf x y
x y
−
=
+
  в точке  О(0,0); 
б)  
2 2
2 2( , )
x xy yf x y
x xy y
+ +
=
− +
  в точке  О(0,0). 
Ответ:  а) ( , )f x y   в точке  О(0,0)  предела не имеет; повторные пре-
делы 
0 0 0 0
lim lim ( , ) 1;      lim lim ( , ) 1
x y y x
f x y f x y
→ → → →
= = − . 
б) ( , )f x y  в точке О(0,0) предела не имеет 
0 0 0 0
lim lim ( , ) lim lim ( , ) 1
x y y x
f x y f x y
→ → → →
= = . 
3. Вычислить повторные пределы функции  4 1( , )
2 1
xf x y
x
+
=
−
  в точке  
О(0,0). 
Решение.  
Имеем  
0 0 0 0 0 0
44 1lim lim ( , ) lim lim lim lim 2
2 1 2x y x y x y
y
x xf x y yx
x
→ → → → → →
 
+ + 
= = =  
−   −
 
. 
Таким же образом устанавливаем, что  
0 0
4 1lim lim 1
2 1y x
x
x→ →
+
= −
−
. 
4. Найти пределы функции  ( , )f x y  в точке: 
а)  
2
4( , )
x yf x y
x y
=
+
 в точке О(0,0);    б)  ( , ) xf x y
x y
=
+
 в точке О(0,0). 
Ответ: пределы не существуют. 
5. Найти предел функции  
4 2
2 4( , )
x yf x y
x y
+
=
+
  при  x → ∞   и  y → ∞ . 
Решение. Пусть  4,   x t y t= = . Тогда  при  t → ∞   имеем  x → ∞   и  
y → ∞ , а следовательно,  
4 8 2 6
4
4 16 14lim ( , ) lim lim 01t t t
t t t tf t t
t t t→∞ →∞ →∞
+ +
= = =
+ +
. 
Если же  2 ,   x t y t= = , тогда  
8 2 6
2
4 4 2
1lim ( , ) lim lim
2t t t
t t tf t t
t t t→∞ →∞ →∞
+ +
= = = ∞
+
. 
Полученные различные пределы  показывают, что предела не существует. 
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6. Вычислить пределы:  а)  
2 2
2 20
0
1 1lim
x
y
x y
x y→
→
+ −
+
; 
б)  
4 2
2 2 20
0
sin( )lim ( )x
y
x y
x y→
→
+
;   в)  
2 2 2 2
2 20
0
( )lim
1 cos( )x
y
x y x y
x y→
→
+
− +
. 
Ответ:  а),  б),  в)  – 0. 
7. Вычислить предел функции  ( , )f x y  и повторные пределы: 
а) ( ) log ( )xf x x y= +  в точке  M(1:0); 
б) sin sin( ) x yf x
x y
+
=
+
  в точке  M(0;0). 
Ответ:  а) предел не существует 
( )1 0 0 1lim lim ( , ) 1;      lim lim ( , )x y y xf x y f x y→ → → →  = = ∞   ; 
б)  
0 0 0 0 0
0
lim ( , ) lim( lim ( , )) lim(lim ( , )) 1
x x y y x
y
f x y f x y f x y
→ → → → →
→
= = = . 
 
18.4. Непрерывность функции нескольких переменных 
 
1. Исследовать на непрерывность функцию 
2 2
2 2 ,  ( , ) (0,0)( , )
0,    ( , ) (0,0)
x y
x yf x y x y
x y

−
≠
= +

=
 
Решение. Для всех точек  2( , )x y R∈ , кроме точки  (0,0)  функция  
( , )f x y   непрерывна – как частное непрерывных функций (многочленов), 
причем знаменатель отличен от нуля при  ( , ) (0,0)x y ≠ . Для исследования 
на непрерывность данной функции в точке  ( , ) (0,0)x y =   необходимо ис-
следовать существование предела  
( , ) (0,0)
lim   ( , )
x y
f x y
→
. Если предположить, что 
этот предел существует, то будем иметь 
0 0
lim ( ,0) lim (0, )
x y
f x f y
→ →
= . 
Но последнее равенство для данной функции не выполняется, так как  
2
20 0
lim ( ,0) lim 1
x x
xf x
x→ →
= = , а  
2
20 0
lim (0, ) lim 1
y y
yf y
y→ →
−
= = − . 
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Таким образом,  
( , ) (0,0)
lim  ( , )
x y
f x y
→
  не существует. Значит точка  (0,0) – точ-
ка разрыва функции  ( , )f x y . 
2. Исследовать на непрерывность функцию  ( , )f x y   отдельно по пе-
ременным  x  и  y и по совокупности переменных  x  и  y  в точках  О(0,0),   
М(0,1),  В(1,0),  если  
1,   0
( , ) cos( ) cos( )
,   0.
2
xy
f x y x y x y
xy
xy
=

=
− − + ≠

 
Решение. Данную функцию  ( , )f x y   представим в виде (используя 
формулу разности косинусов) 
1,   0
( , ) sin sin
,   0.
xy
f x y x y
xy
x y
=

= ⋅ ≠
⋅
 
1) Так как  
0 0
0 0
sin sinlim ( , ) lim 1 (0,0)
x x
y y
x yf x y f
x y→ →
→ →
= ⋅ = = ,  то  ( , )f x y   не-
прерывна в точке  О(0,0) и, следовательно, непрерывна в этой точке по от-
дельным переменным  x  и  y. 
2) Рассмотрим функцию (0, )f y . Тогда из определения функции ( , )f x y  
имеем, что  (0, ) 1f y =   для всех  y, и, следовательно, эта функция непре-
рывна в точке  1y = . А это означает, что  ( , )f x y   непрерывна в точке  
(0,1)M   по переменой  y. 
Рассмотрим функцию  
sin
sin1,  0( ,1)
1,   0
x
xf x x
x

⋅ ≠
= 
 =
 
Так как 
0 0
sinlim ( ,1) lim sin1 sin1 1 (0,1)
y y
xf x f
x→ →
= ⋅ = ≠ = , то функция  
( ,1)f x   не является непрерывной по переменой  x  в точке  (0,1)M . Отсюда 
имеем, что  ( , )f x y  не является непрерывной в точке (0,1)M  по совокупно-
сти переменных  x  и  y, так как в противном случае в силу теоремы  4 она 
была бы непрерывной по переменой  x. 
3) Рассуждая аналогично пункту 2  относительно точки  В(1,0)  уста-
навливаем, что  ( , )f x y  непрерывна в точке  В  по переменой  x, и не явля-
ется непрерывной как по переменой  y, так и по совокупности переменных  
x  и  y. 
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3. Найти точки разрыва функций: 
а) 2 2
2( , ) xf x y
x y
=
+
;    б) 2 2( , ) ln(9 )f x y x y= − − ; 
в) 2 2 2
3( , )f x y
x y z
=
+ −
;   г) ( , ) sin yf x y
x
= ; 
д) sin cos( , ) x yf x y
xy
⋅
= ;    е) 2 2 2( , ) ( )f x y tg x y z= + + . 
Ответы:  а) О(0,0);  б) точки окружности  2 2 29x y+ = ;  в) точки ко-
нической поверхности  2 2 2x y z+ = ;  г) все точки прямой  0x = ; д) все точ-
ки прямых 0x =  и 0y = ; е) все точки сфер  2 2 2 ,   0,1,2...
2
x y z k kpi+ = = + pi =  
4. Исследовать функции на непрерывность по переменным x  и  y, и 
по совокупности переменных  x  и  y: 
а) 
2 2
4 4
4 4
4 4
,   0( , )
0,   0
x y
x yf x y x y
x y

+ ≠
= +

+ =
  в точках  О(0,0)  и  М(1,2); 
б) 
2 2
4 4
4 4
4 4
,  0( , )
0,  0
x y
x yf x y x y
x y

+ ≠
= +

+ =
   в точках  О(0,0)  и  4 5(10 ,10 )M − − ; 
в) 
0,  0
( , ) cos cos
,  0
x y
f x y x y
x y
x y
− =

=
−
− ≠
−
 
в точках О(0,0), 1 2; ,  ( , )4 4M M
pi pi 
pi pi 
 
. 
Ответы: а) в точке  О(0,0)  ( , )f x y   непрерывная по  x, непрерывная 
по  y и разрывная по совокупности переменных  x  и  y;  б) в точках  О  и  М  
функция непрерывна по отдельным переменным и по совокупности пере-
менных;  в) в точках  О  и  2M   функция непрерывна по отдельным пере-
менным и по совокупности переменных, а в точке  1M  функция разрывная 
по отдельным переменным и по совокупности переменных. 
5. Доказать, что функция 
2 2 ,  при  0,  0( , )
0,   при  0,  0
xy
x yf x y x y
x y
 ≠ ≠
= +

= =
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имеет разрыв в точке  (0,0), хотя и непрерывна в ней по каждой из пере-
менных в отдельности. 
6. Доказать, что если ( , )z f x y=  – непрерывная функция, то множе-
ство точек М, где  ( , )f x y C≤ , где  C – заданное число, – замкнуто; если  
( , )f x y C< , то множество точек  М – открыто. 
7. Для функций ( , )u x y  найти частные производные в окрестности 
точки  О(0,0) и их непрерывность в точке  О(0,0), если: 
1) 2 2u x y= + ;  2) 4 4u x y= + ;  3) 3u xy= ; 
4) 2 23u x y= ;  5) 4 44u x y= + ;  6) 3 33u x y= + ; 
7) 4 43u x y= + . 
Ответы:  
1) частные производные  ( , )u x y   существуют в окрестности точки 
О(0,0), за исключением самой точки  О(0,0); 
2) частные производные функции  ( , )u x y   существуют в окрестности 
точки О(0,0) и непрерывны в этой точке; 
3) частная производная  u
x
∂
∂
  существует в окрестности  О(0,0), за ис-
ключением точек  (0, )   0y y ≠ ; частная производная u
y
∂
∂
  существует в ок-
рестности точки  О(0,0), за исключением точек  ( ,0)   0x x ≠ ; частные про-
изводные разрывны в точке  О(0,0); 
4)  u
x
∂
∂
  существует в окрестности точки  О(0,0), за исключением то-
чек  (0, )   0y y ≠ ; u
y
∂
∂
 существует в окрестности точки  О(0,0)О, за исклю-
чением точек  ( ,0)   0x x ≠ ; частные производные разрывны в точке О(0,0); 
5)  u
x
∂
∂
 и 
u
y
∂
∂
 существуют в окрестности точки О(0,0), кроме самой точки; 
6)  u
x
∂
∂
 и 
u
y
∂
∂
 существуют в окрестности точки  О(0,0), за исключени-
ем точек прямой    ( 0)y x x= − ≠ , они разрывны в точке  О(0,0); 
7)  u
x
∂
∂
 и 
u
y
∂
∂
 существуют в окрестности точки  О(0,0)  и непрерывны 
в этой точке. 
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18.5. Дифференцирование функций нескольких переменных 
 
1. Найти частные производные и полные дифференциалы первого 
порядка от функции  ( , ) xf x y arctg
y
=  в точке  0(1;2)M . 
Решение. Найдем частные производные и полный дифференциал 
функции в произвольной точке  ( , )M x y  
2 2 2
( , ) 1 1
1
f x y y
x y x yx
y
∂
= ⋅ =
∂ + 
+  
 
 
2 3 2 2
( , ) 1
1
f x y x x
y y x yx
y
 ∂ − −
= ⋅ = ∂ +   
+  
 
 
2 2 2 2
( , ) ( , )( , ) f x y f x y y xf x y dx dy dx dy
x y x y x y
∂ ∂∂ = ⋅ + = −
∂ ∂ + +
. 
Подставляя в полученные выражения   1x =   и  2y = ,  получим 
0( ) 2
5
f M
x
∂
=
∂
;   0
( ) 1
5
f M
y
∂
= −
∂
;   0
2 1( )
5 5
f M dx dy∂ = − . 
При решении данной задачи мы сначала находили частные произ-
водные функции, а потом ее полный дифференциал. 
Но данную задачу во многих случаях можно решать следующим об-
разом: сначала находят полный дифференциал, пользуясь правилами вы-
числения дифференциала суммы, произведения, частного и элементарных 
функций, а потом собирают коэффициенты при  dx   и  dy . Коэффициент 
при  dx  – это  f
x
∂
∂
, а коэффициент при dy  –  f
y
∂
∂
. 
2. Найти частные производные первого порядка функции   
2 2
3 3sin
x y
z
x y
+
=
+
. 
Решение. 1) По определению дифференциала имеем   
sin cosdz d u udu= = , 
где  
2 2
3 3
x y
u
x y
+
=
+
; 
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2)  
2 2 3 3 2 2 2 2 3 3
3 3 3 3 2
( ) ( ) ( ) ( )
( )
x y x y d x y x y d x ydu d
x y x y
 + + + − + +
= =  + + 
; 
3)  2 2( ) 2 2d x y xdx ydy+ = + ;  3 3 2 3( ) 3 3d x y x dx y dy+ = + ; 
4)  Собирая коэффициенты при  dx   и  dy   получим 
2 2 4 2 2 3 2 2 3 2 2 4
3 3 3 3 2 3 3 3 3 2
( 3 2 (2 3 )
cos cos
( ) ( )
x y x x y xy x y x y x y ydz dx dy
x y x y x y x y
+ − − + + − −
= ⋅ + ⋅
+ + + +
; 
5)  Коэффициенты при  dx  и  dy  – это  z
x
∂
∂
 и  
z
y
∂
∂
 соответственно; 
3. Найти точки, где не существуют частные производные функции  
2 2z x y= + . 
Решение. Имеем  
2 2
z x
x x y
∂
=
∂ +
;  
2 2
z y
y x y
∂
=
∂ +
.  Но при  0x =   и  
0y =   эти формулы теряют смысл. Найдем частные производные функции  
z  в точке  О(0,0).  Имеем 
2
0 0 0
( )(0,0) (0 ,0) (0,0)lim lim lim
x x x
xxz f x f
x x x x∆ → ∆ → ∆ →
∆∆∂ + ∆ −
= = =
∂ ∆ ∆ ∆
. 
Но этот предел не существует, а, следовательно, и  
(0,0)z
x
∂
∂
  не существует. 
Аналогичным образом доказываем, что  
(0,0)z
x
∂
∂
  не существует. 
4. Найти частные производные функции: 
а)   ( 0)yz x x= > ;    б)       0
z
u y
u
x x
   
= >   
   
; 
в) zyu x= ;     г) y z xu x y z= ⋅ ⋅ . 
Решение: 
а) при нахождении частной производной функции  yz x=  по переме-
ной  x, искомую функцию  z  рассматриваем как функцию одной переме-
ной  x, т.е. y  считаем фиксированной переменной (параметром) или, дру-
гими словами, y  считаем постоянным числом. 
Тогда, при фиксированном  y  функция  yz x=  является степенной 
функцией от  x. Тогда  1y
z y x
x
−
∂
= ⋅
∂
. 
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Аналогично, при вычислении 
z
y
∂
∂
  считаем  x – фиксированным зна-
чением (постоянным), поэтому функцию  yz x=  рассматриваем как пока-
зательную функцию аргумента  y. 
Тогда получим  lnyz x x
y
∂
=
∂
. 
б)  
1
2
z z
x
y y z y
u
x x xx
−
     
′ = − = −     
     
;  
z
y
z y
u
y x
 
′ = ⋅ 
 
;  ln
z
z
y y
u
x x
 
′ =  
 
; 
в)  1zz yxu y x −′ = ⋅ ;  1 ln
zy z
yu x z y x
−
′ = ⋅ ⋅ ⋅ ;  2ln ln
zy
zu x xy y′ = ⋅ ; 
г)  1 1 lny z x y z xxu x y z x y z z− +′ = ⋅ ⋅ + ;  1 1lny z x y z xyu x xy z x y z− +′ = + ⋅ ; 
1 1lny z x y z xzu x y y z x y z
+ −
′ = ⋅ ⋅ ⋅ + ⋅ ⋅ . 
5. Доказать, что функция  y xz x y= ⋅  удовлетворяет соотношению 
( ln )z zx y x y z z
x y
∂ ∂
+ = + + ⋅
∂ ∂
. 
6. Доказать, что функция  ln( )x y zu e e e= + +   удовлетворяет соотно-
шению  1u u u
x y z
∂ ∂ ∂
+ + =
∂ ∂ ∂
. 
7. Найти скорость изменения функции 3 2z x y= +   в точке  (1,1) в за-
висимости от изменения каждой из переменных  x и  y. 
Ответ:  скорость изменения по  x  равна 3, по  y  равна 2. 
8. Найти частные производные и полные дифференциалы первого и 
второго порядка функции:  ( , )z u= ϕ υ , где  2 2 ,   u x y x y= + υ = ⋅ . 
Решение. Данную задачу решим двумя способами. 
Первый способ: 
1) Найдем частные производные и полный дифференциал первого 
порядка. Имеем   
2z z u z z zx y
x u x x u
∂ ∂ ∂ ∂ ∂υ ∂ ∂
= ⋅ + ⋅ = ⋅ + ⋅
∂ ∂ ∂ ∂υ ∂ ∂ ∂υ
 
2z z u z z zy x
y u y y y
∂ ∂ ∂ ∂ ∂υ ∂ ∂
= ⋅ + ⋅ = ⋅ +
∂ ∂ ∂ ∂υ ∂ ∂ ∂υ
. 
Тогда  2 ( ) ( )z z z zdz dx dy xdx ydy ydx xdy
x y u
∂ ∂ ∂ ∂
= + = + + +
∂ ∂ ∂ ∂υ
. 
 101 
2) Найдем частные производные и полный дифференциал второго 
порядка 
2
2
2 2 2 2
2 2 2
2 2 2 0
2 2 2 2 .
z z z z z z z z
x y x y
x x x u x y u xx
z z z z z
x x y y x y
u uu u
 ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂     
= = + = + + ⋅ + ⋅ =      ∂ ∂ ∂ ∂ ∂υ ∂ ∂ ∂ ∂ ∂υ ∂υ∂       
   ∂ ∂ ∂ ∂ ∂
= + + + ⋅ +      ∂ ∂υ ∂∂ ∂ ∂υ ∂υ   
 
Так как смешанные производные равны между собой, то 
2 2 2 2
2 2
2 2 24 4 2
z z z z z
x xy y
u ux u
∂ ∂ ∂ ∂ ∂
= + + +
∂ ∂υ ∂∂ ∂ ∂υ
. 
Таким же образом находим 
2
2
2 2 2 2
2 2
2 2 2
2 2
2
2 2 (2 )
( ) 2 2 2 2 0
4 4
z z z z z z zy x y y x
y y y u y u u y yy
z z z z z z z
x y y x x y x
y u u uu
z z zy xy x
uu
 ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂     
= = ⋅ + ⋅ = + ⋅ + +      ∂ ∂ ∂ ∂ ∂υ ∂ ∂ ∂ ∂ ∂ ∂υ∂       
   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ ⋅ = + + + ⋅ + + ⋅ =      ∂υ ∂ ∂ ∂υ ∂ ∂υ∂ ∂υ∂ ∂υ   
∂ ∂ ∂
= + +
∂ ∂υ∂ ∂υ2
2 .z
u
∂
+
∂
 
Смешанная производная имеет вид 
2
2 2 2 2
2 2
2 2 (2 )
( ) 2 2 0 2 1,
z z z z z z z
x y x x y
x y y x y u y u u y y
z z z z z z zy x y x y y x
y u u uu
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂       
= = ⋅ + = + ⋅ + +       ∂ ∂ ∂ ∂ ∂ ∂ ∂υ ∂ ∂ ∂ ∂ ∂ ∂υ       
   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ ⋅ = ⋅ + + ⋅ + ⋅ + + ⋅      ∂υ ∂ ∂ ∂υ ∂ ∂υ∂ ∂υ∂ ∂υ   
 
т.е. 
2 2 2 2
2 2
2 24 (2 2 )
z z z z z
xy x y xy
x y uu
∂ ∂ ∂ ∂ ∂
= + + + +
∂ ∂ ∂ ∂υ ∂υ∂ ∂υ
. 
Тогда полный дифференциал имеет вид  
2 2 2
2 2 2
2 22
z z z
z dx dxdy dy
x yx y
∂ ∂ ∂∂ = ⋅ + ⋅ +
∂ ∂∂ ∂
, 
где  
2 2
2 ,   
z z
x yx
∂ ∂
∂ ∂∂
  и  
2
2
z
y
∂
∂
  определены выше. 
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Второй способ. 
Находим непосредственно полные дифференциалы первого и второ-
го порядков. Используя свойство инвариантности формы первого диффе-
ренциала, получим 
2( ) ( )z z z zdz du d xdx ydy ydx xdy
u u
∂ ∂ ∂ ∂
= + υ = ⋅ + + +
∂ ∂υ ∂ ∂υ
 
2
2 2
2 2
2
2
( ) 2( ) ( ) 2( )
2 ( ) ( ) ( )
2( ) 2( ) ( ) 2 ( )
( ) 2(
z z z
z d dz d xdx ydy ydx xdy xdx ydy d
u u
z z zd xdx ydy ydx xdy d d ydx xdy
u
z z z
xdx ydy xdx ydy ydx xdy dx dy
u uu
zydx xdy xdx
u
∂ ∂ ∂ ∂ = = + + + = + + ∂ ∂υ ∂ 
∂ ∂ ∂
+ + + + + + =
∂ ∂υ ∂υ
 ∂ ∂ ∂
= + ⋅ + + + + + + ∂ ∂υ ∂∂ 
∂
+ + ⋅ ⋅
∂υ∂
2
2) ( ) 2 .
z zydy ydx xdy dxdy
 ∂ ∂
+ + + +  ∂υ∂υ 
 
Группируя  выражения, стоящие при  2 ,  dx dxdy  и  2dy , получим 2z∂ . 
 
18.6. Дифференцируемость функции нескольких переменных 
 
1. Установить, дифференцируема ли функция  2 2 2u x y z= + +   в 
точке  О(0,0,0). 
Решение. Находим частные производные данной функции 
2 2 2 2 2 2 2 2 2
;   ;    
u x u y u z
x y zx y z x y z x y z
∂ ∂ ∂
= = =
∂ ∂ ∂+ + + + + +
. 
Полученные формулы в точке  О(0,0,0) не имеют смысла. Более того, 
частные производные функции  ( , , )u x y z  в этой точке не существуют. Дей-
ствительно,  2( , , )u x y z x x= = , а  
0 0 0
1,  0(0, ,0,0) (0,0,0)lim lim lim
1,   0.x x x
xxu u u x u
xx x x x∆ → ∆ → ∆ →
∆ >∆ ∂ ∆ ∆ −
= = = = 
− ∆ <∂ ∆ ∆ ∆ 
 
Значит, частная производная  
u
x
∂
∂
 в точке  О(0,0,0)  не существует. 
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Таким же образом показываем, что частные производные  
u
y
∂
∂
  и  
u
z
∂
∂
  
в точке  О(0,0,0)  также не существуют. Это означает, что функция  
( , , )u x y z   не дифференцируема в точке  О(0,0,0) (не существуют частные 
производные   ,   ,   
u u u
x y z
∂ ∂ ∂
∂ ∂ ∂
  в  О(0,0,0). 
Отметим, что функция  2 2 2u x y z= + +  непрерывна в точке  
О(0,0,0) 
0
0
0
( lim 0)
x
y
z
u
∆ →
∆ →
∆ →
∆ = , но не дифференцируема в этой точке. Это показыва-
ет, что непрерывность является только необходимым условием дифферен-
цируемости, а не достаточным. 
2. Показать, что функция   
3 3
2 2
2 2
2 2
,  x 0
0,   0
x y y
u x y
x y
 +
+ ≠
= +

+ =
  не дифференци-
руема в точке  О(0,0), хотя имеет в этой точке частные производные. 
Решение. При  0y =   имеем  
,  0( ,0)
0,   0,
x x
u x
x
≠
= 
=
  т.е. ( ,0)u x x=  и, 
следовательно, 
( ,0)(0,0) 1u du x
x dx
∂
= =
∂
. Таким же образом  
(0,0) 1u
y
∂
=
∂
. Зна-
чит в точке  О(0,0)  ( , )u x y   имеет частные производные. 
Покажем, что функция  ( , )u x y   не дифференцируема в точке  О(0,0). 
Если функция  ( , )u x y   в точке  О(0,0)  дифференцируема, то полное 
приращение  ( , )u x y  в этой точке имеет вид 
3 3
2 2(0.0) (0 ,  0 ) (0,0)
x y
u u u x y u
x y
∆ + ∆∆ = ∆ = + ∆ + ∆ − =
∆ + ∆
. 
Но с другой стороны 
2 2(0,0) (0,0)(0,0) ( )u uu x y x y
x y
∂ ∂∆ = ⋅ ∆ + ⋅ ∆ + α ∆ + ∆
∂ ∂
,  
где  2 2
0
0
lim ( ) 0
x
y
x y
∆ →
∆ →
α ∆ + ∆ = . 
Тогда имеем (т.к. 1=
∂
∂
x
u
 и 1=
∂
∂
y
u )  
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3 3 2 2
2 2 2 21 1
x y x y y x
x y
x y x y
∆ + ∆ ∆ ⋅ ∆ + ∆ ⋅ ∆
= ∆ ⋅ + ∆ ⋅ −
∆ + ∆ ∆ + ∆
. 
Проверим, что справедливо равенство 
2 2
2 2 2 20
0
lim 0
( )xy
x y y x
x y x y∆ →∆ →
∆ ⋅ ∆ + ∆ ⋅ ∆
=
∆ + ∆ ∆ + ∆
. 
Полагая    0)  0   0y k x (k x y∆ = ⋅ ∆ ≠ ∆ → ∆ → ,  получим 
2 2 3 2 3
3 3 30 0
2 2 3 2 22 2 20
( )lim lim
( ) (1 ) (1 )
x x
y
x y y x x k k k k
x y x k k
∆ → ∆ →
∆ →
∆ ∆ + ∆ ⋅ ∆ ∆ + +
= =
∆ + ∆ ∆ + +
. 
В силу того, что при различных  k  величина  
2
3
2 2(1 )
k k
k
+
+
  принимает 
различные значения, получим, что искомый предел не существует, а, сле-
довательно, искомая функция в точке  О(0,0)  не дифференцируема, хотя 
частные производные в данной точке существуют. 
3. Доказать, что функция  
2 2 2 2
2 2
2 2
1( )sin ,    0
0,   0
x y x y
x yu
x y

+ + ≠
+= 

+ =
 
дифференцируема в точке  О(0,0). 
Решение. Для доказательства дифференцируемости функции  ( , )u x y   
покажем, что  2 2
2 2
1( , ) (0,0) ( ) sinu u x y u x y
x y
∆ = ∆ ∆ − = ∆ + ∆ ⋅
+ ∆
 и его 
можно представить в виде 2 2
(0,0) (0,0) ( )u uu x y x y
x y
∂ ∂∆ = ⋅ ∆ + ∆ + α ∆ + ∆
∂ ∂
, 
где  2 2
0
0
lim ( ) 0
x
y
x y
∆ →
∆ →
α ∆ + ∆ = . 
Это равенство действительно имеет место, т.к.  
(0,0) (0,0)0;    0u u
x y
∂ ∂
= =
∂ ∂
  и   
2 2
2 2
2 2
2 2 2 20 0
0 0
1( ) sin
1lim lim ( ) sin 0
x x
y y
x y
x y
x y
x y x y∆ → ∆ →∆ → ∆ →
∆ + ∆ ⋅
∆ + ∆
= ∆ + ∆ ⋅ =
∆ + ∆ ∆ +
,  
т.е.  функция дифференцируема в точке О(0,0). 
 105 
4. Для функции  ( , )u x y   найти частные производные в точке  О(0,0)  
и установить дифференцируема ли  ( , )u x y   в точке  О(0,0), если: 
а)  2 2u x y= + ;  б)  4 4u x y= + ;  в)  3 33u x y= + ; 
г)  4 44u x y= + ;  д)  4 43u x y= + ;  е)  3u xy= ; 
ж)  3 sinu x y= ;  з)  3u y tgx= ⋅ . 
Ответы:  
а) частные производные  (0)u
x
∂
∂
  и  
(0)u
y
∂
∂
  не существуют, функция  
( , )u x y   не дифференцируема; 
б) (0) (0) 0u u
x y
∂ ∂
= =
∂ ∂
  и  ( , )u x y   дифференцируема в точке О(0,0); 
в) (0) (0) 1u u
x y
∂ ∂
= =
∂ ∂
, но ( , )u x y   не дифференцируема в точке О(0,0); 
г) (0)u
x
∂
∂
  и  
(0)u
y
∂
∂
  не существуют, функция  ( , )u x y   не дифферен-
цируема в точке  О(0,0); 
д)  (0) (0) 0u u
x y
∂ ∂
= =
∂ ∂
; ( , )u x y   дифференцируема в точке  О(0,0); 
е)  (0) (0) 0u u
x y
∂ ∂
= =
∂ ∂
, но ( , )u x y  не дифференцируема в точке О(0,0); 
ж) (0) (0) 0u u
x y
∂ ∂
= =
∂ ∂
, ( , )u x y   дифференцируема в точке  О(0,0); 
з)  (0) (0) 0u u
x y
∂ ∂
= =
∂ ∂
, ( , )u x y  дифференцируема в точке  О(0,0). 
 
18.7. Дифференциал функции нескольких переменных.  
Дифференцирование сложных и неявных функций 
 
1. Найти полный дифференциал функции  2 2 2 2u x y z= + + +   по оп-
ределению. 
Решение. Для решения данной задачи находим полное приращение 
функции в произвольной точке  ( , , )M x y z . 
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2 2 2 2 2 2
2 2 2 2 2 2
2 2 2
( , , ) ( , , )
( ) ( ) ( ) 2 ( 2)
( ) ( ) ( )
(2 ) (2 ) (2 )
2 2 2 ( ).
u u x x y y z z u x y z
x x y y z z x y z
x x x y y y z z z
x x x y y y z z z
x x y y z z x y z
∆ = + ∆ + ∆ + ∆ − =
= + ∆ + + ∆ + + ∆ + − + + + =
= + ∆ − + + ∆ − + + ∆ − =
= + ∆ ⋅ ∆ + + ∆ ⋅ ∆ + + ∆ ⋅ ∆ =
= ⋅ ∆ + ⋅ ∆ + ⋅ ∆ + ∆ + ∆ + ∆
 
Тогда главная линейная часть полного приращения 
2 2 2x x y y z z⋅ ∆ + ⋅ ∆ + ⋅ ∆   будет определять полный дифференциал, т.е.  
2 2 2du xdx ydy zdz= + + . 
2. Найти полный дифференциал функции  
2y zu x= . 
Решение. Полный дифференциал функции трех переменных опреде-
ляем по формуле 
u u udu dx dy dz
x y z
∂ ∂ ∂
= + +
∂ ∂ ∂
. 
Так как  
2 22 1;   ln 2y z y zu uy z x x x yz
x y
−
∂ ∂
= ⋅ = ⋅ ⋅
∂ ∂
;  
2 2lny zxu x x y
z
∂
= ⋅ ⋅
∂
,  
тогда искомый дифференциал равен 
2 2 22 1 22 ln lny z y z y zdu y z z dx yzx xdy y x xdz−= ⋅ ⋅ + + . 
3. Найти дифференциал второго порядка функции  
2
x yz e −= . 
Решение. Находим частные производные первого порядка 
2x yz e
x
−
∂
=
∂
;             
2
2 .x yz ye
y
−
∂
= −
∂
 
Находим частные производные второго порядка 
22
2
x yz e
x
−
∂
=
∂
, 
22 2
2 x yz z ye
y x x y
−
∂ ∂
= = −
∂ ∂ ∂ ∂
, 
22 2
2 2 (1 2 )x y
z
e y
y
−
∂
= − −
∂
, 
тогда 
2 2 22 2 2 24 2 (2 1)x y x y x yd z e dx ye dxdy e y dy− − −= − + − . 
4. Доказать, что  
2 2
u u
x y y x
∂ ∂
=
∂ ∂ ∂ ∂
, если  2 2 2( )u x y= + . 
Решение. Находим частные первого порядка   
3 24 4u x xy
x
∂
= +
∂
;          2 34 4u x y y
y
∂
= +
∂
. 
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Находим частные производные второго порядка (смешанные): 
2
3 2(4 4 ) 8z x xy xy
x y y
∂ ∂
= + =
∂ ∂ ∂
  
2
2 3(4 4 ) 8z x y y xy
y x x
∂ ∂
= + =
∂ ∂ ∂
. 
Что и требовалось доказать. 
5. Найти частные производные и полный дифференциал функции  
2 2z x y= − , где  cos ,   sinx u v y u v= = . 
Решение. Имеем 
2 22 cos 2 sin 2 cos 2 sin 2 cos2z z x z y x v y v u v u v u v
y x u y u
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = − = − =
∂ ∂ ∂ ∂ ∂
 
22 sin 2 cos 2 sin 2z z x z y xu v yu v u v
v x v y v
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = − − = −
∂ ∂ ∂ ∂ ∂
, 
тогда полный дифференциал имеет вид 
22 cos2 2 sin 2z zdz du dv u vdu u vdv
u v
∂ ∂
= + = −
∂ ∂
. 
6. Найти частные производные и полный дифференциал функции  
2( ,   )yz f x y x= . 
Решение. Данную функцию представим в виде ( , )z f u v= , где  
2u x y= , yv x= . Тогда функция  ( , )z f u v=   двух переменных  u  и  v,  а  u  и  
v – функции  x  и  y.  Тогда 
12 yz z u z v z zxy y x
x u x v x u v
−
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = ⋅ + ⋅
∂ ∂ ∂ ∂ ∂ ∂ ∂
 
2 lnyz z u z v z zx x x
y u y v y u v
∂ ∂ ∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ = +
∂ ∂ ∂ ∂ ∂ ∂ ∂
. 
Полный дифференциал функции имеет вид 
2 1(2 ) ( ln )y yz z z zdz dx dy xydx x dy yx dx x xdy
x y u v
−
∂ ∂ ∂ ∂
= + = + + +
∂ ∂ ∂ ∂
. 
7. Найти (0)y′   и  (0)y′′ , если  2y xx e y e⋅ + ⋅ = . 
Решение. Дифференцируем данное равенство два раза по  x,  рас-
сматривая его как тождество относительно  x (y – функция от  x) получим: 
0y y x xe xe y y e y e′ ′+ ⋅ + + ⋅ = ,                                   (1) 
0y y y y x x x xe y e y xe y y xe y y e y e y e y e′ ′ ′ ′ ′′ ′′ ′ ′⋅ + ⋅ + ⋅ ⋅ + ⋅ + + + + ⋅ = .     (2) 
Из  (1)  и  (2)  получим 
y x
y x
e yey
xe e
+
′ = −
+
;     
22 2 ( )y x y x
y x
e y e y xe y yey
xe e
′ ′⋅ + + ⋅ +
′′ =
+
. 
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Подставляя  y′   в  y′′ ,  получим  y′′   через  x  и  y. 
Для нахождения  (0)y′   и  (0)y′′   поступим следующим образом: 
Подставим в данное уравнение  0x =   и найдем  (0)y : 
00 (0) 2ye y e⋅ + ⋅ = ,  (0) 2y = . 
Подставляя  0x =   и  (0)y   в  ( )y x′ ,  находим  (0)y′  
2 0
2
2 0
2(0) 2
0
e ey e
e e
+
′ = − = − −
⋅ +
. 
Подставляя  0x = , (0) 2y =   и  2(0) 2y e′ = − −    в  ( )y x′′ ,  находим  (0)y′′  
2 2 2
4 2
2 0
2 ( 2) 2( 2) 2
(0) 2 6 4
0
e e e
y e e
e e
 
− − − + − − + 
′′ = = + +
⋅ +
. 
8. Найти частные производные и полные дифференциалы первого и 
второго порядка неявных функций  ( , )z x y , определяемых  уравнениями: 
1) 2 2 2 2 ;x y z x+ + =   2) 3 33z xyz a− = ; 
3) lnx x
z y
= ;    4) 2 2 25( ) 2( ) 72x y z xy yz xz+ + − + + = . 
Ответ: 
1)  
1 1
x ydz dx dy
z z
= +
− −
;  
2 2
2 2 2
2 2 2
(1 ) 2 1
(1 ) (1 ) (1 )
z x xy z yd z dx dxdy dy
z z z
− + − +
= + +
− − −
; 
2)  2 2 ;
yz xzdz dx dy
z xy z xy
= +
− −
 
            
3 4 2 2 2 3
2 2 2
2 3 2 3 2 3
2 2 ( 2 ) 2
  
( ) ( ) ( )
xy z z xyz x y x yzd z dx dxdy dy
z xy z xy z xy
− − −
= + −
− − −
; 
3)  
2 2
2
2 3
( )
;   ( ) ( )
yzdx z dy z ydx xdydz d z
y x z y x z
+ −
= = −
+ +
; 
4)  (5 ) (5 )
5
x y z dx y x z dydz
z x y
− − + − −
= −
− −
. 
9. Найти полные дифференциалы первого и второго порядка неявной 
функции  ),( yxz , заданной уравнением 
2 2 2
1
2 6 8
x y z
+ + = . 
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Решение. Находим полный дифференциал первого порядка 
0
3 4
y z
xdx dy dz+ + = ,  откуда 
4 4
3
x ydz dx dy
z z
= − − . 
Находим снова полный дифференциал от левой и правой частей по-
следнего равенства, учитывая, что  dx  и  dy  – постоянные, а  dz – полный 
дифференциал функции  z 
2 2 2
2 2 2 2
4 4 4 1( 4)
3 3 3
zdx xdz xdy ydz x yd z dx dy dx dxdz dy dydz
z zz z z z
− − −
= − − = + + − . 
Чтобы получить выражение  2d z   через  , , ,x y z dx   и  dy  достаточно в 
последнее равенство подставить  dz , полученное выше. 
10. Найти полный дифференциал неявной функции  ( , )z x y , заданной 
уравнением  3 2 2 23 2 0z x y xz y z y x+ + + + − = . 
Решение. Рассматривая это уравнение как тождество, берем полный 
дифференциал от левой и правой частей. Получим   
2 2 2 23 6 3 2 2 2 0z dz xydx x dy zdx yz dy y zdx dx dy+ + + + + − + =  
или 
2 2 2 2(6 2) (3 2 1) (3 2 ) 0xy z dx x yz dy z x y z dz+ − + + + + + + = . 
Решая полученное уравнение относительно  dz, получим 
2 2
2 2 2 2
2 6 3 2 1
2 2 3 2
xy z x yzdz dx dy
z x y z x x y z
− − + +
= −
+ + + +
 
Отметим, что выражения при dx и dy – это частные производные z
x
∂
∂
 и 
z
y
∂
∂
. 
 
18.8. Приложения дифференциального исчисления  
функций нескольких переменных 
 
Касательная плоскость и нормаль к поверхности 
 
Пример 1. Написать уравнение касательной плоскости и нормали к 
поверхности  2 2z x y= −   в точке  0(2,1,3)M . Найти направляющие косину-
сы нормали. 
Решение. Методом сечения устанавливаем, что данная поверхность – 
гиперболический параболоид. Так как   
2 ;   (2;1) 4;   2 ;   (2;1) 2x yz x z z y z′ ′ ′= = = − = −  
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Тогда уравнение касательной плоскости и нормали (прямая) соответ-
ственно имеют вид: 
4( 2) 2( 1) ( 3) 0x y z− − − − − = – уравнение касательной плоскости; 
2 1 3
4 2 1
x y z− − −
= =
− −
 – уравнение нормали. 
Направляющие косинусы нормали равны 
2 2 2
4 4 2 1
cos ;    cos ;    cos
21 21 211 4 2
− −
α = = β = γ =
+ +
 
Пример 2. К поверхности  2 2 2 24x y z+ + =   провести касательную 
плоскость, параллельную заданной 4 0x y z− + = . 
Решение. Пусть точка касания  0 0 0 0( , , )M x y z . По условию задачи 
данная точка не задана, поэтому ее нужно найти. Так как  
2 2 2( , , ) 2 24F x y z x y z= + + − , тогда  2 ;   4 ;   2x y zF x F y F z′ ′ ′= = = , а искомая 
касательная плоскость (в точке  0M ) – определяется уравнением   
0 0 0 0 0 02 ( ) 4 ( ) 2 ( ) 0x x x y y y z z z− + − + − =  
или  
0 0 0 0 0 0( ) 2 ( ) ( ) 0x x x y y y z z z− + − + − = . 
Из условия параллельности плоскостей получим 
0 0 0
1 4 1
x y z k= = =
−
    или      0 0 0;   2 ;    x k y k z k= = − = . 
Подставляя значения  0 0,  x y   и  0z   в уравнение поверхности (точка  
0 0 0 0( , , )M x y z  лежит на данной поверхности) находим значение  k: 
2 2 24 24k k k+ + =   или  2 4k = , т.е.  2k = ± . 
Так как  2k = ±  (два значения), то имеем две касательные плоскости. 
Если  2k = , тогда  2( 2) 4( 4) 2( 2) 0x y z− + + + − =    или  2 4 0x y z+ + + =  – 
уравнение касательной плоскости.  
Если  2k = −   имеем вторую касательную плоскость: 
2( 2) 4( 4) 2( 2) 0x y z− + − − − + =     или  2 4 0x y z+ + − = . 
Пример 3. На поверхности  2 2( ) ( ) 18x z y z+ + − =  найти геометриче-
ское место точек, в которых нормаль параллельна плоскости xOy. 
Решение. Так как 2 2( , , ) ( ) ( ) 18F x y z x z y z= + + − − , то 2( );xm F x z′= = +  
2( );   2( ( ))y zn F y z p F x z y z′ ′= = − = = + − −  будут угловыми коэффициента-
ми нормали к данной  поверхности в точке  ( , , )M x y z . Уравнение плоско-
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сти ( 0)Ax By Cz D+ + + =  xOy  – это уравнение вида 0z = , то есть 
0A B D= = =   и  1C = . Из условия параллельности прямой  l  
0 0 0x x y y z z
m n p
− − −
= =      (l) 
и плоскости  0Ax By Cz D+ + + = . 
Имеем 0Am Bn Cp+ + = , откуда  0p = , т.е.  ( ) ( ) 0x z y z+ − − =   или  
x z y z+ = − . 
По уравнению поверхности (а это цилиндр) заключаем, что искомое 
геометрическое место точек определяется уравнениями: 
3x z y z+ = − =             или            3x z y z+ = − =  
Пример 4. Написать уравнения касательной прямой и нормальной 
плоскости к линии, заданной в параметрической форме: 
2 cos
2 sin
4
x t
y t
z t
 =

=

=

     в точке  0M , если  0 4
t
pi
= . 
Решение. Определим координаты точки  0 0 0 0( , , )M x y z :  
0 0 01;   1;   x y z= = = pi . 
Находим производные функций  ( ),   ( ),   ( )x t y t z t   и их значения в точ-
ке  0(1,1, )4M
pi
, получим   
2 sin ;
2 cos ;
4
t
t
t
x t
y t
z
′ = −
′ =
′ =
                         
0
0
0
( ) 1;
( ) 1;
( ) 4
t
t
t
x t
y t
z t
′ = −
′ =
′ =
 
Тогда уравнения касательной прямой и уравнение нормальной плос-
кости соответственно имеют вид: 
1 1
1 1 1
x y z− − − pi
= =
−
 
1( 1) ( 1) 1 1 ( ) 0x y z− − + − ⋅ + ⋅ − pi =   или   4 4 0x y z− − + pi = . 
Пример 5. Написать уравнения касательных плоскостей и нормалей 
к заданным поверхностям в указанных точках: 
1) z x y= ⋅       в точке  (1,1, 1)M − ; 
2) 
2 2 2
1
25 16 9
x y z
+ − =      в точке  (5, 4,3)M − ; 
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3) 
2 2 2
2 2 2 1
x y z
a b c
− − =     в точке  0 0 0( , , )M x y z ; 
4)  3 3 3 6x y z xyz+ + + =    в точке  (1,2, 1)M − ; 
5)  2 3 12xy z+ =   в точке  (1,2,2)M . 
Ответы: 1) 1 1 11 0;  
1 1 1
x y z
x y z − − −+ − − = = =
−
; 
2) 5 4 312 15 20 60 0;  
12 15 20
x y z
x y z − + −− − − = = =
− −
; 
3) 
2 2 2
0 0 0
0 0 0 2 2 2
0 0 0
( ) ( ) ( ) 0;    1xx yy zza b cx x y y z z
x y z a b c
− − − − − = − − = ; 
4) 1 2 111 5 18 0;   
1 11 5
x y z
x y z − − ++ + − = = = ; 
5) 1 2 23 9;   
1 1 3
x y z
x y z − − −+ + = = = . 
Пример 6. Написать уравнения касательной прямой и нормальной 
плоскости к линии в точке: 
1) 2 2;  ;  ;  1x t y t z t t= = = = − ; 
2) 2;  x z y x z= = =  в точке  ( 1,1, 1)M − − . 
Ответы:  
1) 1 1 1;    2 3 6 0
1 2 3
x y x
x y z+ − += = − + + =
−
; 
2) 1 1 1;    2 4 0
1 2 1
x y z
x y z+ − += = − + + =
−
. 
Пример 7. На линии  3 2 2,   2 ;   2x t y t t z t t= = − = +  найдите точки, в 
которых касательная прямая параллельна плоскости  2 3 3 5 0x y z− − + = . 
Ответ:  (0,0,0),  (8,0,8)O M . 
 
Экстремумы. Наибольшее и наименьшее значения функции 
 
Пример 8. Исследовать на экстремумы функцию 
2 3( ) ( 2)z y x y= − + + . 
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Решение. Определим критические точки данной функции 
2
2( ) 0
2( ) 3( 2)
z y x
x
z y x y
y
∂
= − − =∂
∂ = − + +
∂
 
Решая полученную систему, находим 2;   2x y= − = − , т.е. точку 
0( 2, 2)M − − . Проверим достаточные условия экстремума в этой точке 
2 2 2
2
2 22;   2;   2;   2;   2 6( 2);   2;   0
z z zA B y C AC B
x yx y
∂ ∂ ∂
= = = − = − = + + = − =
∂ ∂∂ ∂
 
Так как  2 0AC B− = , то в этом случае для решения вопроса об экс-
тремуме функции  z нужны дополнительные исследования. Учитывая, что 
( 2, 2) 0z − − = , то достаточно исследовать знак функции  z в окрестности 
точки  0( 2, 2)M − − . 
Исследуем знак функции z вдоль прямой  y x=  (первое слагаемое в 
функции  z  в этом случае равно 0).  Знак функции  z определяется знаком 
слагаемого  3( 2)y + . Так, если  2y < − , то 3( 2) 0y + < ; если 2y > − , то  
3( 2) 0y + > . Таким образом, в любой окрестности точки  0( 2, 2)M − −  есть 
как положительные, так и отрицательные значения функции, т.е. функция 
сохраняет определенный знак. В точке  0( 2, 2)M − −  функция экстремума не 
имеет. 
Пример 9. Исследовать на экстремум 
1) 3 2 (6 )z x y x y= ⋅ − − ; 
2) 3 3 3z x y axy= + − ; 
3) siny x yz x e += ⋅ ; 
4) 2 4 52z x xy y y= − + − ; 
5) 2 42 ( ) ( 1)z x y y= + − + − . 
 
Ответы:  
1) максимум  (3; 2);   
2) минимум (а, а) при  0a > , максимум  (а, а)  при  0a < ; 
3) экстремума нет; 
4) в точке (0,0) нужны дополнительные исследования. Экстремума нет; 
5) в точке  (1, 1) нужны дополнительные исследования. Минимум. 
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Пример 10. Найти наибольшее и 
наименьшее значения функции  
2 2( , )f x y x y x= + +  в области D: 
1,  0, 0x y x y+ ≤ ≥ ≥ . 
Решение.  
1. На плоскости  xOy  построим об-
ласть  D 
2. Найдем критические точки 
функции ),( yxf  в области  D. 






==
∂
∂
=+=
∂
∂
02
012
y
y
f
x
x
f
     




=
−=
0
2
1
y
x
     





− 0,
2
1
0M . 
Точка  





− 0;
2
1
0M   не принадлежит области  D. 
3. Исследуем на наибольшее и наименьшее значение функцию  
),( yxf  на границе области  D. 
3.1. [ ]
2
1012  ;12  ;)0,(  1;0  ;0 : 2 −=⇒=++=+=∈= xxx
dx
df
xxxfxyOB .  
Следовательно, )0,(xf  не имеет критических точек на ОВ, т.к.  
[ ]1 0,1
2
 
− ∉ 
 
. Найдем значение )0,(xf  на концах отрезка [ ]0,1 , получим  
2)0,1(  ,0)0,0( == ff . 
3.2. [ ] 2 2:  1;   0,1 ;  ( ,  1 ) (1 ) ;AB y x x f x x x x x+ = ∈ − = + − +   
12 2(1 ) 1 4 1;  4 1 0;   .
4
df
x x x x x
dx
= − − + = − − = =  
Единственная критическая точка  
8
7
4
3
 ,
4
1
 ;
4
3
 ,
4
1
=










 f . Найдем значение  
)1 ,( −xxf  на концах отрезка [ ]1,0 , получим 1)1 ,0(  ;0)0 ,0( == ff . 
3.3. [ ] 02  ;),0(  ;1,0  ;0 : 2 ===∈= y
dy
dfyyfyxAO . 
Критическая точка  (0,0): 0)0,0( =f , а  1)1,0( =f . 
4. Сравнивая значения функции в полученных точках, имеем 
max ( , ) (1,0) 2;   min  ( , ) (0,0) 0
DD
 f x y f   f x y f= = = = . 
y 
 
          A 
 
 
x = 0                1x y+ =  
 
                 D 
 
 
     0                      y = 0     B           x 
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Пример 11. Найти наибольшее и 
наименьшее значения координат точек 
цилиндра высотой  1 с образующей ок-
ружностью радиуса  2  с центром в на-
чале координат. 
Решение. 1) Данную задачу 
можно записать следующим образом: 
найти наибольшее и наименьшее зна-
чения функции zyxzyxf ⋅⋅=),,(  в об-
ласти 10  ;4 ; 222 ≤≤≤+∈ zyxRD . 
2) Найдем  критические точки 
функции  ),,( zyxf  в области  0D . Об-
ласть  D  в  3R   имеет вид 
А область  0D : 2 2 4;   0 1x y z+ < < <  
( ,0,0)
                        (0, ,0)
                          (0,0, )
f yz                      M x
x
f
xz N y
y
z yx P z
z
 ∂
= ∂
∂
= ∂
∂
=∂
 
Точки  M, N, P  – являются решением полученной системы. Но из то-
чек  M, N и P области  0D  принадлежат только точки P(0,0,z) при  0 < z < 1. 
Таким образом, имеем линию критических точек и  ( ) 0f P = . 
3) Рассмотрим функцию ( , , )f x y z  на поверхности 
{ }3 2 21 ( , , ) 4;  0S x y z R x y z= ∈ + < = . На поверхности  1 ( , , )S f x y z   принима-
ет постоянное значение: 1( ) 0f S =   (т.е.  все точки поверхности  1S  – кри-
тические точки  ( , , )f x y z ). 
4) Рассмотрим функцию ( , , )f x y z  на поверхности  
{ }3 2 22 ( , , ) 4;  0 1S x y z R x y z= ∈ + = < < . Критические точки  ( , , )f x y z   на 
поверхности  2S  – это критические точки  функции  ( , , )f x y z   при условии  
2 2 4   (0 1)x y z+ = < < . Для этого находим функцию Лагранжа, которую 
запишем в виде 
2 2 2 2( , , , ) ( , , ) ( 4) ( 4)a y z f x y z x y xyz x yΦ λ = − λ + − = − λ + − . 
z 
 
                              3S    
 
 
                                 2S  
 
                   1S  
0                               y 
 
 
x 
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Критические точки  ( , , , )x y zΦ λ   найдем, решая систему уравнений 
2 2
2 0
2 0
0
4 0
yz x
x
xz y
y
xy
z
x y
∂Φ
= − λ = ∂
∂Φ
= − λ =
 ∂
∂Φ
= =
 ∂
∂Φ = + − =
∂λ
 
Из третьего уравнения системы имеем либо  0x = , либо  0y = ; если  
0x = , то из первого уравнения либо  0y = , либо  0z = ; но это невозможно 
из-за уравнения четвертого, т.к.  при  0x =   и  0y =    2 2 4 0x y+ − ≠ ; если 
же  0x =   и  0z = , то тоже невозможно, т.к. 0 1z< < . 
Если  0y = , то из второго уравнения  имеем либо  0x = , либо 0z = ; 
если  0y =   и  0x = , то это невозможно из-за четвертого уравнения; если  
0y =  и  0z = , то это невозможно из-за условия  0 1z< < . 
Следовательно, функция  ( , , , )x y zΦ λ  критических точек не имеет, а 
значит нет критических точек функции  ( , , )f x y z   на  2S . 
5) Рассмотрим функцию ( , , )f x y z  на поверхности 
{ }3 2 23 ( , , ) 1,  4S x y z R z x y= ∈ = + < . Уравнение поверхности  3S    1z = , то-
гда  ( , , )f x y z xy= . Находим критические точки функции  ( , ,1)f x y xy=   в 
области  2 2 4x y+ < : 
0
0.
f y
x
f
x
y
∂
= = ∂
∂ = =
∂
 
Единственная критическая точка ( , , )f x y z  на 3S  – это точка  (0, 0, 1)  
и  (0,  0,  1) 0f = . 
6) Рассмотрим функцию  ( , , )f x y z   на линии  12 1 2l S S= ∩ . В этом 
случае  12( , , ) ( ) 0f x y z f L= = , т.е. все точки этой линии критические. 
7) Для линии 23 2 3L S S= ∩   задача состоит в исследовании функции Ла-
гранжа, которая имеет вид 
2 2( , , ) ( , ,1) ( 4)x y f x y x yΦ λ = − λ + − . 
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Критические точки данной функции найдем из системы уравнений 
2 2
2 0
2 0
4 0
y x
x y
x y

− λ =

− λ =

+ − =
 
Если вычесть из первого уравнений второе уравнение, то получим 
( ) 2 ( ) 0y x y x− + λ − =     или   (1 2 )( ) 0y x+ λ − =  
Откуда, используя третье уравнение системы, получим  2,3 2,3 2x y= = ±   
( 1)z = , или  1
2
λ = − , тогда x y= −   и из третьего уравнения получим  
4,5 4,52;    2;   1x y z= ± = ± = . 
Для полученных точек имеем 
2 2 3 3( , ,1) ( , ,1) 2 maxf x y f x y= = −  
4 4 5 5( , ,1) ( , ,1) 2 minf x y f x y= = − − . 
8) Сравнивая значения функции  ( , , )f x y z   в полученных точках, по-
лучим, что max  ( , , ) 2f x y z = , а min  ( , , ) 2f x y z = − . 
 
Эмпирические формулы. Определение параметров  
эмпирических формул методом наименьших квадратов 
 
Постановка задачи. При экспериментальном изучении зависимости  
y  от x  проводят ряд измерений величины  y  при различных значениях ве-
личины  x.  Результаты измерений  ( , ),   1,i ix y i n=    записывают таблицей 
либо точками на плоскости  XOY.   
Рассмотрим следующую задачу: установить аналитическое выраже-
ние зависимости  y  от  x, т.е.  найти непрерывную функцию  ( )y f x=   та-
кую, чтобы  ( ) ( ( ))i i i iy f x y f x= ≈ . 
Функции, полученные при решении рассмотренных задач, называ-
ются эмпирическими или аппроксимирующими. 
Задача построения аппроксимирующей функции  f(x)  по экспери-
ментальным данным состоит из двух этапов: 
1) определение вида аппроксимирующей функции f(x), т.е. выбор 
класса функций (линейная, квадратичная, показательная, логарифмиче-
ская…), к которому принадлежит аппроксимирующая функция; 
2) определение параметров аппроксимирующей функции  f(x)  вы-
бранного вида. 
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Определение вида аппроксимирующей функции 
 
Не существует методов, которые теоретически обосновали выбор 
той или другой аппроксимирующей функции. Но при выборе аппроксими-
рующей функции ( )y f x=  учитывают характер расположения экспери-
ментальных точек на плоскости. Так, если экспериментальные точки  
( , ),   1,i ix y i n=  расположены вдоль некоторой линии, например, вдоль пря-
мой, то в качестве аппроксимирующей функции выбирают  0 1( )f x a a x= + , 
если расположение точек напоминает параболу, то в качестве аппроксими-
рующей функции выбирают  
2
0 1 2( )f x a a x a x= + + . 
При выборе аппроксимирующей функции  ( )y f x= , если возможно, 
проводят замену переменной, которая сводила бы нелинейную функцию к 
линейной или параболической. Например, функцию  
by a
x
= +   с помощью 
замены переменных  z y=  приводим к функции  1;   z a bt y
a bx
= + =
+
.  За-
меной  
1
z
y
= ,  t x=  приводим к функции  z a bt= + ; функцию  xy
a bx
=
+
 
заменой  
x
z
y
= ,  t x=   приводим к функции  z a bt= + ;  функцию  
2
a bx cxy e + +=   с помощью замены  lnz y= ,  t x=  приводим к функции  
2y a bx cx= + + ; а функцию  2
1y
a bx cx
=
+ +
  с помощью замены  
1
z
y
= ,  
t x=  приводим к функции 2z a bx cx= + + ; функцию  2
b cy a
x x
= + +   с по-
мощью замены  z y= , 1t
x
=  приводим к функции 2z a bx cx= + + . 
Очень часто для приведения функции к линейному виду (или более 
простому по отношению к исходной функции) применяют операцию лога-
рифмирования исходной функции. 
Заметим, что при выборе аппроксимирующей функции следует учи-
тывать характер расположения точек и тот процесс, который они описы-
вают (масса, плотность, путь, скорость). 
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Нахождение коэффициентов (параметров)  
аппроксимирующей функции по методу наименьших квадратов 
 
Пусть  для данного эксперимента определен вид аппроксимирующей 
функции  ( ,  ,  ,  ... )y x a b c p= . 
Подбор параметров  ,  ,  ...a b c p   этой функции по методу наименьших 
квадратов (МНК) проводится таким образом, чтобы сума квадратов откло-
нений наблюдаемых значений  iy   от ординат аппроксимирующей функ-
ции была минимальной, т.е.  
2
1
( ( ,  ,  ,  ... )) min
n
i
i
S y x a b c p
=
= − ϕ =∑ . 
Задача определения тех значений параметров   ,  ,  ...a b c p , при кото-
рых функция  ( ,  ,  ... )S a b c p   достигает минимума, сводится к решению сис-
темы уравнений: 
0,   0,   0 ...  0S S S S
a b c p
∂ ∂ ∂ ∂
= = = =
∂ ∂ ∂ ∂
. 
Рассмотрим методику определения параметров некоторых аппрок-
симирующих функций по  МНК. 
1. Определение параметров для линейной аппроксимирующей функ-
ции. Пусть точки в рассматриваемом эксперименте располагаются вдоль 
некоторой прямой линии. В этом случае в качестве аппроксимирующей 
функции выбираем линейную функцию  ( )x a bxϕ = + . Коэффициенты  a  и  
b  выбираем таким образом, чтобы сума квадратов отклонений    ( 1, )iy i n=   
из эксперимента от ординат аппроксимирующей функции  ( )x a bxϕ = +   
была минимальной 
2
1
( ) min
n
i i
i
S y a bx
=
= − − =∑ . 
Полученная  функция  S – функция двух переменных  a  и  b, поэтому 
для нахождения минимума функции  S(a, b)  необходимо приравнять к ну-
лю частные производные этой функции по  a   и  b; 
1
1
(2( ) ( 1)) 00
0 (2( ) ( )) 0
n
i i
i
n
i i i
i
S y a bx
a
S
y a bx xb
=
=
 ∂
− − ⋅ − == 
 ∂
⇒ ∂ 
=
− − ⋅ − =
 ∂ 
∑
∑
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Из последней системы, после преобразования приходим к следую-
щей системе уравнений относительно  a  и  b 
1 1
2
1 1 1
n n
i i
i i
n n n
i i i i
i i i
n a b x y
a x b x x y
= =
= = =

⋅ + =



⋅ + =

∑ ∑
∑ ∑ ∑
 
Решая полученную систему (например, методом Крамера) получим  
a  и  b, а, следовательно, и  ( )xϕ . 
 
2. Определение параметров квадратичной аппроксимирующей функ-
ции по МНК. Если точки в рассматриваемом эксперименте расположены 
вдоль некоторой параболы, то в качестве аппроксимирующей функции вы-
бирают квадратичную зависимость 
2y ax bx c= + + , 
где  a, b, c – постоянные, которые определяют, решая систему уравнений 
относительно  a, b  и  c. 
4 3 2
1 1 1 1
3 2
1 1 1 1
2
1 1 1
.
n n n n
i i i i i
i i i i
n n n n
i i i i i
i i i i
n n n
i i i
i i i
a x b x c x y x
a x b x c x x y
a x b x c n y
= = = =
= = = =
= = =

+ + = ⋅


+ + = ⋅


+ + ⋅ =

∑ ∑ ∑ ∑
∑ ∑ ∑ ∑
∑ ∑ ∑
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МОДУЛЬ 2. НЕОПРЕДЕЛЕННЫЙ ИНТЕГРАЛ 
 
§ 1. Понятие неопределенного интеграла 
 
1.1. Понятие первообразной функции.  
Неопределенный интеграл 
 
Раньше мы уже познакомились с тем фактом, что математические 
действия (операции) встречаются попарно, образуя пары двух взаимооб-
ратных действий: сложение и вычитание (+, –), умножение и деление (×, :). 
Характеристики функций так же как действия (операции) распределяются 
попарно: на прямые и обратные. Так, если задана функция  f(x), то, чтобы 
найти для функции  f(x)  обратную функцию  ( )xϕ , надо в равенстве  
( )y f x=   поменять местами буквы  y  и  x, ( )x f y= , затем решить полу-
ченное уравнение относительно  y, ( )y x= ϕ . Функция  ( )xϕ   будет обрат-
ной для  f(x). Например, функции 2( ) 4f x x= +   и  ( ) 4x xϕ = − ;  ( ) xf x e=   
и  ( ) lnx xϕ = ;  ( ) sinf x x=   и  ( ) arcsinx xϕ =  – обратные функции. 
Отметим, что в то время  как прямые действия (операции) почти все-
гда однозначные, действия (операции) обратные чаще всего многозначные. 
Определение. Если функции f(x) и F(x)  определены на отрезке  [ ]ab , 
причем функция  F(x)  дифференцируема на интервале  (a,b), непрерывна 
на отрезке [ ]ab   и для любого  ( )x ab∈   выполняется равенство 
( ) ( )F x f x′ = ,                                                (1)  
то функция  F(x)  называется первообразной для функции  f(x)  на отрезке  
[ ]ab . 
Таким образом, дифференциальное исчисление имеет своей основ-
ной задачей следующую прямую задачу: по заданной функции  f(x)  найти 
(вывести) ее производную  F(x). Эту задачу можно символически записать 
в виде 
( ) ( )f x F x→ . 
Эту задачу дифференциальное исчисление решает с помощью своего 
основного действия: дифференцирования (нахождения производной).  
Интегральное исчисление имеет своей основной задачей следующую 
обратную задачу: по заданной производной  F(x)  требуется найти функ-
цию f(x). Эту задачу символически можно записать в виде 
( ) ( )f x F x← . 
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Интегральное исчисление решает эту задачу с помощью своего ос-
новного действия – интегрирования – операции нахождения первообраз-
ной для заданной функции. 
Следовательно, действие интегрирования обратно действию диффе-
ренцирования. Действительно, действие (операция) дифференцирование  
есть действие прямое и однозначное, т.к. непрерывная функция f(x) не мо-
жет иметь двух различных производных  F(x).  
Интегрирование же есть действие (операция) обратное, и подобно 
большинству обратных действий, оно есть действие многозначное, дающее 
для заданной функции не один  результат, а бесчисленное множество. 
Теорема 1. Если  1( )F x   и  2( )F x  – две первообразные для функции  
f(x)  на  интервале (ab), то для всех ( )x ab∈   справедливо равенство 
2 1( ) ( )F x F x C= + ,                                                  (1) 
где  C – постоянная. 
Доказательство. Пусть  2 1( ) ( ) ( )x F x F xφ = − . По определению пер-
вообразной и в силу условий теоремы для всех ( )x ab∈   выполняются ра-
венства 
2 ( ) ( ),F x f x′ =    ( ) ( )F x f x′ = . 
откуда имеем, что функция  ( )xφ   дифференцируема на интервале (ab)  и 
для любого  ( )x ab∈   имеет место равенство  
( ) 0x′φ =
                                                     (2)  
С другой стороны, применяя к отрезку  [ ]1 2,x x   теорему о среднем 
Лагранжа, имеем 
2 1 2 1( ) ( ) ( ) ( )x x x x c′φ − φ = − ⋅ φ , 1 2( , )c x x∈  
и в силу  (2)  имеем, что  ( ) 0c′φ = , а отсюда следует, что  ( )x Cφ = , а зна-
чит и  2 1( ) ( )F x F x C− = . 
Таким образом, для данной функции f(x)  ее первообразная  F(x)  оп-
ределяется не однозначно, а с точностью до постоянной. Что и требовалось 
доказать. 
Отметим, чтобы из множества (совокупности) первообразных  F(x)  
выбрать одну  1( )F x  достаточно указать точку  0 0 0( , )M x y , принадлежа-
щую графику функции 1( )y F x= . 
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Замечание. Так как производная функции  ( )y F x=  угловой коэффи-
циент к соответствующему графику. Следовательно, задачу нахождения 
первообразной F(x)  для заданной функции  f(x)  можно интерпретировать 
так: требуется найти кривую  ( )y F x= , для которой имел бы место задан-
ный закон изменения углового коэффициента касательной  ( )tg f xα = . Ес-
ли  ( )y F x=   есть одна из таких кривых, то все остальные можно получить 
сдвигом вдоль оси  y  на произвольную постоянную. 
 
Понятие неопределенного интеграла. Совокупность (множество) 
всех первообразных для функции  f(x)  на некотором промежутке  (ab) на-
зывают неопределенным интегралом от функции  f(x)  на промежутке  (ab), 
обозначают символом ∫ dxxf )(   и записывают 
∫ += CxFdxxf )()( ,                                          (3) 
где  F(x) – некоторая первообразная функции f(x)  на промежутке  (ab), С – 
произвольная постоянная. Знак ∫  называют знаком интеграла, f(x) – по-
дынтегральной функцией, f(x)dx – подынтегральным выражением. 
Операцию нахождения неопределенного интеграла от данной функ-
ции, которая является обратной операции дифференцирования, называют 
интегрированием. 
Из определения неопределенного интеграла имеем: 
1. ∫ = dxxfdxxfd )()( , т.е. знаки  d  и  ∫ , когда первый помещен перед 
вторым, взаимно сокращаются (уничтожаются). 
2. Так как  F(x)  есть первообразная функции для  )(xF ′ , то имеем 
∫ +=′ CxFdxxF )()( , 
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что можно записать так 
∫ += CxFxdF )()( . 
Отсюда следует, что знаки d  и   ∫ , стоящие перед  F(x)  сокраща-
ются и тогда, когда  d  стоит после  ∫ , но только к  F(x)  следует приба-
вить произвольную постоянную. 
 
1.2. Таблица неопределенных интегралов 
 
Каждая формула дифференциального исчисления, устанавливающая, 
что для некоторой функции  F(x)  производной будет  f(x), приводит к со-
ответствующей формуле интегрального исчисления 
∫ += CxFdxxf )()( . 
Используя таблицу производных функций, можно составить сле-
дующую таблицу интегралов: 
1. ∫ = Cdx0 ;    2. ∫ ∫ +== Cxdxdx1 ; 
3. ∫ −≠++
=
+
1,
1
1
nC
n
xdxx
n
n ;  4. ∫ += Cx
x
dx ln ; 
5. ∫ ≠>+= 1,0,ln
aaC
a
adxa
x
x ; 6. Cedxe xx +=∫ ; 
7. ∫ +−= Cxxdx cossin ;  8. ∫ += Cxxdx sincos ; 
9. ∫ += Ctgx
x
dx
2cos
;   10. ∫ +−= Cctgx
x
dx
2sin
; 
11. ∫ >+=
+
0,122 aCa
x
arctg
aax
dx
; 12. ∫ >+=
−
0.arcsin
22
aC
a
x
xa
dx
; 
13. ∫ ≠++
−
=
−
0,ln
2
1
22 aCax
ax
aax
dx ; 14. 0,ln 22
22
≠+±+=
±
∫ aCaxx
ax
dx
. 
 
1.3. Свойства неопределенного интеграла 
 
1) Если  с – const )0( ≠c , то 
∫ ∫⋅=⋅ dxxfcdxxfc )()( ,                                       (1) 
т.е. постоянный множитель можно выносить из под знака интеграла. 
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Доказательство. Равенство (1) – это равенство двух первообразных, 
поэтому для доказательства его достаточно показать, что они имеют рав-
ные производные. Дифференцируя левую и правую часть равенства (1) по-
лучим 
∫ =′ )())(( xcfdxxcf  
)())(())(( xfcdxxfcdxxfc ⋅=⋅=′∫ ∫ . 
Откуда следует справедливость равенства (1). 
2) Неопределенный интеграл от алгебраической суммы интегралов 
равен алгебраической сумме неопределенных интегралов, т.е. 
∫ ∫ ∫±=± dxxgdxxfdxxgxf )()())()(( .                            (2) 
Доказательство равенства проводим аналогично для свойства 1, ис-
пользуя правило производной суммы и определение неопределенного ин-
теграла (первообразной). 
Замечание. Относительно доказанных формул заметим следующее. 
Эти формулы содержат неопределенные интегралы и произвольные посто-
янные слагаемые. Равенства подобного типа понимают в следующем 
смысле: разность между правой и левой частями его есть постоянная или 
равенство с точностью до постоянной. 
Эти равенства можно понимать и буквально, но тогда один из фигу-
рирующих в них интегралов перестает быть произвольной первообразной: 
постоянная в нем устанавливается после выбора постоянных в других ин-
тегралах. 
3) Если 
∫ += CtFdttf )()( , 
то 
∫ ++=+ CbaxF
a
dxbaxf )(1)( . 
4) Знаки дифференциала и интеграла взаимно уничтожаются, если 
знак дифференциала стоит перед знаком интеграла 
∫ = dxxfdxxfd )())(( . 
5) Знак интеграла и дифференциала взаимно уничтожаются (без уче-
та постоянной  с), если знак интеграла стоит перед знаком дифференциала. 
∫ += CxFxdF )()( . 
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6) Инвариантность формул интегрирования. Любая формула интег-
рирования сохраняет свой вид, если переменную интегрирования заменить 
любой дифференцируемой функцией этой переменной: если 
∫ += CxFdxxf )()( , 
то 
( ) ( )f u du F u C= +∫ , 
где  u = u(x) – дифференцируемая функция. 
Доказательство. На основании свойства инвариантности формы 
дифференциала первого порядка имеем: dxxFxdF )()( ′= , то   
duuFudF )()( ′= ,  где  )(xuu = .  
Тогда, если  ∫ += CxFdxxf )()( , то  )()( xfxF =′ . 
Докажем, что  ∫ += CuFduuf )()( .  Для этого найдем дифференциал 
от левой и правой частей последнего равенства: 
∫ = duufduufd )())((        duufduuFcuFd )()())(( =′=+ . 
Из равенств этих дифференциалов следует справедливость свойства 6. 
 
§ 2. Основные методы интегрирования 
 
2.1. Метод непосредственного интегрирования 
 
Суть метода непосредственного интегрирования состоит в следую-
щем: данный интеграл с помощью тождественных преобразований подын-
тегральной функции и свойств неопределенного интеграла приводится к  
табличному интегралу. 
Пример 1. Вычислить интеграл  ∫ +−= dxxxI )236( 2 . 
Решение. Используя свойства линейности для неопределенного интеграла, 
получим 
2 2 2
3 2
3 2
(6 3 2) 6 3 2 6 3 2
36 3 2 2 2 .
3 2 2
I x x dx x dx xdx dx x dx xdx dx
x x
x c x x x c
= − + = − + = − + =
= − + + = − + +
∫ ∫ ∫ ∫ ∫ ∫ ∫
 
Пример 2. Вычислить интеграл  ∫ += dxxI
32 )12( . 
Решение.  
∫ ∫ ++++=+++=+= CxxxxdxxxxdxxI
35724632 2
5
12
7
8)16128()12( . 
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Пример 3. Вычислить интеграл  dxxI 2)1( += ∫ . 
Решение. CxxxdxxxdxxI +++=++=+= ∫∫ 2
32
2
3
4
2
)12()1( . 
Пример 4. Вычислить интеграл ∫
−+
= dx
x
xxI 2
2
3
)3)(1(
. 
Решение.  
2 3 2
2 2 2
2 2
( 1)( 3) 3 3 1 1 1 1
3 33 3
1 1 1 1 1ln .
3 3 6 3
x x x x xI dx dx x dx
xx x x
dx
x dx x dx x x x C
x x
−
 + − − − −  
= = = + − − =       
= + − − = + − + +
∫ ∫ ∫
∫ ∫ ∫ ∫
 
Пример 5. Вычислить интеграл  ∫
+−
= dx
x
xxxI 3
)1)((
. 
Решение.  
∫ ∫ ∫∫ +−=−=
−
=
+−
= Cxxdxxdxxdx
x
xxxdx
x
xxxI 6
7
6
13
6
1
6
7
33 7
6
13
6)1)((
. 
Пример 6. Вычислить интеграл  ∫
+−
= dx
e
eeI
x
xx )1)(1( 2
. 
Решение.  
( )∫ ∫ +++−=−+−=+−= −− Cexeedxeeedx
e
eeI xxxxxx
x
xx
22
2
2
11)1)(1( . 
Пример 7. Вычислить интеграл   ∫ +
+
= dx
dcx
baxI . 
Решение. Подынтегральное выражение представим в виде (разделив чис-
литель на знаменатель) 
dcxc
adbc
c
a
dcx
bax
+
⋅
−
+=
+
+ 1
. 
Тогда искомый интеграл 
Cdcx
cc
adbc
x
c
aI ++⋅−+= ln1 . 
Пример 8. Вычислить интеграл  ∫ +
+−
= dx
x
xxI
1
132 2
. 
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Решение.  
2
2
2 3 1 (2 5)( 1) 6 (2 5) 6
1 1 1
5 6ln 1 .
x x x x dxI dx dx x dx
x x x
x x x C
− + − + +
= = = − + =
+ + +
= − + + +
∫ ∫ ∫ ∫
 
Пример 9. Вычислить интеграл  ∫
++
= ))(( bxax
dxI . 
Решение. Так как справедливо равенство 




+
−
+
⋅
−
=
++
+−+
⋅
−
=
++ axbxbabxax
bxax
babxax
11
)(
1
))((
)()(
)(
1
))((
1
, 
то  
1
( )( )
1 1ln ln ln .
dx dx dxI
x a x b a b x b x a
x b
x b x a C C
a b a b x a
 
= = ⋅ − = + + − + + 
+
=  + − +  + = + 
− − +
∫ ∫ ∫
 
Пример 10. Вычислить интеграл  ∫
+−
=
652 xx
dxI . 
Решение.  
∫∫∫ +
−
−
=





−
−
−
=
−−
=
+−
= C
x
xdx
xxxx
dx
xx
dxI
2
3ln
2
1
3
1
)3)(2(652
. 
Пример 11. Вычислить интеграл  ∫= mxdxI
2cos . 
Решение.  
2 2cos 1 cos2 2cosI mxdx mx mx= = + = =∫  
1 1 1(1 cos2 ) sin 2 .
2 2 4
mx dx x mx C
m
= + = + +  
 
2.2. Метод «подведения под знак дифференциала» 
 
Суть метода интегрирования, основанного на «подведении под знак 
дифференциала» базируется на установленном выше свойстве 6 неопреде-
ленных интегралов:  если  ∫ += CxFdxxf )()( ,  то будет справедливо ра-
венство ( ) ( )f u du F u C= +∫ . 
Пример 12. Вычислить интеграл  ∫ += dxxI
5)3( . 
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Решение. 5 5( 3) ( 3) ( 3) ( 3)I x dx d x dx x d x= + = + = = + + =∫ ∫  
6 6
5 ( 3)
.
6 6
t x
t dt C C+= = + = +∫  
Пример 13. Вычислить интеграл  ∫ += dxxI
7)53( . 
Решение. 7 7
1(3 5) (3 5) 3 (3 5) (3 5)
3
I x dx d x dx x d x= + = + = = + + =∫ ∫  
8
7 81 3 3 (3 5) .
3 8 8
t
t dt C x C= = + = + +∫  
Пример 14. Вычислить интеграл  tgI xdx= ∫ . 
Решение.  
sin cos
tg ln ln cos
cos cos
x d x dtI xdx dx t C x C
x x t
= = = = = + = +∫ ∫ ∫ ∫ . 
Пример 15. Вычислить интеграл  ∫=
x
dxI
sin
. 
Решение.   
2 2 2 2sin cos sin cos
2 2 2 2
sin 2sin cos 2sin cos 2sin cos
2 2 2 2 2 2
sin cos cos sin12 2 2 2
2 2 2
cos sin cos sin
2 2 2 2
sin
2ln cos ln sin ln ln tg .
2 2 2
cos
2
x x x x
dxI dx dx
x x x x x xx
x x x xd d
x xd d
x x x x
x
x x xC C C
x
+
= = = + =
⋅
= + = − + =
= − + + = + = +
∫ ∫ ∫ ∫
∫ ∫ ∫ ∫  
Пример 16. Вычислить интеграл  ∫
+
=
xbxa
dxI 2222 cossin
. 
Решение.  
2
2 2 2 2 2 2 2 2 2 2
tg 1 tgcos arctg
sin cos tg tg
dx
dx d x a xxI C
ab ba x b x a x b a x b
= = = = +
+ + +
∫ ∫ ∫ . 
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Пример 17. Вычислить интеграл  2
1
tg dxI
x x
= ⋅∫ . 
Решение. 2
1 1
sin cos1 1 1 1 1
tg tg ln cos1 1
cos cos
ddx x xI d d C
x x x x xx
x x
= = − = − = = +∫ ∫ ∫ ∫ . 
Пример 18. Вычислить интеграл  ∫
−
= xdxeI x
2
. 
Решение. ∫ ∫ +
−
=−−=−=−==
−
−− CexdexdxxdxdxeI
x
xx
2
)(
2
12)(
2
22 22
. 
Пример 19. Вычислить интеграл  ∫=
x
dx
xI )cos(ln . 
Решение. ∫ ∫ +===== Cxxdx
x
dx
xd
x
dx
xI )sin(lnln)cos(lnln)cos(ln . 
Пример 20. Вычислить интеграл  ∫
+
=
52x
x
e
dxeI . 
Решение.  ( ) Cee
e
de
e
dxeI xx
x
x
x
x
+++=
+
=
+
= ∫∫ 5ln
5)(5
2
22
. 
Пример 21. Вычислить интеграл   ∫
−
=
xx
dxI
2ln9
. 
Решение. ∫∫ +=
−
===
−
= Cx
x
xd
x
dx
xd
xx
dxI
3
ln
arcsin
ln3
lnln
ln9 222
. 
Пример 22. Вычислить интеграл  ∫ += dxxxI
7)5( . 
Решение.  
7 7 7 7
8 7 9 8
( 5) ( 5 5)( 5) ( 5)( 5) 5 ( 5)
1 5( 5) ( 5) 5 ( 5) ( 5) ( 5) ( 5) .
8 8
I x x dx x x dx x x dx x dx
x d x x d x x x C
= + = + − + = + + − + =
= + + − + + = + − + +
∫ ∫ ∫ ∫
∫ ∫
 
Замечание. Если подынтегральная функция является дробью, числи-
тель которой равен производной знаменателя, то искомый интеграл равен 
логарифму модуля знаменателя, т.е. 
( ) ( ) ln ( )( ) ( )
x d xdx x C
x x
′ϕ ϕ
= = ϕ +
ϕ ϕ∫ ∫
. 
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Пример 23. Вычислить интеграл  
2
3
3 2
2 10
xI dx
x x
+
=
+ +
∫ . 
Решение. 
2
3 2
3
3 2 ( 2 10) (3 2)
2 10
xI dx d x x x dx
x x
+
= = + + = + =
+ +
∫  
3
3
3
( 2 10) ln 2 10 .
2 10
d x x
x x C
x x
+ +
= = + + +
+ +
∫  
Пример 24. Вычислить интеграл  
sin cos
dxI
x x
=
⋅
∫ . 
Решение. 
2cos ln
sin cos
dx
dx dtgxxI tgx C
x x tgx tgx
= = = = +∫ ∫ ∫ . 
или другим способом – данный интеграл вычислим следующим образом 
2 2 2 21 (sin cos ) sin cos sin
sin cos sin cos sin cos sin cos cos
cos cos sin ln cos ln sin ln .
sin cos sin
dx x x dx xdx xdx xdxI
x x x x x x x x x
xdx d x d x
x x C tgx C
x x x
⋅ +
= = = + = +
+ = − + = − + + = +
∫ ∫ ∫ ∫ ∫
∫ ∫ ∫
 
Пример 25. Вычислить интеграл  (ln 3)
ln
x dxI
x x
−
= ∫ . 
Решение. 
(ln 3) ln ln3 3
ln ln ln ln
x dx xdx dx x dxI dx
xx x x x x x x x
−
= = − = − =∫ ∫ ∫ ∫ ∫  
1 1 3 1 3 1
2 2 2 2 2 22 2(ln ) ln 3 (ln ) ln ln 3 2ln ln 6ln .
3 3
x d x x d x x x C x x C
−
= − = − ⋅ + = − +∫ ∫  
Пример 26. Вычислить интеграл   3
(sin cos )
sin cos
x x dxI
x x
+
=
−
∫ . 
Решение.  
1 2
3 3
1
3
(sin cos ) 3(sin cos ) (sin cos ) (sin cos )
2
(sin cos )
x x dxI x x d x x x x C
x x
−+
= = − − = − +
−
∫ ∫ . 
 
2.3. Метод замены переменной или подстановки 
 
Рассмотрим один из сильнейших методов интегрирования – метод 
замены переменной или подстановки. 
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Теорема. Пусть функция  ( )x t= ϕ   определена и дифференцируема 
на  [ ]1 2,t t , а множество  [ ]1 2,x x  – множество значений этой функции, на 
котором определена функция  f(x). Если  на  [ ]1 2,x x   f(x)  имеет первооб-
разную, то для любого  [ ]1 2,t t t∈   справедлива формула 
( )( ) ( ( )) ( )( )
x tf x dx f t t dt
dx t dt
= ϕ
′= = ϕ ⋅ ϕ
′= ϕ∫ ∫
                            (1) 
Формула  (1) – формула замены переменной в неопределенном инте-
грале. Суть метода замены переменной в неопределенном интеграле  со-
стоит в следующем: интеграл, стоящий в правой части формулы (1) полу-
чаем «проще» или табличного вида, чем интеграл, стоящий в левой части. 
Доказательство. Равенство (1) – равенство двух первообразных, по-
этому, дифференцируя обе части  (1),  получим 
( ( ) ) ( ) ( ) ( ( )) ( )d f x dx f x dx x t f t t dt′= = = ϕ = ϕ ⋅ ϕ∫  
( ( ( ) ( ) ) ( ( ) ( ))d f t t dt f t t dt′ ′ϕ ϕ = ϕ ⋅ ϕ∫  
 Из последних равенств следует справедливость формулы  (1). 
Замечание. Если известен интеграл в правой части формулы  (1), т.е. 
( ( )) ( ) ( )f t t dt F t C′ϕ ϕ = +∫ . 
 Тогда искомый интеграл – как функция от x находим следующим об-
разом: уравнение ( )x t= ϕ  решают относительно t, т.е.  1( )t x−= ϕ , получим 
1( ) ( ( )) ( ) ( ) ( ( ))f x dx f t t dt F t C F t C−′= ϕ ϕ = + = ϕ +∫ ∫ . 
Замечание. При интегрировании методом замены переменной очень 
важно удачно найти соответствующую подстановку, т.к. не существует об-
щих правил выбора замены переменной для интегрирования любой функ-
ции. Умение находить выгодные подстановки можно достичь практикой. 
Пример 27. Вычислить интеграл  3I x x dx= ⋅ −∫ . 
Решение. 2 2 4 2
3
3 3 ( 3) 2 2 ( 6 )
2
x t
I x x dx x t t t tdt t t dt
dx tdt
− =
= − = = + = + ⋅ ⋅ = + =
=
∫ ∫ ∫  
5 35
3 2 26 22 ( 3) 3( 3) .
5 3 5
t
t C x x C= + + = − + − +  
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Пример 28. Вычислить интеграл  
2 21
dxI
x x
=
+
∫ . 
Решение. 
2
22 2 2 2
2
2
1
1 (1 )
21 1 1
11
x
t
dx dt tdt d tI dx
tx x t t
t
x
t
=
+
= = = − = − = − =
+ + +
+
+ =
∫ ∫ ∫  
2
2 11 .xt C C
x
+
= − + + = − +  
Пример 29. Вычислить интеграл  2 2I a x dx= −∫ . 
Решение.  
2
2 2 2 2
2 2
2 2 2 2
2 2
2 2 2
2 2
2
sin
cos cos (1 cos2 )
2
cos
sin 2 arcsin arcsin sin 2(arcsin )
2 4 2 4
arcsin sin(arcsin ) cos(arcsin )
2 2
arcsin
2 2 2
x a t
aI a x dx dx a tdt a tdt t dt
a x a t
a a x a x a x
t t C t
a a a
a x a x x
a a a
a x a x a
a x C
a a
=
= − = = = = + =
− =
= + + = = = + =
= + ⋅ =
= + ⋅ − + =
∫ ∫ ∫
2 2arcsin .
2
x x
a x C
a
+ ⋅ − +
 
Пример 30. Вычислить интеграл  ( )( )
dxI
x a b x
=
− −
∫ . 
Решение.  
2 2
2
2
cos sin
( )sin 2 2 .( )( ) ( )cos
2( )sin cos
x a t b t
dx x ax a b a tI d C arctg C
b xx a b x b x b a t
dx b a t tdt
= +
−− = −
= = = ϕ + = +
−
− −
− = −
= −
∫ ∫  
Пример 31. Вычислить интеграл  
1 1
dxI
x
=
+ +
∫ . 
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Решение.  
2
2
2
2
1
2 ( 1) 11 2 2 2
1 1 11 1 2
2 2ln 1 2 1 2ln 1 1
x t
dx tdt t dtI x t dt dt
t t tx dx tdt
t t c t t C
+ =
+ −
= = = − = = = − =
+ + ++ +
=
= = + + = − − − + +
∫ ∫ ∫ ∫ ∫
 
Пример 32. Вычислить интеграл  
2
2 2(1 )
x dxI
x
=
+
∫ . 
Решение.  
2 2 4
2
2 2 2 2
2 2
2
tg
tg cos
sin
(1 ) cos cos
11 1 tg
cos
1 1 1 1(1 cos2 ) sin 2 arctg sin 2arctg .
2 2 4 2 4
x t
x dx dt t tdtI dx tdt
x t t
x x
x
t
t dt t C x t C
=
= = = = = =
+
+ = + =
= − = − + = − +
∫ ∫ ∫
∫
 
Пример 33. Вычислить интеграл  a xI dx
a x
+
=
−
∫ . 
Решение.  
2
2
2
2
cos2
2 sin 2 4 cos
(1 cos2 ) cos cos
(1 cos2 ) sinsin
2 (1 cos2 ) 2 2 cos2 2 sin 2
arccos 1 .
x a t
a xI dx dx a tdt a t
a x
a x a t t t
a x a t tt
a t dt at a tdt at a t C
x x
a C
a a
=
+
= = = − = − =
−
+ +
= = =
− −
= − + = − − = − − + =
 
  = − + − + 
  
 
∫ ∫
∫ ∫  
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Пример 34. Вычислить интегралы: 
34.1. ∫
−
=
22xx
dxI ,  применяя подстановку  
t
x
1
= . 
 Ответ: C
x
I += 2arccos
2
2
. 
34.2. ∫
+
=
1xe
dxI ,  применяя подстановку  tx ln−= . 
 Ответ: CeI x ++−= − )1ln( . 
34.3. ∫
+
=
1x
xdxI ,  применяя подстановку  1+= xt . 
 Ответ: CxxI ++−+= 12)1(
3
2 3
. 
34.4. ∫
−
=
22 4 xx
dxI ,  применяя подстановку  
t
x
1
= . 
 Ответ. C
x
xI +−−=
4
4 2
. 
34.5. ∫
−
= )1(xx
dxI ,  применяя подстановку  tx 2sin= . 
 Ответ. CxI += arcsin2 . 
 
2.4. Метод интегрирования по частям 
 
К числу эффективных методов интегрирования относится метод ин-
тегрирования по частям. Основывается этот метод на следующей теореме. 
Теорема. Если каждая из функций  u(x)  и  ( )xυ  дифференцируема 
на множестве  x и, кроме того, на этом множестве  существует первообраз-
ная для функции  ( ) ( )x u x′υ ⋅ . Тогда на множестве  x  существует первооб-
разная и для функции  ( ) ( )x u x′υ ⋅ , причем справедлива формула 
( ) ( ) ( ) ( ) ( )u x x dx u x x x u dx′ ′⋅ υ = υ − υ∫ ∫ .                            (1) 
Замечание. Определение дифференциала первого порядка и свойство 
инвариантности его формы позволяет записать формулу  (1)  в виде 
ud u duυ = ⋅ υ − υ∫ ∫ .                                           (2) 
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Доказательство. Для функций  u(x)  и  ( )xυ   запишем формулу для 
производной произведения двух функций 
( ( ) ( )) ( ) ( ) ( ) ( )u x x u x x u x x′ ′ ′⋅ υ = ⋅ υ + ⋅ υ .                            (3) 
Интегрируя обе части равенства  (3) и, учитывая, что для всех  x X∈   
существует ( ) ( )x u x dx′υ∫   и  ( ( ) ( )) ( ) ( )u x x dx u x x C′ ′υ = ⋅ υ +∫ , то для всех  x  
из множества  X существует и интеграл  ( ) ( )u x x dx′υ∫ , причем справедливы 
формулы (1) и (2) – формулы интегрирования по частям. 
Суть метода интегрирования по частям состоит в следующем: инте-
грал, стоящий в правой части равенства  (2) табличный,  «проще» или сов-
падающий с интегралом, стоящим в левой части равенства (2). 
Для применения метода интегрирования по частям, в конкретном 
случае, требуется уметь разбить заданное подынтегральное выражение на 
два множителя – на  u  и  на  dυ . Общих правил для этого, к сожалению, 
нельзя дать, кроме: 
а) dx всегда должен быть частью  dυ ; 
в) надо уметь интегрировать  dυ  (т.е. находить  υ); 
с) если подынтегральное выражение есть произведение двух функций, 
тогда наиболее сложный множитель надо рассматривать как часть dυ . 
Практика интегрирования показывает, что значительная часть инте-
гралов, берущихся посредством интегрирования по частям, может быть 
разбита на следующие группы: 
1. К первой группе относятся интегралы, подынтегральная функция 
которых содержит в качестве множителя одну из следующих функций: lnx, 
arcsinx, arctgx, (arctgx)2, ln ( )xϕ . Для вычисления интегралов первой группы 
выбирают в качестве  u(x)  одну из указанных выше функций. 
2. Ко второй группе относятся интегралы вида 
( ) cos ,nax b mxdx+∫       ( ) sinnax b mxdx+∫ ,      ( )n kxax b e dx+∫ , 
где   a, b, k – некоторые постоянные, n – целое положительное число.  
Интегралы второй группы берутся путем  n-кратного применения 
формулы интегрирования по частям, причем в качестве  u(x)  всякий раз 
следует брать  (ax + b) в соответствующей степени. После каждого интег-
рирования по частям эта степень будет понижаться на единицу. 
3. К третьей группе относятся интегралы вида   
sinaxe bxdx∫ ,  
axe bxdx∫ ,  sin(ln )x dx∫ . 
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Обозначая любой из интегралов этой группы через  I  и дважды ин-
тегрируя по частям, получим уравнение первого порядка относительно  I, 
решая которое, находим  I, а, следовательно, и искомый интеграл. 
Замечание. Повторное применение формулы (2)  позволяет получить 
обобщенную формулу интегрирования по частям: если функции  u(x)  и  
( )xυ   имеют непрерывные производные всех порядков до  (n + 1)-го вклю-
чительно  ( ) ( ) ( 1) ( 1), , ,..., , , ,n n n nu u u u + +′ ′ ′′υ υ υ , то 
( 1) ( ) ( 1) ( 2) 1 ( 1)
... ( 1)n n n n n nu dx u u u u dx+ − − + +′ ′′υ = υ − υ + υ + + − υ∫ ∫ .        (4) 
Полагая в  (4)  n = 1, получим 
u dx u u u dx′′ ′ ′ ′υ = υ − υ + υ∫ ∫                                       (5) 
Пример 35. Вычислить интеграл  cosI x xdx= ∫ . 
Решение. 
;
cos sin sin sin cos
cos ; sin
u x du dx
I x xdx x x xdx x x x C
d x x
= =
= = = − = + +
υ = υ =∫ ∫
. 
Пример 36. Вычислить интеграл  2 lnI x xdx= ∫ . 
Решение. 
3 2 3 3
2
3
2
ln ;
ln ln ln .
3 3 3 9
;
3
dx
u x du
x x x x xI x xdx x dx x C
xd x dx
= =
= = = − = − +
υ = υ =
∫ ∫  
Пример 37. Вычислить интеграл  arcsinI xdx= ∫ . 
Решение.  
2
2
2
2
1
2 2
arcsin ;
arcsin arcsin1
1;
1 (1 )
arcsin arcsin 1 .
2
(1 )
dx
u x du xdxI xdx x xx
xd dx x
d x
x x x x x C
x
= =
= = = − =
−
−υ = υ =
−
= + = + − +
−
∫ ∫
∫
 
Пример 38. Вычислить интеграл  arctgI x xdx= ∫ . 
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Решение.  
2 22
22
2 2
2
arctg ;
11
arctg arctg
2 2 1
;
2
1 1 1
arctg arctg arctg .
2 2 2 2 2 21
dx
u x du
x xxI x xdx x dx
xxd xdx
x dx x x
x dx x x C
x
= =
+
= = = − =
+
υ = υ =
= − + = − + +
+
∫ ∫
∫ ∫
 
Пример 39. Вычислить интеграл  2cos
xI dx
x
= ∫ . 
Решение.  
2
;
tg tg tg
tg ; tgcos
sin cos
tg tg tg ln cos .
cos cos
u x du dxxI dx xd x x x xdx
d d x xx
x d x
x x dx x x x x x C
x x
= =
= = = = − =
υ = υ =
= − = + = + +
∫ ∫ ∫
∫ ∫
 
Пример 40. Вычислить интеграл  cosnnI xdx= ∫ . 
Решение.  
2 2 2 2 2
2 2 1
1
2
cos cos (1 sin ) cos cos sin
sin ; cos
1
cos sin ; cos cos cos
1
sin cos 1
cos .
1 1
n n n n
n
n n n
n
n
n
I xdx x x dx xdx x xdx
u x du xdx
d x xdx xd x x
n
x xI xdx
n n
− − −
− − −
−
−
= = − = − =
= =
= =
υ = υ = − = −
−
= + +
− +
∫ ∫ ∫ ∫
∫
∫
 
Тогда имеем   
1
2
sin cos
1 1
n
n
n n
Ix xI I
n n
−
−
= + +
− −
. 
Откуда получим  
1
2
1 sin cos1
1 1
n
n n
x xI I
n n
−
−
 
− = + 
− − 
. 
А, следовательно, 
1
2
sin cos 1
cos    ( 0)
n
n
n n
x x nI xdx I n
n n
−
−
−
= = + ≠∫  
Полученная формула сводит вычисление интеграла  nI   к вычисле-
нию интеграла  2nI −   с меньшим на две единицы индексом. 
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Пример 41. Вычислить интеграл  2 2( )n n
dxI
x a
=
+
∫ . 
Решение.  Этот интеграл не входит ни в одну из упомянутых выше групп. 
Для вычисления этого интеграла установим для него рекуррентную фор-
мулу, сводящую вопрос о вычислении  nI   к вычислению  1nI − .  При  1n ≠  
имеем  (n = 1, I1 – табличный интеграл) 
2 2 2 2
2 2 2 2 2 2
2 2
12 2 2 1 2 2 2 2 2 2 2
2 2
12 2 2 2 1
2 2 2 2 1
2
1 1 (( ) )
( ) ( )
1 1 1 1 ( )
( ) 2 ( ) 2 ( )
;
1( ) 1
; 2 ( 1)( )( ) ( 1)( )
1
2 (
n n n
nn n n
n n
n n
a dx x a xI dx
a x a a x a
dx xdx d x a
x I x
a x a a x a a a x a
u x du dx
xId x ad a a n x a
x a n x a
a n
−
−
−
−
−
+ −
= = =
+ +
+
= − = ⋅ − =
+ + +
= =
= = ⋅ + −+
υ = υ =
− +
+ − +
−
∫ ∫
∫ ∫ ∫
1 12 2 2 1 2
1 2 3
.
2 21) 2 ( 1)( )n nn
x nI I
na n x a a
− −
−
− 
⋅ = + ⋅ 
−
− − +  
 
Таким образом, имеем  12 2 2 1 2
1 2 3
2 22 ( 1)( )n nn
x nI I
na n x a a
−
−
− 
= + ⋅  
−
− +  
. 
 Отметим, что  1 2 2
1dx xI arctg C
a ax a
= = +
+
∫ . 
После того, как вычислен интеграл 1I , полагая в полученной форму-
ле  k = 2, находим 2I . В свою очередь зная  2I   и полагая в рекуррентной 
формуле n =3 находим 3I . Продолжая действовать таким образом дальше, 
находим интеграл  nI   для любого натурального  n. 
Пример 42. Вычислить интеграл  21I x dx= +∫ . 
Решение. 
2
2 2
1 ;
1 1
;
xdx
u x du
I x dx x
x d dx
= + =
= + = =+
υ = υ =
∫  
2 2
2 2
2 2
(1 ) 11 1
1 1
x x
x x dx x x dx
x x
+ −
= + − = + − =
+ +
∫ ∫  
2 2 2 2
2
1 1 1 ln( 1 ).
1
dx
x x x dx x x I x x
x
= + − + + = + − + + +
+
∫ ∫  
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или 
 
2 22 1 ln( 1 )I x x x x C= − + − + + + . 
Откуда искомый интеграл  2 2
1 1 ln( 1 )
2
I x x x x C = + − + + +
  
. 
Пример 43. Вычислить интеграл  cosaxI e bxdx= ∫ . 
Решение. 
2
2 2
;
sin
cos 1
cos ; sin
;
sin cos
sin ;
sin
cos .
ax ax
ax
ax
ax ax
ax
ax
ax
u e du ae dx
e bxI e bxdx
bbx bx
b
u e du ae dx
a
e bxdx bxb d bxdx
b
e bx a a
e bx I
b b b
= =
= = = −
υ = υ =
= =
− = =
υ = υ = −
= + −
∫
∫  
Таким образом, после двукратного интегрирования  I по частям  по-
лучили для интеграла  I  уравнение первого порядка 
2
2 2
sin
cos
ax
axe bx a aI e bx I
b b b
= + − . 
Решая его относительно  I,  получим   2 2
cos sin axa bx b bxI e C
a b
+
= +
+
. 
Замечание. При вычислении данного интеграла в интегрировании по 
частям можно дважды было брать тригонометрическую функцию за  u. 
Замечание. Данный интеграл можно вычислить, используя обобщен-
ную формулу интегрирования по частям 
u dx u u u dx′′ ′ ′ ′′υ = υ − υ + υ∫ ∫ . 
Положим cosu bx= , 
2
1 axe
a
υ = , тогда sinu b bx′ = − , 2 cosu b bx′′ = − , 
axe
a
′υ = , 
axe′′υ = . Следовательно искомый интеграл 
2
2 2cos sin
ax
axe b bI bx e bx I C
a a a
= + − + , 
откуда  2 2
cos sin axa bx b bxI e C
a b
+
= +
+
. 
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Пример 44. Вычислить интеграл  2 xI x e dx= ∫ . 
Решение. При вычислении данного интеграла можно воспользоваться 
формулой интегрирования по частям, дважды ее применяя, выбирая в ка-
честве  2u x= , а затем  u = x. 
Покажем, что  эффективно работает и обобщенная формула интегри-
рования по частям 
u dx u u u dx′′ ′ ′ ′′υ = υ − υ + υ∫ ∫ . 
Полагая  2u x= ,  xeυ =   и учитывая, что  2 ;u x′ =   2u′′ = , а  
xe′ ′′υ = υ =   получим, что  искомый интеграл 
2 22 2 2 2x x x x x xI x e xe e x e xe e C= − + = − + +∫ . 
Откуда имеем 
2( 2 2) xI x x e C= − + + . 
Замечание. Используя обобщенную формулу интегрирования по час-
тям, получим  (P(x) – многочлен некоторой степени  n  относительно  x) 
2 3
( ) ( ) ( )( ) ...ax ax n n nn
P x P x P xP x e dx e C
a a a
′′ ′′′ 
= − + + +  
∫ ; 
2 4 3
( ) ( ) ( ) ( )( )sin sin ... cos ...n n n nn
P x P x P x P xP x bxdx bx bx C
bb b b
′ ″  ′′′ 
= ⋅ − + − − + +      
∫ ; 
3 2 4
( ) ( ) ( ) ( )( )cos sin ... cos ...n n n nn
P x P x P x P xP x bxdx bx bx
b b b b
′  ′ ′′′ 
= ⋅ − + + ⋅ − +      
∫ . 
 
§3. Интегрирование рациональных функций 
 
3.1. Понятие о рациональных функциях 
 
Рациональная функция – функция вида  
( )( ) ( )
P xR x Q x= , 
где  P(x)  и  Q(x) – многочлены степени  n  и  m  (n  и  m – целые неотрица-
тельные числа). 
Рациональная функция называется правильной рациональной функ-
цией, если  n < m. Если  n m≥ , то рациональную функцию можно предста-
вить в виде суммы многочлена и правильной рациональной функции 
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( ) ( )( ) ( )( ) ( )
P x N xR x M xQ x Q x= = + , 
где  M(x) – многочлен степени  (n – m), многочлен  N(x)  степени меньше, 
чем  m. Такое представление однозначно и обычно находится с помощью 
непосредственного деления многочлена  P(x)  на многочлен  Q(x) «угол-
ком». Многочлены  M(x),  N(x)  можно найти из формулы 
( ) ( ) ( ) ( )P x M x Q x N x= ⋅ +  
методом неопределенных коэффициентов. 
Правильную рациональную функцию можно разложить на простей-
шие дроби, т.е. представить в виде конечной суммы многочлена и про-
стейших дробей. 
Корнем многочлена  ( )nP x   называется такое число  0x   переменной  
x, при котором  0( ) 0nP x = . 
Если  1x  – корень многочлена  ( )nP x , то многочлен делится без ос-
татка на  (x – x1), т.е.   1 1( ) ( ) ( )n nP x x x P x−= − ⋅ , где  1( )nP x−  – многочлен сте-
пени (n – 1). 
Основная теорема алгебры. Всякий многочлен n-ной степени (n > 0) 
имеет, по крайней мере, один корень действительный или комплексный.  
Всякий многочлен )(xPn   можно представить в виде 
))...()(()( 210 nn xxxxxxaxP −−−= , 
где nxxx ,...,, 21 – корни многочлена, 0a – коэффициент многочлена при  
nx .  
Если многочлен )(xPn  с действительными коэффициентами имеет 
комплексный корень iba + , то он имеет и сопряженный корень iba − . 
Два многочлена равны тогда и только тогда, когда равны коэффици-
енты при одинаковых степенях переменной. 
Всякий многочлен с действительными коэффициентами )(xPn   мож-
но представить в виде 
1 2 1
2
2
0 1 2 1 1
2 2
2 2
( ) ( ) ( ) ... ( ) ( )
( ) ... ( ) .
p
m
kk k S
n p
SS
m m
P x a x x x x x x x p x q
x p x q x p x q
= − ⋅ − ⋅ ⋅ − ⋅ − + ×
× + + ⋅ ⋅ + +
 
где все квадратичные трехчлены не имеют действительных корней (D < 0), 
а  nSSSkkk mr =++++++ )...(2 2121 . 
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3.2. Интегрирование простейших рациональных дробей 
 
К простейшим рациональным дробям относятся дроби следующих 
четырех типов: 
I.    
ax
A
−
;      II.  
n
ax
A
)( −
; 
III. 
qpxx
NMx
++
+
2 ;    IV. nqpxx
NMx
)( 2 ++
+
, 
где  A, M, N, a, p, q – некоторые действительные числа, а квадратичный 
трехчлен в дробях  III  и  IV  типов не имеет действительных корней, т.е. 
0
4
2
<− qp    или   0
4
2
>−
pq . 
Проинтегрируем простейшие дроби: 
I.    ∫ +−⋅=
−
= CaxAdx
ax
AI ln . 
II.  C
axn
AaxdaxAdx
ax
AI
n
n
n
+
−−
=−−=
−
= ∫ ∫
−
−
1))(1(
1)()(
)(
. 
Замечание. 
2 22 2
2
2
2
2
2 2
2
2 2 2 2
2 2
2 2
2 4 2 4
2
0, 0; 0
4 4
12
arctg
2 2
1 22arctg
4
4 4
p p p p
x px q x q x q
dx pI x m
x px q
p pD q q m
pd x
dx dt t C
m mt mp p
x m x m
p
x
C
p p q pq q
    
+ + = + − + = + + − =           
 
= = == + + + +  
< − < − = >
 
+ 
 
= = = = + =
+   
+ + + +   
   
+
= ⋅ + =
−
− −
∫
∫ ∫ ∫
2 2
2
arctg .
4
x p C
q p
+
+
−
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Ш.  
2
2
( ) (2 )( )
(2 )
2 2
d x px q x p dxMx NI dx M Mp
x px q Mx N x p N
+ + = +
+
= = =
+ + + = + + −
∫  
2 2
2
2 2
2 2
2
2 2
(2 ) ( ) (2 )2
2
( )
2 2
2 2
arctg
2 4 4
(2 ) 2ln( ) arctg .
2 4 4
M Mp
x p N
M x p dxp dx
x px q x px q
Mp dx M d x px qN
x px q x px q
Mp x pN
q p q p
M N Mp x p
x px q C
q p q p
+ + −
+
= = +
+ + + +
+ + 
+ − = + 
+ + + + 
+ 
+ − ⋅ = 
 
− −
− +
= + + + +
− −
∫ ∫
∫ ∫
 
IV.  
2
2
2 2 2
2 2
2
( ) (2 )
(2 )
2 2( )
( )
2
0; 0'
4 4
n
d x px q x p dx
M MpMx N x p N
Mx NI dx p
x px q x px q x m
p pD q q m
+ + = +
+ = + + −
+
= = = 
+ + + + = + + 
 
< − < − =
∫  
2 2
2
2 2
2 1
2 22
2
(2 ) (2 )2 2
2( ) ( )
( )
2 2( ) ( )
( )2
2 2 (1 ) 2 ( )
2
n n
n n
n
n n
M Mp
x p N N
M x p dxdx
x px q x px q
Mp dx M d x px qN
x px q x px q
pd x
Mp M x px q Mp atN N
n t mp
x m
−
 
+ + −  + 
= = +
+ + + +
+ + 
+ − = + 
+ + + + 
 
+  + +    + − = + −   
− +     
+ +     
∫ ∫
∫ ∫
∫ ∫
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Оставшийся интеграл можно вычислить с помощью рекуррентной 
формулы (см. п. 2.4.) 
∫ −
−






−
−
+
+−
=
+
= 12122222 22
321
))(1(2)( nnnn
I
n
n
aaxna
x
ax
dx
I . 
Этим исчерпывается вопрос об интегрировании простейших рацио-
нальных дробей. 
Пример 1. Вычислить интеграл  ∫
++
=
522 xx
dxI . 
Решение. 
2 2 2 2
( 1) 1 1
arctg
2 22 5 ( 2 1) 4 ( 1) 2
dx dx d x xI C
x x x x x
+ +
= = = = +
+ + + + + + +
∫ ∫ ∫ . 
Пример 2. Вычислить интеграл  ∫
++
+
= dx
xx
xI
52
12
2 . 
Решение. 
2
2 2
2 2 2
2
2 2 2 2 2
2
( 2 5) (2 2)
2 1 ((2 2) 1)12 1 2( 1) 1
2 5 2 5
2 5 ( 1) 2
2( 1) ( 2 5) ( 1)
2 5 2 5 2 5 ( 1) 2
1 1ln( 2 5) arctg .
2 2
d x x x dx
x xI dx x x dx
x x x x
x x x
x dx dx d x x d x
x x x x x x x
x
x x C
+ + = +
+ + −
= = + = + − = =
+ + + +
+ + = + +
+ + + +
= − = + =
+ + + + + + + +
+
= + + + +
∫ ∫
∫ ∫ ∫ ∫  
Пример 3. Вычислить интеграл  ∫
++
+
= 32 )52(
)32(
xx
dxxI . 
Решение. 
2
2 3 2 32 2
2
2 3 2 3 2 3 2 3
( 2 5) (2 2)(2 3) ((2 2) 1)
( 2 5) ( 2 5)2 5 ( 1) 4
(2 2) ( 1) ( 2 5)
.
( 2 5) (( 1) 4) ( 2 5) ( 4)
d x x x dxx dx x dxI
x x x xx x x
x dx d x d x x dt
x x x x x t
+ + = ++ + +
= = = =
+ + + ++ + = + +
+ + + +
= + = +
+ + + + + + +
∫ ∫
∫ ∫ ∫ ∫
 
Так как  ∫ ∫
++
−
=
−
=+
++
++ −
−
22
2
3
32
2
)52(2
1
2)52(
)52(
xx
tdtt
xx
xxd
. 
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Второй интеграл находим, используя рекуррентную формулу  nI , 
приведенную выше при интегрировании простейших дробей  IV вида. 
Таким образом,  имеем 
3 2 12 3 2 2 2 2 2
2 2 2
1 3 1 3 1
4 4 4 16 2( 4) 4( 4) 4( 4) 2( 4)
1 3 3
arctg .
4 64 24( 4) 32( 4)
dx x x xI I I
x x x x
x x x C
x x
    
= = + = + + =    
+ + + +     
 
= + + + 
+ + 
∫
 
3.3. Разложение рациональной дроби на простейшие 
 
Пусть дана рациональная дробь 
( )
( )
P x
Q x ,                                                       (1) 
где  P(x)  и  Q(x) – некоторые многочлены от  x.  
Если степень  P(x)  больше или равна степени  Q(x), то разделим  P(x)  
на  Q(x)  по правилам алгебры («уголком», используя тождественные пре-
образования)  получим тождество 
( ) ( )( )( ) ( )
P x F xT xQ x Q x= + ,                                             (2) 
где T(x) и F(x) – многочлены; при этом степень F(x) будет ниже степени Q(x). 
Таким образом, интегрирование любой дроби  (1)  будет сводиться к 
интегрированию (2), т.е. интегрированию многочлена  T(x)  и дроби  ( )( )
F x
Q x , 
у которой степень числителя меньше степени знаменателя, т.е. будем ин-
тегрировать только правильные дроби. Считаем, что многочлены  F(x)  и  
Q(x)  взаимно просты, т.е. не имеют общих множителей, содержащих  x. 
Это не умоляет общности задачи, так как при  наличии общих множителей 
у многочлена в  F(x)  и  Q(x)  – их сокращают. 
1. Пусть правильная несократимая дробь  ( )( )
F x
Q x   такова, что   
1 2 3( ) ( )( )( )...( )nQ x x x x x x x x x= − − − − ,                           (3) 
знаменатель имеет простые действительные различные корни, тогда 
разложение дроби  
( )
( )
F x
Q x   имеет вид 
1 2
1 2 1 2
( ) ( )
...( ) ( )( )...( )
n
n n
AF x F x A A
Q x x x x x x x x x x x x x= ≡ + + +− − − − − − .         (4) 
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Определим коэффициенты в разложении  (4). 
Первый способ. В правой части равенства (4) приводим к общему 
знаменателю и, учитывая, что знаменатели правой и левой части получен-
ного тождества одинаковы, получим, что дроби будут равны, если будут 
одинаковы числители, т.е. получим тождество вида 
1 2 3 2 1 3
1 2 1
( ) ( )( )...( ) ( )( )...( )
( )( )...( ).
n n
n n
F x A x x x x x x A x x x x x x
A x x x x x x
−
≡ − − − + − − − +
+ − − −
       (5) 
Приравнивая коэффициенты при одинаковых степенях  х в (5) полу-
чим совместимую систему n линейных уравнений с n неизвестными  
1 2, ,..., nA A A . 
Решая полученную систему, находим  1 2, ,..., nA A A  и, следовательно, 
разложение (4) рациональной дроби. 
Второй способ. Этот способ называют метод частных значений. 
Так как (5) – тождество, то, полагая в (5) последовательно 1,x x=  
2,..., nx x x x= =  находим соответственно 1 2, ,..., nA A A , а, следовательно, и 
разложение  (4). 
Третий способ. Умножив обе части тождества (4) на 1( )x x− , получим 
1 2
1 1
2
( )( )
... ( )( )
n
n
AF x x x AA x xQ x x x x x
 
−
= + + + − 
− − 
. 
Если  Q(x)  представить в виде   1( ) ( ) ( )Q x x x x= − ϕ , то получим 
2
1 1
2
( )
... ( )( )
n
n
AF x AA x x
x x x x x
 
≡ + + + − ϕ − − 
.                         (6) 
Полагая в этом тождестве  1x x= , получим 
1
1
1
( )
( )
F xA
x
=
ϕ
.                                              (7) 
Числитель правой части легко вычислить, подставляя в многочлен  
F(x)  число  1x . 
Для вычисления знаменателя заметим следующее: дифференцируя 
тождество 
1( ) ( ) ( )Q x x x x≡ − ϕ  
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получим 
1( ) ( ) ( ) ( )Q x x x x x′ ′≡ ϕ + − ϕ                                      (8) 
и, полагая в полученном тождестве (8)  1x x= , будем иметь: 
1 1( ) ( )Q x x′ = ϕ .                                               (9) 
Тогда 
1
1
1
( )
( )
F xA Q x= ′ .                                                (10) 
Поступая аналогично с остальными корнями, получим 
2
2
2
( )
;( )
F xA Q x= ′     
3
3
3
( ) ( )
;...( ) ( )
n
n
n
F x F xA AQ x Q x= =′ ′ .                       (11) 
Таким образом, получено простое правило для нахождения коэффи-
циентов  1 2, ,..., nA A A   в разложении дроби  (4)  на простейшие.  
Пример 4. Написать разложение дроби  3 2
2 7
2 3
x
x x x
+
+ −
  на простейшие 
и найти коэффициенты. 
Решение. Данная дробь правильная и знаменатель 
3 2( ) 2 3 ( 1)( 3)Q x x x x x x x= + − = − +  
имеет действительные различные корни: 1 2 30, 1, 3x x x= = = − . 
Следовательно, разложение дроби имеет вид 
3 2
2 7 2 7
( 1)( 3) 1 32 3
x x A B C
x x x x x xx x x
+ +
= = + +
− + − ++ −
. 
Производная знаменателя 
2( ) 3 4 3Q x x x′ = + − . 
Подставляя найденные корни  1 2 30, 1, 3x x x= = = −   в функции  F(x)  и  
( )Q x′   находим 
(0) 7 (1) 9 ( 3) 1
; ;(0) 3 (1) 4 ( 3) 12
F F FA B CQ Q Q
−
= = − = = = =
′ ′ ′
−
. 
Тогда искомое разложение имеет вид 
3 2
2 7 7 9 1
3 4( 1) 12( 3)2 3
x
x x xx x x
+
= − + +
− ++ −
. 
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Пример 5. Найти разложение дроби 
4 2
3 2
3 3 2
2
x x x
x x x
− − −
− −
 на простейшие 
и найти коэффициенты. 
Решение. Данная дробь неправильная, т.к. степень числителя выше степе-
ни знаменателя, поэтому нужно выделить целую часть. Разделив числитель 
на знаменатель (уголком или с помощью тождественных преобразований) 
получим 
4 2
3 2
3 3 2 21 ( 2)( 1)2
x x x x
x
x x xx x x
− − − +
= + −
− +
− −
. 
Разлагаем правильную дробь на простейшие 
2
( 2)( 1) 2 1
x A B C
x x x x x x
+
≡ + +
− + − +
, 
отсюда имеем 
2 ( 2)( 1) ( 1) ( 2)x A x x Bx x Cx x+ ≡ − + + + + − . 
Подставляя последовательно в обе части полученного тождества 
корни знаменателя  x = 0,  x = 2,  x = –1  находим  A = –1,  2
3
B = ,  1
3
C = . 
Тогда окончательно получим 
4 2
3 2
3 3 2 1 2 1( 1)
3( 2) 3( 1)2
x x x
x
x x xx x x
− − −
= + + − −
− +
− −
. 
Пример 6. Найти разложение дроби 
2
4 2
2
5 4
x x
x x
− +
− +
 на простейшие дро-
би и определить коэффициенты разложения. 
Решение. Корнями знаменателя правильной дроби являются числа  x = –1,  
x = 1,  x = 2,  ,x = –2,  следовательно 4 25 4 ( 1)( 2)( 1)( 2)x x x x x x− + = − − + + . 
Поэтому разложение на простейшие дроби 
2 2
( 1)( 1)( 2)( 2) 1 1 2 2
x x A B C D
x x x x x x x x
− +
≡ + + +
+ − + − + − + −
.            (12) 
Приводя к общему знаменателю в правой части  (12), приравнивая числи-
тели (12) получим 
2 2 ( 1)( 2)( 2) ( 1)( 2)( 2)
( 1)( 1)( 2) ( 1)( 1)( 2).
x x A x x x B x x x
C x x x D x x x
− + = − + − + + + − +
+ + − − + + − +
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После преобразований получим 
2 3 22 ( ) ( 2 2 )
( 4 4 ) (4 4 2 2 ).
x x x A B C D x A B C D
x A B C D A B C D
− + = + + + + − + − + +
+ − − − − + − + −
 
Приравнивая коэффициенты при одинаковых степенях переменной  x, по-
лучим совместную систему четырех уравнений с четырьмя переменными 
0
2 2 1
4 4 1
4 4 2 2 2
A B C D
A B C D
A B C D
A B C D
+ + + =

− + − + =

− − − − = −

− + − =
 
Решая данную систему, получим 
2
;
3
A =     1 2 1;       ;       
3 3 3
B C D= − = − = . 
Таким образом, разложение рациональной дроби на простейшие 
имеет вид 
2
4 2
2 2 1 2 1
3( 1) 3( 1) 3( 2) 3( 2)5 4
x x
x x x xx x
− +
= − − +
+ − + −
− +
. 
2. Пусть правильная несократимая дробь  ( )( )
F x
Q x   такова, что 
2 2 2
1 1 2 2( ) ( )( )....( )n nQ x x p x q x p x q x p x q= + + + + + +                (13) 
знаменатель не имеет действительных корней, т.е.  для всех  n  дискриминан-
ты 2 n nx p x q+ +  отрицательны, тогда разложение дроби 
( )
( )
F x
Q x  имеет вид 
2 2 2
1 1 2 2
1 1 2 2
2 2 2
1 1 2 2
( ) ( )
( ) ( )( )...( )
.... .
n n
n n
n n
F x F x
Q x x p x q x p x q x p x q
A x BA x B A x B
x p x q x p x q x p x q
= =
+ + + + + +
++ +
= + + +
+ + + + + +
            (14) 
Для определения коэффициентов  iA  и   ( 1, )iB i n=  в разложении (14) 
поступают следующим образом: приводят к общему знаменателю в правой 
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части (14), то знаменатели этого тождества одинаковы, а, следовательно, и 
числители должны быть тождественно равны между собой. После приве-
дения подобных в числителе правой части  (14),  приравнивая коэффици-
енты при одинаковых степенях числителей полученного тождества, полу-
чим совместную систему линейных уравнений относительно  iA   и  
  ( 1, )iB i n= . Решая ее,  определим коэффициенты  iA   и    ( 1, )iB i n= , а, сле-
довательно, и разложение дроби  (14)  на простейшие.  
Пример 7. Найти разложение дроби на простейшие  
2
2 2
3 5 12
( 3)( 1)
x x
x x
+ +
+ +
. 
Решение. Знаменатель правильной дроби не имеет действительных кор-
ней, поэтому разложение на простейшие имеет вид 
2
2 2 2 2
3 5 12
( 3)( 1) 3 1
x x Ax B Cx D
x x x x
+ + + +
= +
+ + + +
. 
Приводя к общему знаменателю правую часть последнего тождества 
и приравнивая числители, получим тождество 
2 3 23 5 12 ( ) ( ) ( 3 ) ( 3 )x x A C x B D x A C x B D+ + ≡ + + + + + + +  
Откуда, приравнивая коэффициенты при одинаковых степенях, по-
лучим совместную систему 
0
3
3 5
3 12
A C
B D
A C
B D
+ =
 + =

+ =
 + =
, 
решая которую, получим  
5 3 5 9
,    ,     ,    
2 2 2 2
A B C D= − = − = = . 
А разложение будет иметь вид 
2
2 2 2 2
3 5 12 1 5 3 1 5 9
2 2( 3)( 1) 3 1
x x x x
x x x x
+ + + +
= − ⋅ + ⋅
+ + + +
 
3. Пусть правильная несократимая дробь  ( )( )
F x
Q x   такова, что 
1 2( ) ( )( ) ...( )k nQ x x x x x x x= − − −  
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знаменатель имеет действительные различные корни, среди которых име-
ются кратные корни, тогда разложение дроби  
( )
( )
F x
Q x   имеет вид 
1 1
1 21 2
32
2 3
2 2 2
( ) ( )
( ) ( )( ) ...( )
... ...
( ) ( ) ( )
k
n
k
k
n
A BF x F x
Q x x x x xx x x x x x
B BB C
x xx x x x x x
= = + +
− −
− − −
+ + + + + +
−
− − −
              (15) 
 
Для определения коэффициентов в разложении (15) поступают ана-
логично, как в случае 2. 
Пример 8. Найти разложение дроби на простейшие дроби  
2
3 2
2 3 3
2
x x
x x x
− +
− +
. 
Решение. Данная дробь правильная, знаменатель которой имеет действи-
тельные корни, но среди них есть кратные  3 2 22 ( 1)x x x x x− + = − . Следо-
вательно, разложение на простейшие дроби имеет вид 
2 2
3 2 2 2
2 3 3 2 3 3
( 1)2 ( 1) ( 1)
x x x x A D B
x xx x x x x x
− + − +
= = + +
−
− + − −
. 
После тождественных преобразований получим тождество 
2 22 3 3 ( ) ( 2 )x x A D x A D B x A− + ≡ + + − − + + .                   (16) 
Находить коэффициенты можно, как и выше, приравнивая коэффи-
циенты при одинаковых степенях и решая совместную систему уравнений. 
Несколько проще можно определить коэффициенты  A, D, B  в тож-
дестве (16), полагая 1 20,  1x x= =  (корни знаменателя), а 3x  – любое число. 
X = 0, тогда  A = 3;  x = 1, тогда  B = 2;  при  x = 2  получим  5 = A + 2B + 2D  
или  2D = – 2, т.е.  D = –1. 
Тогда разложение имеет вид 
2 2
3 2 2 2
2 3 3 2 3 3 3 1 2
12 ( 1) ( 1)
x x x x
x xx x x x x x
− + − +
= = − +
−
− + − −
. 
4. Пусть правильная несократимая дробь   ( )( )
F x
Q x   такова   
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2 2 2
1 1 2 2( ) ( )( ) ...( )k n nQ x x p x q x p x q x p x q= + + + + + + , 
что знаменатель имеет комплексные корни, среди  которых есть кратные, 
тогда разложение дроби  
( )
( )
F x
Q x   имеет вид 
2 2 2
1 1 2 2
1 1 1 1 2 2
2 2 2 2
1 1 2 2 2 2
2 2
2 2
( ) ( )
( ) ( )( ) ...( )
...
( )
...
( ) ( )
k
n n
n n n n
k n
n n
F x F x
Q x x p x q x p x q x p x q
A x B M x N M x N
x p x q x p x q x p x q
M x N A x B
x p x q x p x q
= =
+ + + + + +
+ + +
= + + + +
+ + + + + +
+ +
+ + +
+ + + +
           (17) 
Коэффициенты в разложении  (17)  определяем как в случае 3, т.е.  
решением совместной системы линейных уравнений. 
Пример 9. Найти разложение дроби на простейшие дроби 
4 2
2 3
2 4
(1 )
x x
x
+ +
+
. 
Решение. Знаменатель данной дроби имеет два линейных корня x i= ±  
кратности 3. Поэтому разложение имеет вид 
4 2
3 21 1 2
2 3 2 2 2 2 3
2 4
(1 ) 1 (1 ) (1 )
A x Bx x A x B A x
x x x x
++ + +
= + +
+ + + +
. 
Используя один из рассмотренных методов определения коэффициентов, 
получим, что  0 1 2 2 3 20,   1,   0,   0,   0,   3A B A B A B= = = = = = , а, следователь-
но, разложение имеет вид 
4 2
2 3 2 3 2
2 4 3 1
(1 ) (1 ) 1
x x
x x x
+ +
= +
+ + +
. 
Если правильная рациональная дробь  
( )
( )
F x
Q x   такова, что знаменатель  
Q(x)  имеет корни как действительные, так и комплексные, среди которых 
могут быть и кратные, то разложение  дроби  
( )
( )
F x
Q x   на простейшие прово-
дим, используя рассмотренные выше случаи  1 – 4. 
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3.4. Интегрирование рациональных дробей 
 
Для нахождения интеграла 
∫ dx
xQ
xP
n
m
)(
)(
,                                                  (1) 
где  )(xPm ,  )(xQn   многочлены с действительными коэффициентами 
степени  m  и  n  соответственно  и  m < n, т.е.  )(
)(
xQ
xP
n
m
 – правильная ра-
циональная дробь, то ее можно представить в виде суммы простых дро-
бей вида 
2
2,   ,   , ,   4 0( ) ( )k s
A Bx D k s N p q
x a x px q
+
∈ − <
− + +
.                    (2) 
Если  )(
)(
xQ
xP
n
m
 – дробь неправильная )( nm ≥ , то, разделив числитель на зна-
менатель, получим 
)(
)()()(
)(
xQ
xR
xS
xQ
xP
nn
m += ,                                         (3) 
где  S(x) – многочлен (частное от деления  )(xPm   на  )(xQn ),  R(x) – оста-
ток от деления, причем )(
)(
xQ
xR
n
 – правильная дробь. Таким образом, интег-
рирование рациональной функции сводится к интегрированию многочлена  
S(x)  и правильной дроби  )(
)(
xQ
xR
n
  в равенстве  (3). 
Для интегрирования правильной дроби  )(
)(
xQ
xR
n
  используем разложе-
ния на простейшие рациональные дроби вида  (2), рассмотренные в п. 3.3.  
Рассмотрим примеры интегрирования рациональных функций. 
Пример 10. Найти интеграл  dx
xx
xI ∫
+−
=
12
4
. 
Решение. Так как подынтегральная дробь неправильная, но, выполнив де-
ление, получим 
4
3
2
1
1
2
1
1
)12(
2
1
11 22
2
2
2
2
4
+





−
−
+−
−
−+=
+−
−+=
+−
x
xx
x
xx
xx
x
xx
xx
x
. 
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Тогда  
3 2
21 1 2 1ln( 1) arctg
3 2 2 3 3
x x xI x x C−= + − − + − + . 
Пример 11. Найти интеграл ∫
+
+
= dx
xx
xI 22 )1(
13
. 
Решение. Подынтегральное выражение – правильная рациональная дробь, 
разложение которой на простейшие имеет следующий вид 
22222 )1(1)1(
13
x
FDx
x
CBx
x
A
xx
x
+
+
+
+
+
+=
+
+
. 
После приведения к общему знаменателю в правой части равенства и 
приравнивая числители, получим 
AxFCxDBACxxBAx ++++++++=+ )()2()(13 234 . 
Приравнивая коэффициенты при одинаковых степенях  x  в послед-
нем тождестве, и решая совместную систему относительно  А, В, С, D  и  F  
получим  A = 1,  B = –1,  C = 0,  D = –1,  F = 3.  Тогда  
2 2 2 2 2 2 3
2
2 2
1 12 2 2
3 1 3
(1 ) 1 (1 ) (1 )
1 1 (1 ) 1 1 1ln ln(1 ) 3 ln ln(1 ) 3 .
2 2 2 2(1 ) (1 )
x dx xdx xdx dxI
xx x x x x
d x
x x I x x I
x x
+
= = − − + =
+ + + +
+
= − + − − + = − + + +
+ +
∫ ∫ ∫ ∫ ∫
∫
 
2 2 2
1 2 2 2 2 2 2 2
(1 ) 1 1 (1 )
2(1 ) (1 ) 1 (1 )
dx x x xd xI dx d
x x x x
+ − +
= = = − =
+ + + +
∫ ∫ ∫ ∫  
2
2
2 2
2 2 2
    
1 (1 )
arctg (1 ) 1
    2 (1 ) (1 ) 1
u x du dx
xd x
x d xdx
x x
= =
+
= − = =+ −
υ = υ =+
+ +
∫  
2 2 2 2
1 1 1
arctg arctg arctg arctg
2 2 21 1 2(1 ) 2(1 )
x dx x x
x x x x
x x x x
− 
= − + = + − = + + + + + 
∫  
Тогда искомый интеграл  I  будет равен 
2
2
1 3 1 3ln ln(1 ) arctg .
2 22(1 )
xI x x x C
x
+
= − + + + +
+
 
Пример 12. Вычислить интеграл  ∫
+
= 24 )3( xx
dxI . 
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Решение.  
6 6 5
6 2 6 6 2
1 (3 ) 1 1
3 3 3(3 ) (3 ) (3 )
x x dx x dxI dx
x x x x x
+ −
= = − =
+ + +
∫ ∫ ∫  
66
6 2 4 6 6
6
3( 1)1 1 (3 ) 1 3 1ln 133 18 3 6 (3 ) 5 18(3 )1
d d xx C
x x x
x
+
+  
= − − = − + + + 
⋅ ⋅ + + +
∫ ∫ . 
Пример 13. Вычислить интеграл  ∫
++
=
)4)(1( 22 xx
dxI . 
Решение. Знаменатель подынтегральной дроби имеет две пары различных 
комплексных сопряженных корней, поэтому разложение имеет вид 
41)4)(1(
1
2222 +
+
+
+
+
=
++ x
EDx
x
BAx
xx
. 
Откуда имеем тождество  )1)(()4)((1 22 +++++≡ xEDxxBAx . 
Можно построить систему линейных уравнений и найти их решение 
(четыре уравнения и четыре неизвестных). Но удобнее применить метод 
частных значений с использованием комплексных чисел – корней знамена-
теля  ,    2x i x i= ± = ± . 
 Полагая  x = i, получим  3B + 3Ai = 1, т.е.  A = 0,  1
3
B = . 
 Полагая  x = 2i, получим  –3E – 6Di = 1, т.е.  D = 0,  1
3
E + − . 
 Таким образом,   2 2
1 1 1 1
arctg arctg
3 3 3 6 61 4
dx dx xI x C
x x
= − = − +
+ +
∫ ∫ . 
Замечание 1. Рассмотренный пример разобран с точки зрения разло-
жения на простейшие дроби для того, чтобы показать, что находить коэф-
фициенты разложения можно, используя и множество комплексных чисел, 
и довольно успешно. 
Замечание 2. Интегралы данного вида находят значительно проще, а 
именно 
2 2 2 2
1 1 1 1
3( 1)( 4) 1 4x x x x
 
= − 
+ + + + 
 
откуда получаем табличные интегралы. 
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Пример 14. Вычислить интеграл 4 1
dxI
x
=
+
∫ . 
Решение. В силу равенства 
4 4 2 2 2 2 2 2 21 ( 2 1) 2 ( 1) ( 2 ) ( 2 1)( 2 1)x x x x x x x x x x+ = + + − = + − = + + − +   
и, учитывая, что для каждого квадратичного трехчлена D < 0, получим 
разложение 
1 1
4 2 2
1
1 2 1 2 1
Bx D B x D
x x x x x
+ +
= +
+ + + − +
. 
Откуда имеем тождество 
2 2
1 11 ( )( 2 1) ( )( 2 1)Bx D x x B x D x x= + − + + + + + .                 (4) 
Приравнивая коэффициенты при одинаковых степенях переменной х, 
получим совместную систему линейных уравнений 
1
1 1
1 1
1
0
0 2 2
0 2 2
1
B B
B D B D
B D B D
D D
= +

= − + + +

= − + +

= +
 
Решая которую, находим 
1
2 2
B = ,      1
2
D = ,       1
1
2 2
B = − ,       1
1
2
D = . 
Тогда 4 2 2
1 1 2 2
2 21 2 1 2 1
x x
x x x x x
 + −
= ⋅ − 
+ + + − + 
. 
Следовательно 
1 2 2 2
1( )( 2) 1 2 2 1 2
1 12 22 1 2 1 ( )
22
d x
x xI dx dx
x x x x x
+
+ +
= = + =
+ + + + + +
∫ ∫ ∫  
2
1
1 ln( 2 1) arctg( 2 1) .
2
x x x C= + + + + +  
2
2 22
( 2) 1 ln( 2 1) arctg( 2 1)
22 1
x dxI x x x C
x x
−
= = − + − − +
− +
∫ ,  то   
2
1 2 4 2
1 1 2 1 1( ) ln
2 2 4 2 2 21 2 1
(arctg( 2 1) arctg( 2 1) .
dx x xI I I
x x x
x x C
+ +
= + = = + ×
+ − +
× + − − +
∫
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Замечание 3. Приведем другой способ вычисления коэффициентов B, 
D, 1 1,  B D  в разложении (4). Корни многочлена  4 1x +   определяются фор-
мулой  
2
4
k i
kx e
pi+ pi
= ,  где  k = 0, 1, 2, 3. 
При этом 40
1 (1 )
2
i
x e i
pi
= = +  – корень трехчлена 2 2 1x x+ + , а 
3 0x x x= = −  – корень трехчлена  
2 2 1x x− + . 
Полагая в (4) 0x x=  и сравнивая в полученном соотношении дейст-
вительные и мнимые части находим  1B   и  1D . Таким же образом, полагая  
в  (4)  0x x= −  найдем B и D. 
Замечание 4. В некоторых случаях для вычисления интегралов от ра-
циональной дроби целесообразно, вместо разложения ее на простейшие 
дроби применить другой метод – преобразование дроби, использование 
подходящей подстановки или метод интегрирования по частям. 
Пример 15. Вычислить интегралы 
15.1.  
2
1 5( 1)
xI dx
x
=
−
∫ ;        15.2.  
2
2 4
1
1
xI dx
x
+
=
+
∫ ;        15.3.  3 4 2(1 )
dxI
x x
=
+
∫ . 
Решение. 
15.1.  
2 2
1 5 5
( 1) 2( 1) 1
( 1) ( 1)
x x xI dx dx
x x
− + − +
= = =
− −
∫ ∫  
2 3 4
1 1 2 1
2 ( 1) 3( 1) 4( 1)
C
x x x
= − − − +
− − −
 
15.2.  
2 2
42 2 2
2
1 11 ( )1
1 11 ( ) 2
dx d x
x x xdxI
x x x
xx
 
+
− +  
= = =
= + + − +
∫ ∫∫  
2
1
1 1 1
arctg arctg .
2 2 2 2
x
xx C C
x
−
−
= + = +  
15.3. Так как    (sin ,  cos )I R x x dx= ∫ . 
Тогда   3 4 2 2
1 1
arctg
(1 ) 3
dxI x C
xx x x
= = − + + +
+
∫ . 
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§ 4.  Интегрирование выражений,  
содержащих  тригонометрические функции 
 
Суть интегрирования выражений, содержащих тригонометрические 
функции, состоит в следующем: с помощью подходящей замены перемен-
ной или подстановки интегрирование выражений, содержащих тригоно-
метрические функции, приводятся к интегрированию рациональных или 
дробно-рациональных функций. 
 
4.1  Интегрирование дифференциалов (sin ,  cos )R x x dx  
 
Вычисление интегралов вида  (sin ,  cos )I R x x dx= ∫   сводится к вы-
числению интегралов от рациональной функции подстановкой  
tg ( )
2
x
t x= −pi < < pi ,  которая называется универсальной тригонометриче-
ской подстановкой.  
Действительно, в силу того,  что   
22
2tg 22sin
11 tg
2
x
t
x
x t
= =
++
;                    
2
2
22
1 tg 12cos
11 tg
2
x
t
x
x t
−
−
= =
++
; 
2
22arg tg :  
1
dt
x t dx
t
= =
+
, тогда  
2
2 2 2
2 1 2(sin ,  cos ) ,  
1 1 1
t t dtR x x dx R
t t t
 
−
=   + + + 
. 
Таким образом, интегралы вида 
2
2 2 2
2 1 2(sin ,  cos ) ,
1 1 1
t t dtI R x x dx R  dt
t t t

−
= =  + + + 
∫ ∫                                (1) 
всегда берутся в конечном виде. 
Отметим, что если функция R(sin x, cos x) линейная относительно 
sin x и cos x (содержит выражения sin x и  cos x в первой степени), то уни-
версальная тригонометрическая подстановка ( )
2
x
t tg=  приводит к эффек-
тивному вычислению интегралов вида (1). Если же функция R(sin x, cos x) 
содержит выражения sin x  и  cos x в высоких степенях, то универсальная 
тригонометрическая подстановка tg
2
x
t =  приводит к слишком громоздким 
выкладкам, но всегда интегралы вида (1) берутся в конечном виде. 
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Пример 1.  Найти интеграл  (1 sin )
sin (1 cos )
x dxI
x x
+
=
+∫
. 
Решение.  
2 2
2 2
2 2 2 2 2
2
2 2
2 2tg : 2arctg (1 )2(1 sin ) 1 1
 
sin (1 cos ) 2 2 1 2 1
: sin : cos (1 )
1 1 1 1 1
ln tgtg1 ( 2 1) 1 22( 2 ln ) tg .
2 2 2 4 2 2
x t dtt x t
x dx t tI
x x dt t t t tdx x x
t t t t t
xx
t t dt t x
t t C C
t
= = +
+ + +
= = = =
+ −
−
= = = +
+ + + + +
+ +
= = + + + = + + +
∫ ∫
∫
 
Пример 2.  Найти интеграл   
sin
dxI
x
= ∫ . 
Решение. Используя универсальную тригонометрическую подстановку 
( tg )
2
x
t = , получим  
2
2
(1 )2 ln ln tg .
22 (1 )
t dt dt xI t C C
tt t
+
= = = + = +
+
∫ ∫  
Пример 3.  Найти интеграл    
cos
dxI
x
= ∫ . 
Решение. Этот интеграл можно найти, используя универсальную тригоно-
метрическую подстановку  ( tg )
2
x
t = , или свести к нахождению интеграла в 
примере  2. 
Действительно,  
( )
2 ln ( )
cos 2sin( )
2
d xdxI tg x C
x
x
pi
+ pi
= = = + +
pi
+
∫ ∫ . 
Приведем другой способ вычисления интегралов 
sin
dxI
x
= ∫ ; 
cos
dxI
x
= ∫ . 
Пример 4.  Найти интеграл  
sin
dxI
x
= ∫ . 
Решение.  2 2
sin (cos ) 1 1 cosln
sin 2 1 cossin cos 1
dx dx d x xI C
x xx x
−
= = = = +
+
−
∫ ∫ ∫ . 
Ниже рассмотрим случаи вычисления интегралов, содержащих три-
гонометрические функции и дающих результаты эффективнее, чем ис-
пользование универсальной тригонометрической подстановки. Предвари-
тельно сделаем следующие замечания из алгебры. 
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Замечание 1.  Если целая или дробно-рациональная функция  R(u, g)  
не меняет своего значения при изменении знака одного из аргументов, на-
пример u, т.е., если  R(–u, g) = R(u, g),  то она может быть приведена к виду 
R(u, g) = R1(u2, g),  содержащему лишь четные степени  u. 
Замечание 2.  Если целая или дробно-рациональная функция   R(u, g)   
при изменении знака одного из аргументов также меняет знак, т.е., если  
R(–u, g) = –R(u, g), то она приводится к виду R(u, g) = R2(u2, g)·g; это следу-
ет из предыдущего замечания, если его применить к функции  
( , )R u g
u
. 
Рассмотрим интеграл 
(sin ,  cos )I R x x dx= ∫ .                                         (1) 
Тогда 
I.   Если  R(u, g)  меняет знак при изменении u, тогда  
R(sin x, cos x)dx = R0(sin2 x, cos x)sin x·dx = –R0(1–cos2x, cos x)d·cos x, 
 т.е., если    
R(–sin x, cos x) = –(sin x, cos x), 
 то интеграл  (1)  приводим к интегрированию рациональной функции от-
носительно переменной  t, с помощью подстановки  cos ,   (0; )t x x= ∈ pi .  
II.  Если  R(u, g)  меняет знак при изменении знака  g, то 
R(sin x, cos x)dx = R1(sin x, cos2x)cos x·dx = R1(sin x, (1 – sin2x)dx, 
 т.е., если  
R(sinx, –cosx) = –R(sinx, cosx), 
то интеграл (1) приводим к интегрированию рациональной функции отно-
сительно переменной  t, с помощью подстановки  t = sin x,   ( :
2 2
x
pi pi
∈ − ). 
III. Если, R(u, g)  не меняет своего значения при одновременном из-
менении знаков  u  и  g. 
2
1( , ) ( , ) ( , ) ( , ) ( , )∗ ∗− − = = ⋅ = =
u u uR u g R u g R g g R g R g
g g g
. 
Поэтому 21 1 2
1(sin ,  cos ) (tg ,  cos ) tg ,  (tg )
1 tg
R x x R x x R x R x
x
∗ ∗  
= = = 
+ 
, а сле-
довательно интеграл (1) приводим к интегрированию рациональной функ-
ции относительно переменной t, с помощью подстановки 
tg : :
2 2
t x x
pi pi 
= ∈ − 
 
,   ибо   2(sin ,cos ) ( )1
dtR x x dx R t
t
=
+
. 
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Замечание 3.  Отметим, что, какова бы не была рациональная  функ-
ция   R(u, g), ее всегда можно представить в виде суммы трех слагаемых, 
рассмотренных выше, т.е.   
( , ) ( , ) ( , ) ( , ) ( , ) ( , )( , )
2 2 2
R u g R u g R u g R u g R u g R u gR u g − − − − − − − − += + + .  (2) 
В равенстве  (2) первое слагаемое меняет знак при изменении знака 
u, второе меняет знак при изменении знака  g,  а третье сохраняет значение 
при одновременном изменении знаков   u  и  g. Поэтому, представив выра-
жение  R(sin x, cos x)  в виде  (2), к первому слагаемому применим подста-
новку  cost x= t, ко второму – подстановку sint x= , и к третьему – tgt x= .  
Следовательно, для вычисления интегралов вида (1) достаточно трех 
подстановок.  
Пример 5.  Найти интеграл   
3
2
cos cos
1 sin
x xI dx
x
+
=
+
∫ . 
Решение. Функция 
3
2
cos cos(sin ,cos )
1 sin
x xR x x
x
+
=
+
, нечетная относительно  
cos x , поэтому   t = sinx : dt = cos x·dx,  а следовательно 
2 2 2
2 2 2
2
(1 cos )cos (2 sin )cos 2
1 sin 1 sin 1
3 sin 3arctg sin
1
x xdx x xdx tI dt
x x t
dtdt x x C
t
+ − −
= = = =
+ + +
= − + = − + +
+
∫ ∫ ∫
∫ ∫
 
 
4.2.  Интегралы вида    
,
sin  cos  m um nI x x dx= ∫ . 
 
При нахождении интегралов вида Im,n применяют следующие правила: 
1. n – целое положительное нечетное число, то применяется подста-
новка  t = sin x. 
2. m – целое положительное нечетное число, то применяется подста-
новка  t = cos x. 
3. m + n – четное целое число, то применяются  подстановки либо  
 t = tg x,  либо  t = cos2x. 
Пример 6.  Найти интеграл  4 54,5 sin  cos  I x x dx= ∫ . 
Решение. Используем подстановку t = sin x, тогда 
2
1
1
dtdx
t
=
−
; 2cos 1x t= − . 
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Следовательно,  
9 5
4 5 4 6 8 7sin 2 sinsin  cos  ( 2 ) sin
9 7 5
x xI x x dx t t t dt x C= = − + = − + +∫ ∫ . 
Замечание 4.  Интеграл 4 5sin  cos  I x x dx= ∫  можно найти следую-
щим образом 
4 4 4 4 4 2 2
4,5
9 5
4 2 4 7
sin  cos  cos  sin  cos  sin sin (1 sin ) sin
sin 2 sin
sin (1 2sin sin ) sin sin
9 7 5
I x x x dx x x d x x x d x
x x
x x x d x x C
= = = ⋅ − =
= − + = − + +
∫ ∫ ∫
∫
 
Пример 7.  Найти   2 4sin cos
dxI
x x
=
⋅
∫ . 
Решение.  Данный интеграл можно найти, используя подстановку  tg 
2
x
 = t, 
но проще найти данный интеграл преобразованием подынтегральной 
функции, используя основное тригонометрическое тождество («разбиение 
единицы»)  sin2x + cos2x = 1  или соответствующую степень тригонометри-
ческой единицы. В данном примере можно использовать равенство  
1 = sin2x + cos2x,  но эффективнее будет 2 2 2 2(sin cos )I x x= + ,получим   
2 2 42 2 2
4
2 4 2 4
2
4 2 2
3
2
(sin 2sin cos cos )sin cos )
sin cos sin cos
sin 2
cos cos sin
tg
tg  tg 2tg ctg 2tg ctg .
3
x x x xI x xI dx dx
x x x x
x dx dxdx
x x x
x
x d x x x x x C
+ ++
= = =
= + + =
= + − = + − +
∫ ∫
∫ ∫ ∫
∫
 
Замечание 5.  При вычислении интегралов вида  
m
1
sin  cosn
dxI
x x
⋅
= ∫ ,  
удобно использовать «разбиение единицы» (1 = sin2x + cos2x) или соответ-
ствующую степень тригонометрической единицы. 
Замечание 6.  Интегралы вида  sin  cos  p gI x x dx= ∫   (p  и  g  – рацио-
нальные числа,  (0 : )
2
x
pi
∈ )  подстановкой  sin x = t  приводятся к интегралу 
от биномиального дифференциала 
2 1sin  cos  (1 )p g p gI x x dx t t dt−= = −∫ ∫ . 
 164 
4.3.  Интегралы  вида   tg  ,     ctg  n nn nI x dx I x dx= =∫ ∫  
 
Для нахождения интеграла  tg  nnI x dx= ∫   поступают следующим об-
разом  (n ≥ 2) 
2 2 2
2
2 2
1
tg  tg tg  ( 1)tg  
cos
tg  tg tg  ,
n n n
n
n n
I x dx x x dx x dx
x
x d x x dx
− −
− −
= = ⋅ = − =
= −
∫ ∫ ∫
∫ ∫
 
т.е.  
1
2
tg
1
n
n n
xI I
n
−
−
= −
−
 – рекуррентное соотношение. 
Аналогично находим  интеграл   ctgnnI xdx= ∫ . 
 
4.4. Интегралы вида  
sin cosI ax bx dx= ⋅ ⋅∫ , cos cosI ax bx= ⋅∫ , sin sinI ax bx= ⋅  
 
Интегралы вида 
sin cosI ax bx dx= ⋅ ⋅∫ , cos cosI ax bx dx= ⋅ ⋅ ,  sin sinI ax bx dx= ⋅ ⋅∫  
находим преобразованием произведения тригонометрических функций в 
сумму или разность, пользуясь одной из следующих формул: 
2sin ax · cos bx = sin(a – b)x + sin(a + b)x; 
2cos ax · cos bx = cos(a – b)x + cos(a + b)x; 
2sin ax · sin bx = cos(a – b)x – cos(a + b)x. 
Пример 8.  Найти интеграл   sin cosI ax bx dx= ⋅ ⋅∫ . 
Решение. [ ]1sin cos sin( ) sin( )
2
I ax bx dx a b x dx a b x dx= ⋅ ⋅ = − ⋅ + + =∫ ∫  
1 cos( ) cos( )
.
2
a b x a b x C
a b a b
− + 
= − + + 
− + 
 
 
 
 
 165 
§5. Интегрирование выражений, содержащих радикалы 
 
Основной прием интегрирования выражений, содержащих радикалы, – 
нахождение таких подстановок  ( )t t= ϕ   ( ( )tϕ  – выражается через элемен-
тарные функции), которые привели бы подынтегральное выражение к ра-
циональному виду, так называемый метод рационализации подынтеграль-
ного выражения. 
 
5.1.  Интегрирование функций вида  , n ax bR x
cx d
 +
 
+ 
 
 
 Пусть 
, n
ax bI R x dx
cx d
 +
=  
+ 
∫ ,                                         (1) 
где   R  – рациональная функция от двух аргументов;  n – натуральное чис-
ло;  a, b, c, d – постоянные числа. 
Для нахождения интеграла  (1)  положим 
;   ;  ( )
n
nn
n
ax b ax b dt b
t t x t
cx d cx d a ct
+ + −
= = = ϕ =
+ +
−
, 
тогда интеграл  (1)  примет вид 
( ( ), ) ( )R t t t dt′ϕ ϕ∫ ,                                             (2) 
где дифференциал имеет рациональный вид, так как  ( ),  (t), (t)R t ′ϕ ϕ  – ра-
циональные функции от  t, а, следовательно, интеграл (2) находится в ко-
нечном виде и, тем самым, находим интеграл (1). 
К интегралу вида (1) сводятся и более общие интегралы 
1
, ,   ....,   
kn nax b ax bR x dx
cx d cx d
 + +   
     + +    
∫ ,                           (3) 
где ( 1, );    ,  ,  ,  ,   0sn Q s k a b c d R ad bc∈ = ∈ − ≠ ,  
подстановкой  p
ax b
t
cx d
+
=
+
,  где  p – общий знаменатель чисел n1, n2, …, nk, 
приводятся к интегралам от рациональных функций.  
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Пример 1.  Найти интеграл   3 1
1 1
x dxI
x x
+
= ⋅
− +∫
. 
Решение.  Пусть  
3 2
3
3 3 2
1 1 6
;  ;  
1 1 ( 1)
x t t dt
t l x dx
x t t
+ +
= = = −
−
− −
, 
тогда  
2
3 2 2
1 2 1 1 2 13 ln 3
1 2 31 1 ( 1)
dt t t t tI dt arctg C
tt t t t
− + + + + 
= − = + = + + 
−
− + + − 
∫ ∫ , 
где 3
1
1
x
t
x
+
=
−
. 
Пример 2.  Найти интеграл  
2 1
3 6
1
3(1 )
x x xI dx
x x
+ +
=
+
∫ . 
Решение. Наименьшее общее кратное знаменателей (1; 3; 6) равно числу 6, 
поэтому применим подстановку 6 5;   6x t dx t dt= = , тогда 
6 4 5 5 3
3 4
6 2 2 2
( ) 1 1 36 6 6 ( ) 6
2(1 ) 1 1
t t t t dt t tI dt t dt t arctgt C
t t t t
+ + + +
= = = + = + +
+ + +
∫ ∫ ∫ , 
где x = t6. 
 
5.2. Интегрирование функций вида 2( , )R x ax bx c+ +  
 
Интегралы вида 
2 2( , ) ,    0;   4 0I R x ax bx c dx a b ac= + + ≠ − ≠∫ .                    (1) 
Сводятся к интегрированию рациональных функций с помощью под-
становок Эйлера: 
21)  ,    0ax bx c t ax a+ + = ± ± > ,                               (2) 
22)  ,    0ax bx c xt c c+ + = ± ± > ,                              (3) 
2 23)  ( ),    4 0ax bx c t x b ac+ + = ± − α − > ,                  (4) 
где α – один из корней квадратного трехчлена  ax2 + bx + c. 
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Действительно, например, в первой подстановке Эйлера формула  (2)  
положим 
2
,    0ax bx c t ax a+ + = − > .                                (5) 
Возводя равенство  (5)  в квадрат получим 
2 2
2;   
2 2
t c at bt c a
x ax bx c
at b at b
− + +
= + + =
+ +
 
2
22 (2 )
at bt c adx dt
at b
+ +
=
+
. 
Суть подстановки Эйлера состоит в том, что для определения  x  по-
лучается уравнение первой степени, таким образом, что  х и 2ax bx c+ + ,  
выражаются рационально через t. Таким образом, первая подстановка Эй-
лера (2) сводит интеграл (1) к интегрированию рациональной функции от t. 
Вторая подстановка Эйлера (3), например, 2 ,ax bx c xt c+ + = +  
c 0> . После возведения в квадрат и приведения подобных, получим  
2 2ax b xt ct+ = +  – уравнение первой степени относительно  х.  Откуда 
2 2
2
2 2 2 2
2
; ; 2
( )
ct b ct bt a c ct bt a c
x ax bx c dx dt
a t a t a t
− − + − +
= + + = =
− − −
, 
а, следовательно, интеграл (1) сводится к интегрированию рациональной 
функции от  t. 
Замечание 1. Рассмотренные выше первая и вторая подстановки (а > 0 
и c > 0) приводятся одна к другой подстановкой  1x
t
= . Следовательно, 
всегда можно избежать применения второй подстановки. 
Третья подстановка применяется в том случае, если квадратный 
трехчлен  ax
2
 + bx + c  имеет различные действительные корни  α и  β, т.е. 
2 ( )( )ax bx c a x x+ + = − α − β . 
Положим 
2 ( )ax bx c t x+ + = − α , после возведения в квадрат и со-
кращая на  (х – α)  получим и здесь уравнение первой степени относитель-
но х, так что 
2
2
2 2 2 2 2 2
( ) 2 ( )
;  ;  
( )
t a a t a t
x ax bx c dx dt
t a t a t a
α − β α − β β − α
= + + = =
− − −
, а 
следовательно интеграл (1) сводится к интегрированию рациональной 
функции от  t. 
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Замечание 2.  При  2 ( )( ) ( ) xax bx c a x x x a
x
− β
+ + = − α − β = − α
− α
, 
интеграл 2( , ) ( , ( ) xI R x ax bx c dx R x x a dx
x
 
− β
= + + = − α 
− α 
∫ ∫  сводится к 
интегрированию рациональной функции с помощью подстановки 
x
t a
x
− β
=
− α
. 
Пример 3. Найти интеграл 
21
dxI
x
=
−
∫ , используя подстановки Эйлера. 
Решение. а) интеграл 
2
arcsin
1
dxI x C
x
= = +
−
∫  – табличный интеграл; 
b) для нахождения 
21
dxI
x
=
−
∫  применим третью подстановку Эйлера: 
21 (1 )x t x− = − , тогда 
2
2
2 2 2 2
1 2 4
; 1 ;
1 1 ( 1)
t dt tdt
x x dx
t t t
−
= − = =
+ + +
 и 
22
12 2arctg 2arctg
111
dx dt xI t C C
xtx
+
= = = + = +
−+
−
∫ ∫ . 
Так как имеет место тождество   
12arctg arcsin ,    ( 1 1)
1 2
x
x x
x
+ pi
= + − < <
−
, 
то полученный результат в случае b)  лишь по форме отличается от резуль-
тата в случае  а). 
Замечание 3. При нахождении интеграла получается результат в раз-
ных формах записи, в зависимости от применяемого метода для нахожде-
ния интеграла. 
с) найдем 
21
dxI
x
=
−
∫ , применяя вторую подстановку Эйлера, т.е.  
21 1x xt− = − , тогда  
2
22
1 12 2arctg 2arctg
11
dx dt xI t C C
xtx
+ −
= = − = − + = − +
+
−
∫ ∫ . 
Заметим, что полученный результат отличается от результатов в слу-
чае  а)  и  b)  не только по форме записи, но этот результат справедлив для 
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промежутков (–1;0)  и  (0;1), т.к. при х = 0  выражение  
21 12arctg x
x
+ −
−   
лишено смысла. 
Однако, пределы этого выражения при  x→ – 0 и при x→ + 0 различ-
ны: они равны, соответственно, π  и  – π. Выбирая для промежутков (–1;0) 
и (0;1) различные значения константы  С  так, чтобы второе из них было на 
2π  больше первого. Если принять за значение рассматриваемой функции в 
точке  x = 0  общий предел  при x→ – 0   и x→ + 0,  то функция будет не-
прерывна на (–1;1). 
Полученный интеграл с помощью второй подстановки Эйлера – это 
тот же результат, как и в случае   а)  и  b)  лишь в другой форме, т.к. имеют 
место тождества 
2 arcsin ,       0 11 12arctg
arcsin ,    1 0
x xx
x xx
− pi < <+ −
− = 
+ pi − < <
 
Пример 4.  Найти интеграл   
2 1
dxI
x x x
=
+ − +
∫ : 
а)  применим первую подстановку Эйлера 
2 2
2
2
1 2( 1)1 ;   ;   
2 1 (2 1)
t t t dt
x x t x x dx
t t
− − +
− + = − = =
−
−
,   тогда 
2
2 22
2 2
2
2 2 2 2 3 3
 
2 1(2 1) (2 1)1
3 1 32ln ln 2 1
2 2 1 2
3 1 3 ln 2 2 1 2ln 1 ;
2 22 2 1 1
dx t t dt dt
t tt t tx x x
t t C
t
x x x x x x C
x x x

− + 
= = − + =
−
− −+ − + 
= − ⋅ + − − + =
−
= − − + − + + + − + +
+ − + −
∫ ∫ ∫
 
б) применим вторую подстановку Эйлера для вычисления данного интеграла 
2 1 1x x tx− + = −  
2 2
2
2 2 2 2
2 1 1 2( 1)
;   1 ;   
1 1 ( 1)
t t t t t
x x x dx dt
t t t
− − + − − +
= − + = =
− − −
, 
а    2 1
1
t
x x x
t
+ − + =
−
,   тогда 
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2
2 22
2
2 2 2
( 2 2 2) 2 1 3 1 3
2( 1) 2 1( 1)( 1) ( 1)1
3 1 3 32ln ln 1 ln 1
1 2 2 1 1
1 32ln 1 1 ln 1 1 ln 1 1 .
2 2
dx t t dt dt
t t tt t t tx x x
x
t t t C
t x x x
x x x x x x x x C

− + − 
= = − − ⋅ − =
− +
− + ++ − + 
= + − − − + + = +
+
− + + +
+ − + + − − + − + − − + + + +
∫ ∫ ∫
 
Отметим, что результаты интегрирования в случаях  а)  и б)  отлича-
ются по форме, но в случаях  а) и б) подстановки Эйлера приводят к гро-
моздким преобразованиям, поэтому если есть возможность, то применяют 
другие способы нахождения интегралов вида (1), которые рассмотрим ниже. 
Отметим, что подынтегральную функцию в (1) представим в виде 
2 1
22
( )( , ) ( )R xR x ax bx c R x
ax bx c
+ + = +
+ +
,                        (6) 
где R1 и R2 – рациональные дроби. 
Представляя R1(x) в виде суммы многочлена Pn(x) и суммы простых 
дробей, сведем интеграл (1) к линейной комбинации интегралов следую-
щих трех видов: 
а) 
2
( )nP x dx
ax bx c+ +
∫ ;                                                                                (7) 
b) 
2( )m
dx
x ax bx c− α + +
∫ ;                                                                      (8) 
c) 2
2 2
      ;   4 0
( )k
dx k N p g
x px g ax bx c
∈ − <
+ + ⋅ + +
∫ .                      (9) 
Если в (7)  ( )nP x Mx N= + ,  то интегралы вида  2
Mx NI dx
ax bx c
+
=
+ +
∫  с 
помощью подстановки  
2
b
x t
a
+ =   приводятся к виду 
1 12 2
tdt dtI M N
at K at K
= +
+ +
∫ ∫ , 
где М1,  N1,  K  – некоторые постоянные числа. 
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Первый интеграл сводится к интегрированию от степенной функ-
ции,  второй – это либо логарифмическая функция (a > 0), либо арксинус 
(a < 0;  K > 0). 
Интегралы вида  (7)  находятся по формуле 
12 2
( ) ( )n n
P x dxdx Q x K
ax bx c ax bx c
−
= +
+ + + +
∫ ∫                     (10) 
где Qn–1(x) – многочлен с неизвестными коэффициентами степени (n – 1); 
K – неизвестное число. 
Для нахождения коэффициентов многочлена Qn–1(x) и числа K, диф-
ференцируем тождество (10) и, умножая затем обе части полученного со-
отношения на  22 ax bx c+ + ,  затем, приравнивая коэффициенты при оди-
наковых степенях  x  тождества, получим систему  n  линейных уравнений 
с  n  неизвестными  (n – 1 – коэффициенты  Qn–1(x) и число K). Решая полу-
ченную систему (а она всегда совместна), находим коэффициенты Qn–1(x)  
и число  K, а, следовательно, и интеграл  (10). 
Пример 5.  Найти интеграл  
2
( 3)
4 4 3
x dxI
x x
+
=
+ −
∫ . 
Решение.   
2 2 2 2
2 2 2 2
2 1
( 3) 1 1 ( 5) 1 5
2 4 4 44 4 3 4 4 4
1
2
1 5 1 54 ln 4 4 4 3 ln 2 1 4 4 3
4 4 4 4
t x
x dx t dt tdt dtI dx dt
x x t t t
t
x
t t t C x x x x x C
= +
+ +
= = = = = + =
+ − − − −
−
=
= − + + − + = + − + + + + − +
∫ ∫ ∫ ∫
 
Пример 6.  Найти интеграл  
2
2 1
x dxI
x x
=
+ +
∫ . 
Решение.  
2
2
2 2
( ) 1
1 1
x dxdx Ax B x x K
x x x x
= + ⋅ + + + ⋅
+ + + +
∫ ∫ . 
Дифференцируя тождество и, умножая полученное соотношение на 
22 1x x+ + , получим тождество 2 22 2 ( 1) ( )(2 1) 2xx A x x A B x K= + + + + + + , 
откуда 
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2 2 2
0 2 2
0 2 2
A A
A A B
A B K
= +

= + +

= + +
      или     
1
2
3
4
1
.
8
A
B
K
=
= −
= −
 
В силу того, что  
2
2 2
1
12 ln 1
21 1 3
2 4
d xdx
x x x C
x x
x
 
+    
= = + + + + + 
 + +  + + 
 
∫ ∫ , 
тогда  2 2
3 1 11 ln 1
2 4 8 2
xI x x x x x C   = − ⋅ + + − + + + + +   
   
. 
Пример 7.  Найти интеграл  24 4 3I x x dx= − +∫ . 
Решение. 
2
2
2
4 4 34 4 3
4 4 3
x xI x x dx dx
x x
− +
= − + = =
− +
∫ ∫  
2
2
2
2
2 2
       см.( ) 4 4 3
  пример 5.6  4 4 3
1 4 4 3
2 4 (2 1) 2
1 14 4 3 ln(2 1 4 4 3) .
2 4 2
dxAx B x x K
x x
x dx
x x
x
x
x x x x x C
= + − + + = =
− +
 
= − − + + = 
 
− +
 
= − − + + − + − + + 
 
∫
∫  
Рассмотрим интеграл (8)  
2( )n
dxI
x ax bx c
=
− α + +
∫ . 
Подстановка   
1
t
x
=
− α
   интеграл  (8)  сводит к интегралу  (7). 
Рассмотрим интеграл 
2 2( )k
dxI
x px g ax bx c
=
+ + + +
∫ ,                                (9) 
2
 ;    4 0k N p g∈ − < . 
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а)  если  b = a·p,  c = a·g,  то интеграл (9) можно представить в виде линей-
ной комбинации интегралов  1 1
2 2
(2 )
( )k
x p dxI
x px g
+
+
=
+ +
∫  – табличный интеграл,  
и  2 1
2 2( )k
dxI
x px g
+
=
+ +
∫ , который с помощью подстановки Абеля  
( )2 222 x pи x px g x px g
′ +
= + + =
+ +
                            (11) 
сводится к интегралу от многочлена. 
b)  если  b ap≠ ,  то подстановка 
1
t
x
t
α + β
=
+
,                                                (12) 
где α, β – числа, которые подбирают таким образом, чтобы коэффициенты 
при t в квадратных трехчленах подынтегральной функции обратились в нуль. 
Тогда интеграл (9) примет вид 
2 2
( )
( )  k
P t at
t t+ λ µ + υ
∫ ,                                         (13) 
где P(t) – многочлен степени  (2k – 1),  λ > 0. 
Заметим, что если b a p= ⋅ , но c a g≠ ⋅ , то вместо подстановки (12) 
можно применить подстановку  
2
2
t p
x
−
= . 
Интеграл (13) вычисляем, разлагая правильную рациональную дробь 
на простые дроби, и представим (3) как линейную комбинацию интегралов 
вида 
3 2 2( )  tm
tdtI
t ⋅
=
+ λ µ + υ
∫ , 
которые находим с помощью подстановки  2 2 tи = µ + υ ,  а  
4 2 2( )  tm
dtI
t
=
+ λ µ + υ
∫  
находим с помощью подстановки Абеля  
2
 t
 t
µ
ν =
µ + υ
. 
 174 
5.3.  Интегрирование функций вида  2( , )R x ax bx c+ +  
 
С помощью тригонометрических или гиперболических подстановок 
интеграл  2( , )I R x ax bx c dx= + +∫   можно свести к нахождению интегра-
лов одного из следующих видов: 
1. 2 2 2( ,   )I R t p t g dt= +∫ , 
2. 2 2 2( ,   )I R t p t g dt= −∫ , 
3. 2 2 2( ,   )I R t g p t dt= −∫ , 
где  
2
b
t x
a
= + ;  2 2 2 2ax bx c p a g+ + = ± ±  (выделение полного квадрата в 
зависимости от знаков  a, b  и  c). 
Интегралы вида 1 – 3 сводятся к интегралам от выражений, рациональ-
ных относительно синуса и косинуса с помощью следующих подстановок: 
1.  tggt Z
p
=       или      shgt Z
p
= ; 
2.  secgt Z
p
=    или      chgt Z
p
= ; 
3.  singt Z
p
=    или       thgt Z
p
= . 
Пример 8.  Найти интеграл   
( )32 2 5
dxI
x x
=
+ +
∫ . 
Решение.  
( ) ( )3 2 3 32 2 2
2 2 2
2 :( 1)
 2
:  (( 1) 4)2 5 4 cos
1 1 1 1 12cos sin
4 4 4 41 4 2 51
4
t tgZ
dx d x dtI dZdtxx x t Z
t
tgZ xZdZ Z C C C C
tg Z t x x
=
+
= = = = =
=+ ++ + +
+
= = + = ⋅ + = ⋅ + = +
+ + +
+
∫ ∫ ∫
∫
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5.4.  Интегрирование дифференциального бинома 
 
Интегралы вида  
( )m n pI x a bx dx= +∫ ,                                          (1) 
где a  и  b – любые действительные числа, отличные от нуля; 
m,  n  и  p  – рациональные числа. 
Подстановка 
1 1 11
;   n nx t dx t dt
n
−
= =  интеграл (1) преобразуется в интеграл 
1 11 ( )
m
pnI t a bt dt
n
+
−
= +∫ ,                                       (2) 
полагая  
1 1mg
n
+
= − ,  получаем более простой вид интеграла от диффе-
ренциального бинома 
( , ) ( ) p gp gI a bt t dt= +∫ .                                         (3) 
Покажем, что интеграл I(p,g)  приводится к интегрированию рацио-
нальной функции, когда одно из трех чисел:  p; g; (p + g) – целое число. 
Случай 1.  p  – целое число, тогда  ( , ) ( , )gp gI R t t dt= ∫ , а значит, ин-
тегрируем методом рационализации. 
Случай 2.  g  – целое число, тогда   ( , ) ( ) ,  )pp gI R a bt t dt= +∫ ,  а зна-
чит, интегрируем методом рационализации. 
Случай 3.  (p + g)  – целое число, тогда  
( , ) ,  
p p
p g
p g
a bt a btI t dt R t dt
t t
+
 + +   
= ⋅ =          
∫ ∫ , 
и значит, интегрируется методом рационализации. 
Итак, дифференциальный бином  ( )m n pI x a bx dx= +∫   интегрируется 
методом рационализации и, значит, дает результат, выражаемый в алгеб-
раических, логарифмических и обратных тригонометрических функциях, 
если одно из трех чисел  
1 1
;   ;   
m mp p
n n
+ +
+   есть целое. 
Знаменитый математик П. Л.Чебышев в 1853 г. доказал, что, если ни 
одно из указанных трех чисел не является целым, интеграл от дифферен-
циального бинома уже невыразим через алгебраические функции и эле-
ментарные трансцендентные функции и, значит, не может быть взятым ни-
каким методом. 
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Замечание 3.  Из теоремы П. Л.Чебышева следует, что первообразная 
функции  1n nx+  – элементарная функция только при n = 2,  а первообраз-
ная функции  
1
1n nx+
  – элементарная при любом натуральном  n. 
Пример 9.  Найти интеграл  
3
3 2 2(2 )I x x dx−= +∫ . 
Решение.  Так как  
1 2m
n
+
=   – целое число, то этот пример относится к 
первому случаю, поэтому полагаем   
1 3
2 2 2 3 22 2
1
2 2
2 ;   ( 2) ;   (2 ) ; .
( )
ZdZ
x Z x Z Z x dx
Z a
+ = = − = + =
−
 
Тогда  
2
2 2
2 2 41
2
xI dZ Z C C
ZZ x
+ 
= − = + + = + 
  +
∫ . 
Пример 10.  Найти интеграл  
1
4 2 2(1 )I x x dx−−= +∫ . 
Решение. Так как 
1 2m p
n
+
+ = −  – целое число, то (случай 3) применим под-
становку 1 + x2 = x2Z2 или 
1
2 2(1 )xZ
x
+
= , откуда 2 2
1
;
1
x
Z
=
−
 
2
2
21 1
Z
x
Z
+ =
−
; 
2 4
1 1 2 2 3
2 2 22 2 2
1 1
 1 ;  ;  ;  ( 1)( 1) ( 1) ( 1)
Z ZdZ
x x x dx
Z
Z Z Z
−
+ = = = =
−
− − −
 
Значит 
1 3 2 2
4 2 22
3
(2 1) 1(1 ) (1 )
3 3
Z x xI x x dx Z dZ Z C C
x
−
−
− +
= + = − = − + = +∫ ∫ . 
 
5.5.  Интегрирование биноминальных дифференциалов 
 
Выражение вида ( )x a bx dxα β χ+ , где α, β, χ – рациональные числа,  
a  и  b  – любые действительные числа,  называется биноминальным диф-
ференциалом. 
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Пусть 
1
1
1 1
; 1( ) ( )
1
t x x t
I x a bx dx t a bt dt
dx t dt
β β α+
α β χ χβ
−β
= =
= + = = ⋅ ⋅ +β
= ⋅β
∫ ∫ , то-
гда в каждом из трех следующих случаев: 
1. χ  –  целое число,  
2. 1α +β   –  целое число, 
3. 1α + + χβ  – целое число, интеграл I будет элементарной функцией. 
Действительно, в первом случае число  
1 1 m
n
α +
− =β   рационально и, 
полагая  -1;  n nt и dt nи dи= = ,  получим  1( )m nnI и a bи dи− χ= +β ∫ ,  а, следова-
тельно, под знаком интеграла рациональная функция, а интеграл будет 
элементарной функцией. 
Во втором случае, если 
p
g
χ = , то положим ga bt и+ = ; -1gbт dи= ; 
gи a
t
b
−
= , тогда получим  
1 1
1
1 ( )g p g
gI и a и dи
b
α+
−
+ −β
α+
β
= −
β
∫ ,  следовательно 
под знаком интеграла рациональная функция, а, следовательно, интеграл I – 
функция элементарная. 
В третьем случае, разделив и умножив подынтегральную функцию 
на tχ , запишем интеграл I  в виде  
1 11 a btI t dt
t
α+ χ
− +χβ + 
= ⋅ β  ∫ . 
Положим  
-1
2;  ;  ( )
g
g
g g
a bt a agи dt
и t dt
t и b и b
+
= = = −
− −
,  тогда 
1
1
1 1
( )
p g
g
a g иI
и b
α+
+χ
+ −β
α+
+ +χβ
⋅
= − β
−
∫ . 
Так как под знаком интеграла – рациональная функция, то I – функ-
ция элементарная. 
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Рассмотренные выше случаи интегрируемости известны были еще И. 
Ньютону, но только П. Л.Чебышев доказал, что интеграл от биноминаль-
ного дифференциала не будет элементарной функцией, если числа  α,  β,  χ 
не удовлетворяют ни одному из трех ранее отмеченных условий. 
Замечание 3. Из теоремы Чебышева имеем, что первообразная функ-
ции  1n nx+  элементарна только при n = 2. Но, первообразная функции   
1
1n nx+
  элементарна при любом натуральном  n. 
Пример 11.  Найти интеграл  
4 41
dxI
x
=
+
∫ . 
Решение. Положим 
1 3
4 41;   
4
x t dx t dt
−
= = , тогда  
413 1 3414 4
4 4 2 4
4
2 2
4 4 4
4
44 4
;
11 1 4и(1 ) dt     dt
4 4 1 (1 ) 1;
1
1 1 1 1ln arctg
2 4 1 21 1
1 1 1ln arctg .
4 2 11
t
и
tt dи dиI t t t
t и и и
t
и
dи dи и
и C
ии и
x x x C
xx x
− −
−
=
+ 
= + = = = = − = +
− − 
=
−
+ 
= − − = + + = 
−
− + 
− +
= + +
++ +
∫ ∫ ∫
∫ ∫
 
5.6. Интегралы, не выражающиеся через элементарные функции 
 
Операция интегрирования в целом является действием более труд-
ным, чем дифференцирование функции. При интегрировании выбор пути 
интегрирования, не единственность способа решения поставленной задачи 
ставит очень сложные вопросы при решении поставленных задач. Но кро-
ме этой задачи стоит очень важный вопрос: а всегда ли у заданной функ-
ции  f(x) существует первообразная? О. Коши дал утвердительный ответ на 
этот вопрос: в том случае, когда функция  f(x)  непрерывна. Следует иметь 
ввиду следующее обстоятельство – если при дифференцировании любой 
элементарной функции получается снова элементарная функция, то для 
первообразной, от элементарной функции может и не быть элементарной 
и, следовательно, она не может быть записана через привычные символы 
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степенных, показательных, логарифмических, тригонометрических и об-
ратных тригонометрических функций.  Например, первообразная от такой 
простой функции, как  
2
1( )
1
f x
x
=
+
, не является элементарной (хотя и 
существует, по Коши). 
О функциях, у которых первообразная не является элементарной, го-
ворят, что они не интегрируемы в конечном виде или так называемые «не-
берущиеся» интегралы. Так, например нельзя взять интеграл  sinx xdx∫ , 
т.к.  не существует никакой элементарной функции (являющейся комбина-
цией конечного числа функции от функций, начиная с записанных в таб-
лице производных), производная которой была бы равной  xsinx. 
Приведем примеры некоторых функций интегралы от которых не 
берутся в конечном виде 
2
3 2 2 2
;    ;    , 1
1 (1 )(1 )
xdx e dxdx k
xx x k x
<
+ − −
∫ ∫ ∫ . 
Таким образом, необходимость изучения первообразных от ряда 
элементарных функций приводит к необходимости расширения запаса 
функций, к необходимости рассматривать и такие функции, которые не яв-
ляются элементарными. 
Приведем примеры «неберущихся» интегралов, которые играют 
большую роль как в самом математическом анализе, так и в его разнооб-
разных приложениях. 
а) 2xe dx−∫  – интеграл Пуассона (теория вероятностей); 
б) 2 2sin ,   cosx dx x dx∫ ∫  – интегралы Френеля (физика); 
в) ln x dx
x
∫  – интегральный логарифм; 
г) sin x dx
x
∫  – интегральный синус; 
д) cos x dx
x
∫  – интегральный косинус; 
е) 
xe dx
x
∫  – интегральная показательная функция. 
Первообразные от ряда функции хорошо изучены, для них состав-
лены подробные таблицы значений функций для различных значений ар-
гумента  x. 
 180 
МОДУЛЬ  3.  ОПРЕДЕЛЕННЫЙ ИНТЕГРАЛ 
 
§ 1. Задачи, приводящие к понятию определенного интеграла 
 
1.1. Площадь криволинейной трапеции 
 
Пусть функция f(x) непрерывна на отрезке  [ ]ab  и неотрицательна, 
т.е. 0)( ≥xf  для всех [ ]abx ∈ . Фигура, ограниченная сверху графиком 
функции  y = f(x), снизу осью Ox, сбоку – прямыми  x = a и x = b  называет-
ся криволинейной трапецией. Вычислим площадь этой трапеции. 
 
 
Для этого отрезок [ab] точками a = x0, x1, x2, ..., b = xn (x0 < x1 < x2 < ... < xn) 
разбиваем на  n  отрезков [ ] [ ] [ ]0 1 1 2 1, , ...,  n nx x x x x x− . Через точки  x1, x2, ..., 
xn  проведем прямые, параллельные оси  Oy, которые исходную криволи-
нейную трапецию разбивают на  n  частей, каждая из которых является 
криволинейной трапецией. В каждом из отрезков [ ]ii xx ,1−  выбираем про-
извольную точку ic , вычисляем значение функции  f(x)  в выбранных точ-
ках  ic . Тогда произведение  ii xcf ∆⋅)(  (где ix∆  – длина отрезка  [ ]ii xx 1− ) – 
площадь прямоугольника с основанием  [ ]ii xx 1−   и высотой  )( icf . Тогда 
сумма всех таких произведений  
∑
=
∆⋅=∆⋅++∆⋅+∆=
n
i
iinnn xcfxcfxcfxcfS
1
2211 )()(...)()( , 
не зависящая от способа разбиения отрезка  [ ]ab   и выбора точки  ic , равна 
приближенно площади криволинейной трапеции. Увеличивая число точек 
разбиения отрезка  [ ]ab , так чтобы наибольшая из длин  ix∆   стремилась к 
нулю, и если при этом сумма  Sn будет иметь предел  S, не зависящий ни от 
       y 
                                                  ( )y f x=  
 
 
              A                                                                       
 
                                                                                                                                 B 
 
 
 
 
 
       0             c1       c2                        ck                                                            cn    
             a = x0     x1     x2              xk–1    xk                                                            xn = b 
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способа разбиения  [ ]ab , ни от выбора точек  ic , то естественно считать, 
что площадь криволинейной трапеции 
∑
=
→∆
∞→∞→
∆==
n
i
ii
x
n
n
n
xcfSS
i
1)0(max
)(limlim .                              (1) 
Пример 1. Вычислить площадь фигуры, ограниченной параболой  
2xy =   и прямыми: y = 0; x = a; x = b,  0 < a < b. 
Решение. 
 
Площадь искомой криволинейной трапеции  aABb  равна  S 
AaBb SSS 00 −= . 
Находим площади  BbS0   и  AaS0 .  Так площадь AaS0   найдем, разби-
вая  [ ]a0   на  n  отрезков равной длины, а в качестве точки  ),1( nici =   вы-
бираем правый конец отрезка  [ ]ii xx 1− . Тогда  i
n
a
xc ii == ;  
n
a
xi =∆ . 






+





+=
++
==∆= ∑∑
== nn
annn
n
ai
n
a
xxS
n
i
i
n
i
in
1211
66
)12)(1( 2
2
2
1
2
2
2
1
2
. 
Здесь использована формула  
6
)12)(1(
1
2 ++
=∑
=
nnni
n
i
,  тогда 
3
1211
6
limlim
22
0
a
nn
aSS
n
n
n
Aa =





+





+==
∞→∞→
. 
Поступая аналогично для криволинейной трапеции 0Bb, получим  
3
2
0
bS Bb = .  Тогда искомая площадь  
3
22 abS −= . 
                                    y 
                                                                          B 
 
 
 
 
                                                             A 
 
 
                                                                                                    x 
                                    0                     a                 b  
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1.2. Работа переменной силы 
 
Пусть материальная точка движется вдоль числовой прямой  Оx под 
действием силы  F(x) (считаем  F(x)  непрерывной функцией от координа-
ты  x), причем направление действия силы  F(x)  совпадает с направлением 
движения материальной точки. Найдем работу силы  F(x)  при перемеще-
нии материальной точки  от  x = a  до  x = b, т.е. на отрезке  [ ]ab . Для ре-
шения этой задачи поступаем следующим образом: разобьем отрезок  [ ]ab , 
как и в задаче о площади криволинейной трапеции, точками  xi  и выберем  
[ ]1   ( 1, )i i ic x x i n−∈ = . 
Тогда работа силы  F(x)  на отрезке  [ ]ii xx 1−   приближенно равна  
ii xcF ∆⋅)( , а на отрезке  [ ]ab  
i
n
i
i
x
n
n
i
i
x
n
xcFAA
ii
∆⋅== ∑∑
=
→∆
∞→=
→∆
∞→ 1)0(max1)0(max
)(limlim . 
Это предел А (при тех же условиях, что и в задаче о площади) назы-
вают работой переменной силы при перемещении материальной точки из 
точки  a  в точку  b. 
Отвлекаясь от задачи о площади криволинейной трапеции и от задачи 
о работе переменной силы, попробуем перечислить математические опера-
ции, используя которые мы решили эти задачи. Прежде всего, отметим, что 
была задана функция f(x)  для площади криволинейной трапеции, либо F(x) 
– для работы; данные функции рассматривались как непрерывные на [ ]ab . 
Для получения равенств типа (1) были выполнены следующие операции: 
1. отрезок  [ ]ab   произвольным образом разбивается на конечное  (n)  
число частей (отрезков  [ ]ii xx 1−  ); 
2. на каждом из отрезков [ ]ii xx 1−  выбирается произвольная точка 
),1( nici =  и вычисляется значение функции ),1)((  )( nicFcf ii =  в этой точке; 
3. значение  ),1)((  )( nicFcf ii =   умножается на  ix∆   длину отрезка  
[ ]ii xx 1− ; 
4. все полученные произведения складываются. 
Полученная в результате перечисленных действий сумма носит на-
звание n-ной интегральной суммы. В наших задачах о площади криволи-
нейной трапеции и о работе переменной силы на отрезке  [ ]ab   n-ная инте-
гральная сумма имеет следующий вид 
∑
=
∆⋅
n
i
ii xcf
1
)(    или   i
n
i
i xcF ∆⋅∑
=1
)(  
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Отметим, что при заданном числе  n  частей (отрезков), на которые 
разбивали  [ ]ab , можно составить сколько угодно n-ных интегральных 
сумм. Это можно сделать в самом деле, т.к. во-первых, по разному разби-
вали отрезок [ ]ab   на  n частей, а во-вторых на каждом из полученных от-
резков  [ ]ii xx 1−   можно произвольным образом выбрать точку   ( 1, )ic i n= . 
Для получения точного значения площади криволинейной трапеции 
мы выполняли пятую операцию – находили предел  n-ной интегральной 
суммы при  ∞→n   или  0max →∆ ix . При решении рассмотренных задач 
о площади криволинейной трапеции или о работе переменной силы на от-
резке  [ ]ab   важно заметить, что предел не должен зависеть от способа раз-
биения отрезка [ ]ab  и от выбора точек   ( 1, )ic i n= . При различном способе 
разбиения и выборе точек  ic , вообще говоря, будут получаться прибли-
женные значения как площади, так и работы. Но в пределе эти различия 
должны стереться, т.е. предел не должен зависеть от способа составления 
интегральных сумм. 
 
§ 2. Определенный интеграл 
 
2.1. Интегральная сумма.  
Определение определенного интеграла 
 
В рассмотренном выше параграфе при решении задач о площади 
криволинейной трапеции и о работе переменной силы на отрезке  [ ]ab   бы-
ла введена  n-ная  интегральная сумма: если функция  y = f(x) определена и 
ограничена на отрезке  [ ]ab , то, разбивая  [ ]ab   на  n  частей произвольным 
образом точками  bxxxa n == ,...,, 10 ,  получим некоторое разбиение  [ ]ab .  
Пусть длина отрезка  [ ]ii xx 1−  равна  ),1( nixi =∆ . Выбирая произ-
вольным образом точку  [ ]iii xxc 1−∈ ,  составляем сумму 
∑
=
∆=∆++∆+∆⋅=
n
i
iinnin xcfxxfxxfxcfS
1
221 )()(...)()( .          (1) 
Она называется n-ной интегральной суммой Римана для функции  
f(x)  на отрезке  [ ]ab   соответствующей данному разбиению отрезка  [ ]ab   и 
выбору точек  ),1( nici = . 
Определение. Если существует конечный предел интегральной сум-
мы (1) при  (max 0)in x→ ∞ ∆ → , не зависящей от способа разбиения отрез-
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ка  [ ]ab   и выбора точек  ),1( nici = , то этот предел называют определен-
ным интегралом (интегралом Римана) от функции f(x)  на отрезке  [ ]ab   и 
записывают 
∑∫
=
→∆
∞→
∆=
n
i
ii
x
n
b
a
xcfdxxf
1)0(max
)(lim)( .                                 (2) 
Если предел в (2) существует, то функция  f(x)  называется интегри-
руемой на отрезке [ ]ab  (или интегрируемой по Риману). Выражение  f(x)dx  
называется подынтегральным выражением, f(x) – подынтегральной функ-
цией, x – переменной интегрирования, a  и  b  – нижним и верхним преде-
лами интегрирования. 
Замечание. Интегральная сумма не зависит от того, какой буквой 
обозначен аргумент данной функции, т.е. определенный интеграл не зави-
сит от выбора (обозначения) переменной интегрирования 
∫∫∫∫ ===
b
a
b
a
b
a
b
a
duufdyyfdttfdxxf )()()()( . 
Итак, определенный интеграл от функции  f(x)  на отрезке  [ ]ab   есть 
число, равное пределу, к которому стремится интегральная сумма при  
∞→n  (или  )0max →∆ ix . 
С геометрической точки зрения определенный интеграл от неотри-
цательной функции численно равен площади соответствующей криволи-
нейной трапеции. 
С физической точки зрения определенный интеграл – это величина 
работы, совершаемая переменной силой при перемещении материальной 
точки из точки  a  в точку  b  или величина пути, пройденного материаль-
ной точкой, скорость которой  )(tυ   за промежуток времени  [ ]TT ,0 . 
Необходимое условие интегрируемости функции. 
Теорема. Если функция  f(x)  интегрируема на отрезке  [ ]ab , то она 
ограничена на этом отрезке. 
Замечание. Ограниченность функции не является достаточным усло-
вием ее интегрируемости. Так, функция Дирихле 
1,  если   рациональное число( )
0, если    иррациональное число
xf x
x
−
= 
−
 
не интегрируема на отрезке  [ ]1,0 , хотя и ограничена. 
 185 
Классы интегрируемых функций: 
1. Если функция  f(x)  непрерывна на отрезке  [ ]ab , то она интегрируема 
на  [ ]ab . 
2. Если функция определена на отрезке и монотонна, то она интегри-
руема на этом отрезке. 
3. Если функция  f(x)  ограничена на отрезке  [ ]ab  и непрерывна во всех 
точках отрезка  [ ]ab , кроме конечного числа точек, то эта функция 
интегрируема на отрезке  [ ]ab . 
4. Если функция  f(x)  интегрируема на отрезке  [ ]ab , то она интегри-
руема на любом  [ ] [ ], ,a bα β ∈ . 
5. Если изменить значения интегрируемой функции в конечном числе 
точек, то интегрируемость ее не нарушится. 
6. Если функция f(x) интегрируема на [ ]ab , то и функции )(  ),( xfxfc ⋅  
интегрируемы на этом отрезке. 
7. Если две функции f(x) и g(x) интегрируемы на отрезке [ ]ab , то их 
сумма, разность и произведение также интегрируемы на этом отрезке. 
 
2.2. Основные свойства определенного интеграла 
 
Докажем следующие свойства определенного интеграла: 
1. Если нижний и верхний пределы интегрирования равны  (a = b), то 
интеграл равен нулю: 
0)( =∫
b
a
dxxf . 
Это свойство следует из определения интеграла и его должны рас-
сматривать как соглашение, т.к. его нужно рассматривать как естественное 
распространение понятия определенного интеграла на отрезок нулевой 
длины. 
2. При перестановке пределов интегрирования определенный инте-
грал меняет знак: 
∫−∫
a
b
b
a
dxxfdxxf )()( . 
Это свойство должно также рассматриваться как соглашение, т.к. это 
естественное обобщение понятия определенного интеграла на случай, ко-
гда отрезок [ ]ab  при  a < b пробегается в направлении от  b к  a (в этом слу-
чае в интегральной сумме все разности ix∆  имеют отрицательный знак). 
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3. Если  f(x) = 1, то 
abdxxfb
a
−=∫ )( . 
Доказательство. Действительно, если  f(x) = 1, то по определению 
определенного интеграла имеем 
abxxdxxf n
i
i
n
i
i
x
n
b
a
i
−=∆=∆⋅= ∑∑∫
==
→∆
∞→ 11)0(max
1lim)( . 
4. Если функция  f(x)  интегрируема на отрезке [ ]ab , то функция  
)(xfc ⋅  (с – const)  интегрируема на  [ ]ab , причем 
∫∫ =
b
a
b
a
dxxfCdxxCf )()( , 
значит, постоянный множитель можно выносить за знак определенного 
интеграла. 
Доказательство. Действительно, интегральные суммы функций  f(x)  
и  С(x)  отличаются постоянным множителем  С, поэтому имеем 
∫∑∑∫ =∆⋅=∆⋅=
=
→∆
∞→=
→∆
∞→
b
a
n
i
ii
x
n
n
i
ii
x
n
b
a
dxxfCxbfCxbcfdxxCf
ii
)()(lim)(lim)(
1)0(max1)0(max
. 
5. Если  f(x)  и  g(x) – обе интегрируемы на  [ ]ab , то  и  )()( xgxf ±   
также интегрируема на  [ ]ab , причем 
∫∫∫ ±=±
b
a
b
a
b
a
dxxgdxxfdxxgxf )()())()(( . 
Доказательство. Доказательство этого свойства проведем с помо-
щью перехода к пределу в интегральных суммах. 
Разобьем отрезок [ ]ab  произвольным образом на отрезки  [ ]ii xx 1−  
длины ),1( nixi =∆  и составим интегральные суммы для всех трех интегра-
лов, при этом точки  ic  в каждом отрезке выбираем произвольно, но для 
всех интегральных сумм одни и те же. Тогда будем иметь 
∑∑∑
===
∆±∆=∆⋅±
n
i
ii
n
i
ii
n
i
iii xcfxcfxcgcf
111
)()())()(( . 
Пусть ∞→n  или 0max →∆ ix ; так как для обеих сумм в правой час-
ти предел существует, то существует предел и для суммы слева, чем уста-
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навливается интегрируемость функции  )()( xgxf ± . Переходя к пределу в 
последнем равенстве, устанавливаем данное свойство. 
Замечание. Свойства 4  и  5  называют свойством линейности для оп-
ределенного интеграла. 
6. Аддитивность определенного интеграла. Если функция интегри-
руема на отрезке  [ ]ab   и  a < c < b, то  
∫∫∫ +=
b
c
c
a
b
a
dxxfdxxfdxxf )()()(  
Доказательство. Так как предел интегральной суммы не зависит от 
способа разбиения отрезка  [ ]ab   на  [ ]ii xx 1−   и от выбора точек  ip , то точ-
ку  с  при составлении интегральной суммы можно включить в число точек 
разбиения. Так, если  mc x= , тогда интегральную сумму для функции  f(x)  
можно разбить на две: 
∑∑∑
===
∆⋅+∆=∆
n
mi
ii
m
i
ii
n
i
i xcfxcfxcf )()()(
11
. 
В последнем равенстве каждая из написанных сумм является инте-
гральной соответственно для отрезков  [ ]ab ,  [ ]ac   и  [ ]cb . Переходя к пре-
делу при  ∞→n   )0(max →∆ ix , имеем 
∫∫∫ +=
b
c
c
a
b
a
dxxfdxxfdxxf )()()( . 
Геометрический смысл свойства 6  состоит в следующем: площадь 
криволинейной трапеции с основанием  [ ]ab   равна сумме площадей кри-
волинейных трапеций с основаниями  [ ]ac   и  [ ]cb . 
Замечание. Установленное свойство 6 справедливо для любого конечно-
го числа точек и при любом расположении. Так, например, если a < b < c, то 
∫∫∫ +=
c
b
b
a
c
a
dxxfdxxfdxxf )()()( . 
Откуда 
∫∫∫∫∫ +=−=
b
c
c
a
c
b
c
a
b
a
dxxfdxxfdxxfdxxfdxxf )()()()()( . 
7. Если функция f(x) интегрируема на [ ]ab  и для любого [ ]x ab∈  
 ( ) 0   ( )f x a b≥ < , тогда 
0)( ≥∫
b
a
dxxf . 
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Доказательство. Так как  0)( ≥xf   и  0≥∆ ix , то интегральная сум-
ма  0)(
1
≥∆∑
=
n
i
ii xcf . Переходя к пределу в последнем неравенстве при 
∞→n  )0(max →∆ ix , получим 
0)()(lim
1)0(max
≥=∆ ∫∑
=
→∆
∞→
b
a
n
i
ii
x
n
dxxfxcf
i
. 
Замечание. Имеет место более точный результат. Если функция  f(x)  
интегрируема на отрезке  [ ]ab , положительна – f(x) > 0  и  a < b, тогда 
0)( >∫
b
a
dxxf . 
Следствием из установленного свойства 7 является следующее свойство: 
8. Если функции f(x) и g(x) интегрируемы на [ ]ab  и для всех [ ]abx ∈  
справедливо неравенство )()( xgxf ≤  или f(x) < g(x), то и ∫ ∫≤ dxxgdxxf )()(   
или   ∫ ∫< dxxgdxxf )()(   в предположении, что  a < b. 
Доказательство данного свойства проводим аналогично доказатель-
ству свойства 7 только для функции  g(x) – f(x). 
С геометрической точки зрения свойство 8 означает следующее: 
площадь криволинейной трапеции  bBaA 22   не меньше площади криволи-
нейной трапеции  bBaA 11 . 
 
Замечание. Установленное свойство 8 для определенного интеграла 
называют монотонностью определенного интеграла. 
9. Если функция  f(x)  интегрируема на отрезке  [ ]ab  (a < b), тогда 
справедливо неравенство 
∫∫ ≤
b
a
b
a
dxxfdxxf )()( .                                             (1) 
                      y 
                                  A2  
                                                                                               B2 
 
                                  A1 
                                                                                                
                                                                                              B1 
 
 
 
                                                                                                                   x  
                                     a                                                     b                          
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Доказательство. Так как  f(x)  интегрируема на  [ ]ab , то будет ин-
тегрируема и функция )(xf  на [ ]ab , а это значит, что интеграл в правой 
части (1) существует. Для доказательства неравенства (1) применим свой-
ство 7 к функциям: 
)()()( xfxfxf ≤≤− . 
10. Если  f(x)  интегрируема на  [ ]ab   (a < b) и для любого  [ ]abx ∈  
справедливо  Mxfm ≤≤ )( , то 
)()()( abMdxxfabm b
a
−≤≤− ∫ .                                 (1) 
Доказательство. Применяя свойство 8 к функциям  m,  f(x)  и  M  по-
лучим искомое неравенство. 
С геометрической точки зрения свойство 10 означает следующее: ес-
ли  0)( ≥xf   для любого  [ ]abx ∈ , то площадь прямоугольника  bBaA 11   
равна )( abm − , площадь прямоугольника  bBaA 22   равна  )( abM − . А ус-
тановленное неравенство  (1) означает, что площадь криволинейной трапе-
ции  aABb  не меньше площади прямоугольника  bBaA 11   и не больше пло-
щади прямоугольника  bBaA 22 . 
 
11. Теорема о среднем значении. Если функция  f(x)  непрерывна (а 
значит, интегрируема) на [ ]ab , то существует точка  [ ]abc ∈ , что 
)()()( abcfdxxfb
a
−⋅=∫ .                                       (1) 
Доказательство. Так как функция  f(x)  непрерывна на отрезке  [ ]ab , 
то она достигает своих наименьшего  m  и наибольшего  M  значений, т.е. 
для любого  [ ]abx ∈  
Mxfm ≤≤ )( .                                                (2) 
            y                  A2                                                                              B2 
                 M           
                                                                                       
                           
 
                                                                                          B 
 
                         
                            A 
   
                 m        A1                                                         B1 
                                                                                                x 
            0                  a                                                     b   
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На основании свойства 10  и в силу неравенства  (2)  имеем  
)()()( abMdxxfabm b
a
−≤≤− ∫ . 
Так как b – a > 0, то, разделив двойное неравенство на (b – a), получим 
M
ab
dxxf
m
b
a ≤
−
≤
∫ )(
.                                              (3) 
В неравенстве (3) число  
ab
dxxf
−
=
∫ )(λ   находится между наименьшим 
и наибольшим значениями непрерывной на  [ ]ab   функции  f(x), которая 
принимает все промежуточные значения из отрезка  [ ]mM , в том числе и 
значение λ. Следовательно, существует точка  [ ]abc ∈ , такая, что  λ=)(cf . 
Значит 
ab
dxxf
cf
b
a
−
=
∫ )(
)( .                                              (4) 
Откуда 
))(()( abcfdxxfb
a
−=∫ . 
Число  f(c), определяемое по формуле  (4)  называется средним зна-
чением функции f(x)  на отрезке  [ ]ab . 
С геометрической точки зрения теорема о среднем означает следую-
щее: пусть 0)( ≥xf , рассмотрим криволинейную трапецию ABCD под 
кривой  y = f(x). 
 
 
      y 
 
 
                 D  
                                                        M                       
                D1                                                                                            C1 
 
                                                                                                           C 
                                                             f(c) 
 
                 A                                          L                                          B            x 
                    a                                      c                                           b     
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Тогда площадь криволинейной трапеции, выражаемая определенным 
интегралом равна площади прямоугольника  BCAD 11   с тем же основани-
ем  AB  и с некоторой средней ординатой  ML = f(c)  в качестве высоты. 
12. Обобщенная теорема о среднем значении. Пусть  
1. f(x)  и  g(x)  интегрируемы на отрезке  [ ]ab ; 
2. Mxfm ≤≤ )( ; 
3. g(x)  на [ ]ab   не меняет знак: ( ) 0  ( ( ) 0)g x g x≥ ≤ . 
Тогда 
∫∫ ⋅=⋅
b
a
b
a
dxxgdxxgxf )()()( µ ,                                    (1) 
где  [ ];m Mµ∈ . 
Доказательство. Пусть 0)( ≥xg  и a < b, тогда справедливо неравенство 
)()()()( xgMxgxfxmg ⋅≤⋅≤ .                                 (2) 
 Из неравенства, на основании свойства 8, получаем 
∫∫∫ ⋅≤≤
b
a
b
a
b
a
dxxgMdxxgxfdxxgm )()()()( .                         (3) 
Так как  0)( ≥xg   для любого  [ ]abx ∈ , то в силу свойства 7, имеем 
0)( ≥∫
b
a
dxxg .                                                 (4) 
Если интеграл  (4)  равен нулю, то из неравенства  (3)  следует, что   
0)()( =∫
b
a
dxxgxf , 
а, следовательно, исходное утверждение имеет место. Если же интеграл  
(4)  больше нуля, то разделим на него все части неравенства  (3), и полагая 
( ) ( )
( )
b
a
b
a
f x g x dx
g x dx
µ =
∫
∫
, 
получим искомое равенство. 
Замечание 1. В действительности ограничения, что  0)( ≥xg   и  a < b 
не нужны, т.к. перестановка пределов и изменение знака  g(x)  не наруша-
ют равенство. 
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Замечание 2. Если функция  f(x)  непрерывна на  [ ]ab , то формула  (1) 
имеет вид 
∫∫ =
b
a
b
a
dxxgcfdxxgxf )()()()( ,                                     (5)  
где  [ ]abc ∈ . 
Замечание 3. В условии теоремы можно было бы, вместо интегри-
руемости функции f(x) предположить интегрируемость произведения 
)()( xgxf ⋅ . 
 
2.3. Определенный интеграл с переменным верхним пределом 
 
1. Интеграл с переменным верхним пределом. Если функция  f(x)  
интегрируема на отрезке  [ ]ab , то для любого  [ ]abx ∈   она интегрируема 
на любом отрезке  [ ]ax , т.е.  для любого  [ ]abx ∈    
∫=
x
a
dttfxF )()( ,                                                (1) 
называют интегралом с переменным верхним пределом. 
Рассмотрим некоторые свойства функции  F(x): 
а) непрерывность интеграла 
Теорема 1. Если функция  f(x) интегрируема на отрезке  [ ]ab   , то 
функция  F(x)  непрерывна на этом отрезке. 
Доказательство. Пусть  [ ]abx ∈   и  [ ]abxx ∈∆+ . Докажем, что 
0)()()( →−∆+=∆ xFxxFxF   при  0→∆x . 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) .
x x x
a a
x x x x x x
a x a x
F x F x x F x f t f t dt
f t dt f t dt f t dt f t dt
+∆
+∆ +∆
∆ = + ∆ − = − =
= + − =
∫ ∫
∫ ∫ ∫ ∫
 
 Так как функция  f(x)  интегрируема на отрезке  [ ]ab , то она ограни-
чена, т.е. 
[ ]0;   ( )M x ab f x M∃ > ∀ ∈ → ≤ . 
 Тогда 
xMdxxfxF xx
x
∆⋅≤≤∆ ∫
∆+
)()( . 
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Откуда получаем, что  0)( →∆ xF   при  0→∆x , т.е.  функция  F(x)  
непрерывна в точке  x. Но так как  x – произвольная точка отрезка  [ ]ab , то  
F(x)  непрерывна на отрезке  [ ]ab ; 
б) дифференцируемость интеграла 
Теорема 2. (Теорема Барроу). Если функция  f(x)  интегрируема на 
отрезке  [ ]ab   и непрерывна в точке  [ ]abx ∈ , тогда функция 
∫=
x
a
dttfxF )()(                                                (1) 
дифференцируема в точке  x, причем 
)()( xfxF =′ . 
Доказательство. Пусть  0≠∆x   и  [ ]abxx ∈∆+ , тогда  
0 0 0
0 0
0
( ) ( )
( ) ( ) ( )( ) lim lim lim
( ) ( ) ( ) ( )
lim lim
( )( ) ( ) ( ) lim
lim
x x x
a a
x x x
x x x x x x
a x a x
x x
x x
x
x
x c x x
x
f t dt f t dt
F x F x x F xF x
x x x
f t dt f t dt f t dt f t dt
x x
f c xf t dt f c x x x
x
+∆
∆ → ∆ → ∆ →
+∆ +∆
∆ → ∆ →
+∆
∆ →
< < +∆
∆ →
−
∆ + ∆ −
′ = = = =
∆ ∆ ∆
+ −
= = =
∆ ∆
⋅ ∆
= = ⋅ + ∆ − = =
∆
=
∫ ∫
∫ ∫ ∫ ∫
∫
0
т.к.  ( )  ( ) ( ).
непрерывна
f tf c f x−= =
 
Таким образом, получили, что 
)()( xfxF =′ . 
Доказанная теорема имеет огромнейшее теоретическое и прикладное 
значение. Если предположить, что функция  f(x)  непрерывна на отрезке  
[ ]ab , то она интегрируема и, следовательно, установленное выше утвер-
ждение справедливо для любой точки  [ ]abx ∈ ; производная от интеграла 
(1) по переменному верхнему пределу  x  равна значению  f(x)  подынте-
гральной функции на этом пределе. Другими словами, для непрерывной на  
[ ]ab   функции  f(x)  всегда существует первообразная; примером которой 
является определенный интеграл  (1)  с переменным  верхним пределом.. 
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Замечание. Утверждения, доказанные выше имеют место и для слу-
чая интеграла с переменным нижним пределом, т.к. 
∫∫ −=
x
a
a
x
dttfdttf )()( . 
Пример 1. Найти производную по  x  от функций: 
1.  0  ,ln)(
2
1
>= ∫ xtdtxF
x
;                  2.  0  x,ln)(
2
2
>= ∫
x
x
tdtxF ; 
3.  0  ,sin)(
1
2 >= ∫ xdttxF
x
x
. 
Решение. Для решения данных задач будем использовать правило диффе-
ренцирования сложной функции и теорему о производной интеграла с пе-
ременными верхним пределом. 
1. xxxxxtdtxF x
x
x
x ln4ln2)(ln)( 22
1 2
2
=⋅=′⋅
′






=′ ∫ ; 
2. 
2 3 2 3
2 2
( ) ln ln ln ln ln
x c x x x
x
c c cx xx x x
F x tdt tdt tdt tdt tdt
′ ′ ′
     
     ′ = = + = − + =
          
∫ ∫ ∫ ∫ ∫  
3 2
3 2
3 2 2 3 2
2
ln ( ) ln ( ) 3 ln 2 ln
9 ln 4 ln .
x x
x
c c
x x
tdt x tdt x x x x x
x x x x
′ ′
   
′    ′= ⋅ − ⋅ = − =
      
= −
∫ ∫
 
Итак  )49(ln)( −⋅=′ xxxxFx . 
3. Так как   
∫∫∫∫∫ +−=+==
x
c
x
c
x
c
c
x
x
x
dttdttdttdttdttxF 2
1
22
1
2
1
2 sinsinsinsinsin)( . 
Тогда ( )
1
2 2
1
1( ) sin sin
xx
c c x
x
F x t dt t dt x
x
′
  ′
′   ′   
′ = − ⋅ + ⋅ =    
      
 
∫ ∫  
2
2 2 2
1
sin1 1 1 sin
sin sin .
2 2
xxx
x xx x x
− 
= − ⋅ + ⋅ = + 
 
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Итак   
x
x
x
xxF
2
sin
1
sin
)( 2
2
+=′ . 
Пример 2. Найти  xy′ , если функция  задана параметрически 






=
=
∫
∫
2 2
2
3
ln
ln
3
t
t
zdzzy
zzx
 
Решение. Для решения данной задачи будем использовать правило диф-
ференцирования функции, заданной параметрически и теорему о произ-
водной интеграла с переменным верхним пределом. 
Так как  
′
′
=
′
t
t
x
x
y
y , то находим  ′tx   и  
′
ty : 
( )
( )
3
3
3 3 2 33
2
2
2
ln ln 3 9 ln .
1 1ln ln ln .
42
t
t
t
t
t t
t t
x z zdz t t t t t t
ty z zdz t t t t
t
′
  ′
′  = ⋅ = ⋅ =
 
 
′
  ′
′
= = − ⋅ = − 
 
 
∫
∫
 
а, следовательно, искомая производная 
0  ,3636
ln
4
1
ln9 2
5
2
3
>−=−=
−
=
′ tttt
tt
tty x . 
Пример 3. Найти производную  xy   функции, заданной неявно 
0cos
00
=+ ∫∫
xy
t tdtdte . 
Решение. Дифференцируем обе части равенства по переменной  x, считая  
y – сложной функцией  x, получим  0cos =+′⋅ xye x
y
. 
 Откуда  xe
e
x
y y
yx
cos
cos
−
−=−=
′
. 
 Итак  xey yx cos
−
−=
′
. 
Пример 4. Найти производную  ′xy   функции, заданной неявно 
1. 0sin
2
2
1
2
1
=∫+∫
−
xy
t tdtdte ;  2. 0cossin23
0
4
2
=+− ∫∫
yx
tdtdzz
pi
. 
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Решение. 1. Дифференцируем обе части равенства по  x, считая  y = y(x) – 
сложной функцией: 
( )
0sin2
0sin
22
2
1
2
1
2
2
2
=+′⋅
=
′
⋅
′




+′⋅





−
−
∫∫
xxye
xtdtydte
y
x
x
x
x
y
y
t
 
 Решая полученное уравнение  относительно  
′
xy ,  получим 
22sin2
2
xxey y ⋅−=′  
2. Ответ:  
y
xy
cos
sin23 2−
−=′ . 
Пример 5. Определить точки экстремума функции  ∫=
x
dt
t
t
xF
0
sin)(   в 
области  x > 0. 
Решение. Находим критические точки  F(x)  
x
x
xF sin)( =′ :  0)( =′ xF   при  
sinx = 0  x n= pi . 
 Находим  ( )F x′′   в этих точках 
2
cos sin( ) x x xF x
x
−
′′ = ;      
1 ( 1)( ) cos( ) 0
n
F n n
n n
−
′′ pi = pi = ≠
pi pi
. 
 Так как  ( ) 0F n′′ pi ≠ , то  x n= pi  – точки экстремума, а именно: если  
n = 2m (четное), то x n= pi  – точки максимума  ( ) 0F npi > ;  если  n = 2m + 1 
(нечетное), то точки  x n= pi  – точки минимума ( ) 0F npi < . 
Пример 6. Найти точки экстремума  и точки перегиба функции  
∫ −−=
x
dttty
0
2)2)(1(  
Ответ: точка минимума при  x = 1; точки перегиба  2  :
3
4
== xx . 
Пример 7. Найти предел  dx
x
x
x
x
∫
→
0
2
0
cos
lim . 
Решение. При вычислении данного предела используем правило Лопиталя 
1
1
1
1
coslim
0
0
cos
lim
2
0
0
2
0
=





==





=
→→
∫
x
x
dxx
x
x
x
. 
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Пример 8. Найти пределы: 
1. 3
0
0
4
sin
lim
x
dxx
x
x
∫
→
;    2. 
sin
0
0
0
tg
lim
sin
x
tgxx
xdx
xdx
→
∫
∫
; 
3. 
∫
∫ 





+∞→ x x
x
x
x dxe
dxe
0
2
2
0
2
2
lim ;    4. 
2
0
2
(arg tg )
lim
1
x
x
x dx
x→+∞ +
∫
. 
Решение.  
1. 
3
2
3
sin2lim
0
0
sin
lim 20
0
0
==





=
→→
∫
x
xx
x
dxx
x
x
x
. 
2. Ответ: 1. 
3. Имеем неопределенность вида 
∞
∞
. Применяя правило Лопиталя, получим 
2 2 2
22
2
2
2 2
2
0 0
22
0
0
2
lim lim
2
2lim lim 0
2
x x
x x x
x xx x
x
x
x
x
x xx x
e dx e dx e
ee dx
e dx
e
e e x
→+∞ →+∞
→+∞ →+∞
 
⋅ ⋅ 
∞  
= = = 
∞ 
∞ 
= = = = 
∞ 
⋅
∫ ∫
∫
∫
 
Замечание. Вторая теорема о среднем. 
 Приведем еще одну теорему, относящуюся к интегралу от произве-
дения двух функций 
( ) ( )
b
a
I f x g x dx= ∫ . 
1. Если на отрезке  [ ] )(  baab <   f(x)  монотонно убывает и неотрица-
тельна, а  g(x) – интегрируема, тогда 
( ) ( ) ( ) ( )
b c
a a
f x g x dx f a g x dx= −∫ ∫ ,                                   (2) 
где  [ ]abc ∈ . 
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2. Если на отрезке  [ ] )(  baab <   f(x)  монотонно возрастает и неот-
рицательна, а  g(x) – интегрируема, тогда 
∫∫ =
b
c
b
a
dxxgcfdxxgxf )()()()( , 
где  [ ]abc ∈ . 
 
§3. Формула Ньютона-Лейбница 
 
Теорема 1. Если  f(x)  непрерывна на отрезке  [ ]ab   и пусть  F(x)  яв-
ляется какой-либо ее первообразной на этом отрезке, тогда 
)()()( aFbFdxxfb
a
−=∫ .                                       (1) 
Доказательство. Для непрерывной на отрезке  [ ]ab  функции  f(x) интеграл 
( ) ( )
x
a
F x f t dt C= +∫                                             (2) 
является первообразной функцией. Полагая  в формуле (2)  x = a, получим  
F(a) = C, т.е.  
( ) ( ) ( )
x
a
F x f t dt F a= +∫                                           (3) 
полагая  в выражении (3)  x = b, получим 
( ) ( ) ( )
b
a
f x dx F b F a= −∫ . 
 Что и требовалось доказать. 
Замечание. Формулу Ньютона-Лейбница называют основной форму-
лой интегрального исчисления. 
Замечание. Если применить к интегралу с переменным пределом 
теорему о среднем и вспомнить, что  )()( xfxF =′ , получим 
[ ]( ) ( ) ( )( ) ( )( ),    F b F a f c b a F c b a c ab′− = − = − ∈ , 
а это формула Лагранжа для функции  F(x).  
Таким образом, с помощью формулы Ньютона-Лейбница устанавли-
вается связь между теоремами о среднем в дифференциальном и инте-
гральном исчислении. 
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§4. Вычисление определенных интегралов 
 
4.1. Вычисление определенных интегралов  
с помощью интегральных сумм 
 
Пусть требуется вычислить определенный интеграл от непрерывной 
функции f(x) на [ab]. Для этого строим интегральную сумму для f(x) на [ab] 
и находим соответствующий предел полученной интегральной суммы, тем 
самым находим определенный интеграл. 
Пример 1. Вычислить определенный интеграл  ∫=
1
0
xdxI . 
Решение. Из определения определенного интеграла имеем 
1 1 1
max 01 10
( )   ( )lim lim
n n
i i
n xi i
xdx f x f x
− −
→∞ ∆ →= =
= ε ∆ = ε ∆∑ ∑∫ , 
где 1.  0 = x0 < x1 < x2 < ...< xn = 1,  εi⋅∈[xi⋅xi+1];  ∆ xi = xi+1 – xi. 
2. Отрезок [0,1] разбиваем на n равных частей (в общем случае не 
обязательно) точками деления 1 ( 1, )ix i n
n
= = , при этом 
1 0ix
n
∆ = → , при 
n → ∞ . 
3. В качестве точек εi выбираем правые точки отрезков [ 1;i ix x + ]  
εi = xi+1 = 
1
: ( 0, 1)i i n
n
+
= − . 
4. Тогда интегральная сумма имеет вид 
1
2 2
1
1 1 1 ( 1)(1 2 3 ... )
2
n
n
i
i n nS n
n n n n
−
=
+ +
= ⋅ = + + + + =∑ . 
5.   2
( 1) 1
lim lim 22nn n
n nI S
n→∞ →∞
+
= = = . 
Значит   
1
0
1
2
I xdx= =∫ . 
Замечание 1. В данном примере можно выбрать точки εi другим спосо-
бом, а предел интегральной суммы будет тот же. Действительно, если в каче-
стве εi выбрать середины отрезков [ 1;i ix x + ] ( 0, 1)i n= − , т.е. εi = 
1 1( )
2
i
n
+ . 
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Тогда интегральная сумма имеет вид  
21
2 2
1
2 1 1 1 2 1[1 3 5 ... (2 1)]
2 22 4
n
n
i
i nS n
n n n n
−
=
+
= ⋅ = + + + + − = =∑ , 
откуда имеем, что  
1
2lim nn
S
→∞
= , т.е.  
1
0
1
2
xdx =∫ . 
Пример 2. Вычислить определенный интеграл 
1
0
xI e dx= ∫ . 
Решение. Отрезок [01] разбиваем на n равных частей точками  
x0 = 0 < x1 = 
1
... .. 1k u
k u
x x
n n n
< = < = = = . 
Длина каждого из отрезков [xk, xk+1] равна 1kx
n
∆ = . Выбираем εk = xk = 
k
n
 
( 0, 1k n= − ). Тогда ( ) ( 0, 1)
k
n
kf e k nε = = − , а интегральная сумма Sn будет 
равна 
1 2 11
1
0
1 1 1(1 ... )
1
k nn
n n n n
n
k
n
eS e e e e
n n
e
−
−
=
−
= ⋅ = + + + + =
−
∑  (сумма членов гео-
метрической прогрессии b0 = 1 q = 
1
ne ). Тогда 1
1
1lim lim
1
n
n n
n
nS e
e
→∞ →∞
= = −
−
 так 
как 1
0 0
1
0 1 1lim lim lim01
1
x x
n х х
n
xn
e e
e
→∞ → →
 
= = = = 
−  
−
. 
Таким образом, 
1
0
1xI e dx e= = −∫ . 
Пример 3. Вычислить определенный интеграл  
2
1
dxI
x
= ∫ . 
Решение. В силу определения определенного интеграла (произвольным 
способом разбиваем отрезок интегрирования, произвольно выбираем точки 
деления, строим интегральную сумму) её предел, если существует, то он не 
зависит от способа разбиения и выбора точек. Отрезок [1;2] разбиваем на n 
частей так, чтобы точки деления ( 0, )ix i n=  составляли геометрическую 
прогрессию со знаменателем 2nq = , т.е. x0 = 1 x1 = q x2 = q2 … xn = qn = 2. 
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1
1 ( 1)i i ii i ix x x q q q q++∆ = − = − = −  
max ( 1) 0iix q q∆ = − →  при n → ∞ , т.е. при 1q → . 
Точки iε  выбирают так: правые концы отрезков [xi,xi+1], т.е. 
1
1
i
i ix q
+
+ε = = . 
Тогда интегральная сумма имеет вид  
1
1 1
1 1
0 0
1 1 (2 1)( 1) ( 1)
2
n n ni
n i
i ii
n
n hS x q q q
qq
− −
+
= =
−
= ∆ = − = − =ξ∑ ∑ . 
Тогда 
1
1
[2 1] ln 2lim lim
2
n
n
n n
n
nI S
→∞ →∞
−
= = =  так как используя, например, 
правило Лопиталя, или то, что 2 1 ln 2x x− ≈  при 0x → . Тогда 
2
1
ln 2dxI
x
= =∫ . 
 
4.2. Вычисление определенных интегралов,  
опираясь на их геометрический смысл  
 
Данный метод вычисления определенных интегралов основан на том, 
что определенный интеграл от непрерывной функции на отрезке [a,b] чис-
ленно равен площади криволинейной трапеции с основанием [a,b] ограни-
ченной сверху функцией y = f(x) и прямыми  x = a, x = b.  
Пример 4. Найти величину интеграла  
4
2
0
16I x dx= −∫ . 
Решение. Уравнение 216y x= −  определяет верхнюю половину окруж-
ности x
2
 + y2 = 16. Та часть линии, которая получается при [0,4]x∈ , лежит 
в первой координатной четверти. Отсюда заключаем, что криволинейная 
трапеция, ограниченная линиями х = 0, х = 4, у = 0, 216y x= −  есть чет-
верть круга x
2
 + y2 = 16; ее площадь равна 4pi . 
Следовательно  
4
2
0
16 4I x dx= − = pi∫ . 
Пример 5. Вычислить интеграл  
2
0
1I xdx= −∫ . 
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Решение. На отрезке [0,2] построим 
график функции 1y x= − . 
Величина искомого интеграла I – это 
площадь треугольников ∆АОС и ∆CBD. 
Так как 
1
2AOC CDB
S S∆ ∆= =  то 
2 1AOCI S∆= = . 
Пример 6. Вычислить интеграл  
b
a
x
I dx
x
= ∫ . 
Решение. 1) Если 0 < a < b, тогда искомый интеграл – это площадь прямо-
угольника с основанием длины (b – a) и высотой 1 –  1 ( )I b a b a= ⋅ − = − ; 
2) если a < b < 0 тогда искомый интеграл – это площадь прямоуголь-
ника с основанием длинны (a – b) и высотой 1 –  1 ( )I a b= ⋅ − ; 
3) если a < 0 < b, то в этом случае искомый интеграл – это площадь 
прямоугольников с высотой (–а) и основанием b –  
1 ( ) 1 1 ( )I a b a b= ⋅ − + ⋅ = ⋅ − + . 
Рассмотренные случаи можно записать в виде одной формулы 
1 ( )
b
a
x
I dx b a b a
x
= = ⋅ − = −∫ . 
Пример 7. Опираясь на геометрический смысл определенного инте-
грала доказать, что 
 1. 
2
5
0
sin 0xdx
pi
=∫ ;    2. 
2 21 1
1 0
2x dx xe e dx− −
−
=∫ ∫ . 
Приведем решение задачи 1. Докажем, что площадь, ограниченная 
кривой  5siny x=   на отрезке  [ ]0,pi , лежащая над осью Ox равна площади 
ограниченной кривой  5siny x=   на отрезке  [ ],2pi pi , лежащей над осью Ox. 
Действительно, если 2xpi < ≤ pi , тогда 1 1,   0x x x= + pi < < pi  и 
5 5 5
1 1sin sin ( ) sinx x x= pi + = − . 
Значит, вторая половина графика  [ ],2x∈ pi pi , которую получают из 
первой половины  [ ]0,x∈ pi   сдвигом вправо на  π  и симметрично относи-
тельно оси Ox.  
Значит   
2
5
0
sin 0xdx
pi
=∫ . 
   y 
 
    1   A                                  B 
 
 
 
                         C              D     x 
   0                    1   
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График функции  5siny x=   на отрезе  [ ]0,2pi  имеет следующий вид 
 
 
4.3. Вычисление интегралов  
по формуле Ньютона-Лейбница 
 
Пример 8. Вычислить интеграл  
1
2
01
dxI
x
=
+
∫ . 
Решение. Одной из первообразных для функции 2
1( )
1
f x
x
=
+
 является 
функция ( ) arctgF x x= , тогда применяя формулу Ньютона-Лейбница, по-
лучим 
1 1
2 0
0
arctg 0
4 41
|dxI x
x
pi pi
= = = − =
+
∫ . 
Пример 9. Вычислить интеграл  
4 2
0
,0 1( ) , ( )
,1 4
x xI f x dx f x
x x
 ≤ ≤
= = 
< ≤
∫  
Решение. Используя свойство определенного интеграла, имеем 
43
134 1 4 22
0 0 1 0
1
3
2
( ) 2
3 3
1 2 1 2 1(4 1) (8 1) (1 16 2) 5
3 3 3 3 3
x xI f x dx x dx xdx= = + = + =
= + − = + − = + − =
∫ ∫ ∫
 
Пример 10. Вычислить интеграл  
2
4
1
dxI
x
= ∫ . 
Решение. По формуле Ньютона-Лейбница имеем 
2 22 2
4 3
4 3
1 11 1
1 1 1 1 1 71
3 3 3 8 24
dxI x dx x
x x
− −
 
= = = − = − ⋅ = − − = 
 
∫ ∫ . 
          y 
 
 
 
 
                           S1                                         2π            x 
           0                           π               S2     
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Пример 11. Вычислить интеграл  
7
2
0 ( 4)
dxI
x
=
−
∫   по формуле Ньюто-
на-Лейбница. 
Решение. Вычислить данный интеграл, используя формулу Ньютона-
Лейбница, нельзя. Если применить формулу Ньютона-Лейбница формаль-
но, то получим неверный результат. Действительно, 
77
2
0 0
1 1 1 1
( 4) 3 4 12( 4)
dxI
xx
= = − = − + = −
−
−
∫ . 
Отметим, что подынтегральная функция  2
1( ) 0
( 4)
f x
x
= >
−
, и следова-
тельно согласно свойствам определенного интеграла  I  не может равняться 
отрицательному числу. Дело в том, что подынтегральная функция  
2
1( )
( 4)
f x
x
=
−
  в точке  x = 4  имеет разрыв второго рода (бесконечный) в 
точке  x = 4, принадлежащий отрезку интегрирования. Значит, применять 
формулу Ньютона-Лейбница нельзя. 
Пример 12. Доказать, что для любых  m N∈   и  n N∈   справедливы 
равенства: 
1. sin cos 0I mx nxdx
pi
−pi
= ⋅ =∫ ;   2. sin sin 0I mx nxdx
pi
−pi
= ⋅ =∫ , m n≠ ; 
3. cos cos 0I mx nxdx
pi
−pi
= ⋅ =∫ ,  m n≠ ; 4. 
2 2sin cosI mxdx nxdx
pi pi
−pi −pi
= =∫ ∫ . 
Решение.  
1. Так как  2sin cos sin( ) sin( )α ⋅ β = α + β + α − β , тогда   
1 1
sin cos sin( ) sin( )
2 2
I mx nxdx m n xdx m n xdx
pi pi pi
−pi −pi −pi
= ⋅ = + + −∫ ∫ ∫ . 
Если m n≠ , тогда 
1 1
cos( ) cos( ) 0
2( ) 2( )I m n x m n xm n m n
pi pi
−pi −pi
= + + − =
+ −
, 
так как  cos ( 1)kkpi = −   для любого  k Z∈ . 
Если  m = n, то  
1
sin 2 0
2
I nxdx
pi
−pi
= =∫   для любого  n N∈ . Следовательно,  
I = 0  для любых  m, n N∈ . 
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2. Так как  2 21 cos2 2sin ;   1 cos2 2cos− α = α + α = α   и учитывая, что 
cos2 0nxdx
pi
−pi
=∫  при любом  n N∈ , а 2dx
pi
−pi
= pi∫ , получим искомое равенство. 
Равенства 3 и 4 в примере 12 решаются аналогично. 
Замечание 1. При вычислении определенных интегралов с помощью 
формулы Ньютона-Лейбница, следует проверять условия законности его 
применения. Формула Ньютона-Лейбница применяется для вычисления 
определенного интеграла от непрерывности  на [ab] функции f(x) тогда и 
только тогда, когда равенство '( ) ( )F x f x=  выполняется для любого 
[ ]x ab∈ . (F(x) – первообразная для f(x) на [ab]). В частности, F(x) первооб-
разная должна быть непрерывной функцией на всем отрезке [ab]. Так как 
при нарушении законности применения формулы Ньютона-Лейбница, при-
ходим к неверному результату. 
Пример 13. Вычислить интеграл  
3
2
0 1
dxI
x
=
+
∫ . 
Решение. 1. Так как одна из первообразных для функции 2
1( )
1
f x
x
=
+
 не-
прерывной на [0; 3]  является функция F(x) = arctg x непрерывна на [0; ]
3
pi
 
и равенство '( ) ( )F x f x=  выполняется на всем этом отрезке, то формула 
Ньютона-Лейбница применима, и получим искомый интеграл 
3 3
2 0
0
arctg arctg 3 arctg0 .
31
|dxI x
x
pi
= = = − =
+
∫  
2. Рассмотрим другой способ вычисления исходного интеграла 
3 3
2 2 0
0
1 2 1
arctg [arctg( 3) arctg0] ,
2 2 61 1
|dx xI
x x
pi
= = = − − = −
+ −
∫  
где ( 2
1 2
arctg
2 1
x
x−
)' = 2
1
1 x+
, 1x ≠ ± . 
Результат неверный, т.к. интеграл отовсюду положительной, непрерыв-
ной функции на [0; 3]  оказался отрицательным. Ошибка связана с тем, что 
функция 2
1 2
arctg
2 1
x
x−
 в точке 1 [0; 3]x = ∈  терпит разрыв первого рода: 
2 2
1 0 1 0
1 2 1 2
arctg ;   arctglim lim2 4 2 41 1х х
x x
x x→ − → +
pi pi
= = −
− −
. 
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Правильный результат можно найти и при помощи функции 
2
1 2( ) arctg
2 1
xF x
x
=
−
. 
Для этого отрезок интегрирования [0; 3]  следует разбить на два отрез-
ка [0;1]  и [1; 3], и учесть предельные значения функции F(x) при 1 0x → ∓ . 
В этом случае на каждом из отрезков первообразная – непрерывная функ-
ция, а, следовательно, законно применение формулы Ньютона-Лейбница 
3 1 3 1 3
2 2 2 2 20 1
0 0 1
1 2 1 2( arctg ) ( arctg )
2 21 1 1 1 1
( 0) ( ( )) .
4 6 4 2 6 3
| |dx dx dx x xI
x x x x x
= = + = + =
+ + + − −
pi pi pi pi pi pi
= − + − − − = − =
∫ ∫ ∫
 
Пример 14. Вычислить интеграл  
0
1 cos2
2
xI dx
pi +
= ∫ . 
Решение. Так как  2
cos ,01 cos2 2cos | cos |
2 cos ,
2
x xx
x x
x x
pi ≤ ≤+ 
= = =  pi
− ≤ ≤ pi

 
Следовательно, 
2
2
0
0 0 2
2
1 cos2
cos cos sin sin (1 0) ( 1 0) 2.
2 | |
xI xdx xdx x x
pi
pipi pi
pi
pi
pi
+
= = + = − = − − − − =∫ ∫ ∫  
Замечание 2.  Если не обратить внимание на то, что cos x отрицате-
лен на отрезке [ ;
2
pi
pi ], то получим заведомо неверный результат т.к.  
0
cos 0.I xdx
pi
= =∫  
Пример 15. Вычислить интеграл  
100
0
1 cos2 0.I x
pi
= − =∫  
Решение.  1)Так как имеет место  1 cos2 2 | sin |x x− = .  Поэтому  
100 100 2 3
0 0 0 2
4 100
3 99
1 cos2 2 | sin | 2( sin sin sin
sin ... sin ) 2(2 2 ... 2) 200 2.
I xdx x dx xdx xdx xdx
xdx xdx
pi pi pi pi pi
pi pi
pi pi
pi pi
= − = = − + −
− + + = + + + =
∫ ∫ ∫ ∫ ∫
∫ ∫
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2) Предложим второй способ решения данной задачи. 
Так как имеет место равенство 1 cos2 2 | sin |x x− =  и так как 
| sin |x  имеет период равный pi , то  
100 100 100
0 0 0
1 cos2 2 | sin | 100 2 sin 200 2xdx x dx xdx
pi pi pi
− = = ⋅ =∫ ∫ ∫ . 
 
§5. Замена переменной в определенном интеграле 
 
Теорема 1. Пусть функция f(x) непрерывна на интервале ( 0 0;a b ), а 
функция ( )xϕ  имеет непрерывную производную на интервале 0 0( ; )α β  
причем 0 0( ) ( , )t a bϕ ∈  при всех 0 0( , )t ∈ α β . Тогда если 0 0( , )α ∈ α β , 
0 0( , )β∈ α β , ( )a = ϕ α , ( )b = ϕ β , то справедлива формула замены перемен-
ной в определенном интеграле 
( ) ( ( )) '( )
b
a
f x dx f t t dt
β
α
= ϕ ϕ∫ ∫ .                                    (1) 
Доказательство. Так как 0 0( , )a a b∈  и 0 0( , )b a b∈ , а функция f(x) непре-
рывна на 0 0( , )a b , то в силу формулы Ньютона-Лейбница имеем 
( ) ( ) ( )
b
a
f x dx F b F a= −∫ , 
где F’(x)=f(x) для всех 0 0( , )x a b∈  
Функция ( ( ))F tϕ  является первообразной для функции, стоящей над 
знаком интеграла в правой части равенства (1), так как  
( ( )) '( ( )) '( ) ( ( )) '( )d F t F t t f t t
at
ϕ = ϕ ⋅ ϕ = ϕ ⋅ ϕ .                       (2) 
Применим формулу Ньютона-Лейбница к функции ( ( )) '( )f t tϕ ⋅ ϕ  с 
учетом ( ) , ( )a bϕ α = ϕ β =  получим 
( ( )) '( ) ( ( )) ( ( )) ( ) ( )f t t dt F F F b F a
β
α
ϕ ⋅ ϕ = ϕ β − ϕ α = −∫ .                 (3) 
Из равенств (2) и (3) следует формула (1). 
Замечание 1. Одна из важных особенностей формулы (1) состоит в 
следующем: при вычислении неопределенного интеграла с помощью заме-
ны переменной, получив искомую функцию, выраженную через новую пе-
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ременную t, мы должны были возвращаться к старой переменной x, в оп-
ределенном интеграле нет надобности. Если вычислен второй из опреде-
ленных интегралов в равенстве (1), который представляет собой число, то 
тем самым вычислен и первый. 
Пример 1. Пусть функция f(x) непрерывна на [ , ]a a− . Доказать что: 
1.1) если f(x) – нечетная функция, то ( ) 0
a
a
f x dx
−
=∫ ; 
1.2) если f(x) – четная функция, то 
0
( ) 2 ( )
a a
a
f x dx f x dx
−
=∫ ∫ . 
Решение: 1.1) если f(x) нечетная функция, т.е. f(–x) = –f(x) для всех 
[ , ]x a a∈ − , то, полагая x = –t и используя формулу (1) получаем 
0 0
0 0
( ) ( ) ( ( )) ( )
a a
a a
f x dx f t dt f t dt f x dx
−
= − − = − = −∫ ∫ ∫ ∫ , 
откуда следует, что
0
0
( ) ( ) ( ) 0
a a
a a
f x dx f x dx x dx
− −
= + =∫ ∫ ∫ ; 
1.2) если f(x) четная функция, то  
0
0
( ) ( )
a
a
f x dx f x dx
−
=∫ ∫ . 
Откуда следует, что имеет место равенство  
0
( ) 2 ( )
a a
a
f x dx f x dx
−
=∫ ∫ . 
Пример 2. Доказать, что если f(x) непрерывна на R и периодическая 
с периодом Т функция, то для любого a R∈  справедливо равенство 
0
( ) ( )
a T T
a
f x dx f x dx
+
=∫ ∫ .                                         (4) 
Решение. В силу свойств определенного интеграла имеем 
0
0
( ) ( ) ( ) ( )
a T T a T
a a T
f x dx f x dx f x dx f x dx
+ +
= + +∫ ∫ ∫ ∫ .                      (5) 
Полагая x = t + T и учитывая, что функция f(x) определена на R и  
f(t + T) = f(t) для всех t R∈  в силу периодичности функции f(x), получаем 
0
0 0
( ) ( ) ( ) ( )
a T a a
T a
f x dx f t T dt f t dt f x dx
+
= + = = −∫ ∫ ∫ ∫ .                     (6) 
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Из равенств (5) и (6) следует формула (4) 
Пример 3. Вычислить интеграл  
2.5
7 10
2
sin cosI x xdx
pi
pi
−
= ⋅∫ . 
Решение. Подынтегральная функция периодическая с периодом 2pi  и не-
четная, поэтому 
7 10sin cos 0I x xdx
pi
−pi
= ⋅ =∫ . 
Пример 4. Вычислить интеграл: 
4.1. 2
0
sin
1 cos
x xI dx
x
pi
=
+
∫    4.2. 
1
2
0
ln(1 )
1
xI dx
x
+
=
+
∫  
Решение: 
4.1. 
2
2 2 2
0 0
2
sin sin sin
1 cos 1 cos 1 cos
x x x x x xI dx dx dx
x x x
pi
pi pi
pi
= = +
+ + +
∫ ∫ ∫ ; 
0
2 2
2 2
2 2 2
2 2 2
0 0 0
sin ( )sin[ ,0]
21 cos 1 cos
( )sin sin sin
.
1 cos 1 cos 1 cos
x t
x x t tdx t dt
x tdx dt
t t t t tdt dt dt
t t t
pi
pi pi
pi pi pi
= pi −
pi pi −
= ∈ = − =
+ +
= −
pi −
= = pi −
+ + +
∫ ∫
∫ ∫ ∫
 
Тогда 
2 2 2
2 2 2 2
0 0 0 0
22
2
0
sin sin sin sin
1 cos 1 cos 1 cos 1 cos
sin (arctg(cos ) arctg(cos0)) .
2 41 cos
x x x x t t tI dx dx dt dt
x x t t
t dt
t
pi pi pi
pi
pi
= = + pi − =
+ + + +
pi pi
= pi = −pi − =
+
∫ ∫ ∫ ∫
∫
 
Замечание. Неопределенный интеграл  ∫
+
= dx
x
xxI 2cos1
sin
  не выража-
ется в элементарных функциях. Но данный определенный интеграл, как 
показано выше, вычисляется, если использовать прием, связанный со свой-
ствами функции и области интегрирования. 
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4.2. Ответ ln 2
8
I pi= . Применяя подстановку tgx t= , получим 
4 4
1 2
0 0
ln 2 lnsin( ) ln cos
8 4 2
I t tdt I I
pi pi
pi pi pi
= + + − = + −∫ ∫ , 
затем доказываем, что I1 = I2, применяя к интегралу I2 подстановку 4
t Upi= − . 
Данный пример по содержанию аналогичен 4.1, т.к. неопределенный 
интеграл 2
ln(1 )
1
xI dx
x
+
=
+
∫  не выражается в элементарных функциях, а соот-
ветствующий определенный интеграл вычисляется. 
Пример 5. Вычислить интеграл  dxxI ∫ −=
−
2
2
24 . 
Решение. Пусть 2sinx t= , 
4 4
t
pi pi
− ≤ ≤ + . Функция ( ) sin 2x t t= ϕ =  на отрез-
ке [ , ]
4 4
pi pi
−  удовлетворяет условиям теоремы о замене переменной в опре-
деленном интеграле, так как она непрерывна, дифференцируема, монотон-
на и  ( ) 2
4
piϕ − = − ,  ( ) 2
4
piϕ = . 
2sindx tdt= ,  2 24 2 cos 2 | cos | cos2x t t t− = = = , 
т.к.  cos 0t >   для [ , ]
4 4
x
pi pi
∈ − . 
Тогда  
2 4 4
2 2 4
2 4
4 4
14 4 cos 2 (1 cos2 ) 2[ sin ] 2
2 |I x dx tdt t dt t t
pi pi
pi
pi
−pi pi
−
− −
= − = = + = + = pi +∫ ∫ ∫ . 
Пример 6. Вычислить интеграл: 
6.1.  
3
1
0 2 cos
dxI
x
pi
=
+∫
;                         6.2.  
4
2 2 2
0 4cos 9sin
dxI
x x
pi
=
+
∫ ; 
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6.3.  
22
5
57 3 9( )( 7) 3
3
46
3
3
x
xI e dx e dx
−
−+
−
= +∫ ∫ . 
Решение: 6.1. Подстановка tg
2
x
t =  дает 2
22arctg ,  
1
dt
x t dx
t
= =
+
, 0,  0;x t= =  
,  1
2
x t
pi
= =  и монотонность функции tg
2
x
 на отрезке [0, ]
2
pi
 обеспечивает 
законность применения данной подстановки.  Тогда 
1 13 1
1 2 2 2 0
0 0 0
2
1 2 2 32 arctg
2 cos 93 3 3 31 1 32
1
|dx dt dt tI
x t t t
t
pi
pi pi
= = ⋅ = = = =
+
− + +
+
+
∫ ∫ ∫ . 
6.2. Используя подстановку  tgt x= ,  получим  
2 ;  0,  0;  ,  1;4cos
dxdt x t x t
x
pi
= = = = =  
тогда 
1 14 1
2 2 2 2 02 20 0 0
1 1 3 3 1 3
arctg arctg .29 9 2 2 6 24cos 9sin 4 9 ( )
3
|dx dt dtI t
x x t t
pi
= = = = ⋅ =
+ + +
∫ ∫ ∫  
6.3. Полагая в первом интеграле 6x t= − − , получим ;dx dt= −  6,x = −  
0;t =   7,  1x t= − = . Следовательно  
27 1( 7)2 ( 1)
6 0
x te dx e dt
−
+ −
−
= −∫ ∫ . 
Во втором интеграле применим подстановку 
4
3
t
x
+
= , получим 
4 5
; , 0; , 1
3 3 3
dtdx x t x t= = = = . Следовательно 
2 2
5
5 13 9( ) ( 1)3
4 0
3
3
x t
e dx e dt
−
−
=∫ ∫ . Тогда 
искомый интеграл 3I  будет равен  
2 21 1( 1) ( 1)
3
0 0
0t tI e dt e dt− −= − + =∫ ∫ . 
Замечание 1. Каждый из интегралов входящих в I3 в отдельности не 
находится в элементарных функциях, но подходящая замена переменных в 
каждом из интегралов дает нам результат. 
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Замечание 2. Справедливо следующее утверждение: с помощью ли-
нейной подстановки (замены переменной) x pt q= +  (p и q – постоянные 
числа) любой данный интеграл с конечными пределами интегрирования a  
и b  можно преобразовать в интеграл с пределами 0 и 1. 
Доказательство. Замена переменной (подстановка) x pt q= +  удовлетво-
ряет условиям теоремы о замене переменной. Так как при x a=  нужно по-
лучить 0t =  и при x b=  должно быть 1t = , то числа p  и q  определим как 
решение системы линейных уравнений 
{ 01a p qb p q= ⋅ += ⋅ +  
Откуда ;  0p b a q= − = . Тогда 
1
0
( ) ( ) (( ) )
b
a
f x dx b a f b a t a dt= − − +∫ ∫ . Что 
и требовалось доказать. 
Пример 7. Вычислить определенные интегралы: 
7.1.  
1
2
0
1I x dx= +∫   с помощью подстановки  
1
cos
x
t
= . 
7.2.  
2
2
1
I x dx
−
= ∫   подстановка  
2t x= . 
Решение: 7.1. Данную подстановку использовать нельзя, так как  1 1
cost
> , 
а отрезок интегрирования [0,1]. 
7.2. Подстановка 2;  2 ;  ,t x xdx x t= =  при 11;  1;x t= − =  при 2;x =  
2 4t = , тогда 
32 4 42 2
1
1 1
1 1 2 1 7(8 1)
2 2 3 3 3|I x dx tdt t
−
= = = ⋅ ⋅ = − =∫ ∫ ,  но  
32 22
1
1
1 (8 ( 1)) 3
3 3|
xI x dx
−
−
= = = − − =∫ . 
Ошибка состоит в том, что функция 2t x=  имеет две обратные функ-
ции x t=  и x t= − , а поэтому правильный ответ будет, если поступить 
следующим образом: 
2 0 2
2 2 2
1 1 0
I x dx x dx x dx
− −
= = +∫ ∫ ∫  и в первом интеграле полагаем, что 
x t= − , а во втором интеграле x t= . Тогда получим 
0 0
2
1
1 1
1 1
2 3
I x dx tdt
− −
= = − =∫ ∫ ;  
2 4
2
2
0 0
1 8
2 3
I x dx tdt= = =∫ ∫ . 
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Тогда  1 2 3I I I= + = . 
Пример 8. Вычислить интеграл  
2
2
0
1
1
xI dx
x
+
=
−
∫ . 
Решение.  Пусть  x = cos t,  тогда функция  ( ) cosx t t= ϕ = : 
1) непрерывна на  R  и убывает  на 20;
2
 
 
 
; 
2) если  20;
2
x
 
∈  
 
, то  ;
4 2
t
pi pi 
∈   
; 
3) ( ) sint t′ϕ = −   непрерывна на  ;
4 2
pi pi 
  
; 
4) 21 1 cos ctg ctg ctg
1 1 cos 2 2 2
x t t t t
x t
+ +
= = = =
− −
. 
Тогда  
4 4
2 2
cos
2ctg ( sin ) 2sin cos
2 2 2
sin
2
t
t t tI t dt dt
t
pi pi
pi pi
= − = − ⋅ =∫ ∫  
4 4
2
2 2
22cos (1 cos ) 1 .
2 4 2
t dt t dt
pi pi
pi pi
pi
= = + = + −∫ ∫  
Отметим, что, производя замену переменной в определенном инте-
грале, не возвращаются к исходной переменной, а интегрируют по новой 
переменной и в новых пределах интегрирования. 
Пример 9. Вычислить интеграл  ∫
−
+
=
2
2
2 4x
dxI . 
Решение. 1 способ.  
22
2
22
1 1
arctg
2 2 4 4 2 44
dx xI
x
−
−
 pi pi  pi 
= = = − =  
+   
∫ . 
2 способ.  
22 2
2
2 2
02 0
1( ) 12 2 arctg4 2 2 44 4
четная функция
f xdx dx xI x
x x
−
= pi
= = = = ⋅ =+
+ +
∫ ∫ . 
3 способ.  Данный интеграл найдем, используя замену переменной 
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1 1
2 2 2
2 221 12
2 22 2
1
2
1
2
1
14 4 14
1 1
arctg2 .
2 2 4 4 4
x
dx dt dttI
dtx tdx t
t t
t
−
− −
−
=
= = = − = − =
 + +
= − + 
 
 pi pi  pi 
= − = − − − = −  
  
∫ ∫ ∫
 
Это результат явно неверный, так как  1 и 2 способы дали другой ре-
зультат, а также потому, что подынтегральная функция  0
4
1)( 2 >+
=
x
xf . 
Следовательно, и искомый интеграл не может быть равным отрицательно-
му числу. Где ошибка? (обдумайте). 
Пример 10. Показать, что замена переменного приводит к неверным 
результатам: 
1. ∫
−
1
1
dx , если  3
2
xt = ;                2. ∫
−
+
1
1
21 x
dx
, если  
t
x
1
= ; 
3. 
2
0 5 3cos
dx
x
pi
−
∫ , если tg 2
x
t = ;   4. 
1
2 2
1 21
a
a
dxI
aa x
−
pi
= =
+
∫ , если 
1
x
at
= , то 
2
I
a
pi
= . 
Пример 11. Доказать равенство  
2 2
0 0
sin cosm mxdx xdx
pi pi
=∫ ∫ . 
Решение. Пусть  
2
x t
pi
= − , тогда  
02 2 2
0 0 0
2
sin sin cos cos
2
m m m m
xdx t dt tdt xdx
pi pi pi
pi
pi 
= − − = = 
 
∫ ∫ ∫ ∫ . 
Что и требовалось доказать. 
Пример 12. Доказать, что имеет место равенство  
0 0
(sin ) (sin )
2
xf x dx f x dx
pi pipi
=∫ ∫ . 
Решение. Пусть  x t= pi − , тогда  dx dt= −   и   
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0
0 0 0
(sin ) ( ) (sin( )) (sin ) (sin )xf x dx t f t dt f t tf t dt
pi pi pi
pi
= − pi − pi − = pi −∫ ∫ ∫ ∫ . 
Откуда имеем 
0 0
2 (sin ) (sin )xf x dx f x dx
pi pi
= pi∫ ∫ . 
Что и требовалось доказать. 
Вычислить интегралы, применяя следующие подстановки: 
1.  
4
0
4 2ln3
1
dx
x
= −
+
∫ , полагая   t x= ; 2. 
4
20 24
dx
x
pi
=
−
∫ , полагая   x = 2t; 
3.  
1
20
1
1
xdx
x
=
−
∫ , полагая 
21t x= − ;   4. 
2
2
0
1
sin cos
3
x xdx
pi
=∫ , полагая sin x t= ; 
5.  
4
0
(sin cos ) ln3
3 sin 2 4
x x dx
x
pi
+
=
+∫
, полагая  sin x – cos x = t; 
6.  
1
0
arctg
4x x
dx
e
e e−
pi
= −
+
∫ , полагая 
xe t= ; 7. 
20
a dx
ax x
= pi
−
∫ , полагая 
2sinx t= ; 
8.  
2
29 3
2
3 3
( 2) 3 38
2
( 2) 3
x dx
x
−
= + pi
− +
∫ , полагая  
32x t− = ; 
9.  
ln 2
0
41
2
xe dx − pi− =∫ , полагая 
21xe t− = ;  
10. 
4
1
3 2
22 4
ydy
y
=
+
∫ , полагая 2 4y t+ = . 
Проверить следующее интегрирование: 
1.  
4
2
0
989
3
x x dx+ =∫ ;   2.  
2
2 3
0
521
9
x x dx+ =∫ ; 
3.  
4
2
0
99 10 ln3
2
x + = +∫ ;  4.  
1
2
0
34
2 3
x dx pi− = +∫ ; 
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5.  
1
0
1xxe dx =∫ ;    6.  ( )
0
1
sin 1
2
xe xdx e
pi
pi
= +∫ ; 
7.  
4
23
1 3ln
5 225
dx
x x
=
−
∫ ;   8.  
24
20
4
16
x dx
x
= pi
−
∫ ; 
9.  
22
1
1 3
3
x dx
x
− pi
= −∫ ;  10. 
1
22
20
3
12 81
x dx
x
pi
= −
−
∫ . 
Пример 13. Обосновать, справедлива ли подстановка или замена пе-
ременных в следующих интегралах: 
1. 
2
0 12 5cos
dx
x
pi
−
∫ , подстановка  tg 2
x
t = ; 
2. 2
01 sin
dx
x
pi
+
∫ , подстановка  tgt x= ; 
3. 2 2 2 2
0 cos sin
dx
a x b x
pi
+
∫ , подстановка  tgt x= ; 
4. 
2
3 2
0
1 x dx−∫ , подстановка  x = cos t; 
5. Можно ли в интеграле  
1
2
0
1I x dx= −∫   при использовании замены 
переменной  x = sin t  в качестве новых пределов интегрирования взять 
числа  π  и  
2
pi ? 
Ответ:  1) нет;  2) нет;  3) нет;  4) нет;  5) да. 
Пример 14. Доказать, что для любой непрерывной функции f(x) 
справедливо равенство  ( ) ( ( ) ( ))
a a
a a
f x dx f x f x dx
− −
= + −∫ ∫ . 
Используя полученное равенство, доказать справедливость формул: 
1.  
2 2
0 0
(tg ) (ctg )f x dx f x dx
pi pi
=∫ ∫ ;   2.  
0 0
( ) ( )
b b
f x dx f b x dx= −∫ ∫ ; 
3.  
2
3 2
0 0
1( ) ( ) ,   0
2
a a
x f x dx xf x dx a= − >∫ ∫ ;  4.  
1
1
2 2
1
,    0
1 1
x
x
dx dx
x
x x
= >
+ +
∫ ∫ ; 
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5.  
1
0
( ) ( ) (( ) )
b
a
f x dx b a f b a t a dt= − − +∫ ∫ ; 
6.  Если  f(x)  нечетная функция, то  ( ) ( )
x x
a a
f t dt f t dt
−
−
=∫ ∫ ; 
7.  
1 1
0 0
(1 ) (1 )m n n mx x dx x x dx− = −∫ ∫ ;  8. 2 2
0
cos ( ) 2 cos ( )
a a
a
xf x dx xf x dx
−
=∫ ∫ ; 
9.  sin (cos ) 0
a
a
xf x dx
−
=∫ . 
Пример 15. Доказать равенство  
2 2
0 0
(cos ) (sin )f x dx f x dx
pi pi
=∫ ∫ . 
Решение. Имеем  
02
0
2
(cos ) cos
2 2
I f x dx x t f t dx
pi
pi
pi  pi  
= = = − = − − =  
  
∫ ∫  
2 2
0 0
(sin ) (sin ) .f t dt f t dt
pi pi
= =∫ ∫  
Что и требовалось доказать. 
Пример 16. Вычислить интегралы 
2
2
1
0
cosI x
pi
= ∫   и  
2
2
2
0
sinI xdx
pi
= ∫ . 
Решение. Так как справедливо равенство 
2 2
0 0
(cos ) (sin )f x dx f x dx
pi pi
=∫ ∫ ,  то  
2 2
2 2
0 0
cos sinxdx xdx
pi pi
=∫ ∫ . 
А так как 
2 2sin cos 1x x+ = , то 
2 2 2
2 2
0 0 0
sin cos 1
2
xdx xdx dx
pi pi pi
pi
+ = =∫ ∫ ∫ . 
Следовательно  
2 2
2 2
0 0
sin cos
4
xdx xdx
pi pi
pi
= =∫ ∫ . 
Замечание. 1) если функция  f(x)  четная на отрезке  [ ];a a− , то 
0
( ) 2 ( )
a a
a
f x dx f x dx
−
=∫ ∫ ; 
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2) если функция  f(x)  нечетная на отрезке  [ ];a a− , то  ( ) 0
a
a
f x dx
−
=∫ ; 
3) если функция  f(x)  периодическая с периодом  T, то  
( ) ( )
b b nT
a a nT
f x dx f x dx
+
+
=∫ ∫ , где  n – целое число. 
Пример 17. Вычислить интеграл  
25
4
5
sin
3
x xI
x
−
=
+
∫ . 
Решение. Так как подынтегральная функция на отрезке  [ ]5;5−  нечетная 
f(–x) = –f(x), то искомый интеграл равен нулю. 
Пример 18. Вычислить интеграл  
9
4
4 4
2
sin 2
cos sin
xdxI
x x
pi
pi
=
+
∫ . 
Решение. Так как 
4 4 4 4
sin 2( ) sin 2( ) ( )
cos ( ) sin ( ) cos sin
x xf x f x
x x x x
+ pi
+ pi = = =
+ pi + + pi +
, 
то подынтегральная функция имеет период  π, поэтому от верхнего и ниж-
него пределов интегрирования можно отнять число  2π, т.е.  
4 4
4 4 2 4
0 02
11
2
4
0 0
tg
sin 2 tg2
cos sin cos (1 tg )
cos
2
tg argtg
41
t x
xdx xdxI dxdtx x x x
x
tdt
t x t
t
pi pi
=
= = = =
=+ +
pi
= = = = =
+
∫ ∫
∫
 
Пример 19. Вычислить интеграл  2
0
sin
1 cos
x xI dx
x
pi
=
+
∫ .  
Решение. Отметим, что неопределенный интеграл  2
0
sin
1 cos
x xI dx
x
pi
=
+
∫   не 
выражается через элементарные функции, т.е. является «неберущимся».  
Но, применяя соответствующую подстановку и используя разбиение 
отрезка интегрирования, вычислим данный определенный интеграл. 
Так как  
2
1 22 2
0
2
sin sin
1 cos 1 cos
x x x xdxI dx I I
x x
pi
pi
pi
= + = +
+ +
∫ ∫ , 
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0
2 2 2
2 2
2 2
2 2
0 0
sin ( )sin( )
1 cos 1 cos ( )
sin sin
.
1 cos 1 cos
x xdx t tI x t dt
x t
t t tdtdt
t t
pi
pi pi
pi pi
pi − pi −
= = = pi − = − =
+ + pi −
= pi −
+ +
∫ ∫
∫ ∫
 
Тогда 
2 2 2 2
2 2 2 2
0 0 0 0
22
2
02
0
sin sin sin sin
1 cos 1 cos 1 cos 1 cos
cos
arg tg (cos ) (arctg0 arctg1)
41 cos
x xdx tdt t tdt tdtI
x t t t
d t
t
t
pi pi pi pi
pi
pi
= + pi − = pi =
+ + + +
pi
= −pi = −pi = −pi − =
+
∫ ∫ ∫ ∫
∫
 
Замечание. Данный интеграл можно вычислить, используя равенство 
2
0 0
(sin ) (sin )xf x f x dx
pi
pi
=pi∫ ∫ . 
Пример 20. Доказать, что  
2
0 0
(sin ) (sin )xf x dx f x dx
pi
pi
= pi∫ ∫ . 
Решение. Так как  
2
0 0
2
(sin ) (sin ) (sin )xf x dx cf x dx xf x dx
pi
pi pi
pi
= +∫ ∫ ∫ , то, полагая во 
втором интеграле  x t= pi − , получим   
0 2 2
0 0
2 2
(sin ) ( ) (sin( )) (sin ) (sin )xf x dx t f t dt f t tf t dt
pi pi
pi
pi pi
= − pi − pi − = pi ⋅ −∫ ∫ ∫ ∫ . 
Тогда имеем  
2 2 2
0 0 0 0
(sin ) (sin ) (sin ) (sin )xf x dx xf x dx f t dt xf x dx
pi pi pi
pi
= + pi −∫ ∫ ∫ ∫  или  
2
0 0
(sin ) (sin )xf x dx f x dx
pi
pi
= pi∫ ∫ . 
Что и требовалось доказать. 
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Пример 21. Доказать, что  
2 2
0 0
(sin ) (cos )f x dx f x dx
pi pi
=∫ ∫ . 
Решение. Пусть  
2
x t
pi
= −   в интеграле  
2
0
(cos )I f x dx
pi
= ∫ .  
Тогда  dx = – dt, а при  x = 0  1 2
t
pi
= ; при  
2
x
pi
=    t = 0.  
02 2 2
0 0 0
2
(cos ) (cos (sin ) (sin )
2
I f x dx f t dt f t dt f x dx
pi pi pi
pi
pi 
= = − − = = 
 
∫ ∫ ∫ ∫ . 
Что и требовалось доказать. 
Пример 22. Доказать, что интеграл  
2
0
( )cosI f x x
pi
= ∫   при замене пе-
ременного  t = sin x равен 
1 1
0 1
( (arctg ) ( arcsin )) ( (2 arcsin ) ( arcsin ))I f t f t dt f t f t dt
−
= − pi − + pi + − pi −∫ ∫ . 
 
§6. Интегрирование по частям в определенном интеграле 
 
Теорема 1. Если функция ( )u x  и ( )v x  имеют на отрезке [ , ]a b  непре-
рывные производные, то справедлива формула интегрирования по частям 
|b bb
a
a a
udv uv vdu= −∫ ∫ .                                            (1) 
Доказательство. Так как  ( )u x  и ( )v x  имеют непрерывные производные 
на отрезке [ , ]a b  то 
( )d uv udv vdu= + . 
Интегрируя последнее равенство на отрезке  [ , ]a b , получим 
( )
b b b
a a a
d uv udv vdu= +∫ ∫ ∫  
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Откуда, согласно формуле Ньютона-Лейбница, интеграл будет иметь вид 
( ) |b b
a
a
d uv uv=∫ , 
тогда имеем 
|b bb
a
a a
udv uv vdu= −∫ ∫ . 
А это и есть формула (1) – формула интегрирования по частям в оп-
ределенном интеграле. 
Пример 1.  Вычислить интеграл 
4 41 12 13
4 2030 0
4 4 4 311 1 1
20 0 0
0
arctg ; 11arctg arctg
4 4 1;
4
1 ( 1) 1 1 1
arctg arctg [ arctg ] .
4 4 4 4 3 61
|
| | |
dx
u x du
x x dxxI x xdx x
x xdv x dx v
x x x x
x dx x x x
x
= =
+
= = = − =
+
= =
− +
= − = − − + =
+
∫ ∫
∫
 
Пример 2. Вычислить интеграл: 
1.  
1
0
xI xe dx= ∫ ;    2.  
2
4
0
sin 4I dx
pi
= ∫ . 
Решение. 
1.  
1 11 1 1
0 0 00 0
;
1
;
x x x x x
x x
u x du dx
I xe dx xe e dx xe e
dv xe v e
= =
= = = − = − =
= =
∫ ∫ . 
Заметим, что выбор u и v в данном интеграле законен, т.к. функции u = x 
и xv e=  непрерывны и имеют непрерывные производные на отрезке [ ]0;1 . 
2
2
4 2
2
0 0
2
2 2
0 0
0
;  ;  2
2.   sin 2 sin
0;  0;  ;  
4 2
;  
2 cos cos 2sin 2
sin ;  cos
x t x t dx tdt
I xdx t tdt
x t x t
u t du dt
t t tdt t
dv tdt v t
pi pi
pi
pi pi
= = =
= = = =pi pi
= = = =
 
 = =
= = − + = = 
= = −  
 
∫ ∫
∫
 
Итак  2I = . 
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Пример 3. Проверить справедливость равенства: 
1.   
1
0
arcsin 1
2
xdx pi= −∫ ;   2.   
3
0
ln( 3) 3(ln12 1)x dx+ = −∫ ; 
3.   
1
0
1
4 2
xarctgxdx pi= −∫ ;   4.   
2
2
2 2
( 2 ln(1 2))
a
a
x dx
a
a x−
= − +
+
∫ ; 
5.   
1
0
arcsin 2 4
1
x dx
x
= pi −
+
∫ ;  6.   
4
0
ln(1 ) ln 2
8
tgx dx
pi
pi
+ =∫ ; 
7.   2 2
ln(2 ) 3
;   (a )
3ln(4 )
a
a
a x dx
a
a x
−
−
= >
−
∫ ; 8.   
2
2 cos
2
ln(sin sin ) 1xx x e dx
pi
pi
−
+ + =∫ ; 
9.   
2
6
( sin ) (1 3)
1 cos 6
x x dx
x
pi
pi
+ pi
= +
+∫
; 10. 
2
0
cos cos( 2) 0m x m xdx
pi
⋅ + =∫ ; 
11. 
2
0
2
sin cos( 2)
1
m x m xdx
m
pi
−
+ =
+∫
; 12. 
2
1
0
cos cos2 ( 1)
4
nx nxdx
n
pi
−
pi
= −∫ ; 
13. 
1
1
( ) ( ) 0,  m nn mP x P x dx
−
⋅ = ≠∫ ; 14. 
1
1
!( ) (2 1)!!
n
n
n
x P x dx
n
−
⋅ =
+∫
; 
15. 
1
2
1
2( )
2 1n
P x dx
n
−
=
+∫
. 
Пример 4. Доказать, что если ( )f x′′  непрерывная функция на отрез-
ке  [ ]ab , то справедлива формула 
( ) ( ( ) ( )) ( ( ) ( ))
b
a
xf x dx bf b f b af a f a′′ ′ ′= − − −∫ . 
Пример 5. Доказать, что если  ( ) ( )nu x   и  ( ) ( )nv x   непрерывные 
функции на отрезке  [ ]ab , то справедлива формула 
( ) ( 1) ( 2) 1 ( )
... ( 1)
b b b
n n n n n
a a
a
u v dx u v v u v u dx− −⋅ = ⋅ − ⋅ + + − ⋅∫ ∫ . 
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§7. Несобственные интегралы 
 
Определение несобственных интегралов 
При определении интеграла Римана как предела интегральной сум-
мы предполагалось, что справедливы следующие условия: 
1. пределы интегрирования a  и b  конечные числа; 
2. подынтегральная функция )(xf  на отрезке ],[ ba  непрерывна или 
имеет конечное число точек разрыва первого рода. 
В этом случае интегралы называют собственными. Если хотя бы од-
но из условий указанных выше нарушено, то определение интеграла по 
Риману теряет смысл, а интегралы в этом случае называют несобственны-
ми. Действительно, если пределы интегрирования бесконечные отрезки, то 
нельзя данный отрезок разбить на n частичных отрезков конечной длины, а 
если функция неограниченна на отрезке [ , ]a b , то интегральная сумма не 
имеет конечного предела. Поэтому, естественно возникает вопрос о рас-
ширении понятия интеграла на случай бесконечного промежутка, а так же 
на случай когда подынтегральная функция является неограниченной.  
Несобственные интегралы являются обобщением определенных ин-
тегралов в случае бесконечных промежутков интегрирования и неограни-
ченных функций. 
 
7.1. Несобственные интегралы с бесконечными пределами  
интегрирования (несобственный интеграл  1 рода) 
 
Пусть )(xf  непрерывна на ),[ ∞a , тогда )(xf  будет непрерывна на 
любом конечном отрезке ],[ ba , ba <  и для нее существует определенный 
интеграл  
∫=
b
a
dxxfbI )()( , 
который с геометрической точки зрения определяет площадь криволиней-
ной трапеции, ограниченной графиком функции 0)( ≥= xfy , прямыми 
ax = , bx =  и осью абсцисс.  
Если существует конечный предел 
∫
+∞→
b
ab
dxxf )(lim , 
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то этот предел называют несобственным интегралом от непрерывной функ-
ции )(xf  на промежутке ),[ +∞a  и обозначают ∫
+∞
a
dxxf )( , а функцию )(xf  
называют интегрируемой в несобственном смысле на промежутке ),[ ba . 
Итак, по определению, имеем 
∫=∫
+∞→
+∞ b
aba
dxxfdxxf )(lim)(                                 (1) 
Если предел в равенстве (1) существует и он – конечное число, то не-
собственный интеграл ∫
+∞
a
dxxf )(  является сходящимся (сходится). 
Если предел (1) не существует, или равен бесконечности, то несобст-
венный интеграл ∫
+∞
a
dxxf )(  расходится. 
Аналогичным образом определяют несобственный интеграл с беско-
нечным пределом интегрирования от непрерывной функции )(xf  на про-
межутке ],( b−∞  
∫=∫
−∞→∞−
b
aa
b
dxxfdxxf )(lim)( .                                      (2) 
Если предел в правой части равенства (2) существует и он конечный, то 
несобственный интеграл называют сходящимся, если предел не существует 
или равен бесконечности, то несобственный интеграл – расходящийся. 
Несобственный интеграл с двумя бесконечными пределами интегри-
рования от непрерывной функции )(xf  на промежутке ( ,−∞ +∞ ) обозна-
чаемый ( )f x dx
∞
−∞
∫ . По определению имеем  
( ) ( ) ( ) lim ( ) lim ( )
c c b
b
c a c
f x dx f x dx f x dx f x dx f x dx
∞ ∞
α→−∞ →+∞
−∞ −∞
= + = +∫ ∫ ∫ ∫ ∫ .     (3) 
Причем данный несобственный интеграл называется сходящимся, если оба 
предела в (3) существуют. Если хотя бы один из пределов (3) не существу-
ет или бесконечен, то несобственный интеграл ( )f x dx
∞
−∞
∫  называется рас-
ходящимся. 
Интегралы (1) – (3) называют также несобственными интегралами 
первого рода. 
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С геометрической точки зрения сходящийся несобственный интеграл 
означает, что фигура ограничена кривой ( )y f x=  ( )( ) 0f x ≥ , осью ox  и 
промежутком x−∞ < < +∞    ( [ ; )x a∈ +∞  или ( ; ]x a∈ +∞  ) имеет конечную 
площадь S . Если площадь соответствующей фигуры неограничена  то со-
ответствующий интеграл является расходящимся. 
Пример 1. Вычислить несобственный интеграл: 
21.1. ;lne
dx
x x
+∞
∫     21.2. ;4 6
dx
x x
+∞
−∞
+ +
∫  
1
1.3. ( ) ;dxI
x
+∞
α
α = ∫    
0
1.4. sinx x dx
+∞
∫ . 
Решение: 1.1. По определению имеем  
2 2 2
ln 1 1 1lim lim lim lim 1
ln ln lnln ln ln
bb b
b b b b
ee e e
dx dx d x
x b ex x x x x
+∞
→+∞ →+∞ →+∞ →+∞
   
= + = − = − + =       
∫ ∫ ∫ . 
Таким образом, данный интеграл сходится и его величина равна 1. 
1.2. При решении данного примера учитываем, что оба предела бес-
конечны, поэтому 
( ) ( )
0
2 2 2
0
0
2 22 2
0
0
0
4 6 4 6 4 6
lim lim
2 3 2 3
1 2 1 2 1 2 1 2lim arctg lim arctg arctg arctg .
3 3 3 3 3 3 6 3 3 6 3
b
a b
a
b
a b
a
dx dx dx
x x x x x x
dx dx
x x
x x
+∞ +∞
−∞ −∞
→−∞ →+∞
→−∞ →+∞
= + =
+ + + + + +
= + =
+ + + +
+ + pi pi pi
= + = + − + =
∫ ∫ ∫
∫ ∫  
Значит, данный интеграл сходится и его величина равна 
3
pi
. 
1.3. Если 1α ≠ , тогда имеем  
1 1
1 1
1
1 1 1
bb dx x b
x
−α −α
α
= = −
− α − α − α∫
. 
Если  1α > , существует конечный предел  
1
1lim ,
1
b
b
dx
x
α→+∞
=
α −∫
 т.е. ис-
ходный интеграл сходится, причем 
1( )
1
I α =
α −
. 
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Если  1α < , то интеграл будет расходящимся т.к. 
1
lim
b
b
dx
x
α→+∞
= +∞∫ . 
Если  1α = , искомый интеграл также расходится т.к. 
1
ln
b dx b
x
α
= → +∞∫     при    b → +∞ . 
1.4. По определению имеем 
[ ]
0 0
0
0
;
sin lim sin
sin ; cos
lim cos cos lim cos sin .
b
b
b
b
b b
u x du dx
x xdx x xdx dv x v x
x x x dx b b b
+∞
→+∞
→+∞ →+∞
= =
= = =
= = −
 
= − + = − + 
 
∫ ∫
∫
 
Но этот предел не существует, значит, данный интеграл расходится. 
 
7.2. Свойства и вычисление  
несобственных интегралов первого рода 
 
Будем рассматривать несобственные интегралы вида  ( )
b
a
I f x dx= ∫   
считая, что: 
а) функция  f(x)  определена на промежутке  [ );a b , где  a – конечная 
точка, b – символ  ±∞ ; 
б) функция  f(x)  интегрируема по Риману на отрезке  [ ],a c   при лю-
бом  [ )c ab∈ . 
1. Линейность несобственного интеграла I рода. 
Если сходятся несобственные интегралы от функций  f(x)  и  g(x)  на 
промежутке  [ );a b , то при любых  m  и  n R∈   на промежутке [ );a b  спра-
ведливо равенство 
( ( ) ( )) ( ) ( )
b b b
a a a
mf x ng x dx m f x dx n g x dx± = ±∫ ∫ ∫ . 
2. Формула Ньютона-Лейбница. 
Если функция  f(x)  определена на промежутке  [ );a +∞   и интегри-
руема в каждой его конечной части  [ ],a c , и для  f(x)  при этом существует 
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первообразная функция  F(x)  на всем промежутке  [ );a +∞ , тогда несобст-
венный интеграл 
( ( )
a
f f x dx
+∞
∫                                               (1) 
существует тогда и только тогда, когда существует конечный предел 
lim ( ) ( )
c
F c F
→+∞
= +∞  
и тогда 
( ) ( ) ( ) ( )
a
a
f x dx F F a F x
+∞
+∞
= +∞ − =∫ .                           (2) 
Аналогично 
( ) ( ) ,   ( )
a
a
-
f x dx F x f(x)dx F x
+∞
+∞
−∞ −∞
−∞ ∞
= =∫ ∫  
Под  ( )F −∞   понимают  lim ( )
c
F c
→−∞
. 
Формула  (2)  называют формулой Ньютона-Лейбница для несобст-
венного интеграла  (1). 
Пример 2. Вычислить интегралы:  
1.  1 2
0
arctg
1
xdxI
x
+∞
=
+
∫ ,   2.  2
0
sinaxI e bxdx
+∞
−
= ∫ , 
3.  3
0
cos   ( 0)axI e bxdx a
+∞
−
= >∫ , 4.  4 4
0 1
dxI
x
+∞
=
+
∫ , 
5.  5 2
2
1 1
sinI dx
xx
+∞
pi
= ∫ ,   6.  6
0
sinI xdx
+∞
= ∫ . 
Решение. 1. Так как  
2(arctg )( )
2
xF x =  – первообразная для функции  
2
arctg( )
1
xf x
x
=
+
, тогда  
2 2
2
1 2
00
arctg 1 (arctg ) 0
2 8 81
xI dx x
x
+∞+∞ pi pi
= = = − =
+
∫ . 
2.  Для интеграла  2I   первообразная функция   
2 2
sin cos( ) ,   ( 0)axa bx b bxF x e a
a b
−
+
= − >
+
, 
и  2 2(0)
bF
a b
= −
+
, и  ( ) 0F +∞ = , то  получим интеграл 
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2 2 2
0
sinax bI e bxdx
a b
+∞
−
= =
+
∫ . 
3. Аналогичным образом для интеграла  3I   имеем  
3 2 2
0
sin cos
cosax ax
b bx a bxI e bxdx e
a b
+∞
− −
−
= =
+
∫ . 
4. 4 4
0 1
dxI
x
+∞
= =
+
∫  
2
2
0
1 1 2 1ln arctg( 2 1) arctg( 2 1 2.
2 42 2 2 1
x x
x x
x x
+∞
  + + pi
= + + − − = ⋅   
− +   
 
5.  5 2 22
1 1 1
sin cos 1I dx
x xx
+∞+∞
pi
pi
= = =∫ . 
6.  6
0 0
sin cosI xdx x
+∞+∞
= = −∫  
Но так как  lim cos
x
x
→+∞
  не существует, то данный интеграл  6I   не 
существует, т.е. расходится. 
3. Интегрирование по частям. 
Пусть функции  u(x),  v(x)  определены на промежутке  [ );a +∞   и 
имеют непрерывные производные на отрезке  [ ]ac , для любого  ( );c a∈ +∞ . 
Если существует конечный предел  lim ( ( ) ( )) ( ) ( )
c
u c v c u v
→+∞
⋅ = +∞ ⋅ +∞   и инте-
грал  
a
vu dx
+∞
′∫   сходится, то интеграл  
a
uv dx
+∞
′∫   сходится и справедлива фор-
мула интегрирования по частям  
a
a a
uv dx uv vu dx
+∞ +∞
+∞
′ ′= −∫ ∫ . 
Пример 3. Вычислить интеграл  
0
xI xe dx
+∞
−
= ∫ . 
Решение. Применяя формулу интегрирования по частям, получим 
0 00 0 0 0
( ) 1x x x x x xI xe dx x e dx xe e dx e dx e
+∞ +∞ +∞ +∞+∞ +∞
− − − − − −
= = ⋅ − = − + = = − =∫ ∫ ∫ ∫ . 
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Пример 4. Вычислить интеграл  
0
sinI x xdx
+∞
= ∫ . 
Решение. 0 0
0
sin cos sinI x xdx x x x
+∞
+∞ +∞
= = − +∫ . 
Так как предел  sin x  при  x → +∞  не существует, то данный инте-
грал расходится. 
4. Замена переменной. 
Если функция  f(x)  непрерывна на промежутке  [ );a +∞ , а функция  
( )x t= ϕ  непрерывно дифференцируема на промежутке  [ ],α β   строго воз-
растает и удовлетворяет условию  ( ) aϕ α = , а  lim ( )
t
t
→β
ϕ = +∞ , то справедли-
ва формула замены переменной 
( ) ( ( )) ( )
a
f x dx f t t dt
β+∞
α
′= ϕ ϕ∫ ∫ ,                                  (3) 
если хотя бы один из интегралов в формуле (3) сходится. 
Пример 5. Вычислить интеграл  3
0 2 2(1 )
dxI
x
+∞
=
+
∫ . 
Решение. Полагая  tg , 0;
2
x t t
pi 
= ∈  
, тогда 2 2
11 ;
cos
x
t
+ =  
3
2 32(1 ) cosx t−+ = , 
а, следовательно  
2
3
0 02 2
cos 1
(1 )
dxI tdt
x
pi
+∞
= = =
+
∫ ∫ . 
Пример 6. Вычислить интеграл  
2
4
0
1
1
xI dx
x
+∞ +
=
+
∫ . 
Решение.  
2 2
4 220 0
1(1 )1 1 1
arctg1 2 2 21 2( ) 2
dx
x dt txI dx x t
xx tx
x
+∞+∞ +∞ ∞
−∞−∞
+
+ pi
= = = − = = = =
+ +
− +
∫ ∫ ∫ . 
Пример 7. Вычислить интеграл  4
0 1
dxI
x
+∞
=
+
∫ . 
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Решение.  
2 20
4 4 420 0 0
4
1
11 1 1(1 )
dx dt t d x dxI x
tx t xt
t
+∞ +∞ +∞
+∞
= = = = − = =
+ + ++
∫ ∫ ∫ ∫ . 
Таким образом, имеем  
2
0 4 4
0 01 1
dx x dxI
x x
+∞ +∞
= =
+ +
∫ ∫  
В примере 2 установим, что  
2
1 4
0
1
21
xI dx
x
+∞ + pi
= =
+
∫ . 
Тогда искомый интеграл равен  
2
4
0
1 1
2 2 21
xI dx
x
+∞ + pi
= =
+
∫ . 
5. Абсолютно  и условно сходящиеся интегралы.  
Несобственный интеграл  ( )
b
a
I f x dx= ∫   называется: 
а) абсолютно сходящимся, если сходится интеграл  ( )
b
a
I f x dx= ∫ .  
В этом случае говорят, что функция  f(x)  абсолютно интегрируема на про-
межутке [ )ab . 
б) условно сходящимся, если интеграл  I  сходится, а I   расходится. 
В этом случае функция  f(x)  условно интегрируема на промежутке  [ )ab . 
Имеют место следующие теоремы: 
Теорема 1. Если несобственный интеграл  I   сходится, то интеграл  
I  также сходится и справедливо неравенство 
( ) ( )
b b
a a
f x dx f x dx≤∫ ∫ . 
Теорема 2. Если функция  g(x)  абсолютно  интегрируема на проме-
жутке  [ ),a b , т.е. несобственный интеграл  ( )
b
a
I g x dx= ∫   сходится, то не-
собственные интегралы: 
1 ( )
b
a
I f x dx= ∫                  2 ( ( ) ( ))
b
a
I f x g x dx= +∫  
либо оба абсолютно сходятся, либо условно сходятся, либо расходятся. 
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Данную теорему можно коротко сформулировать следующим обра-
зом: прибавление (вычитание) под знаком интеграла абсолютно интегри-
руемой функции не влияет ни на сходимость интеграла, ни на характер 
сходимости (абсолютная, условная сходимость). 
Теорема 3 (признак Дирихле сходимости интегралов). 
Если функция  f(x)  непрерывна, а функция  g(x)  имеет непрерывную 
производную на промежутке  [ );a +∞   и выполняются следующие условия: 
1) функция ( ) ( )
x
a
F x f t dt= ∫  (первообразная для f(x)) ограничена на 
промежутке  [ );a +∞ ; 
2) функция ( )g x′  не меняет знак на [ );a +∞ , т.е. ( ) 0g x′ ≤  или ( ) 0g x′ ≥ ; 
3) lim ( ) 0
x
g x
→+∞
= . 
Тогда интеграл   ( ) ( )
a
I f x g x dx
+∞
= ⋅∫   сходится. 
Замечание. Условия (2) и (3) в теореме 3 означают, что функция  g(x)  
монотонно стремится к нулю при  x → +∞ . 
Следствие (признак Абеля). Если функция  f(x)  непрерывна на про-
межутке  [ );a +∞ , интеграл  ( )
a
I f x dx
+∞
= ∫   сходится, а функция  g(x)  огра-
ничена на  [ );a +∞   и ее производная  ( )g x′   не меняет знак на этом проме-
жутке  [ );a +∞ , то интеграл  ( ) ( )
a
I f x g x dx
+∞
= ⋅∫   сходится. 
6. Признаки сходимости несобственных интегралов, основанные 
на их сравнении. 
Пусть функция  ( ) 0f x ≥   определена на промежутке  [ );a +∞  и ин-
тегрируема на любом конечном промежутке  [ );a c . Тогда имеет место сле-
дующая теорема. 
Теорема. Если при x a≥  справедливо неравенство 0 ( ) ( )f x x≤ ≤ ϕ , то из 
сходимости интеграла ( )
a
x dx
+∞
ϕ∫  следует сходимость интеграла  ( )
a
f x dx
+∞
∫ , а из 
расходимости интеграла ( )
a
f x dx
+∞
∫  следует расходимость интеграла  ( )
a
x dx
+∞
ϕ∫ . 
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Доказательство. Пусть интеграл  ( )
a
x dx
+∞
ϕ∫   сходится, тогда 
( ) ( ) ( ) ( )
c c
a a a
F c f x dx x dx x dx I
+∞
= ≤ ϕ ≤ ϕ =∫ ∫ ∫ . 
Функция ( )F c  монотонно возрастает и ограничена конечным числом I, 
следовательно, для  ( )F c   при  c → +∞   существует конечный предел, а это 
значит, что интеграл  ( )
a
f x dx
+∞
∫   сходится. Что и требовалось доказать. 
Следствие 1. Если существует предел   
( )lim    (0 )( )x
f x
c c
x→+∞
= < < +∞
ϕ
, 
то оба интеграла  ( )
a
f x dx
+∞
∫   и  ( )
a
x dx
+∞
ϕ∫   сходятся или расходятся одно-
временно. 
Следствие 2  (признаки Коши). 
Если для достаточно больших  x  функция  f(x)  имеет вид 
( )( )   ( 0)k
g xf x k
x
= > , 
тогда: 1) если  k > 1  и  ( ) 0g x c≥ > , то интеграл  ( )
a
f x dx
+∞
∫  сходится; 
2) если  0 1k< ≤ ,  ( ) 0g x c≥ > , то интеграл  ( )
a
f x dx
+∞
∫   расходится. 
Замечание. По отношению к знакопеременной функции  f(x)  приве-
денные признаки не применимы. Но с помощью них можно установить 
сходимость интеграла от положительной функции  ( )f x : если эта функ-
ция оказывается интегрируема, то функция  f(x)  также будет интегрируе-
ма, притом абсолютно. 
Отметим, что если функция  f(x)  абсолютно интегрируема на проме-
жутке  [ );a +∞ , а функция  g(x)  ограничена, то функция  ( ) ( )f x g x⋅   будет 
абсолютно интегрируема на  [ );a +∞ . 
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Доказательство этого утверждения следует из неравенства 
( ) ( ) ( )f x g x L f x⋅ ≤ ⋅ . 
Например, для интеграла  2
0
cos
1
axI
x
+∞
=
+
∫   имеем, что функция  
2
1( )
1
f x
x
=
+
 абсолютно интегрируема, а функция  ( ) cosg x ax=   ограни-
чена. Отсюда следует абсолютная сходимость данного интеграла. 
Таким образом, для знакопеременной функции ранее изложенные 
соображения – в благоприятном случае – могут установить только абсо-
лютную сходимость. Если интеграл от данной функции расходится или 
сходится, но не абсолютно, то различить эти случаи, используя установ-
ленные здесь признаки, невозможно. 
Замечание (более тонкий признак сходимости несобственных инте-
гралов). Данный признак позволяет устанавливать сходимость несобствен-
ных интегралов в ряде случаев, когда абсолютная сходимость отсутствует. 
Пусть функции  f(x)  и  g(x)  определены на промежутке  [ );a +∞ , 
причем  f(x)  интегрируема в каждом конечном промежутке  [ );a c . Если 
интеграл 
( ) ( )
c
a
F c f x dx= ∫  –  
ограниченная функция от  c, а функция  g(x) – монотонная, причем  
( ) 0g x →   при  x → +∞ , то интеграл  ( ) ( )
a
f x g x dx
+∞
∫   сходится. 
Пример 8. Исследовать на сходимость интегралы: 
1. 
0
arctgx dx
x
+∞
∫ ;                            2. 
1 ( 2)( 3)
dx
x x x
+∞
− −
∫ . 
Решение: 
1. Подынтегральная функция при  x → +∞  – бесконечно малая перво-
го порядка, т.е. сравнима с функцией вида  
1
x
; тогда интеграл расходится. 
2. Подынтегральная функция при  x → +∞  – бесконечно малая по-
рядка  
3
2
; тогда интеграл сходится. 
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Пример 9. Исследовать на сходимость интеграл  
6
7 8
1
cos 5
1
xI
x
+∞
=
+
∫ . 
Решение. Так как при  1x ≥  выполняется условие  
6
87 8
7
cos 5 10
1
x
x
x
≤ ≤
+
, а ин-
теграл  8
1 7
dx
x
+∞
∫   сходится, то будет сходиться и исходный интеграл  I. 
Пример 10. Исследовать на сходимость интеграл  
2 ln
dxI
x x
+∞
α β=
⋅
∫ . 
Ответ: 1) если  α > 1,  β – любое число, то интеграл  I  сходится; 
2) если  α = 1, β > 1, то интеграл  I  сходится; 
3) если  α = 1, 1β ≤ , то интеграл  I  расходится; 
4) если  α < 1, β – любое число, то интеграл  I  расходится. 
Пример 11. Исследовать на сходимость интеграл  2 4 5
dxI
x x
∞
−∞
=
+ +
∫ . 
Решение. В данном интеграле пределы интегрирования бесконечны, по-
этому предварительно разбиваем данный интеграл на два: 
0
2 2 2
0
0
2 2
0
0
0
4 5 ( 2) 1 ( 2) 1
lim lim
( 2) 1 ( 2 1
lim arctg( 2) lim arctg( 2)
b
a b
a
b
a ba
dx dx dxI
x x x x
dx dx
x x
x x
∞ +∞
−∞ −∞
→−∞ →+∞
→−∞ →+∞
= = + =
+ + + + + +
= + =
+ + + +
= + + + = pi
∫ ∫ ∫
∫ ∫  
Таким образом,   I = pi . 
Пример 12. Исследовать на сходимость интеграл Дирихле   
0
sin xI dx
x
+∞
= ∫ . 
Решение.  Данный интеграл  I  находится следующим образом 
2
0 0
2
sin sin sinx x xI dx dx dx
x x x
pi
+∞ +∞
pi
= = +∫ ∫ ∫ . 
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Первый интеграл собственный (обычный определенный интеграл, 
т.к.  
0
sinlim 1
x
x
x→
= ) и следовательно на сходимость исходного интеграла он 
не влияет. Второй интеграл  интегрируем по частям и получим 
12 2
22 2 2
sin cos cos cosx x xdx xdx dx I
x x x x
+∞+∞ +∞ +∞
pi
pi pi pi
= − − = − =∫ ∫ ∫ . 
Но несобственный интеграл  1I   сходится, и притом абсолютно, так 
как справедливо неравенство 
2 2
cos 1x
x x
≤ , 
а интеграл  2
0
dx
x
+∞
∫   сходится. 
Следовательно, исходный интеграл  I сходится. 
Докажем, что интеграл  
0
sin xI dx
x
+∞
= ∫   сходится условно, т.е.  инте-
грал 
0
sin x dx
x
+∞
∫   расходится. Так как  
2sin sin 1 cos2
2
x x x
x x x
−≥ = . 
Но интеграл  
2 2 2
1 cos2 1 1 cos2
2 2 2
x dx xdx dx
x x x
+∞ +∞ +∞
pi pi pi
−
= −∫ ∫ ∫   расходится, т.к. 
интеграл  
2
dx
x
+∞
pi
∫  – расходится, а интеграл  
2
cos2x dx
x
+∞
pi
∫  – сходится. 
Следовательно,  искомый интеграл  I  сходится условно. 
Пример 13. Исследовать на сходимость интегралы 
1. 
22
0
xI e dx
+∞
−
= ∫ ;        2. 
2
3
1 sin
xI dx
x x
+∞
=
+
∫ ;         3. 2
2
cos2xI
x x
+∞
=
+
∫ . 
Решение: 1. Для решения задачи используем признак сравнения. Функция  
22 0xe− >   для любого  [ )0;x∈ +∞ . Неравенство  22x xe e− −<   для  1x ≥ , по-
этому  I  представим в виде 
2 2 21
0 0 1
x x xe dx e e dx
+∞ +∞
− − −
= +∫ ∫ ∫ . 
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Первый из двух интегралов правой части собственный, а следова-
тельно сходится. Для второго интеграла имеем 
2
1 1
1x xe dx e dx
e
+∞ +∞
− −≤ =∫ ∫ . 
Следовательно, сходится. Тогда искомый интеграл сходится. 
2. Так как функция  
2
3( ) 0sin
xf x
x x
= >
+
  для  1x ≥ , то  f(x)  является 
б.м.ф. при  x → +∞ . Сравнивая ее с функцией  
1( )x
x
ϕ =   получим 
3
3 3
sin sinlim lim 1 1
x x
x x x
x x→+∞ →∞
+ ∞   
= = + =   
∞   
. 
Но так как  
1
dx
x
+∞
∫   расходится, то, значит, исходный интеграл так же 
является расходящимся. 
3. Подынтегральная функция для  [ )2;x∈ +∞   меняет знак, если ме-
няется знак числителя, поэтому применять признак сравнения невозможно, 
но можно провести исследование на абсолютную сходимость интеграла 
2
2
cos2x
I dx
x x
+∞
=
+
∫ . 
Так как имеет место неравенство  2 2
cos2 1x
x x x
≤
+
  для  2x ≥ , а инте-
грал  2
2
dx
x
+∞
∫   сходится, то исходный интеграл сходится абсолютно. 
 
7.3. Несобственные интегралы от неограниченной функции  
на конечном промежутке (несобственный интеграл второго рода) 
 
1. Пусть функция ( )f x  определена на конечном промежутке [ ; ]a c  
при любом [ ; )c a b∈ . Если существует конечный предел 
0
lim ( )
c
c b
a
f x dx
→ −
∫ , то 
этот предел называют несобственным интегралом от неограниченной функ-
ции ( )f x  на промежутке [ ; )a b . Таким образом, по определению имеем 
0
( ) lim ( )
b c
c b
a a
f x dx f x dx
→ −
=∫ ∫ .                                     (1) 
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Если существует конечный предел (1) то интеграл ( )
b
a
f x dx∫  называ-
ется сходящимся, если предел (1) не существует или равен бесконечности 
то данный интеграл называется расходящимся. 
2. Аналогично, для функции ( )f x  определенной на конечном про-
межутке [ ; )a b  и интегрируемой на любом отрезке [ ; ]c b  при любом   
[ ; )c a b∈ , то по определению принимают 
0
( ) lim ( )
b b
c a
a c
f x dx f x dx
→ +
=∫ ∫ .                                   (2) 
Если предел (2) существует и конечный, то несобственный интеграл 
называется сходящимся; в противном случае – расходящимся. 
3. Если функция ( )f x  определена на конечном интервале ( ; )a b  ин-
тегрируема на отрезке [ ; ]m n , [ ; ] ( ; )m n a b⊂  то несобственный интеграл от 
функции ( )f x  на ( ; )a b  определяется формулой 
0
0
( ) lim ( )
b m
m a
a nn b
f x dx f x dx
→ +
→ −
=∫ ∫ .                                    (3) 
Если предел (3) существует и он конечный, то несобственный инте-
грал называется сходящимся, в противном случае – расходящимся. 
4. Если функция ( )f x  определена на отрезке [ ; ]a b  за исключением точ-
ки ( ; )c a b∈ , и интегрируема на отрезках [ ; ]a m  и [ ; ]n b  при любых mи n  
таких, что a m c n b≤ < < ≤ , то несобственный интеграл от функции ( )f x  
на [ ; ]a b  определяется равенством  
0 0
( ) lim ( ) lim ( )
b m b
m c n c
a a n
f x dx f x dx f x dx
→ − → +
= +∫ ∫ ∫ .                       (4) 
Если оба предела в правой части выражения (4) существуют и ко-
нечны, то интеграл называется сходящимся, и имеет место равенство 
( ) ( ) ( )
b c b
a a c
f x dx f x dx f x dx= +∫ ∫ ∫ . 
5. Если функция ( )f x   не определена на конечном промежутке ( ; )a b  
за исключением  точек ( )1,kx k n= , где 0 1 ... na x x x b= < < = , то несобствен-
ный интеграл ( )
b
a
f x dx∫  понимается как сумма несобственных интегралов 
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по промежуткам ( )( )1, 1,k kx x k n− = , и по определению считается сходя-
щимся по всем промежуткам ( )1,k kx x− ( )1,k n= . Если хотя бы по одному 
промежутку ( )( )1, 1,k kx x k n− =  имеем расходимость, то исходный интеграл 
является расходящимся. 
С геометрической точки зрения несобственный интеграл второго ро-
да означает следующее: площадь фигуры, ограниченной кривой ( )y f x=  и 
прямыми ,x a x b= = ( )0; 0; 0x b x a x c→ − → + → ± , имеет конечную пло-
щадь S . 
 
 
Пример 14.  Вычислить несобственный интеграл 
) ) )
22 1
25
1 1 1 3
2 3 214.1 ; 14.2 ; 14.3 .
ln 1
e dx x xI I dx I dx
x x x
x
−
− +
= = =
−
∫ ∫ ∫  
Решение. 14.1)  функция 5
1( )
ln
f x
x x
=  неограничена в окрестности точки 
1x = . На любом отрезке [1 ; ]e+ ε , 0ε >  функция интегрируема, так как она 
непрерывна. Следовательно  
1 4
455 5
5 0 0 01 1 1
5 5 5lim ln ln lim ln lim 1 ln (1 ) .
4 4 4ln
e
e edx
xd x x
x x
−
ε→+ ε→+ ε→+
+ε
+ε
 
= = = − + ε =
  ∫ ∫
 
Значит, данный интеграл сходится и его величина равна 
5
4
; 
14.2)  так как данный интеграл I  можно представить в виде  
2 2 2 2 2
1 2
1 1 1 1 1
2 1 1 .
1 1 1 1
x x dx dxI dx dx x dx I I
x x x x
− −
= = − = − − = +
− − − −
∫ ∫ ∫ ∫ ∫  
 
y 
y 
( )y f x=
x 
b
y 
a
y 
( )y f x=
 
y 
x 
b
y 
a
y 
a + 0 c + 0  
( )y f x=
 
y 
x 
b
y 
a c
y 
  b –0    c – 0 
y y 
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В интеграле 1I  подынтегральная функция непрерывна на отрезке 
[1;2]  поэтому 
23
12 2
2
1
1
1
2( 1) 2( 1) .
3 3
xI x dx −= − = =∫  
Интеграл 2I  несобственный, подынтегральная функция неограни-
ченна в окрестности точки  1x = , поэтому  
22
2 0 01 1
lim lim 2 1 2.
1
dxI x
xε→+ ε→+ε +ε
= = − =
−
∫  
Тогда  
2 42
3 3
I = − = − ; 
14.3)  так как 
14 2 7 321 1 1 1
3 3 3 2
12
1 1 1 13 1
3 2 3 183 2 3 2 2
7 7
xI dx x dx x dx x x dx I
x
− −
− − − −
−
+
= = + = ⋅ + = + ⋅∫ ∫ ∫ ∫ . 
Так как  1I  – несобственный интеграл, 0x =  – точка разрыва, поэтому  
2 2 2 2 21 0 1 0 1
3 3 3 3 3
2 0 01 1 0 1 0
lim lim 3 3 6.I x dx x dx x dx x dx x dx
−ε
− − − − −
ε→+ ε→+
− − − +ε
= = + = + = + =∫ ∫ ∫ ∫ ∫  
Тогда  
18 10212 .
7 7
I = + =  
 
7.4. Свойства и вычисление  
несобственных интегралов второго рода 
 
Будем расследовать несобственные  интегралы вида 
( )
b
a
I f x dx= ∫                                            (1) 
предполагая, что: 
1) функция  f(x)  определена на промежутке  [ );a b , где  a  и  b  – ко-
нечные точки; 
2) функция  f(x)  интегрируема по Риману на отрезке  [ ];a c   при  лю-
бом  [ );c a b∈ . 
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1. Линейность интеграла. 
Если сходятся несобственные интегралы от функций  f(x)  и  g(x)  на 
промежутке  [ );a b , то при любых  λ, Rµ∈   сходится интеграл от функции  
( ) ( )f x g xλ ± µ ⋅   на промежутке  [ );a b   и выполняется равенство 
( ( ) ( )) ( ) ( )
b b b
a a a
f x g x dx f x dx g x dxλ ± µ = λ ± µ∫ ∫ ∫ . 
2. Формула Ньютона-Лейбница. 
Если функция  f(x)  непрерывна на промежутке  [ );a b , F(x) – перво-
образная для  f(x), то несобственный интеграл  (1)  сходится тогда и только 
тогда, когда существует конечный предел 
0
lim ( ) ( 0)
c b
F c F b
→ −
= − ,                                         (2) 
причем 
( ) ( 0) ( )
b
a
f x dx F b F a+ − −∫ .                                    (3) 
Формула (3) называется формулой Ньютона-Лейбница для несобст-
венного интеграла. 
Замечание. Говоря о первообразной функции  F(x)  можно понимать 
в широком смысле:  F(x)  должна иметь своей производной  f(x)  везде, ис-
ключая не только особые точки, но и, быть может, еще некоторые точки в 
конечном числе, лишь бы в них не нарушалась непрерывность  F(x). 
Пример 15. Исследовать на сходимость интеграл  
8
3
1
dxI
x
−
= ∫ . 
Решение. Особая точка функции  3
1( )f x
x
=    x = 0. Так как первообразная 
функция  
2
33( )
2
F x x=   непрерывна и в этой точке  x = 0,  то интеграл I  су-
ществует, т.е. 
828
3
3
1 1
3 4,5
2
dx
x
x
−
−
= ⋅ =∫ . 
Пример 16. Исследовать на сходимость интеграл  
2
2
2
2
1
xdxI
x
−
=
−
∫ . 
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Решение. Особые точки функции  1x = ± . Первообразная  2ln 1x −  обраща-
ется в ∞  в особых точках, следовательно данный интеграл не существует. 
Пример 17. Исследовать на сходимость интеграл  
1
20
arcsin
1
xI dx
x
=
−
∫ . 
Решение. Особая точка функции  x = 1: первообразная  21 (arcsin )
2
x   не-
прерывна в точке  x = 1, значит, интеграл существует и  
2
8
I pi= . 
Пример 18. Исследовать на сходимость интеграл  
1
0
lnI xdx= ∫ . 
Решение. Особая точка подынтегральной функции  x = 0: ( ) lnF x x x x= −   
при  0x →   имеет предел 0. Полагая, F(0) = 0, получим 
11
0 0
ln ( ln ) 1I xdx x x x= = − = −∫ . 
3. Признаки Коши существования несобственного интеграла II рода. 
Если при достаточно близких  k в значений  x функция f(x) имеет вид 
( )( )    ( 0)
( )n
g xf x n
b x
= >
−
, 
тогда: 
1) при  n < 1  и  ( )g x c≤ ≤ +∞ , то интеграл  ( )
b
a
f x dx∫   сходится; 
2) если  n ≥ 1  и  ( ) 0g x c≥ > , то этот интеграл расходится. 
На практике удобно использовать следующую форму признака Коши. 
Если при  x b→   функция  f(x)  является бесконечно большой поряд-
ка  n > 0 (по сравнению с 1
b x−
), то интеграл  ( )
b
a
f x dx∫   сходится или рас-
ходится в зависимости от того, будет  n < 1  или  n > 1. 
Если функция  f(x)  абсолютно интегрируема в промежутке  [ );a b , а 
функция  g(x)  интегрируема на промежутке [ );a b  в собственном смысле, 
то функция  ( ) ( )f x g x⋅  абсолютно интегрируема на  [ );a b . 
Пример 19. Исследовать на сходимость интеграл  
1
40 1
dxI
x
=
−
∫ . 
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Решение. Так как справедливо соотношение 
444 44 2 3
1 1 1 1
:
1 41 1xx x x x
= →
−
− + + +
  при  1x → , 
то подынтегральная функция  при 1x →   есть бесконечно большая порядка 
1
4
. Следовательно, искомый интеграл сходится. 
Пример 20. Исследовать на сходимость  
1
0
lnnI x xdx= ∫ . 
Решение. 1. Если  n > 0, то  4( ) ln 0f x x x= →  при  0x →  данный интеграл  
I  существует как собственный, т.е. сходится. 
2. Если  n > –1, то выбирая  m  удовлетворяющих условно выраже-
нию 1 m n n> > = − ,  будем иметь  
ln ln 01
n
n n
m
x x
x x
x
+
= →   при  0x → , 
а так как  интеграл  
1
0
m
dx
x
∫   сходится, то и исходный интеграл  I  будет 
сходиться. 
3. Если  1n ≤ − , то интеграл  
1
0
nx dx∫   расходится, а значит и исходный 
интеграл расходится. 
Пример 21. Исследовать на сходимость интегралы: 
1. 
1
1 1
0
(1 )n mI x x dx− −= −∫ ;   2. 
1
0
sin
1 cos
n
n
xdxI
k x
−pi
=
+
∫ . 
Решение. 1. Если n < 1, то особая точка x = 0, при m < 1 особая точка  x = 1. 
Данный интеграл разбиваем на два, например 
1
1 12
1 1 1 1 1 1
10 0
2
(1 ) (1 ) (1 )n m n m n mI x x dx x x dx x x dx− − − − − −= − = − + −∫ ∫ ∫ . 
Так как подынтегральная функция при 0x →  есть бесконечно боль-
шая (если  n < 1)  порядка  (1 – n), то первый интеграл существует при  ус-
ловии  (1 – n) < 1, т.е.  n > 0. Аналогично, второй интеграл существует при  
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m > 0. Таким образом, исходный интеграл сходится тогда и только тогда, 
если одновременно  n > 0  и  m > 0. 
2. Данный интеграл сходится, если 
1) 0 1k≤ <   и  n > 0; 
2) k > 1  и  0 < n < 1; 
3) в других случаях данный интеграл расходится. 
4. Интегрирование по частям. 
Пусть функции n(x)  и  v(x)  определены на промежутке  [ );a b , имеют 
непрерывные производные на отрезке  [ ]ac   для любого  ( )c ab∈ . Если 
существует конечный предел 
lim ( ( ) ( )) ( 0) ( 0)
c b a
u c v c u b v b
→ −
⋅ = − ⋅ − ,                              (1) 
интеграл  
b
a
vu dx′∫   сходится, то и интеграл  
b
a
uv dx′∫   сходится и справедлива 
формула  
bb b
a aa
uv dx uv v u dx′ ′= − ⋅∫ ∫ .                                       (2) 
Замечание. Если предел  (1)  конечный, то несобственные интегралы 
b
a
uv dx′∫   и  
b
a
vu dx′∫  
сходятся или расходятся одновременно. 
Пример 22. Вычислить интегралы 
1.  
2
0
lnsinI xdx
pi
= ∫ ;           2.  
1
2
0
ln
1
xI
x
=
+
∫ ;             3.  
1
20
ln
1
xdxI
x
=
−
∫ . 
Решение.  1. 
2 2 2
2
0
0 0 0
coslnsin lnsin
sin tg
x xI xdx x x x dx dx
x x
pi pi pi
pi
= = − = −∫ ∫ ∫ . 
Интегрированием по частям удалось свести несобственный интеграл к 
собственному и, тем самым, доказать существование исходного интеграла. 
2. Аналогично, как и для случая 1 имеем 
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1 1 1 1
1
2 0
0 0 0 0
ln arctg arctgln arctg ln arctg
1
x x xI x x x x dx dx
x xx
= = = ⋅ − = −
+
∫ ∫ ∫ ∫ . 
Следовательно, данный  интеграл сходится. 
3. Аналогично, интегрируя по частям, имеем, что 
1 1
20 0
ln arcsin
1
xdx xI dx
xx
= = −
−
∫ ∫  
интеграл собственный, а следовательно, исходный интеграл сходится. 
5. Замена переменной. 
Если функция  f(x)  непрерывна на промежутке  [ );a b , а функция  
( )x t= ϕ   непрерывно дифференцируема на промежутке [ ),α β , строго воз-
растает и удовлетворяет условиям  
0
( ) ,  lim ( )
t
a t b
→β−
ϕ α = ϕ = , то справедлива 
формула замены переменной 
( ) ( ( )) ( )
b
a
f x dx f t t dt
β
α
′= ϕ ϕ∫ ∫                                     (1) 
при условии, что хотя бы один из интегралов в уравнении (1) сходится. 
Пример 23. Вычислить интеграл 
1.  ( )( )
b
a
dxI
x a x b
=
− −
∫ ;           2.  
1
20 1
x
e dx
x−
∫ ;             3.  
2
0
dxI
tgx
pi
= ∫ . 
Решение.  1. Применяя подстановку  2 2cos sinx a b= ϕ + ϕ ,  приводим ис-
комый интеграл к собственному интегралу 
2
0
2I d
pi
= ϕ = pi∫ . 
2. Применяя подстановку  x = sin t (a = 0, b = 1, α = 0, 
2
piβ = ),  полу-
чим собственный интеграл   
2
sin
0
tI e dt
pi
= ∫ , 
а следовательно, искомый интеграл сходится. 
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3. Для вычисления данного интеграла полагают t = tg x, т.е. arctgx t=  
( 0,  ,  0,  
2
a b pi= = α = β = +∞ ),  тогда получаем уравнение  
4
0
2
1
dtI
t
+∞
=
+
∫ . 
Для нахождения данного интеграла отметим следующее: 
2
4 2
0 0
1
; ; 0
1 10;
xx dx dt
t
x t
a b
+∞ +∞
= α = +∞ β =
= =
+ +
= = +∞
∫ ∫ . 
Тогда 
2 2
4 220 0
2
1(1 )(1 ) 1 12 arctg .1 2 2 21 2
dx
x dx dt txI t x
xx tx
x
+∞+∞ +∞ +∞
−∞−∞
+
+ pi
⋅ = = = = − = = =
+ ++
∫ ∫ ∫  
Следовательно,   
2 2
I pi= . 
Пример 24. Доказать формулы 
1. 
1
2 2 2 21
      ( 1)
( ) 1 1
dx
a
a x x a a−
pi
= >
− ⋅ − ⋅ −
∫ . 
2. 
1
2 2 2 21
          ( 0)
( ) 1 1
dx
a
x a x a a−
pi
= >
+ − +
∫ . 
Для доказательства можно использовать, например, подстановку 
Абеля  2
2
( 1 )
1
x
u x
x
−
′= − =
−
. 
Замечание 1. Интеграл с бесконечным пределом ( )
a
f x dx
+∞
∫  всегда с по-
мощью надлежащей подстановки приводится к интегралу с конечными предела-
ми (собственному или нет). Так, например, если a > 0, то, полагая 1x
t
= ,  получим 
1
2
0
1( ) ( )
a
a
dtf x dx f
t t
+∞
=∫ ∫ . 
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Замечание 2. Несобственный интеграл ( )
b
a
f x dx∫  с единственной осо-
бой точкой b всегда может быть приведен к интегралу с бесконечным пре-
делом (без других особых точек). Так, например, полагая 1x b
t
= − , получим 
2
1
1( ) ( )
b
a
b a
dtf x dx f b
t t
∞
−
= −∫ ∫ . 
 
7.5. Особые приемы вычисления несобственных интегралов 
 
Приведем примеры некоторых замечательных интегралов. 
1. Интеграл Эйлера  
2
0
lnsinI xdx
pi
= ∫ . 
Ранее было установлено, что данный интеграл сходится. Вычислим 
его, используя замену переменных, полагая  2x t=  
4 4 4
0 0 0
2 lnsin 2 ln 2 2 lnsin 2 ln cos
2
I tdt tdt tdt
pi pi pi
pi
= = + +∫ ∫ ∫ . 
В последнем интеграле положим  
2
t u
pi
= − , приведем его к виду  
2
4
2 lnsinudu
pi
pi
⋅ ∫ , тогда для определения I  получим уравнение  ln 2 22
I Ipi= + , 
откуда  ln 2
2
I pi= − .  К этому же интегралу, с точностью до знака приводят-
ся и собственные интегралы: 
12
0 0
arcsin
,         
tg
x xdx dx
x x
pi
∫ ∫ . 
2. Интеграл Эйлера – Пуассона  
2
0 2
xI e dx
+∞
−
pi
= =∫ . 
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3. Интегралы Фруллани  
0
( ) ( )
      ( , 0)f ax f bxI a b
x
+∞
−
= >∫  
Считаем, что: 1) функция  f(x)  определена и непрерывна для  0x ≥   и  
2) существует конечный предел  lim ( ) ( )
x
f x f
→+∞
= +∞ . 
Тогда 
0
( ) ( ) ( (0) ( )) lnf ax f bx bf f
x a
+∞
−
= − +∞ ⋅∫ . 
Пример 25. Вычислить интеграл  
0
ax bxe eI dx
x
− −+∞
−
= ∫ . 
Решение. В данном случае имеем ( ) , (0) 1, ( ) 0xf x e f f−= = +∞ = , тогда ln bI
a
= . 
Пример 26. Вычислить интеграл  
0
arctg arctgax bxI dx
x
+∞
−
= ∫ . 
Решение. В данном случае имеем  ( ) arctg , (0) 0, ( )
2
f x x f f pi= = +∞ = . 
Тогда  ln
2
aI
b
pi
= . 
Замечание 1. Отметим, что если функция f(x) не имеет конечного пре-
дела при x → +∞ , но существует 
( )
a
f t dt
t
+∞
∫ , то 
0
( ) ( ) (0) lnf ax f bx bf
x a
+∞
−
= ⋅∫ . 
Например, 
0
cos cos lnax bx bI dx
x a
+∞
−
= =∫ .  Интеграл  
cos
a
t dt
t
+∞
∫  суще-
ствует, хотя  f(x) = cos x  при  x → +∞  конечного предела не имеет (предел 
не существует). 
Замечание 2. Аналогично, если нарушена непрерывность функции 
f(x)  при  0x = , но существует интеграл  
0
( )
       ( )
a f t dt a
t
< +∞∫ . Тогда 
0
( ) ( ) ( )lnf ax f bx adx f
x b
+∞
−
= +∞∫ . 
Используя замену переменной  
1
x
t
= , приходим к замечанию 1. 
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§ 8. Интегрирование как процесс суммирования.  
Приложения определенного интеграла 
 
До сих пор процесс интегрирования рассматривался как процесс, об-
ратный дифференцированию. Это была одна сторона дела, если можно 
сказать, чисто математическая, в большей степени формальная. Другая 
сторона, и притом несравненно более значимая для разнообразных приме-
нений интегрального исчисления к естествознанию, это, то обстоятельство, 
что интегральное исчисление дает эффективный способ находить пределы 
сумм бесконечно увеличивающегося числа бесконечно уменьшающихся 
слагаемых. Еще до Ньютона решение ряда проблем естествознания своди-
лись к отысканию пределов таких сумм, потом все это было систематизи-
ровано. Таким образом, самой жизнью было востребовано интегральное 
исчисление несколько раньше, чем дифференциальное исчисление. С этой 
точки зрения интегральное исчисление получает вид уже не исчисления, 
обратного дифференцированию, а процесса суммирования. 
Две эти стороны интегрального исчисления тесно переплетаются ме-
жду собой и, без процесса дифференцирования, интегральное исчисление 
как процесс суммирования не много бы стоил. Это действительно так, по-
тому, что процесс суммирования – это процесс не прямой, а косвенный. 
Прямым образом находить пределы сумм удается в крайне редких 
случаях. Так как решена проблема обратная дифференцированию, т.е. на-
хождение неопределенного  интеграла  ∫ dxxf )( , то естественно и решается 
задача суммирования, как предел суммы 
111100 )(...)()( −− ∆⋅++∆⋅+∆ nn xxfxxfxxf , 
где  bxax n == ,0  и +∞→n   при  0→∆ ix   равен определенному интегралу 
∫
b
a
dxxf )( .                                                    (1) 
Таким образом, вся эффективность интегрального исчисления осно-
вана на возможности находить определенный интеграл (1), не производя 
никаких переходов к пределу. 
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8.1. Общая схема применения интегрального исчисления 
 
Разнообразные вопросы естествознания (физика, химия, механика, 
геометрия) являются постоянными источниками, дающими задачи для 
применения интегрального исчисления. 
Так как математика изучает объекты любой природы, то естественно 
ожидается, что и применение интегрального исчисления будет иметь одну 
и ту же схему. Эта схема имеет следующую структуру: 
1. Пусть при изучении некоторого процесса требуется определить 
некоторую величину  V. 
2. Разбиваем  V  на большое число мелких частей и представляем 
каждую из полученных частей в виде произведения  
ii xcf ∆⋅)( , 
где f(x) – функция  известная нам и непрерывна;  
[ ]iii xxc 1−∈ . 
3. Получаем равенство вида (интегральная сумма) 
∑ ∆=
=
n
i
ii xcfV
1
)( , 
где bxax n ==    ,0 . 
4. Переходим к пределу при  0max →∆ ix  находим выражение ис-
комой величины  V в виде определенного интеграла 
∫=∑ ∆=
=→∆
b
a
n
i
ii
x
dxxfxcfV
i
)()(lim
10max
. 
5. Если найти неопределенный интеграл  ( )f x dx∫ , то искомую ве-
личину  V  определим по формуле Ньютона-Лейбница. 
 
8.2. Вычисление площадей плоских фигур 
 
Обычно, при рассмотрении понятия площади плоской фигуры  F, го-
ворят, что площадь  S(F)  данной фигуры  F  есть число, показывающее из 
скольких единиц площади «составлена» эта фигура (за единицу площади 
принимается квадрат, сторона которого равна единице длины). Однако та-
кое наглядное и доступное пояснение не может служить точным матема-
тическим определением понятия площади плоской фигуры. Например, не-
ясно каким образом из единиц площади (квадрат со стороной равной еди-
нице длины) «составляется» круг заданного радиуса. 
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Один из способов уточнения по-
нятия площади основывается на рас-
смотрении палетки – разбиение плоско-
сти на равные квадраты. Так, если сто-
рона квадрата палетки имеет длину 1, то 
на рис. 1 фигура  F  содержит фигуру, 
составленную из квадратов палетки, и 
содержится в фигуре, составленной из 
квадратов, поэтому имеем  
29)(9 ≤≤ FS . 
Для более точной оценки можно использовать палетку, квадраты ко-
торой имеют стороны длиной  0,1 (так, что в каждом квадрате прежней па-
летки содержится 100 квадратов новой палетки). Так, если  F  содержит 
фигуру, составленную из 1716 квадратов новой палетки, и содержится в 
фигуре, составленной из 2025 таких квадратов, то 25,20)(16,17 ≤< FS . 
Уменьшая в 10 раз длину стороны палетки, т.е. еще раз измельчая палетку, 
можно еще точнее оценить  S(F) и т.д. Рассмотренный процесс измельче-
ния используется не только для вычисления площади фигуры, но и для са-
мого определения понятия площади. 
Действительно, рассмотрим палетку, длины сторон которой равны 
n10
1
. Если  F содержит фигуру, составленную из  na  квадратов этой палет-
ки, и содержится в фигуре, составленной из nb  таких квадратов, тогда 
n
na
210
 есть значение площади фигуры F с недостатком, а 
n
nb
210
 – значение 
площади – с избытком. 
 Неограниченно увеличивая  n  )( ∞→n ,  рассмотрим пределы 
n
n
nn
n
n
bFSaFS 22 10
lim)(     ;
10
lim)(
∞→∞→
== . 
Первый, из которых называют нижней, а второй – верхней площадью 
фигуры  F. 
 Если для фигуры  F  эти пределы совпадают, то фигура  F  называет-
ся квадрируемой, а число  )()()( FSFSFS ==   называется площадью фи-
гуры  F  и обозначается  S(F). 
 Отметим, что любой многоугольник является квадрируемой фигурой, 
точно так же как и любая выпуклая фигура (в частности круг) квадрируе-
ма. Следовательно, можно сказать, что площадь S(F) есть неотрицательная 
F 
Рис. 1 
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функция, заданная на множестве квадрируемых фигур, т.е площадь  S(F)  
каждой фигуры есть число (предполагается, что единица площади фикси-
рованная величина). 
 Используя данное определение площади (с помощью палеток),  ус-
танавливают ряд свойств площади, основными из которых являются  сле-
дующие четыре: 
1) функция  S  неотрицательна, т.е.  0)( ≥FS  для любой квадрати-
руемой фигуры  F; 
2) функция  S  аддитивна, т.е. если  1F   и  2F   квадрируемые фигуры, 
не имеющие общих внутренних точек, тогда  )()()( 2121 FSFSFFS +=∪ ; 
3) функция инвариантна относительно перемещений; 
4) единичный квадрат имеет площадь, равную 1. 
Рассмотренные свойства дают возможность сформулировать сле-
дующую теорему существования и единственности: 
Теорема. На множестве всех квадрируемых фигур существует и при 
том только одна функция  S, обладающая свойствами  1 – 4. 
Эта теорема играет весьма важную роль в том смысле, что изложен-
ное выше определение площади (с помощью палеток) является  конструк-
тивным, т.к. площадь определяется с помощью четко описанной конст-
рукции (процесса измерения). 
Можно дать и другое определение понятия площади: площадь фигуры 
есть «то, что обладает свойствами 1 – 4». Это действительно, т.к. согласно 
теореме существования и единственности, кроме площади, нет никакой 
другой функции, обладающей свойствами 1 – 4. Таким образом, площадью 
фигуры называется числовая функция, заданная на множестве всех квадри-
руемых фигур и удовлетворяющая условиям 1 – 4. При таком определении 
свойства 1 – 4 доказывать не нужно (их рассматривают как аксиомы площа-
ди), а само определение площади становится аксиоматическим. 
При аксиоматическом определении площади все другие свойства 
площади выводятся из аксиом 1 – 4 как теоремы. Например, из аксиом 
можно вывести, что 
- при  FA∈   справедливо неравенство )()( FSAS ≤  (монотонность 
площади). 
- для любых квадрируемых фигур 1F  и 2F  справедливо соотношение 
)()()()( 212121 FFSFSFSFFS ∩−+=∪ . 
Отношение площадей подобных фигур равно квадрату коэффициен-
та подобия. 
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Методы вычисления площадей 
1. Метод разложения. Две фигуры называются равносоставленны-
ми, если, разбив (разрезая) одну из них на конечное число частей, можно, 
располагая эти части иначе, составить из них вторую фигуру. 
Из свойств (2) и (3) следует, что две равносоставленные фигуры рав-
новелики, т.е. имеют одинаковую площадь. На этом и базируется метод 
разложения, суть которого состоит в следующем: фигуру, площадь кото-
рой нужно вычислить, разбивают на конечное число частей так, чтобы из 
этих частей можно было составить более простую фигуру, площадь кото-
рой уже известна. Так, параллелограмм равносоставлен с прямоугольни-
ком, имеющим то же основание и ту же высоту, и, зная формулу площади 
прямоугольника, получаем формулу площади параллелограмма. Треуголь-
ник равносоставлен с параллелограммом, который имеет то же основание 
и вдвое меньшую высоту, а значит, мы можем вычислить площадь тре-
угольника. 
Зная как вычислить площадь треугольника, можно вычислить пло-
щадь любого многоугольника, для этого достаточно разбить многоуголь-
ник на треугольники и воспользоваться свойством (2), т.е. сложить площа-
ди этих треугольников. Отметим, что при любом другом способе разбие-
ния на треугольники результат будет тем же самым. 
Действительно, результат и того и другого вычисления даст одно-
значно определенное число: площадь  S(F) рассматриваемого многоуголь-
ника. (Вот где «работает» теорема существования и единственности). Рас-
смотренный способ был известен из глубокой древности, он прост и удо-
бен для работы, но обойтись только им для вычисления площадей квадри-
руемых фигур не удается. Так, например, при вычислении площадь круга 
этим методом невозможно, т.к. как бы мы не разрезали круг на конечное 
число частей, составить из них многоугольник (т.е. более простую фигуру, 
площадь которой мы умеем вычислять) не удается. 
2. Метод исчерпывания. Данный метод вычисления площадей из-
вестен из глубокой древности, его открытие связано с именем Архимеда. 
Суть метода исчерпывания состоит в следующем: рассматриваем 
квадрируемую фигуру  F,  площадь которой требуется вычислить и после-
довательность вложенных в нее квадрируемых фигур { }nF .  
Последовательность фигур  { }nF   постепенно исчерпывает всю пло-
щадь фигуры  F, а это позволяет вычислить площадь фигуры  F, т.е.  
)(lim)( n
n
FSFS
∞→
= . 
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 Примером применения мето-
да исчерпывания служит вычисле-
ние площади круга. В этом случае 
фигурами последовательности  
{ }nF  выбирают правильные много-
угольники, вписанные в круг, каж-
дый из которых имеет вдвое боль-
ше число строк, чем предыдущий. 
Равенство )(lim)( n
n
FSFS
∞→
=  позво-
ляет вычислить площадь круга. 
 Отметим, что Архимед применил метод исчерпывания не только для 
вычисления площади круга, но также для вычисления площади сегмента 
параболы. 
 3. Метод вычисления площади, основанный на применении перво-
образной. Пусть на плоскости задана замкнутая линия, не пересекающая 
сама себя; фигуру, ограниченную этой линией обозначим через  F, проек-
ция которой на ось абсцисс есть отрезок  [ ]ab . Не умаляя общности, будем 
считать, что для любой внутренней точки  [ ]abx∈  прямая, параллельная 
оси ординат и проходящая через эту точку, пересекает фигуру F  по отрез-
ку, длину которого обозначим через  f(x). Через  S(x)  обозначим площадь 
той части фигуры  F, которая расположена левее проведенной через точку  
x  прямой (рис. 2).  
Докажем, что функция S(x) является первообразной для функции  f(x) 
на отрезке  [ ]ab , т.е.  )()( xfxS =′    для  [ ]abx∈ . 
 Действительно, пусть ε – произвольное положительное число, мень-
шее  f(x). На прямой, парал-
лельной оси ординат и прохо-
дящей через точку x, возьмем 
точки  M, N, P, Q, располо-
женные на расстоянии  
2
ε
 от 
концов отрезка, по которому 
взятая прямая пересекает фи-
гуру F (рис. 3). Точки  M, Q, 
расположенные вне фигуры  F, 
а N, P – внутренние точки этой 
фигуры. Следовательно, суще-
                              y 
 
                             
2b                      2xy =  
 
        
3
3
4)( bFS =        F 
 
 
                                                               x 
                          0                        b  
 y 
                                       F 
 
                    S(x)     f(x) 
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ствует  0δ > , что отрезки длины  2δ , параллельные оси абсцисс и имею-
щие середины в точках  M, N, P, Q  расположены: первый и последний – 
вне фигуры  F, а второй и третий – внутри фигуры  F. 
 Пусть x∆  – положительное число, меньше δ. Тогда  
( ) ( ) ( )S x S x x S x∆ = + ∆ −  – площадь заштрихованной фигуры (рис. 3). Эта 
площадь заключена между площадями прямоугольников  NLTP  и  MKRQ 
( ( ) ) ( ) ( ( ) )f x x S x f x x− ε ⋅ ∆ < ∆ < + ε ⋅ ∆ . 
 Откуда имеем 
( )( ) ( )S xf x f x
x
∆
− ε < < + ε
∆
,                                     (1) 
где  0 x< ∆ < δ . 
 
Аналогично проверяем, что неравенство (2) выполняется для всех 
отрицательных  x∆ , если только  0x−δ < ∆ < . Таким образом, при любом  
0ε >  существует 0δ > , что при  0 x< ∆ < δ   выполняется неравенство (1). 
А в силу определения предела это означает, что 
0
lim ( )
x
S f x
x∆ →
∆
=
∆
, т.е. 
( ) ( )S x f x′ = .                                                (2) 
 Доказанное равенство позволяет вычислить площадь фигуры. Так, 
если  ( )xϕ  – некоторая первообразная для  f(x), и  S(x) – тоже первообраз-
ная для функции  f(x), то  ( )xϕ   и  S(x)  будут отличаться на константу, т.е. 
для любого  [ ]x ab∈ . 
( ) ( )x S x Cϕ = + . 
y 
 
                                               ε/2 
                                                                  F 
                                                 ε/2 
                                    N         L 
                           f(x) 
                                     P         T 
                                                    ε/2 
    
                                                ε/2   
                                    Q        R 
                                                                                         x 
        a                             x   x + ∆x                      b  
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 Следовательно, 
( ) ( ) ( ( ) ) ( ( ) ) ( ) ( ) ( )b a S b C S a C S b S a S fϕ − ϕ = + − + = − = , 
т.к.  S(a) = 0, а  S(b) – площадь всей фигуры  F. 
 Итак, имеем: если  ( )xϕ – некоторая первообразная для функции  f(x), 
то разность  ( ) ( )b aϕ − ϕ   равна площади фигуры  F, т.е. 
( ) ( )
b
a
S F f x dx= ∫ .                                             (4) 
 В качестве примера найдем 
площадь фигуры  F, ограниченной па-
раболой  2y x=   и прямыми  x = 0   
и  x = b (рис. 4). 
 Прямая, проходящая через точ-
ку  [ ]x ab∈ , параллельная Ox, высека-
ет отрезок длины  2x , т.е. в данном 
случае  2( )f x x= . Одна из первооб-
разных для  2( )f x x=   является функ-
ция  
3
( )
3
x
xϕ = . 
 Тогда искомая площадь будет равна 
3
( ) ( ) (0)
3
bS F b= ϕ − ϕ = . 
Замечание 1. Вычитая из пло-
щади прямоугольника ABCD удвоен-
ную площадь «треугольника»  F, по-
лучим площадь сегмента параболы, 
которая будет равна  3
4
3
b . Этот же 
результат получил Архимед, исполь-
зуя метод исчерпывания. 
Замечание 2. Принцип Каваль-
ери. Пусть кроме  F  имеется еще од-
на фигура  H, проекцией которой на 
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2xy =  
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ось абсцисс служит тот же отрезок  [ ]ab . Кроме того, каждая прямая, па-
раллельная оси ординат пересекает фигуру  F  и  H  по равным отрезкам. 
Тогда площадь фигуры  H выражается тем же интегралом, что и площадь 
фигуры  F, т.е. ∫=
b
a
dxxfHS )()(   и поэтому  )()( FSHS = . 
 
 Итак, если любая прямая, параллельная заданной фиксированной 
прямой (например, ось ординат), пересекает фигуру  F  и  H по равным от-
резкам, то фигуры  F  и  H  равновелики: S(H)=S(F). Это и есть принцип 
Кавальери для площадей. 
 В данном  принцип Кавальери был получен, используя интеграл. Ка-
вальери же сформулировал свой принцип (применял его для площадей и 
объемов) еще задолго до того, как в работах Ньютона и Лейбница были 
введены понятия первообразной и интеграла. 
Замечание 3. На рисунке показаны две фигуры, которые в силу 
принципа Кавальери являются равновеликими. 
 
F H 
             y               H 
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                                            f(x) 
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                                                                               x 
                      a               x                    b 
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8.3. Площадь плоской фигуры 
 
1. Площадь криволинейной трапеции. 
Если задана криволинейная трапеция:  y = f(x);  y = 0;  x = a;  x = b,  то   
∫=
b
a
dxxfS )( . 
Пример 1. Вычислить площадь фигуры (рис. 1), заключенной между 
параболой  4xy =   и прямыми  x = 1  и  y = 0. 
5
1
5
1
0
51
0
4
==∫=
xdxxS . 
Пример 2. Вычислить площадь фигуры (рис. 2), заключенную между 
параболой  4xy =   и прямыми  y = 1  и  x = 0. 
 
 
 
Рис. 1 Рис. 2 
 
5
4
5
111
1
0
5
=−=∫−=−= dxxSSS OBCOABC . 
 Или другим способом  4 yx = , тогда  
5
4
5
4
1
0
4
51
0
4
1
==∫= ydyyS . 
y 
  
                                        
4xy =  
 
 
 
 
 
 
 0                                  1                        x 
    y 
                                          y = f(x) 
 
 
 
 
                                                                        x 
                     a                                          b      
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Пример 3. Вычислить площадь треугольника  ∆АВС, если  А(0,0), 
В(1,2),  С(2,0). 
Решение. Треугольник  ∆АВС представляет криволинейную трапецию, где 
криволинейная сторона – это ломанная линия АВС. Напишем уравнение АВС. 
 
 Уравнение стороны  АВ: f(x) = 2x  при  ( ]1;0∈x . 
 Уравнение стороны  ВС:  f(x) = –2(x – 2)  при  21 ≤≤ x . 
 Поэтому имеем 
2)2(22)()()(
2
1
1
0
2
1
1
0
2
0
=∫ −−+∫=∫+∫=∫= dxxxdxdxxfdxxfdxxfS . 
 Этот результат можно получить и геометрически 
222
2
1
2
1
=⋅⋅=⋅= BDACS . 
Пример 4. Найти площадь, заключенную между параболой  ayx 42 =   
и локоном Аньези  22
3
4
8
ax
ay
+
= , a > 0. 
Решение. Для определения пределов интегрирования решаем совместно 
уравнения данных кривых. Получим А(–2a;a) и C(2a;a) – точки пересечения. 
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3 22 2
2 2 2
2 2
0 0
8 4 22 2 2 2 .
4 3 34
a a
DECBA DECOA
a x dxS S S dx a a a
ax a
 
= − = − = pi − = pi − 
+  
∫ ∫  
Пример 5. Найти площадь эллипса  
2 2
2 2 1
x y
a b
+ = . 
Решение. Искомая площадь равна  14 S⋅ , где  1S  – площадь криволинейной 
трапеции, ограниченной осями координат  Ox  и  Oy  и графиком функции  
2
21 ,    0
xy b x a
a
= − ≤ ≤ . 
12
2 2 2 2 2
2
0 0 0
4 1 4 ( ) arcsin
2 2
a
a a
x b bx ab xS b dx a x dx a x ab
a a aa
 
 = − = − = − + = pi
 
 
∫ ∫  
 Таким образом,  имеем  S ab= pi . 
 В частности, площадь круга радиуса  R  равна  2Rpi . 
 Отсюда следует, что площадь кругового сектора  (радиуса  R), соот-
ветствующего центральному углу  α, равна 
2 2
2 2
R Rpi α
α =
pi
. 
2. Площадь фигуры, ограниченной кривой, заданной в парамет-
рической форме. 
В случае, когда уравнение кривой задается в параметрической форме  
( ),   ( )x t y t= ϕ = ψ . Тогда формулу для вычисления площади в случае пара-
метрического задания кривой можно получить из формулы 
( )
b
a
S f x dx= ∫ . 
В самом деле, уравнения  ( )x t= ϕ   и  ( )y t= ψ   можно рассматривать 
как формулы замены переменной, тогда 
2
1
( ) ( ) ( )
tb b
a a t
S f x dx ydx t t dt′= = = ψ ⋅ ϕ∫ ∫ ∫ , 
где   1t   и  2t – значения параметра  t, соответствующие значениям  x = a  и  
x = b, т.е.   
1( )a t= ϕ   и   2( )b t= ϕ . 
 Это и есть формула для вычисления площади кривой, заданной па-
раметрически. 
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Замечание. Если граница фигуры задана параметрически уравнения-
ми  x = x(t),  y = y(t), то площадь фигуры можно вычислить по одной  
из трех формул 
1( ) ( ) ;        ( ) ( ) ;        ( )
2
b b b
a a a
S y t x t dt S x t y t dt S xy yx dt′ ′ ′ ′= − ⋅ = = −∫ ∫ ∫ , 
где   a  и  b – значения параметра  t, соответствующие началу и концу об-
хода контура в положительном направлении (фигура остается слева). 
Пример 6. Вычислить площадь фигуры, ограниченной эллипсом  
2 2
2 2 1
x y
a b
+ = . 
Решение. Запишем уравнение эллипса в параметрической форме 
[ ]cos ,     sin ,     t 0;2x a t y b t= = ∈ pi  
 В этом случае удобно вычислить сначала 
cos cos sin sinxy yx a t b t b t a t ab′ ′− = ⋅ + ⋅ = . 
Тогда  
2 2
0 0
1 1( )
2 2
S xy yx dt abdt ab
pi pi
′ ′= − = = pi∫ ∫ . 
Пример 7. Вычислить площадь аст-
роиды  
2 2 2
3 3 3x y a+ = . 
Решение. Запишем уравнение астроиды в 
параметрической форме 
[ ]3 3cos ;    sin ,   0;2x a t y a t t= = ∈ pi . 
Здесь также удобно вычислить сначала 
2 3 2 3 2 2 2
2(cos 3sin cos sin 3cos sin ) 3 cos sinxy yx a t t t t t t a t t′ ′− = ⋅ + ⋅ = . 
Тогда  
2 2
2 2 2
0 0
1 3 3( ) sin 2
2 8 8
S xy yx dt a tdt a
pi pi
′ ′= − = = pi∫ ∫ . 
Пример 8. Найти площадь фигуры, ограниченной одной аркой цик-
лоиды  ( sin ),   (1 cos )x a t t y a t= − = −   и осью  Ox. 
Граница фигуры в этом случае состоит из дуги циклоиды  (0 2 )t≤ ≤ pi   
и отрезка оси  Ox (0 2 )x a≤ ≤ pi . 
                             y 
                        a 
 
 
                                                     x 
      – a                                   a 
 
 
 
                      – a 
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Применим формулу  
2
1
t
t
S yx dt′= − ∫ . 
 На отрезке оси Ox  имеем  y = 0, то остается вычислить интеграл (с 
учетом направления обхода) 
0
2 2 2
2
(1 cos ) 3S a t dt a
pi
= − − = pi∫ . 
Пример 9. Вычислить площадь фигуры, ограниченной кривой  
sin ,   sin 2x a t y b t= = . 
Решение. Проведем исследование данной кривой. Отметим, если заменить  
t  на  ( tpi − ), то переменная  x  не меняется, y  меняет свой знак, а это зна-
чит, что данная кривая симметрична относительно оси  Ox. Если же заме-
нить  t  на  ( t + pi ), то переменная  y  не меняет знак, а  x – меняет, следова-
тельно, это симметрия кривой относительно  Oy. Таким образом, данная 
кривая симметрична относительно осей координат. 
 
В силу того, что функции  sinx a t=   и  sin 2y b t=   имеют общий пе-
риод  2π, то  [ ]0;2t ∈ pi . 
            y 
 
 
 
 
                                                                                       x 
            0                                                          2πa 
 
                                           y 
 
                                                               
4
t
pi
=  
                                           t = 0                      
2
t
pi
=  
                                          t = π                                          x 
                                                  
                                                                  
3
4
t = pi  
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 Переменная  x  и  y  сохраняют одновременно знак (положительный)  
при  0;
2
t
pi 
∈   
, следовательно, при  0;
2
t
pi 
∈   
  получаем часть кривой, ле-
жащей в первой четверти. Затем в силу симметрии относительно осей ко-
ординат строим искомую кривую, общий вид которой приведен ниже 
 
 Искомая площадь будет равна 
2 3
00 0 0
4 82 2 sin 2 cos 4 cos sin cos .
3 3
abS yx dt ab t t ab t tdt t ab
pipi pi pi
′= − = = − =∫ ∫ ∫  
Пример 10. Вычислить площадь фигуры, ограниченной линией  
2 1x t= − ,  3y t t= − . 
Решение. Кривая задана параметрически. Область определения параметра  
R ( t R∈ ), и так как  ( ) ( ),   ( ) ( )x t x t y t y t− = − = − , то кривая симметрична от-
носительно оси  Ox. Множество значений функции  x(t) – это промежуток  
[ )1;− +∞ , а это значит кривая расположена справа от прямой   x = – 1. Ре-
шая уравнение  3 0t t− = ,  получим 0,   1t t= = ± , тогда  0y =   при  0t = : 
1;   0ax y− =   и  0x =   при  1t = ± . 
 Решая неравенство 3 0t t− > , получим, что 0y >  при  
( 1;0) (1; )x∈ − ∪ +∞ , тогда схематически кривая может быть построена, по-
лучив значения  x  и  y. Учитывая симметрию относительно оси Ox, строим 
кривую. 
3. Площадь фигуры, ограниченной кривой, заданной в полярной 
системе координат. 
 Пусть требуется вычислить площадь фигуры, ограниченную кривой  
( )fρ = θ  и двумя радиус-векторами с полярными углами  α  и  β. Такую 
фигуру называют криволинейным сектором. 
Теорема. Криволинейный сектор 
Д – квадрируемая фигура, площадь ко-
торой  S  выражается формулой 
21 ( )
2
S d
β
α
= ρ ϕ ϕ∫ . 
Доказательство. Пусть для отрезка [α,β] 
построено разбиение { }, 0,iT i n= ϕ = . 
   y                B 
                                ( )ρ = ρ ϕ  
                                        1+iA  
                                    iS        iA  
                                     i∆ϕ  ρ    A 
                        α    
                        β 
    0                                                      х 
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Пусть для данного разбиения  T  ( 0, )i i n∆ϕ =  – центральные углы 
секторов  и  ( 0, )i i nρ =  – соответственно их радиусы. Тогда имеем 
2 2
1 1(max 0) (max 0)
1 1lim lim ( )
2 2
i i
n n
OAB i i i
n ni i
S S d
β
→∞ →∞
= = α∆ϕ → ∆ϕ →
= = ρ ∆ϕ = ρ ϕ ϕ∑ ∑ ∫ . 
Данная фигура  Д  квадрируема, т.к. квадрируема каждая из фигур  
iS  (сектор  1i iOA A − ). 
Таким образом, имеем 
21 ( )
2
S d
β
α
= ρ ϕ ϕ∫ . 
Пример 11. Найти площадь фигуры  Д, которая ограничена лемни-
скатой Бернулли, заданной 
уравнением  2 2 cos2aρ = ϕ . 
Решение. Данная фигура 
симметрична относительно 
координатных осей. Поэтому 
искомая площадь в 4 раза 
больше площади, располо-
женной в первой четверти, 
угол  ϕ  меняется в пределах  0;
4
pi 
  
. 
4 4
2 2 2 24
00 0
14 2 cos2 sin 2
2
S d a a a
pi pi
pi
= ρ ϕ = ϕ = ϕ =∫ ∫  
Пример 12. Вычислить площадь кардио-
иды   
(1 cos )aρ = + ϕ . 
Решение. Так как кривая симметрична относи-
тельно полярной оси, то искомая площадь рав-
на удвоенной площади ОАВС. 
2 2 2 2
0 0
(1 cos ) (1 2cos cos )S a d a d
pi pi
= + ϕ ϕ = + ϕ + ϕ ϕ =∫ ∫  
2 2
0
3 sin 2 32sin .
2 4 2
a a
piϕ 
= ϕ + ϕ + = pi 
 
 
 y              B             
 C                          M 
                 ρ   
 
           φ                        A      x 
0 
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  – a                                                           a            x 
 
 
 264 
Пример 13. Вычислить пло-
щадь фигуры, лежащей вне круга  
aρ =  и ограниченной кривой  
2 cos3aρ = ϕ . 
Решение. Так как функция  
2 cos3aρ = ϕ   имеет период  2
3
T pi= , 
то при изменении  ϕ  от  –π  до  π  
радиус-вектор описывает три равных  лепестка кривой, при этом следует 
учесть, что  cos3 0ϕ ≥ , т.е.   
2 2
,    
6 3 6 3
k k k Zpi pi pi pi− + ≤ ϕ ≤ + ∈ . 
Значит, один из лепестков получаем при  ;
6 6
pi pi ϕ∈ −  
, другие при  
5
;
2 6
pi pi ϕ∈   
  и  
7 3
;
6 2
pi pi ϕ∈   
. 
 Вырезая из полученных лепестков части, принадлежащие кругу  
aρ = , получим фигуру, площадь которой требуется найти 
 Для определения координат  M  и  N  точек пересечения кривых ре-
шаем уравнение 2 cos3a aϕ = , т.е.  1cos3
2
ϕ = , откуда  
9
piϕ = −    и  
9
piϕ = . 
 Тогда 
9 9
2 2 2 2
9 9
1 1 2 3 34 cos 3  
2 2 18OMLNO OMN
S S S a d a d a
pi pi
pi pi
− −
 pi +
= − = ϕ ϕ − ϕ =  
 
∫ ∫  
Пример 14. Вычислить площадь 
фигуры, ограниченной полярной осью 
и первым витком спирали Архимеда  
aρ = ϕ . 
Решение. 
22 2 32
2 3 2
0 0
4
2 2 3 3OABC
a aS d a
pipi ϕ
= ϕ ϕ = = pi∫ . 
                            M    
                                                L             x 
                0              a              2a 
 
                                 N    
           A     0                  C               
x 
 
                              B 
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Пример 15. Вычислить 
площадь фигуры, ограниченной 
окружностями  3 2 cosaρ = ϕ   и   
3 sinaρ = ϕ . 
Решение. Окружность  
3 2 cosaρ = ϕ   расположена в 
правой полуплоскости, прохо-
дит через полюс  0ρ = , а окруж-
ность  3 sinaρ = ϕ   расположена 
в верхней полуплоскости и проходить через полюс 0ρ = . Таким образом, 
полюс есть точка пересечения окружностей. Другую точку пересечения  
найдем из уравнения  3 2 cos 3 sina aϕ = ϕ . Точка В имеет координаты 
(arctg 2, 6)a . 
( )
arctg 22
2 2 2 2
0arctg 2
2 2
2
99 cos  sin  
2
9 2 9 2
arctg 2 arctg 2
2 2 3 4 3
9
arctg 2 2
4
OABO OCBOS S S a d a d
a a
a
pi
= + = ϕ ϕ + ϕ ϕ =
   pi
= − − + − =   
   
= pi − −
∫ ∫
 
 
8.4. Длина дуги плоской кривой 
 
1. Определение длины дуги. Пусть дана кривая  АВ. 
 
 
                          y                                                                       B 
                                                         2M  
 
                                       1M  
 
 
                                   A 
 
                                                                                                                    x 
        3 sinaρ = ϕ  
                                  B 
                    A 
                                  C 
                            arctg 2                              x 
 
                     3 2 cosaρ = ϕ    
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 Точками  BMMMAM n == ... , , 210   разбиваем дугу  АВ  на  n  частей 
и рассмотрим ломанную  nl , вершинами которой служат точки  
BMMMA n ,... , , 121 − , которая будет вписана в дугу  АВ. 
 За длину дуги  АВ  принимают 
∑=
=∞→
n
i
n
n
ll
1
lim . 
 Дугу, имеющую конечную длину, называют спрямляемой. 
2. Длина дуги плоской кривой, заданной явно. 
Пусть дана кривая  y = f(x)  и две точки  А(a, f(a))  и  B(b, f(b)). Требу-
ется вычислить длину дуги  АВ. 
1. Дугу  АВ  точками  )1,0( −= niM i   разбиваем на  n  дуг, концы ко-
торых попарно соединяем хордами – получим вписанную ломанную. Ис-
комая длина дуги  АВ  есть предел суммы длин этих хорд или предел ло-
манной вписанной в дугу  АВ (рис. 1). 
2. Найдем длину одной из хорд, например, 1+iiMM  
( ) ( ) i
i
i
iiii x
x
yyxMM ∆⋅





∆
∆
+=∆+∆=+
2
22
1 1 . 
По теореме о среднем имеем 
[ ]1,  ;)()()( +∈∆⋅′=−∆+=∆ iiiiiiii xxcxcfxfxxfy . 
 Тогда  iiii xcfMM ∆⋅′+=+ 21 ))((1 . 
 Аналогично и для других хорд находим их длины. 
 
 
                                               Рис. 1                                                            Рис. 2 
 
3. Тогда 
2 2
1
1 1(max 0) (max 0)
lim lim 1 ( ( )) 1 ( ( )) .
i i
bn n
AB i i i i
n ni i ax x
l M M f c x f x dx+
→∞ →∞
= =∆ → ∆ →
′= = + ∆ = +∑ ∑ ∫  
      y                                        1+iM  
                                       iM                    B 
 
             1M  
 
         0M   A 
 
 
               a                                              b    
 
   y                                           1+iM  
 
 
                                                   iy∆  
                              ix∆  
          iM                                      c 
 
              ix              ic               1+ix  
 
 
 267 
 Таким образом, длина дуги кривой, заданной явно  )(xfy =   на от-
резке  [ ]ab   определяется по формуле 
∫ ′+=
b
a
dxxfl 2))((1 . 
Пример 16. Вычислить длину дуги параболы pyx 22 =  на отрезке 
[0,1]. 
Решение. В данном случае имеем  
p
xy
p
xy =′=   ;
2
2
. 
 Тогда        
21 1
2 2
2
0 0
11 xl dx x p dx
pp
= + = + =∫ ∫  
( )
( )
12
2 2 2 2
0
2
2
1 ln
2 2
1 ln 1 1 ln .
2 2 2
x p
x p x x p
p
p p pp p
p
 
= + + + + =  
 
+
= + + + −
 
Пример 17. Вычислить длину дуги кривой  
2
ln
2
2 yy
x −= , заключен-
ной между точками с ординатами  y = 1  и  y = 2. 
Решение. В этом случае за независимую переменную принимаем  y, тогда  
y
y
x
2
1
2
−=′   и  
y
y
y
y
x
2
1
22
1
2
)(1
2
2 +=





+=′+ . 
 Следовательно, 
2
2ln
4
3
2
1
2
)(1
2
1
2
1
2 +=∫ 





+=∫ ′+= dyy
ydyxl . 
Пример 18. Вычислить длину астроиды  3
2
3
2
3
2
ayx =+ . 
Решение. Астроида симметрична относительно осей координат и биссек-
трис координатных углов. Поэтому достаточно найти длину дуги астрои-
ды, заключенной между биссектрисой  y = x  и осью  Ox, и результат ум-
ножить на  8.  
 Для первой четверти имеем 
2
3
3
2
3
2








−= xay   и  y = 0  при  x = a, y = x  при  
2
3
2
a
x = . 
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 Тогда      
1
2 2 1 1 2 2 2
3 3 3 3 3 33 2
2 3
y a x x x a x
− −
       ′ = − ⋅ − = − −        
 
3
2
1 1 1
32 3 3
2
1 ( )        8 6
a
a
ay l a x dx a
x
− 
′+ = = = 
 
∫ . 
3. Длина дуги кривой, заданной в параметрической форме. 
 Пусть теперь кривая задана в параметрической форме: 
( ),   ( )x t y t= ϕ = ψ . 
 Рассмотрим случай, когда обе функции  ( )tϕ   и  ( )tψ   имеют непре-
рывные производные на отрезке  [ ]1 2,t t , причем нет таких  [ ]1 2,t t t∈ , в ко-
торых одновременно  ( ) 0t′ϕ =   и  ( ) 0t′ψ = . Это условие означает следую-
щее: для любого  t всегда существует малый отрезок  [ ],t t t t− ∆ + ∆ , что на 
этом отрезке либо ( ) 0t′ϕ ≠ , либо  ( ) 0t′ψ ≠ , т.е. либо  ( )tϕ , либо  ( )tψ  – 
монотонна. Значит на этом отрезке: 
1) либо  t  выражается через  x  с помощью однозначной и монотон-
ной функции  1( )t x−= ϕ , т.е.  уравнение кривой можно записать в форме  
1( ( )) ( )y x f x−= ψ ϕ = ; 
2) либо  t  выражаем через  y   с помощью однозначной и монотонной 
функции  1( )t y−= ψ , т.е. уравнение кривой может быть записано в форме  
1( ( )) ( )x y g y−= ϕ ψ = . 
Тогда имеем, что 
2
2 2 21 ( ( )) 1 ( ( )) ( ( ))dyy x dx dx t t dt
dx
 
′ ′ ′+ = + = ϕ + ψ 
 
. 
 Тогда длина искомой кривой, заданной в параметрической форме 
определяется по формуле 
2 2
1 1
2 2 2 2( ( )) ( ( )) ( ( )) ( ( ))
t t
t t
l x t y t dt t t dt′ ′ ′ ′= + = ϕ + ψ∫ ∫ . 
Пример 19. Вычислить длину астроиды  
3
3
cos
sin
x a t
y a t
 =

=
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Решение. Астроида симметрична относительно осей координат, поэтому 
найдем ее длину в первой четверти и умножим на 4. 
2
2
2 2 2
0 2 2 2 2 2
2
2
0
0
3 cos sin
4 ( ( )) ( ( )) 3 sin cos
( ) ( ) 9 cos sin
34 sin 2 2 3 ( cos2 ) 6 .
4
x a t t
l x t y t dt y a t t
x y a t t
a
td t a t a
pi
pi
pi
′ = − ⋅
′ ′ ′= + = = ⋅ =
′ ′+ = ⋅
= ⋅ = − =
∫
∫
 
Пример 20. Вычислить длину дуги кривой   
0 0
cos sin
,    
t tz z
x dz y dz
z z
= =∫ ∫  
от начала координат  (t = 1)  до ближайшей вертикальной касательной. 
Решение. При  t = 1  кривая проходит через начало координат, т.к. при  
t = 1   x = 0  и  y = 0. Так как  
sin
tg
cos
t
x
t
t
y ty t
tx
t
′
′ = = =
′
, 
тогда вертикальные касательные определим, решая уравнение  cos 0t = , 
т.е.    ( 0, 1, 2...)
2
t k kpi= + pi = ± ± . Ближайшая вертикальная касательная к на-
чалу координат  (t = 1)  является    ( 0)
2
t kpi= = , т.е.  1;
2
t
pi 
∈   
. Тогда 
2 2
2
cos sin 1
;   ;   ( ) ( )t t t t
t t
x y x y
t t t
′ ′ ′ ′= = + = . 
 Следовательно  
2
2
0
1
ln ln
2
dtl t
t
pi
pi
pi
= = =∫ . 
Пример 21. Вычислить длину дуги эллипса от точки  А(0, b)  до лю-
бой точки  M(x, y), принадлежащей эллипсу. 
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Решение. Принимаем за начало отсчета точку  А – верхний конец малой 
оси эллипса, тогда уравнение эллипса в параметрической форме имеет вид  
sin ;   cosx a y b= ϕ = ϕ . Тогда 
2 2 2 2
0
cos sinl a b d
ϕ
= ϕ + ϕ ϕ∫ . 
 Полагая  
2 2
2
2
a bk
a
−
=   (k – эксцентриситет эллипса, 2 1)k < , полу-
чим, что  
2 2
0
1 sinl k d
ϕ
= − ϕ ϕ∫ . 
 Полученный интеграл не выражается в элементарных функциях (это 
эллиптический интеграл второго рода), но его можно вычислить прибли-
женно. Для этого применим формулу Тейлора к подынтегральной функ-
ции, полагая  2 2sinx k= ϕ , получим 
2 2 2 2 2 4
2 2
1 1 11 sin 1 1 sin sin ...
2 2 4
1 1 3 ... (2 1)
sin
2 4 6 ... 2
n n
n
k x k k
n k R
n
− ϕ = − = − ϕ − ⋅ ϕ − −
⋅ ⋅ ⋅ ⋅ −
− ϕ +
⋅ ⋅ ⋅ ⋅
 
при этом  ( )nR ϕ  ≤ ε  ( 0ε > ). Если  2 2sin 1k ϕ <  ( 2 1k < ), то это условие  
( 2 2sin 1k ϕ < ) справедливо для всех  ϕ, а следовательно, ( )nR ϕ  может быть 
сделано сколь угодно малым, если  n  выбрать достаточно большим. Тогда 
дуга эллипса выражается по формуле 
2 4
2 2 2 4
0 0 0
1 sin ( sin sin ...) ( )
2 8 n
k kl a k d a d d R
ϕ ϕ ϕ
= − ϕ ϕ = ϕ − ϕ ϕ − ϕ ϕ − + ϕ∫ ∫ ∫ . 
Замечание. Длину эллипса определяем по формуле 
2
2 2
0
4 1 sin 4 ( )l k d E k
pi
= − ϕ ϕ =∫ , 
где   E(k) – эллиптический интеграл второго рода, который можно посчи-
тать, используя таблицу функций.  
 271 
4. Длина дуги пространственной кривой. 
По отношению к пространственной кривой  
( ),      ( ),       ( )x t y t z t= ϕ = ψ = λ  
без кратных точек – определение длины дуги дается в таком же виде, как и 
для плоской кривой. В этом случае получается формула длины дуги, ана-
логичная, как и для плоской кривой с учетом третьей координаты, т.е. 
2
1
2 2 2( ) ( ) ( )
t
t t t
t
l x y z dt′ ′ ′= + +∫ . 
Пример 22. Вычислить длину винтовой линии cos ,   sin ,x a t y a t= =  
z ct=   от точки  А(t = 0)  до точки  М (t – любая). 
Решение. В данном случае имеем 
2 2 2 2 2( ) ( ) ( )t t tx y z a c′ ′ ′+ + = + , 
тогда 
2 2 2 2
0
t
l a c dt a c t= + = +∫ . 
 Этот результат действительно такой, потому что при разворачивании 
цилиндрической поверхности винтовая линия на ней превратится в на-
клонную прямую. 
Пример 23. Вычислить длину кривой Вивиани  
2sin ,   sin cos ,   cosx R t y R t t z R t= = =  
Решение. В данном случае имеем 
2 2 2 2( ) ( ) ( ) 1 sint t tx y z R t′ ′ ′+ + = ⋅ + . 
 Тогда длина кривой выразится эллиптическим интегралом 2-го рода 
2 2 2
2 2 2
0 0 0
1 14 1 sin 4 1 cos 4 2 1 sin 4 2
2 2
l R tdt R t R tdt RE
pi pi pi
 
= + = + = − =  
 
∫ ∫ ∫ . 
5. Длина дуги, заданной в полярных координатах. 
Получим формулу для длины дуги кривой в случае, когда уравнение 
кривой задано в полярных координатах 
( )fρ = θ . 
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 Для получения формулы длины дуги, заданной в полярных коорди-
натах, используем формулу для длины дуги в параметрической форме. Так 
как соотношение между декартовыми и полярными координатами точки 
имеют следующий вид 
cos ,    sinx y= ρ θ = ρ θ , 
а  ρ  и  θ  связаны уравнением кривой  ( )fρ = θ , то, как  x,  так  и  y  можно 
выразить через одну переменную (параметр) θ: 
cos ( )cos ;    sin ( )sinx f y f= ρ θ = θ θ = ρ θ = θ θ . 
 Таким образом, получаем, что искомая кривая задана в параметриче-
ской форме, тогда  
2 2 2 2
cos sin ,   sin cos
( ) ( ) ( ) ,
x y
x y
′ ′ ′ ′= ρ θ − ρ θ = ρ θ + ρ θ
′ ′ ′+ = ρ + ρ
 
а следовательно 
2
1
2 2( )l d
θ
θ
′= ρ + ρ θ∫ , 
где  ( ),   ( )f f′ ′ρ = θ ρ = θ . 
 При этом соответствующая формула для дифференциала дуги в по-
лярных координатах 
2 2 2 2( ) ( ) ( )de dp d= + ρ θ . 
Пример 24. Вычислить длину кар-
диоиды  (1 cos )aρ = − θ  
Решение. Кардиоида симметрична относи-
тельно  Ox  и в начале координат имеет 
точку возврата, а касательная совпадает с 
осью Ox. 
Мы получим половину длины кар-
диоиды, при изменении полярного угла от  
0 до  π.  Тогда 
2 2
0 0
2
0 0
(1 cos ) sin 2 2cos
2
4sin 2 sin 4 .
2 2
l
a d a d
a d a d a
pi pi
pi pi
= − θ + θ θ = − θ θ =
θ θ
= θ = θ =
∫ ∫
∫ ∫
 
Следовательно, длина всей кардиоиды равна 8a. 
                              y 
 
 
 
 
 
                          0                        x 
 273 
Пример 25. Найти длину замкнутой кривой  3sin
3
a
ϕρ = . 
Решение. Так как  0ρ ≥ , то sin 0
3
ϕ ≥ , откуда  0 3≤ ϕ ≤ pi . При изменении  ϕ 
от  0  до 3
2
pi   радиус-вектор  ρ   возрастает от 0 до  a, а конец радиус-
вектора описывает дугу ОАМВ. 
 
А при изменении  ϕ  от  3
2
pi  до  3π  величина  ρ  убывает от  a  до  0, 
при этом описывая дугу  ВСАО, симметричную дуге ОАМВ относительно 
прямой  
2
piϕ =   или  
2
piϕ = − . 
 Тогда имеем 
2
2 2 2 6 2 4 2 2
3 3
2
0 0
sin cos ;
3 3
( ) sin sin cos sin ;
3 3 3 3
2 3
sin (1 cos ) .
3 2 3 2
a
a a a
a al a d d
ϕ
ϕ
pi pi
ϕ ϕ
′ρ =
ϕ ϕ ϕ ϕ
′ρ + ρ = + =
ϕ ϕ pi
= ϕ = − ϕ =∫ ∫
 
Пример 26. Вычислить длину первого витка архимедовой спирали 
aρ = ⋅ ϕ . 
Решение. Первый виток архимедовой спирали образуется при изме-
нении полярного угла  ϕ  от  0 до  2π. Следовательно, имеем 
2 2
2 2 2 2 2 2
0 0
11 4 1 ln(2 4 1
2
l a a d a d a
pi pi
 
= ϕ + ϕ = ϕ + ϕ = pi pi + + pi + pi +  ∫ ∫
. 
                          A 
 
M                                             C                              x 
                         0 
 
 
 
                         B 
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8.5. Объем тела 
 
1. Понятие объема тела. Понятие объема вводится аналогично по-
нятию площади. При конструктивном определении объема рассматрива-
ются кубильяжи, т.е. разбиение пространства на одинаковые кубы. 
 Рассмотрим кубильяж, у которого длина ребер кубов равна 
1
10n
.  
Пусть пространственная фигура (тело)  F  содержит фигуру, составленную 
из  an  кубов этого кубильяжа, и содержится в фигуре, составленной из  nb  
таких кубов. Тогда  310
n
n
a
  – значение объема фигуры  F с недостатком, а  
310
n
n
b
 – с избытком. 
 Если фигура  F  такова, что пределы 
3 3( ) lim ,   ( ) lim10 10
n n
n nn n
a bV F V F
→∞ →∞
= =  
совпадают, то фигура  F  называется кубируемой, а число  ( ) ( )V F V F=  на-
зывается объемом фигуры  F  и обозначается через  V(F). Объем  V  есть 
функция, заданная на множестве всех кубируемых фигур и принимающая 
неотрицательные значения. 
 Как и площадь, объем может быть определен аксиоматически, при-
чем аксиомы, на которых основывается понятие объема, совершенно ана-
логичны аксиомам площади: 
1) функция  V  неотрицательна, т.е.  ( ) 0V F ≥  для любой кубируемой 
фигуры (тела); 
2) функция  V аддитивна, т.е.  если  1F   и  2F – кубируемые фигуры, 
не имеющие общих внутренних точек, то 
1 2 1 2( ) ( ) ( );V F F V F V F∪ = +  
3) функция  V  инвариантна относительно перемещений, т.е. если  1F  
подобна  2F , то  1 2( ) ( )V F V F= ; 
4) единичный куб (т.е. куб, ребро которого имеет длину  1) имеет 
объем  1. 
Как и для случая площадей, имеет место теорема существования и 
единственности. 
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2. Метод вычисления объемов методом сечений. 
Пусть дано некоторое тело  Т, объем которого требуется вычислить. 
Проведем сечения этого тела плоскостями, перпендикулярными оси  Ox 
(поперечные сечения). Считаем, что в сечении получаются фигуры, пло-
щадь которых мы сможем вычислить. Отметим, что построенные сечения 
будут иметь площадь  S(x) – функция от  x, [ ]x ab∈ . Тогда объем тела, за-
ключенного между двумя сечениями  x = a  и  x = b, определим следую-
щим образом. 
 
 
 
 Считаем, что данное тело имеет такую форму, что каждое сечение – 
квадрируемая фигура, площадь которой  S(x), причем  S(a) = S(b) = 0, а 
функция  S(x)  непрерывна на  [ ],a b . Отрезок  [ ],a b   разбиваем на части 
точками деления: 
0 1 2 1... n na x x x x x b−= < < < < < = ; 
внутри каждого отрезка  [ ]1,i ix x−   выберем произвольную точку  ic   и про-
ведем через нее сечение  ix c= , перпендикулярное к оси  Ox; тогда тело  Т  
разобьется на слои. Каждый i-тый слой заменим цилиндром, имеющим ос-
нованием сечение, проходящее через точку  ic , а высоту – расстояние ме-
жду двумя сечениями, т.е. величина  [ ]1,i i ix x x− = ∆ . 
 Тогда  ( )i i iV S c x= ⋅ ∆ , а  
1 1
lim lim ( ) ( )
bn n
i i i
n ni i a
V V S c x S x dx
→∞ →∞
= =
= = ∆ =∑ ∑ ∫ . 
 Следовательно, рассматриваемый объем равен 
( )
b
a
V S x dx= ∫ , 
где   S(x) – площадь поперечного сечения тела, проведенного через  x  пер-
пендикулярно оси  Ox. 
y 
 
 
 
 
 
 
 
              0x                                   ic                                     nx    x 
                  a                          1−ix              ix                             b 
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Пример 27. Вычислить объем трехосного эллипсоида, т.е. тела, по-
верхность которого выражается уравнением 
2 2 2
2 2 2 1
x y z
a b c
+ + = . 
Решение. Сечение, перпендикулярное к оси  Ox есть эллипс  
2 2 2
2 2 21
y z x
b c a
+ = − , 
полуоси которого соответственно равны   
2
21
xb
a
−   и   
2
21
x
c
a
− . 
 Площадь эллипса  S a b= pi ⋅ , где  a  и  b  – его полуоси. Следователь-
но, площадь рассматриваемого сечения 
2
2( ) 1
xS x bc
a
 
= pi ⋅ −  
 
, 
а объем эллипсоида 
2 2
2 2
41
33
a
a
a a
x xV bc bc x abc
a a
−
−
   
= pi − = pi − = pi      
   
∫ . 
Отметим, что если  a b c r= = = , то мы получим шар, и  34
3
V r= pi . 
Пример 28. Вычислить объем пирамиды высотой  Н  и площадью 
основания  0S . 
Решение. Рассмотрим четырехугольную пирамиду. Вершину пирамиды  S  
примем за начало координат, а ось  Ox направим по высоте  Н  пирамиды к 
основанию. 
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Проведем сечение пирамиды плоскостью, параллельной основанию 
и отстоящей от вершины  S  на расстоянии  x,  0 x H≤ ≤ . Площадь этого 
сечения является функцией от x, т.е. пусть она равна  S(x). 
В силу свойств сечений пирамиды, параллельных основанию имеем 
2
2
0
( )S x x
S H
= . 
 Откуда получим  202( )
SS x x
H
= .  Тогда объем пирамиды равен 
3
20 0
02 2
0 0 0
1( ) .
3 3
HH H S S xV S x dx x dx S H
H H
= = = ⋅ =∫ ∫  
Пример 29. Вычислить объем тела, ограниченного однополостным 
гиперболоидом 
2 2 2
2 2 2 1
x y z
a b c
+ − =  
и плоскостями  z = 0, z = h (h > 0). 
Решение. В данном примере рассмотрим сечения, перпендикулярные оси  
Oz, т.е.  искомый объем 
0
( ) ( )
h
V z S z dz= ∫ , 
где   S(z) – площадь сечения, перпендикулярная оси  z. 
 Определим функцию  S(z) 
2 2 2
2 2 21
x y z
a b c
+ = + . 
 Тогда полуоси эллипса 
2 2
2 2
1 12 21 ;       1
z z
a a b b
c c
   
= + = +      
   
, 
а его площадь находим по формуле 
2
1 1 2( ) 1
zS z a b ab
c
 
= pi = pi +  
 
. 
 Тогда искомый объем 
2 2
2 2
0
1 1
3
h z hV ab dz abh
c c
   
= pi + = pi +      
   
∫ . 
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Пример 30. Оси двух одинаковых цилиндров с радиусами основа-
ния, равными  r, пересекаются под прямым углом. Вычислить объем тела, 
составляющего общую часть этих двух цилиндров. 
Решение. Пусть оси цилиндров совпадают с Oy  и  Oz.  
Тогда  ОАВСD – 
8
1
  часть искомого объема. Проведем сечение этого 
тела плоскостью, перпендикулярной оси  Ox, на расстоянии  x  от начала 
координат. Сечение – это квадрат  EFKL, сторона которого вычисляется по 
формуле 2 2EF r x= − , а площадь  2 2( )S x r x= − , следовательно, иско-
мый объем 
2 2 3
0
168 ( )
3
a
V r x dx r= − =∫ . 
Замечание. Рассмотрим эту за-
дачу для случая, в котором цилиндры 
имеют различные радиусы  r  и  R > r. 
Отличие по сравнению с рассматри-
ваемым выше примером лишь в том, 
что вместо квадрата, в сечении рас-
сматриваемого тела плоскостью по-
лучится прямоугольник со сторона-
ми  2 2r x−   и  2 2R x− . 
 Тогда искомый объем  
2 2 2 2
0
8 ( )( )
r
V R x r x dx= − −∫ . 
 Сделав подстановку  sin ,   rx r k
R
= ϕ = , получим 
2
2 2 2 2
0
8 cos 1 sinV Rr k d
pi
= ϕ ⋅ − ϕ ϕ∫ . 
 Данный интеграл эллиптический интеграл, для вычисления которого 
используем соответствующие таблицы. 
Пример 31. Определить объем геометрического тела, отсекаемого от 
прямого кругового цилиндра плоскостью, проходящей через диаметр ос-
нования цилиндра (рис. 1) 
                         z          
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                                Рис. 1                                                                 Рис. 2 
  
 Считаем, что основание цилиндра есть круг радиуса  а, т.е.  
2 2 2x y a+ ≤ ,  и что секущая плоскость проходит через диаметр  1AA   и со-
ставляет угол  α  с плоскостью основания. 
 Определим площадь сечения, перпендикулярного к оси  x и пересе-
кающего ее в точке  М. Это сечение – прямоугольный треугольник, пло-
щадь которого  
2 2 21 1( ) tg ( ) tg
2 2MNP
S x S y a x∆= = ⋅ α = − ⋅ α . 
 Тогда искомый объем 
2 2 3 21 2 2tg ( ) tg
2 3 3
a
a
V a x dx a a h
−
= α − = α =∫ . 
Отметим, что тот же объем можно найти, построив сечение, перпен-
дикулярное оси  Oy (рис. 2). Секущая плоскость, проходящая через точку  
М  с ординатой  y, пересекает данное тело по прямоугольнику  1 1S SQQ , 
площадь которого 
2 2( ) 2 tg 2tgS y xy y a y= α = α ⋅ ⋅ − . 
 Тогда искомый объем 
3
2 2 2 2 3 22
0 0
2 2 22tg tg ( ) tg
3 3 3
a
a
V y a y dy a y a a h= α − = α ⋅ − = α =∫ . 
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3. Принцип Кавальери для объемов. 
Если в пространстве заданы два те-
ла  1V   и  2V , и любая плоскость, парал-
лельная данной, в сечении с этими тела-
ми образует две фигуры, площади кото-
рых равны друг другу: 1 2S S=  (при этом 
сечения каждого тела, вообще говоря, 
являются переменными). Тогда два тела 
имеют равные объемы  1 2V V= . 
 Возьмем круг радиуса  R  и опи-
шем около него квадрат. Проведем диа-
гонали квадрата (рис. 3) и, вращая рису-
нок вокруг вертикальной оси АВ, полу-
чим шар радиуса  R, описанный около шара цилиндр и вписанный в ци-
линдр «двойной» круговой конус с вершиной в центре шара О. На рис. 4  
показаны эти три тела. 
 
 
 
Рис. 4 
 
 Возьмем точку  С  на оси вращения  АВ  на некотором расстоянии  x  
от центра шара и проведем через  С горизонтальную плоскость  (MN). Эта 
плоскость в сечении с цилиндром образует круг радиуса  CM R= , в сече-
нии с конусом – круг радиуса  CD OC x= =  (т.к.  угол при вершине кону-
са прямой)  и  в сечении с шаром – круг радиуса  CE . По теореме Пифаго-
ра имеем 
2 2 2OE CE OC= +     или    2 2 2CM CE CD= + . 
 Умножая обе части последнего соотношения на число  π, получим  
2 2 2CM CE CDpi ⋅ = pi + pi , т.е. 
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ц ш кS S S= + , 
где  ,   ц шS S   и  кS  – соответственно площади кругов, получающихся при 
пересечении цилиндра, шара и конуса плоскостью  (MN). Это соотношение 
выполняется для любых сечений цилиндра, шара и конуса, лежащих в од-
ной и той же горизонтальной плоскости. В силу принципа поперечных се-
чений перейдем от соотношения 
ц ш кS S S= +  
для площадей к такому же соотношению для объемов 
ц ш кV V V= + . 
 
8.6. Объем тела вращения 
 
 Важным применением формулы объема тела по площадям попереч-
ного сечения 
( )
b
a
V S x dx= ∫  
является формула нахождения объема тела вращения вокруг оси. 
 Пусть криволинейная трапеция ограничена дугой  L, перпендикуля-
рами, опущенными из концов этой дуги на ось  Ox,  и отрезком  [ ]ab , за-
ключенным между основаниями перпендикуляров, вращается вокруг Ox, 
то полученное при этом тело называется телом вращения с осью Ox и об-
разующей  L  (рис. 1). 
 
 
 
    y 
                 L     y = f(x) 
 
 
             a                                              b                x 
   О 
 
 
 
 
 
Рис. 1 
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 Получим формулу для объемов тел вращения вокруг осей координат. 
Сечениями, перпендикулярными к оси вращения, будут круги; поэтому, 
если знаем закон изменения радиусов этих кругов, то получим искомый 
объем, используя форму объема по площадям поперечного сечения. 
 Пусть ось вращения Ox, а уравнение образующей  y = f(x). Тогда 
площадь сечения равна  
2ypi , и объем тела, ограниченного двумя сечения-
ми x = a  и  x = b, равен 
2( ( ))
b
a
V f x dx= pi∫ . 
 При вычислении объема тела вращения вокруг оси  Oy пишут урав-
нение кривой, выражая  x  через  y, т.е.  ( )x y= ϕ . Тогда искомый объем те-
ла вращения вокруг оси  Oy равен 
2 2( ( ))V x dy y dy
β β
α α
= pi = pi ϕ∫ ∫ . 
Пример 32. Вычислить объем конуса и шара. 
Решение. 1) пусть конус имеет радиус основания  R  и высоту  h. Конус 
получается при вращении  OAB∆   вокруг оси  Ox. 
 
 
Уравнение образующей конуса  
Ry x
h
= , а пределы интегрирования – 
от  0  до  h, тогда искомый объем 
2 2 2 3 2
2
2 2
0 0 0
3 3
hh hR R R x R hV x dx x dx
h h h
pi pi pi 
= pi = = = 
 
∫ ∫ ; 
2) пусть данный шар радиуса  R, а уравнение вращающейся полуок-
ружности  2 2y R x= − . 
 y                                     A 
 
 
 
 
 О                                  B          x 
         y 
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n
Ry =  
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Тогда 
2 2 34( )
3
R
R
V R x dx R
−
= pi ⋅ − = pi∫ . 
Пример 33. Вычислить объем 
тела, полученного вращением части  
OB  параболы  2 2y px=   вокруг оси  
Oy. 
Решение. Уравнение параболы, раз-
решенное относительно  x  имеет вид 
2
2
y
x
p
= . 
 Тогда искомый объем  
0 54
0
2 2
0 4 20
y yyV dy
p p
pi
= pi =∫ . 
Пример 34. Вычислить объем тора. 
Решение. Тором называется тело, получающееся при вращении круга радиу-
са  r  вокруг оси, лежащей в его плоскости на расстоянии  b (b > r) от центра. 
 Если круг вращается вокруг прямой  CD, тогда объем тора есть раз-
ность объемов вращения криволинейных трапеций  CMKND  и  CMLND  
вокруг оси  Oy.  
Найдем уравнение кривых в виде  ( )x y= ϕ . Пусть начало координат 
находится в точке  O, тогда уравнение окружности  LMNK имеет вид 
2 2 2( )x b y r− + = , 
тогда 
2 2
x b r y= ± − . 
                        y 
 
                                      
22 xRy −=  
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Уравнение кривой  MKN  будет 
2 2
,   ( )x y b r y= ϕ = + − , 
а уравнение кривой  MLN 
2 2
2 ( )x y b r y= ϕ = − − . 
 Пределы интегрирования в промежутке [ ];r r− , тогда объем тора 
можно вычислить по формуле 
2 2 2 2 2 2 2 2( ) ( ) 4
r r r
r r r
V b r y dy b r y dy b r y dy
− − −
= pi + − − pi − − = pi −∫ ∫ ∫  
 Неопределенный интеграл 
2
2 2 2 2 arcsin
2 2
y r y
r y dy r y C
r
− = − + +∫ . 
Сделаем подстановку для  [ ];y r r∈ −  получим, что искомый объем 
тора  2 22V br= pi . 
Объем тела вращения для кривой,  
заданной в параметрической форме 
 Пусть уравнение вращающейся кривой задано в параметрической 
форме 
( );   ( )x t y t= ϕ = ψ  
считаем при этом, что функция  ( )x t= ϕ   определяет  t  как однозначную 
функцию от  x:  ( )t x= φ . 
 Тогда искомый объем тела вращения вокруг оси  Ox 
2
1
2 2
1 2
( ); ( ) ( ( )) ( )( ) ; ( )
tb
a t
x t y t
V y dx t t dt
t a t b
= ϕ = ψ
′= pi = = pi ψ ⋅ ϕ
ϕ = ϕ =∫ ∫
. 
       y 
 
       C                                          M 
 
           r 
       O                            L                         K                  x 
                                                       (b,0) 
 
      D                                            N    
 
 285 
 Отметим, что если  ( )y t= ψ   определяет  t  как однозначную функ-
цию  от  y, то объем тела вращения вокруг оси  Oy 
[ ]2
1
22
1 2
( ); ( ) ( ) ( )( ) ; ( )
t
t
x t y t
V x dy t t dt
t t
β
α
= ϕ = ψ
′= pi = = pi ϕ ψ
ψ = α ψ = β∫ ∫ . 
Пример 35. Вычислить объем тел, образованных вращением фигуры 
ОВАО  вокруг оси  Oy  и  вокруг оси  ВС для циклоиды 
[ ]( sin );    (1 cos ),   0;2x a t t y a t t= − = − ∈ pi . 
Решение. Построим искомую фигуру, определяющую тело вращения 
 При вращении вокруг оси  Oy  получаем объем 
2 2 2
2 2 2 2
2 1 2 1
0 0 0
( )
a a a
yV x x dy x dy x dy= pi − = pi − pi∫ ∫ ∫ , 
где   1( )x x y=  – уравнение кривой  ВА;  2 ( )x x y=  – уравнение кривой  ОВ. 
При подстановке  (1 cos )y a t= − , следует иметь ввиду, что для первого ин-
теграла  t  меняется от  2π  до  π, для второго – от  0  до  π. 
 Тогда имеем 
2 2 2 2
2 0
0
3 2 3 3
2
( sin ) sin ( sin ) sin
( sin ) sin 6 .
yV a t t a tdt a t t tdt
a t t tdt a
pi pi
pi
pi
= pi − − pi − =
= pi − = pi
∫ ∫
∫
 
 Для вычисления объема тела, получающегося при вращении вокруг 
оси  ВС, перенесем начало координат в точку  С, тогда в новых координа-
тах уравнения имеют вид 
( sin );    (1 cos )x a t t y a t′ ′= − pi − = − . 
      y 
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 Учитывая лишь дугу  ВА, получим 
2
2 3 2
0 2
30
3 2 2
( ) ( sin ) sin
( sin ) sin (9 16).
6
a
V x dy a t t tdt
a
t z a z z zdz
pi
pi
pi
′ ′= pi = pi − pi − =
pi
= − pi = = −pi + = pi −
∫ ∫
∫
 
Пример 36. Вычислить объем тела, образованного вращением во-
круг полярной оси фигуры, ограниченной этой осью и дугой логарифмиче-
ской спирали  [ ],  0;r eϕ= ϕ∈ pi . 
Решение. Запишем данное уравнение в параметрической форме 
cos cos
sin sin
x r e
y r e
ϕ
ϕ
 = ϕ = ϕ

= ϕ = ϕ
 
 Тогда имеем  2 2 2sin ;   (cos sin )y e dx e dϕ ϕ= ϕ = ϕ − ϕ ϕ , откуда 
2 3 2 3
0
sin (cos sin ) ( 1)
15
b
a
V y dx e d e
pi
ϕ pipi
= pi = pi ϕ ϕ − ϕ ϕ = = − −∫ ∫ . 
 Значение  V  получили отрицательное, так как значению  0ϕ =   соот-
ветствует точка  (1;0) , а значению ϕ = pi  – точка  ( ,0)N epi− , лежащая левее 
точки  М. 
Итак, 3( 1)
15
V e pipi= − . 
 
8.7. Площадь поверхности вращения 
 
 Пусть на отрезке  [ ]ab   y = f(x)  имеет непрерывную производную. 
Рассмотрим поверхность, образуемую вращением дуги  АВ вокруг оси  Ox, 
уравнение этой дуги задается в виде  y = f(x). Площадь поверхности, описан-
ной дугой некоторой кривой, определим как предел площадей тех поверхно-
стей, которые образованы вращением вписанных в дугу ломанных (хорд) при 
условии, что наибольшее звено этих ломанных стремится к нулю. 
Отрезок  [ ]ab   разбиваем точками  0 1, ,..., nx x x   на отрезки длины  
0 1, ,..., nx x x∆ ∆ ∆ , восстанавливаем ординаты  0 1, ,..., ny y y   в точках деления. 
Строим хорды  1   ( 1, )i iM M i n− = . Когда кривая вращается вокруг оси  Ox, 
каждая из хорд 1  i iM M−  описывает боковую поверхность усеченного ко-
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нуса. Искомая поверхность тела вращения – сумма боковых поверхностей 
этих усеченных конусов: 
1
1
2
2
n
i i
n i i
i
y yP c k−
=
+
= pi ⋅∑ . 
 
 
 Тогда 
2 21
1(max 0)
2 2
1(max 0)
lim 2 ( ) ( )
2
lim 2 ( ) 1 ( ( )) 2 ( ) 1 ( ( )) .
i
i
n
i i
i i
n i
x
bn
i
n i a
x
y yP x y
y x f x x f x f x dx
−
→∞
=∆ →
→∞
=∆ →
+
= pi ∆ + ∆ =
′ ′= pi ⋅ + ⋅ ∆ = pi ⋅ +
∑
∑ ∫
 
 Таким образом, площадь поверхности вращения определяется по 
формуле 
22 1 ( )
b
a
P y y dx′= pi +∫ . 
Пример 37. Найти площадь поверхности вращения дуги кубической 
параболы  2 3a y x=  между точками  x = 0  и  x = a  вокруг оси  Ox. 
Решение. Так как  
2
2
3xy
a
′ = , тогда  2 4 42
11 ( ) 9y a x
a
′+ = + . 
 Имеем 
2
4 4 3
4
0
2 9 (10 10 1)
27
a aP a x x dx
a
pi pi
= + = −∫ . 
 y                              iM  
     ( )y f x=   1iM −             
                                                        B 
      A                                          
 
                                                                     x 
О    a 0x   1x     1ix −   ix                               
  
 
y                        iK               iM   
 
      1iM −                               iy∆  
                       ix∆  
 
                                                       x 
        1ix −              ic              ix  
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Пример 38. Найти площадь поверхности вращения вокруг оси  Ox 
астроиды  
2 2 2
3 3 3x y a+ = . 
Решение.  Здесь имеем  
3 1
2 2 2 3
3 3
1
3
;    
yy a x y
x
 
  ′= − = −
 
 
. 
 Отметим, что дуга  ВА  дает только половину искомой поверхности. 
 
 
 
Тогда имеем 
1 32 22 1 2 2 13 23 23 3 3 3 32
0 0
122 2 1 4
5
a ayP a x dx a a x x dx a
x
−
         = ⋅ pi − ⋅ + = pi − = pi           
∫ ∫ . 
 Если вращающаяся кривая задана параметрически уравнениями: 
( ),   ( )x t y t= ϕ = ψ , и при этом считаем, что производные  x′   и  y′   сущест-
вуют и непрерывны, а для функции существует обратная, тогда 
2
1
2 22 ( ) ( )
t
t
P y x y dt′ ′= pi +∫ . 
 Если вращающаяся кривая задана в полярных координатах уравне-
нием  ( )fρ = ϕ   и  ′ρ   существует и непрерывна, то 
2
1
2 22 sin ( )P d
ϕ
ϕ
′= pi ρ ϕ ⋅ ρ + ρ ϕ∫ . 
Пример 39. Вычислить площадь поверхности, полученной вращени-
ем эллипса вокруг большой его оси. 
                                       y 
                                            B 
 
                                      a 
                                                   a 
                                                                                  A     x 
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Решение. Считаем, что эллипс задан в параметрической форме 
cos ;   sinx a y b= ϕ = ϕ . 
 Тогда   sin ;   cosx a y b′ ′= − ϕ = ϕ . 
 Обозначим через  k – эксцентриситет эллипса  
2 2a bk
a
−
= . 
 При вращении эллипса вокруг большой оси получим полную по-
верхность эллипсоида. Надо удвоить поверхность, полученную от враще-
ния дуги четверти периметра эллипса, соответствующей изменению пара-
метра  ϕ  от  0  до  
2
pi
. Тогда 
2
2 2 2 2
0
2
2 2 2 2
0
02
2 2 2
0
2 2 2
4 sin sin cos
4 (1 cos ( ) cos ` cos
44 1 cos cos cos 1
1 arcsin1 arcsin 1 2 1 .
2 2
k
P b a b d
b a b d
ab
ab k d t k t dt
k
t k
t dt t t ab k
k
pi
pi
pi
= pi ϕ ϕ + ϕ ϕ =
= − pi − ϕ + ϕ ϕ =
pi
= − pi − ϕ ϕ = = ϕ = − − =
 
= − = + − = pi − + 
 
∫
∫
∫ ∫
∫
 
 Следовательно, имеем 
2 arcsin2 1 kP ab k
k
 
= pi − + 
 
. 
 
8.9. Приложение определенных интегралов  
к вопросам физики, механики и техники 
 
1. Вычисление давления жидкости. Работа. 
Пример 40. Вычислить силу давления воды на вертикальную тре-
угольную пластину, имеющую основание   b  и  высоту  h, погруженную в 
воду так, что ее вершина лежит на поверхности воды. 
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Решение. Выберем систему координат следующим образом 
 
 
 
 Рассмотрим горизонтальную полоску, находящуюся на произволь-
ной глубине  x  и имеющую толщину  x dx∆ ≈ . Применяя эту полоску в ка-
честве прямоугольника, находим дифференциал площади  dS MNdx= . Из 
подобия  треугольников  ∆BMN  и  ∆ABC  имеем  bMN x
h
= , тогда   
bdS x dx
h
= ⋅  
 Сила давления воды на эту полоску  dP x dS= ⋅  (с учетом удельного 
веса воды 1). 
 Тогда сила давления воды на всю пластину АВС равна 
2 2
0 0 3
h hb bP xdS x dx h
h
= = =∫ ∫ . 
Пример 41. Найти величину давления на полукруг, вертикально по-
груженный в жидкость, если его радиус равен  R, а диаметр его лежит на 
свободной поверхности жидкости (удельный вес жидкости равен γ). 
Решение. Разобьем площадь полукруга на элементы – полоски, параллель-
ные поверхности воды. 
Площадь одного такого элемента, находящегося на расстоянии  x  от по-
верхности, равна 
2 22dS R x dx= − . 
 Сила давления жидкости на элементарную полоску равна 
dP x dS= γ ⋅  
                                          B                                                 y 
 
                                                               x 
                            
                          M                        N                     h 
                 dx                
 
 
                   A                                        C 
 
                                           x 
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 Тогда 
1
2 2 2 2 2 2 32
0 0
22 ( ) ( )
3
R R
P x R x dx R x d R x R= γ − = −γ − − = γ∫ ∫ . 
 
 
 
Пример 42. Вычислить работу, которую необходимо затратить, что-
бы выкачать жидкость из цилиндрической цистерны, радиус основания ра-
вен  R, а высота h (γ – плотность жидкости). 
Решение. Разобьем объем цилиндра плоскостями, параллельными основа-
нию, расстояние между которыми равно  dx. Тогда объем полученного 
элемента объема – цилиндра будет равен 
2dV R dx= pi , 
а численная величина массы –  2R dxγ ⋅ pi .  
 Тогда элементарная работа  dA, затраченная на поднятие этой массы, 
находящейся на глубине  x  будет равна 
2dA x R dx= ⋅ γpi . 
 А величина работы 
2 2
2
0 2
h R hA R xdx γpi= γpi =∫ . 
Пример 43. Определить количество тепла, выделяемое переменным током 
0
2I I t
T
pi 
= − ϕ 
 
 
в течение периода  Т  в проводнике с сопротивлением  R. 
Решение. Количество тепла в единицу времени для постоянного тока оп-
ределяется законом Джоуля – Ленца 
20,24Q I R= . 
                              R             0                                         y 
                                          x              R 
 
                                                                           dx  
 
 
 
 
                                          x 
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 Для переменного тока элемент (дифференциал) количества тепла бу-
дет равен 
20,24 ( )dQ I t Rdt= . 
 Тогда 
2 2 2
0 0
0
20,24 sin 0,12
T
Q RI t dt RTI
T
pi 
= − ϕ = 
 
∫ . 
 Путь, пройденный материальной точкой. Если точка движется по 
некоторой кривой и величина ее скорости известная функция  ( )v f t=   вре-
мени  t, то путь, пройденный точкой за промежуток времени  [ ]1 2,t t  равен 
2
1
( )
t
t
S f t dt= ∫ . 
 Работа переменной силы.  Если переменная сила  F = f(x)  действу-
ет в направлении оси  Ox, то работа этой силы на отрезке  [ ]1 2,x x   равна 
2
1
( )
x
x
A f x dx= ∫ . 
 Статистические моменты, моменты инерции и координаты  
центра масс плоской линии.  Пусть плоская кривая  АВ задана уравне-
ниями  [ ]( ),   y f x x ab= ∈ , плотность которой  ( )xρ = ρ , тогда  
- масса кривой определяется по формуле 
21 ( )
b
a
M y dx′= ρ +∫ ; 
- статические моменты относительно оси  Ox  и  Oy: 
2 21 ( ) ,    1 ( ) ;
b b
x y
a a
M y y dx M x y dx′ ′= ρ ⋅ + = ρ ⋅ +∫ ∫  
- моменты инерции  0,  ,  x yI I I  – относительно оси Ox, Oy и точки О: 
2 21 ( )
b
x
a
I y y dx′= ρ +∫ ,   2 21 ( )
b
y
a
I x y dx′= ρ +∫ ,   0 x yI I I= + ; 
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- координаты центра масс кривой: 
;   y xc c
M M
x y
M M
= = . 
Статистические моменты, моменты инерции и координаты цен-
тра масс плоской фигуры.  Пусть дана криволинейная трапеция, ограни-
ченная графиком функции  [ ]( ) 0,   y f x x ab= ≥ ∈ , осью Ox  и прямыми  x = 
a  и  x = b; ρ – плотность.  Тогда  
- масса криволинейной трапеции 
b
a
M ydx= ρ∫ ; 
- моменты инерции 
21
,      
2
b b
x y
a a
M y dx M xydx= ρ = ρ∫ ∫ ; 
- моменты  инерции   0,  ,  x yI I I  
3 2
0
1
;  ;  
2
b b
x y x y
a a
I y dx I x ydx I I I= ρ = ρ = +∫ ∫  
- координаты центра масс плоской фигуры 
;   y xc c
M M
x y
M M
= = . 
Теорема Гульдена. 
1. Площадь поверхности, полученной от вращения дуги плоской 
кривой вокруг некоторой оси, лежащей в одной плоскости с кривой и ее 
непересекающей, равна произведению длины дуги на длину окружности, 
описываемой центром тяжести дуги кривой; 
2. Объем тела, полученного при вращении плоской фигуры вокруг 
некоторой оси, лежащей в плоскости фигуры и ее не пересекающей, равен 
произведению площади этой фигуры на длину окружности, описываемой 
центром тяжести фигуры. 
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§ 9. Приближенное вычисление определенных интегралов 
 
9.1. Постановка задачи 
 
Пусть требуется вычислить определенный интеграл 
( )
b
a
I f x dx= ∫                                                (1) 
 Если функция f(x) непрерывна на отрезке  [ ],a b  и известна первооб-
разная  F(x), то определенный интеграл  I  можно вычислить по формуле 
Ньютона – Лейбница. Но в ряде случаев бывает невозможно найти перво-
образную F(x)  по ряду причин: либо  F(x)  не выражается через элемен-
тарные функции, либо выражается достаточно сложно. В этих случаях оп-
ределенный интеграл вычисляют приближенно. Здесь будут рассмотрены 
основные способы приближенного вычисления определенных интегралов, 
суть которых основана на одном и том же приеме: отрезок интегрирования 
разбивается на части, в соответствии с чем, криволинейная трапеция раз-
бивается на сумму частичных криволинейных трапеций; каждая из по-
следних заменяется достаточно близкой к ней фигурой, площадь которой 
может быть достаточно просто вычислена, тогда сумма площадей этих фи-
гур выражает приближенно площадь искомой криволинейной трапеции, 
т.е. рассматриваемый определенный интеграл. 
 
9.2. Формула прямоугольников 
 
Будем считать в формуле (1), что  f(x)  непрерывна и для простоты 
рассуждений ограничимся случаем, когда  ( ) 0f x ≥  и, выбирая в качестве 
фигуры, заменяющей частичную криволинейную трапецию прямоугольни-
ком  с тем же основанием и с какой-нибудь из восстановленных к нему ор-
динат в качестве высоты, мы заменим определенный интеграл (1)  соответ-
ствующей интегральной суммой. Разбивая отрезок интегрирования на дос-
таточно мелкие части, мы, таким образом, получим значение интеграла по 
определению с любой степенью точности. 
Разобьем отрезок [ ],a b  на n равных частичных отрезков точками kx  
(рис. 1) 
,   1, 1k
b a
x a k n
n
−
= + = − ; 
длина каждого из  1k k k
b a
x x x
n
−
−∆ = − = . 
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 На каждом частичном отрезке [ ]1,k kx x−  выбираем точку 
1
2
k k
k
x x
c −
−
=   и вычислим значения  ( )k ky f c= . Тогда имеем 
0 1( )
( ) lim ( )
k
b n
k k
x ka
n
f x dx f c x
∆ →
=
→∞
= ⋅∑∫ , т.е 
1 2
1 1
( ) ( ) ... .
b n n
k k n k
k ka
b a b a b a b af x dx f c x y y y y
n n n n
= =
− − − −
≈ ⋅ ∆ ≈ + + + = ⋅∑ ∑∫  
 Следовательно 
1
( )
b n
k
ka
b af x dx y
n
=
−
≈ ⋅ ∑∫ ,                                       (2) 
т.е. площадь криволинейной трапеции aABb приближенно равна площади 
ступенчатой фигуры, заштрихованной на рис. 1. 
 Формула (2) – формула прямоугольников. Отметим, что если суще-
ствует непрерывная вторая производная  ( )f x′′   на  [ ],a b , то погрешность 
формулы  (2) при вычислении интеграла  (1) оценивается неравенством  
[ ]
3
2
( )( ) sup ( )
24ab
b a
n f x
n
−
′′∆ ≤ ⋅                                      (3) 
 Если задана погрешность вычисления  ( )n∆ , то, используя неравен-
ство (3), можно построить такое разбиение отрезка  [ ],a b  на  n частей, при 
  y  
         A 
                  y = f(x) 
                                                                              B 
 
 
 
 
 
 
 
     0xa =  1c 1x             1−kx    kc  kx                   nxb =          x 
                                             
Рис. 1 
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котором приближенное вычисление определенного интеграла (1) будет 
выполнено с точностью, не превышающей заданную. 
 Если погрешность вычисления не задана, то при фиксированном  n  
можно оценить ее по формуле  (3). 
 
9.3. Формула трапеций 
 
Данный способ, который мы изложим, основан на замене каждой 
частичной криволинейной трапеции прямоугольной трапецией с теми же 
вершинами (рис. 2) 
 
 
 
Площадь такой трапеции равна  1
1 ( )
2 k k k
y y x
−
+ ⋅ ∆ , где  ( )k ky f x= ,  
1k k kx x x −∆ = − . 
 Таким образом, искомый интеграл  (1)  заменим суммой вида 
1
1
1 ( )
2
n
k k k
k
y y x
−
=
+ ⋅ ∆∑ . 
 Если отрезок интегрирования [ ],a b  разбиваем на равные части  
2k
b a
x
−∆ = , то получим приближенное равенство 
0
1 2 1( ) ...2
b
n
n
a
y y b af x dx y y y
n
−
+ − 
≈ + + + + ⋅ 
 
∫ .                    (4) 
 Приближенное равенство (4) называется формулой трапеций. 
  y                    
                  y = f(x) 
 
 
 
          A                  
                                                                                  B 
 
 
 
              a                  1−kx    kx                             b              x  
 
 
Рис. 2 
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 Оценим погрешность, получающуюся при вычислении интеграла по 
формуле трапеций. 
 Пусть ( )f x′  и ( )f x′′  существуют и непрерывны для любого  
[ ],x a b∈ . Рассмотрим криволинейную трапецию с основанием  1( , )k kx x− . 
 Пусть  1 1     
2 2
k k k kx x x xC h− −+ −= = . 
 Тогда  1 1      k kx c h x c h− += − = + . 
 Рассмотрим функции  ( )tψ   и  ( )tϕ : 
[ ]( ) ( ) ( ) ( )
c t
c t
t f x dx t f c t f c t
+
−
ψ = − + + −∫ , 
2
3( ) ( ) ( )
t
t t h
h
ϕ = ψ − ψ . 
( )hψ  есть разность площадей криволинейной и прямоугольной трапеций. 
Дифференцируя  ( )tϕ  и применяя теорему о конечном приращении, получим 
[ ]
2
2
3 3
3 3( ) ( ) ( ) ( ) 2 ( ) ( ) ,
2i
t
t t f c t f c t h t f t
h h
 
′ ′ ′ ′′ϕ = − + − − − ψ = − ς + ψ  
 
где   ( ,  )i c t c tς ∈ − + . 
 Так как (0) ( ) 0hϕ = ϕ = , то существует такое значение ,  (0; )t h= τ τ∈ , 
что ( ) 0′ϕ τ = , тогда для значения iς , соответствующего этому τ , будем 
иметь 
22( ) ( )
3 i
hh f ′′ψ = − ς  
или из определения функции  ( )tϕ : 
1
3
1 3
( ) ( )1( ) ( )
2 12
k
k
x
i
k k
x
b a fb af x dx y y
n n
−
−
′′− ς−
− + = −∫ . 
 Учитывая в последнем равенстве, что  
2
b ah
n
−
=  и  1,k n= , затем 
суммируя их, получим 
3
0
1 2 1 3
1
( )( ) ... ( )
2 12
b n
n
n i
ia
y y b a b af x dx y y y f
n n
−
=
+ − − 
′′
− + + + + = − ς 
 
∑∫ . 
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 Среднее арифметическое лежит между наибольшим и наименьшим 
значениями, тогда  
1
1 ( )
n
i
i
f
n
=
′′ ς∑  находится между наибольшим и наимень-
шим значениями  ( )f x′′ , а так как  ( )f x′′   непрерывна, то существует  ς  
такое, что 
1
1 ( ) ( )
n
i
i
f f
n
=
′′ ′′ς = ς∑ . 
 Тогда получим оценку погрешности 
3
0
1 2 1 2
( )( ) ... ( )
2
b
n
n
a
y y b a b af x dx y y y f
n n
−
+ − − 
′′
− + + + + = − ς 
 
∫ . 
 Отметим, что ошибка при вычислении интеграла по формуле трапе-
ций убывает, по крайней мере, пропорционально квадрату длины наи-
большего интервала разбиения. 
 Итак, абсолютная погрешность вычисления определенного интеграла 
по формуле трапеций не превосходит величины, которую можно оценить 
неравенством 
[ ]
3
2
( )( ) sup ( )
12ab
b a
n f x
n
−
′′∆ <  
 
9.4. Формула Симпсона 
 
Данный способ приближенного вычисления определенных интегра-
лов основан на замене частичных дуг графика подынтегральной функции 
не фордами (отрезками), а дугами парабол и, следовательно, замене час-
тичных криволинейных трапеций параболическими. Интервал  [ ],a b  точ-
ками 0 1 2 2,  ,  ,..., na x x x x b= =  разбиваем на  2n  равных частей длины 
,   ,  1,2 1
2 k
b a b ah x a k k n
n n
− −
= = + = − . 
Через каждые три точки  0 1,  M M   и  2M ,  2 3,  M M   и  4M , … 
2 2 2 1,  n nM M− −  и  2nM  проведем параболы, уравнения  которых имеют вид 
2( ) ,  1,k k k ky x a x b x c k n= + + = . 
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Заменяя площадь криволинейной трапеции, ограниченной графиком 
функции y = f(x)  на  [ ],a b ,  суммой площадей фигур, лежащих под пара-
болами, получим 
22 4
0 2 2 2
2 2 2
1 1 1 2 2 2( ) ( ) ( ) ... ( )
n
n
xx xb
n n n
a x x x
f x dx a x b x c dx a x b x c dx a x b x c dx
−
≈ + + + + + + + + +∫ ∫ ∫ ∫   (5) 
 
 
 
Так как 
2
0
2 3 3 2 21 1
1 1 1 2 0 2 0 1 2 0
2 22 0
1 2 2 0 0 1 2 0 1
2
2 22 0 2 0
1 0 1 0 1 1 1 1 1 2 1 2 1
0 1 2
( ) ( ) ( ) ( )
3 2
(2 ( ) 3 ( ) 6
6
( 4 4 4 )
6 2 2
( 4 )
6
x
x
a b
a x b x c dx x x x x c x x
x x
a x x x x b x x c
x x x xb a
a x b x c a b c a x b x c
n
b a y y y
n
+ + = − + − + − =
−
= ⋅ + + + + + =
+ +−  
= + + + + + + + + = 
 
−
= + +
∫
 
 Выполняя аналогично интегрирование в равенстве  (5) и просумми-
ровав, получим 
0 2 2 4 2 2 1 3 2 1( ) ( 2( ... ) 4( ... ))6
b
n n n
a
b af x dx y y y y y y y y
n
− −
−
≈ + + + + + + + + +∫   (6) 
 Это формула Симпсона или формула парабол. 
 Оценка погрешности, получающаяся при вычислении интеграла по 
формуле Симпсона, может быть получена аналогично, как и для формулы 
    y         21 1 1 1y a x b x c= + +        nnn cxbxay ++=
2
 
                                            2M                                                                    nMB 2=  
                                  1M                                        12 −nM  
   AM =0  
 
 
 
                         
             0xa =    1x     2x                                     22 −nx           nx2                х 
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трапеций с учетом некоторых особенностей. Предполагается, что сущест-
вует и непрерывна функция  ( )IVf x   на отрезке  [ ],a b . Рассмотрим вспо-
могательные функции 
[ ]
5
5
( ) ( ) ( ) 4( ) ( )
3
( ) ( ) ( ),
c t
c t
t
t f x dx f c t c f c t
t
t t h
h
+
−
ψ = − + + + −
ϕ = ψ − ψ
∫
 
где   ( )hψ  – есть разность площадей рассматриваемых трапеций. 
 Дифференцируя  ( )tϕ   трижды и применяя теорему о конечных при-
ращениях, учитывая свойства функции  ( )tϕ , получаем 
5
( ) ( )
90
IV
i
hh fψ = − ς  
2
2 2
5
( )
2 2 2 1 2 5
( ) ( )( ) ( 4 ) ( )
6 2880
k
k
x
IV
k k k k
x
b a b af x dx y y y f
n n
−
− −
− −
− + + = − ⋅ ς∫ . 
 Суммируя последнее соотношение по  1,k n= , получим (аналогично, 
как и для формулы трапеций), что оценка погрешности имеет вид 
5
4
( ) ( )
2880
IVb a f
n
− ⋅ ς
− , 
где    ( )abς∈ . 
 Отметим, что ошибка при приближенном вычислении интеграла по 
формуле Симпсона убывает, по крайней мере, пропорционально четвертой 
степени длины наибольшего интервала разбиения отрезка [ ],a b . 
 Если же  f(x)  есть многочлен не выше третей степени, то  ( ) 0IVf x =  
и формула Симпсона является не приближенной, а точной. 
 Итак, абсолютная погрешность вычисления определенного интеграла 
по формуле Симпсона не превосходит  
5
4
( )( ) sup ( )
2880
IV b an f x
n
−∆ ≤ . 
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МОДУЛЬ 4.  ДВОЙНОЙ ИНТЕГРАЛ 
 
§ 1. Определение двойного интеграла 
 
Рассмотрим в плоскости  Oxy замкнутую область  D, ограниченную 
линией  L. Пусть в области  D  задана непрерывная функция  ( , )z f x y= . 
Область  D  сетью производных кривых (прямых) разбиваем на  n  
частей, площади которых  ( 1, )iS i n∆ = . В каждой из полученных частей 
выбираем точку  ( , )i i iP P x y=   и найдем значения функции в этих точках  
( )if P   и составим сумму произведений вида  ( )i if P S⋅ ∆  (рис. 1) 
2 2
1
( ) ( ) ... ( ) ( )
n
n i i n n i i
i
V f P S f P S f P S f P S
=
= ⋅ ∆ + ⋅ ∆ + + ⋅ ∆ = ⋅ ∆∑  
 
 
Эта сумма называется интегральной суммой для функции  f(x,y) в об-
ласти  D. 
 Рассмотрим произвольную последовательность интегральных сумм, 
построенных с помощью функции  f(x,y)  для данной области  D 
1 2
,   , ...,  n n nkV V V                                                  (2) 
при различных способах разбиения области D на части iS∆ . 
 Если существует конечный предел   
∑
=
→∆
∞→
→∆
∞→
∆⋅==
n
i
ii
S
n
n
Smzx
n
SPfVV
i
k
i
1)0(max)0(
)(limlim , 
независящий от способа разбиения области  D  на части, от выбора точек  
),1( niPi = , то он называется двойным интегралом от функции  f(x,y)  по 
области  D  и обозначается так 
   y 
                                 D 
                                          iP                          iS∆  
 
                                                             L 
 
 
 
О                                                                  x 
 
Рис. 1 
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∫∫
D
dSyxf ),(   или  ∫∫
D
dxdyyxf ),( , 
т.е.  по определению имеем 
∑∫∫
=
∞→
∆
∆=
n
i
ii
n
SD
SPfdxdyyxf
i 1max
)(lim),( . 
 Область  D  называют областью интегрирования. 
 Геометрический смысл двойного интеграла состоит в следующем: 
если  f(x,y) > 0, то двойной интеграл от функции  f(x,y)  по области  D  ра-
вен объему тела  Т, ограниченного поверхностью  ),( yxfz = , плоскостью  
z = 0  и цилиндрической поверхностью, образующие которой параллельны 
оси  Oz, а направляющей служит граница области  D. 
 
 
 Механический (физический) смысл двойного интеграла состоит в сле-
дующем: двойной интеграл от функции  f(x,y)  по области  D есть масса пла-
стины, ограниченной областью  D  с плотностью  f(x,y)  в каждой точке  D. 
 
 
 
 
 
 
                                             D 
 
 
 
О                                                           y 
 
 
 
   x 
 
z 
                   z 
 
                                                      D 
                                            ),( yxfz =  
 
 
 
О                                                         y 
 
x 
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  y 
 
                        1D  
                                           2D  
 
 
 
                                                        x 
 Для двойного интеграла справедливы следующие свойства. 
Теорема 1. Двойной интеграл от суммы двух функций  
( , ) ( , )x y x yϕ + ψ   по области  D  равен сумме двух двойных интегралов по 
области  D от каждой из функций в отдельности 
( ( , ) ( , )) ( , ) ( , )
D D D
x y x y dxdy x y dxdy x y dxdyϕ + ψ = ϕ + ψ∫∫ ∫∫ ∫∫ . 
Теорема 2. Постоянный множитель можно вынести за знак двойного 
интеграла: если  a – const, то 
( , ) ( , )
D D
af x y dxdy a f x y dxdy=∫∫ ∫∫ . 
Теорема 3. Если область  D разбита на две области  1D  и 2D  без об-
щих внутренних точек, а  f(x,y)  непрерывна во всех точках области  D, то 
1 2
( , ) ( , ) ( , )
D D D
f x y dxdy f x y dxdy f x y dxdy= +∫∫ ∫∫ ∫∫                     (1) 
Доказательство. Интегральную сумму по области D можно пред-
ставить в виде 
1 2
1( , ) ( , ) ( , )i i
D D D
f x y S f x y S f x y S∆ = ⋅ ∆ + ∆∑ ∑ ∑                     (2) 
при этом первая сумма содержит слагаемые, соответствующие для области 
1D , вторая –  2D . 
Так как по определению двойно-
го интеграла величина его не зависит 
от способа разбиения, то, разбивая об-
ласть  D  таким образом, что общая 
граница областей  1D   и  2D  является 
границей площадок  iS∆ , переходя к 
пределу в  (2)  при  0iS∆ →  получим 
равенство (1). 
 Отметим, что доказанная теорема 
справедлива для любого конечного 
числа слагаемых. 
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§ 2. Повторный интеграл. Свойства повторного интеграла 
 
 Пусть область  D  лежит в плоскости  Oxy  и является областью ин-
тегрирования для двойного интеграла. Различают два основных вида об-
ласти интегрирования – правильная в направлении оси  Oy и правильная в 
направлении оси Ox. 
 Правильная область в направлении оси Oy – это область  D на плос-
кости XOY, ограниченная снизу линией  1( )y x= ϕ , сверху – линией 
2 ( )y x= ϕ  (функции  1( )xϕ   и  2 ( )xϕ – непрерывны), слева и справа – от-
резками прямых  x = a  и  x = b  (рис. 1). 
 
 
 Отметим, что в частных случаях один или оба отрезка  ( 1AA   или  
1BB ) могут превратиться в точку  (рис. 2). 
 Для правильной области в направлении оси  Oy  характерно следую-
щее: область  D  проектируется в некоторый отрезок  [ ],a b  оси  Ox, причем 
любая прямая, параллельная оси Oy  и проходящая через внутреннюю точ-
ку области  D (или через внутреннюю точку отрезка [ ],a b ), пересекает гра-
ницу области  D (линии 1( )y x= ϕ   и  2 ( )y x= ϕ ) в двух точках (рис. 1, 2). 
Отметим, что, если проводить лучи, параллельные оси Oy и одинаково с 
ней направленные, они будут входить в область  D на линии  
1 1 1( ) ( )A B y x= ϕ  – линия входа в область  D в направлении оси  Oy, а вы-
ходить из области  D  на линии  2( )  ( )AB y x= ϕ  – линия выхода из об-
ласти  D в направлении оси  Oy. 
       y 
              1A  
                                  2 ( )y x= ϕ     1B  
 
                                     D 
 
 
               A          1( )y x= ϕ            B 
                                                                 x 
      О         a                                  b           
   
Рис. 1 
 
 
      y 
                                2 ( )y x= ϕ  
 
              A               D                 B 
 
                             1( )y x= ϕ   
 
                                                                  x  
     О          a                               b            
      
Рис. 2 
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 Правильная область в направлении  оси Ox – это область  D на плос-
кости XOY, ограниченная слева линией  1( )x y= ψ , справа – 2 ( )x y= ψ  
(функции  1( )yψ   и  2 ( )yψ  непрерывны), снизу и сверху – отрезками пря-
мых  y = c  и  y = d. 
 
 
 
В частных случаях один или оба отрезка 1 2( )C C   и  1 2( )D D  могут 
превратиться в точку (рис. 4). Для правильной области в направлении оси 
Ox  характерно следующее: область  D  проектируется в некоторый отрезок  
[ ],c d  оси Oy, пересекает границы области  D (линии 1( )x t= ψ   и  
2 ( )x t= ψ ), не более чем в двух точках (рис. 3, 4). Отметим, что если про-
водить лучи, параллельные оси Ox и одинаково направленные, они будут 
входить в область  D на линии  1 1( )C D , 1( )x y= ψ  – линия входа в область  
D в направлении оси  Ox, а выходить из области  D на линии  2 2( )C D , 
2 ( )x y= ψ  – линия выхода из области  D в направлении оси Ox. 
 Область, правильную как в направлении оси Ox, так и в направлении 
оси Oy называют правильной областью. 
 Пусть функция  f(x,y)  непрерывна в области  D. Выражение вида 
2
1
( )
( )
( , )
xb
D
a x
I f x y dy dx
ϕ
ϕ
 
 =
 
 
∫ ∫                                       (1) 
называют повторным (двукратным) интегралом от функции  f(x,y) по об-
ласти  D (рис. 1). 
 Вычисление повторного интеграла  (1)  начинаем с вычисления инте-
грала, стоящего в скобках (внутреннего), причем интегрирование ведется 
по переменной  y, а x  считается постоянной. В результате получим непре-
рывную функцию от  x, т.е. 
   y 
   d              1D               2D  
 
 
         1( )x y= ψ               2 ( )x y= ψ  
                                D 
    c     
              1C                          2C  
О                                                       x 
 
Рис. 3 
   y 
   d                           1D  
 
 
             1( )x y= ψ      2 ( )x y= ψ  
                                  D 
   c        
                 1C                         2C  
О                                                      x 
 
Рис. 4 
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2
1
( )
( )
( ) ( , )
x
x
x f x y dy
ϕ
ϕ
Φ = ∫ . 
 Интегрируя по  x  полученную функцию в пределах от  a  до  b, по-
лучим величину повторного интеграла – некоторое постоянное число 
( )
b
D
a
I x dx= Φ∫ . 
Пример 1. Вычислить повторный интеграл  
21
0 0
( )
x
DI x y dy dx
 
 = +
 
 
∫ ∫ . 
Решение. Построим область интегрирования  D. Границы области  D оп-
ределяются уравнениями  x = 0; x = 1; y = 0; 2y x=   
 
 
 
 Искомая область  D – это «криволинейный» треугольник ∆ОАВ. За-
метим, что область  D  правильная как по направлению оси  Ox, так и по 
направлению оси  Oy. 
 Вычисление данного интеграла начинаем с нахождения внутреннего 
интеграла 
2 22 2 2 2 4
3
0 0 0 00
( )
2 2
x x
x x x y x
x y dy xdy ydy x y xΦ = + + = ⋅ + = +∫ ∫ ∫ . 
 Тогда 
14 4 51
3
0 0
1 1 7
2 4 10 4 10 20D
x x xI x dx
   
= + = + = + =      
   
∫ . 
                          y 
 
 
  
2xy =  
1                A 
 
                                          x = 1 
                                          1 
                          О            B             y = 0      x  
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Свойства повторного интеграла 
Свойство 1. Если в направлении оси  Oy правильную область  D  
разбить на две области  1D   и  2D   прямой, параллельной оси  Oy  или оси  
Ox, то повторный интеграл  DI   по области  D  будет равен сумме таких же 
интегралов по областям  1D   и  2D , т.е. 
1 2D D DI I I= + . 
Доказательство. Пусть прямая    ( )x c a c b= < <   разбивает область  
D на две правильные в направлении оси Oy области  1D   и  2D . Тогда 
2 2
1 1
2 2
1 2
1 1
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( , ) ( ) ( , ) ( )
( ) ( ) ( , ) ( , ) .
x xb b
D
a x x a
x xc b c b
D D
a c a x c x
I f x y dx dy F x f x y dx F x dx
F x dx F x dx f x y dx dy f x y dx dy I I
ϕ ϕ
ϕ ϕ
ϕ ϕ
ϕ ϕ
 
 = = = = =
 
 
   
   = + = + = +
   
   
∫ ∫ ∫ ∫
∫ ∫ ∫ ∫ ∫ ∫
 
 Таким образом, имеем  
1 2DD D I
I I += . 
Следствие. Если область D можно разбить прямыми, параллельными 
осям координат, на любое число правильных областей 1 2, ,..., nD D D , тогда 
1 2
...
nD D D DI I I I= + + + . 
Свойство 2. Если  M  и  m  наибольшее и наименьшее значения не-
прерывной в области  D функции  f(x,y), тогда  (S – площадь области  D) 
2
1
( )
( )
( , )
xb
a x
m S f x y dy dx M S
ϕ
ϕ
 
 ⋅ ≤ ≤ ⋅
 
 
∫ ∫                               (2) 
Доказательство. Так как  M наибольшее, m – наименьшее значения  
f(x,y)  в области  D, то имеем 
2 2
1 1
( ) ( )
2 1
( ) ( )
( , ) ( ( ) ( ))
x x
x x
f x y dy M dy M x x M S
ϕ ϕ
ϕ ϕ
≤ ⋅ = ⋅ ϕ − ϕ = ⋅∫ ∫              (3) 
2 2
1 1
( ) ( )
2 1
( ) ( )
( , ) ( ( ) ( ))
x x
x x
f x y dy mdy m x x m S
ϕ ϕ
ϕ ϕ
≥ = ϕ − ϕ = ⋅∫ ∫                   (4) 
 Из неравенств (3) и (4) следует, что 
Dm S I M S⋅ ≤ ≤ ⋅ . 
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Свойство 3. (теорема о среднем). Повторный интеграл  DI   от не-
прерывной функции  f(x,y) по области  D  с площадью  S  равен произведе-
нию площади  S  на значение функции в некоторой точке  P области  D, т.е. 
( )DI f P S= ⋅                                                  (5) 
Доказательство. Так как  f(x,y)  непрерывна в области  D, то она принима-
ет наибольшее  (M)  и наименьшее  (m)  значения в  D, а, следовательно, 
имеет место неравенство  ( , )m f x y M≤ ≤ . 
 В силу свойства 2 имеем 
Dm S I M S⋅ ≤ ≤ ⋅  
 Так как  S > 0, то из последнего неравенства имеем 
DIm M
S
≤ ≤ . 
 Число  D
I
S
 заключено между наибольшим и наименьшим значения-
ми функции  f(x,y), а в силу непрерывности функции  f(x,y)  в области  D 
она принимает в некоторой точке  P D∈   значение, равное числу  1 DIS
⋅ , 
т.е. имеет место равенство 
1 ( )DI f PS ⋅ = . 
 Откуда  ( )DI f P S= ⋅ . 
 Что и требовалось доказать. 
 
§ 3. Вычисление двойного интеграла 
 
Теорема. Двойной интеграл от непрерывной функции  f(x,y) по пра-
вильной области  D  равен повторному интегралу от данной функции по 
области  D, т.е. 
2
1
( )
( )
( , ) ( , )
xb
D a x
f x y dxdy f x y dy dx
ϕ
ϕ
 
 =
 
 
∫∫ ∫ ∫                               (1) 
Доказательство. Область  D  прямыми, параллельными осям коор-
динат, разбиваем на  n  правильных областей (прямоугольников), площади 
которых равны соответственно  1 2, ,... nS S S∆ ∆ ∆ . 
 Для каждой из этих областей справедлива теорема о среднем (свойство 3) 
1 21 1 D 2 2( ) ,  I ( ) ... ( )nD D n nI f P S f P S I f P S= ⋅ ∆ − ⋅ ∆ = ⋅ ∆ . 
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 В силу свойства 1 для повторного интеграла имеем 
1 2
1
... ( )
n
n
D D D D i i
i
I I I I f P S
=
= + + + = ⋅ ∆∑ .                         (2) 
 В правой части равенства (2) стоит интегральная сумма для функции 
f(x,y)  по области  D, предел этой суммы при    (max 0)in S→ ∞ ∆ →  суще-
ствует и равен двойному интегралу от функции  f(x,y) по области  D. Вели-
чина повторного интеграла  DI , стоящего в левой части равенства  (2), не 
зависит от  n. Поэтому, переходя к пределу в равенстве (2), получим 
max 0 1
lim ( ) ( , )
i
n
D i iS i D
n
I f P S f x y dxdy
∆ →
=
→∞
= ∆ =∑ ∫∫  
или 
( , )D
D
I f x y dxdy= ∫∫ . 
 Таким образом, имеем 
2
1
( )
( )
( , ) ( , )
xb
D a x
f x y dxdy f x y dy dx
ϕ
ϕ
 
 =
 
 
∫∫ ∫ ∫ . 
 Что и требовалось доказать. 
Замечание 1. Для случая, когда  ( , ) 0f x y ≥   формула  (1)  имеет сле-
дующее геометрическое истолкование. 
 Пусть существует тело, ограниченное поверхностью ( , )z f x y= , 
плоскостью 0z =  и цилиндрической поверхностью, образующие которой 
параллельны оси  Oz, а направляющей служит граница области  D (рис. 1). 
Объем данного тела равняется двойному интегралу от функции  f(x,y) 
по области  D: 
∫∫=
D
dxdyyxfV ),(                                              (3) 
 Вычислим объем данного тела по площадям поперечных сечений. 
Проведем плоскость  const  ( )x a x b= < < , рассекающую данное тело. Дан-
ные плоскости параллельны координатной плоскости  ZOY. Находим пло-
щадь плоской фигуры  S(x), получающейся в сечении  constx = . 
Эта фигура – криволинейная трапеция, ограниченная линиями  
1 2( , )  ( const),  0,  ( ),  ( )z f x y x z y x y x= − = = ϕ = ϕ , площадь которой выразим 
с помощью интеграла 
2
1
( )
( )
( ) ( , )
x
x
S x f x y dy
ϕ
ϕ
= ∫ .                                          (4) 
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Тогда объем искомого тела 
2
1
( )
( )
( , )
xb
a x
V f x y dy dx
ϕ
ϕ
 
 =
 
 
∫ ∫ .                                       (5) 
 Вычислим объем этого же тела по площадям поперечных сечений, 
проводя плоскости  const ( )y c y d= < < . Эти плоскости параллельны коор-
динатной плоскости  ZOX. Находим площадь плоской фигуры  S(y), полу-
чающаяся в сечении  consty = . Эта фигура – криволинейная трапеция, ог-
раниченная линиями  ( , )  ( const),z f x y y= −  z = 0, 1( )x y= ψ , 2 ( )x y= ψ , 
площадь которой выразим с помощью интеграла 
2
1
( )
( )
( ) ( , )
y
y
S y f x y dx
ψ
ψ
= ∫ .                                         (6) 
 Тогда объем данного тела 
2
1
( )
( )
( , )
yd
c y
V f x y dx dy
ψ
ψ
 
 =
 
 
∫ ∫ .                                      (7) 
В формулах  (3), (5)  и  (7)  левые части равны, следовательно, равны 
правые, т.е. 
2 2
1 1
( ) ( )
( ) ( )
( , ) ( , ) ( , )
j x yb d
D a j x c y
f x y dxdy f x y dy dx f x y dx dy
ψ
ψ
   
   = =
   
   
∫∫ ∫ ∫ ∫ ∫ .          (8) 
                           z 
 
                                                                     y 
                                                                                              ( , )z f x y=  
 
 
                                                                        S(x) 
                                                                                2 ( )y x= ϕ  
                                                                              
                                                                          1( )y x= ϕ  
 
                           О                            a    x                 b                               x 
 
 
Рис. 1 
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Таким образом, вычисление двойного интеграла по области  D  сво-
дится к вычислению повторного интеграла по формулам 
2
1
( )
( )
( , ) ( , )
xb
D a x
f x y dxdy f x y dy dx
ϕ
ϕ
 
 =
 
 
∫∫ ∫ ∫ ,                           (9) 
2
1
( )
( )
( , ) ( , )
yd
D c y
f x y dxdy f x y dx dy
ψ
ψ
 
 =
 
 
∫∫ ∫ ∫ .                        (10) 
Обратите внимание (формула  (9)): 
1. Пределы внешнего интеграла по  x  в формуле (9) – это наимень-
шее и наибольшее значения  x во всей области  D, т.е. крайние 
точки проекции области  D на ось  Ox; 
2. Пределы внутреннего интеграла по  y – это правые части уравне-
ний линий входа и выхода, разрешенных относительно  y; 
3. Сначала вычисляется внутренний интеграл по  y 
2
1
( )
( )
( , )
x
x
f x y dy
ϕ
ϕ
∫ , 
в котором  x  считается постоянным. 
Обратите внимание (формула (10)): 
1. Пределы внешнего интеграла по  y  в формуле (10) – это наименьшее 
и наибольшее значения  y  во всей области  D, т.е. крайние точки 
проекции области  D  на ось  Oy; 
                     z 
 
 
                                                            y 
 
                                                    c                           S(x) 
                                                             1( )x y= ψ  
                                                                                          2 ( )x y= ψ  
                                          d 
 
 
                                                                                                                x 
                     О                                                            
 
 312 
2. Пределы внутреннего интеграла по  x – это правые части уравнений 
линий входа и выхода, разрешенных относительно  x; 
3. Сначала вычисляется внутренний интеграл по  x 
2
1
( )
( )
( , )
y
y
f x y dx
ψ
ψ
∫ , 
в котором  y  считается постоянным. 
Обратите внимание (формула (8)): 
1. При переходе от двойного интеграла к повторным у внешнего инте-
грала пределы интегрирования всегда постоянные числа; 
2. Если внешний интеграл вычисляем по  x, то у внутреннего интеграла 
пределы интегрирования зависят только от  x (могут быть и постоян-
ными числами); 
3. Если внешний интеграл вычисляем по  y,  то у внешнего интеграла 
пределы интегрирования зависят только от  y (могут быть и постоян-
ными числами). 
Замечание 2. Если область  D  не является правильной ни в направ-
лении оси  Ox, ни в направлении оси  Oy, то для вычисления двойного ин-
теграла по такой области требуется, прежде всего, разбить ее на правиль-
ные области и интеграл по области  D заменить суммой интегралов по со-
ответствующим областям. 
Изменение порядка интегрирования. 
1. Пусть требуется изменить порядок интегрирования в повторном 
интеграле 
2
1
( )
( )
( , )
xb
D
a x
I f x y dy dx
ϕ
ϕ
 
 =
 
 
∫ ∫ . 
Для решения данной задачи сначала восстановим область интегриро-
вания  D  по известным пределам данного повторного интеграла. 
Имеем  D: x = a, x = b, 1( )y x= ϕ , 2 ( )y x= ϕ . 
Построим графики этих функций (линий) и определим область  D. 
Спроектируем область  D  на ось  Oy, найдем уравнения прямых  y = c  и  
y = d, ограничивающих снизу и сверху полосу, в которой расположена об-
ласть  D. Затем проводим лучи, параллельные оси  Ox  и одинаково с ней 
направленные, и находим левую границу области  D: 1( )x y= ψ   и правую – 
2 ( )x y= ψ . Если какая-либо из этих границ области  D состоит из двух или 
большего числа линий, заданных различными уравнениями, то область D 
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разбиваем на части, а интеграл – на сумму интегралов по этим частям. За-
тем применяем формулу 
2 2
1 1
( ) ( )
( ) ( )
( , ) ( , )
x yb d
D
a x c y
I f x y dy dx f x y dx dy
ϕ ψ
ϕ ψ
   
   = =
   
   
∫ ∫ ∫ ∫ . 
2. Пусть требуется изменить порядок интегрирования в повторном 
интеграле 
2
1
( )
( )
( , )
yd
D
c y
I f x y dx dy
ψ
ψ
 
 =
 
 
∫ ∫ . 
 Записав уравнения границ области  D: y = c, y = d, 1( )x y= ψ , 
2 ( )x y= ψ , строим эту область. Спроектировав эту область  D  на ось  Ox, 
находим уравнения прямых  x = a  и  x = b, ограничивающих слева и спра-
ва полосу, в которой расположена область D. Проводим лучи, параллель-
ные оси Oy и одинаково с ней направленные, тем самым устанавливаем 
линии входа и выхода для области D: 1( )y x= ϕ   и  2 ( )y x= ϕ . Затем приме-
няем формулу 
2 2
1 1
( ) ( )
( ) ( )
( , ) ( , )
y xd b
D
c y a x
I f x y dx dy f x y dy dx
ψ ϕ
ψ ϕ
   
   = =
   
   
∫ ∫ ∫ ∫ . 
Пример 1. В двойном интеграле  ( , )
D
f x y dxdy∫∫  расставить пределы 
интегрирования (двумя способами) по области D: y = 0, y = x, y + x = 2. 
Решение. Запишем уравнения границ области  D  и построим данную об-
ласть на плоскости 
 
  
                          y 
 
                                                                  y = x 
 
 1                          B 
 
 
 
 
                                                    C 
  0                         1                      2                    x 
                                                           x + y = 2 
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 Тогда имеем 
2 21 1
0 0
1 2 2
0 0 1 0
( , ) ( , ) ( , )
( , ) ( , ) ( , )
y y
D y y
x x
D
f x y dxdy f x y dx dy dy f x y dx
f x y dxdy dx f x y dy dx f x y dy
− −
−
 
= = 
 
 
= +
∫∫ ∫ ∫ ∫ ∫
∫∫ ∫ ∫ ∫ ∫
 
Пример 2. В двойном интеграле  ∫∫
D
dxdy
y
x
2
2
  расставить пределы ин-
тегрирования (двумя способами) по области  D: y = x, xy = 1, x = 2  и вы-
числить данный интеграл. 
Решение. Строим  область  D  на плоскости  
 
 
Тогда имеем координаты точек пересечения: 
)
2
1
;2( ),2;2( ),2;1( ),1;1( 12 BBBA . 
Перейдем от двойного интеграла к повторному, выбирая внешний 
интеграл по  x (т.е.  x  меняется в постоянных пределах), а внутренний – по  y, 
т.е. переходим к интегралу вида 
2
2
xdx dy
y∫ ∫
. 
 Для определения пределов интегрирования (внешний интеграл) по  x 
(постоянные пределы интегрирования) спроектируем область  D на ось  
Ox. В результате получим, что  [ ]2;1∈x , т.е. x = 1  и  x = 2. 
 Для определения пределов интегрирования по  y  проведем лучи, па-
раллельные оси  Oy и одинаково с ней направленные. Эти лучи будут вхо-
                 y 
                                                                      y = x 
                                                                 1B  
 
                                                    1D  
                                     A                         2B  
                                                 2D                     
                                                                 B      1y
x
=  
                                      1                       2                                x 
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дить в область  D на дуге АВ (уравнение  
x
y 1= )  и выходить на отрезке  
1AB  (уравнение  y = x), т.е. нижний предел  
x
y 1= , верхний предел –  y = x  
при интегрировании по  y. 
 Тогда получим 
∫ ∫∫∫∫∫










==
2
1 1
2
2
1
2
22
1
2
2
dxdy
y
xdy
y
xdxdxdy
y
x x
x
x
x
D
. 
 Перейдем от двойного интеграла к повторному в другом порядке, 
взяв внешний интеграл по  y, а внутренний – по  x. Для определения преде-
лов интегрирования по  x, проведем лучи, параллельные оси  Ox и одина-
ково с ней направленные. Линией выхода таких лучей является отрезок 
1BB  на прямой  x = 2, а линией входа является кривая  1BAB , которая со-
стоит из линий  ВА (уравнение 
y
x
1
= ) и  1AB  (уравнение  x = y), имеющих 
разные уравнения. Поэтому область D разбиваем на две области  1D   и  2D  
прямой, параллельной оси  Ox и проходящей через точку  А (где меняется 
уравнение кривой  1BAB ), а исходный интеграл – на сумму двух интегралов: 
dxdy
y
xdxdy
y
xdxdy
y
x
DDD
∫∫∫∫∫∫ +=
21
2
2
2
2
2
2
. 
Для первого интеграла линией входа в направлении оси Ox является 
дуга АВ гиперболы (уравнение  
y
x
1
= ), а линией выхода является отрезок  
2BB  прямой  x = 2. Верхним пределом интегрирования по  x будет x = 2, а 
нижний – 
y
x
1
= . Чтобы найти пределы интегрирования для внешнего ин-
теграла по y, спроектируем область  1D   на ось Oy  и получим отрезок  



 1;
2
1
, т.е. нижний предел по  y  будет 
2
1
, верхний 1. 
 Следовательно, имеем 
∫ ∫∫∫∫∫












==
1
2
1
2
1
2
22
1
2
21
2
1
2
2
1
dydx
y
xdx
y
xdydxdy
y
x
yy
D
. 
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Поступая аналогично, для второго интеграла по области 2D  получим 
∫∫∫∫ =
2
1
2
22
1
2
2
2
y
D
dx
y
xdydxdy
y
x
. 
Тогда исходный интеграл имеет вид 
∫∫∫∫∫∫ +=
2
2
22
1
2
1
2
21
2
1
2
2
y
y
D
dx
y
xdydx
y
xdydxdy
y
x
. 
Для вычисления интеграла выбираем порядок интегрирования, при 
котором нет надобности разбивать область интегрирования на части, т.е. 
воспользуемся формулой 
∫∫∫∫ ==
x
x
D
D dyy
xdxdxdyyxfI
1
2
22
1
),( . 
 Вычисление интеграла  DI   начинаем с нахождения внутреннего ин-
теграла, где интегрирование ведется по  y, а x считаем постоянной. 
2 2 2 2
2 2 2 3
2 111 1 1 1
1 1 9( ) .
4
xx
D
xx
dyI x dx x dx x x dx x x dx
y xy
   
= = − = − + = − =  
  
∫ ∫ ∫ ∫ ∫  
Пример 3. Изменить порядок интегрирования в повторном интеграле 
∫∫
+
=
29
4
5
4
0
),(
y
y
D dxyxfdyI . 
Решение. Запишем уравнения границ области интегрирования: y = 0, 
y = 4, 25 ,   9
4
x y x y= = +   и построим эти линии. Уравнение  29 yx +=   
определяет гиперболу, т.к. при возведении в квадрат обоих частей уравне-
ния получим 22 9 yx +=   или 922 =− yx  – это уравнение гиперболы. Но 
так как  29 yx ++= , то выбираем только правую ветвь этой гиперболы. 
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Решая систему уравнений 




+=
=
29
4
5
yx
yx
 найдем координаты точки  А(5;4). 
Таким образом, наименьшее значение  x  для рассматриваемой об-
ласти равно 0, наибольшее – x = 5.  
Установим нижнюю и верхнюю границы области  D. Для этого про-
ведем лучи, параллельные оси Oy и одинаково с ней направленные. Линия 
выхода таких лучей состоит из отрезка ОА прямой (уравнение  xy
5
4
= ), а 
линия входа состоит из отрезка ОВ оси  Ox (уравнение y = 0) и дуги ВА ги-
перболы (уравнение  92 −= xy . 
 
 Поэтому область  D разобьем прямой, параллельной оси Oy и прохо-
дящей через точку  B, на две области и расставим пределы интегрирования 
по каждой из областей. Для этого определим уравнения линий входа и вы-
хода, запишем выражение  y через  x: xy
5
4
= ;  92 −+= xy  (взят знак «+», 
потому что рассматривается верхняя ветвь гиперболы  0≥y ). Тогда имеем 
∫∫∫∫∫∫
−
+
+=
x
x
xy
y
dyyxfdxdyyxfdxdxyxfdy
5
4
9
5
3
5
4
0
3
0
9
4
5
4
0 2
2
),(),(),( . 
y 
4                                           A  
 
                            2D         
2 9y x= −    
 
     
4
5
y x=  
 
                           1D   B                                                 x 
                                3              5 
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Пример 4. В двойном интеграле расставить пределы интегрирования 
в том и другом порядке по области  D и вычислить данный интеграл: 
4.1. xyeyyyDdxdye x
D
x
====∫∫   ,  ,2 ,1:           ; 
4.2. )0(  2  ,  ,0:          23 ≥−===∫∫ xxyxyxDdxdyx
D
; 
4.3. 1  ,  ,1  ,0:       )2( 2 −====+∫∫ xyxyyyDdxdyxyx
D
. 
Решение.  
4.1. Построим область интегрирования и расставим пределы интег-
рирования. 
 
 
 
Тогда имеем  
ln 2 1 2 2 2 2
2
0 1 ln 2 1 1 1 ln
3
2
x ye
x x x x x
D x y
e dxdy dx e dy dx e dy dx e dy dy e dx e e= + + = = − −∫∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫ . 
4.2. 
221 2 1 2
3 3 3 3
0 0 1 0 0
2
15
yy x
D x
x dxdy dy x dx dy x dx dx x dy
−
−
= + = =∫∫ ∫ ∫ ∫ ∫ ∫ ∫ ; 
4.3. 
1 2 1
2 2 2
0 0 1 1
( 2 ) ( 2 ) ( 2 )
x
D x
x xy dxdy dx x xy dy dx x xy dy
−
+ = + + + =∫∫ ∫ ∫ ∫ ∫   
11
2
0
7( 2 )
3
y
y
dy x xy dx
+
= + =∫ ∫ . 
y 
2    xy e=  
              E         N                  C 
 
 
 
    A          M     B 
 
              y = x 
                                                                     x 
                        1                 2 
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Пример 5. В повторном интеграле  
2
23
0 2
( , )
x
D
x
I dx f x y dy
−
= ∫ ∫   поменять 
порядок интегрирования. 
Решение. Для решения данной задачи требуется: 
а) восстановить область интегрирования  D, исходя из границ по-
вторного интеграла  DI ; 
б) записать  DI  с постоянными пределами по  y и переменными по  x. 
Границы области  D: 20,   ,   2 ,   2
3
x x y x y x= = = = − . 
Строим область интегрирования 
 
 
 
Тогда имеем 
2 4
22 23 3 2
40 2 0 0 0
3
( , ) ( , ) ( , )
y
yx
D
x
I dx f x y dy dy f x y dx dy f x y dx
−
−
= = +∫ ∫ ∫ ∫ ∫ ∫ . 
Пример 6. Поменять порядок интегрирования. 
6.1. 
2
2 2
6
1
4
( , )
x
x
dx f x y dy
−
−
−
∫ ∫ ;               6.2. 
9 3 3
16 4 4
90
16
( , ) ( , )
y
y y
dy f x y dx dy f x y dx+∫ ∫ ∫ ∫ ; 
6.3. 
arcsin1
0 arcsin
( , )
y
y
dy f x y dx
pi−
∫ ∫ . 
 y 
 
  
                            y = 2x 
 
                              
2 4
;
3 3
 
 
 
 
 
                                              y = 2 – x 
 0                                                                           x 
                                          2 
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Решение.   6.1. 
2 1 20 8
1 02 1 2 1
( , ) ( , )
y y
y y
dy f x y dx dy f x y dx
+
−
−
− + − +
+∫ ∫ ∫ ∫ ; 
6.2. 
2
3
4
0
( , )
x
x
dx f x y dy∫ ∫ ;          6.3. 
sin
0 0
( , )
x
dx f x y dy
pi
∫ ∫ . 
Пример 7. Расставить пределы интегрирования в том и другом по-
рядке в двойном интеграле  ( , )
D
f x y dxdy∫∫   для указанных областей  D. 
 7.1. D – прямоугольник с вершинами О(0;0), А(2;0), В(2;1), С(0;1); 
 7.2. D – прямоугольник с вершинами  О(0;0), А(1;0), В(1;1); 
 7.3. D – трапеция с вершинами  О(0;0), А(2;0), В(1;1), С(0;1); 
 7.4. D – параллелограмм с вершинами  А(1;1), В(2;4), С(2;7), D(1;5). 
Решение.  
7.1. 
1 2 2 1
0 0 0 0
( , ) ( , )dy f x y dx dx f x y dy=∫ ∫ ∫ ∫ ; 7.2. 
1 1 1
0 0 0
( , ) ( , )
x
y
dy f x y dx dx f x y dy=∫ ∫ ∫ ∫ ; 
7.3. 
21 1 1 2 2
0 0 0 0 1 0
( , ) ( , ) ( , )
y x
dy f x y dx dx f x y dy dx f x y dy
−
−
= +∫ ∫ ∫ ∫ ∫ ∫ ; 
7.4. 
2
2 2 3 4 5 2 7 23
31 3 2 1 1 4 1 5
2
( , ) ( , ) ( , ) ( , )
y
x
yx
dx f x y dy dy f x y dx dy f x y dx dy f x y dx
+
+
−
−
= + +∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫ . 
 
§ 4. Замена переменных в двойном интеграле 
 
Пусть в плоскости  Ox  задана область  D, ограниченная линией L. 
Пусть координаты  x  и  y  являются функциями новых переменных  u  и  v 
( , )          ( , )x u v y u v= ϕ = ψ                                       (1) 
при этом считаем, что функции  ( , )u vϕ  и  ( , )u vψ  однозначны, непрерывны 
и имеют непрерывные производные в некоторой области  1D . Тогда фор-
мула  (1)  устанавливает взаимнооднозначное соответствие между точками  
( , )x y D∈   и  1( , )u v D∈ . Это означает, что каждой точке  ( , )P x y  на плоско-
сти  Oxy  однозначно соответствует точка  ( , )P u v   на плоскости  Ouv с ко-
ординатами  u   и  v, которые определяются по формуле  (1). 
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Если в плоскости  Oxy  точка опишет замкнутую линию  L, ограни-
чивающую область  D, тогда в плоскости  Ouv  соответствующая точка 
опишет замкнутую линию L′ , ограничивающую область  D′ , при этом ка-
ждой точке  P D∈   будет соответствовать точка  P D′ ′∈ . Таким образом, 
формулы замены переменных (1) взаимнооднозначно отображают область  
D на область D′ .Так как, в общем случае, прямым линиям  constu = , 
constv =  на плоскости  Ouv будут соответствовать кривые на плоскости  
Oxy, поэтому координаты  u  и  v  точки  P  называют криволинейными. 
Область  D′  прямыми  constu = , constv =  разбиваем на прямо-
угольные площадки со сторонами  u∆   и  v∆  (рис. 1), площадь элементар-
ной фигуры  1 2 3 4P P P P
′ ′ ′ ′
   S u v′∆ = ∆ ⋅ ∆ . 
Площадь соответствующей ей элементарной фигуры  1 2 3 4P P P P   на 
плоскости  Oxy обозначим через  S∆  (при этом  S S′∆ ≠ ∆ , вообще говоря). 
Находим величину  S∆  как площадь криволинейного четырехугольника  
1 2 3 4P P P P , координаты вершин которого 
1 1 1 1 1
2 2 2 2 2
3 3 3 3 3
4 4 4 4 4
( , )        ( , )                      ( , )
( , )      ( , )             ( , )
( , )      ( , )     ( , )
( , )      ( , )            
P x y x x u v y y u v
P x y x x u u v y y u u v
P x y x x u u v v y y u u v v
P x y x x u v v y
= =
= + ∆ = + ∆
= + ∆ + ∆ = + ∆ + ∆
= + ∆ ( , )y u v v= + ∆
.             (2) 
При вычислении площади криволинейного четырехугольника 
1 2 3 4P P P P  будем считать, что линии  1 2 2 3 3 4 4 1,  ,  ,  P P P P P P P P  – попарно парал-
лельные прямые, а приращение функции будем заменять соответствующи-
ми дифференциалами (или применять формулу Тейлора), тем самым будем 
пренебрегать бесконечно малыми более высокого порядка по сравнению с 
бесконечно малыми u∆   и  v∆ . Тогда формулы  (2) будут иметь вид 
1 1
2 2
3 3
4
( , )                                          ( , )
( , )                           ( , )
( , )           ( , )
( , )    
x u v y u v
x u v u y u v u
u u
x u v u v y u v u v
u v u v
x u v v
v
= ϕ = ψ
∂ϕ ∂ψ
= ϕ + ⋅ ∆ = ψ + ⋅ ∆
∂ ∂
∂ϕ ∂ϕ ∂ψ ∂ψ
= ϕ + ⋅ ∆ + ⋅ ∆ = ψ + ⋅ ∆ + ⋅ ∆
∂ ∂ ∂ ∂
∂ϕ
= ϕ + ⋅ ∆
∂ 4
                       ( , )y u v v
v
∂ψ
= ψ + ⋅ ∆
∂
     (3) 
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При сделанных допущениях криволинейный четырехугольник рас-
сматриваем как параллелограмм, площадь которого равна удвоенной пло-
щади треугольника  ∆ 1 2 3P P P  и находится  (по формуле из аналитической 
геометрии) 
3 1 3 2 3 2 3 1( )( ) ( )( )
   
,
   
S x x y y x x y y
u v v v u v
u v v v u v
u v u v u v
u v v u u v v u
u v
u v I u v I S
u v
∆ = − − − − − =
∂ϕ ∂ϕ ∂ψ ∂ϕ ∂ψ ∂ψ   
= ∆ + ∆ ⋅ ∆ − ∆ ∆ + ∆ =   ∂ ∂ ∂ ∂ ∂ ∂   
∂ϕ ∂ψ ∂ϕ ∂ψ ∂ϕ ∂ψ ∂ϕ ∂ψ
= ⋅ ∆ ⋅ ∆ − ⋅ ∆ ⋅ ∆ = ⋅ − ⋅ ⋅ ∆ ⋅ ∆ =
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
∂ϕ ∂ϕ
∂ ∂
′= ⋅ ∆ ⋅ ∆ = ⋅ ∆ ⋅ ∆ = ⋅ ∆∂ψ ∂ψ
∂ ∂
 
т.е. имеем 
S I S ′∆ ≈ ⋅ ∆ ,                                               (4) 
где определитель  I  называют функциональным определителем для функ-
ций  ( , )u vϕ   и  ( , )u vψ  или якобианом. 
 Заметим, что равенство  (4) является приближенным, так как при вы-
числении площади  S∆  мы пренебрегали бесконечно малыми высшего по-
рядка. Но чем меньше будут размеры площадок  S∆   и  S ′∆ , тем равенство  
(4) будет точнее, а в пределе при  0S∆ →  ( 0S ′∆ → )  это равенство станет 
совершенно точным, т.е. 
  v 
 
 
 
   v v+ ∆          2P′       3P
′
 
 v                        P′  
                        1P
′
    4P
′
 
                                          D′  
 
                                                            x 
 0                      u     u u+ ∆       
 
 
Рис. 1 
     y                        uu ∆+  
                       u   
                                            3P   
                                 4P     P     2P    
 
                                       1P   
                        D 
 
 
 
 
0                                                          x 
 
Рис. 2 
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0
( 0)
lim
S
S
SI
S∆ →
′∆ →
∆
=
′∆
. 
 Применим полученное равенство к вычислению двойного интеграла. 
Имеем 
1
max 0 max 0
( , ) lim ( ) lim ( )
( , )
n
i i i
n niD S S
D
f x y dxdy f P S f P I S
F u v I dudv
→∞ →∞
=
′∆ → ∆ →
′
′ ′= ⋅ ∆ = ⋅ ⋅ ∆ =
=
∑ ∑∫∫
∫∫
 
или 
( , ) ( , )
D D
f x y dxdy F u v I dudv
′
= ⋅∫∫ ∫∫                          (5) 
 Формула  (5) – формула замены переменных в двойном интеграле. 
Она впервые была получена русским математиком М. В. Остроградским. 
 Суть формулы (5) замены переменных в двойном интеграле состоит 
в следующем: интеграл, стоящий в правой части равенства «проще» как по 
виду функции, так и по области интегрирования. 
Пример 1. Вычислить интеграл  (2 )D
D
I x y dxdy= −∫∫ , 
:  1,   2,   2 1,   2 3D x y x y x y x y+ = + = − = − = . 
Решение. Построить область  D 
 
 Вычисление данного интеграла DI  по области  D сведется к вычисле-
нию трех двойных интегралов. Для упрощения работы, связанной с вычисле-
нием данного интеграла перейдем к новым переменным следующим образом 



=−
=+
vyx
uyx
2
 
     y 
 
                           2x – y = 1 
 
                                           2x – y = 3 
                          B 
 
                          D 
              A                        C 
 
      0                                                                х 
                             Р                        x + y = 2 
                                        x + y = 1 
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 Тогда прямые  x + y = 1 и  x + y = 2  в системе координат  Oxy  преоб-
разуются в прямые  u = 1  и  u = 2  в  системе координат  Ouv, а прямые  2x 
– y = 1  и  2x – y = 3  в прямые  v = 1  и  v = 3. Параллелограмм  D  преобра-
зуется в прямоугольник  1D  со сторонами, параллельными координатным 
осям  v  и  u. 
 
 
Решая систему уравнений  
2
x y u
x y v
+ =

− =
  относительно  u и  v, получим 
3
2
3
u v
x
u vy
+
=
−
=
 
 Вычислим якобиан данного преобразования 
1 2
13 3( , )
1 1 3
3 3
I u v = = −
−
. 
 Так как  ( , ) 0I u v ≠ , то выбранное преобразование области D в об-
ласть  1D  взаимнооднозначно, а функция  ( , ) 2f x y x y= − , как функция от 
u  и  v  
2 2 2 2 2( , ) 2
3 3 3 3 3 3
u v u vF u v u v u v+ −= ⋅ − = + − + = ,  непрерывна вме-
сте со своими частными производными в области  1D . 
 Следовательно, имеем: 
1 1
2 3
1 1
1 1 4(2 )
3 3 3D D D
x y dxdy v I dudv vdvdu du vdv− = ⋅ = = =∫∫ ∫∫ ∫∫ ∫ ∫ . 
 Итак  
4
3D
I = . 
  v 
 
 
 3 
 
                             1D  
 1 
 
                                                                u 
  0           1          2  
 
 325 
§ 5. Двойной интеграл в полярных координатах 
 
Пусть требуется вычислить двойной интеграл 
( , )D
D
I f x y dxdy= ∫∫                                             (1) 
с помощью перехода к полярной системе координат: сделаем замену пере-
менных по формулам перехода от прямоугольной системы координат к 
полярной  cos ,   sinx r y r= ϕ = ϕ . 
 В этом случае подынтегральная функция будет зависеть от  r  и  ϕ : 
( , ) ( cos , sin ) ( , )f x y f r r f r= ϕ ϕ = ϕ . 
 Если область  D  такова, что любой луч, выходящий из начала коор-
динат и проходящий через внутреннюю точку области, пересекает границу  
D  не более, чем в двух точках, то такую область ( 1 2( ),  ( )r r r r= ϕ = ϕ , где  
1 2( ) ( ),  r rϕ ≤ ϕ α ≤ ϕ ≤ β ) называют правильной применительно к полярной 
системе координат. Если  D  об-
ласть правильная применительно к 
полярной системе координат, то 
вычисление двойного интеграла 
сводится к вычислению повторно-
го интеграла по переменным  r  и  
ϕ . Для расстановки пределов ин-
тегрирования из полюса проводят 
ограничивающие лучи ϕ = α  и  
ϕ = β , определяют уравнения вхо-
да в область  (АМВ) – 1( )r r= ϕ   и 
выхода из нее  (АКВ) – 2 ( )r r= ϕ . 
Тогда 1 2,   ( ) ( )r r rα ≤ ϕ ≤ β ϕ ≤ ≤ ϕ  
(рис. 1). 
 Обычно внешний интеграл вычисляется по переменной  ϕ , а внут-
ренний – по r. 
 В силу изложенного выше имеет место следующая формула вычис-
ления двойного интеграла в полярных координатах 
2
1
( )
( )
( , ) ( cos , sin )
r
D r
f x y dxdy d f r r rdr
ϕβ
α ϕ
= ϕ ϕ ϕ∫∫ ∫ ∫ ,                       (2) 
так как 
     y 
 
 
                         B                    
                                              K 
                         1( )r r= ϕ  
                                               2 ( )r r= ϕ  
                 β                          A 
                        α  
     0                                                              x 
  
 
Рис. 1 
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2 2cos cos sin( , ) cos sin
sin sin cos( , )
x r rD x yI r r r r
y r rD r
= ϕ ϕ − ϕ
= = = = ϕ + ϕ = =
= ϕ ϕ ϕϕ
 
 Отметим, что если кривая  1( )r r= ϕ  превращается в точку (полюс) 
(рис. 2), тогда  1( ) 0r ϕ =   и формула  (2)  запишется в виде 
( )
0
( , ) ( cos , sin )
r
D
f x y dxdy du f r r rdr
ϕβ
α
= ϕ ϕ∫∫ ∫ ∫ .                       (3) 
Если область  D охватывает начало координат и любой полярный ра-
диус пересекает ее границу в одной точке  (рис. 3), тогда 
( )2
0 0
( , ) ( cos , sin )
r
D
f x y dxdy d f r r rdr
ϕpi
= ϕ ϕ ϕ∫∫ ∫ ∫ ,                       (4) 
где  ( )r r= ϕ  – полярное уравнение кривой, ограничивающей область  D. 
 Переход в двойном интеграле к полярным координатам удобно ис-
пользовать в тех случаях, когда подынтегральная функция содержит сумму 
2 2x y+ , а граница области  D  содержит дуги окружностей и лучи, выхо-
дящие из начала координат. 
 
 
 
Рис. 2 Рис. 3 
 
Пример 1. В двойном интеграле  ∫∫=
D
D dxdyyxfI ),(   перейти к по-
лярным координатам, если область  D  ограничена линиями: 122 =+ yx ,  
2522 =+ yx ,  y = 0,  xy 3= ,  0≥x .  
Решение. Уравнение 122 =+ yx  – окружность с центром в точке  O(0;0)  
радиуса 1. Уравнение  2522 =+ yx   также определяет окружность с цен-
 
 
                            ( )r r= ϕ  
 
      D 
               0                              P 
 
 
 
 
                            ( )r r= ϕ  
 
                      D 
 
 
                  β  
                             α  
 
  0                                                P 
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тром в точке  O(0;0)  радиуса 5. 
Уравнения  y = 0  и  xy 3=  явля-
ются уравнениями прямых. Учиты-
вая условие  0≥x ,  получим об-
ласть D (рис. 4). 
 Уравнение окружностей в 
полярных координатах имеют вид 
)1(   1 22 =+= yxr  
и  2 25   ( 25)r x y= + = . 
 Тангенс угла наклона прямой  
xy 3=   к оси  Ox  равен  3 , т.е. 
tg 3ϕ = , 
3
piϕ = ; прямой  y = 0 со-
ответствует угол  0ϕ = . Тогда имеем 
53
0 1
( , ) ( cos , sin )
D
f x y dxdy d f r r rdr
pi
= ϕ ϕ ϕ∫∫ ∫ ∫ . 
Пример 2. В двойном интеграле  ( , )D
D
I f x y dxdy= ∫∫   расставить пределы 
интегрирования, если: 
1. D ограничена линиями: 2 2 4 ,     x y x y x+ ≤ ≥ ; 
2. D ограничена линиями: 2 2 2 2 2,   2 0,   0x y R x y Ry x+ ≤ + − ≤ ≥ . 
 
 y 
 
 
 
 2 
 
                          D 
 
                     2              4     x 
 
2
pi
ϕ =  
Рис. 5 
4
pi
ϕ =  
                       y 
 
 
 
 
 
 
 
                             2D      
                                             A 
                                  1D  
                       0                              x 
 
 
Рис. 6 
 y 
 
 
 
     
3
pi
ϕ =  
                                            5r =  
                                D 
             1r =            0ϕ =  
                                                            x 
 
 
Рис. 4 
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Решение. 1. Уравнение  2 2 4x y x+ =   или  2 2( 2) 4x y− + =   в полярных 
координатах имеет вид  4cosr = ϕ , прямая  y = x  дает  
4
piϕ = . Тогда об-
ласть  D  имеет вид (рис. 5). 
4 cos2
0
4
( , ) ( cos , sin )
D
f x y dxdy d f r r rdr
pi
ϕ
pi
= ϕ ϕ ϕ∫∫ ∫ ∫ . 
2. Строим область интегрирования и записываем соответствующий 
интеграл. 
Имея уравнения границ области  
2 2 2 2 2 2
,   ( ) ,   0,   0x y R x y R R x x+ = + − = = ≥ , 
получим область  D, изображенную на рис. 6. Для этой области  D  ϕ   меня-
ется от  0 до  
2
pi
. Чтобы установить границы изменения радиуса, будем про-
водить лучи из начала координат и получим, что луч входит в область D  
при r = 0, а точка выхода луча лежит или на окружности  2 2 2 0x y Ry+ − = , 
или на окружности  2 2 2x y R+ =  (в зависимости от угла наклона луча к оси 
Ox). Поэтому область  D  разбиваем отрезком  ОА на две области  1D   и  
2D . Запишем уравнение окружности в полярной системе координат 
2 2 2x y Ry+ =   2 sinr R= ϕ   и  2 2 2x y R+ = ,  получим  r = R. Тогда поляр-
ные координаты точки  А (точки пересечения окружностей) – это решение 
системы 
2 sinr R
r R
= ϕ

=
            ,
6
A Rpi =  
 
 
Для области  1D   угол меняется от  0  до  6
pi
, а для области  D2 – от  6
pi
  
до  
2
pi
. Проводя луч, пересекающий область  1D , получим, что он входит в 
область при  0r = , а выходит – при  2 sinr R= ϕ . Для области  D2  луч, про-
веденный из полюса, входит в эту область при  r = 0  и выходит – при  r = R. 
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 Следовательно 
2 sin6 2
0 0 0
6
( , ) ( cos , sin ) ( cos , sin )
R R
D
f x y dxdy d f r r rdr d f r r rdr
pi pi
ϕ
pi
= ϕ ϕ ϕ + ϕ ϕ ϕ∫∫ ∫ ∫ ∫ ∫ . 
Пример 3. Вычислить двойной интеграл  
2 2
2 2
1
1D D
x yI dxdy
x y
− −
=
+ +
∫∫ , 
где  D – верхний полукруг 2 2 1x y+ ≤ . 
Решение. Перейдем к полярной системе координат cos ,  sinx r y r= ϕ = ϕ . 
Тогда  2 2 2x y r+ = , а  
2 2 2
2 2 2
1 1
;   
1 1
x y r I r
x y r
− − −
= =
+ + +
. 
Тогда искомый интеграл будет иметь вид (рис. 7) 
2 21
2 2
0 0
1 1 ( 2)
1 1D D
r rI rddrd d rdr
r r
pi
− −
= ϕ = ϕ = pi pi −
+ +
∫∫ ∫ ∫ . 
 
Пример 4. Вычислить двойной интеграл  ∫∫
+
=
D
D yx
dxdyI 222 )(
, 
где область D ограничена окружностями xyxxyx 8  ,4 2222 =+=+   и пря-
мыми  y = x  и  y = 2x. 
Решение. Область  D  имеет вид (рис. 8) 
Перейдем к полярным координатам  cos ,   sinx r y r= ϕ = ϕ . Тогда по-
дынтегральная функция будет равна  4( , )f x y r−= . Криволинейные участки 
границы области задаются  уравнениями: 
                                        y 
 
 
 
 
                                                      R = 1 
 
                                               ϕ   
                                        0                                                        x 
       Рис. 7 
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2 2 2 2cos sin 4 cosr r rϕ + ϕ = ϕ   или  4cosr = ϕ  
2 2 2 2cos sin 8 cosr r rϕ + ϕ = ϕ   или   8cosr = ϕ , 
а прямолинейные участки уравнениями: 
sin cosr rϕ = ϕ   или   tg 1ϕ = , откуда  
4
piϕ =  
sin 2 cosr rϕ = ϕ   или   tg 2ϕ = , откуда  arctg2ϕ = . 
 
 
 
 Таким образом, угол  ϕ   изменяется в постоянных пределах от  
4
pi
  до  
arctg2 . Для определения пределов изменения  r  пересекаем область  D лу-
чом, исходящим из полюса. При входе в область  4cosr = ϕ , а выход из об-
ласти 8cosr = ϕ . Значит 4cosr = ϕ  – нижний предел интегрирования, а 
8cosr = ϕ  – верхний предел интегрирования, якобиан  I r= . Тогда 
arctg2 8 cos
4
4 cos
4
3
128
I d r rdr
ϕ
−
pi ϕ
= ϕ =∫ ∫ . 
Пример 5. При какой замене переменных область  D, ограниченная 
линиями  1,  2,  1 0,  1 0 ( 0, 0)xy xy x y x y x y= = − + = − − = > >   перейдет в 
прямоугольник  1D , стороны которого параллельны координатным осям. 
                           y 
                                          y = 2x 
                                                             y = x 
              
 
                  
                                                                                  
2 2 8x y x+ =  
 
                                                           4                       8           x 
                                                     
                                                       
2 2 4x y x+ =  
 
 
 
Рис. 8 
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Решение. Построим область  D (рис. 9). 
Пусть новые переменные будут  u  и  v. В системе координат  uOv  по ус-
ловию задачи будет прямоугольник  (P), который должен быть ограничен 
прямыми, параллельными координатным осям:  1uu = , 2uu = , 1vv =   и  
2vv = . Из уравнений линий, задающих границы области D  имеем:  
1,   2,   1,   1xy xy x y x y= = − = − − = . 
 
  Полагая  yxvxyu −==   ,   получим искомое преобразование, а 
прямоугольник  (P)  будет ограничен прямыми  1  ,1  ,2  ,1 =−=== vvuu  
(рис. 10). 
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2
y
x
=  
 
 
 
 
                                                                 
1
y
x
=  
                 –1              0                 1                                       x 
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Рис. 9 
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§ 6. Приложения двойного интеграла 
 
6.1. Вычисление площадей плоских фигур 
 
Площадь S плоской области D, расположенной на плоскости  XOY  
вычисляется в декартовых координатах по формуле 
( , )
D
S f x y dxdy= ∫∫ , 
а в полярных координатах по формуле 
D
S rdrd= ϕ∫∫ . 
Пример 1. Вычислить площадь плоской фигуры, ограниченной ли-
ниями: 2 210 25,  6 9y x y x= + = − +  (рис. 1). 
Решение. Для построения области  D преобразуем уравнения границ, за-
писав их в  виде 
2
2,5
10
y
x = −   и   
2 3
6 2
y
x = − + . 
 Каждое из этих уравнений определяет параболу с осью симметрии Ox. 
 
                                              y 
 
                              B              15        
 
                                               3 
 
2 10 25y x= +  
                                                         
2 9 6y x= −  
         –2,5              –1        0               3
2
                          x 
 
 
 
                                               –3 
                                              – 15    
                                 A      
 
 
Рис. 1 
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Решая систему уравнений  



+−=
+=
96
2510
2
2
xy
xy
  определяем координаты 
точек  )15;1( −−A   и  )15;1(−B . 
 Отметим, что внешние пределы интегрирования удобнее взять по  y, 
так как в противном случае область интегрирования нужно разбивать на 
две части и соответственно вычислять два интеграла. Учитывая симмет-
рию области  D  относительно оси  Ox , получим 
15
3
162
2
3
6
5,2
10
15
0
2
2
=== ∫∫∫∫
+−
−
y
yD
dxdydxdyS . 
Пример 2. Вычислить площадь плоской фигуры, заданной неравен-
ствами: 2 2 2 24 ,   8 ,   x y y x y y y x+ ≥ + ≤ ≥ − . 
Решение. Данная фигура имеет границы, заданные уравнениями окружно-
стей и лучом, выходящим из начала координат, но для вычисления площа-
ди целесообразно перейти к полярным координатам (рис. 2) 
 
 Тогда 
3
8sin4
0 4sinD
S rdrd d rdr
pi ϕ
ϕ
= ϕ = ϕ∫∫ ∫ ∫ . 
                                           y 
                                                    8sinr = ϕ  
 
                                    D 
     y = –x 
 
                                               4 
                                      4sinr = ϕ  
                                                 2 
 
 
 0                                                  x 
 
 
 
 
Рис. 2 
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6.2. Вычисление объемов тел 
 
Объем тела, ограниченного сверху поверхностью  ( , )z f x y= , снизу 
областью  D плоскости XOY, а сбоку цилиндрической поверхностью, обра-
зующие которой параллельны оси  Oz (рис. 3, 4), находится по формуле 
( , )
D
V f x y dxdy= ∫∫ . 
 
 
Пример 3. С помощью двойного интеграла вычислить объем тела, 
ограниченного поверхностями: 2x + 3y + z – 6 = 0,  x + 3y = 3, x = 0,  z = 0. 
Решение. Уравнение   
2x +3y + z – 6 = 0 
определяет плоскость, которая 
на координатных осях OX, OY, 
OZ отсекает соответственно от-
резки 3, 2 и 6. Уравнение   
x + 3y = 3 
на плоскости  XOY определяет 
прямую, а в пространстве – 
плоскость, параллельную оси Z. 
Данное тело ограничено сверху 
плоскостью 2x + 3y + z – 6 = 0,  
а снизу – плоскостью z = 0  
(рис. 5). 
                      z 
 
 
                                                  z = f(x,y) 
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 0                                        y 
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Рис. 3 
               z                           z = f(x,y) 
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Рис. 4 
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 Проекция данного тела на плоскость XOY  имеет следующий вид 
(рис. 6). 
 
 
Тогда объем искомого тела  
2
3)326()326(
3
22
3
3
3
0
=−−=−−= ∫∫∫∫
−
−
x
xD
dyyxdxdxdyyxV . 
Пример 4. Вычислить объем тела, ограниченного снизу плоскостью 
XOY, сверху – плоскостью  2 – x – y – 2z = 0, с боков – цилиндрической по-
верхностью 2xy =  и плоскостью y = x. 
Решение. Построим данное тело (рис. 7) 
             y 
            2 
 
                             2x + 2y – 6 = 0 
 
            1 
 
                 x + 3y – 3 = 0 
 
             0                                                 3                   x 
 
 
Рис. 6 
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              1 
 
   2 
  x 
 
Рис. 7 
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Проекция данного тела на плоскость XOY имеет вид (рис. 8) 
 
 
Подынтегральная функция  )2(
2
1),( yxyxf −−= . 
 Тогда объем искомого тела 
120
11)2(
2
1
2
1
0
=−−= ∫∫
x
x
dyyxdxV . 
Пример 5. Оси двух круговых цилиндров с одинаковыми попереч-
ными сечениями пересекаются под прямым углом. Вычислить объем об-
щей части этих цилиндров. 
Решение. Выберем прямоугольную систему координат в пространстве та-
ким образом, чтобы оси цилиндров совпадали с осями OY и OZ, а радиус 
поперечного сечения каждого из цилиндров равен  r. Тогда уравнения ци-
линдрических поверхностей будет иметь вид: 
- 
222
rzx =+  – цилиндрическая поверхность с осью симметрии Oy; 
- 
222
ryx =+  – цилиндрическая поверхность с осью симметрии Oz.  
Построим данное тело (рис. 9). 
На рис. 9 отмечена одна восьмая часть тела, полученного пересече-
нием двух цилиндров. Подынтегральная функция – это уравнение, разре-
шенное относительно  y (уравнение поверхности цилиндра с осью симмет-
рии Oy), т.е. 
22),( xryxf −=  
                            y 
                                        
2y x=   
    
                                                           y = x 
 
 
                            1 
 
 
                          0              1                                 x 
 
 
 
 
Рис. 8 
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Проектируя ее часть, отрезанную второй поверхностью и содержа-
щуюся в первом октанте, получим область интегрирования – это часть кру-
га 222 ryx ≤+ , расположенная в первой четверти плоскости  XOY. Поэто-
му, имеем 
3
0
3
2
0
22
0 3
2
38
1
22
r
x
xrdyxrdxV
rx
x
xrr
=







−=−=
=
=
−
∫∫ . 
 Следовательно  3
3
16
rV = . 
Пример 6. Вычислить объем тела, ограниченного поверхностями  
xzxzxyx 2 , ,422 ===+ . 
Решение. Поверхность 
xyx 422 =+  есть круговой цилиндр 
222 2)2( =+− yx , а  z = x  и  z = 2x – 
плоскости, проходящие через ось OY 
под разными углами наклона к плос-
кости XOY. Данные плоскости пересе-
кают цилиндр, вырезая клинообраз-
ный слой (рис. 10), объем которого 
требуется найти. 
Искомый объем найдем как разность 
объемов двух цилиндрических тел, 
                    z 
 
 
 
 
 
 
 
 
 
                                                                         y 
 
 
 
x 
 
Рис. 9 
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x                 4               2                    0 
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срезанных сверху плоскостями  z = 2x (f(x,y) = 2x)  и  z = x (f(x,y) = x). Тогда  
2 24 4 4 4
0 0 0 0
1 2 4
2
x x x x
V dx xdy dx xdy
− −
= − = pi∫ ∫ ∫ ∫ . 
Значит  8V = pi . 
 
6.3. Вычисление площадей поверхностей 
 
Пример 7. Вычислить площадь той части плоскости 
12236 =++ zyx , которая заключена в первом октанте. 
Решение. Построим поверхность, площадь которой требуется найти (рис. 11). 
 
 
Тогда  14
4
9911
24
0
2
0
22
=++=





+





+= ∫∫∫∫
− x
P
dydxdxdy
dy
dz
dx
dzS . 
Таким образом,  14=S . 
Пример 8. Вычислить площадь части поверхности параболоиды  
222 yxx += , вырезанной цилиндром  22222 )( yxyx −=+ . 
Решение. Построим поверхность, площадь которой требуется вычислить 
(рис. 12). 
Границей проекции вырезанной части на плоскость  XOY будет лем-
ниската. Цилиндр вырезает из параболоида две равные поверхности. Так 
как  2 2
1 ( )
2
z x y= + , то  2 2 2 21 ( ) ( ) 1
P P
S Z x Z y dxdy x y dxdy′ ′= + + = + +∫∫ ∫∫ . 
                       z 
 
                           6 
 
 
 
 
 
 
 0                              4                       y 
 
             2 
 
  x   
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 Переходя к полярным координатам, имеем 
2 2 2cos ;   sin ;   1 1x r y r x y r= ϕ = ϕ + + = +  
уравнение лемнискаты 
2 2 2 2 2 2 2 2 2( cos sin ) cos sinr r r r+ ϕ + ϕ = ϕ − ϕ
 
или 
4 2 cos2 ,        cos2r r r= ϕ = ± ϕ . 
В силу того, что параболоид и цилиндр симметричны относительно 
плоскостей  XOY  и  YOZ, то достаточно вычислить интеграл по одной чет-
верти лемнискаты, расположенной в первой четверти плоскости  XOY. То-
гда будем иметь  
0 ,  0 cos2
4
r
pi≤ ϕ ≤ ≤ ≤ ϕ . 
А искомая площадь  
cos 24
2
0 0
1 20 31
4 36
S d r rdr
pi
ϕ
− pi
= ϕ + =∫ ∫ . 
Таким образом,  
20 3
9
S − pi= . 
 
 
                               z 
 
 
 
 
 
 
 
 
 
 
 
 
y 
 
 
 
        x 
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МОДУЛЬ 5. ТРОЙНОЙ ИНТЕГРАЛ 
 
§1. Задача о вычислении массы тела 
 
Пусть дано некоторое тело  V, плотность в каждой точке  M(x, y, z) 
равна  ( , , )x y zρ . Определить массу  m  данного тела. Для решения данной 
задачи поступим следующим образом: 
− разбиваем область  V  на  n  частей  iV , объемы которых  iV∆ ; 
− в каждой из   ( 1, )iV i n=  выбираем по точке   ( 1, )iM i n= ; 
− считаем, что в пределах каждой из частей iV∆  плотность прибли-
женно постоянна и равна плотности  ( )iMρ  в выбранной точке; 
− тогда масса  im  этой части   ( 1, )iV i n∆ =  будет приближенно равна  
( )i i im V M= ∆ ⋅ρ ; 
− массу всего тела  V  определим по формуле 
1 1(max 0)
lim lim ( )
i
n n
i i i
n ni iV
m m M V
→∞ →∞
= =∆ →
= = ρ ⋅ ∆∑ ∑  
и, следовательно, задача решена. 
Этот физический пример приводит к общему определению тройного 
интеграла, который является  обобщением определенного интеграла на 
случай функции трех переменных. 
 
§ 2. Определение тройного интеграла  
и условия его существования 
 
Пусть в некоторой пространственной области  (V) задана функция  
f(x,y,z). Разобьем эту область на конечное число частей ( ) ( 1, )iV i n= , 
имеющих соответственно объемы  ( 1, )iV i n∆ = . В пределах i-того элемента  
( )iV  выбираем точку  ( , , )i i i iM x y z , значение функции в этой точке  ( )if M  
умножим на  iV∆ , получим интегральную сумму 
1
( , , )
n
i i i i i
i
I f x y z V
=
= ∆∑ . 
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 Если предел интегральной суммы существует при неограниченном 
увеличении  n (т.е. max 0)iV∆ → , то его называют тройным интегралом от 
функции f(x,y,z) по области  V  и обозначают 
( , , )
V
f x y z dxdydz∫∫∫   (или ( , , )
V
f x y z dv∫∫∫ ). 
 Таким образом, по определению имеем 
max 0 1
( , , ) lim ( , , ) ( , , )
i
n
i i i iV iV V
f x y z dxdydz f x y z V f x y z dv
∆ →
=
= ∆ =∑∫∫∫ ∫∫∫ .      (1) 
 Тройной интеграл (1) существует, если: 
− функция  f(x,y,z) ограниченная; 
− функция f(x,y,z) непрерывная; 
− ограниченная функция  f(x,y,z), все разрывы которой лежат на конеч-
ном числе поверхностей с объемом 0. 
 
§ 3. Свойства  интегрируемых функций  
и тройных интегралов 
 
Сформируем эти свойства (доказательство их аналогично доказа-
тельству свойств для двойного интеграла). 
1. Существование и величина тройного интеграла не зависит от зна-
чений, принимаемых функцией вдоль конечного числа поверхностей с 
объемом 0. 
2. Если  1 2V V V= + , то 
1 2
( ) ( ) ( )
V V V
f M dV f M dV f M dV= +∫∫∫ ∫∫∫ ∫∫∫ , 
причем из существования интеграла слева следует существование – спра-
ва, и обратно. 
3. Если constC − , то 
( ) ( )
V V
C f M dV C f M dV⋅ =∫∫∫ ∫∫∫ . 
4. Если в области  V интегрируемы две функции f(M)  и  g(M), то ин-
тегрируема функция f g± , причем 
( ) ( ) ( )
V V V
f g dV f M dV g M dV± = ±∫∫∫ ∫∫∫ ∫∫∫ . 
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5. Если интегрируема в (V) функция  f  удовлетворяет неравенству 
m f M≤ ≤ , то  
V
m V fdV M V⋅ ≤ ≤ ⋅∫∫∫ . 
6. Теорема о среднем. Если  f(x,y,z)  непрерывна в  (V), то 
*
0 0 0( , , ) ( , , )
V
f x y z dV f x y z V= ⋅∫∫∫ , 
*
0 0 0( , , ) ( ),   x y z V V∈  – объем тела  V. 
 
§ 4. Вычисление тройного интеграла 
 
Пусть функция f(x,y,z)  определена в области   
{ }1 2( , , );( , ) ,   ( , ) ( , )V x y z x y D z x y z z x y= ∈ ≤ ≤ , 
где   1( , )z x y  и  2 ( , )z x y – непрерывные функции в квадрируемой области  D 
(рис. 1). 
 
 
 
Теорема. Пусть 
1. Существует тройной интеграл 
∫∫∫
V
dxdydzzyxf ),,( . 
                              z 
                                                                                   2 ( , )z z x y=  
 
                                                       V 
 
 
                                                                                   1( , )z z x y=  
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2. Для любых  Dyx ∈),(   существует определенный интеграл 
∫=
),(
),(
2
1
),,(),(
yxz
yxz
dzzyxfyxI . 
 Тогда существует двойной интеграл 
∫∫∫∫∫ =
),(
),(
2
1
),,(),(
yxz
yxzDD
dzzyxfdxdydxdyyxI  
(он называется повторным) и справедливо равенство 
∫∫∫∫∫∫ =
),(
),(
2
1
),,(),,(
yxz
yxzDV
dzzyxfdxdydxdydzzyxf ,                         (1) 
т.е. тройной интеграл равен повторному. 
Если область { })()( ,:),(: 21 xyyxybxayxD ≤≤≤≤ , тогда двойной 
интеграл  ∫∫
D
dxdyyxI ),(  сводится к повторному 
∫∫∫∫∫∫∫ ==
)(
)(
)(
)(
)(
)(
2
1
2
1
2
1
),,(),(),(
xz
xz
xy
xy
b
a
xy
xy
b
aD
dzzyxfdydxdyyxIdxdxdyyxI . 
Таким образом, вычисление тройного интеграла сводится в этом 
случае к последовательному вычислению трех определенных (однократ-
ных) интегралов 
∫∫∫∫∫∫ =
)(
)(
)(
)(
2
1
2
1
),,(),,(
xz
xz
xy
xy
b
aV
dzzyxfdydxdxdydzzyxf . 
Пример 1. Вычислить интеграл  ∫∫∫=
V
dxdydzzxyI , 
где  V – область, ограниченная поверхностями  z = 0, z = y, 2xy = , y = 1. 
Решение. Построим данную область  V (рис. 2). 
Область  V  является правильной в направлении оси Oz (вход  z = 0  и 
выход  z = y). Ее проекция  на плоскость Oxy также правильная в направле-
нии оси Oy  и оси  Ox. 
 Сведем данный тройной интеграл к повторному 
2 2
51 1 1 1 1
72
1 0 1 1
2 4 (1 )
3 21
y
x x
I dx dy xy zdz dx xy dy x x dx
− − −
= = = − =∫ ∫ ∫ ∫ ∫ ∫  
 344 
12 0 1
8 8
1 01
4 0.
21 2
x
x dx x dx
−
−
 
 = + − =
 
 
∫ ∫  
 
 
 
 
§ 5. Замена переменных в тройном интеграле 
 
Аналогично случаю двойного интеграла производится замена пере-
менных в тройном интеграле 
( , , )
V
f x y z dxdydz∫∫∫ , 
представляет собой переход от переменных x, y, z  к новым переменным u, 
v, w  по формулам  
( , , ),   ( , , ),   ( , , )x u v w y u v w z u v w= ϕ = ψ = θ .                         (1) 
 При этом каждая точка  (x,y,z)  области  V  соответствует некоторой 
точке  (u,v,w) области  1V , а каждая точка  (u,v,w)  области  1V   переходит в 
некоторую точку  (x,y,z) области V. Пусть 
1) отображение  (1)  взаимнооднозначно; 
2) функции ( , , ),  ( ), ( , , )u v w u,v,w u v wϕ ψ θ   имеют в области  1V  непре-
рывные частные производные первого порядка; 
                              z  
                                                              y 
 
 
 
 
 
 
 
 
                                                       
2y x=  
                                                                                              x 
 –1                            0                           1 
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3) якобиан преобразования 
( , , )
( , , )
x x x
u v w
D x y z y y yI
D u v w u v w
z z z
u v w
∂ ∂ ∂
∂ ∂ ∂
∂ ∂ ∂
= =
∂ ∂ ∂
∂ ∂ ∂
∂ ∂ ∂
. 
 Тогда справедливо равенство (формула замены переменных в трой-
ном интеграле) 
1
( , , ) ( , , )
V V
f x y z dxdydz f u v w I dudvdw= ⋅∫∫∫ ∫∫∫ .                      (2) 
 Суть замены переменных в тройном интеграле (формула (2) состоит 
в следующем: интеграл, стоящий в правой части равенства (2) «проще» как 
по виду функции  f(u,v,w), так и по области  1V , чем интеграл и область  V  
в левой части  (2). 
Формулы (1) можно рассматривать как формулы перехода к новым, 
криволинейным координатам  (u,v,w) в области  V. Поверхности  u = const, 
v = const  и  w = const  представляют собой координатные поверхности (во-
обще говоря, криволинейные) в пространстве  (x,y,z). Кривые, на которых 
две криволинейные координаты имеют постоянные значения, и изменяется 
только одна из координат, представляют собой координатные линии. 
Цилиндрические координаты. Пусть  M(x,y,z) – произвольная точка 
в пространстве  3R . M ′  – проекция точки  M на плоскость  xOy (рис. 1). 
 
                                  z 
 
 
                                                                  M(x,y,z) 
                                                                  ( , , )M r zϕ   
 
 
 
   0       r                                                y 
                         ϕ             
 
 
  x                                                             ( , ,0)M x y′  
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Точка  M однозначно задается тройкой чисел (r,ϕ, z), где  (r,ϕ) – по-
лярные координаты точки  M ′   на плоскости  xOy; z – аппликата точки  M. 
Тройка чисел (r,ϕ, z) называется цилиндрическими координатами точки M. 
Переход от прямоугольных координат  (x,y,z) к цилиндрическим  (r,ϕ, z) 
задается формулами 
cos ,  sin ,  
(0 ,  0 2 ,  )
x r y r z z
r z
= ϕ = ϕ =
≤ < +∞ ≤ ϕ < pi − ∞ < < +∞
                         (3) 
 Якобиан преобразования 
cos sin 0
( , , )
sin cos 0 0( , , )
0 0 1
r
D x y zI r r
D r z
ϕ − ⋅ ϕ
= = ϕ ϕ = ≥
ϕ
. 
 Тогда тройной интеграл в цилиндрической системе координат имеет вид 
1
( , , ) ( cos , sin , )
V V
f x y z dxdydz f r r z rdrd dz= ϕ ϕ ⋅ ϕ∫∫∫ ∫∫∫               (4) 
 Отметим, что координатные поверхности в рассматриваемом случае 
будут: 
а) r = const – цилиндрические поверхности с образующими, парал-
лельными оси z; направляющими для них служат окружности на плоскости 
xOy с центром в начале координат; 
б) ϕ = const – полуплоскости, проходящие через ось  z; 
в) z = const – плоскости, параллельные плоскости  xOy. 
Таким образом, вычисление тройного интеграла сводится к интегри-
рованию на  r, по  ϕ  и по  z аналогично тому, как это делается в декарто-
вых координатах. 
Сферические координаты. Пусть  M(x,y,z) – произвольная точка в 
пространстве  3R . M ′  – проекция точки M на плоскость xOy (рис. 2). Точ-
ка  M однозначно задается тройкой чисел ( , , )r ϕ θ , где  r – расстояние точ-
ки  M от точки 0 (начала координат), ϕ – угол, образованный проекцией 
радиус-вектора OM

 на плоскость Oxy и осью Ox, θ – угол между лучами 
OM  и  Oz. 
Тройка чисел  ( , , )r ϕ θ   называется сферическими координатами точ-
ки  M (или полярными координатами в пространстве). 
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Переход от прямоугольных координат (x,y,z) к сферическим ( , , )r ϕ θ  
задается формулами 
cos sin ,  sin sin ,  cos
(0 ,  0 2 ,  0 )
x r y r z r
r
= ϕ ⋅ θ = ϕ ⋅ θ = θ
≤ < +∞ ≤ ϕ < pi ≤ θ ≤ pi
                      (5) 
 Якобиан преобразования 
2( , , ) sin( , , )
D x y zI r
D r
= = θ
ϕ θ
. 
 Тогда тройной интеграл в сферической системе координат имеет вид 
2( , , ) ( cos sin , sin sin , cos ) sin
V
f x y z dxdydz f r r r r drd d= ϕ ⋅ θ ϕ ⋅ θ θ θ ϕ θ∫∫∫ ∫∫∫ . 
 Отметим, координатные поверхности составляют три семейства: 
 а) r = const – концентрические сферы с центром в начале координат; 
 б) constϕ =  – круговые конусы, осью которых служит ось z; 
 в) constθ =  – полуплоскости, проходящие через ось z. 
Пример 1. Вычислить интеграл  2( )
V
I x y z dxdydz = + − ∫∫∫ , 
где  V – область, ограниченная поверхностями  z = 0  и  2 2 2( 1)z x y− = + . 
                     z 
 
                                                             
( , , )
( , , )
M x y z
M r ϕ θ
 
                                             r 
 
                            θ 
    
0                                                                     y 
 
 
                       ϕ 
 
 
  x                                                        ( , ,0)M x y′  
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Решение. Область  V – конус (рис. 3). Уравнение конической поверхности, 
ограничивающей область  V, запишем в виде  2 21z x y= − + , а саму об-
ласть  V: 2 2 2 20 1 ,  1z x y x y≤ ≤ − + + ≤ . Тогда данный тройной интеграл  I  
можно свести к последовательному вычислению трех определенных инте-
гралов в прямоугольных координатах. 
2 22
2
11 1
2
1 01
( )
x yx
x
I dx dy x y z dz
− +
−
−
− −
 = + − ∫ ∫ ∫ . 
 
 
 
 При вычислении данного интеграла удобнее перейти к цилиндриче-
ским координатам cos ,  sin ,  x r y r z z= ϕ = ϕ = . Тогда прообраз круга  D есть 
прямоугольник 0 1,   0 2r≤ ≤ ≤ ϕ ≤ pi , прообраз конической поверхности  
2 21z x y= − +  – плоская поверхность  z = 1 – r, а прообраз области  V – 
область  1V , изображенная на рис. 4. 
Якобиан перехода к цилиндрическим координатам равен  r, подынте-
гральная функция в цилиндрических координатах равна 2 (1 sin 2 )r z+ ϕ − . 
Сводя тройной интеграл по области  1V  к последовательному вычислению 
трех определенных интегралов, получим 
1
2 1 1
2 2
0 0 0
( (1 sin 2 ) ) ( (1 sin 2 ) ) .
60
r
V
I r z rdrd dz d dr r z rdz
pi − pi
= + ϕ − ϕ = ϕ + ϕ − =∫∫∫ ∫ ∫ ∫  
                                z 
                                                                           y 
                                         
2 21Z x y= − +  
 
 
 
 
 
 
                 
21y x= + −  
 
          –1            D                z = 0   1                            x 
 
                                      
21y x= − −               
 
Рис. 3 
 349 
 
 
Пример 2.  Вычислить интеграл  
2 2 2
V
I x y z dxdydz= + +∫∫∫ , 
где  V – область, ограниченная поверхно-
стью  2 2 2z x y z= + + . 
Решение. Область V представляет собой 
шар, ограниченный сферой, уравнение 
которой имеет вид  2 2 2
1 1( )
2 4
x y z+ + − =   
(рис. 5).  
Данный тройной интеграл можно 
вычислить с помощью повторного интег-
рирования в прямоугольных координатах 
2 2 2
2 2 2
1 1 11
4 2 22
2 2 2
1 1 1 1
2 4 2 2
.
x x y
x x y
I dx dy x y z dz
− + − −
−
− − − − −
= + +∫ ∫ ∫  
В данном случае удобно перейти к сферическим координатам ( ,  ,  )r ϕ θ  
cos sin ,   sin sin ,   cosx r y r z r= ϕ θ = ϕ θ = θ ,                 (6) 
причем переменная  ϕ   изменяется от  0  до  2pi , а при каждом значении  ϕ   
переменная  θ  изменяется от  0  до  
2
pi
.  
              z 
 
              1 
 
  
                                                                     z = 1 – r 
 
                              1V  
              0 
                                                                   2pi           ϕ 
 
 
 1 
 
r 
 
Рис. 4 
                   z 
 
                        V 
 
                       
1
2
 
                              –
1
2
 
                                                     y 
    
1
2
  
 x 
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Уравнение сферы в сферических координатах имеет вид  2 cosr r= ϕ , 
откуда  0r =   или  cosr = θ . Эти две поверхности в пространстве  ( ,  ,  )r ϕ θ  
при  0 2 ,   0
2
pi≤ ϕ ≤ pi ≤ θ ≤   ограничивают снизу и сверху область  1V   
(рис. 6), являющуюся прообразом области  V  при преобразовании (6). Яко-
биан этого преобразования равен  
2 sinr θ , а подынтегральная функция в 
сферических координатах равна  r. 
Вычисляя тройной интеграл по области  1V  с помощью повторного 
интегрирования, получим 
10
sinsin
cos
0
32
0
2
0
3
1
piθθϕθϕθ
θ
pi
pi
=== ∫∫∫∫∫∫ drrddddrdrI
V
. 
 
 
 
Пример 3. Поменять порядок интегрирования (различными способами) 
а) ∫∫∫
+
−
yxx
dzzyxfdydx
2
0
21
0
2
1
0
),,( ;                       б) ∫∫∫
+ 22 32
0
1
0
1
0
),,(
yx
dzzyxfdxdy ; 
в) ∫ ∫∫
x xy
dzzyxfdydx
0 0
1
0
),,( . 
Ответы:  
                      r 
 
 
 
 
                                  1V  
 
 
                                                                            2pi             ϕ 
 
                                      cosr = θ  
 
    
2
pi
 
θ 
 
Рис. 6 
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a) 
(1 ) 1 1
21 1 1 12 2 2
0 0 0 0 0 0 0
2
1
1 2 1 1 22 2
0 0 0 2
2
1
1 1 2 22
0 2 0 0
( , , ) ( , , ) ( , , )
( , , ) ( , , )
( , , ) ( , , )
y y y
x y z
z y z
x
x x
x z x
x z
z
dy dx f x y z dz dz dy f x y z dx dz dy f x y z dx
dx dz f x y z dy dz f x y z dy
dz dx f x y z dy dx f x y z d
− − −
+
−
− −
−
−
= + =
 
 
= + = 
 
 
= +
∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫
∫ ∫ ∫ ∫ ∫
∫ ∫ ∫ ∫
1 2
2
;
x
z x
y
−
−
 
 
 
 
 
∫
 
б) 
2 2 2 2
2 2
2 3 3 2 31 1 1 1 1
0 0 0 0 0 0 3 3
2
( , , ) ( , , ) ( , , )
x y y y
y z y
dx dy f x y z dz dy dz f x y z dx dz f x y z dx
+
−
 
 
 
= + =
 
 
 
∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫  
2
2
2 2
2
3 1 1 2 13
0 0 0 0 3
3 2
3
3 1 5 13 2
2 32 23 3
3 32 2
( , , ) ( , , )
( , , ) ( , , ) ;
z z y
z yz
z zz y z y
dz dy f x y z dx dz dy f x y z dx
dz dy f x y z dx dz dy f x y z dx
−
−
− −
− −
= + +
+ +
∫ ∫ ∫ ∫ ∫ ∫
∫ ∫ ∫ ∫ ∫ ∫
 
в) например, 
∫ ∫∫∫∫












+
1
0
11
0
),,(),,(
2
2
y
z
y
yy
y
dxzyxfdzzyxfdz . 
Пример 4. Расставить пределы интегрирования, если интегрирова-
ние проводить в последовательности: а) x, y, z;  б) y, x, z  для  
∫∫∫
V
dxdydzzyxf ),,( , 
где   V ограничена поверхностями )0 ,0(  1 ,122 ≥≥==+ yxzyx . 
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 Ответ: 
∫∫∫∫∫∫
−
−−
−
−
−−
−
=
1
0
1
1
1
1
1
0
1
1
1
1
),,(),,(
2
2
2
2
dzzyxfdxdydzzyxfdydx
y
y
x
x
. 
 
§ 6. Приложения тройных интегралов 
 
1. Вычисление объемов с помощью тройного интеграла. 
 Объем пространственного тела  V  с помощью тройного интеграла 
находится по формуле  
V
V dxdydz= ∫∫∫  – в декартовых координатах  
и по формуле  
V
V rdrd dz= ϕ∫∫∫  – в цилиндрических координатах. 
Пример 1. Вычислить объем тела, ограниченного поверхностями:  
2 2 4 ,   ,  2x y x z x z x+ = = = . 
Решение. На плоскости  XOY уравнение  2 2 4x y x+ =   определяет окруж-
ность  2 2( 2) 4x y− + = , радиуса 2 с центром в точке  (2;0). В пространстве 
уравнение  2 2 4x y x+ =  определяет круговой цилиндр с образующими, па-
раллельными оси  Oz. Уравнения  z x=   и  2z x=   определяют плоскости, 
проходящие через ось  Oy под разными углами наклона к плоскости xOy. 
Построим данные поверхности, получим тело, изображенное на рис. 1. 
 
                            z 
    
 
 
 
 
 
 
 
                                                                                       x 
                             0               2             4    
 
 
y 
 
Рис. 1 
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Сверху тело ограничено плоскостью xz 2= , снизу плоскостью xz = . 
Проекция на плоскость XOY есть круг, с центром в точке (2;0) радиуса 2 (рис. 10). 
Тогда  
2
(2 )
x
V D x D D
V dxdydz dxdy dz x x dxdy xdxdy= = = − =∫∫∫ ∫∫ ∫ ∫∫ ∫∫ . 
 Так как проекцией является круг (об-
ласть D), то для вычисления полученного 
двойного интеграла целесообразно перейти к 
полярным координатам. Для области D ϕ  ме-
няется на отрезке ;
2 2
pi pi 
−  
. Уравнение окруж-
ности 2 2 4x y x+ =  в полярных координатах 
имеет вид 4cosr = ϕ , а так как область интег-
рирования содержит точку О(0;0), то  r меня-
ется от 0 до 4cosϕ . Таким образом, получим 
4 cos2
2
0
2
cos cos 8
D D
V xdxdy r rdrd d r dr
pi
ϕ
pi
−
= = ϕ ⋅ ϕ = ϕ ϕ = pi∫∫ ∫∫ ∫ ∫ . 
Пример 2. Вычислить объем тела, ограниченного поверхностью  
2 2 2 2 2( )x y z a z+ + = . 
Решение. Так как  x и  y  входят в уравнение только в квадратах, то тело 
расположено симметрично относительно плоскостей yz и zx. А так как левая 
часть уравнения всегда положительна, то и  0z ≥ , т.е. все тело лежит вверх 
от плоскости xy. Это означает, что, вычислив объем четверти нашего тела, 
лежащего в первом октанте, будет определен объем всего тела. Наличие в 
уравнении выражения  2 2 2x y z+ +  подсказывает нам переход к сфериче-
ской системе координат. Подставляя в уравнение поверхности выражения 
cos sin ,   sin cos ,   cosx r y r z r= ϕ θ = ϕ θ = θ , 
приходим к уравнению поверхности в сферических координатах  
3 cosr a= θ . Так как первый октант характеризуется неравенствами 
0 ,  0
2 2
pi pi≤ ϕ ≤ ≤ θ ≤ , и, учитывая, что якобиан  2 sinI r= θ ,  будем иметь 
3 cos2 2
2 3
0 0 0
14 sin
3
a
V d d r dr a
pi pi
θ
= ϕ θ θ = pi∫ ∫ ∫ . 
 y 
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 0                   2                 4      x 
 
 
 
 
 
Рис. 2 
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2. Физические приложения тройных интегралов. 
 Пусть  V материальное тело (кубируемая область в пространстве 3)R  
с плотностью ( , , )x y zρ . Тогда справедливы следующие формулы: 
2.1. ( , , )
V
m x y z dxdydz= ρ∫∫∫  – масса тела; 
2.2. ( , , ) ,   ( , , )yz zx
V V
M x x y z dxdydz M y x y z dxdydz= ⋅ ρ = ρ∫∫∫ ∫∫∫ ,  
( , , )xy
V
M z x y z dxdydz= ρ∫∫∫  – статистические моменты тела относительно 
координатных плоскостей Oyz, Ozx, Oxy; 
2.3. 0 0 0;   ;   
yz xyzxM MMx y z
m m m
= = =  – координаты центра тяжести тела; 
2.4. 2 2( , , ) ,  ( , , ) ,yz zx
V
I x x y z dxdydz I y x y z dxdydz= ρ = ρ∫∫∫ ∫∫∫  
2 ( , , )xyI z x y z dxdydz= ρ∫∫∫  – моменты инерции тела относительно коорди-
натных плоскостей  Oyz, Ozx, Oxy; 
2.5. ,   ,   x zx xy y xy yz z yz zxI I I I I I I I I= + = + = +  – моменты инерции те-
ла относительно осей координат Ox, Oy, Oz; 
2.6. 2 2 20 ( ) ( , , )yz zx xy
V
I I I I x y z x y z dxdydz= + + = + + ρ∫∫∫  – моменты 
инерции тела относительно начала координат; 
2.7. 0 0 0
1( , , ) ( , , )
V
V x y z x y z dxdydz
r
= γ ρ∫∫∫  – ньютоновский потенциал 
поля тяготения тела  V в точке  0 0 0( , , )x y z ; где  γ – гравитационная посто-
янная, r – расстояние между точками  M(x,y,z)  и  0 0 0 0( , , )M x y z ; 
2.8. ( , , )x y zF F F F=  – сила притяжения материальной точки 0 0 0 0( , , )M x y z   
телом  V массы  0m , где  00 0 3
0
( , , )x
V
x xdVF m m x y z dxdydz
dx r
−
= γ = γ ⋅ ρ∫∫∫ ; 
0
0 0 3
0
0
0 0 3
0
( , , ) ;
( , , ) .
y
V
z
V
y ydVF m m x y z dxdydz
dy r
z zdVF m m x y z dxdydz
dz r
−
= γ ⋅ = γ ⋅ ρ
−
= γ ⋅ = γ ⋅ ρ
∫∫∫
∫∫∫
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