ABSTRACT. We propose a functional-analytical method to investigate the long-term behavior of recursions (difference equations). It is based on a formulation of given (implicit) recursions as abstract operator equations in sequence spaces. Solving them using appropriate tools from nonlinear analysis yields quantitative convergence results and equips us with a method to verify summable or subexponential decay.
INTRODUCTION
The classical and generally applicable tools in stability theory of discrete dynamical systems (or in synonymic terminology, recursions or difference equations) are typically based on estimates using various Gronwall-type inequalities or Lyapunov functions (cf., e.g., [Aga00, Chapter 5]). In particular in the autonomous (time-invariant) case, where the law of evolution given by the right-hand side does not depend on time, asymptotic stability of solutions generically goes hand in hand with exponential decay. It is not surprising that one encounters more complex behavior in the general setting of nonautonomous (time-variant) recursions. Here, subexponential decay can occur in the sense that solutions are, for example, only summable. Accordingly, in order to deal with such problems, more flexible convergence notions have been developed using weighted norms (e.g., [Pin98] ) or criteria for p -summability of solutions (see [Gor71] for a method using Lyapunov functions). In this paper we suggest another approach to stability or attractivity problems for difference equations. It is based on an abstract formulation of a recursion (say in K d ) incorporating initial conditions, as operator equation in the infinite-dimensional space (K d ) of all sequences in K d . The corresponding operator is composed of a trivial embedding map to include initial conditions, as well as a right shift and a substitution (Nemytskii) operator. Choosing an appropriate normed subspace of (K d ) to capture the specific kind of decay, and appropriate techniques from nonlinear analysis to solve such problems, endows us with quantitative convergence results.
The advantage of such a reformulation is that proofs become conceptually clear and transparent. Indeed, one only has to show that certain mappings on sequence spaces are well-defined and satisfy a structural assumption guaranteeing that e.g. fixed point theorems can be employed, such as being contractive, completely continuous or condensing. Results of this kind appear to be well-documented in the literature (cf. [AZ90, DG05] or for the linear case [Mad70, Wil84] ). Moreover, proofs follow the same lines for various convergence notions, since only the space setting needs to be modified. Beyond convergence, one also obtains the existence of solutions for implicit problems.
Although the above idea is contiguous, so far it seems rarely analyzed in the literature. The only related reference we are aware of is the work of Siafarikas and his collaborators (see, for example, [PS05] ) which is essentially restricted to 2 -convergence. The more flexible situation of arbitrary sequence spaces has been considered in [EP07] -a paper which focusses on fixed point results (of Banach, Krasnoselski-, Reinermann-and GoebelKirk-type) to solve the resulting sequential operator equations.
However, fixed point methods have the disadvantage that domain and range of the mappings under consideration need to coincide. The paper at hand circumvents this problem by using a result (Theorem 2.1) which easily follows from Darbo's or Sadovskiǐ's fixed point theorem (cf. [Dar55] or [Sad67] , respectively). Having this tool available we apply our methodology to implicit recursions of the form (1.1)
where the mapping f k is assumed to yield an adequate admissibility property. This means that for each perturbation sequence ψ = (ψ k ) from a sequence space Y there exists a unique solution φ = (φ k ) for the initial value problem
in a sequence space X. Such admissibility results under dichotomy assumptions, among others, can be found in [CS67, NP97, Pin98, Sas06] . Then, in order to obtain convergence results for (1.1) it will be sufficient to show that the substitution operator induced by g k will have a specific compactness property between X and Y . Examples of admissible spaces for semi-linear recursions close our considerations.
PRELIMINARIES AND A DARBO-TYPE RESULT
We define the discrete interval N 0 := {k ∈ Z : k ≥ 0} of nonnegative integers. As usual, K denotes the field of real or complex numbers and K d the d-dimensional Euclidean (or Hermitian) space, equipped with norm |·|.
Let X be a Banach space with norm · X and corresponding family B(X) of bounded subsets. The closed ball in X with radius ρ centered at 0 is denoted byB ρ (X). We briefly ADL97, pp. 20ff ], which will be our standard reference concerning χ X ). Since it is possible to determine χ X explicitly for certain spaces X (see below), we will use this particular measure of noncompactness exclusively throughout the paper. Well-known properties of χ X needed here include translation invariance χ X (x + B) = χ X (B) for every B ∈ B(X) and x ∈ X. Let χ Y denote the Hausdorff measure of noncompactness on a further Banach space Y . Then a mapping T : X → Y is called condensing (see, e.g., [ADL97, p. 38, Definition 5.1(b)]), if it is continuous and one has
In concrete applications it is frequently difficult to verify the above implication and one needs sufficient conditions for (2.1) to hold. For example, a continuous mapping T is condensing, if it is completely continuous (one has χ Y (T (B)) = 0 for B ∈ B(X)), or a set-contraction, where we have a λ ∈ [0, 1) such that
Also contractive mappings are set-contractions and more general, if T : X → Y satisfies a global Lipschitz condition with constant lip T , then it holds
After these preparations we arrive at
and is globally Lipschitz with
Then the set {x ∈ X : A(x) = G(x)} ⊆B ρ0 (X) is nonempty and compact. (2) It is elementary to derive criteria sufficient for hypothesis (iv). Examples are given in the following three cases:
• γ < 1,
• γ > 1, β > 0 and βγ
Proof of Theorem 2.1. By assumption the composition
for all x ∈B ρ0 (X) and therefore A −1 • G maps the bounded, closed and convex setB ρ0 (X) into itself. Thus, thanks to assumption (iii), we can apply Darbo's theorem (cf. [BG80, p. 17, Theorem 5.1]) to verify that the set of fixed points for A −1 •G is nonempty compact. Obviously, solutions of A(x) = G(x) are fixed points of A −1 • G, vice versa.
Our goal is to deduce attractivity properties for forward solutions of (1.1) from Theorem 2.1. Thereto, the following complete normed subspaces of (K d ) are crucial:
with a real number p ≥ 1. For Banach spaces possessing a Schauder basis, thus in par- 
ASYMPTOTIC BEHAVIOR OF RECURSIONS
We consider the discrete implicit initial value problem (IVP for short)
for initial values ξ ∈ K d and a right-hand side f k :
In order to embed (3.1), (3.2) into our functional-analytical framework we introduce • the linear embedding operator E :
The operator G f depends linearly on the right-hand side f k and, if f k :
is a linear mapping, then G f becomes affine linear. Our fundamental device to reformulate the IVP (3.1), (3.2) as operator equation
Then φ is a solution of the IVP (3.1), (3.2), if and only if φ solves the fixed point equation
For an explicit recursion (3.1), a fixed-point of the mapping G f (·, ξ) is unique.
Proof. We refer to [EP07, Theorem 3.3] for the easy proof.
To get a flavor of our methodology, we give a first application of the interplay between Theorem 2.1 and 3.1. Its proof is based on the continuous embedding
for p ≤ q and can be adapted to other pairs of continuously embedded sequence spaces.
(i) There exist sequences a ∈ p (R), b, c ∈ 0 (R) and reals γ ≥ 1 such that
Then there exists a solution φ ∈B ρ0 ( p (K d )) of the IVP (3.1), (3.2).
Proof. Let ξ ∈ K d be fixed and define q := γp ≥ p. Let us introduce the linear operator
Owing to the continuous embedding
exists as a continuous mapping with norm 1.
On the other hand, from our preliminaries in [EP07, Lemma 5.2, 5.3] we obtain that G f (·, ξ) :
and by Theorem 2.1 with φ, ξ) . The assertion follows from Theorem 3.1.
A crucial terminology for our investigations is the notion of admissibility, which in the linear case dates back to [CS67] . Thereto, the admissibility of subspaces X, Y ⊆ (K d ) means that inputs ψ ∈ Y of the form (1.2) into (3.1) produce unique outputs in X. To be more precise, we say that the difference equation (3.1) is (X, Y )-admissible, if for each perturbation ψ ∈ Y there exists a unique forward solution J (ψ) ∈ X of the IVP (1.2) and that the admissibility map J : Y → X satisfies lip J < ∞.
be normed sequence subspaces, suppose that (3.1) is (X, Y )-admissible with admissibility map J and
If the mappings g k :
(ii) F g : X → Y is continuous and there exists a λ ≥ 0 such that
(iii) λ lip J < 1 and the inequality (α + βρ γ ) lip J ≤ ρ admits a solution ρ 0 > 0, then the IVP
possesses a solution inB ρ0 (X).
Proof. Suppose ξ ∈ K d . Thanks to our basic Theorem 3.1 we know that every solution φ of the IVP (3.7) satisfies the fixed point equation φ = Eξ + SF f (φ) + SF g (φ) (cf. (3.3) ) or equivalently the nonlinear equation
with the operator A :
In order to utilize Theorem 2.1 we choose ψ ∈ Y and remark that A(φ) = ψ has the explicit formulation
Hence, due to the assumed (X, Y )-admissibility of (3.1) we know that there exists a unique sequence φ ∈ X such that A(φ) = ψ holds, i.e., the admissibility map J : Y → X is the inverse of A. In addition, from (3.5) we get
) and our assumptions yield
for all B ∈ B(X). Consequently, A −1 • G g (·, ξ) is a set-contraction. Then Theorem 2.1 guarantees that (3.8) has a solution inB ρ0 (X), which by Theorem 3.1 is our claim.
ADMISSIBILITY AND APPLICATIONS
We continue this paper with three explicit applications of Theorem 3.3. A particularly interesting special case of (3.1) are linear difference equations of the form (4.1)
with matrices A k , B k ∈ K d×d such that I − B k is invertible for every k ∈ N 0 . Then the transition operator Φ(k, n) ∈ K d×d of (4.1) is given by
We will see that admissibility properties for (4.1) can be derived using fairly classical operator-theoretical tools from, for example, [Mad70, Wil84] . A different approach to the admissibility of linear difference equations can be found in [CS67, NP97, Sas06] and related results under semi-linear perturbations are considered in [Pin98] .
Let p, q > 1 be reals with
Example 4.2. Let θ < 1 be given. For constant matrices A, B ∈ K d×d the admissibility conditions (4.2) hold, if the eigenvalues λ ∈ C of (I − B) −1 A ∈ K d×d satisfy |λ| ≤ θ and that eigenvalues with modulus |λ| = θ are semi-simple. Indeed, we have
. It is not difficult to see that the sequence
is the unique forward solution of the perturbed linear difference equation 
Hence, referring to Proposition 4.3 there exists a solution φ ∈B ρ0 ( p (C)) of (4.8) starting in ζ ∈ C, which in particular satisfies
With sufficiently small p -norm of a and initial values ζ close of 0, we have |φ k | ≤ r for all k ∈ N 0 . Consequently, for such values of ζ, the solution φ stays in the ballB r (C) and due to the fact that (4.7) and (4.8) coincide onB r (C), the sequence φ ∈B ρ0 ( p (C)) is also a solution of the original equation (4.7) starting in ζ. Proposition 4.7. Let ξ ∈ K d . Suppose the relations (4.9) hold and that the mappings
(i) For each > 0 there exists a δ > 0 such that for every k ∈ N 0 and x,x, y,ȳ ∈ K d with |x −x| , |y −ȳ| < δ one has
(ii) there exist sequences a ∈ 0 (R) and b, c ∈ ∞ (R) such that for all n ∈ N 0 . We take the least upper bound for φ ∈ B and pass to the limit n → ∞ to arrive at χ 0 (F g (B) ) ≤ max { b ∞ , c ∞ } χ 0 (B) for B ∈ B( 0 (K d )). Having this available, our assertion follows from Theorem 3.3.
Example 4.8. We consider a linear inhomogeneous difference equation 
