A new material has been certified to become Standard Reference Material (SRM) 2806b -Medium Test Dust in Hydraulic Fluid. SRM 2806b consists of trace polydisperse, irregularly shaped mineral dust particles suspended in hydraulic fluid. The certified values of SRM 2806b are the projected area circular-equivalent diameters of the collected dust particles from the hydraulic fluid. The dimensional measurements were determined from the area of the collected dust particles using images obtained from automated scanning electron microscopy (SEM) followed by image analysis. An automated SEM and an automated image analysis software allowed the processing of over 29 million particles. The dimensional calibration of the SEM images (actual length per pixel and thus the actual projected diameters) are traceable to the NIST Line Scale Interferometer (LSI) through a NIST calibrated Geller MRS-4XY pitch standard. The certified diameters are correlated with the numeric concentration of particles greater than each diameter, referred to as the cumulative number size distribution. SRM 2806b is intended to be used to calibrate liquid-borne optical particle counters in conjunction with the reference method ISO 11171:2010.
Introduction
SRM 2806b is intended for use as a reference material for calibrating liquid particle sizing instruments, especially optical particle counters. The Fluid Power Industry estimates that about 80 % of all hydraulic failures are due to particulate contamination in the hydraulic fluid. Equipment failure is costly in terms of repairs, lost productivity, safety, and waste generation. Particle counters are routinely used to monitor fluid cleanliness in operating systems and to assess cleanliness of equipment coming off production lines as well as of individual components. SRM 2806 is a particle counter calibrant for liquid suspensions and a required reference material for ISO 11171:2010 Hydraulic fluid power -Calibration of automatic particle counters for liquids [1] . Industries impacted by SRM 2806 include hydraulics industry, aerospace, automotive, ship, petroleum and lubricant, gas, power generation, filter manufacturers and the military.
SRM 2806b -Medium Test Dust in Hydraulic Fluid is composed of MIL-PRF-5606 hydraulic fluid (NYCO Synthetic Lubricants, Paris, France, http://everyspec.com/MIL-PRF/MIL-PRF-000100-09999/MIL-PRF-5606H_5993) with an added trace amount of SAE 5-80 Medium Test Dust (Particle Technology Inc., Arden Hills, MN) [2] . The polydisperse medium test dust came from the same batch of dry dust, 4390C, that was used to make SRM 2806, SRM 2806a, RM 8631 and RM 8631a. The SRM was 477 https://doi.org/10.6028/jres.121.025 manufactured by the International Filter Testing Service (IFTS) 1 in France (July 26, 2011) in an approximately 200 L batch with a specified dust level, and split into 400 0.5 L bottles, each bottle sequentially labeled to denote its place in the production sequence.
The certified properties of SRM 2806b are in terms of the projected area diameters of the collected dust particles from the hydraulic fluid. The diameters are made traceable to the NIST Line Scale Interferometer (LSI) through a NIST calibration of a Geller MRS-4XY pitch standard [3, 4] . The certified diameters are correlated with the numeric concentration of particles greater than each diameter, referred to as the cumulative number size distribution. Users of SRM 2806b calibrate their optical particle counters using the cumulative size distribution in conjunction with ISO 11171:2010. There is a unique particle diameter relation for each point on the cumulative size distribution. The certified values were determined by measurement with an automated scanning electron microscopy (SEM) coupled with advanced image analysis. Over 40 thousand images and 29 million individual particles were analyzed. The major steps taken to determine the particle size distribution for certification of SRM 2806b were: (1) IFTS produced 400 bottles of SAE 5-80 medium test dust in hydraulic fluid material. (2) An experimental design was developed through the NIST Statistical Engineering Division to determine the number of bottles to be analyzed. (3) NIST designed multiple statistical tests coded in DATAPLOT [5, 6] to assure the production process of SRM 2806b produced a high quality material. (4) Material homogeneity measurements were made with laser-based extinction particle counters and statistical tests designed by NIST. The homogeneity across the batch of 400 bottles was first determined through measurements by the material manufacturer. There were 40 bottles sampled by IFTS (10 % of the total number of bottles) in a randomized, blocked and balanced manner and analyzed by an optical particle counter. Data was provided to NIST for analysis. NIST then sampled 8 bottles for optical particle analysis. Results for IFTS and NIST were compared in Table 1 . The NIST-developed statistical software package mentioned above was designed to verify that there was no systematic bias or variation in the bottled material. These tests that will be described in a future publication, were used on both data sets and each data set showed the same degree of homogeneity, material variability and lack of systematic bias. Difference in mean values (Table 1) (5) A separate eight bottles were chosen randomly that spanned the production cycle of the material for microscopy. (6) The mineral dust was separated from the hydraulic fluid by quantitative filtration onto polycarbonate filters. (7) The filters were cleaned, dried and Au coated, then scanning electron microscope images were taken of selected regions of the filter at 4 different microscope magnifications. (8) SEM images were analyzed to obtain particle areas of the individual particles. (9)
The particle areas were made traceable to the SI unit of length (meter) through a NIST-calibrated Geller MRS-4XY (Geller MicroAnalytical Laboratory, Inc., Topsfield, MA) scanning electron microscope 10 × to 50 000 × pitch type of length or scale standard. The Geller standard was imaged concurrently with and under the same conditions as the particle images. (10) Particle projected area (pixel count) was determined for all particles in the images. (11) Particle area and number data were converted to particle size distributions using pixel to micrometer conversion factors determined by measuring images of the Geller length standard. (12) Measurement uncertainties were determined in collaboration with the NIST Statistical Engineering Division.
We present details of the automated SEM image collection and image analysis that enabled a large number of particles to be characterized for the certification of this SRM.
Experimental Procedure
Characterization was conducted using two techniques: (1) automatic optical particle counting using an HRLD 600 sensor equipped with an auto sampler operating in volumetric mode (Beckman Coulter, Indianapolis, IN); and (2) automated microscopy using a field emission scanning electron microscope (TESCAN MIRA3, TESCAN, Brno, Czech Republic) that has been customized by NIST for rapid analysis of particles. We performed optical particle counting measurements to determine the particle size distribution and to test the hypothesis that all bottles contain the same particle population. Once a batch of prospective material was shown to be homogeneous, a separate set of bottles were selected to determine the particle size distribution by scanning electron microscopy and image analysis.
We analyzed bottles chosen by the following statistical method: bottles were taken from the global collection of 400 bottles, using a selection criteria to sample the material over the complete production sequence, but in a randomized manner, that was blocked and balanced to protect against possible systematic variations due to experimental conditions, such as bottle filling and/or mixing inhomogeneity. We chose the 8 bottles at random such that 2 each were taken from the 4 quartiles of the 400 bottle set. One of the bottles supplied 2 filters, one bottle supplied 4 filters and the remaining 6 bottles provided 1 filter giving a total of 12 filters for SEM imaging and analysis. The bottles were identified in the order of their creation using numbers from 1 to 400, letters correspond to fill nozzle location. The bottle numbers used in the analysis are 314B (4 times), 211C (twice), 335B, 079B, 229D, 187C, 011C and 195C.
Because the mineral particles settle out of the hydraulic fluid, all bottles of candidate SRM 2806b were first shaken vigorously for 1 minute on a commercial paint shaker, then sonicated for 1 min using a sonic bath with power > 5 W/cm remove the oil residue. The solvent contained approximately 20 µL/500 mL of Stadis 450 (Innospec Limited, Ellesmere Port, UK), an additive to reduce static electricity effects in the dielectric solvent. Rather than a glass filter apparatus, a metal filter apparatus was used to reduce particles sticking to its walls. Before and after filtering the hydraulic fluid, heptane solvent was run through separate clean filters to detect any contamination due to the filtration device or to the solvent. These filters were processed in the same way as the sample filters. The filters were placed in vacuum at 28 kPa (210 torr) for over 48 h to remove any volatile compounds. Filters were coated with 15 nm thick layer of gold by an Ar ion sputter coater (Cressington 208HR sputter coater, Cressington Scientific Instruments Ltd., Watford, England), mounted on a metal stage and imaged using the TESCAN MIRA3 automated SEM. A typical SEM image of the mineral dust at 0.25 mm field-of-view is shown in Fig. 1 . 
Geller Scale Calibration Standard
A Geller MRS-4XY scanning electron microscope 10 × to 50,000 × pitch standard was made traceable to the SI by means of the NIST Line Scale Interferometer (LSI) [3, 4] . W. B. Penzes, NIST Precision Engineering Division (683) did the measurements. An electron image of the pitch standard is shown in Fig.  2 . The Geller standard has suitable patterns to calibrate length or area in the images, i.e., to convert particle area in pixels to area in µm 2 . We calibrated both the horizontal and vertical dimensions. 
SEM Imaging
The Au-coated 90 mm diameter filters were mounted on a circular metal stub that used a copper metal ring to stretch and hold the filter in place while providing a flat, electrically conductive pathway without gluing the filter in place. The TESCAN MIRA3 scanning electron microscope collected equal number of backscattered and secondary electron images of the entire filters. The analysis area was identified by three fiducial points around the perimeter of the filter, which uniquely identified the circular region of interest. The three points were selected to cover the entire filtration area (diameter 34.76 mm) with an additional band around the perimeter (see Fig. 5 ). The circular region was fully covered with overlapping tiles organized in a grid. The dimensions of the tiles were 90 % of the image field size producing a 5 % overlap among adjacent images. The overlaps ensured that no particles were missed but required subsequent processing to avoid double counting of particles in the overlapping margins. In addition, the overlap facilitated handling particles which fall close to the edge of an image tile. At the lowest magnification (a nominal 2.0 mm field-of-view), an image was collected sequentially at each of approximately 500 tiles (see Fig. 3 ). At increased magnifications of (1.0 mm, 0.5 mm, and 0.25 mm fields-of-view), images were collected from a randomized subset of tiles. In total, approximately 1700 backscatter and 1700 secondary electron images were collected for each filter. The backscattered electron images were the only ones used for the analysis since they provided the least ambiguous representation of the area of each individual particle and the best contrast. The analysis of the twelve filters in this work entailed over 40,000 images and 29,000,000 particles. The entire data acquisition process (tiling, sub-sampling, stage motion and image collection) was scripted in Python (by Nicholas Ritchie) using a NIST-developed microscope control package called SEMantics [7] , an extension to NIST DTSA-II [8] . The automation ensured a high level of consistency among sample sets. In addition, the probe current, the electron beam landing energy, the working distance, and the brightness and contrast settings were held constant for the acquisition of all images For interior images the 5 % overlap at each edge causes about 19 % of the area of each image to be duplicated in neighboring images. This might cause approximately 19 % of the particles to be counted more than once. A simple method eliminated double counting using the location of the particle centroids with respect to the mid-line of the overlapping region. We image all the particles on the filter and do not assume that the particles are deposited uniformly. This allows our verification of the data quality among the filter samples to be more robust. The highest confidence is in the 2.0 mm field-of-view magnification data because the full area was imaged. In contrast, we only imaged a randomly selected subset of fields (see Fig.  4 ) at 1.0 mm, 0.5 mm and 0.25 mm and assumed that those fields were representative. 
Results and Discussion

Process Verification
Characterization using optical particle counting indicated that there was a high degree of bottle-to-bottle homogeneity. It naturally followed that our SEM-based data should have high precision if our measurement process were representative and reproducible. Fortunately, we were able to use one step of the measurement process to validate our results. For all the filtered samples, we imaged the entire filter surface at the low magnification (2.0 mm field-of-view) and consequently always counted and sized every filtered particle above certain image gray level threshold and particle size in the amount of fluid filtered. We determined the mass of the hydraulic fluid filtered. We constructed size distributions from a number of low magnification image data sets, normalized the distributions to the mass of hydraulic fluid (particles /gram of hydraulic fluid), and compared the resultant size distributions over a number of bottles of SRM 2806b. This gave us an internal way of comparing filter-to-filter and bottle-to-bottle variation using a part of the necessary collected data. Ideally, these size distributions should be the same because they were normalized to their respective sample mass. We found that comparisons of a number of size distributions from different filters indicated that we had high variation in the overall measurement process.
We systematically dissected the process to find the cause of the variation. First, we tested the microscopy using experimental design to find what SEM parameters would introduce the most variation on the results. The SEM proved not to be the cause of the variation, so we concentrated on the filter preparation. We noticed that the polycarbonate filters were electrically charged presumably because we filtered a dielectric fluid (hydraulic fluid) and washed the filtrate with a dielectric solvent, heptane. We were concerned because the filter was difficult to manipulate, providing opportunity for particle loss from the filter surface. To reduce the static charge, we increased the electrical conductivity of the solvent by adding a hydraulic fluid additive and used a metal filter holder. Addition of the antistatic agent to both the hydraulic fluid and the heptane greatly reduced this charging. Another aspect of electrical charge that concerned us was the possibility of developing concentrated charge domains on the glass filtration apparatus. We could envision particle loss to the glass due to these highly charged regions. By replacing the glass holder with a metal filter holder and grounding the metal we minimized the particle loss due to charge.
The last step in the filter preparation was to apply a gold coating using an argon plasma coater. Originally we mounted the filter, which was only 20 µm thick, in the normal recommended manner, 4 cm away from the Ar plasma, a zone of high electric fields. To reduce the chances of losing charged particles in the high electrical field, we mounted the filter much farther away (13 cm) from the plasma zone. We also introduced the argon leak at the start of the pump down cycle, to eliminate the harsh valve snap and gas rush which might also have been removing some particles.
Image Analysis
There are several aspects of the image analysis that are critical to the success of the certification process for SRM 2806b: making a montage image of the entire filter, delineation of the filtration area, particle image analysis and Geller standard analysis. The image analysis was accomplished using the Lispix [9] code which is freely-available software developed by one of the authors (D. S. Bright) with custom utility developed enhancements for this project. After an image set was acquired, a filter map of the sample surface was made, with an example shown in Fig. 5 . The software made a mosaic of all the 2.0 mm fieldof-view images to give an accurate representation of the filter surface. This was invaluable because it allowed the inspection of the images and the filter before proceeding with detailed analysis. The filtration process was faulty many times, and this inspection step showed when there was a problem. We excluded the results of samples of faulty filtration. Inhomogeneous particle coverage was observed (see Fig. 5 ), possibly due to changes in fluid flow or sample washing. Moderate inhomogeneity was not a problem because we covered the entire filtration area at low magnification and counted all of the particles. We scaled the high magnification (1 mm, 0.5 mm, and 0.25 mm) field-of-view data sets to the 2.0 mm data set using the filter area represented by each set. As mentioned above, all of the low magnification SEM images overlapped. Image overlap was used to ensure that we imaged and counted all the particles on the filter and thus all the particles in a known volume of hydraulic fluid. To measure the width of the overlap, i.e., the borders of the images that show the same area, we moved two central and adjacent images slightly by hand with respect to each other until the same particles in the margins matched. Matching all other image pairs involved cross correlating central square segments of the borders, using initial offsets from adjacent and previously matched pairs. This approach allowed us to measure the overlaps to within a pixel in the image field. The microscope stage coordinates gave image overlaps to within five or so pixels, which we refined to within a pixel using cross correlation measurements of the overlapping image borders. The left border of one image is shown diagrammatically in Fig. 6 , with the original image boundary in red, the trimmed-for-overlap boundary in blue, and the other image boundaries in gray. The blue boundary simply bisects overlapping margins. The software assigns a particle within the overlap region to the image in which it is most central, as shown in Fig. 7 . When a particle is in the overlap region and thus appears in both images, the image in which the centroid of the particle is inside the blue trim line is the image for which the particle is counted. Of course, there really are four trim lines, one for each edge, and the centroid must be inside the rectangle that the four trim lines form. If the particles are smaller than the overlap region, then there are no edge effects in that all of the particles are entirely within at least one image. For example, in Fig. 7 , the centroid of particle x is to the right of the trim line, and is counted in image B. The centroid of particle y is to the left of the trim line, and is counted in image A. Note that it overlaps the boundary of image B, and would not be counted in image B in any case. Particle z is not completely within either image because it is large enough to span the overlap region. The overlap region is nominally 100 pixels or 200 µm wide and to have a z particle condition, the particle would have to be quite large (>30 µm diameter). There are not many of these large particles, so large particles (particle z) boundaries are improbable.
Particle Segmentation
The backscattered electron images show the silicate particles as light rounded objects with sharp edges against the darker background of the polycarbonate filter. Image intensity is affected by both mean atomic number and sample thickness, so small or thin particles have lower contrast approaching the background texture of the filter.
Segmentation involves setting an intensity threshold [10] where all pixels above the threshold are considered to be particle pixels, i.e., part of a particle, and all those below are considered to be background pixels, i.e., not part of a particle but of the texture of the filter. Our algorithm finds the lowest threshold level that avoids selecting too much background, while still selecting as many of the small low intensity particles as possible. The texture of the background happens to be fine grained, that is, there are no features as large as even the smallest particles of interest. This works to our advantage in that low thresholds select both dim particle pixels and dim background pixels, but these are separated and the background pixels are automatically rejected when segmenting. For particles to be counted, they must have at least from three to ten contiguous particle pixels, depending on the magnification.
Consider the image in Figs. 8a-e, with pixel intensities ranging from 0 to 255, and threshold decreasing from Fig. 8a to Fig. 8e . As the threshold is lowered from the maximum 255 (very few pixels selected), additional pixels are selected, which are all particle pixels because the brightest pixels are always in particles. In Fig. 8a , most particles are selected, but some clearly are not selected, appearing in the figure either as small white blobs or as tiny white holes in already selected particles. By visual inspection and by the nature of the sample, we know that the particles do not have small holes. At this threshold, the area or pixel count of most particles is artificially low. Lowering the threshold further (Fig. 8b) selects almost all of the particles and very little background. Close inspection (not shown) suggests, though, that pixels on the edges of the particles, which are the most dim particle pixels, are not yet selected. As the threshold is lowered further (Fig. 8c) , selected particles tend not to grow appreciably in area (number of pixels) any more, while the number of background pixels increases. The threshold of Fig. 8c as well as thresholds nearby are all equally useful because particle pixels are now all selected but with very few background pixels. Most of the background pixels that are selected, are isolated (they have no neighboring selected pixels). These background pixels are rejected because they are not part of a contiguous group of three or ten pixels (depending on the magnification) as is the case with particle pixels. As the threshold is decreased even further, the background pixels increase in number and join together (Figs. 8d and 8e ), mimicking the real particle pixels and result in false positives and in coalesced particles.
To show this characteristic of the images mathematically, we present a plot of particle area fraction vs. threshold (Fig. 9) . The Particle Area Fraction (PAF) is the number of selected particle pixels (part of a contiguous group of pixels) normalized by the number of all selected pixels. Figure 9 shows the PAF, P / N, plotted vs. threshold, where N = total selected pixels, i.e., number of pixels above threshold, and P = 'particle' pixels above threshold. P = N -S, where S = single or isolated selected pixels. So, for any threshold, P represents blobs or clusters of pixels, which may or may not represent real particles, and S represents single pixels, which may or may not represent background. In the region around point c, P does correspond to real particles and S to background. Points a-e in Fig. 9 corresponds to Figs. 8a-e, respectively.
Following the curve in Fig. 9 from right (threshold is 255) to left (threshold is zero), as the threshold level decreases, selected (red) pixels are all particle pixels, around 80 % being connected one to another and the rest isolated (PAF ≈ 0.8). These are all particle pixels because real background pixels are well below these intensities (points a to b). At thresholds lower than point b, few additional particle pixels are https://doi.org/10.6028/jres.121.025 Fig. 9 , selected pixels are shown in red. Threshold is too high: because some low intensity (dim) particles are not selected (red) and most particles are not completely selected (white holes or edges). being selected along with an increasing number isolated pixels, which causes the PAF to drop. This continues through point c, the threshold, to point d, where the newest selected pixels are background, and are isolated: N increases through an increase in S, P is static, thus the PAF decreases. Between points d and e, the newly selected (background) pixels increase rapidly, and coalesce. The resulting blobs mimic particles-the pixels form connected groups although these groups now do not represent particles but fluctuations in the background signal from the filter. Finally, at point e, the threshold equals zero, and P = N and the PAF = 1.0.
The threshold used to segment each image is a point on the PAF for that image that is half way up from the minimum at point d to the maximum between points b and a. This is the right edge of the cyan rectangle, which is the largest region enclosing the global minimum without including other smaller local minima to the right of point b, where the PAF is noisy because few pixels are selected there.
Image Analysis on the Geller Standard to Calibrate Pixel Size
SEM images of the Geller scale setting standard were taken with each filter sample, at each magnification used in the imaging and analysis. We calibrated the scale by measuring the length in pixels for the two most widely separated traces on the scale setting standard in the horizontal and vertical directions, and then associating these distances in pixels with the known real distances or lengths from NIST interferometer measurements. Figure 10 shows the area of the standard that we used for calibration of horizontal distances. Since only the red lettered features were calibrated by the NIST interferometer, we extended the NIST calibration to the blue lettered features by measuring their positions in a large image of the scale setting standard (8 times normal resolution). 
Calibration of Pixel Size
We calculated feature dimensions in micrometers in the particle images by comparing their dimensions in pixels with those of features in the scale standard whose real lengths are known. This involved measuring the left or right edges of the dark lines (as appropriate, see Fig. 10 ) by hand to determine the actual distance that a single pixel represents. To do this, we zoomed images of the lines so that the region between the upper and lower dashed lines (Fig. 10) were about the height of the computer screen, and then clicked on the edge of the trace 32 times at arbitrary locations along the trace. Table 2 shows the horizontal measurements for one of the filters (9 edge clicks shown), along with the averages and sample standard deviations. Note that the features used for the calibration reflect the most widely spaced ones for that magnification.
Calibrated pixel length values for all the filters in µm/pixel for the 2.0 mm field-of-view magnification are in Table 3 . True pixel area was calculated using the product of the horizontal and vertical values.
https://doi.org/10.6028/jres.121.025 Table 2 . Pixel calibration measurements for one filter, five magnifications (only four actually used). Table of actual edge positions, position averages, lengths between features, and pixel sizes in µm from the length standard. Likewise, the vertical features of the scale setting standard provided a conversion to metric for the pixel height. It was found that the horizontal distance was slightly larger than the vertical due to a very slight offset in the SEM scan isotropy calibration. Letters denote positions along the scale setting standard shown in Fig. 10 
Uncertainty Due to Digital Pixel Representation
The particles measured by image analysis are real objects with curved outlines represented in the images by square pixels. This representation introduces uncertainty as illustrated in Fig. 11 which shows a disc represented by square pixels. The dark colored pixels are outside the circle, the white pixels are 100 % inside the circle and pixels of varying thermal scale color are partially inside, partially out. Depending upon the threshold level, the area of the disc will be either over estimated or under estimated. The edge pixels are obviously the most important. As the object size increases or the magnification increases, more pixels are used to represent the object, and the uncertainty in the representation decreases. In the thresholding process, a pixel is either counted or not counted (in or out). There are no partial pixels allowed in the area representation once a threshold gray level has been identified.
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https://doi.org/10.6028/jres.121.025 Because of the threshold levels in our analysis, we believe that we overestimate the size of many objects by pixel representation. To verify this hypothesis, we compared the exact same particles imaged at different magnifications in our data set. At the high magnification, the particle is represented with many more pixels than at low magnification so the misrepresentation due to the edge pixels is much less. The hypotheses predict that the particle size determined by the low magnification should be larger than that found at the high magnification. An example is shown in Fig. 12 which gives the percent difference between the particle area (µm 2 ) found in a particle at the low magnification (2.0 mm field-of-view) when compared to the same particle at the 0.25 mm field-of-view magnification, plotted against the particle area (in pixels) at low magnification. A fit to equivalent particle circular radius versus error (derived from the area) was done on two independent sets of this data. A coefficient, c, was found for the c/radius fit at 99 % confidence limit. The c/radius value and the uncertainty from the random (Type A) processes were fed into the Monte Carlo simulation for the determination of the combined standard uncertainty (discussed later). Fig. 12 . Percent difference in area in the low magnification image for single particles vs. particle area in pixels for low magnification images.
Certified Values
For the 12 data sets (filters), we computed the particle concentration (particles/mL) in the hydraulic fluid expressed as a cumulative number size distribution. The particles were binned in the histogram based on their equivalent circular diameter, i.e., diameter of a circular particle having the same projected area as the dust particle. For high-magnification images, a correction was used to account for particle loss at the image edge [11] . No such correction was necessary for the 2.0 mm field-of-view magnification because of the image overlap strategy. The volume of hydraulic fluid was determined from the mass measurements of the fluid filtered and the density of the fluid. The mean of particle concentration values, as a cumulative number size distribution for all 12 data sets is given in Table 4 , column 2 and the standard uncertainty of the mean is in column 3. Column 4 contains the standard uncertainty associated with random sampling, column 5 is the standard uncertainty associated with image digitalization, column 6 is the combined standard uncertainty (uc, combined using Monte Carlo simulation), column 7 is the coverage factor, k, (back calculated) and the last column is the expanded uncertainty at the 95 % confidence level (U = k uc). 
Uncertainty Components
The expanded uncertainties listed in Table 4 were calculated according to the ISO/JCGM Guide [13] . These uncertainties correspond to the expanded uncertainties in particle projected area diameters and define a confidence interval of approximately 95 %. The combined and expanded uncertainties in Fig. 13 were derived using Monte Carlo simulation with inputs from the digitization and sampling reproducibility uncertainties. Fig. 13 . Plot of cumulative number of particles per milliliter of hydraulic fluid greater than the specified projected area diameter. The expanded uncertainties (U) are shown in the plot. The power law distribution shown in the plot is frequently characteristic of natural fracturing of materials.
The type A (random) and type B (nonrandom or systematic) standard uncertainty components for the measurements arise from a number of sources. Type A uncertainties include (1) particle sampling and counting, (2) hydraulic fluid sampled volume, and (3) SEM magnification variations. Type B uncertainties include (1) digital image representation and processing, (2) Geller scale setting standard, and (3) part of hydraulic fluid volume (density) determination.
There are only 2 main contributors to the measurement uncertainty (shown in Table 5 and Fig. 14) , uncertainty due to digital representation (digitization) and random variation in the 12 filters analyzed (sample reproducibility). The uncertainty associated with hydraulic fluid volume has a type A uncertainty component that is included in sampling uncertainty determination. The part that is not random is the estimated bias in the Rudolph Research Density Meter which was determined to be approximately 8×10 −5 g/mL and is too insignificant to impact the uncertainty budget. Length uncertainty impacts the particle size and the area of the field-of-views. The uncertainty in the area of the filter field-of-views is only relevant to the sampling on the filter surface at high magnifications since at low magnification the entire filter area was included. The uncertainty shown in Table 5 for the Geller scale standard correspond to differences in the nominal 50 µm to multiple 50 µm lengths presented in the scale. The systematic part of 
Diameter (µm)
the length and area uncertainty reported by NIST [4] for the Geller standard was used directly as the traceable length values for the pixel to length (µm) conversions for the respective magnifications. The type A uncertainty in the Geller scale measurement (horizontal: 0.0020 µm and vertical: 0.0028 µm, respectively) was included in the random sampling, SEM magnification uncertainty. Monte Carlo simulation used to calculate the combined standard and expanded uncertainties for the main two components, digitization and random sampling. A fiducial distribution is one which is constructed from various considerations so as to reflect the "likely" distribution of errors from a component in a measurement process. For component 1 (digitization error) geometric arguments suggest a U-shaped error distribution as appropriate-the well-known statistical beta distribution was utilized to formally model such U-shapedness. For component 2 (random measurment error), the error distribution was likely symmetric and unimodal, and so the usual Gaussian distribution was assumed. Monte Carlo simulation was then used to form the propagated particle size distribution from which the combined standard and expanded uncertainties were calculated.
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Summary
SRM 2806b has been a valuable reference material for the Fluid Power Industry and other associated segments of the private sector. NIST collaborated with IFTS in manufacturing SRM 2806b to assure the best possible material would be produced by designing and implementing a series of statistical tests and criteria that had to be met before NIST acceptance. The size of the particles in hydraulic fluid was certified on the basis of their equivalent circular diameter. This was difficult because the particles counted and sized were both irregular in shape (natural mineral particulate material) and polydisperse. We developed methods to guarantee process repeatability, to size and count large number of particles and to estimate the uncertainty in the measurement process. The capability of an automated SEM and advanced image analysis software enabled the certification. Traceability to the meter was provided through the NIST Line Scale Interferometer. A unique feature of the uncertainty analysis with respect to the uncertainty related to the image processing was enabled by the ability to measure pixel area for the exact same particles at multiple SEM magnifications in the particle image set.
