The perception of color in nature is a complex multidimensional phenomenon. The vast range and high dimensionality of the light stimulus in a natural scene is reduced in range and dimension by the human visual system. The color experience is reduced to the appearance attributes of brightness, lightness, colorfulness, chroma, saturation, and hue from spectral energy distributions in the scene, while the vast range of light levels present in the world is reduced to a more manageable perceptual range through local adaptation. These processes set the stage for our efforts to capture, process, and reproduce the colors of nature as well as make artistic interpretations of them. This paper reviews the challenges involved in accurately capturing and reproducing optical phenomena observed in nature.
When an image is captured, many options remain regarding the processing and display of those image data for various applications. Only the camera spectral responsivities are defined prior to capture. The ultimate in fidelity (for the visible spectrum and in relation to visual perception) is a high-dynamicrange (HDR) capture, often requiring multiple exposures, with high spectral resolution (e.g., samples every 5 to 10 nm in a range from at least 400-700 nm). Even with such a capture, the choices begin on how to render, use, and analyze the image [1] .
The linear (in radiance), HDR, and spectral image can be considered a near ideal scientific image. Such image data accurately represent the spectral radiance distribution for each pixel. These data can be used to determine physical characteristics of light sources, objects, and optical phenomena in the scene. If the lens-sensor system is also spatially calibrated, such image data also can be used to make accurate angular and linear measurements of phenomena in the scene. However, such images are of little value for human viewing and visual interpretation. Instead, they must be rendered for some color reproduction objective [2, 3] . Possible rendering objectives include colorimetrically accurate renderings (which require an HDR display) and color appearance renderings (which require accurate models of visual perception to translate the scene radiance data into appropriate display drive signals accounting for local, light, and chromatic adaptation in the scene and for the displayed image. However, color appearance reproductions do not require HDR displays because the instantaneous visual response of the human visual system has a rather low dynamic range [4] [5] [6] [7] .
If a spectrally resolved capture system is not available, then one must typically make due with an RGB camera, which can still be used to capture HDR images in order to resolve the radiance dynamic range found in nature. However, the RGB signals produced and recorded typically bear little relation to human visual responses and also might not be linear. Linear RGB HDR images can be useful if the spectral sensitivities of the camera are well defined and characterized (unfortunately, this is rarely possible). This paper introduces measurements and analyses that illustrate the importance of knowing the camera spectral responsivities [8, 9] in order to understand the wavelengths present in the scene.
Once a decision is made to render an HDR image to a display, or other output device, many options remain [2] . The image can be rendered for optimal colorimetric fidelity (colorimetric accuracy), optimal visual appearance (using a visual perception model), or simply for optimal artistic appearance (using image editing software). Those three options will, almost always, produce very distinct images. This is important in scientific imaging of optical phenomena in nature because most cameras will automatically create one of these types of renderings (usually artistic) unless the user has carefully selected the settings and characterized the camera [10] .
Often, images are captured in Camera RAW format to bypass any image rendering selections embedded in the onboard image processing and compression steps [11] . This practice is recommended for capturing high quality and HDR images from which scientific measurements might be made. However, it should be noted that even RAW images have undergone some image processing in the camera and that it is still important to know the camera spectral responsivities in order to properly interpret the Camera RAW data. In other words, Camera RAW data are often uncalibrated and uncharacterized, and these two steps are required to scientifically interpret the image data. Calibration refers to putting the camera system into a known state of data recording and characterization refers to determining the relationship between the camera data and accurate colorimetry or radiometry [3, 10] .
Last, the concept of metamerism is important in scene capture. Fundamentally, metamerism refers to the fact that two different spectral power distributions can produce identical visual color responses. Illuminant metamerism occurs when two objects with different spectral reflectance functions match under one light source and mismatch under another. Observer metamerism [12, 13] occurs when two spectrally distinct stimuli appear to match for one observer but mismatch for another. Conversely, one could say that a given stimulus appears as one color to the first observer and a distinct color to the second observer. This concept can be extended to cameras by simply replacing the two observers with two cameras. As will be demonstrated below, two different cameras can (and usually do) produce very distinct colors when capturing identical spectra in the scene, camera metamerism.
Stimulus: Color in Nature
A physical scientist describes the light stimulus in nature as a measure of the amount of energy (or number of quanta) of each wavelength through the visible spectrum (from violet to red, about 400-700 nm). One can reasonably state that the range of energy levels encountered in nature is over a billion-to-one, and the wavelength information requires hundreds of samples through the visual spectrum [14] . Clearly, such a physical description of the color stimulus at each location in a scene does not directly describe our visual experiences. Instead, our visual systems somehow reduce the color dimensionality from hundreds to a few (sometimes as few as three, but more fully our color perceptions require five to six dimensions for complete description [3, 15] ) while the dynamic range of light is reduced from billions-to-one down to our simultaneous neural response range more on the order of hundreds-to-one [16] . Understanding how natural stimuli are sensed, processed, and perceived in human vision allows scientists and artists to mimic this process to produce technically faithful and/or aesthetic/artistic renderings of the world around us and to study the stimuli present in the scene and the colors perceived by the observer.
Perception in Nature
The first stage of visual perception of color is the sensation of the light stimulus by the cone photoreceptors in our retinas. Since there are nominally only three types of cone receptors, each responding to a range of wavelengths of light, the spectral energy distribution of the stimulus is immediately reduced to three dimensions. This 3D, or trichromatic, response can be directly correlated with our perceptions of lightness, chroma, and hue in the scene [3] and also can be used to explain the design of imaging systems with three color channels for capture or three primaries for display [17, 18] . Additional information is preserved by the visual system through encoding of our state of adaptation to allow perception of more absolute attributes of the stimuli such as brightness and colorfulness [15] . Altogether, these perceptual dimensions are the result of our visual systems' information processing to reduce dimensionality and dynamic range of the natural stimulus to useful, manageable levels, which can allow useful functioning in our environment and communication with one another.
Adaptation describes our perceptual mechanisms for coping with extreme ranges of physical stimuli [4] . In color perception, the most important types of adaptation are light, dark, and chromatic adaptation. Light and dark adaptation refers to our ability to adjust to the prevailing level of illumination in a scene much like an automatic exposure mechanism in a digital camera. We are more sensitive to light when there is less available and vice versa. Chromatic adaptation refers to our ability to compensate for general changes in the color of illumination. A demonstration of chromatic adaptation is described in Fig. 1 .
The processes of light, dark, and chromatic adaptation are not global in our visual systems. That is, there is not one fixed level of adaptation for perception of an entire scene. For example, if there are bright and dim areas of a scene, one will become more sensitive to light in the dim areas and less sensitive in the bright areas. This is referred to as local adaptation and allows perception of scenes with wide ranges of luminance levels using neural systems only capable of much smaller response ranges. Local chromatic adaptation also occurs and is easily illustrated with opponent afterimages perceived after steady viewing of strong chromatic stimuli (e.g., by staring at a uniform yellow area for about 30 s and then viewing a white area, and one will see a bluish afterimage in the same shape as the original yellow area). The mechanisms of perception and adaptation are described in detail by Fairchild [3] .
Ultimately, all these mechanisms of color perception reduce the spectral stimulus array to six perceptual dimensions of color appearance. These are brightness, lightness, colorfulness, saturation, chroma, and hue. It has been established that any single static scene does require at least five of these dimensions to fully describe color appearance (chroma and saturation being essentially redundant ways to describe the same perceptual attribute like a change in coordinate system within a single space) [3, 15] . These attributes are formally defined by international agreement [19, 20] . Brightness is our perception of the amount of light emanating from a stimulus. Lightness is the perception of brightness relative to the brightness of a white stimulus in a similar viewing condition. Colorfulness, analogous to brightness, is the perception of difference from neutral. Saturation is colorfulness relative to the brightness of the stimulus. Chroma, analogous to lightness, is the colorfulness of a stimulus relative to the brightness of a white. And, lastly, hue is what is commonly referred to as color and refers to the similarity to appearance such as red, green, yellow, and blue (regardless of lightness, saturation, or any of the other attributes). Color is an attribute of visual perception made up of all these attributes and is not simply a physical quantity [3, 15, 19, 20] .
High-Dynamic-Range Imaging
Typical imaging systems capture and/or display scene data with a range of about 100-to-1 (despite commercial claims of much larger dynamic ranges) selected by the photographer or fine-art painter. This limited range is selected from the vast range in a scene to render the desired perceptual response as well as possible, and this process is essentially the major task in the art and practice of photography. HDR imaging aims to facilitate the process by capturing the entire range of light present in the original scene, not just the range selected by the photographer or the camera's automatic exposure system. One method for capturing HDR images is through multiple exposures with a constant aperture and various exposure times [1, 21] . Figure 2 illustrates a sequence of nine such exposures, each separated by one stop in exposure time. Examination of the separate exposures illustrates that some areas of the scene are very bright (the sky and directly illuminated treetop) and some are very dark (the forest In the lower-left image, a cyan filter (illustrated in the upper-right quadrant) is placed over the yellow banana. This produces a green banana through subtractive color mixing. However, when the cyan filter is placed over the entire image (lower right), the banana retains its yellow appearance since the visual system adapts to the overall shift of the image toward cyan. The banana is physically identical in the two lower images, but appears different due to changes in the observer's state of chromatic adaptation.
floor in the shadows), while a human observer at the scene has no trouble seeing the bright and dark areas in full detail simultaneously.
An HDR image is created computationally from the multiple exposures by finding the best-exposed areas from each image and merging them into a single floating-point image while compensating for any nonlinear responses in the camera. The final HDR image, from the HDR Photographic Survey [22] [23] [24] , is illustrated in Fig. 3 . The HDR survey includes over 100 HDR scenes with calibration data, colorimetric measurements, and color appearance scaling from the scenes. Since no typical image displays can directly render the HDR content of a scene, adjustments must be made to avoid the loss of highlight and/or shadow detail illustrated in the first panel of Fig. 3 . To reproduce the vast dynamic range of a scene, some form of tone scaling, or compression, must take place. Traditional photographic techniques apply global nonlinear transformations to the image data to compress the shadow and highlight detail into the range of the output device [1] . Typically images are encoded after these global transformations are completed and the HDR scene data cannot be reconstructed. If HDR image data are available, then local adaptation rendering techniques can be applied to mimic the visual perception of the scene (this also replicates the traditional darkroom practice of dodging and burning) [25] . The center and right panels of Fig. 3 show the same HDR image rendered with two different models of local adaptation [5, 6] . These images are reasonable renderings of human perception in the scene, and the development of such processes remains a current research topic [26] .
Given all the different ways scene colors can be captured, processed, and displayed, just what colors are in the scene? A very simple approximation of this process is illustrated in Fig. 4 . The HDR image Fig. 2 . Sequence of nine exposures, each separated by one stop and ranging from four stops underexposed to four stops overexposed (according to typical matrix metering of the scene). These separate exposures are used to capture the full dynamic range of illumination levels in the scene and combined computationally to produce a single HDR image. The image is of the General Grant Tree, a giant sequoia in Kings Canyon National Park in the Sierra Nevada of California, USA. Fig. 2 . On the left is a direct rendering of the HDR content in which the highlights and shadows are clipped due to the limited dynamic range of the printing process. The other two images are rendered using a model of local adaptation in the human visual system and illustrate the differences that can be obtained by interpreting the HDR image information with different algorithms, both intended to render the image as it would be seen to an observer at the original scene. The middle image is rendered using local adaptation and manual adjustments in Adobe Photoshop CS2; the right image is rendered using the iCAM06 algorithm developed by Fairchild [28] .
described above was sampled down to just 100 colors by averaging 100 spatially congruent areas in the image (sampling the image down to 10 × 10 pixels via averaging of the pixel areas). The point of this exercise is not to produce the best sampling of colors in the scene, which would require an understanding of visual attention [27] , but to show how the capture and rendering of the scene can impact the apparent colors present. The left panel of Fig. 4 shows each of the nine exposures sampled down to 100 colors. The middle panel shows the directly rendered HDR image with its saturation of bright areas and blackening of shadow areas. The right panel shows the local rendering of the visual perception of the scene with a more pleasing range of colors that are probably more like what would be reported by an observer at the scene. One cannot conclude that any particular sampling of the scene colors is right or wrong, or better than another, but there is much to be learned by examining the different plausible possibilities and trying to understand what colors people focus on when enjoying the colors of nature. This is the point where art meets the science and technology of imaging and human perception used in research and ultimately outreach to students of all ages who might become more interested in these questions by exploring their curiosity about color perception [28, 29] .
Color: The Human Spectral Responses
The spectral response for human color vision has been represented for nearly a century by the average color-matching functions defined as an international standard by the CIE [30] . These are known as the spectral tristimulus values (XYZ) of the CIE 1931 Standard Colorimetric Observer and are plotted in Fig. 5 . These functions were measured indirectly by psychophysically determining the amounts (tristimulus values) of three specifically defined primary lights required to match a unit of energy at each wavelength through the spectrum [31] [32] [33] . As such, they do not represent the spectral responses of the three cones in human vision since it is impossible to produce primary lights that each stimulate only a single cone type. However, due to the wellunderstood and verified additivity and linearity of light absorption in the cone photoreceptors, these indirectly measured color-matching functions are within a linear matrix transformation of the average cone responsivities [34, 35] . The difficulty, pursued for much of the past century, is to accurately define that matrix transformation. Figure 6 illustrates one such linear transformation of the CIE color-matching functions. These functions are reasonably accurate representations of the average long-, middle-, and short-wavelength (LMS) human cone responses. These particular functions CIE color-matching functions) . Note that the human response functions are broad (responding to a wide range of wavelengths) and spectrally overlapping. These two properties improve spectral resolution (through encoded variation of cone signal ratios as a function of wavelength), reduce noise (through greater signal), and also happen to improve spatial resolution (through the combination of spectral and spatial sampling in the retina) and can be compared with the spectral sensitivities of two professional digital SLR cameras discussed below.
Pseudo-Color: Camera Spectral Responses
To produce accurate color images, a camera need not have the spectral sensitivies of the CIE colormatching functions (Fig. 5) or the human LMS cone responses (Fig. 6 ), but it must either have three spectral channels with responsivities that are a linear transform of the cone responses, or it must have a significantly higher number of spectral samples (from perhaps six to 60, depending on the spectral nature of the scene). Figures 7 and 8 show the carefully measured linear spectral responsivity functions for two professional digital SLR cameras. Figure 7 illustrates the data for a Nikon D2×, while Fig. 8 illustrates comparable data for a Canon 5D ("mark 1"). The spectral sensitivities of both cameras were measured using a carefully calibrated monochromatic and spectroradiometer system [36] . Simple visual inspection of Figs. 7 and 8 makes it clear that the camera responsivities are not at all close to exact linear transformations of the human cone responsivities. This was also verified in the characterizations described below and in the analyses of Fairchild et al. [36] . They are also not linear transformations of one another. Simply put, these two cameras "see" color differently from each other and differently from human observers.
Color Errors in Typical Professional Cameras
To examine the magnitudes of color errors in typical professional cameras, a number of camera systems and imaging paradigms are examined, as follows:
• True sRGB represents colorimetrically accurate sRGB reproduction through definition of response functions that are linear transformations of human cone responses. While this hypothetical capture has perfect color reproduction, the obtained RGB values cannot be directly displayed on any real display due to physical gamut limitations.
• Clipped sRGB takes the above accurate sRGB values and then clips them to a realizable sRGB display. Colors outside the sRGB gamut are, thus, reproduced inaccurately.
• Nikon RAW represents linear RAW RGB values from the Nikon D2×.
• Canon RAW represents linear RAW RGB values from the Canon 5D.
• Nikon Characterized represents the linear RAW RGB values for the Nikon D2× transformed via a fitted linear 3 × 3 matrix to most closely approximate accurate sRGB (and therefore XYZ) values.
• Canon Characterized represents the linear RAW RGB values for the Canon 5D transformed via a fitted linear 3 × 3 matrix to most closely approximate accurate sRGB (and therefore XYZ) values.
The colorimetric characterizations of both cameras were completed using linear regression to obtain the best 3 × 3 transformation of the camera spectral Fig. 7 . Directly measured linear spectral responsivities of a Nikon D2× digital SLR camera normalized to unity at the peak of each function. Note the lack of similarity to either CIE XYZ tristimulus functions or human cone functions, indicating the nonexistence of a linear transform between camera responses and human responses; i.e., the camera sees color differently from humans. Fig. 8 . Directly measured linear spectral responsivities of a Canon 5D mk1 digital SLR camera normalized to unity at the peak of each function. Note the lack of similarity to either CIE XYZ tristimulus functions or human cone functions, indicating the nonexistence of a linear transform between camera responses and human responses; i.e., the camera sees color differently from humans. Also note that the Canon responsivities are significantly different from the Nikon responsivities illustrated in Fig. 7. sensitivity functions to the CIE XYZ color-matching functions [36] . This method of characterization provides the best results for the monochromatic colors evaluated in this paper. An alternative technique is to fit the matrix using a range of color samples (rather than monochromatic stimuli) such as those found in the X-Rite Color Checker Chart [36, 37] . In previous work [36] , it was shown that these characterizations were adequate to make images from the two cameras psychophysically indistinguishable in color. However, the characterized images were not identical; the color differences that remained simply were not perceptible in complex images [38] . Tables 1-4 show the colors produced by the listed cameras and imaging paradigms in terms of CIE XYZ values. The True sRGB computations produce colors identical to those found in the scene and serve as the reference values. XYZ values for other imaging systems/paradigms can be compared with the reference in terms of a percentage deviation, keeping in mind that these values are linear in radiance. The four colors examined are monochromatic red, green, and blue at wavelengths of 650, 550, and 450 nm, respectively, and white resulting from their additive mixture. A more intuitive metric to compare the imaging techniques is to examine CIELAB color differences, ΔE ab , which represent a perceptual color difference metric. As an approximate guideline, ΔE ab values greater than 1.0 represent just perceptible differences for simple, adjacent stimuli. However, it has been shown that threshold values for complex images are significantly elevated to approximately 2.5 [38] .
Examination of the results in Tables 1-4 shows that all of the imaging systems/paradigms produce significant color errors, well above perceptual thresholds and significantly different from one another. These errors might be surprisingly large, but it should be kept in mind that the RGB colors selected were chosen to illustrate spectral colors that might be encountered in various natural optical phenomena and not typical object colors. These colors are outside the gamut of what is normally reproduced with commercial imaging systems. More important than the absolute color difference values is the differences encountered for various techniques. It is also worth noting that the colorimetric characterizations do not always reduce the color difference values. There are several reasons for this. One is that the characterization is most accurate for colors well within the display gamut. In addition, the color difference values mask the direction of color shift. For these RGB stimuli, the uncharacterized results are typically desaturated while the characterized results are oversaturated (which is acceptable when the ultimate image is displayed, since the display enforces a desaturation). The bottom line is that imaging complex stimuli with different imaging systems will normally result in vastly inaccurate color reproduction that varies significantly across the system.
Position Errors (Wavelength Errors) in Imaging Spectra
The color errors encountered in the analysis of the previous section suggest potentially significant problems in imaging natural phenomena such as rainbows. (Correctly speaking, the analysis applies to rainbows on a perfectly dark background. While this is not generally encountered in nature, similar stimuli are possible, and a rainbow desaturated by its background would still have similar types of errors with somewhat smaller magnitudes.) Thus, this section looks at differences in the RGB values produced by a perfect imaging system and various real systems as a function of wavelength through the spectrum.
Figures 9-12 illustrate the ratios of RGB values, labeled RGB, as functions of wavelength. These values always sum to unity for any given stimulus. Thus, for each wavelength, r g b equals one. Figure 9 shows the RGB ratios for the True sRGB computation (accurate color reproduction) in solid lines and the Clipped sRGB (limited to the sRGB display gamut) in dashed lines. If all three of the values Fig. 9 . RGB ratios (RGB chromaticity coordinates that sum to unity at each wavelength) for perfect sRGB reproduction of an equal-energy spectrum (solid lines) and then clipped to sRGB display gamut (dashed lines). Values of 1.0 or 0.0 indicate that the desired color is outside the display gamut or that the other two responses are nonexistent at that wavelength. Any wavelength ranges for which all three signals are constant (at any value) indicate wavelength ranges that cannot be discriminated by the system (none in this ideal case). Fig. 10 . As in Fig. 9 , but RGB ratios for Nikon D2× RAW linear (solid lines) and gamma corrected (dashed lines). Note that the camera cannot produce distinct signals for large ranges of wavelengths at each end of the spectrum. These many wavelengths are mapped into single responses for each end of the spectrum. Fig. 11 . As in Fig. 10 , but RGB ratios for Canon 5D RAW linear (solid lines) and gamma corrected (dashed lines). Note that the camera cannot produce distinct signals for a large range of wavelengths at the short-wavelength end of the spectrum. This camera can distinguish long wavelengths better than the Nikon (not necessarily more accurately), but remains significantly different from the human responses, as illustrated in Fig. 9 . Fig. 12 . RGB ratios (RGB chromaticity coordinates that sum to unity at each wavelength) for colorimetrically characterized Nikon D2× (solid lines) and Canon 5D (dashed lines) digital SLR cameras. The characterizations were designed to produce the most colorimetrically accurate sRGB values possible. The differences between the two cameras indicate that they cannot be made to produce mathematically identical color reproduction. The existence of values greater than 1.0 and less than 0.0 indicates that accurate color reproduction requires a display device with a gamut significantly larger than that of an sRGB display. Such values would be clipped to the 0.0-1.0 range for actual sRGB display (resulting in some loss of color discrimination). Also note that these functions do not perfectly match the ideal visual reproduction represented in Fig. 9 .
are constant across a range of wavelengths, then the imaging system maps those wavelengths to a single set of RGB output values, and those wavelengths are not distinguished. That does not happen for the True sRGB accurate reproduction. It also does not happen for Clipped sRGB, but there are regions where one of the values is pegged at 0.0 or 1.0. This means the system is not capable of reproducing the wavelength in question because it is too saturated. In other words, a real sRGB display cannot reproduce the saturated colors of the spectrum. Figure 10 shows similar data for the Nikon D2× Camera RAW data in linear (solid lines) and gamma corrected (dashed lines) for linear light values on a typical nonlinear display. One can see that the camera, unlike the human in Fig. 9 , is incapable of producing distinct responses for all wavelengths below about 465 nm (they all become full B) and above about 635 nm (they all become full R). The gammacorrected values are similar. They just show the compression of contrast required to accurately reproduce linear light values on a typical display with a nonlinear, contrast-enhancing tone reproduction curve. Figure 11 shows similar results for the Canon 5D. It has similar clipping at the blue end of the spectrum but does not suffer from the same problem at the long-wavelength end of the spectrum. Instead, the Canon introduces a blue signal in the long wavelengths and a strange phase reversal where the blue signal decreases then increases again. This is a different, and perhaps equally disturbing, artifact.
Last, Fig. 12 illustrates the RGB ratios for the colorimetrically characterized Nikon (solid lines) and Canon (dashed lines) cameras. These values were computed for display on a standard sRGB display. One might immediately note that the values significantly exceed 1.0, or are less than 0.0, for some wavelengths. This, again, is an artifact of the aim display (sRGB). To reproduce the spectra as accurately as possible, these outside-the-gamut (which is 0.0-1.0) values must be displayed. In a real application, they would be clipped, or otherwise mapped, into the 0.0-1.0 range, and even more of the spectral colors would become indistinguishable. Again, neither camera is capable of distinguishing wavelengths below about 470 nm and above about 640 nm. (Note: The Canon retains some discrimination for the longer wavelengths, but not much.)
The results illustrated in Figs. 9 and 10 lead to one final question. If a camera system maps the RGB values for one wavelength to what would be the proper RGB values for a different wavelength, is it possible that the characteristics of the camera could result in optical phenomena being imaged at the wrong location (linearly or angularly)? In other words, if one is looking for 600 nm light at a certain angle from the sun, and they think they know the RGB values for 600 nm light, might they find those values at a different angle and incorrectly conclude that they are measuring a different phenomenon. The short answer is yes. The long answer is that the only way to accurately predict the RGB values for specific spectral stimuli (monochromatic or not) is to have full characterization of the spectral responsivities of the camera along with its radiometric linearity (or not) or to use a radiometrically calibrated spectral camera. Table 5 shows the mapping of three wavelengths (650, 550, and 450 nm) into wavelengths that would be measured for a given camera system if one assumed the imaged RGB values were accurate. For the True sRGB system, the mapping is perfect, and there is no error. For the other camera systems, a wide variety of wavelength shifts (errors) are observed. These range up to 55 nm in error or about 20% error in angle for a linear spectral dispersion (e.g., image of a spectrum from a diffraction grating). For the cases where a range of wavelengths is entered in Table 5 , that means that the one wavelength is mapped into many wavelengths in the image. For example, the wavelengths of 635-680 nm are all mapped to the same RGB value as 650 nm for the Nikon RAW paradigm. Clearly, these errors are significant, and the differences from one camera to another warrant careful reporting of the cameras and imaging paradigms used for any quantitative images of optical phenomena in nature.
Conclusions
The light stimulus for vision in nature is immensely complex and highly dimensional. Our perception of color, while also complex is reduced to five to six color dimensions through our sensory mechanisms and visual adaptation, which serve to reduce the range of response. However, visual adaptation also significantly increases the complexity of perception and makes it much more challenging to understand and simulate with photographic imaging systems. Color reproduction processes aim to account for sensation, adaptation, and perception to enable accurate rendering of the colors of nature and then also allow creative interpretation for preferred or desired renderings of the scene. Recent advances in HDR imaging technology will allow better understanding of the natural world. The analyses presented in this paper illustrate that even high-quality professional digital SLR cameras make extremely large, and largely unavoidable, color errors. It is important to recognize the magnitudes of these errors and the significant differences in these errors from camera to camera. True scientific imaging requires HDR spectral imaging systems; however, much can be learned with careful analysis of images from traditional RGB images if they have been characterized in terms of spectral responsivity, and these responsivities are considered when interpreting RGB image data. Such images will still not be accurate in terms of visual color, but, with a known response, the stimulus in the natural world can be better understood and interpreted. Without knowledge of the camera responsivities, the interpretation of RGB data in terms of the spectra present in the scene is little more than a random guess.
When imaging spectra, several errors can arise. One is the simple color error discussed above. Another is that the many-to-one mapping of wavelengths to RGB values creates ambiguities in estimating the locations of stimuli of various wavelengths in the scene. In such cases, a color error also can be a positional error in interpreting optical phenomena. Again, careful calibration and characterization of the camera systems can minimize these problems and allow for some useful interpretation of images without having to resort to full spectral imaging systems.
