Abstract. If read digit by digit, a n-dimensional vector of integers represented in base r can be viewed as a word over the alphabet r n . It has been known for some time that, under this encoding, the sets of integer vectors recognizable by nite automata are exactly those de nable in Presburger arithmetic if independence with respect to the base is required, and those de nable in a slight extension of Presburger arithmetic if only a speci c base is considered. Using the same encoding idea, but moving to in nite words, nite automata on in nite words can recognize sets of real vectors. This leads to the question of which sets of real vectors are recognizable by nite automata, which is the topic of this paper. We show that the recognizable sets of real vectors are those de nable in the theory of reals and integers with addition and order, extended with a special base-dependent predicate that tests the value of a speci ed digit of a number. Furthermore, in the course of proving that sets of vectors de ned in this theory are recognizable by nite automata, we show that linear equations and inequations have surprisingly compact representations by automata, which leads us to believe that automata accepting sets of real vectors can be of more than theoretical interest.
Introduction
The ability to represent and manipulate sets of integers and/or reals is a fundamental tool that has many applications. The speci c problems motivating this paper come from the algorithmic veri cation of reactive systems where manipulating sets of integers or reals is important for verifying protocols BW94], realtime systems AD94] or hybrid systems ACH + 95, Hen96, BBR97] . Of course, many well-established approaches exist for manipulating such sets, for instance using symbolic equations or various representations of polyhedra. However, each of these approaches has its limits and usually copes better with sets of reals than ? \Charg e de Recherches" (Post-Doctoral Researcher) for the National Fund for Scienti c Research (Belgium).
with sets of integers or sets involving both reals and integers. This situation has prompted an e ort to search for alternative representations, with Ordered Binary Decision Diagrams Bry86, Bry92], a very successful representation of very large nite sets of values, as a leading inspiration.
An ordered binary decision diagram is a representation of a set of xedlength bit-word values. It is a layered DAG in which each level corresponds to a xed-position bit and separates between words in which this bit has value 0 and value 1. Abstractly, it is just a representation of a Boolean function, but one for which an e ective algorithmic technology has been developed. A BDD can of course represent a set of xed-length binary represented integers or reals, but in this context it has an interesting and powerful generalization. Indeed, observing that a BDD is just an acyclic nite automaton, one is naturally led to considering lifting this acyclicity restriction, i.e., to consider nite automata accepting the binary encoding of numbers. Actually, it is more than worthwhile to go one step further and consider automata operating on the encoding of vectors of numbers. For doing so, one makes the encoding of the numbers in the vector of uniform length and reads all numbers in the vector in parallel, bit by
bit. An n-dimensional vector is thus seen as a word over the alphabet 2 n .
For integers, the representation of each integer is a nite word and one is thus dealing with traditional languages of nite words. The subject of nite automata accepting binary (or more generally base-r) encodings of integer vectors has been well studied, going back to work of B uchi B uc60]. Indeed, this use ofnite automata has applications in logic. For instance, noticing that addition and order are easily represented by nite automata and that these are closed under the Boolean operations as well as projection, it is very easy to obtain a decision procedure for Presburger arithmetic. Going further, the question of which sets of integer vectors can be represented by nite automata has been remarkably answered by Cobham Cob69] for 1-dimensional vectors and Semenov Sem77] for n-dimensional vectors. The result is that sets that are representable independently of the chosen base ( 2) are exactly those that are Presburger de nable. If one focuses on a given base, a predicate relating a number and the largest power of the base dividing it has to be added in order to capture the sets recognizable by nite automata (see BHMV94] for a survey of these results).
When considering the reals, the situation is somewhat more complex. Indeed, to be able to represent all reals, one has to consider in nite representations, a natural choice being the in nite base-r expansion of reals. A number or vector of numbers is thus now an in nite word and an automaton recognizing a set of reals is an automaton on in nite words B uc62]. This idea was actually already familiar to B uchi himself and leads very simply to a decision procedure for the theory of reals and integers with addition and order predicates. We are, however, not aware of any further study of the subject since then. This paper delves into this topic with the dual goal of understanding the theoretical limits of representing sets of reals and integers by automata on in nite words and of investigating the pragmatic algorithmic aspects of this approach. On the rst of these topics, we settle the question of which sets of real vectors are representable by nondeterministic B uchi automata operating on base-r encodings, i.e., by !-regular languages of base-r encodings. The result is that the representable sets are those de nable in the theory of the integers and reals with addition and order predicates, as well as with a special predicate X r (x; u; k). This predicate is true if and only if u is a positive or negative integer power of the base r, k belongs to f0; : : : ; r ?1g (i.e., is a digit in base r), and the value of the digit of the representation of x appearing in the position corresponding to the power of the base u is k. In simpler terms, the predicate X r lets one check which digit appears in a given position of the base-r encoding of a number x.
The proof of this result, inspired by Vil92], relies on an interesting encoding of the possible computations of a B uchi automaton by an arithmetic formula.
On the second topic, we will show that the sets representable by linear equations and inequations have remarkably simple and easy to construct representations by automata. Furthermore, in many cases, an optimal deterministic representation can be directly constructed. This improves on the results of BBR97] and extends those of BC96], which are limited to the positive integers.
Recognizing Sets of Real Vectors with Automata
In this section, we recall the encoding of real vectors by words introduced in BBR97] and de ne the type of nite automata that will be used for recognizing sets of such encodings. Let x 2 R be a real number and r > 1 be an integer. We encode x in base r, most signi cant digit rst, using r's complement for negative numbers. The result is a word of the form w = w I ? w F , where w I encodes the integer part x I of x as a nite word over the alphabet f0; : : : ; r ? 1g, the symbol \?" is a separator, and w F encodes the fractional part x F of x as an in nite word over the alphabet f0; : : :; r ?1g. We do not x the length p of w I , but only require it to be nonzero and large enough for ?r p?1 x I < r p?1 to hold. Hence, the most signi cant digit of a number will be \0" if this number is positive or equal to zero, and \r ?1" otherwise. The length jw I j of w I will be called the integer-part length of the encoding of x by w. For simplicity, we require that the length of w F always be in nite (this is not a real restriction, since an in nite number of \0" symbols can always be appended harmlessly to w F ).
It is important to note that some numbers x 2 R have two distinct encodings with the same integer-part length. For example, in base 10, the number x = 11=2 has the following two encodings with integer-part length 3 : 005 ? 5(0) ! and 005 ? 4(9) ! ( ! denotes in nite repetition). Such encodings are said to be dual.
The encoding which ends with an in nite succession of \0" digits is said to be a high encoding of x. The encoding which ends with an in nite succession of \r ? 1" digits is said to be a low encoding of x. If there is only one encoding of x that has a given integer-part length, this encoding is said to be both high and low.
To encode a vector of real numbers, we encode each of its components with words of identical integer-part length. This length can be chosen arbitrarily, provided that it is su cient for encoding the vector component with the highest magnitude. It follows that any vector has an in nite number of possible encodings. An encoding of a vector of reals x = (x 1 ; : : : ; x n ) can indi erently be viewed either as a tuple (w 1 ; : : : ; w n ) of words of identical integer-part length over the alphabet f0; : : : ; r ? 1; ?g, or as a single word w over the alphabet f0; : : :; r ? 1g n f?g. For convenience, the real vector represented by a word w interpreted in base r is denoted w] r .
Since a real vector has several possible encodings, we have to choose which of these the automata we de ne will recognize. A natural choice is to accept all encodings. This leads to the following de nition.
De nition 1 Let n > 0 and r > 1 be integers. A Real Vector Automaton (RVA) A in base r for vectors in R n is a B uchi automaton B uc62] over the alphabet f0; : : :; r ? 1g n f?g, such that:
{ Every word w accepted by A is of the form w = w I ? w F , with w I 2 (f0; r ? 1g n )(f0; : : : ; r ? 1g n ) and w F 2 (f0; : : : ; r ? 1g n ) ! . { For every vector x 2 R n , A accepts either all the encodings of x in base r, or none of them. An RVA is said to represent the set of vectors encoded by the words belonging to its accepted language. Note that this notion of representation is not canonical since di erent B uchi automata may accept the same language. Any subset of R n that can be represented by an RVA in base r is said to be r-recognizable.
The Expressive Power of Real Vector Automata
In this section, we introduce a logical theory in which all sets of real vectors that are recognizable by Real Vector Automata can be de ned. Precisely, we prove that for any base r > 1, the r-recognizable subsets of R n are de nable in the rst-order theory hR; +; ; Z; X r i, where Z is a unary predicate that tests whether its argument belongs to Z, and X r is a ternary predicate that tests the value of the digit occurring at a given position in the development of a real number in base r (see below). As will be shown in Section 6, the converse translation also holds and thus the theory hR; +; ; Z; X r i exactly characterizes the r-recognizable sets of real vectors.
The predicate X r over R 3 is such that X r (x; u; k) = T if and only if u is a (positive or negative) integer power of r, and there exists an encoding of x such that the digit at the position speci ed by u is k (which implies that k 2 f0; : : : ; r ?1g). Formally, N 0 denoting the strictly positive integers, we have X r (x; u; k) (9p 2 N 0 ; a p 2 f0; r ? 1g; a p?1 ; a p?2 ; : : : 2 f0; 1; : : :; r ? 1g) (x = ?(a p =(r ? 1))r p + a p?1 r p?1 + a p?2 r p?2 + ^(9q 2 Z)(q p^r q = u^a q = k)): A subset of R n that can be de ned in the theory hR; +; ; Z; X r i is said to be r-de nable.
We are now ready to show that every set of real vectors that is r-recognizable is de nable in the theory hR; +; ; Z; X r i. Theorem 2. Let n > 0 and r > 1 be integers. Every r-recognizable subset of R n is r-de nable.
Proof sketch The idea of the proof is that a computation of an RVA can be encoded by an in nite word that can itself be seen as the encoding of a real vector. This makes it possible to express the existence of a computation of an RVA on a real vector within our target language.
Consider a r-recognizable set U R n . By de nition, there exists a B uchi automaton A = ( ; S; ; s 0 ; F) accepting all the encodings in base r of the elements of U. Let However, given the multiplicity of encodings, this representation is ambiguous. There are two causes of ambiguity. The rst is the fact that one can have various integer-part lengths. This is actually of no consequence since, if one restricts the y i 's to be positive or 0, going from one integer-part length to another just implies adding to the beginning of the encoding a number of tuples f0g m that by convention do not represent a state of A.
The second cause of ambiguity is the existence of dual encodings. To solve this, we append to the vector (y 1 ; y 2 ; : : : ; y m ) a second vector (a 1 ; a 2 ; : : : ; a m ) whose elements are restricted to values in the set f1; 2g, with the convention that the value 1 for a i expresses the fact that y i should be represented using a low encoding and the value 2 speci es a high encoding. In summary, a vector To prove our theorem, it is su cient to show that the predicate R A (x 1 ; x 2 ; : : : ; x n ; y 1 ; y 2 ; : : : ; y m ; a 1 ; a 2 ; : : : ; a m ) which is satis ed if and only if the tuple (y 1 ; y 2 ; : : : ; y m ; a 1 ; a 2 ; : : : ; a m ) encodes an execution of A which accepts an encoding in base r of the real vector (x 1 ; x 2 ; : : : ; x n ) is expressible in hR; +; ; Z; X r i.
Indeed, using this predicate R A , the set U of real vectors whose encodings are accepted by A can be expressed as follows U = f(x 1 ; x 2 ; : : : ; x n ) 2 R n j (9y 1 ; y 2 ; : : : ; y m ; a 1 ; a 2 ; : : : ; a m 2 R) (R A (x 1 ; x 2 ; : : : ; x n ; y 1 ; y 2 ; : : : ; y m ; a 1 ; a 2 ; : : : ; a m ))g:
We now turn to expressing R A in hR; +; ; Z; X r i. The idea is to express that R A (x 1 ; x 2 ; : : : ; x n ; y 1 ; y 2 ; : : : ; y m ; a 1 ; a 2 ; : : : ; a m ) = T if and only if there exist z 2 R and b 1 ; b 2 ; : : : ; b n 2 f1; 2g satisfying the conditions expressed below by the corresponding digits of an encoding of the x i 's, except that reading the separator ? introduces a shift. Precisely, for a transition whose origin is encoded at position u 1, the label is given by the digits of the x i 's at position u. For a transition whose origin is encoded at position u = r ?1 , the label is the separator ?. Finally, for a transition whose origin is encoded at position u < r ?1 , the label is given by the digits of the x i 's at position ru.
The encoding of a x i is supposed to be low if b i = 1, and high otherwise. u t
Representing Linear Equations by Automata
The problem addressed in this section consists of constructing an RVA that represents the set S of all the solutions x 2 R n of an equation of the form a:x = b, given n 0, a 2 Z n and b 2 Z.
A Decomposition of the Problem
The basic idea is to build the automaton corresponding to a linear equation in two parts : one that accepts the integer part of solutions of the equation and one that accepts the part of the solution that belongs to 0; 1] n .
More precisely, let x 2 S, and let w I ? w F be an encoding of x in a base r > 1, with w I 2 , w F 2 ! , and = f0; : : : ; r ?1g n . The vectors x I and x F respectively encoded by the words w I ? 0 ! and 0 ? w F , where 0 = (0; : : : ; 0), are such that x I 2 Z n , x F 2 0; 1] n , and x = x I +x F . Since a:x = b, we have a:x I + a:x F = b. Moreover, writing a as (a 1 ; : : : ; a n ), we have a:x F 0 , where = P ai<0 a i and 0 = P ai>0 a i , which implies b ? 0 a:x I b ? . Another immediate property of interest is that a:x I is divisible by gcd(a 1 ; : : : ; a n ). These problems are addressed in the two following sections. It is worth mentioning that the automaton A is deterministic and minimal.
Recognizing Integer Solutions
Indeed, by construction, any pair of transitions outgoing from the same state and labeled by the same tuple of digits lead to the same state. Moreover, the sets of words labeling the paths that are accepted from two distinct states s 1 and s 2 correspond to the sets of solutions of two equations a:x = 1 and a:x = 2 such that 1 6 = 2 , and are thus di erent.
Representing Linear Inequations by Automata
The method presented in Section 4 can be easily adapted to linear inequations. The problem consists of computing an RVA representing the set of all the solutions x 2 R n of an inequation of the form a:x b, given n 0, a 2 Z n and b 2 Z.
The decomposition of the problem into the computation of representations of the sets of integer solutions and of solutions in 0; 1] n of linear inequations is identical to the one proposed for equations in Section 4.1.
Given an inequation of the form a:x b, where a 2 Z n and b 2 Z, the de nition of an automaton A a;b that accepts all the nite words w 2 such that w?0 ! encodes an integer solution of a:x b is very similar to the one given for equations in Section 4.2. The only di erence with the case of equations, is that we do not discard the states s for which the computed (s) is not an integer or is not divisible by gcd(a 1 ; : : : ; a n ). Instead, we round the value of (s) to the nearest lower integer 00 that is divisible by gcd(a 1 ; : : : ; a n ). This operation is The size of the resulting RVA and the cost of the construction are similar to those obtained for equations. However, in general, the constructed RVA is neither deterministic nor minimal in this case.
Theorem 3. Let V 1 ; V 2 be sets of real vectors of respective arities (number of components per vector) n 1 and n 2 , and A 1 ; A 2 be base-r RVA representing respectively V 1 and V 2 . There exist algorithms for computing a base-r RVA representing:
{ The union V 1 V 2 and intersection V 1 \ V 2 , provided that n 1 = n 2 ; { The complement V 1 ; { The Cartesian product V 1 V 2 = f(x 1 ; x 2 ) j x 1 2 V 1^x2 2 V 2 g; { The projection 9x i V 1 = f(x 1 ; : : : ; x i?1 ; x i+1 ; : : : ; x n1 ) j (9x i )(x 1 ; : : : ; x n1 ) 2 V 1 g; { The reordering V 1 = f(x (1) ; : : : ; x (n1) ) j (x 1 ; : : : ; x n1 ) 2 V 1 g, where is a permutation of f1; : : :; n 1 g.
Furthermore, we can also prove the following.
Theorem 4. Given a base r > 1, there exist RVA representing the sets f(x; u; k) 2 R 3 j X r (x; u; k)g as well as the sets R n and Z n . Proof sketch The RVA accepting R n and Z n are immediate to construct. The one representing the set f(x; u; k) 2 R 3 j X r (x; u; k)g, though simple in its principle is rather lengthy due to the necessity to deal with dual encodings. It will be given in the full paper. Theorem 5. Let n; r 2 N with r > 1. Every subset of R n is r-recognizable if and only if it is r-de nable.
Theorem 6. The rst-order theory hR; +; ; Z; X r i is decidable.
Conclusions
At rst glance, studying the representation of sets of real vectors by B uchi automata might seem to be a rather odd idea. Indeed, real vectors are such a well studied subject that questioning the need for yet another representation is natural. However, the appeal of automata is their ability to deal easily with integers as well as reals, their simplicity and, foremost, the fact that they are a representation that is easily manipulated by algorithms, which for instance makes the existence of decision procedures almost obvious. The results of this paper show furthermore that the expressiveness of B uchi automata accepting the encodings of real vectors can be characterized quite naturally.
The procedures that were given for building automata corresponding to linear equations and inequations are not needed from a theoretical point of view (a direct expression of basic predicates would be su cient), but show that the most commonly used description of sets of real vectors can be quite e ciently expressed by automata. This opens the path towards the actual use for practical purposes of this representation. From this point of view, a likely objection is that the size of the alphabet increases exponentially with the number of components of the vectors. However, this problem can be solved by sequentializing the reading of the digits of the vector components. That is, rather than reading a tuple of 
