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Abstract
We study an epidemic type change in innovations of a first order
autoregressive process yn,k = φnyn,k−1+εk+an,k, where φn is either a
constant in (−1, 1) or a sequence in (0, 1), converging to 1. For k inside
some unknown interval I∗n = (k
∗, k∗+ ℓ∗], an,k = an while an,k = 0 for
k outside I∗n. When an 6= 0, we have an epidemic deviation from the
usual (zero) mean of innovations. Since innovations are not observed,
we build uniform increments statistics on residuals (ε̂k) of the process
yn,k. We assume that innovations (εk) are regularly varying with index
p ≥ 2 or satisfies integrability condition limt→∞ tpP(|ε1| > t) = 0 for
p > 2 and Eε2k < ∞ for p = 2. We find the limit distributions of the
tests under no change and prove consistency under short epidemics
that is ℓ∗ = O(nβ) for some 0 < β ≤ 1/2.
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1 Introduction
Suppose we are given a sequence of observations (εk) that are assumed to be
independent identically distributed (i.i.d.) random variables with zero mean,
except, maybe, for a short interval, where the mean of the corresponding
observations is a nonzero constant. Such model can be interpreted as an
epidemic one. The nonzero mean corresponds to an epidemic deviation from
the usual state. The length of the interval describes the duration of the epi-
demic. The question is how to decide whether such an interval is present. To
the best of our knowledge, this kind of problem was formulated for the first
time by Levin and Kline [1] in the context of abortion epidemiology. Simul-
taneously, epidemic type models were introduced by Commenges, Seal and
Pinatel [2] in connection with experimental neurophysiology. Models with an
epidemic type change in the mean were also used for detecting changed seg-
ments in non-coding DNA sequences [3] and for studying structural breaks
in econometric contexts [4]. Levin and Kline [1] proposed the test statistic
max1≤ℓ≤nmax0≤k≤n−ℓ(
∑k+ℓ
j=k+1 εj− ℓδ/2), where δ > 0 represents the smallest
increment in the mean which is sufficiently important to be detected. An-
other type of statistics can be constructed by normalizing the sums
∑k+ℓ
j=k+1 εj
according to our guess about the length of the epidemic state. In this way
we arrive at the following multiscale type statistic
Tn(ε1, . . . , εn) = max
1≤ℓ≤n
ℓ−α max
1≤k≤n−ℓ
( k+ℓ∑
j=k+1
εj
)
,
where 0 ≤ α ≤ 1. Large values of this statistic indicate the presence of an
epidemic state. We refer to [5] for various asymptotic results for this type
of statistics. Yet another type of statistic based on ranks and signs of obser-
vations where suggested by Gombay [6]. She also pointed out that despite
the fact that the epidemic model can be formulated as multiple change-point
model, tests constructed with account of a particular form of changes may
have bigger power.
The problem that we are concerned with in this paper is addressed to a
situation where the sequence (εk) appears as innovations in a certain time
series model. So that we cannot observe (εk) directly. What usually we have
at hands are residuals (ε̂k) obtained by an estimation procedure of the model
under consideration. This suggests that testing for an epidemic state in the
sequence (εk) can be based on residuals (ε̂k). To be more precise, assume we
are given a sample yn,1, . . . , yn,n for a fixed n, generated from the first order
autoregressive process
yn,k = φnyn,k−1 + εk + an,k, k = 1, . . . , n, n ≥ 1, yn,0 = 0, (1)
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where the unknown coefficient φn is either a constant φ in (−1, 1) or a se-
quence of constants φn ∈ (0, 1) and φn tends to 1, as n → ∞. The in-
novations (εk, k ≤ n) are unobservable, centered, at least square integrable
random variables. In what follows we denote
γn := n(1− φn), (2)
and assume throughout the paper that limn→∞ γn = ∞. When all the an,k
are null and φn tends to 1, the process yn,k is called nearly nonstationary.
We refer to Giraitis and Philips [7] for a study of the asymptotic behaviour
of such a process.
The aim of this paper is to propose tests for the null hypothesis
H0 : an,1 = · · · = an,n = 0
against the epidemic alternative:
HA : there exist 0 ≤ k∗n < n, 1 ≤ m∗n ≤ n such that
an,k = an 6= 0 for k ∈ I∗n whereas an,k = 0 for k 6∈ I∗n,
where I∗n = {k∗n+1, . . . , m∗n}. The value an during the period I∗n is interpreted
as an epidemic deviation from the usual (zero) mean of innovations and
ℓ∗n = m
∗
n − k∗n is the duration of the epidemic state.
Set for α ∈ [0, 1) and any real numbers x1, . . . , xn:
Tα,n(x1, . . . , xn) = max
1≤ℓ≤n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣∣∣
k+ℓ∑
j=k+1
xj − ℓ
n
n∑
j=1
xj
∣∣∣∣∣∣ .
Denote
Tα,n = Tα,n(ε1, . . . , εn), (3)
and
T̂α,n = Tα,n(ε̂1, . . . , ε̂n), (4)
where (ε̂k) are residuals of the model (1) defined by
ε̂k = yn,k − φ̂nyn,k−1, k = 1, . . . , n,
and φ̂n is the least square estimator of φn:
φ̂n =
∑n
k=1 yn,kyn,k−1∑n
k=1 y
2
n,k−1
. (5)
Roughly speaking, under HA, the probability of detection of the epidemic
is an increasing function of the amplitude of the jump |an| and of the length
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of the epidemic interval ℓ∗. If we take an = a constant and assume that
ℓ∗ = θnβ , for some 0 < β ≤ 1, then the choice α = 0 in the definition of Tα,n
leads to the classical CUSUM procedure which allows to detect epidemic of
length ℓ∗ = θnβ when β > 1/2. The asymptotic behavior of T0,n and T̂0,n
are deduced from a functional central limit theorem in the space C[0, 1]. The
main interest of the statistics T̂α,n is that the possibility to choose α > 0,
subject to some additional integrability condition on the innovations, allows
the detection of shorter epidemics, of length ℓ∗ = θnβ with β < 1/2. For a
study of the epidemic detection in an i.i.d. sample via Ho¨lderian techniques,
we refer to [5].
We investigate the limit behavior of T̂α,n for two classes of innovations
(εk).
Definition 1.1. Let p > 0. We say that a random variable X belongs to the
class
• Lp,∞, if sup
t>0
tpP(|X| > t) <∞,
• Lop,∞, if limt→∞ t
p
P(|X| > t) = 0,
• Lp, if E |X|p <∞.
It is well known that for 0 < r < p, Lp ⊂ Lop,∞ ⊂ Lp,∞ ⊂ Lr.
Definition 1.2. The random variable X is regularly varying with index
p > 0 (denoted X ∈ RVp) if there exists a slowly varying function L such
that the distribution function F (t) = P (X ≤ t) satisfies the tail balance
condition
F (−x) ∼ bL(x)x−p and 1− F (x) ∼ aL(x)x−p, as x→∞,
where a, b ∈ (0, 1) and a+ b = 1.
We refer to [8] for an encyclopedic treatment of regular variation. We
note that if 0 < r < p, then RVp ⊂ Lor,∞. Moreover, if L(x) → 0 as x→∞,
then RVp ⊂ Lop,∞. Further, if ε1 ∈ RVp then define
bn = inf{x > 0 : P(|ε1| ≤ x) ≥ 1− 1/n}. (6)
It easily follows from tail condition that there is a slowly varying function
v(n), n ∈ N, such that
bn ∼ n1/pv(n) as n→∞. (7)
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Throughout the paper,
D−−−→
n→∞
means convergence in distribution.
The paper is organized as follows. In Section 2 we establish limits of
distributions of the test statistics under null hypothesis. Section 3 contains
consistency analysis of the test statistics. All the proofs of technical inter-
mediate results are detailed in the appendix.
2 Limit behavior of test statistics under null
hypothesis
From now on, for any p ≥ 2, we set
αp :=
1
2
− 1
p
. (8)
Since we assume H0 true throughout this section, the data generating process
yn,k is given by
yn,k = φnyn,k−1 + εk, k = 1, . . . , n, n ≥ 1, yn,0 = 0. (9)
The following lemma is the key to connect the asymptotic behavior of
T̂α,n to the one of Tα,n. Its proof being quite long and technical is deferred
to the appendix (section A).
Lemma 2.1. Assume that the εi’s are i.i.d. random variables and the yn,k’s
satisfy (9).
a) If ε1 ∈ RVp for some p ≥ 2 and
lim
n→∞
n(1− φn) =∞. (10)
then for any α ∈ (αp, 1] with αp defined by (8),
(1− φn)Tα,n(yn,0, . . . , yn,n−1) = Tα,n(ε1, . . . , εn) +OP (bn) (11)
Tα,n(ε̂1, . . . , ε̂n) = Tα,n(ε1, . . . , εn) + oP (bn). (12)
where bn is defined by (6).
b) If ε1 ∈ L2 (then p = 2) or ε1 ∈ Lop,∞ for some p > 2, and
lim inf
n→∞
n1−δ(1− φn) > 0 for some δ > 0, (13)
then for any α ∈ [0, αp],
(1− φn)Tα,n(yn,0, . . . , yn,n−1) = Tα,n(ε1, . . . , εn) +OP (n1/2−α) (14)
Tα,n(ε̂1, . . . , ε̂n) = Tα,n(ε1, . . . , εn) + oP (n
1/2−α). (15)
5
Theorem 2.2. Assume that the εi’s are mean zero i.i.d. random variables
in L2 (then p = 2) or in Lop,∞ for some p > 2, and that the yn,k’s satisfy (9)
with φn satisfying (13). Then for any α ∈ [0, αp],
n−1/2+ασ−1T̂α,n
D−−−→
n→∞
Tα,∞(W ) := max
0<h<1
h−α max
0≤t≤1−h
|Wt+h −Wt − hW1|,
(16)
where σ2 = Eε21 and W = {Wt, 0 ≤ t ≤ 1} is a standard Brownian motion.
Proof. Let Hoα be the set of continuous functions f : [0, 1] → R such that
ωα(f, δ) := sup{|f(t)− f(s)| |t− s|−α : 0 < |t− s| ≤ δ} tends to zero as
δ tends to zero. For 0 ≤ α < 1, Hoα is equipped with the α-Ho¨lder norm
‖f‖α := |f(0)|+ ωα(f, 1). It is known that if f is a polygonal line, then the
supremum in the definition of ωα(f, 1) is reached at two vertices, see e.g. [9,
Lem. A.2]. Hence nαTα,n(ε1, . . . , εn) is exactly the α-Ho¨lder norm of the
random polygonal function Wn −Wn(1)Id, where Id is the identity function
on [0, 1] and
Wn(t) =
[nt]∑
k=1
εk + {nt}ε[nt]+1, t ∈ [0, 1], (17)
where {nt} is the fractional part of nt. Since ε1 ∈ Lop,∞, n−1/2σ−1Wn con-
verges in distribution to the standard Brownian motion W in Hoαp , where
αp = 1/2−1/p, see [10]. By topological inclusions of Ho¨lder spaces, the same
convergence holds in any Ho¨lder space of exponent 0 < α < αp if αp > 0. In
the special case α = 0, Hoα is isomorphic to C[0, 1] and the convergence
of n−1/2σ−1Wn is simply the classical invariance principle from Donsker-
Prokhorov. Since the linear operator B : f 7→ f−f(1)Id is continuous on Hoα,
B(n−1/2σ−1Wn) converges in distribution on H
o
α to B(W ), for 0 ≤ α ≤ αp.
Hence by continuous maping, n−1/2+αTα,n(ε1, . . . , εn) =
∥∥∥B(n−1/2σ−1Wn)∥∥∥
α
converges in distribution to ‖B(W )‖α = Tα,∞(W ). In view of (15) in
Lemma 2.1, n−1/2+ασ−1T̂α,n converges in distribution to the same limit.
In the case of p-regularly varying innovations with p > 2, in view of the
the inclusion RVp ⊂ Lor,∞ for r < p, the limit distribution of T̂α,n is given by
Theorem 2.2, where p is replaced by 2 ≤ r < p and αp by αr = 1/2 − 1/r,
the choice of an appropriate r depending on the rate of γn. Moreover, if
the slowly varying function v of Definition 1.2 tends to zero at infinity then
RVp ⊂ Lor,∞ and Theorem 2.2 applies directly.
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Theorem 2.3. Assume that the εi’s are mean zero i.i.d. random variables in
RVp for some p ≥ 2 and the yn,k’s satisfy (9) with φn satisfying (10). Then
for any α ∈ (αp, 1],
b−1n T̂α,n
D−−−→
n→∞
Tp, (18)
where Tp is a random variable with Fre´chet distribution P(Tp ≤ x) = exp(−x−p),
x > 0.
Proof. By Theorem 1.1. in [11], if the innovations εi are i.i.d. and in RVp,
then
b−1n Tα,n(ε1, . . . , εn)
D−−−→
n→∞
Tp, (19)
so (18) obviously follows from (12) in lemma 2.1.
3 Consistency of test statistics
In this section we investigate the consistency of the test statistics T̂α,n. So
we are given a sample (yn,k, k = 1, ..., n) generated from the first order au-
toregressive process with epidemic drift
yn,k = φnyn,k−1 + εk + an1I∗n(k), k = 1, . . . , n, n ≥ 1, yn,0 = 0
where I∗n = {k∗n + 1, . . . , k∗n + ℓ∗n}. Let us introduce
τn,k =
k∑
j=1
φk−jn an,j (20)
and
zn,k = yn,k − τn,k, k = 0, 1, . . . , n. (21)
Noting that τn,k − φnτn,k−1 = an,k, we can recast the model giving the yn,k’s
as
yn,k − τn,k = φn(yn,k−1 − τn,k−1) + εk.
It follows that if (yn,k) satisfies HA, then (zn,k) is an AR(1) process satisfying
H0.
To exploit this feature, we can express the residuals in the following way.
ε̂k = yn,k − φ̂nyn,k−1 = φnyn,k−1 + εk + an,k − φ̂nyn,k−1
= (φn − φ̂n)(zn,k−1 + τn,k−1) + εk + an,k
= an,k + (φn − φ̂n)τn,k−1 + (φn − φ̂n)zn,k−1 + εk.
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Triangle inequality applied to T̂α,n = Tα,n(ε̂1, . . . , ε̂n) leads to
T̂α,n ≥ Tα,n(an,1, . . . , an,n)−
∣∣∣φ̂n − φn∣∣∣Tα,n(τn,0, . . . , τn,n−1)
−
∣∣∣φ̂n − φn∣∣∣Tα,n(zn,0, . . . , zn,n−1)− Tα,n(ε1, . . . , εn). (22)
Now, to obtain the consistency of our statistics T̂α,n, it suffices to prove
that with the normalization already used under H0, all the random terms
in the above lower bound are negligible in probability when compared with
the deterministic term Tα,n(an,1, . . . , an,n) which has to tend to infinity. In
this way, it is convenient to replace Tα,n(an,1, . . . , an,n) by the following lower
bound, assuming without loss of generality that ℓ∗n ≤ n/2 (recall we are
looking for short epidemics).
Tα,n(an,1, . . . , an,n) = max
1≤ℓ≤n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣∣∣
k+ℓ∑
j=k+1
an1I∗n(j)−
l
n
n∑
j=1
an1I∗n(j)
∣∣∣∣∣∣
≥ |an| ℓ∗(1−α)
(
1− ℓ
∗
n
)
≥ 1
2
|an| ℓ∗(1−α). (23)
As in (22), both random terms Tα,n(zn,0, . . . , zn,n−1) and Tα,n(ε1, . . . , εn)
can be controlled by the Ho¨lderian functional central limit theorems already
used under H0, it remains to find suitable estimates for Tα,n(τn,0, . . . , τn,n−1)
and
∣∣∣φ̂n − φn∣∣∣. This is provided by the following lemmas, whose the quite
technical proofs are postponed to Section B in the annex.
Lemma 3.1. Suppose that k∗ ≥ λn with some fixed 0 < λ < 1. Assume that
the innovations εi of the process (yn,k) defined by (1) are square integrable
and that γn is increasing in n or regularly varying. Then∣∣∣φ̂n − φn∣∣∣ = oP (1− φn),
provided that
a2nℓ
∗ = o (n(1− φn)) . (24)
Lemma 3.2. Under HA, with τn,k defined by (20),
Tα,n(τn,0, . . . , τn,n−1) ≤ 5 |an|
1− φn ℓ
∗(1−α) (25)
Now we are in a position to give our consistency results.
8
Theorem 3.3. Suppose that in the model defined by (1), φn is a constant
φ ∈ (−1, 1) and that the εi are in L2 (then p = 2) or in Lop,∞ for some p > 2.
Assume that
ℓ∗a2n = o(n) (26)
and that for some α ∈ [0, αp],
n−1/2+α |an| ℓ∗(1−α) →∞. (27)
Then, under HA,
n−1/2+αT̂α,n
P−−−→
n→∞
∞.
Of course the same result holds when the εi are in RVp, assuming that α <
αp in (27). It is worth noting here that if an is constant, then Theorem 3.3
allows detection of short epidemics satisfying nβ = o(ℓ∗) with β = (1/2 −
α)/(1 − α). In particular, if the εi have finite p moments for every p > 0,
then epidemics of length nβ are detectable for arbitrarily small β. Since the
proof of Theorem 3.3 is a simple adaptation of the one of Theorem 3.4 below,
we omit it.
Theorem 3.4. Suppose that in the model defined by (1), the εi’s are in L2
(then p = 2) or in Lop,∞ for some p > 2. Suppose moreover that φn ∈ (0, 1),
φn → 1 and that γn = n(1 − φn) is non decreasing or regularly varying and
satisfies (13). Under HA, assume that
φ̂n − φn = oP (1− φn), (28)
that ℓ∗ →∞, ℓ∗ = o(n) and for some α ∈ [0, αp],
n−1/2+αℓ∗(1−α) |an| −−−→
n→∞
∞.
Then
n−1/2+αT̂α,n
P−−−→
n→∞
∞. (29)
Condition (28) holds in particular if a2nℓ
∗ = o(n(1− φn)).
Proof. As already seen in the proof of Theorem 2.2, the membership of ε1 in
L2 or in Lop,∞ implies the convergence in distribution of n−1/2+ασ−1Tα,n(ε1, . . . , εn)
to Tα,∞(W ) for every α ∈ [0, αp], with α2 = 0 in the L2 case, whence
n−1/2+αTα,n(ε1, . . . , εn) = OP (1). (30)
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Next, recalling that under HA, (zn,k) is a nearly non stationary process sat-
isfying H0, we know from (14) in Lemma 2.1 that for every α ∈ [0, αp],
n−1/2+αTα,n(zn,0, . . . , zn,n−1) = OP (1/(1− φn)). (31)
Looking back at (22)–(25) and accounting (30), (31), we obtain the lower
bound
n−1/2+αT̂α,n ≥ 1
2
n−1/2+α |an| ℓ∗(1−α) −∆n,
where
∆n = 5n
−1/2+α |an| ℓ∗(1−α)
∣∣∣φ̂n − φn∣∣∣
1− φn +Op
1 +
∣∣∣φ̂n − φn∣∣∣
1− φn
 .
It is clear from this lower bound, that if n−1/2+α |an| ℓ∗(1−α) tends to infinity
and φ̂n − φn = oP (1− φn), then n−1/2+αT̂α,n tends in probability to infinity.
A concrete condition on a2nℓ
∗ to have φ̂n − φn = oP (1 − φn) is given by
Lemma 3.1.
We complete Theorem 3.4 by treating the case α ∈ (αp, 1] for εi ∈ RVp.
Theorem 3.5. Suppose that in the model defined by (1), the εi’s are in
RVp for some p ≥ 2. Suppose moreover that φn ∈ (0, 1), φn → 1 and that
γn = n(1−φn) is non decreasing or regularly varying, tends to infinity. Under
HA, assume that ℓ
∗ →∞, ℓ∗ = o(n) and
b−1n ℓ
∗(1−α) |an| −−−→
n→∞
∞
with bn defined by (6). If in addition φ̂n satisfies (28), then
b−1n T̂α,n
P−−−→
n→∞
∞. (32)
Proof. The proof relies again on the lower bound (22), where the estimates
(23) and (25) for the deterministic terms Tα,n(an,1, . . . , an,n) and Tα,n(τn,0, . . . , τn,n−1)
remain valid. For the control of the random terms Tα,n(zn,0, . . . , zn,n−1),
Tα,n(εn,0, . . . , εn,n−1), as the εi’s are in RVp, Theorem 1.1. in [11] provides
b−1n Tα,n(ε1, . . . , εn) = OP (1). (33)
From (33), (11) in Lemma 2.1 applied to the process (zn,k) which satisfies
H0, and (28), we have∣∣∣φ̂n − φn∣∣∣Tα,n(zn,0, . . . , zn,n−1) = oP (bn).
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Collecting all previous estimates we obtain from (22)
T̂α,n ≥ 1
2
|an| ℓ∗(1−α) − oP
(
|an| ℓ∗(1−α)
)
− op(bn)−OP (bn).
Clearly now, in order that b−1n T̂α,n tends to infinity in probability, it suffices
that b−1n |an| ℓ∗(1−α) tends to infinity.
A Proof of Lemma 2.1
A.1 Some useful inequalities
The forthcoming proof of lemma 2.1, which is an essential tool in proving
theorems 2.3 and 3.5, exploits intensively the following version of Ha´jek-Re´nyi
inequality.
Lemma A.1. For each n ≥ 1 let (Sn,k, 1 ≤ k ≤ n) be a sequence of random
variables, let (µn,k, 1 ≤ k ≤ n) , (νn,k, 1 ≤ k ≤ n) be sequences of nonnegative
real numbers and let r ≥ 2. If there exists c > 0 such that for any 1 ≤ m ≤ n
and any δ > 0
P
(
max
k≤m
|Sn,k| ≥ δ
)
≤ cδ−r
[( m∑
k=1
µn,k
)r/2
+
m∑
k=1
νn,k
]
then for any sequence (βn,k, 1 ≤ k ≤ n) such that 0 < βn,1 ≤ · · · ≤ βn,n and
any δ > 0 it holds
P
(
max
k≤n
β−1n,k|Sn,k| ≥ δ
)
≤ 21+r/2cδ−r
[( n∑
k=1
β−2n,kµn,k
)r/2
+
n∑
k=1
β−rn,kνn,k
]
.
Proof. The proof is based on the idea of the proof of Theorem 1.1 in Fazekas
and Klesov [12]. Without loss of generality we can assume that βn,1 = 1. Set
for i ≥ 0,
Ai := {m : 1 ≤ m ≤ n and 2i ≤ βrn,m < 2i+1}
and let I = max{i : Ai 6= ∅}. Let mi be a maximal element of the set Ai and
put mi = mi−1 if the set Ai is empty. Then we have
P
(
max
1≤k≤n
β−1n,k|Sn,k| > δ
)
≤ P
(
max
0≤i≤I
2−i/rmax
k∈Ai
|Sn,k| ≥ δ
)
≤
I∑
i=0
P
(
max
k≤mi
|Sn,k| ≥ δ2i/r
)
≤ cδ−r
I∑
i=0
2−i
[( mi∑
k=1
µn,k
)r/2
+
mi∑
k=1
νn,k
]
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By comparison of ℓp and ℓ1 norms on R1+I with p = r/2 ≥ 1,
I∑
i=0
2−i
( mi∑
k=1
µn,k
)r/2
≤
( I∑
i=0
2−2i/r
mi∑
k=1
µn,k
)r/2
,
from which we deduce
P
(
max
1≤k≤n
β−1k |Sn,k| > δ
)
≤ cδ−r
[( I∑
i=0
2−2i/r
mi∑
k=1
µn,k
)r/2
+
I∑
i=0
2−i
mi∑
k=1
νn,k
]
.
Changing the summation according to the scheme
I∑
i=0
di
mi∑
k=1
uk =
I∑
i=0
I∑
j=0
∑
k∈Aj
diuk1{j≤i} =
I∑
j=0
∑
k∈Aj
I∑
i=0
diuk1{j≤i} =
I∑
j=0
∑
k∈Aj
uk
I∑
i=j
di,
we obtain
P
(
max
1≤k≤n
β−1k |Sn,k| > δ
)
≤ cδ−r
[( I∑
j=0
∑
k∈Aj
µn,k
I∑
i=j
2−2i/r
)r/2
+
I∑
j=0
∑
k∈Aj
νn,k
I∑
i=j
2−i
]
≤ 2r/2cδ−r
[( I∑
j=0
∑
k∈Aj
2−2j/rµn,k
)r/2
+
I∑
j=0
∑
k∈Aj
2−jνn,k
]
≤ 21+r/2cδ−r
[( I∑
j=0
∑
k∈Aj
β−2n,kµn,k
)r/2
+
I∑
j=0
∑
k∈Aj
β−rn,kνn,k
]
= 21+r/2cδ−r
[( n∑
k=1
β−2n,kµn,k
)r/2
+
n∑
k=1
β−rn,kνn,k
]
and the result is proved.
We will need also the following inequality for which we refer to [9, Lemma
2].
Lemma A.2. Let (ηj)j≥0 be a sequence of i.i.d. random variables with Eη0 =
0 and E|η0|q <∞ for some q ≥ 2. Suppose that φn → 1 and n(1− φn)→∞
as n → ∞. Then there exists an integer n0(q) ≥ 1, depending on q only,
such that, for all n ≥ n0(q), and λ > 0,
P
(
max
1≤k≤n
∣∣∣∣ k∑
j=1
φk−jn ηj
∣∣∣∣ > λ) ≤ 4Cqeqλ−qnq/2E|η0|q(n(1− φn))1−q/2, (34)
where Cq is the universal constant in the Rosenthal inequality of order q.
Finally the following estimates for truncated moments will be useful.
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Lemma A.3. Let X be a non negative random variable.
a) Assume that X ∈ Lp,∞ for some p > 1 and put Np(X) := supt>0 tpP(X >
t). Then for every u > 0,
E
(
X1{X≥u}
)
≤ p
p− 1Np(X)u
1−p (35)
and for every q > p,
E
(
X1{X≤u}
)q ≤ q
q − pNp(X)u
q−p. (36)
b) Assume that P(X > t) is regularly varying with index −p (this condition
is satisfied in particular when X ∈ RVp). Let bn = inf{t > 0 : P(X ≤
t) ≥ 1− 1/n}. Then for any δ > 0,
E
(
X1{X≥hbn}
)
≤ p(1 + δ)
p− 1 h
1−pbnn
−1, (37)
for n large enough, uniformly in h ∈ [1,∞). For any r > p, any δ > 0,
E
(
X1{X≤hbn}
)r ≤ r(1 + δ)
r − p h
r−pbrnn
−1, (38)
for n large enough, uniformly in h ∈ [1,∞).
Proof. To prove (35) we observe that P
(
X1{X≥u} > t
)
= P(X > max(t, u)),
for any t > 0, whence
E
(
X1{X≥u}
)
=
∫ ∞
0
P
(
X1{X≥u} > t
)
dt =
∫ u
0
P(X > u) dt+
∫ ∞
u
P(X > t) dt
≤ uP(X > u) +
∫ ∞
u
Np(X)
tp
dt
≤ Np(X)u1−p +Np(X) u
1−p
p− 1 =
pNp(X)
p− 1 u
1−p.
To prove (36), we note that for t, u > 0, P
(
X1{X≤u} > t
)
= P(t < X ≤
u), whence
E
(
X1{X≤u}
)q
=
∫ ∞
0
qtq−1P
(
X1{X≤u} > t
)
dt =
∫ ∞
0
qtq−1P(t < X ≤ u) dt
=
∫ u
0
qtq−1P(t < X ≤ u) dt
≤
∫ u
0
qtq−1P(X > t) dt
≤
∫ u
0
qtq−p−1Np(X) dt =
qNp(X)
q − p u
q−p.
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The proof of (37) starts like the one of (35):
E
(
X1{X≥hbn}
)
= hbnP(X > hbn) +
∫ ∞
hbn
P(X > t) dt. (39)
Now, as P(X > t) is regularly varying with index −p, by Prop. 1.5.10 in [8],
hbnP(X > hbn)∫∞
hbn P(X > t) dt
−−−−→
n→∞
p− 1, uniformly in h ≥ 1,
which combined with (39) gives
E
(
X1{X≥hbn}
)
∼ p
p− 1hbnP(X > hbn), uniformly in h ≥ 1. (40)
By th. 1.5.2 in [8],
P(X > hbn) ∼ h−pP(X > bn), uniformly in h ≥ 1. (41)
From the definition of the quantile bn, P(X > bn) ≤ n−1. Combining this
estimate with (40) and (41) gives (37).
To prove (38), we begin by noting that like in the proof of (36),
E
(
X1{X≤hbn}
)r ≤ ∫ hbn
0
rtr−1P(X > t) dt.
Next, by Th. 1.5.11 (i) in [8],
(hbn)
r
P(X > hbn)∫ hbn
0 t
r−1P(X > t) dt
−−−−→
n→∞
r − p, uniformly in h ≥ 1,
from which we obtain (38) in the same way as for (37).
A.2 Proof of Lemma 2.1, common part
Since
k+ℓ∑
j=k+1
yn,j−1 =
1
1− φn
[ k+ℓ∑
j=k+1
εj + yn,k − yn,k+ℓ
]
and
yn,k+ℓ − yn,k =
k+ℓ∑
j=1
φk+ℓ−jn εj −
k∑
j=1
φk−jn εj =
k+ℓ∑
j=k+1
φk+ℓ−jn εj − (1− φℓn)yn,k
for any 1 ≤ ℓ ≤ n, 0 ≤ k ≤ n− ℓ and yn,0 = 0, we deduce
|(1− φn)Tα,n(yn,0, . . . , yn,n−1)− Tα,n(ε1, . . . , εn)| ≤ T (1)n + T (2)n + T (3)n ,
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where
T (1)n := max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn εj
∣∣∣∣,
T (2)n := max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣(1− φℓn)yn,k∣∣∣
T (3)n = max
1≤ℓ<n
ℓ−α(ℓ/n)|yn,n| = n−α|yn,n|.
We will show separately below that in the case a) of Lemma 2.1
T (i)n = OP (bn), i = 1, 2, 3, (42)
while in case b)
T (i)n = OP (n
1/2−α), i = 1, 2, 3. (43)
This will establish (11) and (14).
Before this splitting of the proof, we can already note that (12) and (15)
respectively follow from (11) and (14). Indeed for (12) we observe that
|Tα,n(ε̂1, . . . , ε̂n)− Tα,n(ε1, . . . , εn)| ≤ |φ̂n − φn|Tα,n(yn,0, . . . , yn,n). (44)
Since Tα,n(ε1, . . . , εn) = OP (bn) by Theorem 1.1. in [11], (11) gives
(1− φn)Tα,n(yn,0, . . . , yn,n) = OP (bn).
By Giraitis and Philips [7, Th. 1], n1/2(1−φ2n)−1/2(φ̂n−φn) is asymptoticaly
normal provided that Eε21 <∞, so
φ̂n − φn = OP
(
(1− φn)1/2
n1/2
)
We then deduce from (44) that
Tα,n(ε̂1, . . . , ε̂n)− Tα,n(ε1, . . . , εn) = OP
bn
∣∣∣φ̂n − φn∣∣∣
1− φn

= OP
(
bn
n1/2(1− φn)1/2
)
= oP (bn).
since n(1− φn) tends to infinity.
The deduction of (15) from (14) is essentially the same. We just have to
replace bn by n
1/2−α and note that the estimate Tα,n(ε1, . . . , εn) = OP (n
1/2−α)
is a by-product of the convergence in distribution of n−1/2+αTα,n(ε1, . . . , εn)
already established in the proof of Theorem 2.2.
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A.3 Proof of Lemma 2.1, estimate (11)
Estimate for T (1)n . For h > 0 set
P
(1)
n,h := P(T
(1)
n > 2hbn).
To estimate this probability we define the truncated random variables:
ε′j = εj1{|εj |>hbn}, ε
′′
j = εj1{|εj |≤hbn} − Eεj1{|εj |≤hbn},
for j ≥ 1. Then
P
(1)
n,h ≤ P (1,1)n,h + P (1,2)n,h ,
where
P
(1,1)
n,h := P
(
max
1≤j≤n
|εj| > hbn
)
, P
(1,2)
n,h := P(T
(1,2)
n > 2hbn)
with
T (1,2)n := max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn εj1{|εj |≤hbn}
∣∣∣∣.
From extreme value theory we know (see, for example [13], Theorem 3.3.7)
that
P
(
max
1≤j≤n
|εj| > hbn
)
→ 1− exp{−h−p}
as n → ∞. Choosing h big enough we make probability P (1,1) arbitrary
small, in other words
lim
h→∞
lim sup
n→∞
P
(1,1)
n,h = 0. (45)
Next we estimate P
(1,2)
n,h . First we need to center each εi1{|εi|≤hbn}, i =
1, . . . , n. Observing that Eεi = 0, Eεi1{|εi|≤hbn} = Eεi1{|εi|>hbn}, we have
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn E[εj1{|εj |≤hbn}]
∣∣∣∣ ≤ n1−αE|ε1|1{|ε1|≥hbn}.
By (37) in Lemma A.3,
E|ε1|1{|ε1|≥hbn} ≤ 2p(p− 1)−1n−1bnh1−p (46)
for n large enough uniformly in h ≥ 1, we obtain
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn E[εj1{|εj |≤hbn}]
∣∣∣∣ ≤ 2p(p− 1)nαhphbn ≤ hbn
16
for n large enough uniformly in h ≥ 1. It follows that for n large enough and
h ≥ 1,
P
(1,2)
n,h ≤ P(T (1,2,1)n > hbn)
with
T (1,2,1)n := max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn ε
′′
j
∣∣∣∣.
Since
T (1,2,1)n = max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
k+j
∣∣∣∣ ≤ max
1≤k≤n
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
k+j
∣∣∣∣
we have
P(T (1,2,1)n ≥ hbn) ≤
n∑
k=1
P
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
k+j
∣∣∣∣ ≥ hbn

= nP
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣ ≥ hbn

due to stationarity. Choose r > p. Using successively Markov’s, Doob’s and
Rosenthal’s inequalities, we obtain for each δ > 0
P
(
max
1≤ℓ≤n
∣∣∣∣ ℓ∑
j=1
φ−jn ε
′′
j
∣∣∣∣ > δ) ≤ cδ−r[( n∑
j=1
φ−2jn E(ε
′′
1)
2
)r/2
+
n∑
j=1
φ−rjn E|ε′′1|r
]
with a constant c > 0 depending on r only. Using (38) in Lemma A.3 together
with the inequality (|a|+ |b|)r ≤ 2r−1(|a|r + |b|r), we obtain
E |ε′′1|r ≤ 2rE
(
|ε1|1{|ε1|≤hbn}
)r ≤ r2r+1
r − ph
r−pbrnn
−1, (47)
for n large enough, uniformly in h ∈ [1,∞). Hence, there is a constant c > 0
depending on r and p only, such that for n large enough and h ≥ 1,
P
(
max
1≤ℓ≤n
∣∣∣∣ ℓ∑
j=1
φ−jn ε
′′
j
∣∣∣∣ > δ) ≤ cδ−r[( n∑
k=1
µn,k
)r/2
+
n∑
k=1
νn,k
]
, (48)
where µn,k = σ
2φ−2kn and νn,k = φ
−rk
n h
r−pn−1brn, k = 1, . . . , n. By lemma A.1
we deduce
P
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣ ≥ hbn
 ≤ ch−rb−rn [( n∑
k=1
k−2αφ2kn µn,k
)r/2
+
n∑
k=1
φrkn k
−rανn,k
]
= ch−rb−rn
[
σr
( n∑
k=1
k−2α
)r/2
+
n∑
k=1
k−rαhr−pn−1brn
]
.
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Since
∑n
k=1 k
−dα= O(max{n1−dα, 1}) for d > 0, choosing r > 1/α we have
with some positive constant C,
P
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣ ≥ hbn
 ≤ Ch−rb−rn (max{nr(1−2α)/2, 1}+hr−pn−1brn).
Hence,
P(T (1,2,1)n > hbn) ≤ C
(
h−rb−rn max{n, n1+r(1−2α)/2}+ h−p
)
.
By choosing r > (1/p− 1/2 + α)−1 we see that
lim
h→∞
lim sup
n→∞
P(T (1,2,1)n ≥ hbn) = 0.
The proof of (42) for i = 1 is now complete.
Estimate for T (2)n . First we note that
T (2)n = max
1≤ℓ<n
ℓ−α(1− φℓn) max
1≤k≤n−ℓ
|yn,k| ≤
(
max
1≤ℓ<n
ℓ−α(1− φℓn)
)
max
1≤j≤n
|yn,j| .
Then we observe that
max
1≤ℓ<n
ℓ−α(1− φℓn) ≤ sup
t≥1
t−α(1− φtn) = |lnφn|α sup
u≥|lnφn|
u−α(1− e−u) ≤ |ln φn|α .
Since |lnφn| = ln(1/φn) ≤ φ−1n − 1, we obtain
max
1≤ℓ<n
ℓ−α(1− φℓn) ≤
(1− φn)α
φαn
= O
(
(1− φn)α
)
.
Next we prove that
max
1≤k≤n
|yn,k| = OP (bn(1− φn)−α). (49)
To this aim we use similar techniques as above. Set for h > 0
P (2)n = P( max
1≤k≤n
|yn,k| > 2hbn(1− φn)−α).
Then P (2)n ≤ P (2,1)n + P (2,2)n , where
P (2,1)n = P( max
1≤k≤n
|εk| > hbn),
P (2,2)n = P
(
max
1≤k≤n
∣∣∣∣ k∑
j=1
φk−jn εj1{|εj |≤hbn}
∣∣∣∣ ≥ 2hbn(1− φn)−α).
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Since P (2,1)n = P
(1,1)
n we have from (45)
lim
h→∞
lim sup
n→∞
P (2,1)n = 0.
Since
max
1≤k≤n
∣∣∣∣ k∑
j=1
φk−jn Eεj1{|εj |≤hbn}
∣∣∣∣ ≤ nE|ε1|1{|ε1|≥hbn} ≤ 2pp− 1bnh1−p,
using again (46), we deduce
P (2,2)n ≤ P
(
max
1≤k≤n
∣∣∣∣ k∑
j=1
φk−jn ε
′′
j
∣∣∣∣ ≥ hbn(1− φn)−α)
for n large enough and h ≥ (2p)1/p(p−1)−1/p. Now we apply lemma A.2 and
obtain
P (2,2)n ≤ ch−qb−qn (1− φn)qαE|ε′′1|qnq/2(n(1− φn))1−q/2,
with a constant depending only on q. Using (47) to bound E|ε′′1|q we deduce
P (2,2)n ≤ ch−p(1− φn)qα+1−q/2.
where c depends on p and q only.
If α ≥ 1/2, then 1 + qα− q/2 > 0 and so
lim
n→∞
P (2,2)n = 0. (50)
If α < 1/2 then 1 + qα − q/2 > 0 provided q < 1/(1/2 − α). So we have
to choose p < q < 1/(1/2 − α) in the case α < 1/2. This is possible since
α > 1/2− 1/p. So in any case (50) is valid and (42) with i = 2 follows.
Estimate for T (3)n . We have Ey
2
n =
∑n
k=1 φ
2(n−k)
n σ
2 ≤ nσ2. Hence, |yn| =
OP (n
1/2) and we obtain T (3)n = n
−αOP (n
1/2) = oP (bn) recalling that bn =
n1/pv(n) with a slowly varying function v(n) and observing that
n−αn1/2b−1n = n
−α−(1/p)+(1/2)v(n)−1 → 0
since α > 1/2− 1/p.
The proof of (11) is now complete.
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A.4 Proof of Lemma 2.1, estimate (14)
Next we consider the case (b) and prove (43) for i = 1, 2, 3.
Estimate for T (1)n . Set pα = 1/(1/2− α). For h > 0 set
P
(1)
n,h := P(T
(1)
n > 2hn
1/pα).
To estimate this probability we define the truncated random variables:
ε′j = εj1{|εj| > hn1/pα}, ε′′j = εj1{|εj| ≤ hn1/pα} − Eεj1{|εj| ≤ hn1/pα},
for j ≥ 1. Then
P
(1)
n,h ≤ P (1,1)n,h + P (1,2)n,h ,
where
P
(1,1)
n,h := P
(
max
1≤j≤n
|εj| > hn1/pα
)
, P
(1,2)
n,h := P
(
T (1,2)n > 2hn
1/pα
)
with
T (1,2)n := max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn εj1{|εj |≤hn1/pα}
∣∣∣∣.
Since
P
(
max
1≤j≤n
|εj| > hn1/2−α
)
≤ nP(|ε1| > hn1/2−α),
P
(1,1)
n,h tends to 0 as n→∞ due to the condition εi ∈ Lop,∞ and 0 ≤ α ≤ 1/2−
1/p when p > 2 or to the condition εi ∈ L2 when p = 2 (then α = α2 = 0).
Next we estimate P
(1,2)
n,h . First we need to center each εi1{|εi|≤hn1/pα},
i = 1, . . . , n. From (35) we get that
E |ε1|1{|ε1|≥hn1/pα} ≤ c
(
hn1/pα
)1−p
,
where c = p(p− 1)−1 supt>0 P(|ε1| > t). As
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn E[εj1{|εj |≤hn1/pα}]
∣∣∣∣ ≤ n1−αE|ε1|1{|εj |≥hn1/pα}
it follows that for every h ≥ h0 := max(1, c),
n1−αE |ε1|1{|ε1|≥hn1/pα} ≤ ch1−pn1−α+1/pα−p/pα ≤ ch−1n1−p/pαn1/pαn−α ≤ n1/pα ,
recalling that p ≥ pα since α ≤ αp. Hence for every n ≥ 1 and every h ≥ h0,
P
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn E[εj1{|εj |≤hn1/pα}]
∣∣∣∣ > hn1/pα
 = 0
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and we deduce
P
(1,2)
n,h ≤ P(T (1,2,1)n > hn1/pα)
with
T (1,2,1)n := max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ k+ℓ∑
j=k+1
φk+ℓ−jn ε
′′
j
∣∣∣∣.
Since
T (1,2,1)n = max
1≤ℓ<n
ℓ−α max
1≤k≤n−ℓ
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
k+j
∣∣∣∣ ≤ max
1≤k≤n
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
k+j
∣∣∣∣
we have
P(T (1,2,1)n ≥ hn1/pα) ≤
n∑
k=1
P
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
k+j
∣∣∣∣ ≥ hn1/pα

= nP
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣ ≥ hn1/pα
 .
Let K > 1 and let MK = n where M and K (not necessarily integers)
depend on n in a way which will be precised later. Splitting the set
{1, . . . , n} =
M⋃
m=1
(
N ∩
(
(m− 1)K,mK
])
,
we have
max
1≤ℓ≤n
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣ ≤ max
1≤m≤M
max
(m−1)K<ℓ≤mK
ℓ−α
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣
≤ max
1≤m≤M
max
(m−1)K<ℓ≤mK
[(m− 1)K + 1]−αφ(m−1)K+1n
∣∣∣∣ ℓ∑
j=1
φ−jn ε
′′
j
∣∣∣∣
This leads to
P(T (1,2,1)n ≥ hn1/pα) ≤ n
M∑
m=1
P
 max
(m−1)K<ℓ≤mK
∣∣∣∣ ℓ∑
j=1
φℓ−jn ε
′′
j
∣∣∣∣ ≥ hn1/pαλm,K

where λm,K = [(m−1)K+1]αφ−(m−1)K−1n . Let q > p ≥ pα, whose choice will
be precised later. As pα ≤ p, ε1 ∈ Lpα, so by (36),
E |ε′′1|q ≤ chq−pαn(q−pα)/pα, (51)
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where the constant c depends on q, α and the distribution of ε1 only. Using
successively Markov’s, Doob’s and Rosenthal’s inequalities, we obtain
P(T (1,2,1)n ≥ hn1/pα) ≤ n
M∑
m=1
(hn1/pαam,K)
−q
E
∣∣∣∣mK∑
j=1
φ−jn ε
′′
j
∣∣∣∣q
≤ cqn
M∑
m=1
(hn1/pαam,K)
−q
[(mK∑
j=1
φ−2jn
)q/2
+
mK∑
j=1
φ−qjn E|ε′′1|q
]
≤ Cqn(hn1/pα)−qK−qα
M∑
m=1
m−qαφ−qKn
[
1
(1− φ2n)q/2
+
E|ε′′1|q
(1− φqn)
]
,
using (51) and recalling the restriction h ≥ h0 ≥ 1, we continue by
≤ C ′qn1−q/pαh−pαK−qα
M∑
m=1
m−qαφ−qKn
[
1
(1− φ2n)q/2
+
nq/pα−1
(1− φqn)
]
≤ Cq,αn1−q/pαh−pαφ−qKn K−qα
[
1
(1− φ2n)q/2
+
nq/pα−1
(1− φqn)
]
,
since q > 1/α. Now choosing K ∼ (1− φn)−1 and observing that φ−qKn ∼ eq,
we finally have
P (T (1,2,1)n ≥ hn1/pα) ≤ C ′q,αn1−q/pαh−pα(1− φn)qα
[
1
(1− φ2n)q/2
+
nq/pα−1
(1− φqn)
]
≤ C ′q,αh−pα
[
n
(n(1− φn))q/pα + (1− φ
q
n)
qα−1
]
.
Now, the hypothesis (13) enables us to choose q in such a way that n(n(1−
φn))
−q/pα remains bounded, namely q > max(p, pα/δ), so we obtain T
(1,2,1)
n =
OP (n
1/pα).
Estimate for T (2)n . As already seen in the proof of inequality (11),
max
1≤ℓ<n
ℓ−α(1− φℓn) = O
(
(1− φn)α
)
,
so it remains only to check that
max
1≤k≤n
|yn,k| = OP (n1/pα(1− φn)−α). (52)
But this is known from [9, Lemma 1], with oP instead of OP .
Estimate for T (3)n . Finally for T
(3)
n , we have Ey
2
n =
∑n
k=1 φ
2(n−k)
n σ
2 ≤ nσ2.
Hence, yn,n = OP (n
1/2) and we obtain T (3)n = n
−αOP (n
1/2).
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B Proofs of consistency lemmas
B.1 Proof of Lemma 3.1
Recalling (1), (20) and (21), we note that
φ̂n − φn =
∑n
k=1 yn,k−1(yn,k − φnyn,k−1)∑n
k=1 y
2
n,k−1
=
∑n
k=1 yn,k−1(εk + an,k)∑n
k=1 y
2
n,k−1
=
∑n
k=1 zn,k−1εk +
∑n
k=1 τn,k−1εk +
∑n
k=1 yn,k−1an,k∑n
k=1 y
2
n,k−1
. (53)
To obtain an upper bound for
∣∣∣φ̂n − φn∣∣∣, we treat separately the three sums
in the above numerator.
First, since k∗ ≥ λn,
n∑
k=1
y2n,k−1 ≥
k∗∑
k=1
y2n,k−1 =
k∗∑
k=1
z2n,k−1 ≥
[λn]∑
k=1
z2n,k−1, (54)
whence
|∑nk=1 zn,k−1εk|∑n
k=1 y
2
n,k−1
≤ |
∑n
k=1 zn,k−1εk|∑[λn]
k=1 z
2
n,k−1
=
∣∣∣φ˜n − φn∣∣∣
∑n
k=1 z
2
n,k−1∑[λn]
k=1 z
2
n,k−1
, (55)
where φ˜n = (
∑n
k=1 zn,kzn,k−1)/(
∑n
k=1 z
2
n,k−1) is the least squares estimator of
φn associated to the process (zn,k). As already observed, when (yn,k) satisfies
HA, (zn,k) satisfies H0 and is then a nearly nonstationary AR(1) process.
By [7, Th. 1],
φ˜n − φn = OP
(
n−1/2(1− φn)1/2
)
.
Rewriting this estimate as OP
(
(1− φn) (n(1− φn))−1/2
)
and recalling that
n(1− φn) tends to infinity, we get
φ˜n − φn = oP (1− φn). (56)
Moreover by [7, Lem. 2],
1− φ2n
n
n∑
k=1
z2n,k−1
P−−−→
n→∞
σ2. (57)
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Recalling that γn = n(1 − φn) is assumed to be non decreasing in n or
regularly varying, it is easily deduced from this weak law of large numbers
that ∑n
k=1 z
2
n,k−1∑[nλ]
k=1 z
2
n,k−1
= OP (1). (58)
Going back to (55) with the estimates (56) and (58), we obtain
|∑nk=1 zn,k−1εk|∑n
k=1 y
2
n,k−1
= oP (1− φn). (59)
For the second sum in the numerator in (53), a simple variance compu-
tation provides
n∑
k=1
τn,k−1εk = OP
( n∑
k=1
τ 2n,k−1
)1/2 . (60)
Then
n∑
k=1
τ 2n,k−1 =
n∑
k=1
k−1∑
j=1
φk−1−jn an,j
2 = a2n n∑
k=1
k−1∑
j=1
φk−1−jn 1I∗n(j)
2
and
n∑
k=1
k−1∑
j=1
φk−1−jn 1I∗n(j)
2 = m∗∑
k=k∗+1
 k−1∑
j=k∗+1
φk−1−jn
2 + n∑
k=m∗+1
 m∗∑
j=k∗+1
φk−1−jn
2
=
m∗∑
k=k∗+1
(
1− φk−k∗−1n
1− φn
)2
+
n∑
k=m∗+1
φ2(k−m
∗−1)
n
(
ℓ∗−1∑
i=0
φin
)2
≤ l
∗
(1− φn)2 +
l∗2
1− φ2n
.
Since a2nℓ
∗ = o(n(1− φn)), it follows that
n∑
k=1
τ 2n,k−1 = o (n(1− φn)−1) + o(nℓ∗).
Accounting (60), this gives
n∑
k=1
τn,k−1εk = oP
(
n1/2(1− φn)−1/2
)
+ oP
(√
nℓ∗
)
. (61)
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Next, by (54) and (57) and recalling that n(1 − φn) is non decreasing or
regularly varying in n, we see that
1∑n
k=1 y
2
n,k−1
= OP
(
1− φ[nλ]
[nλ]
)
= OP
(
[nλ](1− φ[nλ])
[nλ]2
)
= OP
(
1− φn
n
)
.
(62)
Finally, combining (61) and (62), we obtain
|∑nk=1 τn,k−1εk|∑n
k=1 y
2
n,k−1
= oP
√1− φn
n
+ oP
(1− φn)
√
ℓ∗
n

= oP
 1− φn√
n(1− φn)
+ oP (1− φn) = oP (1− φn), (63)
since ℓ∗ < n and n(1− φn) tends to infinity.
To deal with the contribution of
∑n
k=1 yn,k−1an,k, we note first that
|∑nk=1 yn,k−1an,k|∑n
k=1 y
2
n,k−1
≤
(∑n
k=1 y
2
n,k−1
)1/2 (∑n
k=1 a
2
n,k
)1/2
∑n
k=1 y
2
n,k−1
=
√
ℓ∗ |an|(∑n
k=1 y
2
n,k−1
)1/2
= OP
√ℓ∗ |an|
√
1− φn
n
 ,
using (62). Due to (24), this gives
|∑nk=1 yn,k−1an,k|∑n
k=1 y
2
n,k−1
= oP (1− φn). (64)
Going back to the decomposition (53) with the estimates (59), (63) and (64),
we conclude that
∣∣∣φ̂n − φn∣∣∣ = oP (1− φn).
B.2 Proof of Lemma 3.2
We use
n∑
j=1
τn,k−1 =
an
1− φn
(
ℓ∗ − φn−m∗n
1− φℓ∗n
1− φn
)
. (65)
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To prove (25) we have to consider all the possible configurations of the sets
{k + 1, . . . , k + ℓ} and {k∗ + 1, . . . , k∗ + ℓ∗}. There are six configurations
I1, . . . , I6. Denote for v = 1, . . . , 6
T (v)α,n = max
k,ℓ∈Iv
ℓ−α
∣∣∣∣∣∣
k+ℓ∑
j=k+1
τn,j−1 − ℓ
n
n∑
j=1
τn,j−1
∣∣∣∣∣∣ .
First consider configuration I1 := {k, ℓ : [k∗+1, m∗] ⊂ [k+1, k+ ℓ]}. We
easily obtain
k+ℓ∑
j=k+1
τn,j−1 = an
 m∗∑
j=k∗+1
j−k∗−2∑
i=0
φin + φ
−1
n
k+ℓ∑
j=m∗+1
φjn
m∗∑
i=k∗+1
φ−in

=
an
1− φn
[
ℓ∗ − φk+ℓ−m∗n
1− φℓ∗n
1− φn
]
.
Together with (65) we find
T (1)α,n =
|an|
1− φn maxk,ℓ∈I1 ℓ
−α
∣∣∣∣∣ℓ∗(1− ℓ/n)− 1− φ
ℓ∗
n
1− φn (φ
k+ℓ−m∗
n − (ℓ/n)φn−m
∗
n )
∣∣∣∣∣
≤ 3 |an|
1− φn ℓ
∗(1−α).
Now let us turn to second configuration I2 := {k, ℓ : [k + 1, k + ℓ] ⊂
[k∗ + 1, m∗]}. Obviously
k+ℓ∑
j=k+1
τn,j−1 =
an
1− φn
(
ℓ− φ
k−k∗
n (1− φℓn)
1− φn
)
,
so
T (2)α,n =
|an|
1− φn maxk,ℓ∈I2 ℓ
−α
∣∣∣∣∣ℓ− φ
k−k∗
n (1− φℓn)
1− φn −
ℓ
n
(
ℓ∗ − φn−m∗n
1− φℓ∗n
1− φn
)∣∣∣∣∣
≤ 4 |an|
1− φn ℓ
∗(1−α).
If we consider the third configuration I3 := {k, ℓ : k+1 < k∗+1 ≤ k+ℓ <
m∗}, we have
k+ℓ∑
j=k+1
τn,j−1 = an
k+ℓ∑
j=k+1
j−1∑
i=1
φj−1−in 1I∗n(i) = an
k+ℓ∑
j=k∗+1
j−1∑
i=k∗+1
φj−1−in
=
an
1− φn
(
(k + ℓ− k∗)− 1− φ
k+ℓ−k∗
n
1− φn
)
.
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Since k + ℓ− k∗ ≤ ℓ∗, then it is easy to see, that
T (3)α,n =
|an|
1− φn maxk,ℓ∈I3 ℓ
−α
∣∣∣∣∣(k + ℓ− k∗)− 1− φk+ℓ−k
∗
n
1− φn −
ℓ
n
(
ℓ∗ − φn−m∗n
1− φℓ∗n
1− φn
)∣∣∣∣∣
≤ 4 |an|
1− φn ℓ
∗(1−α).
Next, fourth configuration is I4 := {k, ℓ : k∗ + 1 < k + 1 ≤ m∗ < k + ℓ}.
Now
k+ℓ∑
j=k+1
τn,j−1 =
an
1− φn
[
(m∗ − k)− φk−k∗n
1− φm∗−kn
1− φn + (1− φ
k+ℓ−m∗
n )
1− φℓ∗n
1− φn
]
together with (65) and m∗ − k ≤ ℓ∗ gives the estimate
T (4)α,n =
|an|
1− φn maxk,ℓ∈I4 ℓ
−α
∣∣∣∣(m∗ − k)− φk−k∗n 1− φm∗−kn1− φn + (1− φk+ℓ−m∗n )1− φ
ℓ∗
n
1− φn
− ℓ
n
(
ℓ∗ − φn−m∗n
1− φℓ∗n
1− φn
) ∣∣∣∣ ≤ 5 |an|1− φn ℓ∗(1−α).
From the fifth configuration I5 := {k, ℓ : m∗ < k + 1 < k + ℓ}, we get
k+ℓ∑
j=k+1
τn,j−1 =
an
1− φn · φ
k−m∗
n
(1− φℓn)(1− φℓ∗n )
1− φn
and together with (65) the estimate is
T (5)α,n =
|an|
1− φn maxk,ℓ∈I5 ℓ
−α
∣∣∣∣∣φk−m∗n (1− φ
ℓ
n)(1− φℓ∗n )
1− φn −
ℓ
n
(
ℓ∗ − φn−m∗n
1− φℓ∗n
1− φn
)∣∣∣∣∣
≤ 3 |an|
1− φn ℓ
∗(1−α).
Finally sixth configuration I6 := {k, ℓ : k + 1 < k + ℓ ≤ k∗} gives us
k+ℓ∑
j=k+1
τn,j−1 = 0.
Thus
T (6)α,n =
|an|
1− φn
∣∣∣∣∣ℓ∗ − φn−m∗n 1− φ
ℓ∗
n
1− φn
∣∣∣∣∣maxk,ℓ∈I6 ℓ−α ℓn ≤ 2 |an|1− φn ℓ∗(1−α).
So collecting all the estimates of T (v)α,n, v = 1, . . . , 6 we obtain (25).
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