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1 Johdanto
Automaattinen todistaminen syntyi jo 1950-luvulla, samoihin aikoihin kun ensimma¨iset
tietokoneet ilmaantuivat, ja siita¨ tulikin ensimma¨isia¨ tekoa¨lytieteen suuntauksia [3]. Auto-
maattinen todistaminen eroaa muista automaattisen pa¨a¨ttelyn suuntauksista sika¨li, etta¨
siina¨ tieto perustuu matemattisiin aksiomeihin, ei empiirisiin tutkimuksiin tai asiantun-
tijoilta saatuun sovellusaluetta koskevaan tietoon. Automaattinen todistaminen on siis
va¨hinta¨a¨n yhta¨ paljon tietokoneavusteista matematiikkaa kuin tietojenka¨sittelytiedetta¨.
Ta¨ssa¨ tyo¨ssa¨ keskityta¨a¨n matemaattisiin ongelmiin, joiden sovellusalue on automaattinen
todistaminen.
Ta¨ma¨ tyo¨ ka¨sittelee loogisten lauseiden automaattista generointia. Perusajatuksena
on tutkia sita¨, miten tiedon kera¨a¨ntymista¨ voisi hyo¨dytta¨a¨ automaattisessa todistami-
sessa. Tiedon kera¨a¨ntymista¨ ja automaattista generointia ka¨yteta¨a¨n hyva¨ksi monissa te-
koa¨lytieteen alueissa. On esimerkiksi olemassa la¨a¨ketieteen asiantuntijaja¨rjestelmia¨, jossa
soveltavia pa¨a¨ttelysa¨a¨nto¨ja¨ johdetaan perussa¨a¨nto¨jen joukosta [1]. Lisa¨ksi automaattista
generointia on ka¨ytetty yksitta¨isten pelien ja pulmien, esimerkiksi tammen [7] ja Rubikin
kuution [2] ratkaisemiseen.
Tosin kuin na¨issa¨ tekoa¨lytieteen alueissa, automaattinen todistaminen on kuitenkin
yleensa¨ pyrkinyt luomaan universaaleja menetelmia¨ joilla todistetaan yksitta¨isia¨ lauseita,
ilman etta¨ tietoa pyrita¨a¨n kera¨a¨ma¨a¨n ja¨rjestelma¨llisesti. On olemassa ja¨rjestelmia¨ joissa
todistetut lauseeet varastoidaan, ja niita¨ ka¨yteta¨a¨n apulauseina uusien lauseiden todista-
miseen (esimerkiksi [5], [6], [9] ja [4]). Na¨issa¨ to¨issa¨ tieto kuitenkin luodaan manuaalisesti,
eika¨ sita¨ pyrita¨ generoimaan automaattisesti.
Ta¨ssa¨ tyo¨ssa¨ luodaan tiedon kera¨a¨ntymista¨ varten algoritmi jonka avulla voidaan ge-
neroida kaikki tietyssa¨ normaalimuodossa olevat suljetut ja syntaktisesti korrektit kaavat
mielivaltaisessa ensimma¨isen kertaluvun predikaattilogiikan kielessa¨.
Predikaattilogiikan lauseiden numerointi ei ole mika¨a¨n uusi idea, Kurt Go¨del loi
yksinkertaisen numeroinnin ensimma¨isen kertaluvun predikaattilogiikan ensimma¨isen
epa¨ta¨ydellisyyslauseen todistamista varten jo vuonna 1931. Go¨delin numerointi ei kuiten-
kaan ole surjektio suljettujen lauseiden joukosta luonnollisten lukujen joukkoon. Go¨delin
ja¨rjestelma¨ssa¨ monia luonnollisia lukuja vastaa syntaktisesti virheellinen kaava. Ta¨ssa¨
tyo¨ssa¨ Go¨delin numerointia parannetaan niin, etta¨ jokaista numeroa vastaa tietyssa¨ nor-
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maalimuodossa oleva suljettu ja syntaktisesti oikea kaava valitussa ensimma¨isen kertalu-
vun predikaattilogiikan kielessa¨.
Lopputuloksena saadun menetelma¨n avulla voidaan esimerkiksi luoda tietokantoja to-
distetuista lauseista, hyo¨dyllisista¨ hypoteeseista ja na¨iden va¨lisista¨ riippuvaisuuksista –
ka¨ytetty numerointija¨rjestelma¨ toimii lausetietokannan avaimina. Ta¨ma¨ tyo¨ kuitenkin ra-
joittuu lauseiden numerointiin. Menetelmien tarkempaa hyo¨dynta¨mista¨ automaattisessa
todistamisessa ei kuitenkaan tutkita sen tarkemmin ta¨ma¨n tyo¨n puitteissa.
Tutkielma rakentuu seuraavasti. Ensimma¨inen luku on johdanto. Generointia
ka¨sitella¨a¨n toisessa luvussa. Ensimma¨isessa¨ liitteessa¨ on lyhyesti ensimma¨isen kertaluvun
predikaattilogiikan ka¨sitteita¨. Ma¨a¨ritelma¨t ja notaatio ovat kirjasta [8]. Toisessa liitteessa¨
todistetaan ka¨ytettyja¨ teoreemoja.
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2 Loogisten lauseiden automaattinen generointi
2.1 Lausegeneraattorin ominaisuudet ja ensimma¨isen kertalu-
vun predikaattilogiikan osittainen ratkeavuus
On olemassa automaattisen todistamisen ja¨rjestelmia¨, jotka ka¨ytta¨va¨t tietokantoja
teoreemoista uusien teoreemojen todistamiseen, mutta na¨ma¨ aputeoreemat luodaan ka¨sin
- ohjelmoija tai ka¨ytta¨ja¨ valitsee intuitionsa perusteella teoreemoja, jotka voisivat olla
hyo¨dyllisia¨ uusien teoreemojen todistamista varten. Eli joko ohjelmoijan, tai ka¨ytta¨ja¨n
on hallittava hyvin sovellusala, ja ha¨nen on ka¨ytetta¨va¨ melko paljon aikaa ja¨rjestelma¨n
soveltamiseen jollekin uudelle alalle. Ta¨ma¨ prosessi nopeutuisi, jos systeemi voisi itse luoda
tietokannan apulauseista jokaiselle uudelle alalle.
Loogisen tiedon generoimisen ongelma on ekvivalentti kaikkien syntaktisesti oikeiden
lauseiden (eli kaavojen, joissa ei ole vapaita muuttujia) generoimisen ongelman kanssa
annetussa formaalissa kielessa¨ (tarkka ma¨a¨ritelma¨ on ensimma¨isessa¨ liitteessa¨). Looginen
tieto ymma¨rreta¨a¨n joukoksi lauseita, ja hyo¨dyllisten lauseiden kattava etsiminen edel-
lytta¨a¨ kaikkien lauseiden joukkojen tutkimista. Eli loogista tietoa generoivat ja¨rjestelma¨n
on sisa¨lletta¨va¨ lausegeneraattori, jonka on ta¨ytetta¨va¨ seuraavat kolme ehtoa:
1. Generaattorin on generoitava vain lauseita
2. Generaattorin on generoitava kaikki mahdolliset lauseet
3. Generaattorin ei tule kahdesti generoida samaa lausetta
Generaattoria, joka ta¨ytta¨a¨ kaikki kolme ehtoa, kutsutaan korrektiksi generaattoriksi.
Itse lauseet eiva¨t tietenka¨a¨n viela¨ ole tietoa - vain todet lauseet ovat tietoa. Eli
ja¨rjestelma¨n on yritetta¨va¨ todistaa tai kumota lauseet, ja ne lauseet jotka ja¨rjestelma¨
on onnistunut todistamaan, sa¨ilo¨ta¨a¨n tosien lauseiden tietokantaan.
Predikaattilogiikan osittainen ratkeavuus tarkoittaa, etta¨ mika¨li todistus lauseelle on
olemassa, se voidaan myo¨s lo¨yta¨a¨. Mutta mika¨li todistusta ei ole olemassa, ei ole olemassa
ja¨rjestelma¨a¨ joka voisi ta¨ma¨n aina havaita, eli prosessi voi joutua ikuiseen silmukkaan.
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Kuva 1: Lauseiden joukon ositus
Ta¨ma¨ ongelma voidaan kuitenkin osittain ratkaista generoimalla samanaikaisesti seka¨
lause, etta¨ sen negaatio. Jotta kolmas korrektin generaattorin ehto ta¨yttyisi, on huoleh-
dittava siita¨ etta¨ ta¨ma¨ negaatio ei tule generoiduksi toista kertaa. Eli lauseiden joukko
Π on jaettava kahteen pistevieraaseen joukkoon Π+ ja Π− jotka noudattavat sellaista eh-
toa, etta¨ jokaiselle lauseelle ϕ ∈ Π+ on sellainen lause joukossa Π−, joka on ekvivalentti
ta¨ma¨n lauseen negaation kanssa. Ta¨llainen jako voidaan tietysti toteuttaa lukemattomilla
mahdollisilla tavoilla, ta¨ssa¨ artikkelissa ka¨sitella¨a¨n na¨ista¨ vain yhta¨.
2.2 Invarianttimuutokset lauseiden joukossa
Ensimma¨isen kertaluvun predikaattilogiikan lause on prefiksnormaalimuodossa, jos se on
muodossa
2.2.1. Q0x0Q1x1 . . . Qrxrψ
jossa kaikki kvantifioidut muuttujat Q0x0 . . . Qrxr ovat joko ∀xj tai ∃xj kaikille 1 ≤ j ≤ r,
ja kaava ψ ei sisa¨lla¨ kvanttoreita. On mahdollista todistaa, etta¨ mille tahansa ensimma¨isen
kertaluvun pedikaattilogiikan lauseelle on olemassa ekvivalentti lause prefiksnormaalimuo-
dossa. Na¨in siksi, etta¨ kaikille kvanttoreille Q, ja kaikille kaavoille φ(xj) vapailla muuttu-
jilla xj ja kaikille kaavoille ψ ilman vapaita muuttujia xj pita¨a¨ paikkansa
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2.2.2.
¬∀xjφ(xj) ⇔ ∃xj¬φ(xj)
¬∃xjφ(xj) ⇔ ∀xj¬φ(xj)
(Qxjφ(xj) ∨ ψ) ⇔ Qxj(φ(xj) ∨ ψ)
(Qxjφ(xj) ∧ ψ) ⇔ Qxj(φ(xj) ∧ ψ)
(Qxjφ(xj)⇒ ψ) ⇔ Qxj(φ(xj)⇒ ψ)
(ψ ∨Qxjφ(xj)) ⇔ Qxj(ψ ∨ φ(xj))
(ψ ∧Qxjφ(xj)) ⇔ Qxj(ψ ∧ φ(xj))
(ψ ⇒ Qxjφ(xj)) ⇔ Qxj(ψ ⇒ φ(xj))
Na¨iden skeemojen todistaminen ei ole vaikeaa, mutta todistamme ta¨ssa¨ vain en-
simma¨isen ka¨ytta¨en Tarskin totuusma¨a¨ritelma¨a¨ (totuusma¨a¨ritelma¨ liitteessa¨).
Mika¨li ¬∀xjφ(xj) on tosi, niin ∀xjφ(xj) ei ole totta, eli ei pida¨ paikkaansa, etta¨ |= φ <
s(j/a)> on totta kaikille a ∈ M . Eli on olemassa ainakin yksi sellainen d ∈ M , jolla ei
M |= φ < s(j/d)>, ei ole tosi, eli jolla M |= ¬φ < s(j/d)>. Eli ainakin yhdelle d pa¨tee
M |= ¬φ <s(j/d)>, mika¨ merkitsee, etta¨ M |= ∃xj¬φ(xj).
Na¨ita¨ kahdeksaa skeemaa ka¨ytta¨en voimme askel askeleelta muuttaa minka¨ tahan-
sa kaavan vasemmanpuoleisesta muodosta oikeanpuoleiseen muotoon, kunnes kaava on
lopulta saatettu prefiksnormaalimuotoon.
Tarskin kriteerista¨ seuraa myo¨s, etta¨
2.2.3. M |= ∀xjψ ⇔M |= ∀xi(ψ[xj := xi])
missa¨ φ[xj := xi] merkitsee kaavoja φ, joissa kaikki muuttujien xj vapaat esiintyma¨t
on korvattu sellaisilla muuttujilla xi, jotka eiva¨t tulleet vaihdon yhteydessa¨ sidotuiksi
kaavassa φ. Eli sen ja¨lkeen, kun kaikki kvanttorit on siirretty kaavan φ eteen muotoon
2.2.4. Qj(0)xj(0)Qj(1)xj(1) . . . Qj(r)xj(r)ψ
Muuttujat voi ja¨rjesta¨a¨ uudelleen tekema¨lla¨ sijoitus
2.2.5. Q0x0Q1x1 . . . Qrxrψ[xj(0) := x0 . . . xj(r) := xr]
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missa¨ kaikki na¨ma¨ muutokset on tehty samanaikaisesti
Katsotaan seuraavia ekvivalenttimuunnoksia negaatioiden kanssa:
2.2.6.
¬¬ψ ⇔ ψ
¬(φ ∨ ψ) ⇔ (¬φ ∧ ¬ψ)
¬(φ ∧ ψ) ⇔ (¬φ ∨ ¬ψ)
¬(φ⇒ ψ) ⇔ (φ ∧ ¬ψ)
Na¨ista¨ seuraa, etta¨ samalla tavalla kun kvanttoreita voi siirta¨a¨ kaavan muodostamis-
puussa ”ulospa¨in”, eli kaavan eteen, voi negaatioita siirta¨a¨ ”sisa¨a¨npa¨in”eli kohti atomikaa-
voja. Lopulta kaikki negaatiot voi siirta¨a¨ niin, etta¨ niita¨ esiintyy vain suoraan atomikaavo-
jen edessa¨, muodossa ¬Rrj(t1, . . . , tr), ja koska kaikki kaksoisnegaatiot voi poistaa, lopulta
jokaisen atomikaavan edessa¨ on vain yksi tai ei yhta¨ka¨a¨n negaatiota. . Nyt voimme laa-
jentaa predikaattisymbolien joukkoa {R10, R11, . . . , R1p(1)R20, . . . , R2p(2), . . . , Rm0 , . . . , Rmp(m)}
symboleilla {∼R10,∼R11, . . . ,∼R1p(1),∼R20, . . . ,∼R2p(2), . . . ,∼Rm0 , . . . ,∼Rmp(m)}, ja aksioomia
na¨iden ma¨a¨rittelyilla¨
2.2.7. ∼Rrj(t1, . . . , tr)⇔ ¬Rrj(t1, . . . , tr)
Voimme korvata kaikki alikaavat ¬Rrj(t1, . . . , tr) atomilauseilla ∼Rrj(t1, . . . , tr), ja na¨in
poistaa kaavasta kaikki negaatiot.
Siis voimme rajoittua kaavoihin muotoa
2.2.8. Q0x0Q1x1 . . . Qrxrψ
missa¨ kaavassa ψ ei ole kvanttoreita eika¨ negaatioita. Voi myo¨s vaatia, etta¨ kaikki muuttu-
jat x0, x1 . . . xr ovat la¨sna¨ kaavassa ψ - jos joku niista¨ puuttuisi, olisi mahdollista poistaa
ne kvanttoreiden kombinaatiosta ja nimeta¨ muuttujat uudestaan niin, ettei yhta¨ka¨a¨n nu-
meroa puuttuisi, ilman etta¨ kaavan merkitys muuttuisi mitenka¨a¨n. Merkitsemme ta¨ssa¨
normaalimuodossa olevien lauseiden joukkoa Πnf (l¯, p¯, q¯, k) missa¨ l¯, p¯ ja q¯ ovat luonnollis-
ten lukujen vektoreita, jotka ma¨a¨ritteleva¨t kielen loogisten operaattoreiden, predikaatti-
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ja funktiosymboleiden ma¨a¨ra¨t kullekin paikkaluvulle, ja k on luonnollinen luku, joka
ma¨a¨rittelee kielen vakiosymboleiden ma¨a¨ra¨n. Yhdessa¨ parametrit l¯, p¯, q¯ ja k ma¨a¨ritteleva¨t
ta¨ysin ensimma¨isen kertaluvun predikaattilogiikan aakkoston.
Jako suoritetaan kaavan ψ ensimma¨isen atomilauseen perusteella. Jos se on muotoa ∼
Rrj(. . . ), eli vastaava predikaattisymboli kuuluu aakkoston laajennukseen, ma¨a¨rittelemme
ψ ∈ Π−, muussa tapauksessa ψ ∈ Π+. On selva¨a¨, etta¨ ta¨llainen jako ta¨ytta¨a¨
ma¨a¨ritelma¨mme ehdot.
Na¨in ollen generaattori tuottaa lauseita joukosta Π+, joka on sellaisten prefiksnormaa-
limuodossa olevien kaavojen joukko, joissa ei ole negaatioita ja joissa kaikista vasemman-
puoleisin atomikaava ei ole muotoa ∼Rrj(. . . ). Yksinkertaisuuden vuoksi oletamme myo¨s,
ettei lauseissamme ole implikaatioita - niista¨ voidaan hankkiutua eroon muunnoksella:
2.2.9. φ⇒ ψ ⇔ ¬φ ∨ ψ
Na¨in ollen on hyvin helppoa generoida lauseiden negaatio – on vain vaihdettava uni-
versaalikvanttorit ∀ eksistentiaalikvanttoreihin ∃ ja pa¨invastoin, kaikki disjunktiot ∨ kon-
juktioihin ∧ ja pa¨invastoin, ja kaikki muotoa ∼Rrj(. . . ) olevat atomikaavat muotoa Rrj(. . . )
oleviin atomikaavoihin ja pa¨invastoin. On itsesta¨a¨n selva¨a¨, etta¨ jos ψ ∈ Π+, on kaavalle φ,
joka saatiin na¨iden manipulaatioiden tuloksena, totta ψ ∈ Π−. On itsesta¨a¨n selva¨a¨, etta¨
Πnf = Π+
⋃
Π− ja Π+
⋂
Π− = ∅, eli Πnf = Π+ ⊕ Π−. Kutsumme ensimma¨ista¨ joukkoa
positiivisten, ja toista negatiivisten lauseiden joukoksi.
Luvuissa 2.3 - 2.8 konstruoidaan kaikkien ta¨llaisessa normaalimuodossa olevien lausei-
den numerointi.
2.3 Joukkojen rekursiivinen numerointi
Lausegeneraattorin luominen edellytta¨a¨ siis ta¨ydellisen luetteloinnin ongelman ratkai-
sua tietyssa¨ normaalimuodossa oleville lauseille. Ta¨ssa¨ luvussa kehita¨mme yleista¨ rekur-
siivisen numeroinnin teoriaa, jonka erityistapaus ta¨ma¨ ongelma on.
Aksiomaattisesta joukko-opista tieda¨mme, etta¨ jokaisella joukolla S on olemassa iso-
morfinen kardinaali |S|. Erityistapaus ovat a¨a¨relliset ja numeroituvat joukot, joille kaikille
luonnollisille luvuille i < |S| on olemassa yksika¨sitteinen elementti ei ∈ S.
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NKuva 2: Joukon S numerointi
Merkitsemme joukon S elementtia¨ numero i ithofsetf (i, S) = ei. Ylempi indeksi f
kertoo, etta¨ kyse on funktiosta joka ei va¨ltta¨ma¨tta¨ ole laskettava. Jos S on kiinnitetty,
kyse on yhden muuttujan funktiosta . Jos gf - on funktio, merkitsemme ohjelmaa joka
sen laskee merkinna¨lla¨ gp. Jos S on kiinnitetty, kyseessa¨ on yhden muuttujan funktio
ei = ithofset
f
S(i).
Funktio ithofsetfS on aina olemassa. Jos ta¨llaisia funktioita on useampia, valitsem-
me niista¨ yhden mielivaltaisesti. Mutta funktion olemassaolo ei riita¨ - tarvitsemme sen
laskennan, eli rekursiivisen konstruktion joka laskee funktion ithofsetfS.
Rekursiivista¨ konstruktiota joka laskee funktion ithofsetfS, merkitsemme ithofset
p
S
ja kutsumme sita¨ ”joukon S rekursiiviseksi numeroinniksi”. Yla¨indeksi p sanaan ”pro-
gram”, ja oikeastaan kyse onkin ohjelmasta - funktionaalisessa ohjelmoinnissa ohjelma
on nimen omaan rekursiivinen konstruktio. Numerointiongelma on rekursiivisen kon-
struktion ithofsetpS etsiminen joukon S numeroinnin perusteella. Merkitsemme yleista¨
rekursiivista¨ numerointia ithofsetp(i, S) = ithofsetpS(i), jos yhta¨lo¨n oikealla puolel-
la oleva rekursiivinen konstruktio on annettu. Ta¨sta¨ eteenpa¨in emme ena¨a¨ ka¨sittele
funktioita ithofsetf (i, S) ja ithofsetfS , vaan ainoastaan rekursiivisista konstruktio-
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ta ithofsetp(i, S) ja ithofsetpS. Na¨in ollen voimme luopua yla¨indeksista¨ p ja merkita¨
ithofsetS(i) = ithofset
p
S(i) ja ithofset(i, S) = ithofset
p(i, S).
Joukon S numerointi merkitsee mahdollisuutta numeroida ta¨ysin joukko S, generoi-
malla elementit
ithofsetS(0),
ithofsetS(1),
ithofsetS(2),
. . .
numerointija¨rjestyksessa¨.
Jos onnistumme lo¨yta¨ma¨a¨n kaikkien lauseiden joukon numeroinnin ithofsetΠ, ta¨ma¨
on myo¨s lausegeneraattori joka ta¨ytta¨a¨ kaikki aiemmin listatut kolme vaatimusta, eli se
on myo¨s korrekti generaattori.
Kaikkien positiivisten lauseiden joukon Π+ numerointia varten ta¨ma¨ joukko on
va¨ltta¨ma¨to¨nta¨ esitta¨a¨ era¨iden joukko-opin operaatioiden avulla, esimerkiksi karteesisen
tulon (×) ja pistevieraan yhdisteen (⊕).
Ta¨ssa¨ luvussa tarkastelemme, miten voimme laajentaa rekursiivista konstruktiota
ithofset uusiin joukkoihin, jotka on muodostettu tiettyjen joukko-opillisten operaatioi-
den avuilla sellaisista joukoista, joille ithofset on jo ma¨a¨ritelty.
Teoreema 1.
Jos A ja B ovat a¨a¨retto¨mia¨ numeroitavia joukkoja, ja ithofset on ma¨a¨ritelty niista¨
molemmille, voimme tehda¨ konstruktion ithofset karteesiselle tulolle A × B = {<x, y>
|x ∈ A ∧ y ∈ B} ma¨a¨rittelema¨lla¨
2.3.1. ithofset(i, A×B) :=<ithofset(f(i), A), ithofset(g(i), B)>
aina kun h : N×N→ N (missa¨ luonnollisen lukujen joukko N sisa¨lta¨a¨ nollan) on bijektio,
ja f(i) ja g(i) ovat rekursiivisia konstruktioita, joille
2.3.2. h(f(i), g(i)) = i
(eli f(i) ja g(i) ovat rekursiivisia konstruktioita jotka laskevat funktion h ka¨a¨nteisfunktion
ensimma¨isen ja toisen projektion).
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Todistus: Rekursiivisuus sa¨ilyy yhdistetta¨essa¨. Koska ithofsetA×B on ma¨a¨ritelty yh-
dista¨ma¨lla¨ ithofsetA, ithofsetB, f ja g jotka kaikki ovat rekursiivisia konstruktioita,
myo¨s na¨in ma¨a¨ritelty ithofsetA×B on rekursiivinen konstruktio. Bijektiivisyys todiste-
taan ma¨a¨rittelema¨lla¨ funktiolle ka¨a¨nteisfunktio
2.3.3. ithofset−1A×B(x) = nofelementofA×B(x) = h(nofelementofA(fst(x)), nofelementofB(scd(x)))
missa¨ nofelementofA = ithofset
−1
A ja nofelementofB = ithofset
−1
B palauttavat ele-
menttien ja¨rjestysnumerot joukoissa A ja B, ja fst ja scd palauttavat parin ensimma¨isen
ja toisen alkion.
Nyt
2.3.4. nofelementofA×B(ithofsetA×B(i)) =
= nofelementofA×B(< ithofset(f(i), A), ithofset(g(i), B) >) =
= h(nofelementofA(fst((< ithofset(f(i), A), ithofset(g(i), B) >))),
nofelementofB(scd((< ithofset(f(i), A), ithofset(g(i), B) >)))) =
= h(nofelementofA(ithofset(f(i), A)), nofelementofB(ithofset(g(i), B))) =
= h(f(i), g(i)) = i
kaikille i ∈ N. Na¨in ollen ma¨a¨ritelty ithofsetA×B on rekursiivinen konstruktio ja bijektio
joka on ma¨a¨ritelty luonnollisten lukujen joukosta joukkoon A × B, joten se on ta¨ma¨n
joukon rekursiivinen numerointi.
On ilmeista¨, etta¨ funktio h on olemassa. Ta¨ssa¨ artikkelissa ka¨yteta¨a¨n funktiota
2.3.5. h(x, y) = pi2(x, y) = (x + y)
2+ x + 3y
2
Funktioilla f(x) ja g(x) on myo¨s eksplisiittiset, joskin hieman monimutkaisemmat
ma¨a¨ritelma¨t:
2.3.6.
f(x) = σ;20 (x) = ba(x)(1 + ba(x)c − a(x))c
g(x) = σ;21 (x) = da(x)(a(x)− ba(x)c)e
a(x) =
−1 +√1 + 8x
2
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missa¨ dxe- pienin luonnollinen luku, joka on suurempi tai yhta¨suuri kuin x ja bxc- suurin
luonnollinen luku, joka on pienempi tai yhta¨ suurin kuin x.
Teoreema 2. Jos A on numeroitava ja a¨a¨reto¨n joukko ja B on a¨a¨rellinen, voi konstruoida
2.3.7. ithofset(i, A×B) :=<ithofset(f(i), A), ithofset(g(i), B)>
Aina kun h : N×Jk → N on bijektio (Jk = {0, 1.....k−1}), ja joukossa B on k elementtia¨,
f ja g ovat rekursiivisia¨ konstruktioita ja
2.3.8. h(f(i), g(i)) = i
Todistus: Samalla tavalla kun teoreema 1 . f ja g ovat ka¨a¨nteisfunktion projektioita
funktiolle, luonnollisten lukujen joukosta N joukkoon N× Jk.
Ta¨ha¨n tarkoitukseen voi ka¨ytta¨a¨ funktiota
2.3.9. h(x, y) = kx+ y
Ta¨llo¨in
2.3.10.
f(x) = div(x, k) (alaspa¨in pyo¨rista¨va¨ jakolasku)
g(x) = mod(x, k) (jakoja¨a¨nno¨s)
Luonnollisesti voi myo¨s vaihtaa A:n ja B:n ja f :n ja g:n ja¨rjestysta¨
Teoreema 3. Jos A on a¨a¨rellinen ja B numeroituva ja a¨a¨reto¨n joukko, voi tehda¨ kon-
struktion ithofset seuraavalla tavalla
2.3.11. ithofset(i, A×B) :=<ithofset(f(i), A), ithofset(g(i), B)>
Aina kun h : Jk×N→ N on bijektio, joukossa A on k elementtia¨, f ja g ovat rekursiivisia¨
konstruktioita ja
2.3.12. h(f(i), g(i)) = i
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Todistus: Kuten teoreema 2. 
Ta¨ssa¨ tapauksessa ka¨yta¨mme funktiota
2.3.13. h(x, y) = x+ ky
Silloin
2.3.14.
f(x) = mod(x, k)
g(x) = div(x, k)
Teoreema 4.
Jos A ja B ovat a¨a¨rellisia¨ joukkoja joille molemmille on ma¨a¨ritelty rekursiivinen nume-
rointi, voimme konstruoida
2.3.15. ithofset(i, A×B) :=<ithofset(f(i), A), ithofset(g(i), B)>
aina kun h : J|A| × J|B| → J|A|×|B| on bijektio, f ja g ovat rekursiivisia¨ konstruktioita ja
2.3.16. h(f(i), g(i)) = i
Todistus: Kuten teoreemat 1 ja 2 . 
Itse asiassa voi ka¨ytta¨a¨ samoja funktioita, kuin teoreeman 2 teoreeman tapauksessa:
2.3.17.
h(x, y) = |B|x+ y
f(x) = div(x, |B|)
g(x) = mod(x, |B|)
Operaatio Cons karteesisten tulojen elementeille on ma¨a¨ritelty na¨in:
2.3.18. Cons(x0, (x1, .., xr)) = (x0, x1, .., xr)
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Teoreema 5.
On mahdollista tehda¨ konstruktion ithofset kaikille a¨a¨rellisille karteesisille tuloille A0 ×
A1× · · · ×An−1 , n > 1, joissa A0, A1, . . . , An−1 ovat a¨a¨rellisia¨ tai a¨a¨retto¨mia¨ ja numeroi-
tuvia joukkoja, joille on kaikille olemassa konstruktio ithofset:
2.3.19.
ithofset(i, A0 × · · · × An−1) =

Cons(ithofset(div(i, k), A0),
ithofset(mod(i, k), A1 . . . An−1))
jos A1 × · · · ×An−1 on a¨a¨rellinen ja |A1 × · · · ×An−1| = k.
Cons(ithofset(mod(i, k), A0),
ithofset(div(i, k), A1 × · · · ×An−1))
jos A0 on a¨a¨rellinen, A1 × · · · ×An−1 on a¨a¨reto¨n
ja numeroituva ja |A0| = k.
Cons(ithofset(σ;20 (i), A0),
ithofset(σ;21 (i), A1 × · · · ×An−1)) muuten.
Todistus: Liitteessa¨ .
Suuretta i kutsutaan jatkossa informaatioksi, koska se sisa¨lta¨a¨ kaiken informaation
elementista¨ ithofset(i, S) ∈ S koodattuna johonkin luonnolliseen lukuun. Konstruktion
ithofset laskenta on siis oikeastaan tiedon informaation dekoodausta. Koska ainakin yksi
niista¨ funktioista joille annamme i:n argumentiksi va¨henta¨a¨ i:n arvoa jokaisella rekursiivi-
sella askeleella, joka askeleella ka¨yteta¨a¨n osa informaatiosta ja lopulta pa¨a¨dyta¨a¨n sellaisiin
joukon elementteihin, joita ei ole luotu kartesiolaisten tulojen avulla, ja kaikki struktuurin
tallentanut informaatio on ka¨sitelty. On mahdollista ma¨a¨ritella¨ joukkojen indeksijoukkoa
D noudattavien joukkojen An pistevieras yhdiste seuraavalla tavalla:
2.3.20. ⊕
n∈D
An :=
⋃
n∈D
An, kun ∀i∀j(i 6= j ⇒ Ai ∩ Aj = )
Teoreema 6.
Jos on rekursiivinen numerointi ithofsetD joukolle D, ja rekursiiviset numeroinnit
ithofsetAn kaikille joukoille An kun n ∈ D, ja on olemassa rekursiivinen konstruktio
funktiolle h(n) = |Aithofset(n,D)|, on mahdollista rakentaa rekursiivinen numerointi sellai-
sen joukkojen joukon pistevieraalle yhdisteelle, jonka kaikki alkiot ovat a¨a¨rellisia¨ seuraa-
valla tavalla:
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2.3.21. ithofset(i, ⊕
n∈D
An) := ithofset(g(i), Af(i))
missa¨
2.3.22.
p(i) = min
{
p|i−
p∑
n=0
h(n) < 0
}
f(i) = ithofsetD(p(i))
g(i) = i−
p(i)−1∑
n=0
h(n)
Todistus: Liitteessa¨. 
Ka¨yta¨nno¨ssa¨, jos meilla¨ on algoritmi h(n):n laskemiseksi, voi ka¨ytta¨a¨ seuraavaa yksinker-
taista algoritmia p(i):n laskemiseksi
2.3.23.
p := 0
H := h(0)
while(H ≤ i)
{p := p+ 1
H := H + h(p)
}
Na¨ma¨ konstruktiot f ja g toistuvat niin usein, etta¨ annamme niille erityiset nimet. Ne
eiva¨t riipu pelka¨sta¨a¨n i:sta¨, vaan ne ovat myo¨s rekursiivien konstruktioiden h ja ithofsetD
funktionaaleja. Ma¨a¨ritella¨a¨n
2.3.24.
decoded-index(i, h, ithofsetD) := f(i)
info-rem(i, h) := g(i)
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On myo¨s olemassa vaihtoehtoinen konstruktio na¨iden konstruktioiden laskemiseen jos
on vaikeuksia lo¨yta¨a¨ algoritmi h(n):n laskemiseen. Olkoon s : D → N, s(n) = |An| ja ol-
koon olemassa rekursiivinen konstruktio s:n laskemiseen. Olkoon meilla¨ myo¨s konstruktio
joukon D ”pienimma¨n”elementin laskemiseen, ja myo¨s konstruktio joukon D pienimma¨n
elementin ithofset kuvauksen indusoiman ja¨rjestyksen suhteen) ma¨a¨rittelemiseen, jolle
siis
2.3.25. smallestD = ithofset(0, D)
Joukon D seuraajafunktio konstruktion ithofset mukaan ma¨a¨ritella¨a¨n
2.3.26.
followerD(n) =

ithofset(min{m|∃i(m > i ∧ ithofset(i,D) = n)}, D)
jos ta¨llainen m on olemassa
Ei ma¨a¨ritelty muuten
Oletetaan, etta¨ on olemassa myo¨s rekursiivinen konstruktio ta¨ma¨n seuraajafunktion
laskemiseksi. Nyt meilla¨ on seuraavanlainen yksinkertainen algoritmi konstruktioiden
info-rem(i, h) ja decoded-index(i, h, ithofsetD) laskemiseksi:
2.3.27.
decoded-index := smallestD
H := s(smallestD)
while(H ≤ i)
{decoded-index := followerD(decoded-index))
H := H + s(decoded-index)
}
info-rem := i−H + s(decoded-index)
On olemassa ta¨ha¨n algoritmiin perustuva vaihtoehtoinen konstruktion konstruktioille
decoded-index ja info-rem:
Teoreema 7. Jos on olemassa joukon D rekursiivinen numerointi, rekursiiviset numeroin-
nit kaikille a¨a¨rellisille joukoille An joilla n ∈ D, ja on olemassa rekursiiviset konstruktiot
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funktiolle s(n) = |An|, konstruktio pienimmille elementeille joukossa D konstruktioiden
ithofset suhteen ja rekursiivinen konstruktio seuraajafunktiolle joukossa D, voi seuraa-
valla tavalla konstruoida rekursiivisen numeroinnin a¨a¨rellisten joukkojen pistevieraalle
yhdisteelle:
2.3.28. ithofset(i, ⊕
n∈D
An) := ithofset(info-rem
′(i), Adecoded-index′(i)))
missa¨
2.3.29.
C(j, smallestD, followerD) =
{
smallestD, j = 0
followerD(C(j − 1)), j > 0
H(j, s, smallestD, followerD) =

s(smallestD), j = 0
H(j − 1, s, smallestD, followerD)+
s(C(j, smallestD, followerD)), j > 0
p(i, s, smallestD, followerD) = min{j|i−H(j, s, smallestD, followerD) < 0}
decoded-index′(
i, s, smallestD, followerD) =
C(p(i, s, smallestD, followerD),
smallestD, followerD)
info-rem′(
i, s, smallestD, followerD) =
i−H(p(i, s, smallestD, followerD)− 1,
s, smallestD, followerD)
Todistus: Liitteessa¨. 
Teoreema 8.
Jos seuraavat ehdot ta¨yttyva¨t
2.3.30.
h(n) = |Aithofset(n,D)|
s(n) = |An|
smallest = smallestD
follower(n) = followerD(n)
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Niin on myo¨s totta, etta¨
2.3.31. ∀i(decoded-index′(i, s, smallest, follower) = decoded-index(i, h, ithofsetD))
∀i(info-rem′(i, s, smallest, follower) = info-rem(i, h))
Todistus: Liitteessa¨ .
Na¨in ollen voi ka¨ytta¨a¨ kumpaa tahansa ma¨a¨ritelma¨a¨ konstruktioille decoded-index ja
info-rem, joten jatkossa niita¨ merkita¨a¨n samalla tavalla.
Itse asiassa rekursiiviset konstruktiot decoded-index ja info-rem ovat luonnollisten lu-
kujen jakolaskun ja jakoja¨a¨no¨ksen yleistyksia¨. Ta¨ma¨n na¨kee tarkastelemalla tapausta
h(n) ≡ k, eli kun h on vakiofunktio:
2.3.32. p(i) = min
{
p|i−
p∑
n=0
|Aithofset(n,D)| < 0
}
= min
{
p|i−
p∑
n=0
h(n) < 0
}
=
min{p|i−
p∑
n=0
k < 0} = min {p|i− (p+ 1)k < 0} = div(i, k)
ja
2.3.33. info-rem(i, h) = i−
p(i)−1∑
n=0
|Aithofset(n,D)| =
= i−
p(i)−1∑
n=0
h(n) = i−
div(i,k)−1∑
n=0
k = i− div(i, k)× k = mod(i, k)
Huomataan, etta¨
2.3.34. A×B = ⊕
n∈B
A× {n}
Olkoon A a¨a¨rellinen, |A| = k. Ta¨llo¨in
2.3.35. ithofset(i, A×B) =
= ithofset(i, ⊕
n∈B
A× {n}) =
= ithofset(info-rem(i, h), A× {decoded-index(i, h, B)}) =
= {ithofset(info-rem(i), A)} × {ithofset(p(i), B)} =
= 〈info-rem(i), A), ithofset(p(i), B)〉 =
= 〈ithofset(mod(i, k), A), ithofset(div(i, k), B)〉
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Na¨in ollen saadaan 2.3.11:n yhtena¨ 2.3.21:n erityistapauksena.
Itse asiassa ei ole va¨ltta¨ma¨to¨nta¨ rajoittua a¨a¨rellisin joukkoihin. Katsokaamme tapausta,
jossa joukot An ovat a¨a¨retto¨mia¨ ja numeroituvia. Nyt meilla¨ on kaksi tapausta - en-
simma¨isessa¨ indeksijoukko D on a¨a¨rellinen, ja toisessa a¨a¨reto¨n ja numeroituva D.
Teoreema 9. Jos on konstruktio ithofset a¨a¨relliselle joukolle D, |D| = h, ja konstruktio
ithofset kaikille a¨a¨retto¨mille ja numeroituville joukoille An kun n ∈ D, voidaan konstruoi-
da rekursiivisen numeroinnin a¨a¨rellisen monelle a¨a¨retto¨ma¨lle ja numeroituvalle joukolle
seuraavasti:
2.3.36. ithofset(i, ⊕
n∈D
An) = ithofset(div(i, h), Aithofset(mod(i,h),D))
Todistus: Liitteessa¨. 
Teoreema 10. Jos on konstruktio ithofset a¨a¨retto¨ma¨lle ja numeroituvalle joukolle D, ja
konstruktio ithofset kaikille a¨a¨retto¨mille ja numeroituville joukoille An, kun n ∈ D, voi-
daan konstruoida rekursiivinen numerointi a¨a¨retto¨ma¨lle ja numeroituvalle pistevieraalle
yhdisteelle a¨a¨retto¨mista¨ ja numeroituvista joukoista seuraavasti:
2.3.37. ithofset(i, ⊕
n∈D
An) = ithofset(σ
;2
0 (i), Aithofset(σ;21 (i),D)
)
Todistus: Liitteessa¨. 
Luvuissa 2.4 - 2.8 osoitetaan, miten voi luoda rekursiivisesti numeroituvan konstruktion
muodossa 2.2.8 oleville lauseille metodien 2.3.1, 2.3.7, 2.3.11, 2.3.15, 2.3.19 , 2.3.21, 2.3.28,
2.3.36 ja 2.3.37 avulla
2.4 Permutaatioiden rekursiivinen numerointi
Permutaatio on valinta tietysta¨ a¨a¨rellisesta¨ joukosta, kun valintaja¨rjestyksella¨ on merki-
tysta¨, kaikki joukon alkiot ovat erilaisia ja kaikki alkiot valitaan tasan kerran. Permutaa-
tioiden lukuma¨a¨ra¨ on
2.4.1. n!
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missa¨ n on sen joukon koko, josta valinta suoritetaan.
Jos jotkut joukon alkioista voivat olla samanlaisia ja meilla¨ on yhteensa¨ ni kunkinlaista
alkiota joukossa jonka koko on n (
∑
ni = n), ja kaikki alkiot valitaan kerran, niin na¨iden
valintojen eli toistollisten permutaatioiden lukuma¨a¨ra¨ on
2.4.2.
(
n
n0 . . . nk−1
)
= n!
n0!...nk−1!
eli multinomiaalikerroin. Permutaatiot ovat toistollisten permutaatioiden erityistapaus,
kun ni ≡ 1. Silla¨ mita¨ itse elementit ovat ei ole merkitysta¨ niiden rekursiivisen numeroin-
nin lo¨yta¨miseksi. Voime esitta¨a¨ ensimma¨isen laadun elementit nollilla, toisen laadun ele-
mentit ykko¨silla¨ ja niin edespa¨in. Na¨in saadaan toistollisten permutaatioiden esitykseksi
era¨a¨n osajoukon luonnollisten lukujen vektoreita, joiden pituus on n:
2.4.3. Pws(n) = {x ∈ Nn|∀i < k(|{j < n|xj = i}| = ni)}
Ta¨ssa¨ n =
∑
ni.
Vektoria n kutsutaan jatkossa taajuusvektoriksi. Jos on va¨ltta¨ma¨to¨nta¨ ottaa huomioon ele-
menttien itsensa¨ esitykset, voimme esitta¨a¨ toistolliset permutaatiot joukon A n-pituisten
vektorien joukkona:
2.4.4. Pws(n,A) = {x ∈ An|∀a ∈ A(|{j < n|xj = a}| = na)}
Ta¨ssa¨ n =
∑
ni = |A| ja na on alkioiden a ma¨a¨ra¨ vektorissa.
On myo¨s helppo laajentaa Cons - operaattorin ma¨a¨ritelma¨ mielivaltaiselle vektoreiden
joukolle:
2.4.5. Cons(x0, A) = {Cons(x0, x)|x ∈ A}
Ta¨ma¨n operaation avulla voi ma¨a¨ritella¨ toistollisten permutaatioiden joukon seuraavalla
tavalla:
2.4.6. Pws(n¯) =
 {<>},
∑
ni = n = 0
⊕
j∈D(n¯)
Cons(j, Pws(n¯− e¯j)), jos n > 0, missa¨ D(n¯) = {i|ni > 0}
On helppo ma¨a¨ritella¨ rekursiivisesti
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2.4.7. d(i, n) = ithofset(i,D(n¯))
d(i+ 1, n¯) =

−1, josi = −2
min{j|j > d(i, n¯) ∧ nj > 0}jos ta¨llainen elementti on olemassa
ei ma¨a¨ritelty muuten
Vaadittu funktio h on
2.4.8. h(i) = |Aithofset(i,D)| = |Ad(i,n)| = |Cons(d(i, n¯), Pws(n¯ − ed(i,n¯))| = |Pws(n¯ −
e¯d(i,n¯))| =
(
n− 1
n0 . . . nd(i,n)−1 nd(i,n) − 1 nd(i,n)+1 . . . nk−1
)
Teoreeman 6 avulla
2.4.9.
ithofset(i, Pws(n¯)) =
Cons(decoded-index(i, h,D(n¯)),
ithofset(info-rem(i, h), Pws(n¯− e¯decoded-index(i,h,D)))
Ta¨ssa¨
2.4.10. decoded-index(i, h, ithofsetD(n)) =
min
{
p|i−
p∑
j=0
(
n− 1
n0 ... nd(j,n)−1 nd(j,n) − 1 nd(j,n)+1 ... nk−1
)
< 0
}
info-rem(i, h) =
i−
decoded-index(i,h,ithofsetD(n))−1∑
j=0
(
n− 1
n0 . . . nd(j,n)−1 nd(j,n) − 1 nd(j,n)+1 . . . nk−1
)
Rekursion pa¨a¨ttymisehto on
2.4.11. ithofset(i, Pws(n)) = (), Jos
∑
ni = n = 0.
2.5 Toisen kertaluvun indeksit
Tarkastellaan mielivaltaisia vektoreita (a0, a1,...an−1), joissa ai ovat vektoreiden ele-
mentit ja i on vektorin indeksi, joka saa arvoja va¨lilla¨ 0 ja n−1. Nyt jos meilla¨ on vektori
joka koostuu vektoreista,
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2.5.1. ((a0 0 a0 1 . . . a0 l0−1)(a1 0 a1 1 . . . a1 l1−1) . . . (am−1 0 am−1 1 . . . am−1 lm−1−1))
Sisa¨vektorin elementin indeksi ei ena¨a¨ ole a¨a¨rellinen luonnollinen luku, vaan pari (i, j),
missa¨ 0 ≤ i ≤ m− 1 ja 0 ≤ j ≤ li, missa¨ l on vektori luonnollisia lukuja jonka pituus on
m. Na¨ita¨ indekseja¨ (i, j) kutsumme toisen kertaluvun indekseiksi ja merkitsemme niiden
joukkoa Soi(l) (sanoista ”second-order indexes”). Vektoreista koostuvat vektorit eiva¨t
va¨ltta¨ma¨tta¨ ole isomorfisia matriisien kanssa - matriisi on erityistapaus, jolloin elementit
ovat jonkun kunnan F elementteja¨ ja ∃k∀i < m(li = k). Ta¨ssa¨ tapauksessa vektorin l
ma¨a¨rittelema¨ vektorien vektorien joukko on isomorfinen kunnan F matriisien kanssa, jossa
on m rivia¨ ja k saraketta - Fm×k . Merkitsemme kunnan F vektorien vektorien joukkoa
2.5.2. V ROW (F, l) =
m−1∏
i=0
F li
Jotkut matriisioperaatiot, esimerkiksi summan, voi helposti yleista¨a¨ ta¨lle joukolle.
Selva¨sti
2.5.3. |Soi(l)| =
m−1∑
i=0
li
Nyt voidaan ma¨a¨ritella¨ rekursiivisen numeroinnin ithofset(i, Soi(l)) ka¨ytta¨en luvun 2.3
menetelmia¨. Na¨in koska
2.5.4. Soi(l¯) =
m−1⊕
i=o
{i} × Jli
Nyt |{i} × Jli | = li = h(i), ja teoreeman 6 mukaan
2.5.5. ithofset(i, Soi(l)) = (decoded-index(i, h, Jm), info-rem(i, h))
missa¨
2.5.6. decoded-index(i, h, ithofsetJm) = min{p|i−
p∑
j=0
lj < 0}
info-rem(i, h) = i−
decoded-index(i,h,ithofsetJm )−1∑
j=0
lj
Tarvitaan myo¨s seuraajafunktio joukolle Soi(l), ja on melko helppo todistaa, etta¨ ta¨ma¨
rekursiivinen konstruktio noudattaa sita¨ ja¨rjestysta¨, jonka ma¨a¨rittelee ithofsetSoi(l).
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2.5.7. followerSoi(l)((i, j)) =

ei ma¨a¨ritelty,jos |l¯| ≤ i
followerSoi(l¯)((i+ 1,−1)), jos li ≤ j + 1
((i, j + 1)) muuten
Tarvitaan myo¨s funktion ithofset ka¨a¨nteisfunktion konstruktion nofelementof joukolle
Soi(l). Se on yksinkertainen:
2.5.8. nofelementof((i, j), Soi(l)) =
i−1∑
k=0
lk + j
On selva¨a¨, etta¨
2.5.9. Soi-injp,q((i, j)) = ithofset(nofelementof((i, j), Soi(p)), Soi(q))
On injektio
2.5.10. Soi(p)→ Soi(q)
silloin ja vain silloin, kun
i−1∑
k=0
pk ≤
i−1∑
k=0
qk , ja bijektio
2.5.11. Soi(p) ≈ Soi(q)
silloin ja vain silloin, kun
i−1∑
k=0
pk =
i−1∑
k=0
qk
2.6 A-joukkojen rekursiivinen numerointi
A-joukot ovat konstruktio, jota tarvitaan jatkossa monimutkaisempien joukkojen kon-
struktoimiseen. Ensimma¨isen ta¨llaisen joukon, A2(n, l¯), voi ma¨a¨ritella¨ seuraavasti:
2.6.1. A2(n, l¯) = {v ∈ V ROW (N, l¯)|
m−1∑
i=1
li−1∑
j=0
i · v(i,j) = n}
On selva¨a¨, etta¨ ta¨ma¨ ma¨a¨ritelma¨ on ekvivalentti ma¨a¨ritelma¨lle
2.6.2. A2(n, l¯) = {v ∈ V ROW (N, l¯)| ∑
(i,j)∈Soi(l)
i · v(i,j) = n}
Selva¨sti joukot A2(n, l¯) ovat a¨a¨rellisia¨ vain jos l0 = 0. Jatkossa tarkastelemme vain
ta¨ta¨ tapausta. Ta¨ma¨n joukon numeroinnin lo¨yta¨miseksi meida¨n on lo¨ydetta¨va¨ sille esitys
pistevieraana yhdisteena¨.
Olkoon e(p,q) joukon V ROW (N, l) elementti, jolle
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2.6.3. e
(p,q)
(i,j) =
{
1, jos p=i ja q=j
0 muuten
Huomataan, etta¨ A2(n, l¯) koostuu na¨iden elementtien summista
2.6.4. A2(n, l¯) = {
n−1∑
k=0
e(p(k),q(k))}
Na¨ma¨ summat voi ja¨rjesta¨a¨ niin, etta¨ (p(k), q(k)) laskevat noudattaen joukon Soi(l)
ja¨rjestysta¨, kun k kasvaa. Nyt voidaan jakaa joukon A2(n, l¯) sen mukaan, mita¨ ovat ta¨ma¨n
summan ensimma¨iset elementit.
2.6.5. A2(n, l¯) = ⊕
(i,j)∈Soi(l)
{
n−1∑
k=0
e(p(k),q(k))|p(0) = i, q(0) = j}
Merkita¨a¨n
2.6.6. A3(n, l¯, (i, j)) = {
n−1∑
k=0
e(p(k),q(k))|p(0) = i, q(0) = j}
Nyt voidaan lo¨yta¨a¨ sopivat rekursiivisen esityksen joukolle A3(n, l¯, (i, j)) :
2.6.7. A3(n, l¯, (i, j)) =

∅, i > n
{e(i,j)}, n = i
⊕
(p,q)∈Soi(r¯)
e(i,j) +A3(n− i, l¯, (p, q)), i < n
missa¨
2.6.8. rk =

lk, k < i
j + 1, k = i
0, k > i
Ta¨ssa¨ “+” on joukon V ROW (N, l) summan luonnollinen yleistys joukoille:
2.6.9. v + A = {v + w|w ∈ A}
Ta¨lla¨ kertaa ei ole eksplisiittista¨ konstruktiota funktion h(i) laskemiseksi, mutta voi-
daan ka¨ytta¨a¨ vaihtoehtoista ma¨a¨rittelya¨ konstruktioille decoded-index ja info-rem, koska
meilla¨ on rekursiivinen kaava arvojen |A3(n, l¯, (i, j))| laskemiseksi:
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2.6.10. |A3(n, l¯, (i, j))| =

0, i > n
1, n = i
Σ
(p,q)∈Soi(r¯)
|A3(n− i, l¯, (p, q))|, i < n
missa¨
2.6.11. rk =

lk, k < i
j + 1, k = i
0, k > i
Nyt teoreeman 7 mukaan voidaan ma¨a¨ritella¨
2.6.12. ithofset(i′,A3(n, l¯, (i, j))) = e(i,j) +
+ ithofset(info-rem(i′, s, smallest, follower),
A3(n− i, l¯, decoded-index(i′, s, smallest, follower)))
missa¨
2.6.13. s((i, j)) = |A3(n− i, l¯, (i, j))|
ja
2.6.14. smallest = ithofset(0, Soi(r))
ja
2.6.15. follower = followerSoi(r)
ja
2.6.16. rk =

lk, k < i
j + 1, k = i
0, k > i
Koska kaavasta 2.6.7 seuraa
2.6.17. |A2(n, l¯)| = Σ
(i,j)∈Soi(l)
|A3(n, l¯, (i, j))|
Teoreeman 7 mukaan
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2.6.18. ithofset(i,A2(n, l)) =
ithofset(info-rem(i, s, smallest, follower,
A3(n, l¯, decoded-index(i, s, smallest, follower))))
missa¨
2.6.19. s((i, j)) = |A3(n− i, l¯, (i, j))|
ja
2.6.20. smallest = ithofset(0, Soi(l))
ja
2.6.21. follower = followerSoi(l)
Tarvitaan viela¨ seuraajafunktio joukolle A2(n, l¯). Sen olisi voinut ma¨a¨ritella¨
ma¨a¨rittelema¨lla¨ ka¨a¨nteisfunktion rekursiiviselle konstruktiolle ithofsetA2(n,l), mutta sel-
lainen olisi laskennallisesti kovin hidas, joten ka¨yta¨mme toista menetelma¨a¨. Katsotaan
viela¨ kerran joukkoja A2(n, l¯), summamuodossa:
(2.6.4)
A2(n, l¯) = {
n−1∑
k=0
e(p(k),q(k))}
Ma¨a¨ritella¨a¨n vektori f , joka koostuu joukon Soi(l) , elementeista¨, ja jolle
2.6.22. fk = (p(k), q(k))
Ta¨sta¨ saa toisen, isomorfisen esityksen joukolle A2(n, l¯),
2.6.23. {f |m > n⇒ fm ≤Soi(l) fn} ≈ {
n−1∑
k=0
e(p(k),q(k))}
Esityksessa¨ ≤D - on ja¨rjestysrelaatio, joka noudattaa konstruktiota ithofset joukossa D:
2.6.24. x ≤D y ⇔ x = ithofset(m,D) ∧ y = ithofset(n,D) ∧m ≤ n
Merkita¨a¨n ta¨ta¨ isomorfista esitysta¨ A′2(n, l¯). Rekursiiviset konstruktiot, joiden avul-
la voimme kuvata joukon A′2(n, l¯) joukkoon A2(n, l¯) ovat yksinkertaisia, ja ne ja¨teta¨a¨n
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va¨liin tilan sa¨a¨sta¨miseksi. Jatkossa esiteta¨a¨n rekursiivinen konstruktio seuraajafunktiol-
le joukossa A′2(n, l¯), jonka voi kuvata joukkoon A2(n, l¯),ja na¨in saadaan seuraajafunktio
joukolle A2(n, l¯).
Ma¨a¨ritella¨a¨n suurin elementti joka noudattaa konstruktion ithofset ja¨rjestysta¨ joukossa
D:
2.6.25. x = biggestD ⇔ x ∈ D ∧ ∀y(y ∈ D ⇒ y ≤D x)
Ma¨a¨ritella¨a¨n viela¨ destruktorit vektoreille
2.6.26.
Car((x0, x1 . . . xn)) = x0
Cdr((x0, x1 . . . xn)) = (x1 . . . xn)
Nyt jos f ∈ A′2(n, l¯) ja Cdr(f) ∈ A′2(n − Car(Car(f¯)), l¯), voi seuraajafuntion joukolle
A′2(n, l¯) ma¨a¨ritella¨ na¨in:
2.6.27. followerA′2(n,l)(f¯) =

ei ma¨a¨ritelty, jos f¯ = biggestA′2(n,l¯)
Cons(followerSoi(l¯)(Car(f¯)),
smallestA′2(n−Car(Car(f¯)),l¯))
jos Cdr(f¯) = biggestA′2(n−Car(Car(f¯)),l¯)
Cons(Car(f¯),
followerA′2(n−Car(Car(f¯)),l¯)(Cdr(f¯))) muuten
Ta¨ma¨ konstruktio ei ole aivan tarkka, koska ei olla osoitettu etta¨ tuloksena saatu vekto-
ri noudattaa joukon Soi(l) ja¨rjestysta¨. Mutta voimme aina ja¨rjesta¨a¨ tuloksen milla¨ tahan-
sa rekursiivisella ja¨rjestelyfunktiolla, jotta saisimme ekvivalentin vektorin joka noudattaa
joukon Soi(l) ja¨rjestysta¨. Ta¨ma¨ on sallittua, koska joukon A′2(n, l¯) alkiot ovat summia,
ja summan elementtien ja¨rjestyksella¨ joukossa V ROW (N, l) ei ole merkitysta¨. Ja¨rjestysta¨
tarvitaan vain elementtien yksika¨sitteisyyden takaamiseksi. Ei ole hankalaa osoittaa, etta¨
seurausfunktion isomorfinen projektio followerA′2(n,l) joukkoon A
2(n, l¯) noudattaa funk-
tion ithofsetA2(n,l) joukkoon A
2(n, l¯) indusoimaa ja¨rjestysta¨.
Tarvitaan viela¨ joitain lisa¨tuloksia permutaatioille. Joukon V ROW alkioiden rivit voi
koota yhteen vektoriin ja jakaa takaisin, jos kaikkien rivien pituus on tiedossan. Na¨in
meilla¨ on bijektio
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2.6.28. unsplit :
⋃
l∈ ⋃
k∈N
Nk
m−1∏
i=0
F li =
⋃
l∈ ⋃
k∈N
Nk
V ROW (F, l) ≈ ⋃
l∈ ⋃
k∈N
Nk
F
m−1∑
i=0
li × {l}
unsplit((x)i) = (xSoi−inj(∑ l),l((0,j)), l)
Ta¨ma¨ isomorfismi kuvaa yhden joukon V ROW (l) elementit yksika¨sitteiselle vektorien
joukolle ja yksika¨sitteiselle vektorille l
2.6.29. unsplit(V ROW (l)) ≈ F
m−1∑
i=0
li × {l}
Merkitsemme ka¨a¨nteisfunktiota
2.6.30. split = unsplit−1
Voimme todistaa, etta¨ permutaatioiden ominaisuudet sa¨ilyva¨t ta¨ssa¨ muunnoksessa kum-
paankin suuntaan, eli
Teoreema 11.
2.6.31. unsplit( ⊕
m−1∑
t=0
nt=n
m−1∏
t=0
Pws(nt)) = Pws(n¯)× {h¯}
missa¨
2.6.32. ht =
k−1∑
i=0
nt,i
Todistus: Liitteessa¨. 
Merkita¨a¨n funktion soveltamista vektorin kaikkiin alkioihin
2.6.33. f((xi)) = (f(xi))
Nyt voi laajentaa toistollisten permutaatioiden joukon ma¨a¨rittelya¨ niin, etta¨ taajuusvek-
tori on vektorien vektoreiden joukon elementti, v ∈ V ROW (Jn, l),
2.6.34. Pws(v) = splitl(car(unsplit(v)))
Ta¨ma¨n ja¨lkeen voidaan todistaa
Teoreema 12.
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2.6.35. Jkn = ⊕
v∈A2(k,(0,n))
Pws(v)
Todistus: On osoitettava, etta¨ jos x ∈ Jkn , on olemassa ta¨sma¨lleen yksi sellainen v ∈
A2(k, (0, n)) jolle x ∈ Pws(v). Ma¨a¨rittelemme vi = |{j|xj = i}| ja v = ((), (vi)n−1i=0 ). Nyt
on ilmeista¨, etta¨
n−1∑
i=0
vi = k , siis v ∈ A2(k, (0, n)), ja myo¨s x ∈ Pws(v) .
Tarvitsemme viela¨ yhden melko yksinkertaisen teoreeman
Teoreema 13.
2.6.36. unsplit : A2(n, p) ≈ A2(n, (0,∑ p))
Todistus:
2.6.37.
|p|−1∑
i=0
pi−1∑
j=0
xi,j =
∑
p−1∑
k=0
unsplit(x)k.
Nyt on helppo johtaa
Teoreema 14.
2.6.38. Soi(p)k = ⊕
v∈A2(k,p)
Pws(v) , mika¨ seuraa teoreemista 12 ja 13 .
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2.7 Puiden joukon rekursiivinen numerointi
Puu, esimerkiksi
Kuva 3: Puu
- on yhtena¨inen verkko ilman sykleja¨. Juurellinen puu – on puu, jossa yksi solmuista on
valittu juureksi.
Kuva 4: Juurellinen puu
Puu on puolellinen, jos kaaria ei saa ka¨a¨nta¨a¨:
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Na¨in: Tai na¨in: Tai na¨in:
Kuva 5: Puun
ka¨a¨nta¨minen
Nyt lisa¨a¨mme solmuihin tunnisteet. Meita¨ kiinnostavat tapaukset, joissa tunnisteet
ma¨a¨ritteleva¨t kuinka monta kaarta solmuista la¨htee, ja meilla¨ on tasan pi erilaista tun-
nistetta sellaisille solmuille, joista la¨htee i+ 1 kaarta.
Kuva 6: Juurellinen puu tunnisteiden kanssa
Kutsumme lukuja (pi) puun T haarautumiseksi. a¨a¨rellisille puille joissa on tunnisteet
(pi) = p on a¨a¨rellisulotteinen vektori.
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Nyt voi esitta¨a¨ tehta¨va¨n a¨a¨rellisten, juurellisten, puolellisten ja tunnisteellisten puiden
numeroinnista, joille on ma¨a¨ritelty lehtien ma¨a¨ra¨ ja haarautiminen p. Merkitsemme ta¨ta¨
joukkoa Rsl-t(n, p) (“R” sanasta ”rooted”, ”s” sanasta ”sided”, ”l” sanasta ”labelled” ja
”t” sanasta ”tree”). Vastaavaa joukkoa jossa lehtien ma¨a¨ra¨ ei ole ma¨a¨ritelty, merkitsemme
Free-rsl-t(p). On selva¨a¨, etta¨ koska tarkkailemme ainoastaan a¨a¨rellisia¨ puita, kaikkien
haarojen on pa¨a¨dytta¨va¨ lehteen, eli on oltava p0 > 0. Samaten, jos sallimme tilanteen jossa
kaksi kaarta la¨htee yhdesta¨ solmusta joka ei ole juuri, eli p1 > 0, on joukko numeroituva
ja a¨a¨reto¨n, koska siihen kuuluu aina seuraavanlainen a¨a¨reto¨n puiden jono:
Kuva 7: A¨a¨reto¨n puiden jono
. . .
Siis on oltava p1 = 0. Kutsumme puita joille p1 = 0 haarautuviksi puiksi, eli saa-
puessamme kaarta mihin tahansa solmuun joka ei ole lehti, voimme aina jatkaa matkaa
va¨hinta¨a¨n kahta muuta kaarta pitkin. Merkitsemme a¨a¨retto¨mien, juurellisten, haarau-
tuvien ja tunnisteellisten puiden joukkoa jolla on n lehtea¨ ja jonka haarautuminen on
p merkinna¨lla¨ Rslb-t(n, p) (ja vastaavasti Free-rslb-t(p), mika¨li n ei ole kiinnitetty, “b”
sanasta “branching”).
Samaten, koska puumme on puolellinen, voi lehdet aina numeroida. Siis voimme esitta¨a¨
lehdet vektorina, jonka alkioiden ja¨rjestyksen voi permutoida, ja na¨in saamme kaikkien
mahdollisten lehtien joukon annetulla kertoimella p0. Na¨in riitta¨a¨ tarkastella puita, jois-
sa kaikki lehdet ovat samanlaisia, eli p0 = 1, ja kaikki tapaukset p0 > 1 voi muuttaa
tapauksiksi p0 = 1 lisa¨a¨ma¨lla¨ tietynlaisen permutaation joka kuvaa lehtien joukkoa. Mer-
kitsemme a¨a¨rellisten, juurellisten, puolellisten ja tunnisteellisten puiden joukkoa joissa
on n samankaltaista lehtea¨ ja haarautuminen p merkinna¨lla¨ Rslbh-t(n, p) (“h” sanasta
“homogeneous”), ja edellisen luvun perusteella on olemassa bijektio
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2.7.1. leaf -stripper :
Rslb-t(n, p) ≈ Rslbh-t(n, p)× ⊕
v∈A2(n,(0,p0))
Pws(v) = Rslbh-t(n, p)× Jnp0
On selva¨a¨, etta¨ funktio leaf-stripper on myo¨s ma¨a¨ritelty joukolle Free-rslb-t(p), ja ta¨llo¨in
2.7.2. leaf -stripper :
Free-rslb-t(p) ≈ ⊕
n∈Z+
Rslbh-t(n, p)× ⊕
v∈A2(n,(0,p0))
PWS(v) = ⊕
n∈Z+
Rslbh-t(n, p)× Jnp0
Merkitsemme ka¨a¨nteisfunktiota seuraavasti:
2.7.3. leaf -filler = leaf -stripper−1
Nyt voidaan ma¨a¨ritella¨ rekursiivisen konstruktion joukolle Rslbh-t(n, p). Valitaan juu-
rilehti, olkoon se t = (i, j) ∈ Soi(p). Lukua i kutsutaan juuren haarautumiseksi, ja mer-
kita¨a¨n a¨a¨rellisten juurellisten puolellisten homogeenisten haarautuvien ja tunnisteellisten
puiden joukkoa, joilla on n lehtea¨, haarautuminen p ja joiden juuren tunniste on (i, j)
merkinna¨lla¨ Rslbh-root-t(n, p, (i, j)). Nyt jokainen joukon Rslbh-root-t(n, p, (i, j)) alkio
on seuraavaa muotoa:
Kuva 8: a¨a¨rellinen juurellinen puolellinen homogeeninen tunnisteellinen puu, jolla on haa-
rautuminen p ja juuren tunniste (i, j)
missa¨ ∀k(tk ∈ Rslbh-t(vk, p)).
Koska
i−1∑
i=0
vi = n, vi > 0, voidaan merkita¨ vj = v(1 j), missa¨ v ∈ A2(n− i, (0, i)) + 1(0,i)
, missa¨ alkio 1l joka kuuluu joukkoon V ROW (l) on ma¨a¨ritelty
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2.7.4. 1l¯ =
∑
(i,j)∈Soi(l)
e(i,j)
Nyt voimme esitta¨a¨ haarautumisen i eri elementtiin vektorilla, joka koostuu i + 1
elementista¨, joista ensimma¨inen on tunniste ja loput puita.
2.7.5. Rslbh-root-t(n, p¯, (i, j)) =

(i, j), kun n = 1
{(i, j)} × ⊕
v∈A2(n−i,(0,i))+1(0,i)
∏
k
Rslbh-t(v(i,k),p¯),
kun n > 1
ja
2.7.6. Rslbh-t(n, p) = ⊕
(i,j)∈Soi(p)
Rslbh-root-t(n, p, (i, j))
Ta¨ma¨ onkin kaikki, mita¨ tarvitaan joukon Rslbh-t(n, p) rekursiiviseen numerointiin, koska
on rekursiivinen konstruktio
s((i, j)) = |Rslbh-root-t(n, p, (i, j))|, missa¨
2.7.7. |Rslbh-root-t(n, p¯, (i, j))| =

1, kun n = 1∑
v∈A2(n−i,(0,i))+1(0,i)
∏
k
|Rslbh-t(v(i,k), p¯)|,
kun n > 1
ja
2.7.8. |Rslbh-t(n, p¯)| = ∑
(i,j)∈Soi(p)
|Rslbh-root-t(n, p¯, (i, j))|
Mika¨li p = (1, 0, 2), niin |Rslbh-t(n, p)| = Cn, eli Catalanin luvut.
Voi todeta, etta¨
2.7.9.
∏
k
|Rslbh-t(v(1,k), p)| =
∣∣∣∣∏
k
Rslbh-t(v(1,k), p)
∣∣∣∣
Teoreeman 7 perusteella voimme ma¨a¨ritella¨
2.7.10. ithofset(i, Rslbh-t(n, p¯)) =
ithofset(info-rem(i, s, smallestSoi(p¯),followerSoi(p¯)),
Rslbh-root-t(n, p¯, decoded-index(i, s, smallestSoi(p¯), followerSoi(p¯))))
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ja
2.7.11.
ithofset(i, Rslbh-root-t(n, p¯, (i, j))) =
{(i, j)} × ithofset(info-rem(i, s1, smallestA2(n−i,(0,i)), followerA2(n−i,(0,i))),∏
k
Rslbh-t((decoded-index(i, s1, smallestA2(n−i,(0,i)), followerA2(n−i,(0,i))))(1,k), p))
missa¨
2.7.12. s1(v) =
∏
k
|Rslbh-t(v(1,k), p)|
Viimeisen tarvitsemamme funktion ithofset voimme ma¨a¨ritella¨ teoreeman 5 perusteella:
2.7.13. ithofset(i,
∏
k≥0
Rslbh-t(vk, p)) =
Cons(ithofset(mod(i, |Rslbh-t(v0, p)|), Rslbh-t(v0, p)),
ithofset(div(i, |Rslbh-t(v0, p)|),
∏
k>0
Rslbh-t(vk, p)))
missa¨ vektorin v elementit vk = v(1,k).
Seuraavaksi yleisteta¨a¨n na¨ma¨ tulokset tapaukselle p1 > 0, eli kun puut eiva¨t ole haarautu-
via. Kaikissa verkoissa jokainen solmu josta la¨htee vain kaksi kaarta sijaitsee aina polulla,
joka yhdista¨a¨ joko
-solmun, josta la¨htee useampi kuin kaksi kaarta toiseen solmuun, josta la¨htee useampi
kuin kaksi kaarta, tai
-solmun josta la¨htee useampi kuin kaksi kaarta ja lehden.
Nyt mista¨ tahansa verkosta voi tehda¨ 1-poistetun verkon, jossa on ainoastaan leh-
tia¨ ja sellaisia solmuja, josta la¨htee useampia kuin kaksi kaaria, niin etta¨ ylima¨a¨ra¨inen
kaari lisa¨ta¨a¨n sellaisten solmujen va¨liin, joita yhdista¨va¨ alkupera¨isen verkon polku katosi
kokonaan muunnoksessa.
35
Esimerkki:
Verkko G: Verkon G 1-poistettu verk-
ko:
Kuva 9: 1-poistettu verkko
Ta¨ma¨n voi helposti yleista¨a¨ juurellisille puille, pita¨a¨ vain vaatia etta¨ muunnos ei elimi-
noi juurta. Ka¨site yleistyy ilman vaikeuksia myo¨s juurellisille ja puolellisille puille joissa
on tunnisteita.
Esimerkiksi kuvan 6 puulle muunnos na¨ytta¨a¨ seuraavanlaiselta:
Kuvan 6 a¨a¨rellinen juu-
rellinen puolellinen puu,
jossa on tietueita
Kuvan 6 puun 1-poistettu
a¨a¨rellinen juurellinen puolelli-
nen puu, jossa on tietueita
Kuva 10: 1-poistettu puu
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Nyt jos verrataan verkkoa sen 1-poistettuun verkkoon, huomamme etta¨ 1-poistetun
verkon kaarien sivulla siina¨ voi olla polkuja, jotka koostuvat solmuista joista la¨htee vain
kaksi kaarta. Nyt voimme numeroida kaikki 1-poistetun verkon kaaret va¨lilla¨ 0 . . . v − 1,
missa¨ v on 1-poistetun verkon kaarten ma¨a¨ra¨, ja voimme tehda¨ v:n alkion vektorin jonka
elementit ovat kaikki ne ketjut, jotka menetettiin muunnoksessa (jos kaari oli mukana al-
kupera¨isessa¨ puussa, mita¨a¨n ei poistettu ja sita¨ vastaavaksi vektorin elementiksi asetetaan
nil)
A¨a¨rellinen puolellinen puu T 1-poistettu T jossa solmujen
numerointi on merkitty
Vektori jossa on nelja¨ ele-
menttia¨, jotka sisa¨lta¨va¨t
kaikki poistetut polut:
〈(1, 0), nil, (1, 1),
(1, 1)− (1, 0)〉
Kuva 11: Poistettujen polkujen tallentami-
nen
Nyt on ilmeista¨, etta¨ epa¨tyhjia¨ polkuja voidaan esitta¨a¨ joukon base(k) alkioina,
missa¨ k = pi. Kun k > 1, base(k) on luonnollisten lukujen esitykset k-kantaisessa lu-
kuja¨rjestelma¨ssa¨, ja se voidaan ma¨a¨ritella¨ na¨in
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2.7.14. base(k) =
⋃
i∈Z+
J ik
On selva¨a¨, etta¨ ta¨ma¨ joukko on isomorfinen luonnollisten lukujen joukon kanssa – ta-
pauksessa k > 1 voimme ka¨ytta¨a¨ funktioita, jotka kuvaavat luonnollisten lukujen esityk-
set k-kantaisessa lukuja¨rjestelma¨ssa¨ luonnollisille luvuille ja takaisin, ja tapauksessa k = 1
voimme korvata luonnollisen luvun n vektorilla, jonka pituus on n ja jonka elementteina¨
on pelkkia¨ nollia.
Meida¨n on nyt lisa¨tta¨va¨ elementti nil joka vastaa tyhja¨a¨ polkua, ja voimme esitta¨a¨
kaikki polut, jotka katosivat verkosta muunnoksen tuloksena joukon
2.7.15. (base(k) ∪ {nil})v
alkioina. Jos v : Rslb-t(n, p) → N on funktio, joka ma¨a¨rittelee kaarien ma¨a¨ra¨n joukon
Rslb-t(n, p) alkioissa on meilla¨ bijektio
2.7.16. 1placed-stripper :
Rsl-t(n, p¯) ≈ ⊕
T∈Rslb−t(n,p)
{T} × (base(p1)
⋃{nil})v(T )
Jos nimea¨mme ta¨ma¨n bijektion ka¨a¨nteisfunktion
2.7.17. 1placed-filler = 1placed-stripper−1
teoreeman 9 avulla voi ma¨a¨ritella¨
2.7.18.
ithofset(i, Rsl-t(n, p¯)) =

ithofset(i, Rslb-t(n, p¯)), jos p1 = 0
1placed-filler((ithofset(mod(i, |T |), T )),
ithofset(div(i, |T |),
((base(p1)
⋃{nil})v(ithofset(mod(i,|T |),T )))))
muuten
missa¨ T = Rslb-t(n, p¯′) ja p′i = 0 jos i = 1 ja muulloin p
′
i = pi.
Lopulta voimme tarkastella puita, jossa lehdet ovat mielivaltaisen joukon A alkioita. Voim-
me helposti yleista¨a¨ funktion leaf -stripper ta¨ha¨n tapaukseen seuraavalla tavalla:
2.7.19. leaf -stripper : Rslb-t(n, p, A) ≈
Rslbh-t(n, p)× ⊕
v∈A2(n,(0,|A|))
PWS(v,A) = Rslbh-t(n, p)× An
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ja
2.7.20. leaf -stripper : Free-rslb-t(p,A) ≈ ⊕
n∈Z+
Rslbh-t(n, p) ×
⊕
v∈A2(n,(0,|A|))
PWS(v, A) = ⊕
n∈Z+
Rslbh-t(n, p)× An
On selva¨a¨, etta¨ na¨ma¨ yleistykset pita¨va¨t paikkansa myo¨s haarautumattomissa tapauksissa
2.7.21. leaf -stripper : Rsl-t(n, p, A) ≈
Rslh-t(n, p)× ⊕
v∈A2(n,(0,|A|))
PWS(v,A) = Rslh-t(n, p)× An
ja
2.7.22. leaf -stripper : Free-rsl-t(p,A) ≈
⊕
n∈Z+
Rslh-t(n, p)× ⊕
v∈A2(n,(0,|A|))
PWS(v, A) = ⊕
n∈Z+
Rslh-t(n, p)× An
missa¨ Rslh-t(n, p) – on joukko juurellisia, puolellisia puita joissa on tunnisteita, ja joissa
kaikki lehdet ovat samanlaisia.
2.8 Lauseiden esitta¨minen
Nyt numeroidaksemme lauseet, jotka ovat luvun 2.2 normaalimuodossa, on
va¨ltta¨ma¨to¨nta¨ esitta¨a¨ ne luvuissa 2.3 - 2.7 ma¨a¨riteltyjen konstruktioiden avulla.
Ensimma¨isessa¨ liitteessa¨ esitetysta¨ predikaattilogiikan termin ma¨a¨rittelysta¨ seuraa,
etta¨ termit ovat a¨a¨rellisia¨, juurellisia ja puolellisia puita joissa on tunnisteet, ja joiden leh-
det ovat vakio- ja muuttujasymboleita. Jos emme kiinnita¨ huomiota siihen, mita¨ vakio- ja
muuttujasymboleita meilla¨ on puussa, on mahdollista esitta¨a¨ termit joukon Rslbh-t(n, q)
elementtteina¨, missa¨ luonnolliset luvut qi = q(i) ma¨a¨ritteleva¨t mita¨ funktiosymboleita
kieli sisa¨lta¨a¨. Samalla tavalla luonnollisten lukujen vektori l¯ ma¨a¨rittelee kielen loogiset
operaattorit, ja luonnollisten lukujen vektori p¯ ma¨a¨rittelee kielen predikaattisymbolit (tar-
kemmin ta¨sta¨ ensimma¨isessa¨ liitteessa¨). Jatkossa oletamme ta¨ssa¨ luvussa, etta¨ q1 = 0, eli
termit eiva¨t sisa¨lla¨ yhden muuttujan funktiosymboleita, eli termit ovat haarautuvia puita,
koska muuten kaavoista tulee liian suuria. Mutta luvun pa¨a¨telmien yleistykset tapauksille
q1 > 0 voi tehda¨ ka¨ytta¨ma¨lla¨ konstruktiota 2.7.18. l1 = 0 seuraa normaalimuodosta 2.2.8,
koska ta¨ssa¨ normaalimuodossa ei ole negaatioita.
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Lisa¨ta¨a¨n nyt vakiotermit ja muuttujat ta¨ma¨n puun lehdiksi. Erilaisten vakiotermien
ma¨a¨ra¨a¨ merkita¨a¨n kirjaimella k, ja ka¨yto¨ssa¨ on nvars erilaista muuttujaa. Kuten on
na¨ytetty luvussa 2.2, lauseet ovat normaalimuodossa jossa kaikki muuttujasymbolit esiin-
tyva¨t ainakin kerran. Eri vakiosymbolien ja muuttujien esiintymistaajuudet voi ilmaista
joukon ((), (0, 0, . . . , 1, 1)) + A2(n − nvars(0, k + nvars)) alkiolla, summan vasemmanpuo-
leisessa vektorien vektorissa on k nollaa joita seuraa nvars ykko¨sta¨, ja vakiosymbolien
esiintymien ma¨a¨ra¨n kertovat indeksit va¨lilla¨ 0 ja k − 1, ja muuttujasymbolien ma¨a¨ra¨n
kertovat indeksit va¨lilla¨ k ja k + nvars − 1.
Teoreema 15. Joukon nterms-pituisia jonoja termeja¨, joissa on yhteensa¨ nplaces paikkaa
muuttujasymboleille ja vakiosymboleille, ja kaikkien muuttujasymbolien indeksi on pie-
nempi kuin supvars , ja niista¨ jokainen esiintyy ainakin yhdessa¨ jonon termissa¨ (eli mita¨a¨n
muita muuttujasymboleita ei esiinny), voi esita¨a¨ seuraavalla tavalla:
2.8.1. TERMS-QUEUE(nterms, nplaces, supvars, q, k) ≈
( ⊕
w∈1(0,nterms)+A2(nplaces−nterms,(0,nterms))
nterms−1∏
t=0
Rslh-t(w1,t, q)× {w})×
⊕
v∈((),0k∧1supvars )+A2(nplaces−supvars,(0,k+supvars))
Pws(v)
Todistus liitteessa¨ .
Teoreema 16. Normaalimuodossa 2.2.8 olevien lauseiden joukko voidaan esitta¨a¨
2.8.2. Πnf (l, p, q, k) ≈
⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
nplaces⊕
nterms=1
( ⊕
u∈A2(nterms,p)
Rslh-t(
∑∑
u, l) × Pws(u)) ×
( ⊕
w∈(1(0,nterms)+A2(nplaces−nterms,(0,nterms)))
nterms−1∏
i=0
Rslh-t(w1,i, q)× {w})
× ( ⊕
v∈(((),0k∧1nvars+A2(nplaces−nvars,(0,k+nvars))))
Pws(v))× {0, 1}nvars
Todistus: liitteessa¨. 
Na¨in olemme saaneet lopputuloksen
Teoreema 17. Voidaan tehda¨ rekursiivinen konstruktio ithofsetΠnf (l¯,p¯,q¯,k) normaalimuo-
dossa 2.2.8 olevien lauseiden joukolle Πnf (l¯, p¯, q¯, k).
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Todistus: Kohdassa 2.8.2 esitetylle normaalimuodossa 2.2.8 olevien lauseiden joukol-
le voidaan tehda¨ rekursiivinen konstruktio metodien 2.3.1, 2.3.7, 2.3.11, 2.3.15, 2.3.19,
2.3.21, 2.3.28, 2.3.36 ja 2.3.37 avulla. Na¨in ollen, teoreemojen 1, 2, 3, 4, 5, 6, 7, 9 ja 10
mukaan on mahdollista luoda rekursiivinen konstruktio esitykselle 2.8.2, joka kuvaa lausei-
ta normaalimuodossa 2.2.8, ja koska kaikki normaalimuodossa 2.2.8 olevat lauseet voidaan
esitta¨a¨ yksika¨sitteisesti joukon 2.8.2 elementteina¨, voidaan tehda¨ rekursiivinen konstruk-
tio ithofsetΠnf (l,p,q,k) normaalimuodossa 2.2.8 olevien lauseiden joukolle Πnf (l, p, q, k). 
Nyt on ena¨a¨ lo¨ydetta¨va¨ konstruktio positiivisten lauseiden joukolle Π+(l, p, q, k)
Teoreema 18. Positiivisten normaalimuodossa 2.2.8 olevien lauseiden joukon voi esitta¨a¨
na¨in:
2.8.3. Π+(l, p, p′, q, k) ≈ ⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
nplaces⊕
nterms=1
( ⊕
y∈SOI(p¯)
{y} × ⊕
u∈A2(nterms−(places(y)),p′)
Rslh-t((
∑∑
u) + places(y), l¯) × Pws(u)) ×
( ⊕
w∈(1(0,nterms)+A2(nplaces−nterms,(0,nterms)))
nterms−1∏
i=0
Rslh-t(w1,i, q)× {w})
× ( ⊕
v∈(((),0k∧1nvars+A2(nplaces−nvars,(0,k+nvars))))
Pws(v))× {0, 1}nvars
missa¨ places(y) = car(y) on predikaatin y paikkaluku ja p′ on vektori joka esitta¨a¨ predi-
kaattisymbolien joukkoa
2.8.4. {R10, R11, . . . , R1p(1)−1, R20, . . . , R2p(2)−1, . . . , Rm0 , . . . , Rmp(m)−1}
sen ja¨lkeen kun se on laajennettu symboleilla
2.8.5. {∼R10,∼R11, . . . ,∼R1p(1)−1,∼R20, . . . ,∼R2p(2)−1, . . . ,∼Rm0 , . . . ,∼Rmp(m)−1}
kuten kuvailtiin luvussa 2.2. On selva¨a¨, etta¨ |p′| = 2|p|.
Todistus: liitteessa¨. 
Teoreema 19.
Voidaan tehda¨ rekursiivinen konstruktio ithofsetΠ+(l,p,p′,q,k) joukolle Π+(l, p, p
′, q, k) posi-
tiivisia lauseita normaalimuodossa 2.2.8 .
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Todistus: analoginen teoreeman 17 kanssa. 
On siis mahdollista lo¨yta¨a¨ rekursiivinen konstruktio kaavojen joukolle, lauseiden jou-
kolle ja lauseiden joukon prefiksnormaalimuodossa ilman negaatioita, mutta ei ole mah-
dollista lo¨yta¨a¨ rekursiivista konstruktiota teoreemojen, eli tosien lauseiden joukolle. Ta¨ma¨
ei kuitenkaan tarkoita, etta¨ rekursiivisen konstruktion avulla generoidulla tiedolla ei olisi
lainkaan semanttista merkitysta¨. Luonnollisesti osa generoiduista lauseista on triviaaleja
seurauksia muista lauseista. Ehdot, jotka muotoilimme korrektille generaattorille, autta-
vat kuitenkin eliminoimaan suuren osan tautologioista. Niiden perusteella voi esimerkiksi
olla varma siita¨, etteiva¨t syntaktisesti ta¨sma¨lleen samanlaiset lauseet toistu. Lisa¨ksi kos-
ka kaikki lauseet ovat prefiksinormaalimuodossa ilman negaatioita, triviaalisti ekvivalentit
kaavat jotka saadaan kvanttoreiden ja negaatioiden paikkoja muuttelemalla eiva¨t toistu
lauseita generoidessa.
Katsotaan, mita¨ ta¨ma¨ tarkoittaa ka¨yta¨nno¨ssa¨ aksiomaattisen joukko-opin ja Peanon
aritmetiikan tapauksessa. Aluksi meida¨n on ma¨a¨ritelta¨va¨ na¨ille yksika¨sitteinen aakkosto.
Itse asiassa, koska lauseiden generointi ei kiinnita¨ huomiota aksiomatiikkaan, ainoa meita¨
kiinnostava seikka on sopivien loogisten operaatioiden, predikaattisymbolien ja funktio-
symbolien valinta. Vakiosymboleita kohdellaan ”nollannen kertaluvun”funktiosymboleina.
Aakkoston ma¨a¨rittelee siis kolme luonnollisista luvuista koostuvaa vektoria, joiden
ulottuvuuksien ma¨a¨ra¨ on a¨a¨rellinen. Ensimma¨isen vektorin arvo l[i] kertoo, kuinka monta
i-paikkaista loogista symbolia aakkostoon sisa¨ltyy, toisen vektorin arvo p[i] kertoo kuin-
ka paljon aakkostossa on i-paikkaisia predikaattisymboleita, ja kolmannen vektorin ar-
vo q[i] kertoo kuinka paljon aakkostossa on i-paikkaisia funktiosymboleita, missa¨ q[0]
ma¨a¨rittelee vakiosymboleiden ma¨a¨ra¨. Ka¨yta¨mme molemmissa esimerkeissa¨ loogisia ope-
raatioita {∨,∧,⇒,⇔}, eli l = (0, 0, 4). Aksiomaattisessa joukko-opissa emme tarvitse
funktiosymboleita, ja predikaattisymboleiden joukko on {=,∈}, joka laajentuu joukok-
si {=,∈, 6=, /∈}, eli q = (0), p = (0, 0, 4). Peanon aritmetiikan tapauksessa ainoa predi-
kaattisymboli on =, mutta predikaattisymbolien joukko laajentuu joukoksi {=, , 6=}, eli
p = (0, 0, 2). Peanon aritmetiikassa on vakiosymbolit {0, 1} ja funktiosymbolit {+, ·},
joten funktiosymbolit ma¨a¨ritteleva¨ vektori q = (2, 0, 2).
Ensimma¨iset 10 positiivista lausetta, jotka generoituvat aksiomaattisessa joukko-opissa,
ovat:
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∀x0(x0 = x0) (tosi)
∃x0(x0 = x0) (tosi)
∀x0(x0 ∈ x0) (epa¨tosi)
∃x0(x0 ∈ x0) (epa¨tosi)
∀x0∀x1(x0 = x1) (epa¨tosi)
∃x0∀x1(x0 = x1) (epa¨tosi)
∀x0∃x1(x0 = x1) (tosi)
∃x0∃x1(x0 = x1) (tosi)
∀x0∀x1(x0 ∈ x1) (epa¨tosi)
∃x0∀x1(x0 ∈ x1) (epa¨tosi)
Ensimma¨iset 10 positiivista lausetta, jotka generoituvat Peanon aritmetiikassa, ovat:
0 = 0 (tosi)
0 = 1 (epa¨tosi)
1 = 0 (epa¨tosi)
1 = 1 (tosi)
∀x0(x0 = x0) (tosi)
∃x0(x0 = x0) (tosi)
∀x0(x0 = 0) (epa¨tosi)
∃x0(x0 = 0) (tosi)
∀x0(0 = x0) (epa¨tosi)
∃x0(0 = x0) (tosi)
Ta¨ssa¨ tyo¨ssa¨ esiteltiin, miten loogista tietoa voi generoida ka¨yma¨lla¨ la¨pi ja¨rjestelma¨llisesti
tietyssa¨ normaalimuodossa olevia ensimma¨isen kertaluvun predikaattilogiikan lauseita.
Luvussa 2.1 muotoiltiin kolme va¨ltta¨ma¨to¨nta¨ vaatimusta ta¨llaiselle generaattorille, lopus-
sa luvuissa esiteltiin kuinka ta¨llainen generaattori voidaan luoda. Na¨ma¨ tulokset perus-
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tuvat yleisemma¨lle metodille, jonka avulla voi luoda numerointeja laajalle luokalle ma-
temaattisia struktuureita. Ta¨ma¨ metodi on esitelty luvussa 2.3, ja lopuissa luvuissa on
esitelty, miten ta¨ta¨ metodia voi soveltaa matemaattisille struktuureille, jotka auttavat
lauseiden joukon rekursiivisessa numeroinnessa. Samaten on perusteltu ja esitelty metodi,
jonka avulla voi samanaikaisesti generoida kaksi lausetta, joista toinen on ekvivalentti en-
simma¨isen negaation kanssa. Ta¨ma¨ metodin avulla voi asettaa todistettavaksi rinnakkain
kaksi lausetta niin, etta¨ todistaminen loppuu a¨a¨rellisessa¨ ajassa, mika¨li ka¨ytta¨ma¨mme
todistamisen algoritmi lo¨yta¨a¨ todistuksen jommalle kummalle lauseelle. Luvussa 2.8 on
todistettu teoreemat, jotka mahdollistavat lauseiden ja positiivisten lauseiden rekursiivi-
sen numeroinnin, ja on esitelty esimerkki siita¨, missa¨ ja¨rjestyksessa¨ Peanon aritmetiikan
ja aksiomaattisen joukko-opin lauseet generoituvat.
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4 Liite 1 – ensimma¨isen kertaluvun predikaattilogiik-
ka ja lauseet
Ensimma¨isen kertaluvun predikaattilogiikan aakkosto koostuu su-
luista {(, )}, muuttujasymboleista {x0, x1,, x2, . . . ...}, kvanttoreista
{∀,∃}, loogisista operaatioista {¬,∨,∧,⇒,⇔}, predikaattisymboleis-
ta {R10, ,R11 . . . R1p(1)−1, R20 . . . R2p(2)−1 . . . Rm0 , . . . , Rmp(m)−1}, vakiosymboleista
{c0, c1, c2 . . . ck−1} ja funktiosymboleista {f 10 , ,f 11 . . . f 1q(1)−1f 20 . . . f 2q(2)−1 . . . fn0 , . . . , fnq(n)−1}.
Vektori p¯ sisa¨lta¨a¨ kaiken informaation erilaisten predikaattisymbolien ma¨a¨ra¨sta¨ kielessa¨,
ja vektori q¯ sisa¨lta¨a¨ kaiken informaation kielen erilaisten funktiosymboleiden ma¨a¨ra¨sta¨.
Emme tarvitse loogisia vakioita, na¨in ollen p0 = q0 = 0. Samoin voimme ka¨ytta¨a¨ vek-
toria l¯ joka ma¨a¨rittelee erilaisten loogisten operaatioiden ma¨a¨ra¨n. Ta¨ssa¨ tutkielmassa
l¯ = [0, 1, 4], koska ka¨yto¨ssa¨ ei ole loogisia vakioita, on vain yksi ainoa yksipaikkainen
looginen operaatio (negaatio) ja nelja¨ kaksipaikkaista loogista operaatiota. Vakio k
ja vektorit l¯, p¯ ja q¯ ma¨a¨ritteleva¨t ta¨ysin ensimma¨isen kertaluvun predikaattilogiikan
aakkoston.
Termit ma¨a¨ritella¨a¨n seuraavalla tavalla:
• Muuttujasymboli xj on termi kaikille luonnollisille j. Muuttujasymboli xj esiintyy
vapaana termissa¨ xj.
• Vakiosymboli cj on termi kaikille 0 ≤ j ≤ k − 1.
• Jos t1, ..tr ovat termeja¨, f rj (t1,. . . . , tr) on termi kaikille 1 ≤ r ≤ n, 1 ≤ j < q(r).
Muuttujasymboli xj esiintyy vapaana termissa¨ f
r
j (t1,. . . . , tr) silloin ja vain silloin,
jos se esiintyy vapaana jossain termeista¨ t1, ..tr.
Kaavat ma¨a¨ritella¨a¨n seuraavalla tavalla:
• Jos t1, ..tr ovat termeja¨, niin Rrj(t1, ..., tr) on kaava (ja atomikaava) kaikille 1 ≤ r ≤
m, 1 ≤ j < p(m).
• Jos φ on kaava, niin ¬φ on kaava.
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• Jos φ , ψ ovat kaavoja, niin (φ ∨ ψ) on kaava.
• Jos φ , ψ ovat kaavoja, niin (φ ∧ ψ) on kaava.
• Jos φ , ψ ovat kaavoja, niin (φ⇒ ψ) on kaava.
• Jos φ , ψ ovat kaavoja, niin (φ⇔ ψ) on kaava.
• Jos xj on muuttujasymboli ja φ on kaava, niin ∀xjφ on kaava kaikille j.
• Jos xj on muuttujasymboli ja φ on kaava, niin ∃xjφ on kaava kaikille j.
Muuttujasymboli xj esiintyy vapaana kaavassa R
r
j(t1 . . . tr), merkita¨a¨n R
r
j(t1, ..., tr)(xj),
jos ja vain jos se esiintyy vapaana edes jossain termeista¨ t1 . . . tr.
Muuttujasymboli xj esiintyy vapaana kaavassa ¬φ, merkita¨a¨n ¬φ(xj), joss se esiintyy on
vapaana kaavassa φ.
Muuttujasymboli xj esiintyy vapaana kaavassa (φ ∨ ψ), merkita¨a¨n (φ ∨ ψ)(xj), joss se
esiintyy vapaana kaavassa φ tai kaavassa ψ.
Muuttujasymboli xj esiintyy vapaana kaavassa (φ ∧ ψ), merkita¨a¨n (φ ∧ ψ)(xj), joss se
esiintyy vapaana kaavassa φ tai kaavassa ψ.
Muuttujasymboli xj esiintyy vapaana kaavassa (φ ⇒ ψ), merkita¨a¨n (φ ⇒ ψ)(xj), joss se
esiintyy vapaana kaavassa φ tai kaavassa ψ.
Muuttujasymboli xj esiintyy vapaana kaavassa (φ ⇔ ψ), merkita¨a¨n (φ ⇔ ψ)(xj), joss se
esiintyy vapaana kaavassa φ tai kaavassa ψ.
Muuttujasymboli xi esiintyy vapaana kaavassa ∀xjφ, merkita¨a¨n ∀xjφ(xi), joss se esiintyy
vapaana kaavassa φ ja i 6= j.
Muuttujasymboli xi esiintyy vapaana kaavassa ∃xjφ, mita¨ merkita¨a¨n ∃xjφ(xi), joss se
esiintyy vapaana kaavassa φ ja i 6= j.
Malli M jolla on avaruus M on
4.0.6. M =<M, R1
M
0 , . . . . R
mM
p(m)−1, c
M
0 , . . . , c
M
k−1, f
1M
0 , . . . , f
nM
q(n)−1 >
missa¨
• RiMj ⊆Mi on symbolin Rij tulkinta mallissa M
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• cMj ∈M on vakiosymbolin cj tulkinta mallissa M
• f lMj :Mi →M on funktiosymbolin f lj tulkinta mallissa M
Tulkintafunktio s on mika¨ tahansa s : N→M , ja modifioitu tulkintafunktio on
4.0.7. s(j/a)(i) =
{
a, jos i = j,
s(i) muuten
Termin t tulkinta mallissa M , tM<s> ma¨a¨ritella¨a¨n seuraavasti:
4.0.8.
xMj <s> = s(j) kaikille luonnollisille j
cMj <s> = c
M
j kaikille j < k
f rj (t0, . . . , tr−1)
M<s> = f r
M
j (t0<s>, . . . , tr−1<s>)
kaikille 1 ≤ r ≤ n, 1 ≤ j < q(r)
Tarskin totuusma¨a¨ritelma¨:
Kaavan ψ totuus mallissa M tulkinnalla s,
4.0.9. M |= φ<s>
on ma¨a¨ritelty seuraavasti:
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4.0.10.
M |= Rrj(t1, . . . , tr) ⇔ (t0<s>, . . . , tr<s>) ∈ Rr
M
j
kaikille 1 ≤ r ≤ m, 1 ≤ j < p(r)
M |= ¬φ ⇔ ei M |= φ
M |= (φ ∨ ψ) ⇔ M |= φ tai M |= ψ
M |= (φ ∧ ψ) ⇔ M |= φ ja M |= ψ
M |= (φ⇒ ψ) ⇔ jos M |= φ niin M |= ψ
M |= (φ⇔ ψ) ⇔ jos M |= φ jos ja vain jos M |= ψ
M |= ∀xjφ ⇔ M |= φ <s(j/a)> kaikille a ∈M
M |= ∃xjφ ⇔ M |= φ <s(j/a)> jollekin a ∈M
On mahdollista todistaa induktion avulla, etta¨ jos yksika¨a¨n muuttujasymboli ei esiinny
vapaana kaavassa φ, sen totuus ei riipu tulkinnasta. Ta¨llaisia kaavoja kutsutaan lauseiksi,
eli suljetuiksi kaavoiksi. Mika¨ tahansa lause on tosi tai epa¨tosi kaikissa malleissa, riippu-
matta tulkinnasta. Ta¨ma¨n tutkielman osa 2 ka¨sittelee lausegeneraattorin luomista.
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5 Liite 2 – era¨iden teoreemien todistuksia
5.1 Teoreema 5
On mahdollista tehda¨ konstruktion ithofset kaikille a¨a¨rellisille karteesisille tuloille A0 ×
A1× · · · ×An−1 , n > 1, joissa A0, A1, . . . , An−1 ovat a¨a¨rellisia¨ tai a¨a¨retto¨mia¨ ja numeroi-
tuvia joukkoja, joille on kaikille olemassa konstruktio ithofset:
2.3.19
ithofset(i, A0 × · · · × An−1) =

Cons(ithofset(div(i, k), A0),
ithofset(mod(i, k), A1 . . . An−1))
jos A1 × · · · ×An−1 on a¨a¨rellinen ja |A1 × · · · ×An−1| = k.
Cons(ithofset(mod(i, k), A0),
ithofset(div(i, k), A1 × · · · ×An−1))
jos A0 on a¨a¨rellinen, A1 × · · · ×An−1 on a¨a¨reto¨n
ja numeroituva ja |A0| = k.
Cons(ithofset(σ;20 (i), A0),
ithofset(σ;21 (i), A1 × · · · ×An−1)) muuten.
Todistus: Seuraa teoreemoista 1, 2, 3 ja 4.
Tapaus n = 2: Jos A0 ja A1 ovat a¨a¨retto¨mia¨ ja numeroituvia, seuraa teoreemasta 1.
Mika¨li A0 on a¨a¨reto¨n ja numeroituva ja A1 a¨a¨rellinen, seuraa teoreemasta 2. Mika¨li A0 on
a¨a¨rellinen ja A1a¨a¨reto¨n ja numeroituva, meilla¨ on teoreeman 3 tapaus. Mika¨li molemmat
ovat a¨a¨rellisia¨, seuraa teoreemasta 4 .
Tapaus n = k + 1: Nyt mika¨li Ak tai A1 × · · · × Ak−1 ovat a¨a¨retto¨mia¨ ja numeroituvia,
niin A1 × · · · × Ak−1 × Ak on a¨a¨reto¨n ja numeroituva, on kyseessa¨
-teoreeman 3 tapaus, jos A0 on a¨a¨rellinen, ja
-teoreeman 1 tapaus jos A0 on a¨a¨reto¨n ja numeroituva.
Jos seka¨ Ak etta¨ A1 × · · · × Ak−1 ovat a¨a¨rellisia¨ niin A1 × · · · × Ak−1 × Ak on a¨a¨rellinen,
ja meilla¨ on
-teoreeman 4 tapaus, mika¨li A0 on a¨a¨rellinen ja
-teoreeman 2 tapaus jos A0 on a¨a¨reto¨n ja numeroituva. 
Mika¨li kaikki karteesiisen tulon elementit ovat a¨a¨retto¨mia¨ ja numeroituvia, on tapauksessa
yleistetty funktio σ : N× N× N→ N , jolle
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5.1.1. ithofset(i, A1 × A2 × . . . An−1) =
<ithofset(σ(n, 0, i), A0), . . . , ithofset(σ(n, j, i), Aj), . . .
, ithofset(σ(n, n− 1, i), An−1)>
ja
5.1.2. σ(n, j, i) = σ;nj (i)
Ta¨ma¨ on bijektion pin : N× · · · × N→ N ka¨a¨nteisfunktion σ;n(i) projektio numero j.
Huomataan, etta¨ σ;20 (i) = s(2, 0, i) ja σ
;2
1 (i) = σ(2, 1, i).
Funktion σ(n, j, i) voi ma¨a¨ritella¨ rekursiivisesti seuraavasti:
5.1.3. σ(n, j, i) =

i, jos n = 1
σ;20 (i), jos j = 0
σ(n− 1, j − 1, σ;21 (i)) muuten
Erityistapauksena saadaan
5.1.4. ithofset(i,Nk) =<σ(k, 0, i), . . . , σ(k, j, i), . . . , σ(k, k − 1, i)>
5.2 Teoreema 6
Jos on rekursiivinen numerointi ithofsetD joukolle D, ja rekursiiviset numeroinnit
ithofsetAn kaikille joukoille An kun n ∈ D, ja on olemassa rekursiivinen konstruktio
funktiolle h(n) = |Aithofset(n,D)|, on mahdollista rakentaa rekursiivinen numerointi sellai-
sen joukkojen joukon pistevieraalle yhdisteelle, jonka kaikki alkiot ovat joko a¨a¨rellisia¨ tai
a¨a¨retto¨mia¨ ja numeroituvia, seuraavalla tavalla:
2.3.21) ithofset(i, ⊕
n∈D
An) := ithofset(g(i), Af(i))
missa¨
2.3.22)
p(i) = min
{
p|i−
p∑
n=0
h(n) < 0
}
f(i) = ithofsetD(p(i))
g(i) = i−
p(i)−1∑
n=0
h(n)
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Todistus: f :n ja g:n konstruktioista seuraa, etta¨ molemmat ovat rekursiivisia konstruk-
tioita (rekursiivisten funktioiden joukko on suljettu minimalisaation, yhdista¨misen ja yh-
teenlaskun suhteen), na¨in ollen riitta¨a¨ todistaa konstruktion bijektiivisyys. Todistamme
injektiivisyyden ja surjektiivisuuden erikseen.
Surjektiivisuuden todistamiseksi valitsemme mielivaltaisen y ∈ ⊕
n∈D
An.
Nyt pistevieraan yhdisteen ⊕ ma¨a¨ritelma¨n perusteella on oltava n jolle y ∈ An, ja koska
ithofset on jo ma¨a¨ritelty joukolle An, meilla¨ on sellainen k ∈ N etta¨ ithofset(k,An) = y.
Katsomme luonnollisten lukujen alkusegmenttia¨ V joka on ma¨a¨ritelty
5.2.1. V = {m ∈ N|∃j(ithofsetD(j) = n ∧m < j)}
Koska joukolle D on jo olemassa konstruktio ithofset , ta¨llainen j on olemassa ja
V on luonnollisten lukujen a¨a¨rellinen alkusegmentti. Nyt koska kaikille m ∈ V , h(m)
on a¨a¨reto¨n, summat
∑
m∈V
h(m)=
∑
m<j
h(m) =
j−1∑
m=0
h(m) ovat myo¨s a¨a¨rellisia¨ ja samoin on
a¨a¨rellinen
5.2.2. p(
∑
m∈V
h(m) + k) = min
{
p|
j−1∑
m=0
h(m) + k −
p∑
n=0
h(n) < 0
}
= j
koska k < |An| = h(j), ja
5.2.3. g(i) =
j−1∑
m=0
h(m) + k −
j−1∑
n=0
h(n) = k
eli olemme konstruoineet sellaisen j = i =
∑
m∈V
h(m) + k, etta¨ ithofset(i, ⊕
i∈D
An) = y, eli
∀y∃i(ithofset(i, ⊕
i∈D
(An = y), ja surjektiivisuus on todistettu.
Injektiivisyys todistetaan vastaoletuksen kautta. Oletetaan, etta¨ meilla¨ on i ja j, joil-
le i 6= j mutta ithofset(i, ⊕
n∈D
An) = ithofset(j, ⊕
n∈D
An). Nyt koska joukoilla An ei
ole yhteisia¨ alkioita, on olemassa yksika¨sitteinen m, jolle ithofset(i, ⊕
n∈D
An) ∈ Am ja
ithofset(j, ⊕
n∈D
An) ∈ Am, joten, pita¨isi olla f(i) = f(j), ja koska f(i) = ithofsetD(p(i))
ja ithofsetD on injektio, on myo¨s oltava p(i) = p(j).
ja koska
5.2.4. ithofset(i, ⊕
n∈D
An) = ithofset(j, ⊕
n∈D
An) = v ∈ An
On olemassa luonnollinen luku k jolle ithofset(k,An) = v. Koska g(i) = k = g(j), on
oltava
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5.2.5. i−
p(i)−1∑
n=0
h(n) = j −
p(j)−1∑
n=0
h(n)
ja kun lisa¨a¨mme yhta¨lo¨n molemmille puolille
p(i)−1∑
n=0
h(n) saamme ristiriidan i = j.
Nyt myo¨s injektiivisyys on todistettu. 
5.3 Teoreema 7
Jos on olemassa joukon D rekursiivinen numerointi, rekursiiviset numeroinnit kaikille
a¨a¨rellisille joukoille An joilla n ∈ D, ja on olemassa rekursiiviset konstruktiot funktiolle
s(n) = |An|, konstruktio pienimmille elementeille joukossa D konstruktioiden ithofset
suhteen ja rekursiivinen konstruktio seuraajafunktiolle joukossa D, voi seuraavalla tavalla
konstruoida rekursiivisen numeroinnin a¨a¨rellisten joukkojen pistevieraalle yhdisteelle:
2.3.28) ithofset(i, ⊕
n∈D
An) := ithofset(info-rem
′(i), Adecoded-index′(i)))
missa¨
5.3.1)
5.3.1.
C(j, smallestD, followerD) =
{
smallestD, j = 0
followerD(C(j − 1)), j > 0
H(j, s, smallestD, followerD) =

s(smallestD), j = 0
H(j − 1, s, smallestD, followerD)+
s(C(j, smallestD, followerD)), j > 0
p(i, s, smallestD, followerD) = min{j|i−H(j, s, smallestD, followerD) < 0}
decoded-index′(
i, s, smallestD, followerD) =
C(p(i, s, smallestD, followerD),
smallestD, followerD)
info-rem′(
i, s, smallestD, followerD) =
i−H(p(i, s, smallestD, followerD)− 1,
s, smallestD, followerD)
Todistus:
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Rekursiivisuus on ja¨lleen itsesta¨a¨nselva¨, koska konstruktiot C, H ja p ovat rekursiivisia.
Eli on todistettava vain bijektiivisyys.
Surjektiivisuuden todistamiseksi valitsemme mielivaltaisen y ∈ ⊕
n∈D
An. Pistevieraan yh-
disteen ⊕ ma¨a¨ritelma¨n perusteella on olemassa sellainen n, jolle y ∈ An, ja koska on jo
rakennettu, meilla¨ on k ∈ N jolle ithofset(k,An) = y. Katsotaan joukkoa V , joka on
ma¨a¨ritelty seuraavalla tavalla:
5.3.2. V = {d ∈ D|∃i∃q(ithofsetD(i) = d ∧ ithofsetD(q) = n ∧ i < q)}
Koska on jo konstruktio ithofsetD, ta¨llainen q on olemassa ja V on a¨a¨rellinen joukko.
Nyt koska kaikille m ∈ V , s(m) on a¨a¨rellinen, niin
5.3.3.
∑
m∈V
s(ithofset(m,D)) =
∑
m∈V
s(C(m)) =
∑
m<q
s(C(m)) =
q−1∑
m=0
s(C(m)) = H(q −
1, s, smallest, follower)
on myo¨s a¨a¨rellinen.
Nyt
5.3.4. p(H(q − 1, s, smallest, follower) + k, s, smallest, follower) = min{j|H(q −
1, s, smallest, follower) + k −H(j, s, smallest, follower) < 0} = q
koska
5.3.5. k < |An| = s(C(q, smallest, follower)) =
H(q, s, smallest, follower)−H(q − 1, s, smallest, follower)
ja
5.3.6. decoded-index′(H(q-1, s, smallest, follower)+k, s, smallest, follower) =
C(p(H(q-1, s, smallest, follower) + k, s, smallest, follower),
smallest, follower) = C(q, smallest, follower) = ithofset(q,D) = n
(ekvivalenssin C(q, smallest, follower) = ithofset(q,D) kaikille q voi todistaa induk-
tiolla) ja
5.3.7. info-rem′(H(q-1, s, smallest, follower)+k, s, smallest, follower) =
H(q-1, s, smallest, follower)+k-H(p(H(q-1, s, smallest, follower)
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+k, s, smallest, follower)-1, s, smallest, follower) = H(q-1, s, smallest, follower) +
k-H(q-1, s, smallest, follower) = k
Eli on konstruoitu sellainen j = i = H(q − 1, s, smallest, follower) + k, jolle
ithofset(i, ⊕
n∈D
An) = ithofset(k,An) = y, eli
∀y∃i(ithofset(i, ⊕
n∈D
An) = y), ja surjektiivisuus on todistettu.
Injektiivisyys todistetaan vastaoletuksen avulla. Olkoon meilla¨ sellaiset i ja j, etta¨
i 6= j mutta ithofset(i, ⊕
n∈D
An) = ithofset(j, ⊕
n∈D
An) . Koska joukoilla An ei ole yhteisia¨
elementteja¨, pita¨a¨ olla yksika¨sitteinen n jolle
ithofset(i, ⊕
m∈D
Am) ∈ An ja ithofset(j, ⊕
m∈D
Am) ∈ An eli on va¨ista¨ma¨tta¨
5.3.8.
decoded-index′(i, s, smallest, follower) = decoded-index′(j, s, smallest, follower)
ja koska
5.3.9. decoded-index′(i, s, smallest, follower) = C(p(i, s, smallest, follower), smallest, follower)
ja koska C on injektio ensimma¨isen argumenttinsa suhteen, on oltava myo¨s
5.3.10. p(i, s, smallest, follower) = p(j, s, smallest, follower)
ja koska
5.3.11. ithofset(i, ⊕
m∈D
Am) = ithofset(j, ⊕
m∈D
Am) = v ∈ An
on oltava olemassa luonnollinen luku k, jolle ithofset(k,An) = v. Koska
5.3.12. info-rem′(i, s, smallest, follower) = k = info-rem′(j, s, smallest, follower)
on myo¨s oltava
5.3.13. i−H(p(i, s, smallest, follower)-1, s, smallest, follower) =
j −H(p(j, s, smallest, follower)-1, s, smallest, follower) =
j −H(p(i, s, smallest, follower)-1, s, smallest, follower)
ja kun lisa¨mme yhta¨lo¨n molemmille puolille H(p(i, s, smallest, follower) −
1, s, smallest, follower) saamme ristiriidan i = j. Na¨in injektiivisyys on myo¨s to-
distettu, ja konstruktio osoittautui rekursiiviseksi numeroinniksi. 
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5.4 Teoreema 8
Jos seuraavat ehdot ta¨yttyva¨t
2.3.30)
h(n) = |Aithofset(n,D)|
s(n) = |An|
smallest = smallestD
follower(n) = followerD(n)
niin on myo¨s totta, etta¨
2.3.31
∀i(decoded-index′(i, s, smallest, follower) =
decoded-index(i, h, ithofsetD))
∀i(info-rem′(i, s, smallest, follower) = info-rem(i, h))
Todistus: Ma¨a¨ritelmista¨ 5.3.1) seuraa, etta¨ jos ekvivalenssit ovat totta, niin
5.4.1. H(i, s, smallest, follower) =
i∑
n=0
h(n)
eli
5.4.2. p(i, s, smallest, follower) =
min{j|i-H(j, s, smallest, follower) < 0} = min
{
p|i-
p∑
n=0
h(n) < 0
}
= p(i, h)
eli
5.4.3. decoded-index′(i, s, smallest, follower) = C(p(i, s, smallest, follower), smallest, follower) =
ithofset(p(i, s, smallest, follower), D) = ithofset(p(i, h), D) =
decoded-index(i, h, ithofsetD)
ja
5.4.4. info-rem′(i, s, smallest, follower) =
i−H(p(i, s, smallest, follower)-1, s, smallest, follower) =
i−H(p(i, h)-1, s, smallest, follower) = i−
p(i,h)−1∑
n=0
h(n) = info-rem(i, h).
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5.5 Teoreema 9
Jos on konstruktio ithofset a¨a¨relliselle joukolle D, |D| = h, ja konstruktio ithofset
kaikille a¨a¨retto¨mille ja numeroituville joukoille An kun n ∈ D, voidaan konstruoida rekur-
siivinen numerointi a¨a¨rellisen monelle a¨a¨retto¨ma¨lle ja numeroituvalle joukolle seuraavasti:
2.3.36) ithofset(i, ⊕
n∈D
An) = ithofset(div(i, h), Aithofset(mod(i,h),D))
Todistus: Ja¨lleen, koska on selva¨ etta¨ on ka¨yto¨ssa¨ rekursiiviset konstruktiot funk-
tioiden div ja mod laskemiseksi, ja konstruktio on ma¨a¨ritelty yhdista¨ma¨lla¨ div ja mod ja
rekursiivisia numerointeja, meida¨n on todistettava vain bijektiivisyys.
Aloitetaan ja¨lleen surjektiivisuudesta. Valitaan mielivaltainen y ∈ ⊕
m∈D
Am, ja on
va¨ltta¨ma¨tta¨ olemassa sellainen n, jolle y ∈ An . Koska meilla¨ on myo¨s rekursiivinen
numerointi joukolle An, on olemassa luonnollinen luku k, jolle ithofset(k,An) = y. Kos-
ka meilla¨ on rekursiivinen numerointi joukolle D, on olemassa luonnollinen luku m jolle
ithofset(m,D) = n. Jos valitsemme i = hk +m, on selva¨a¨ etta¨ ithofset(i, ⊕
n∈D
An) = y ,
eli ∀y∃i(ithofset(i, ⊕
n∈D
An) = y) ja surjektiivisuus on todistettu.
Injektiivisyys todistetaan ja¨lleen vastaoletuksen avulla. Olkoot sellaiset i ja j, joille
i 6= j, mutta
ithofset(i, ⊕
n∈D
An) = ithofset(j, ⊕
n∈D
An). Ta¨ma¨ merkitsee, etta¨ on olemassa sellainen n,
etta¨ ithofset(i, ⊕
m∈D
Am) ∈ An ja ithofset(j, ⊕
m∈D
Am) ∈ An, eli
5.5.1. mod(i, h) = mod(j, h)
ja koska meilla¨ on yksika¨sitteinen m jolle
ithofset(i, ⊕
n∈D
An) = ithofset(m,An) = ithofset(i, ⊕
n∈D
An), on myo¨s oltava
5.5.2. div(i, h) = div(j, h)
mutta nyt yhta¨lo¨ista¨ 5.5.1 ja 5.5.2 seuraa i = j, mika¨ on ristiriita. Na¨in ollen kon-
struktion bijektiivisyys on todistettu, joten konstruktio on rekursiivinen numerointi 
5.6 Teoreema 10
Jos on konstruktio ithofset a¨a¨retto¨ma¨lle ja numeroituvalle joukolle D, ja konstruk-
tio ithofset kaikille a¨a¨retto¨mille ja numeroituville joukoille An, kun n ∈ D, voidaan kon-
struoida rekursiivinen numerointi a¨a¨retto¨ma¨lle ja numeroituvalle pistevieraalle yhdisteelle
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a¨a¨retto¨mista¨ ja numeroituvista joukoista seuraavasti:
2.3.37) ithofset(i, ⊕
n∈D
An) = ithofset(σ
;2
0 (i), Aithofset(σ;21 (i),D)
)
Todistus: Kuten edella¨. Koska lausekkeen oikealla puolella olevat konstruktiot ithofset
ovat rekursiivisia ja funktioille σ;20 ja σ
;2
1 on olemassa rekursiiviset konstruktiot, on kon-
struktio vasemmalla puolella rekursiivinen rekursiivisten konstruktioiden yhdisteena¨, ja
on todistettava vain bijektiivisyys.
Surjektiivisuuden todistamista varten valitsemme mielivaltaisen y ∈ ⊕
n∈D
An , ja nyt
on oltava n jolle y ∈ An . Koska joukolle An on olemassa rekursiivinen numerointi, on
oltava luonnollinen k, jolle ithofset(k,An) = y. Koska joukolle D on myo¨s olemassa
rekursiivinen numerointi, on oltava olemassa luonnollinen luku m jolle ithofset(m,D) =
n. Nyt valitsemme i = pi2(k,m), ja on selva¨a¨, etta¨ ithofset(i, ⊕
n∈D
An) = y, eli
∀y∃i(ithofset(i, ⊕
n∈D
An) = y) ja surjektiivisuus on todistettu.
Injektiivisyys todistetaan ja¨llein vastaoletuksen avulla. Olkoot meilla¨ sellaiset i ja j,
joille i 6= j, mutta
ithofset(i, ⊕
n∈D
An) = ithofset(j, ⊕
n∈D
An). Ta¨ma¨ merkitsee, etta¨ on olemassa sellainen n,
etta¨ ithofset(i, ⊕
m∈D
Am) ∈ An ja ithofset(j, ⊕
m∈D
Am) ∈ An, eli
5.6.1. σ;21 (i) = σ
;2
1 (j)
koska on yksika¨sitteinen m jolle
ithofset(i, ⊕
n∈D
An) = ithofset(m,An) = ithofset(i, ⊕
n∈D
An), myo¨skin pita¨a¨ paikkansa
5.6.2. σ;20 (i) = σ
;2
0 (j)
mutta koska σ;20 ja σ
;2
1 ovat bijektion projektioita, seuraa yhta¨lo¨ista¨ 5.6.1 ja 5.6.2 etta¨ i = j,
mika¨ on ristiriita. Na¨in ollen konstruktion injektiivisyys ja surjektiivisuus on todistettu,
eli konstruktio on rekursiivinen numerointi. 
5.7 Teoreema 11
2.6.31) unsplit( ⊕
m−1∑
t=0
nt=n
m−1∏
t=0
Pws(nt)) = Pws(n¯)× {h¯}
missa¨
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2.6.32) ht =
k−1∑
i=0
nt,i
Todistus:
Koska
5.7.1. Pws(n) = {x ∈ Nh|∀i < k(|{j < h|xj = i}| = ni)}
Elementti x ∈ Nh on permutaatio, mika¨li ∀i < k(|{j < h|xj = i}| = ni). Nyt olkoon
5.7.2. (x0, x1, . . . , xm−1) ∈
m−1∏
t=0
Pws(nt)
mika¨ merkitsee
5.7.3. xt ∈ Nht ja ∀i < k(|{j < ht|xt,j = i}| = nt,i)
missa¨ ht =
k−1∑
i=0
nt,i , mika¨ merkitsee
5.7.4. ∀i < k∀t < m(|{j < ht|xt,j = i}| = nt,i)
ja voidaan summata indeksin t suhteen
5.7.5. ∀i < k(
m−1∑
t=0
|{j < ht|xt,j = i}| =
m−1∑
t=0
nt,i)⇔
∀i < k(|m−1⊕
t=0
{j < ht|xt,j = i}| =
m−1∑
t=0
nt,i)⇔
∀i < k(|{< v, u > |∃t(t < m ∧ v < ht ∧ xt,v = i ∧ t = u)}| =
m−1∑
t=0
nt,i)⇔
∀i < k(|{< v, t > |t < m ∧ v < ht ∧ xt,v = i}| =
m−1∑
t=0
nt,i)
Nyt olkoon y = unsplit((x0, x1, . . . , xm−1)). mika¨ merkitsee
xt,v = ySOI−INJh,∑h((t,v)) ja
5.7.6. ∀i < k(|{< v, t > |t < m ∧ v < ht ∧ xt,v = i}| =
m−1∑
t=0
nt,i)⇔
∀i < k(|{< v, t > |t < m ∧ v < ht ∧ ySOI−INJh,(∑h)((t,v)) = i}| =
m−1∑
t=0
nt,i)⇔
∀i < k(|{l <
m−1∑
t=0
ht|yl = i}| =
m−1∑
t=0
nt,i)⇔
y ∈ Pws(
m−1∑
i=0
ni)
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eli on todistettu
5.7.7. unsplit( ⊕
m−1∑
t=0
nt=n
m−1∏
t=0
Pws(nt)) ⊆ Pws(
m−1∑
i=0
ni)× {h¯}
Nyt olkoon
5.7.8. y ∈ Pws(
m−1∑
i=0
ni)
mika¨ merkitsee
5.7.9. ∀i < k(|{l <
m−1∑
t=0
ht|yl = i}| =
m−1∑
t=0
nt,i)
nyt
5.7.10. {l <
m−1∑
t=0
ht|yl = i} =
{< v, t > |t < m ∧ v < ht ∧ ySOI−INJh,(∑h)((t,v)) = i} =
⊕
t<m
{< v, t > |v < ht ∧ ySOI−INJh,(∑h)((t,v)) = i}
ja jos ma¨a¨ritella¨a¨n
5.7.11. nt,i = |{< v, t > |v < ht ∧ ySOI−INJh,(∑h)((t,v)) = i}|
na¨hda¨a¨n, etta¨ jos
5.7.12. (x0, x1, . . . , xm−1) = split(y, h)
ja
5.7.13. |{j < ht|xt,j = i}| = nt,j
ja
5.7.14. xt ∈ Pws(nt)
missa¨
5.7.15.
m−1∑
t=0
nt = n
mika¨ merkitsee, etta¨ on todistettu
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5.7.16. Pws(
m−1∑
i=0
ni)× {h} ⊆ unsplit( ⊕
m−1∑
n=0
nt=n
m−1∏
t=0
Pws(nt))
ja lopulta
5.7.17. unsplit( ⊕
m−1∑
n=0
nt=n
m−1∏
t=0
Pws(nt)) ⊆ Pws(
m−1∑
i=0
ni)× {h}
.
5.8 Teoreema 15
Joukon nterms-pituisia jonoja termeja¨, joissa on yhteensa¨ nplaces paikkaa muuttujasymbo-
leille ja vakiosymboleille, ja kaikkien muuttujasymbolien indeksi on pienempi kuin supvars
, ja niista¨ jokainen esiintyy ainakin yhdessa¨ jonon termissa¨ (eli mita¨a¨n muita muuttuja-
symboleita ei esiinny), voi esita¨a¨ seuraavalla tavalla:
2.8.1)
TERMS-QUEUE(nterms, nplaces, supvars, q, k) ≈ ( ⊕
w∈1(0,nterms)+A2(nplaces−nterms,(0,nterms))
nterms−1∏
t=0
Rslh-t(w1,t, q)×
{w})×
⊕
v∈((),0k∧1supvars )+A2(nplaces−supvars,(0,k+supvars))
Pws(v)
Todistus: Kaavasta 2.7.21 seuraa, etta¨ joukko termeja¨ joissa on nplaces paikkaa muuttuja-
ja vakiosymboleille ja joissa on nvars eri muuttujasymbolia TERMS(nplaces, nvars, q¯, k)
voidaan esitta¨a¨ muodossa
5.8.1. leaf -stripper : TERMS(nplaces, nvars, q, k) ≈
Rslh-t(nplaces, q)× ⊕
v∈((),0k∧1nvars )+A2(nplaces−nvars,(0,k+nvars))
Pws(v)
ja jos nvars(i) merkitsee kuinka usein muuttujasymboli indeksilla¨ i, esiintyy ja nvars on
vastaava taajuusvektori, eli nvars =
∑
nvars niin
5.8.2. leaf -stripper : TERMS(nplaces, nvars, q, k) ≈
Rslh-t(nplaces, q)× ⊕
v∈((),0k∧nvars)+A2(nplaces−nvars,(0,k)))∧0|nvars|
Pws(v)
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Termien joukkoa ilman paikkalukujen ma¨a¨ra¨a¨ ja erilaisten muuttujasymbolien taa-
juuksia merkita¨a¨n FREE − TERMS(q¯, k). Nyt
5.8.3. FREE − TERMS(q¯, k) = ⊕
nplaces∈Z+
⊕
supvars∈N+δk,0
⊕
nvars∈
nplaces⋃
sumvars=δ0,knplaces
e(1,supvars−1)+A2(sumvars−1,(0,supvars))
TERMS(nplaces, nvars, q¯, k)
missa¨ supvars on luku, joka on yhta¨ suurempi kuin suurin muuttujasymbolien indeksi
joka on termissa¨, ja nolla, mika¨li termissa¨ ei ole muuttujasymboleita vaan pelka¨sta¨a¨n
vakiosymboleita. Unionin indeksi sumvars kertoo muuttujien kokonaisma¨a¨ra¨n. Mika¨li
k = 0 niin sumvars = nplaces. Kolmannessa summassa on reunaehto nvars = (), mika¨li
supvars = 0, mika¨ on voimassa myo¨s jatkossa vaikka sita¨ ei erityisesti mainittaisi.
Koska tieda¨mme, etta¨ kaikille joukoille A, Bi, Ci,j
5.8.4.
∏
i∈A
⋃
j∈Bi
Ci,j =
⋃
j∈ ∏
k∈A
Bk
∏
i∈A
Ci,j(i)
ja samaten
5.8.5.
∏
i∈A
⊕
j∈Bi
Ci,j = ⊕
j∈ ∏
k∈A
Bk
∏
i∈A
Ci,j(i)
Nyt erilaisista termeista¨ koostuva vektori t jonka pituus on nterms
5.8.6. t ∈ FREE − TERMS(q¯, k)nterms =
nterms−1∏
t=0
FREE − TERMS(q, k) =
nterms−1∏
t=0
⊕
nplaces∈Z+
⊕
supvars∈N+δk,0
⊕
nvars∈
nplaces⋃
sumvars=δ0,knplaces
e(1,supvars−1)+A2(sumvars−1,(0,supvars))
TERMS(nplaces, nvars, q¯, k) =
=
⊕
nplaces∈Znterms+
⊕
supvars∈(N+δk,0)nterms
⊕
nvars∈
⋃
sumvars∈
nterms−1∏
t=0
{δ0,knplaces,nplaces}
nterms−1∏
t=0
e(1,supvars−1)+A2(sumvars−1,(0,supvars))
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nterms−1∏
t=0
TERMS(nplaces, nvars, q¯, k)
Olkoon nyt kaikkien termien paikkaluku yhteensa¨ nplaces, ja olkoon nvars(t) = (Nt 1 i), in-
deksin i muuttujasymboleiden ma¨a¨ra¨ termissa¨ t. Olkoon myo¨s kaikkien kaikissa termeissa¨
olevien muuttujasymbolien indeksit pienempia¨ kuin supvars. Ta¨llo¨in
5.8.7.
t ∈ ⊕
w∈1(0,nterms)+A2(nplaces−nterms,(0,nterms))
⊕
{y∈(N+δk,0)nterms |max(y)<supvars}
⊕
N∈ ⋃
sumvars∈
nterms−1∏
t=0
{δ0,kw1 t,w1 t}
nterms−1∏
t=0
e(1,yt)+A2(sumvarst−1,(0,yt+1))
nterms−1∏
t=0
TERMS(w1 t, (Nt 1 i), q¯, k)
missa¨ w1 t on paikkojen ma¨a¨ra¨ termissa¨ t, yt on suurin muuttujasymbolin indeksi termissa¨
t (ja 0, jos termissa¨ ei ole muuttujasymbolia) ja sumvarst - on muuttujasymboleiden
ma¨a¨ra¨ termissa¨ t (jos k = 0, niin sumvarst = w1 t).
Kaavaa voi keventa¨a¨ merkitsema¨lla¨
5.8.8.
Placefreq(nplaces, nterms) = 1(0,nterms) +A2(nplaces − nterms, (0, nterms))
Supvarfreq(nterms, supvars) = {y ∈ (N+ δk,0)nterms|max(y) < supvars}
V arfreq(w, y, nterms) =
⋃
sumvars∈
nterms−1∏
t=0
{δ0,kw1 t,w1 t}
nterms−1∏
t=0
e(1,yt) +A2(sumvarst − 1, (0, yt + 1))
jolloin edellisesta¨ kaavasta tulee
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5.8.9. t ∈ ⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
TERMS(w1 t, (Nt 1 i), q¯, k)
Nyt jos sovelletaan kaikkiin alkioihin leafstripper saadaan
5.8.10. leaf − stripper(t) ∈
leaf − stripper( ⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
TERMS(w1 t, (Nt 1 i), q¯, k)) =
⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
leaf − stripper(
nterms−1∏
t=0
TERMS(w1 t, (Nt 1 i), q¯, k)) ≈ ⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)× ⊕
v∈((),0k∧Nt)+A2(w1 t−
∑
i
Nt 1 i,(0,k)))∧0|Nt|
Pws(v)
≈
⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)×
nterms−1∏
t=0
⊕
v∈((),0k∧Nt)+A2(w1 t−
∑
i
Nt 1 i,(0,k)))∧0|Nt|
Pws(v)
missa¨ viimeinen isomorfinen muunnos on pelka¨sta¨a¨n matriisin transpositio.
Teoreemasta 11 seuraa
5.8.11. unsplit(
nterms−1∏
t=0
⊕
v∈((),0k∧Nt)+A2(w1 t−
∑
i
Nt 1 i,(0,k))∧0|Nt|
Pws(v)) =
unsplit( ⊕
v∈
nterms−1∏
t=0
((),0k∧Nt)+A2(w1 t−
∑
i
Nt 1 i,(0,k))∧0|Nt|
nterms−1∏
t=0
Pws(vt)) =
unsplit( ⊕
v∈((),0k∧(
nterms−1∑
t=0
Nt)1 j)+A2(nplaces−
nterms−1∑
t=0
∑
i
Nt 1 i,(0,k))∧0
max
t
|Nt|
⊕
nterms−1∑
t=0
vt=v
nterms−1∏
t=0
Pws(vt)) =
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⊕
v∈((),0k∧(
nterms−1∑
t=0
Nt)1 j+A2(nplaces−
nterms−1∑
t=0
∑
i
Nt 1 i,(0,k))∧0
max
t
|Nt|
unsplit( ⊕
nterms−1∑
t=0
vt=v
nterms−1∏
t=0
Pws(vt)) =
⊕
v∈((),0k∧(
nterms−1∑
t=0
Nt)1 j+A2(nplaces−
nterms−1∑
t=0
∑
i
Nt 1 i,(0,k))∧0
max
t
|Nt|
Pws(v)× {w}
Yksinkertaistetaan kaavaa merkitsema¨lla¨
5.8.12. Constfreq(nplaces, nterms, (Nt 1 i), k) =
((), 0k ∧ (
nterms−1∑
t=0
Nt)1 j +A2(nplaces −
nterms−1∑
t=0
∑
i
Nt 1 i, (0, k)) ∧ 0maxt |Nt|
ja saadaan
⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)×
nterms−1∏
t=0
⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v)
≈
⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)× unsplit(
nterms−1∏
t=0
⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v))
=
⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)× ( ⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v)× {w}) =
⊕
w∈Placefreq(nplaces,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)× ( ⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v)× {w})
Nyt
5.8.13. ⊕
w∈Placefreq(nplaces,nterms)
⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v)× {w} =
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⊕
w∈Placefreq(nplaces,nterms)
⊕
Nt 1 i∈ ⊕
y∈Supvarfreq(nterms,supvars)
⋃
sumvars∈
nterms-1∏
t=0
{δ0,kw1 t,w1 t}
nterms-1∏
t=0
e(1,yt)+A2(sumvarst−1,(0,yt+1))
⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v)× {w}
Oletamme, etta¨ kaikki muuttujasymbolit joiden indeksit ovat pienempia¨ kuin supvars esiin-
tyva¨t ainakin kerran termissa¨, eli ∀i∃t(Nt 1 i > 0), ja voi todistaa, etta¨
Teoreema 20.
5.8.14. ⊕
w∈Placefreq(nplaces,nterms)
⊕
Nt 1 i∈ ⊕
y∈∈Supvarfreq(nterms,supvars)
⋃
sumvars∈
nterms-1∏
t=0
{δ0,kw1 t,w1 t}
nterms-1∏
t=0
e(1,yt)+A2(sumvarst−1,(0,yt+1))
Constfreq(nplaces, nterms, (Nt 1 i), k)
=
((), 0k ∧ 1supvars +A2(nplaces − supvars, (0, k + supvars)))
Todistus:
Olkoon
5.8.15. v ∈ ⊕
w∈Placefreq(nplaces,nterms)
⊕
Nt 1 i∈ ⊕
y∈Supvarfreq(nterms,supvars)
⋃
sumvars∈
nterms-1∏
t=0
{δ0,kw1 t,w1 t}
nterms-1∏
t=0
e(1,yt)+A2(sumvarst−1,(0,yt+1))
Constfreq(nplaces, nterms, (Nt 1 i), k)
Nyt
5.8.16.
∑
(v − ((), 0k ∧ 1supvars)) =
∑
(v)−∑(((), 0k ∧ 1supvars)) =
k · 0 + ∑(nterms−1∑
t=0
Nt)1 j + nplaces −
nterms−1∑
t=0
∑
i
Nt 1 i + max
t
|Nt| · 0 − k · 0 − supvars =
nplaces − supvars ⇔
v + ((), 0k ∧ 1supvars) ∈ A2(nplaces-supvars, (0, k + supvars))⇔
v ∈ ((), 0k ∧ 1supvars) +A2(nplaces-supvars, (0, k + supvars)).
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Oletetaan seuraavaksi
5.8.17. v ∈ ((), 0k ∧ 1supvars) +A2(nplaces-supvars, (0, k + supvars))
Otetaan v:n rivivektori v1 ja mielivaltaisen
w ∈ Placefreq(nplaces, nterms) rivivektori w1.
Nyt bijektio Soi − injv1,w1 sijoittelee kaikki vakiosymbolit ja muuttujasymbolit paik-
koihin aakkosja¨rjestyksessa¨ niin, etta¨ aluksi sijoitellaan vakiosymbolit pienimma¨sta¨ indek-
sista¨ suurimpaan, ja sitten muuttujasymbolit. Ta¨ma¨n sijoituksen ma¨a¨rittelema¨ N saadaan
kaavasta
5.8.18. Nt 1 i = |{(i+ k, j)|(Soi− injv1,w1((i+ j, j)))l = t}|
On selva¨a¨, etta¨ na¨in ma¨a¨ritellyssa¨ tapauksessa
5.8.19. v ∈ Constfreq(nplaces, nterms, (Nt 1 i), k)
ja ma¨a¨ritella¨a¨n
5.8.20. yt =
{
0, jos {i|Nt 1 i > 0} = ∅
max{i|Nt 1 i > 0}, muuten
Selva¨sti y ∈ (N+ δ0,k)nterms ja max(y) < supvars.
Lisa¨ksi ma¨a¨ritella¨a¨n
5.8.21. sumvarst =
∑
i
Nt 1 i
jolloin sumvars ∈
nterms-1∏
t=0
{δ0,kw1 t, w1 t}
Na¨illa¨ ma¨a¨ritelmilla¨ pa¨tee, etta¨
5.8.22. Nt 1 i ∈ ⊕
y∈Supvarfreq(nterms,supvars)
⋃
sumvars∈
nterms-1∏
t=0
{δ0,kw1 t,w1 t}
nterms-1∏
t=0
e(1,yt) +
A2(sumvarst − 1, (0, yt + 1))
ja pita¨a¨ ena¨a¨ todistaa, etta¨ ∀i∃t(Nt 1 i > 0). Voimme valita sellaisen ti, mille
5.8.23. ti = (Soi− injv1,w1((i+ k, 0)))1
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ja nyt koska
5.8.24. (i+ k, 0) ∈ {(i+ k, j)|(Soi− injv1,w1((i+ k, j)))1 = (Soi− injv1,w1((i+ k, j)))} =
{(i+ k, j)|(Soi− injv1,w1((i+ k, j)))1 = ti}
On oltava
5.8.25. Nt 1 i = |{(i+ k, j)|(Soi− injv1,w1((i+ k, j)))1 = t}| > 0
Na¨in ollen
5.8.26. v ∈ ⊕
w∈Placefreq(nplaces,nterms)
⊕
Nt 1 i∈ ⊕
y∈Supvarfreq(nterms,supvars)
⋃
sumvars∈
nterms-1∏
t=0
{δ0,kw1 t,w1 t}
nterms-1∏
t=0
e(1,yt)+A2(sumvarst−1,(0,yt+1))
Constfreq(nplaces, nterms, (Nt 1 i), k).
ja lopulta,
5.8.27. ⊕
w∈Placefreq(nplaces,nterms)
nterms−1∏
t=0
Rslh-t(w1 t, q)×( ⊕
y∈Supvarfreq(nterms,supvars)
⊕
N∈V arfreq(w,y,nterms)
⊕
v∈Constfreq(nplaces,nterms,(Nt 1 i),k)
Pws(v)×{w}) = ( ⊕
w∈Placefreq(nplaces,nterms)
nterms−1∏
t=0
Rslh-t(w1,t, q)×
{w})×
⊕
v∈((),0k∧1supvars )+A2(nplaces−supvars,(0,k+supvars))
Pws(v).
5.9 Teoreema 16
Normaalimuodossa 2.2.8 olevien lauseiden joukon voi esitta¨a¨ muodossa
2.8.2)
Πnf (l, p, q, k) ≈
⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
nplaces⊕
nterms=1
( ⊕
u∈A2(nterms,p)
Rslh-t(
∑∑
u, l) × Pws(u)) ×
( ⊕
w∈(+(nplaces,nterms))
nterms−1∏
i=0
Rslh-t(w1,i, q)× {w})
× ( ⊕
v∈(((),0k∧1nvars )+A2(nplaces−nvars,(0,k+nvars))))
Pws(v))× {0, 1}nvars
Todistus:
Muotoa Rrj(t1 . . . tr) olevien atomilauseiden joukon voi esitta¨a¨ muodossa ((r j), t1 . . . tr),
eli
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5.9.1. ATOMIC − FORMULAS(p, q, k) ≈
⊕
(i,j)∈Soi(p)
{(i, j)} × FREE − TERMS(q, k)i
Kvanttorivapaat kaavat ovat a¨a¨rellisia¨ juurellisia puolellisia puita, joiden lehdet ovat ato-
mikaavoja muodossa Rrj(t1, ..tr) ja jotka on rakennettu ensimma¨isessa¨ liitteessa¨ esitetty-
jen operaatioiden avulla. Koska luvussa 2.2 esitettiin tapa poistaa negaatiot kaavasta, on
meilla¨ ja¨ljella¨ nelja¨ loogista operaatiota (∧,∨,⇒,⇔), ja voimme esitta¨a¨ kaavojen joukon
joukon Rslh− t(n, l) missa¨ l = [0, 0, 4]. Eli kvanttorivapaat kaavat voi esitta¨a¨ seuraavalla
tavalla:
5.9.2. FREE-QUANTOR-FREE-FORMULAS(l, p, q, k) ≈
Free-rsl-t(l, ATOMIC-FORMULAS(p, q, k)) ≈
leaf -stripper(Free-rsl-t(l, ATOMIC-FORMULAS(p, q, k))) =
⊕
natomicfs∈Z+
Rslh-t(natomicfs, l)× ATOMIC-FORMULAS(p, q, k)natomicfs ≈
⊕
natomicfs∈Z+
Rslh-t(natomicfs, l)× ( ⊕
(i,j)∈Soi(p)
{(i, j)} × FREE-TERMS(q, k)i)natomicfs =
⊕
natomicfs∈Z+
Rslh-t(natomicfs, l) × ( ⊕
(i,j)∈Soi(p)natomicfs
natomicfs−1∏
s=0
{(i(s), j(s))} ×
FREE-TERMS(q, k)i(s)) ≈ (transpositio)
⊕
natomicfs∈Z+
⊕
(i,j)∈Soi(p)natomicfs
Rslh-t(natomicfs, l) × (
natomicfs−1∏
s=0
{(i(s), j(s))} ×
FREE-TERMS(q, k))
natomicfs−1∑
s=0
i(s)
Nyt voimme tehda¨ muuttujanvaihdoksen
natomicfs−1∑
s=0
i(s) = nterms, ja soveltamalla teoree-
maa 14:
5.9.3. ⊕
natomicfs∈Z+
⊕
(i,j)∈Soi(p)natomicfs
Rslh-t(natomicfs, l)×
(
natomicfs−1∏
s=0
{(i(s), j(s))})× FREE-TERMS(q, k)
natomicfs−1∑
s=0
i(s) =
⊕
nterms∈Z+
⊕
(i,j)∈ ⊕
u∈A2(nterms,p)
Pws(u)
Rslh-t(|(i(s), j(s))|, l) × (
|(i(s),j(s))|−1∏
s=0
{(i(s), j(s))}) ×
FREE-TERMS(q¯, k)nterms
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ja yhdista¨ma¨lla¨ na¨ma¨ tulokset teoreeman 15 kanssa, olemme saaneet kvanttorivapaiden
kaavojen esityksen, joissa on nplaces paikkaa vakio- ja muuttujasymboleille, ja kaikkien
muuttujasymboleiden indeksit ovat pienempia¨ kuin supvars ≤ nplaces ja termeja¨ on yh-
teensa¨ nterms ≤ nplaces .
5.9.4. ⊕
nterms∈Z+
⊕
(i,j)∈ ⊕
u∈A2(nterms,p)
Pws(u)
Rslh-t(|(i(s), j(s))|, l)× (
|(i(s),j(s))|−1∏
s=0
{(i(s), j(s))})×
FREE-TERMS(q¯, k)nterms ≈
⊕
nterms∈Z+
⊕
u∈A2(nterms,p)
Rslh-t(
∑∑
u, l)×Pws(u)× ⊕
w∈+(nplaces,nterms)
nterms−1∏
t=0
Rslh-t(w1,t, q)×
{w} ×
⊕
v∈((),0k∧1supvars )+A2(nplaces−supvars,(0,k+supvars))
Pws(v)
Na¨in on saatu seuraava esitys kvanttorivapaille kaavoille
5.9.5. FREE-QUANTOR-FREE-FORMULAS(l, p, q, k) ≈
⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
⊕
nterms∈Z+
⊕
u∈A2(nterms,p)
Rslh-t(
∑∑
u, l) × Pws(u) ×
⊕
w∈+(nplaces,nterms)
nterms−1∏
t=0
Rslh-t(w1,t, q)× {w} ×
⊕
v∈((),0k∧1supvars )+A2(nplaces−supvars,(0,k+supvars))
Pws(v)
Esitykseen on ena¨a¨ lisa¨tta¨va¨ kvanttorit. Kvanttorien jono normaalimuodossa 2.2.8 olevien
lauseiden edessa¨ on permutaatio joka koostuu elementeista¨ “∀” ja “∃” , me voimme esitta¨a¨
ta¨ta¨ jonoa jonon {0, 1}nvars , alkioina, missa¨ 0 esitta¨a¨ universaalikvanttoria “∀” ja 1 esitta¨a¨
eksistenssikvanttoria “∃” . Na¨in ollen normaalimuodossa 2.2.8 olevia lauseita voi esitta¨a¨
5.9.6. Πnf (l, p, q, k) ≈ ⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
⊕
nterms∈Z+
⊕
u∈A2(nterms,p)
Rslh-t(
∑∑
u, l) ×
Pws(u)× ⊕
w∈+(nplaces,nterms)
nterms−1∏
t=0
Rslh-t(w1,t, q)× {w} ×
⊕
v∈((),0k∧1supvars )+A2(nplaces−supvars,(0,k+supvars))
Pws(v)× {0, 1}nvars ..
5.10 Teoreema 18
Positiivisten normaalimuodossa 2.2.8 lauseiden joukon voi esitta¨a¨ na¨in:
2.8.3)
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Π+(l, p, p′, q, k) ≈ ⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
nplaces⊕
nterms=1
( ⊕
y∈SOI(p¯)
{y} × ⊕
u∈A2(nterms−(places(y)),p′)
Rslh-t((
∑∑
u) + places(y), l¯) × Pws(u)) ×
( ⊕
w∈(+(nplaces,nterms))
nterms−1∏
i=0
Rslh-t(w1,i, q)× {w})
× ( ⊕
v∈(((),0k∧1nvars+A2(nplaces−nvars,(0,k+nvars))))
Pws(v))× {0, 1}nvars
missa¨ places(y) = car(y) on predikaatin y paikkaluku,
ja p′ on vektori, joka esitta¨a¨ predikaattisymbolien joukkoa
{R10, R11, . . . , R1p(1)−1, R20, . . . , R2p(2)−1, . . . , Rm0 , . . . , Rmp(m)−1} sen ja¨lkeen kun se on laajen-
nettu symboleilla {∼R10,∼R11, . . . ,∼R1p(1)−1,∼R20, . . . ,∼R2p(2)−1, . . . ,∼Rm0 , . . . ,∼Rmp(m)−1},
kuten kuvailtiin luvussa 2.2. On selva¨a¨, etta¨ |p′| = 2|p|.
Todistus: Koska joukko
5.10.1. ⊕
u∈A2(nterms,p)
Rslh-t(
∑∑
u, l)× Pws(u)
ma¨a¨rittelee predikaattisymboleiden mahdolliset kombinaatiot lauseissa, predikaattisym-
boleiden kombinaation positiivisessa lauseessa ma¨a¨rittelee joukko
5.10.2. ⊕
y∈SOI(p¯)
{y} × ⊕
u∈A2(nterms−(places(y)),p′)
Rslh-t((
∑∑
u) + places(y), l¯)× Pws(u)
missa¨ y tarkoittaa ensimma¨ista¨ predikaattisymbolia lauseen sisa¨lla¨. Na¨in olemme saaneet
seuraavanlaisen esityksen positiivisten lauseiden joukolle, mika¨ auttaa lo¨yta¨ma¨a¨n rekur-
siivisen numeroinnin samalla tavalla kun se lo¨ydettiin kaikkien lauseiden joukoille:
5.10.3. Π+(l, p, p′, q, k) ≈ ⊕
nplaces∈Z+
nplaces⊕
nvars=δk,0
nplaces⊕
nterms=1
( ⊕
y∈SOI(p¯)
{y} × ⊕
u∈A2(nterms−(places(y)),p′)
Rslh-t((
∑∑
u) + places(y), l¯) × Pws(u)) ×
( ⊕
w∈(+(nplaces,nterms))
nterms−1∏
i=0
Rslh-t(w1,i, q)× {w})
× ( ⊕
v∈(((),0k∧1nvars+A2(nplaces−nvars,(0,k+nvars))))
Pws(v))× {0, 1}nvars.
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