Introduction
The aim of this paper is to extend the Stone-Weierstrass Theorem into the framework of the general C * -algebra theory.
To be more precise, let A be any unital C * -algebra and B ⊂ A any C * -subalgebra containing the unit element 1 ∈ A.
Let F (A) be the set of the factorial states of A, and P (A), which is a subset of F (A), be the set of the pure states of A.
As generalizations of the (commutative) Stone-Weierstrass Theorem, one makes the following conjectures within the framework of the theory of C * -algebras: Conjecture 1.2 was proved in 1984 by Longo (see [10] ) and Popa (see [12] ) under the assumption that A is separable.
In this paper we shall prove Conjecture 1.2 without any separability assumption, extending in this manner the result of Longo ant Popa to arbitrary C * -algebras. Conjecture 1.1, in the commutative case, is equivalent to the StoneWeierstrass theorem; it is open, in the non-commutative case, even for separable C * -algebras.
The paper is divided into three parts: Section 2 presents general results related to the Stone-Weierstrass Problem; Section 3 presents results obtained under the additional assumption that B separates P (A); Section 4 is dedicated to a very short proof of our generalization of the Stone-Weierstrass Theorem.
General Results Related to the Stone-Weierstrass Theorem
2.1. For any unital C * -algebra A, we shall denote by S(A) the set of its states: it is a convex subset of the Banach dual A * of A, compact in the w * -topology σ(A * ; A) of A * . By P (A) we denote the set of the pure states of A. We have that P (A) = ex S(A). By F (A) we will denote the set of all factorial (primary) states of A. We have that P (A) ⊂ F (A).
For any f ∈ S(A) we shall consider the associated GNS-construction, giving a cyclic representation π f : A → L(H f ), with the canonical cyclic vector ξ 0 f ∈ H f , for which
f for a ∈ A. We recall that by the GNS-construction, one associates to f the normclosed left ideal L f = {a ∈ A; f (a * a) = 0} , and on A/L f one introduces the scalar product
where θ f : A → A/L f is the canonical quotient mapping; the associated Hilbert space H f is obtained by completing the quotient space A/L f with respect to the associated norm, derived from the scalar product (1); the associated representation π f : A → L(H f ) is obtained by extending, by continuity, the mapping
given by π f (a)θ f (b) = θ f (ab) for a, b ∈ A, to H f . We shall prove now Proof. Let us denote f • π = g. Then we have the equalities
which are easy to prove. We obtain the following commutative diagram
where θ : A/L g → π(A)/L f is given by the formula θ(θ g (A)) = θ f (θ(a)) for a ∈ A.
It is easy to see that the definition is correct. From This gives that θ • π g (a) = π f (π(a)) • θ for a ∈ A. The Proposition is proved.
Similar constructions and notations will be considered for any non-zero positive f ∈ A * , with the result that, in general, f = ξ 0 f 2 for f ∈ A * + . 2.2. Following the idea of L. de Branges, which he used in proving the commutative version of the Stone-Weierstrass Theorem (see [5] ), let us now consider the set
It is a compact convex subset of A * . If B = A, then N = {0} and for any f 0 ∈ ex N , we have f 0 = 1. Let f 0 = f 1 − f 2 be the Jordan-Hahn-Grothendieck decomposition of f 0 (see [11, Theorem 3.2.5] ). Then
Since
follows that the states 2f 1 and 2f 2 are orthogonal (see [18, Lemma 6] ).
Let us define
By a theorem of Godement (see [15] ; and also [16, Theorem 4 .1]), it follows that the representation π f identifies with
with the cyclic unit vector
We shall consider the orthogonal projectioñ
With an obvious notation we havẽ
We shall also consider the orthogonal projections e B 1 ∈ π f 1 (B) ′ and e B 2 ∈ π f 2 (B) ′ , given by
and
there exists a uniquely determined partial isometry
Proposition 2.2. We have
Proof.
(a) For any b ∈ B, we have
and this shows that
(b) Conversely, assume that e B (ξ 1 , ξ 2 ) = 0. Then we have
for any b ∈ B, and this gives that
It follows that e
and this implies that
We immediately obtain that
2 ξ 2 = 0, and this gives 1 2
The Proposition is proved.
2.3. Let now µ 1 , µ 2 be two Radon probability measures on S(A), such that their barycenters be
be the associated Tomita mappings, given by
2 for a ∈ A, and
where λ A (a) : S(A) → C is given by
It follows that, for a ∈ A,
for any bounded Borel measurable function ϕ : S(A) → C.
2.4.
We shall characterize now the closure of the vector space
without loss of generality, we can assume that ϕ = ϕ and ϕ ∞ ≤ 1. From eq. (2) we infer that e B K µ (ϕ)e B = 0, and this, with Proposition 2.2, gives
Of course, any of these four equalities implies the othes three. We shall show that (any of) these equalities implies that the operators K µ 1 (ϕ) and K µ 2 (ϕ) are scalar.
Indeed, let ϕ 1 : S(A) → C and ϕ 2 : S(A) → C be two bounded Borel measurable functions. We shall prove now
then there is an α ∈ C such that
Proof. We have e
for any α, β ∈ C. It follows that we can assume that 0 ≤ ϕ 1 ≤ 1 and 0 ≤ ϕ 2 ≤ 1.
We shall have
It follows that we have the decomposition
After an evaluation of the norm, we shall compare the decomposition in eq. (9) with the fact that f 0 ∈ ex N .
First of all, we have
where we have taken into account eq. (8).
We shall consider now the weak operator continuous "extensions" of f ′ 1 and f ′ 2 to π f (A) ′′ , given by
and the weak operator continuous "extension" of f 0 to π f (A) ′′ is given by
From [14, p. 31] , it follows that there exists a projection p ∈ π f (A) ′′ of the form
This will give
from which we immediately infer that
With the Density Theorem of Kaplansky, we shall have (10) and (11), we obtain
1 See Section 3.3 for another proof of this result.
Similary, we obtain (12) and (13), because f 0 ∈ ex N , we immediately infer that
Since we have that
from eqs. (16) and (17), and from the uniqueness of the Jordan-HahnGrothendieck decomposition, we obtain that
From the uniqueness of the representation of the dominated positive linear functionals, we obtain that
Under the assumptions of thef preceding Proposition, assume moreover that the measures µ 1 and µ 2 are simplicial. Then the Tomita mappings K µ 1 and K µ 2 are injective (see [16, Proposition 3.1, ii] ). It follows that
2.5. Let us now return to eqs. (4) to (7) . From Proposition 2.3 it follows that if the measures µ 1 and µ 2 are simplicial, then
where
We can prove now the following Proposition. (a) The measures µ 1 and µ 2 are disjoint;
Proof. ((a) ⇒ (b)). If the measures µ 1 and µ 2 are disjoint, then there exists a (bounded) Borel measurable function ϕ :
, and
It follows that
From eqs. (20) and (21) it follows that |α| = 1, and ϕ = ±1 in L ∞ (µ 1 ), and ϕ = ∓1 in L ∞ (µ 2 ). It follows that µ 1 and µ 2 are disjoint. The Proposition is proved.
We can prove now the following Proposition. Proof. Assume that the measures µ 1 , µ 2 are simplicial and not disjoint. Then, by Proposition 2.4, the subspace
for any ψ ∈ L 1 (µ). In particular, we have
for any a ∈ A, and this gives f 1 (a) = f 2 (a), for any a ∈ A. It follows that f 0 = 0, contrary to the assumption. The Proposition is proved.
Remark 2.6. Below we shall prove that the condition that the measures µ 1 and µ 2 be simplicial can be dropped.
from eqs. (22) and (23) we infer that (24) S(A)
Conversely, if eq. (24) holds for a function ϕ ∈ L 1 (µ), then we have
Indeed, from eq. (25) it follows that
where α ∈ C. If follows that
and this implies that ϕ ∈ λ A (B). The Proposition is proved.
Proof. We can assume that both measures µ 1 and µ 2 are simplicial. Let ϕ : S(A) → C be a bounded Borel measurable function, such that
From Proposition 2.5 we infer that there exists a Borel measurable subset D ⊂ S(A), such that
Then we have
and, therefore,
It follows that α = 0, and, therefore,
Let us now consider the restriction mapping r : S(A) → S(B).
It is an affine continuous surjective mapping of the compact convex set S(A) onto the compact convex set S(B).
We shall consider the direct images
as Radon measures on S(B). We shall have
is an isomorphism of Banach spaces, for any p ∈ [1, +∞].
Proof. (a). With an obvious notation, we have to prove that
and Proposition 2.8 implies that
from Proposition 2.8 we infer that
From [18, Theorem 12] , we infer that r * p is an isomorphism of Banach spaces, for any p ∈ [1, +∞].
2.7. For any i = 1, 2, we shall identify the representation π r(f i ) with
with the cyclic vector ξ 0 2f i , whereas π r(f ) will be identified with
given by
with the cyclic vector ξ 0 f , although r(f ) = r(2f 1 ) = r(2f 2 ).
Proposition 2.10.
, and this implies that
(b). We have to prove that x ∈ π f i (A) ′ and e B i xe B i = 0 implies that x = 0. It will be enough to prove that x ∈ π f i (A) ′ , x * = x and e B i xe B i = 0 implies that x = 0. Let then c i ⊂ π f i (A) ′ be any abelian von Neumann subalgebra, such that x ∈ C i and let µ i be the corresponding orthogonal measure on
Then µ i is simplicial (see [16, Theorem 3.1, Corollary 1]), and, therefore, ν i is simplicial, by Proposition 2.9 (a). It follows that K ν i is injective (see [16, 
, and these equalities imply that ψ = 0, because K ν i is injective. It follows that ϕ = 0, and, therefore, x = 0. The Proposition is proved.
From eq. (26) we obtain
and this, by the Radon-Nikodym Theorem, implies that there exist Borel measurable functions
and this gives
This implies that (28)
Assuming that the measures µ 1 and µ 2 are simplicial, from eq. (28) and from the results obtained in Section 2.5, it follows that there are Borel Measurable sets
and real numbers α 1 , α 2 , such that
We shall show that the sets E 1 and E 2 can be chosen to be independent of the measures µ 1 and µ 2 , assumed to be simplicial.
Indeed, let us consider again the projection p, introduced in Section 2.4. Since we have 
for any Radon probability measures µ 1 , µ 2 on S(A), such that
As above, let
and define
wherex is the normal extension of x. Then we have that
Let us define u = 2z − 1.
We have the following
Proof. We have
and the Proposition is proved.
2.9. Let us now return to eq. (29). We have
The system of equations 
We infer that
This immediately gives that
From Proposition 2.3, we infer that
, where α ∈ C, for any ψ ∈ L ∞ (ν), and any i = 1, 2. From Proposition 2.9 (b), we infer that µ 1 = ε 2f 1 and µ 2 = ε 2f 2 .
Conversely if eq. (34) holds, then ν = ν 1 = ν 2 and
Let us now assume that case (b) holds. Then we have that
We can prove now 
Proof. From eqs. (36) and (37) it follows that (d 1 • r)(d 2 • r) = 0 on S(A).
Since r is surjective, it follows that d 1 d 2 = 0, and this shows that the measures ν 1 and ν 2 are disjoint.
Remark 2.14. Equation (35) shows that any pair µ 1 , µ 2 of Radon probability measures on S(A), such that
is disjoint. This strengthens Proposition 2.5.
Separation of the Set of the Pure States
In this part we shall extend to the general, possibly non-separable, case two theorems obtained by Anderson and Bunce (see [2] ) for separable C * -algebras, under the weaker assumption, corresponding to Conjecture 1.1, that B separates P (A). We shall also obtain some auxiliary results for the proof of the general Stone-Weierstrass Theorem, which will be given in the third part, among which a "Separation Theorem" for representations will play an essential role.
3.1. Let f ∈ S(A) and let C ⊂ π f (A) ′ be an abelian von Neumann subalgebra of the commutant π f (A) ′ of π f (A).
i.e., A C is the C * -algebra generated in L(H f ) by π f (A) and C, whereas B C is the C * -algebra generated in L(H f ) by π f (B) and C. We have
It follows that we have A ′ C = C if, and only if, C is a maximal abelian von Neumann rubalgebra of π f (A) ′ .
We can prove now
Proof.
(a) If p ∈ P (A C ), then p • π f ∈ P (A). Indeed, we have π p (A C ) = C * (π p (π f (A)), π p (C)), and, therefore,
(b) Let now p, q ∈ P (A C ) be such that p| B C = q| B C . Let us choose c ∈ C and define
We have p c (1) = q c (1). Denoting by γ c this number, we have γ c ≥ 0. If γ c = 0, then
If γ c > 0, then
c q c ∈ P (A C ), and, therefore,
It follows that the equality holds for any c ∈ C, and any a ∈ A; and, therefore, by linearity and continuity, p = q. The Proposition is proved. Proof. Since B separates P (A), and B C separates P (A C ), from [7, Proposition 11.1.7] it follows that r(P (A)) ⊂ P (B) and r C (P (A C )) ⊂ P (B C ), which means exactly that the mappings r and r C are admissible (see [19, p. 
527]).
Remark 3.3. Since r and r C are surjective, it follows that r(P (A)) = P (B) and r C (P (A C )) = P (B C ); therefore, the restrictions r : P (A) : P (B), r C : P (A C ) → P (B C ) are bijections.
3.2.
Let us now assume that C ⊂ π f (A) ′ is a maximal abelian von Neumann subalgebra. Let f C = ω ξ 0 f A C be the restriction of the vector state ω ξ 0 f on L(H f ) to A C , and let µ C be the maximal orthogonal (central) measure on S(A C ), corresponding to the maximal abelian von Neumann subalgebra C = A ′ C , with the barycenter b(µ C ) = f C . Since µ C is a maximal Radon probability measure on S(A C ), it follows that the direct image ν C = (r C ) * (µ C ) is a maximal Radon probability measure on S(B C ) (see [19, Theoreme 6] .
We have that B C ξ 0 f = e C H f , where a C ∈ B ′ C is a projection. It follows that e C ∈ C ′ .
From [18, Theorem 19] , it follows that the measure ν C is maximal orthogonal on S(B C ), corresponding to the maximal abelian von Neumann subalgebra
′ C e C . Since any element of Ce C commutes with any element of e C B ′ C e C , it follows that (38)
we have π f (B)ξ 0 f = e B H f , where e B ∈ π f (B) ′ is a projection. We shall prove now
Proof. From eq. (39) we infer that for any maximal abelian von Neumann subalgebra
there exists a c ∈ C, such that
(a) The element c ∈ C is uniquely determined. Indeed, if
then c 1 ξ 0 f = c 2 ξ 0 f , and this implies that c 1 = c 2 , because ξ 0 f is separating for π f (A) ′ . (b) The element c does not depend on C. Indeed, with an obvious notation, for any two maximal abelian von Neumann subalgebras
there exist c 1 ∈ C 1 and c 2 ∈ C 2 , such that
because e B ≤ e C 1 , e B ≤ e C 2 . As above, it follows that c 1 = c 2 , because c 1 , c 2 ∈ π f (A) ′ . It follows that there exists an element c ∈ C, such that ze B = e B z = ce B = e B c.
Corollary 3.5. We have that
and the mapping
determined by
is a (*)-homomorphism.
We can prove now the following Theorem 3.6. If 1 ∈ B and if B separates P (A), then
Proof. For any f ∈ F (A) we have
From Corollary 3.5, we infer that
Since π r(f ) can be identified with
from eq. (40) we infer that r(f ) ∈ F (B). The Theorem is proved.
Remark 3.7. Theorem 3.6 is an extension, to the possibly non-separable case, of [2, Corollary 3, p.364].
Let us now consider the set
It is a compact convex subset of A * . If b = A, then N = {0} and for any f 0 ∈ ex N , we have f 0 = 1. As above, let f 0 = f 1 − f 2 be the Jordan-Hahn-Grothendieck decomposition (see [11, Theorem 3.2.5] ). Then
follows that the states 2f 1 and 2f 2 are orthogonal (see [18, Lemma 6] ). Let us define
By a theorem of Godement (see [15] and also [16, Theorem 4 .1]), it follows that the representation π f identifies with
with the cyclic vector
is a factor; i.e., r(f ) ∈ F (B).
and also
where e B 1 ∈ π f 1 (B) ′ and e B 2 ∈ π f (B) ′ are the projections described in Section 2.2.
Of course, we haveẽ
andṽ * ṽ = e B 1 ,ṽṽ * = e B 2 . Of course, v is of the form
where v : H f 1 → H f 2 is the partial isometry described in Section 2.2. With
′′ are projections determined as follows.
Any π f (a), a ∈ A, is of the form
and any a ′ ∈ π f (A) ′ is of the form
are linear bounded operators satisfying the conditions
Similarly, the projections e ′ , e ′′ are of the form
2 + e ′′ 2 = 1. By Corollary 3.5, we have *-homomorphisms
such that
Then we shall have
For b ∈ B, we have
, and, similarly, f
We then have
We have also
Let us now consider the self-adjoint linear functionals
We have
and (46)
Since F i , i = 0, 1, 2, are w 0 -continuous, from the Density Theorem of Kaplansky it follows that eq. (46) gives the Jordan-Hahn-Grothendieck decomposition of F 0 and, therefore, there exists a unitary self-adjoint element u ∈ π f (A) ′′ , of the form
Here p and p ′ are projections in π f (A) ′′ , given by
(see [14, p. 31] ). Of course, p and p ′ are of the form
where p i and p ′ i are projections in π f i (A) ′′ . With e i = 2p i − 1, i = 1, 2, we shall have
Indeed, from eqs. (44), (45) and (47) we obtain
obtain from eqs. (49) and (50) that
holds for any a 0 ∈ A. Because the vector
is cyclic for the representation π f , from eq. (52) we obtain that It follows that we have
Similary, we have
and, therefore, f
By the uniqueness of the Jordan-Hahn-Grothendieck decomposition, this implies that
It follows that we have
) and Φ i (e ′′ i ) are non-zero projections, due to assumption of eq. (46). Since the last equalities lead to contradiction, it follows that we have either
, and, therefore,
From the uniqueness of the Jordan-Hahn-Grothendieck decomposition, we infer that f Proof. With the constructions and notations in Section 3.3, assume that B = A. Then
By Theorem 3.8 it follows that both states 2f 1 and 2f 2 of A are extensions of the factorial state f | B ∈ F (B). By the assumption of the Proposition it follows that 2f 1 = 2f 2 and this leads to the contradiction f 0 = 0. The Proposition is proved.
3.4. The following is a "Separation Theorem", which will be used in the proof of our generalization of the Stone-Weierstrass Theorem. Proof. Let π 1 : A → L(H 1 ) and π 2 : A → L(H 2 ) be two disjoint representations of A. We shall prove that the restrictions π 1 | B : B → L(H 1 ) and
Indeed, by contradiction, let w : H 1 → H 2 be any non-zero partial isometry, such that
Then w * w = e 1 and ww * = e 2 are projections, such that e 1 ∈ π 1 (B) ′ and e 2 ∈ π 2 (B) ′ .
Let us consider the representations
and define the mapping
Then Φ is an isomorphism of C * -algebras. Let p 2 ∈ P (π 2 (B)e 2 and define p 1 = p 2 • Φ. Then p 1 ∈ P (π 1 (B)e 1 ), and
Let us define q 1 and q 2 by
By Proposition 2.1, we can identify π q 1 and π q 2 with π p 1 •π ρ 1 and π p 2 •π ρ 2 , respectively, from which we infer that q 1 ∈ P (π 1 (B)) and q 2 ∈ P (π 2 (B)).
Since π 1 (B) separates P (π 1 (A)) and π 2 (B) separates P (π 2 (A)), it follows that q 1 has a unique extension r 1 ∈ P (π 1 (A)), such that r 1 | π 1 (B) = q 1 , and q 2 has unique extension r 2 ∈ P (π 2 (A)), such that r 2 | π 2 (B) = q 2 .
Let us define s 1 (a) = r 1 (π 1 (a)), and s 2 (a) = r 2 (π 2 (a)), a ∈ A.
Since s 1 and s 2 belong to P (A), it follows that s 1 = s 2 , because B separates P (A).
We obtain the following commutative diagram
where θ 1 is defined by
and θ 2 is defined by
it follows that the definitions (57) and (58) are correct and the mappings θ 1 and θ 2 extend to unitary operators between the corresponding Hilbert spaces. Let us define
Then w 0 is a unitary operator w 0 : H r 1 → H r 2 , for which we have
This gives that
and, therefore, we have that w 0 = 0, because π 1 and π 2 are assumed to be disjoint. This implies a contradiction and the Theorem is proved.
We shall say that two states f 1 , f 2 ∈ S(A) are disjoint (notation f 1 ⊘ f 2 ) if the corresponging cyclic representations are disjoint; i.e., π f 1 ⊘ π f 2 . We can prove now Proof. As remarked in the proof of Theorem 3.6, the representations π r(f i ) can be identified with subrepresentations of the restrictions π f i | B , i = 1, 2; and subrepresentations of disjoint representations are disjoint.
3.5. In this Section we shall prove a converse to Theorem 3.6; namely, we have Theorem 3.13. If 1 ∈ B and if B separates P (A), then f ∈ S(A) and r(f ) ∈ F (B) implies f ∈ F (A).
Proof.
(a) Let f 1 ∈ S(A) and f 2 ∈ S(A) be two disjoint states of A. Then f 1 and f 2 are orthogonal (notation f 1 ⊥ f 2 ; see [17, Lemma 6] ).
Define f = λf 1 + (1 − λ)f 2 , where λ ∈ (0, 1).
Let π i : A → L(H i ), i = 1, 2, be the representations obtained by the GNS-construction, corresponding to f i , with the cyclic vector ξ 0 i ∈ H i , i = 1, 2. Since f 1 ⊥ f 2 , π f can be identified with
with the cyclic vector Since the states f 1 and f 2 are assumed to be disjoint, by Theorem 3.12 the restrictions f 1 | B and f 2 | B are disjoint. From eqs. (60) and (61) 
