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“Computer science inverts the normal. In normal science,
you’re given a world, and your job is to find out the rules.
In computer science, you give the computer the rules,
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Reprezentacija vizualnih entitet z globokimi hierarhičnimi in kompozicionalnimi modeli
Doktorska disertacija obravnava dva pomembna hierarhična pristopa za modeliranje vi-
zualnih entitet: (a) kompozicijsko hierarhijo in (b) globoke nevronske mreže. Oba pri-
stopa sta podrobno ovrednotena skupaj z njunimi prednosti in slabosti. V kompozicij-
ski hierarhiji je kot glavna pomanjkljivost naslovljena slaba diskriminativna moč, kar je
obravnavano v prvem delu disertacije. Predlagana je nova diskriminativna značilka, ime-
novana Histogram Kompozicij (ang. Histogram of Compositons - HoC ), ki uspešno za-
jame pomembne diskriminativne informacije za izboljšanje natančnosti klasifikacije. V
drugem delu disertacije je v globokih konvolucijskihmrežah (ConvNet) kot pomembna
pomanjkljivost izpostavljena slaba prostorska relacija med značilkami. Slednje pripelje
do rigidnih in ne-učljivih velikosti dovzetnih polij, do slabe izkoriščenosti parametrov
ter do nizke fleksibilnosti globokih arhitektur. Omenjeni problemi so naslovljeni z in-
tegracijo eksplicitne kompozicijske strukture v globoke nevronske mreže. V ta namen
je predstavljena nova enota filtra za konvolucijske mreže, imenovana premikajoča agre-
gacijska enota (ang. Displaced Aggregation Unit - DAU ), ki omogoči vpeljavo novih
lastnosti v globoke mreže: (a) neodvisnost števila parametrov od dovzetnega polja, (b)
učenje velikosti dovzetnega polja in (c) samodejno prilagajanje prostorskega fokusa zna-
čilk. Prednosti filtra DAU so prikazane na treh praktičnih problemih: klasifikacija slik,
semantična segmentacija slik ter razmeglejevanje slik. V vseh primerih vključitev filtra
DAU v sodobne arhitekture omogoči enostavnejše globoke mreže z manjšim številom
operacij in parametrov ter z manjšo potrebo po ročni modifikaciji arhitekture za speci-
fične naloge in domene, hkrati pa ohranja ali celo izboljša klasifikacijsko točnost.
Ključne besede kompozicionalne hierarhije, histogram kompozicij, premikajoča agre-
gacijska enota, globoke nevronske mreže, vizualno razpoznavanje slik, semantična se-
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Representing visual entities with deep hierarchical and compositional models
The doctoral thesis explores two prominent hierarchical approaches for the modeling
of visual entities: (a) compositional hierarchies and (b) deep neural networks. Both ap-
proaches are explored indetail togetherwith their advantages anddisadvantages. In com-
positional hierarchies, poor discriminative power is identified as a major limiting factor,
which is address with a novel discriminative feature, termedHistogram of Compositions,
proposed in the first part of this thesis. HoC is shown to successfully capture import-
ant discriminative information to improve classification accuracy. The secondpart of the
thesis highlights the lack of a spatial relationship between features as an important limita-
tion of deep convolutional networks (ConvNets). This limitation leads to rigid and non-
learnable receptive field sizes, poor utilization of parameters and low flexibility of deep
architectures. All of those problems are addressed by introducing the explicit compos-
itional structure into deep neural networks, which is implemented with the proposed
novel filter unit for ConvNets, termedDisplaced Aggregation Unit. DAUs enable novel
properties for deepmodels: (a) the decoupling of the parameters from the receptive field,
(b) the learning of the receptive field sizes and (c) the automatic adjustment of the spatial
focus of features. The benefits of DAUs are demonstrated on three practical problems:
image classification, semantic segmentation and blind image de-blurring. In all cases,
the inclusion of DAUs into modern architectures enables simpler networks with fewer
number of operations and parameters, significantly reduces themanual modification of
architectures for specific tasks and domains while it also retains or even improves the
overall prediction accuracy.
Keywords compositional hierarchies, histogram of compositions, displaced aggrega-
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1.1 Motivation
The area of computer vision is a highly active field of research that encompasses various
problems related to visual information processing, such as images, videos or 3D point
cloud data. The general topics that computer vision researchers often work on include
low-level image processing (e.g. denoising, deblurring, segmentation, stitching), video
processing (e.g. object tracking) and various high-level semantic tasks (e.g. semantic
segmentation, object recognition, object detection, pose estimation). Although many
of those tasks seem unrelated, the solutions for them are all often dependent on com-
mon underlying models that are used to represent visual entities in a computational
and mathematical form. Finding appropriate models for the visual representations is a
challenging problem, primarily due to the complexity of the real world that arises from
environmental changes (e.g. illumination, occlusion) and object changes (e.g. deforma-
tion, viewpoint change), all of which need to be captured by those representations. Solv-
ing visual representation problem is therefore a challenging but one of the key issue in
computer vision that can have a profound effect on many other problems in this field.
Since the start of computer vision research over 50 years ago, many interesting ap-
proaches have been considered to mathematically model the representations of visual
entities. Early research work mostly focused on the development of low-level features
such as edge detectors [1]. To further represent complex visual entities and objects,
some proposed models with generalized cylinders [2] while others used pictorial struc-
tures [3], both of which had an explicitly defined relationship between semantically
meaningful parts in an object. At the same time, various hierarchical models [4–6] also
appeared as an interesting approach and later inspired deep hierarchical models such
as ConvNets [7] and LHOP model [8]. Despite hierarchical models having many in-
teresting properties (e.g. capacity for complex representation, feature sharing, feature
learning), theyhavenot gained enough tractiondue to their large computational require-
ments. Instead, various hand-crafted features, such as LBP [9], SIFT [10] andHOG[11]
resulted in superior performancewhen combinedwith advancedmachine learning tech-
niques. Visual entities were in those solutions represented as bag-of-words [12–14] or
constellation models [15] of various hand-crafted features. The most successful among
them was DPM [16] based on HOG features and pictorial structures, but their reliance
on a hand-crafted design of features limited their capacity and flexibility to represent
complex visual objects.
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With advancements in hardware providing significant increases in the computational
capacity in the last two decades, key limiting factor for hierarchical approaches slowly
faded away, allowingmany suchmodels [17–19] to start achieving promising results and
gainingmore attention. The central idea behindhierarchicalmodels that has lead to their
widespread success is a layered representation with lower layers representing simple fea-
tures and higher layers combining them to represent more complex features. By stack-
ing several layers, models can encode increasingly more complex shapes and features in
higher layers while retaining small dimensionality due to efficient reuse of lower layers.
An inspiration for such approach can also be found in biological visual systems as studies
have uncovered a hierarchical organization in primate visual systems [20].
In this doctoral thesis, hierarchical models are recognized as an important approach
for modeling visual entities, with two specific paradigms identified as promising direc-
tions:
compositional hierarchies [8, 21, 22] and
deep convolutional neural networks [19, 23–25].
Both paradigms have been developed in parallel and are based on the concept of layered
hierarchicalmodeling, however, they differ in themodel definitionwhich results inmod-
els with vastly different properties.
Hierarchical Compositions Hierarchical compositions model features in a giv-
en layer as an explicit composition of features from lower layers. Spatial relationships
between parts in a composition are directly parameterized, resulting in an explicit struc-
ture that provides several benefits: (i) it allows for fast inference via inverted indexing [8],
(ii) it can inherently produce region proposals, and (iii) due to a clear understanding of
features, it offers a straight-forward reconstruction from partial observations and visu-
alization of features. Resulting models are often generative in nature and are trained
with co-occurrence based statistics [8, 26], or with a hierarchical probabilistic graphical
model that follows an executive-summary principle [22]. Their disadvantage is a weakly
defined cost function which often does not account for a discriminative objective, lead-
ing to poor performance in classification tasks. Furthermore, learning is susceptible to
noisy data, and compositions are often limited to shape-based images.
4 D Tabernik Representing visual entities with deep hierarchical and compositional models
DeepNeuralNetworks Deepneural networks rely onmodelswith unstructured
basic units (i.e. filter kernels). They retain efficient representation with layered hier-
archies but use dense connections between layers to model the visual representations.
Learning is performed with a well-defined discriminative cost function using gradient
descent and back-propagation [6]. Since applying dense connections to the image do-
main would result in an explosion of parameters, LeCun [23] proposed to incorpor-
ate prior knowledge from the visual domain by restricting the connections of a neuron
to a small local neighborhood. This transferred a part of the complexity from learning
into the explicitmodeling of the representation. The local neighborhood restrictionwas
also paired with a weight-sharing technique which resulted in a new hierarchical model
termed convolutional neural network (ConvNet). ConvNets significantly reduced the
complexity of training and opened a way to learn neural networks on large visual data-
sets. Learning in ConvNets was further improved with modern techniques, such as
ReLU [19] non-linearity, batch normalization [27] and residual learning [25], which
enabled state-of-the-art performance in many computer vision problems [28].
One of longstanding criticisms of ConvNets is the lack of precise spatial relationships
between high-level parts, a reason for advocating the move towards viewpoint-invariant
capsule-like systems [29]. The lack of an explicit structure is reflected in fixed and non-
learnable receptive field sizes, which results in several noticeable drawbacks. One such
drawback is the inefficient utilization of parameters needed to cover large receptive fields,
leading to non-compact networks with a large number of parameters. Furthermore,
the manual tuning of hyper-parameters related to the receptive fields hinders the flex-
ibility of deep architectures since such hyper-parameters are a crucial task- and domain-
dependent architectural elements that need to be precisely tuned. The limited architec-
tural flexibility is notable in semantic segmentation tasks in which large receptive fields
are needed to capture context information [30], resulting in various task- or domain-
specific architectural modifications that often prevent automatic adaptations to specific
tasks or domains. Lastly, the lack of structures in ConvNets also hinders robust hand-
ling of occlusions and missing parts [31].
1.2 Goals and Objectives
Theprincipal goal of this thesis is to address three crucial drawbacks of hierarchical com-
positions and deep neural networks, which can be directly translated into the following
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objectives:
(i) Objective I: the improvement of discriminative performance in compositional hier-
archies.
(ii) Objective II: an introduction of receptive-field learning and the improvement of
parameter use in deep neural networks.
(iii) Objective III: the improvement of architectural flexibility in deep neural networks
for better adaptation to specific tasks or domains.
In the following, we detail the objectives, which part of the thesis addresses the indi-
vidual objective and how they are experimentally verified.
Objective I: We address the discriminative performance of compositional hierarch-
ies in the first part of the thesis by introducing a novel descriptor that captures discrim-
inative features within existing hierarchical parse-trees. This brings the discriminative
performance closer to the performance of deep networks while it retains the benefits
of generative models such as unsupervised learning, understanding of features and fast
inference. Improvement in the discriminative power of the proposed descriptor is valid-
ated through an extensive experimental analysis on classification and detection problems
with several datasets. A novel HoC descriptor and an analysis of the discriminative per-
formance of compositional hierarchies are presented in Chapter 3.
Objective II: In the second part of the thesis, we propose a fundamental modifica-
tion of a deep network which allows for: (a) the learning of the receptive field size that
eliminates the existing, rigid, grid-based receptive field and (b) the decoupling of the
parameter count from the receptive field size that decreases the number of needed para-
meters. We draw on the principle of compositional hierarchies and propose to introduce
an explicit feature composition into deep convolutional networks by embedding composi-
tional hierarchies and their direct parametrization of compositions into the deep learning
optimization approach. Direct parametrization allows direct learning of compositions,
thus resulting in efficient and compact networks on the one hand, and a learnable recept-
ive field on the other hand. Moreover, the proposed approach bridges the gap between
compositional hierarchies and deep neural networks. The novel approach is validated
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through an extensive analysis of the number of parameters, an analysis of the computa-
tional cost and an analysis of the importance of the effective receptive field size for specific
problems. The proposed model is called displaced aggregation unit (DAU) and is presen-
ted in Chapter 4
Objective III: In the last part of the thesis, we explore and improve the flexibility of
deep neural network architectures. Novel flexible architectures are proposed by includ-
ing DAU layers into existing state-of-the-art architectures. DAUs introduce capability to
automatically learn the receptive field size and can adapt to specific tasks and domains
withoutmanually testing various complexhyper-parameters related to the receptive field
size, such as dilation factors and filter patterns. The experimental analysis shows that the
learned architectures lead to reduced complexity and improved flexibility on three tasks:
image classification, semantic segmentation and blind image deblurring. Such improve-
ments are presented in Chapter 5.
1.3 Scientific Contributions
This thesis makes the following scientific contributions to the area of deep hierarchical
models for visual recognition:
A novel discriminative feature based on learned parts of a layered compositional
hierarchicalmodel that improves the discriminative performance of composition-
al hierarchies.
A novel basic unit for a deep neural network with an explicit compositional struc-
ture that bridges the gap between compositional hierarchies and deep neural net-
works, resulting in learnable receptive field sizes and in efficient and compact net-
works.
New efficient and flexible deep architectures for various computer vision tasks
based on the proposed displaced aggregation units with an ability to adapt to spe-
cific tasks by learning the receptive field size.
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1.4 Dissertation Overview
The remainder of the thesis is organized into five chapters. In Chapter 2, we overview
the development of existing hierarchical models with the main focus on compositional
hierarchies and deep convolutional neural networks.
The drawbacks of compositional hierarchies are investigated in Chapter 3. We per-
form an extensive analysis of the discriminative performance in the existing hierarch-
ical compositional model, termed learned-hierarchy-of-parts (LHOP) [8, 32]. Based on
the analysis, we introduce a novel descriptor, termed Histogram of Composition (HoC)
that utilizes existing lower-layer features from the LHOP [8, 32] model to improve the
discriminative performance of the compositional model. The improved performance is
demonstrated on image classification and object detection tasks usingWeitzmann horses
[33], Leeds cows [34],MPEG-7 shapes [35] and ETHZ-shapes [36] datasets.
Chapter 4 explores the drawbacks of deep neural networks. We identify rigid, non-
learnable receptive field size as an important limitation of deep convolutional networks
that results in their inefficient parameter use and in non-compact representation. We
propose to learn the receptive field size to address this issue. Drawing on the principle
of compositional hierarchies with flexible receptive field size, we propose to embed the
learning of explicit compositional features into deep convolutional neural networks.
This is achieved with a novel basic unit for deep neural networks, termed displaced ag-
gregation unit (DAU). We provide an efficient formulation for inference and learning
of DAUs, which is demonstrated to result in compact and efficient deep neural net-
works on image classification tasks with the AlexNet [19] architecture and the ILSVRC-
2012 [37] dataset. Furthermore, the analysis of spatial coverage and effective receptive
fields demonstrates that deep compositional networks can dynamically adjust the spatial
focus of features, leading to fully adaptable receptive field size.
Efficient parameter use and fully adaptable receptive fields are further leveraged in
Chapter 5, where displaced aggregation units are applied to several state-of-the-art ar-
chitectures for three different applications: image classification, semantic segmentation
and blind image deblurring. The network architecture withDAUs that is trained for im-
age classification is shown to automatically adapt to semantic segmentation task simply
by retraining the architecture on a new domain without needing any manual tuning
of its hyper-parameters that are related to the receptive field size. This is demonstrated
for AlexNet [19] and ResNet [25] architectures on PASCAL VOC 2011 [38] and City-
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scape [39] datasets. Furthermore, DAUs are demonstrated to fully replace the atrous
spatial pyramid pooling (ASPP) in DeepLab [30] architecture with no need for manual
tuning of dilation or filter patterns. Finally, the application ofDAUs to a state-of-the-art
architecture for blind image deblurring termed SRN-DeblurNet [40] results in an effi-
cient and compact network with only 25% of parameters needed. DAUs demonstrate
this performance on the GOPRO [41] dataset without the manual tuning of hyper-
parameters related to the receptive field sizewhile retaining the performance comparable
to the original network.
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2.1 Hierarchical Compositions
The key characteristic of compositional hierarchies that sets them apart from other hier-
archicalmodels is the explicit organizationof parts in compositions. Yuille andMottaghi
performed a detailed mathematical analysis of compositional hierarchies in [22]. They
defined compositional hierarchies using a hierarchical probabilistic graphicalmodel that
follows an executive-summary principle. This principle allows coarse higher-layer parts
to define the presence of an object whilemore detailed information about the object, for
instance its specific location, is encoded within the sub-composition tree. Object detec-
tion and recognition is implemented as inference with dynamic programming. Bottom-
up and top-down inference follows the maximum a posteriori estimation of the state
variables, in which state variables represent the top layer parts at each location. The
bottom-up process then infers only the information on whether the object exists in the
image while top-down inference is used to estimate the exact object location. They fur-
ther utilized part sharing to increase the parallelization of inference and showed that
inference time scales linearly with the number of layers.
Si and Zhu further showed that compositional hierarchies can be implemented as
AND-OR graphs [26]. In this approach, Hybrid image templates (HIT) [21] are used
as initial features, which are then extended into the hierarchy using AND-OR graphs.
During the learning process, each object in the training image is represented by an over-
fitted AND-OR graph, which is then refined by merging any shared features from the
graphs of multiple objects. The last step results in a model with a high level of share-
ability and compression while at the same time it is able to indirectly control the de-
gree of discrimination between the graphs of different object categories. On the task of
the detection and classification of animal faces, the model exhibited results comparable
to state-of-the-art methods using either supervised or unsupervised learning. However,
thismodel lacked incremental learning and did not utilize shareability to implement fast
and efficient inference.
Both Yuille’s [22] and Si’s [26] approaches relied on slow optimization to perform the
inference. Amore efficient compositional approachwas proposedbyFidler et al. [8]. In-
stead of using a probabilistic model or AND-OR graphs, they proposed an efficient im-
plementation of the compositional hierarchy, termed learned-hierarchy-of-parts
(LHOP).They proposed tomodel compositions as a geometrical configuration of parts
from lower layers using Gaussian distributions, starting with explicit Gabor features as
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first-layer parts. In contrast to [42], the features are not hand-coded, but are trained in
a generative way based on the statistics of neighboring feature co-occurrences found in
training images. Additionally, LHOP incorporates a fast matching algorithm by using
efficient indexing to infer compositions in a bottom-up manner as opposed to exhaust-
ivelymatching themwith all the features as in hierarchical clustering [43] or hierarchical
convolutional networks [19, 44]. The LHOPmethod also reduces exhaustive matching
only to lower-layer features, while a search in higher layers is focused only on features
that are supported by the lower layers. However, learning is not explicitly focused on
potentially useful discriminative features. Discriminative features can be extracted from
the lower layers when performing the classification of the whole image — for instance
with a linear classifier — but such classifier is not used when performing detection and
localization from top-layer compositions. Higher-layer compositions are only validated
on a separate set of images, and those that produce toomany false positives are removed.
The LHOP implementation based on information theoretic methods using a graph
theoretic framework was also proposed in [45]. Vocabulary learning was performed us-
ing a hybrid generative-descriptive model while the learning of statistical relationships
between parts was performed with the Minimum Conditional Entropy Clustering al-
gorithm. Themost descriptive parts were then selected with theMinimumDescription
Length principle while additional compression of parts was achieved by discovering sub-
structures within the parts. This approach has proven particularly useful for the shape-
retrieval task.
As shown in [46], the compositional hierarchy can provide layer-independent shape-
terminals that are sampled from all layers of the hierarchy and produce competitive dis-
criminative performance on the Caltech-101 [47] dataset. One drawback of the original
learning process was the strict bottom-up learning which freezes parts after the learning
of each layer is completed, thus losing the ability to refine lower layers with higher-layer
object-relevant information. This issue was addressed in [17] by learning the hierarchy
in an iterative manner with the bottom-up and top-down phases, which was shown to
produce vocabulary that is three timesmore compact and can result in 10% higher detec-
tionperformance. Large-scalemulti-class learningwas also addressed in [18, 48]. In [48],
several multi-class learning strategies, such as independent, joint and sequential learn-
ing, were evaluated while in [18] class taxonomies were proposed, which were built with
constellation models cascaded from coarse-to-fine resolution to achieve the logarithmic
scaling of detection time w.r.t. the number of classes.
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Shallow Hierarchies The popular deformable part model by Felzenszwalb et
al. [16] (DPM) can also be regarded as a hierarchical model, albeit a shallow one. The
authors proposed to organize Histogram of Oriented Gradients (HOG) [11] features in
a pictorial structure framework, which resulted in a highly flexible, rich and complex
model. The proposed model was built from one root filter and several part filters. Each
filter was applied to the HOG features, with the root filter being applied to coarse fea-
tures and the part filters being applied to finer ones. The deformation of each part fil-
ter relative to the root filter was then modeled with a hidden variable, which was then
learned with a latent support vector machine (SVM). The object categories were fur-
ther defined as a mixture of star-like models. This model was extremely popular prior
to the resurgence of deep networks since, in combination with hard-negative mining, it
achieved state-of-the art results on difficult datasets such as PASCAL VOC 2007 [49]
and INRIA Person [11] datasets.
The deformable partmodel was further extended by Leo et al. [50]with an additional
third layer, making the approach more similar to deep networks. They proposed to im-
plement a 3-layer tree-structure model with a fixed organization. The top layer had one
root node representing the entire object while the root node had 9 child nodes on the
second layer arranged in a 3 × 3 grid layout. The second-layer nodes further had 4 child
nodes arranged in a 6 × 6 grid layout. Learning was preformed with a structural SVM
and a non-convex objective function, but they introduced an incremental implement-
ation of the concave-convex procedure that is able to handle non-convex objectives in
deep structures with many training samples. This improved the results on more then
half of categories in the PASCAL VOC 2007 [49] dataset compared to the original
two-layer deformable part model. While excellent results were achieved, this model was
not fully compositional as its features were not built from previous layers as composi-
tions. All positive benefits stemming from the hierarchical compositional principles are
missing. The number of layers and the number of parts per layer is fixed and cannot be
learned from natural images; the sharing of features is non-existing as each layer is a sep-
arate HOG descriptor; and the lack of efficient indexing prevented fast detection since
the models of all categories have to be searched and matched. This makes deformable
models difficult to scale with a larger number of categories.
Limitations and Drawbacks Poor performance in discriminative tasks is often
the key weakness in many compositional hierarchies. This weakness often stems from
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generative learning, which optimizes for reconstruction and description tasks. The dis-
criminative tasks are then applied only on top of the features created for reconstruction
or description, which naturally may not contain needed information for discrimination.
Many generative models have been shown to improve performance when focusing on
discriminative features. While [51] does not follow the hierarchical approach, they used
a generative bag-of-words model and showed to achieve better discriminative perform-
ance between similar categories when adding the ability to discriminate using an SVM
classifier. Similarly, the work of Enzweiler et al. [52] showed the same trend, but they
approached the problem from a different direction. They started with a discriminative
model and added a generative one to show that, on the problem of pedestrian detection,
better results are obtained when generative and discriminative models are combined.
2.2 Neural Networks
In deep learning approaches, objects are represented in a hierarchical manner similarly
to the compositional hierarchies, however, the main difference is the absence of the ex-
plicit organization of parts as compositions. Despite the early discovery of the principles
of neural networks in the 1940’s and 50’s, major developments did not occur until the
1980’s with the introduction of back-propagation by Rumelhart et al. [53]. Their work
enabled the learning of neural networks with gradient-based optimization, thusmaking
it possible to model the complexity of visual objects in complex neural networks. This
was achieved with hidden neurons organized in a layered approach. Such organization
enabled the learning signal to be easily propagated from the top hidden units towards
the bottom ones, thus learning the whole network simultaneously. To avoid the local
minima — a common problem with gradient-based optimization — extra dimensions
were added to the weight-space, which resulted in over-complete models.
Back-propagation in neural networks was successfully extended to the visual domain,
specifically to digit recognition by LeCun [23]. This work demonstrated that good per-
formance cannot be easily achieved with a generic neural network that uses exhaust-
ive connections between the pixels of two layers. Instead, the proposed convolutional
neural network (ConvNet) addressed this issue with a weight-sharing technique, which
limits connections to a local neighborhood of pixels using locally connected weights
while encoding the translational invariance by running local features in a convolution-
like manner over 2D image locations. This constraint exploited the properties in visual
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domains, in which features are defined by their local surrounding and are repeatable
across 2D image locations, i.e. they are local and translation invariant. A two-layered
ConvNet was able to improve the accuracy of digit recognition from 87% with a gen-
eral neural network to 98.4% with ConvNet. A follow-up paper [7] further explored
ConvNets for hand-written character recognition and showed a network composed of 5
layers— two convolutional ones with a sub-sampling between them and two fully con-
nected ones— to outperform any other method. Both techniques of back-propagation
and weight sharing still represent the basic building block of any modern deep neural
network applied to the visual domain.
The early versions ofConvNetswere shown to successfully capture invariance to view-
point, illumination and clutter, however, they were not optimal for classification on
general categories. Huang and LeCun proposed to improve convolutional networks by
combining themwith support vectormachines [44]. ConvNetswere used as an efficient
way to learn feature extraction directly from input pixels while theoretically appealing
properties of SVM, with the convex loss function guaranteed to converge, enabled the
use of a powerful classifier. On a generic object recognition task, they showed to reduce
the classification error from 43% for SVMand 7.2% for convolutional nets to 5.9%when
hybrid system was used. In modern deep nets, end-to-end learning is usually preferred,
however, Huang and LeCun’s approach is often used today when end-to-end learning
is not easily achieved.
ModernDeepNetworks Amodern version of ConvNets was first introduced by
Krizhevsky et al. [19]. By incorporating several improvements they showed pure Con-
vNet model can outperform other methods on the general image recognition task. A
major contributing factor was the proposed Rectified Linear Unit (ReLU), which is an
alternative non-linear function that results in significantly reduced learning time. Com-
pared to sigmoid non-linearity more commonly used at that time, the achieved conver-
gence rate was six times faster. The proposed eight-layered network with five convo-
lutional and three fully connected layers, termed AlexNet, outperformed any classical
state-of-the-art approach, such as SIFT+Fischer Vector, on the ILSVRC [37] dataset.
Advancing AlexNet architecture even further, Simonyan and Zisserman proposed a
deeper network with 16 and 19 layers [54] termedVGG. Several deep layer organizations
of ConvNets were explored, and the best performance on the ILSVRC [37] dataset was
shown using 16 and 19 layers with four max-pooling layers. Their important finding is
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a successful replacement of the 5 × 5 convolutional kernel used in AlexNet with the
3 × 3 kernel that reduces the number of parameters while increasing classification accur-
acy. This model was even further advanced byHe et al., that investigated networks with
30 and up to 150 layers [25], which were termed ResNet. With that many layers, the
problem of vanishing gradients becomes a limiting factor, and to address this issue, they
proposed residual learning. They proposed an optional bypass for each layer, such that
by default, the network starts with the identity layer and simply passes bottom features
to the next layer. With the added residual learning, the network can learn specific layers
if they are needed but can easily ignore them if they are unnecessary. TheResNet model
is thus resistant to the vanishing gradient problem, and an arbitrary number of layers can
be easily stacked together. The network of 150 layers is shown to achieve state-of-the-art
performance on the ILSVRC [37] dataset.
Most modern networks also rely on several important improvements that are com-
monly deployed in above mentioned architectures, which made deeper networks pos-
sible. A powerful regularization technique for deep neural network was proposed by
Srivastava et al. [55]. This approach follows a technique common in machine learn-
ing that combines results from several randomly initialized models. To avoid building
multiple networks — a computationally expensive approach — they proposed to ran-
domly disable, or drop-out, different units in one neural network for a short period
of time during the learning process. This forces the remaining neurons to learn mul-
tiple models in a single network, thus resulting in a robust model. Each time that a
new set of neurons is disabled, the remaining neurons learn a separate model. Since
some neurons remain active over multiple drop-outs, they can be thought of as hav-
ing shared weights between multiple models. Applying this technique to the restric-
ted Boltzmann machine [56] is shown to reduce the test error rate on a variety of data-
sets such as MNIST [7], TIMIT [57], CIFAR [58], ILSVRC [37], SVHN [59], and
Reuters-RCV1 [60].
Another important improvement for deep networks was proposed by Lin et al. [61],
demonstrating good performance with ConvNets even without using fully-connected
layers. They proposed a Network-in-Network organization, which provides an addi-
tional convolutional layer with a 1 × 1 filter. Such layer can be considered as fully-
connected one applied to each pixel individually. They then showed that the fully-con-
nected layers on the top can be replaced with the 1 × 1 convolutional layer and a global
pooling function that performs an average operation over all pixels for one specific chan-
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nel.
Ioffe and Szegedy also proposed an important technique, termed batch normaliza-
tion [27], that significantly simplified the initialization of deep nets and allowed deeper
networks. The technique follows the standard principle of input normalization from
gradient optimization methods that ensures a similar gradient magnitude in all direc-
tions. In ConvNets, this can be easily done only on input data but becomes ineffective
on higher layers since the input data for higher layers is changing based on the gradients
from the lower layers. The same issue can be addressed with the proper initialization
of weights as shown by Glorot and Bengio [62], but they only mitigated the problem
and did not remove the underlying cause. Ioffe and Szegedy, on the other hand, com-
pletely eliminated the underlying problem by adding a feature normalization process
before each layer. They showed normalization based on a single batch of data, i.e. cur-
rent batch of data in mini-batch learning, is sufficient and allows for the normalization
over all features to be avoided, something not feasible with millions of training images.
Furthermore, they added a scaling and bias term to ensure that, if normalization is not
needed the network can easily learn parameters to bypass it. With batch normalization
the network is shown to achieve good result without manually tuning the initialization
of parameters and even surpassing the performance of regular ConvNets.
Limitations and Drawbacks Advancements in deep neural networks have res-
ulted in deep models with state-of-the-art performance for many tasks such as visual
classification [63], object detection [64], semantic segmentation [30, 65], image restor-
ation and de-blurring [40]. However, visual object representations that are embedded
in modern deep models remain an unknown. The unstructured nature of stacked fil-
ters prevents direct understanding and visualization of object representation by simply
analyzing connections between features in the hierarchy. Instead, approximate visual-
ization techniques had to be developed [66–68]. Further attempts at understanding
ConvNets also uncovered unintuitive behavior when small input perturbations were
applied [69]. Not only can the network be fooled with small or even one-pixel [70]
input perturbations, they have also been proven susceptible to real-world adversarial at-
tacks with simple stickers [71] or printed images [72], which significantly change the
prediction of the network without any perceivable changes to the human.
The lack of precise spatial relationships between high-level parts has also been iden-
tified as an important limitation in deep convolutional networks [29]. Viewpoint-in-
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variant capsule-like systems [29, 73] have been proposed as one possible direction to ad-
dress this, with the state-of-the-art results [74] achievedonMNIST [7] andSVHN [59]
datasets. However, the application to large-scale datasets has proven elusive with such
systems.
The lack of the explicit structure also results in a limited receptive field size, which has
been considered an important factor for deepnetworks in several previousworks [65, 75].
Luo et al. measured the effective receptive field in convolutional neural networks andob-
served that it increases as the network learns [75]. They suggested an architectural change
that foregoes a rectangular window of weights for sparsely connected units. However,
they did not show how this can be achieved. The approach of incorporating composi-
tional properties into deep networks proposed in this thesis is in direct alignment with
their suggested changes since the displaced aggregation units introduced in Chapter 4
are a direct realization of sparsely connected units suggested by Luo et al. The import-
ance of deforming filter units has also been indicated byDai et al. [76] that implemented
the spatial deformation of features with deformable convolutional networks. A general
non-euclidean-based formulation for non-grid-based input data was later proposed by
Chang et al. [77]. Both papers introduced a structure by explicitly learning feature dis-
placements on a per-pixel location basis for input activation maps and by sharing them
between all channels. However, by using the displacement only in the last layer and
applying the same displacement to all the features, this model cannot encode explicit
compositional structure into the features throughout the layers and therefore can only
capture high-level viewpoint and scale changes, while the receptive field of features still
remains limited by the grid-like kernel.
Several papers also focused on the number of parameters in deep networks. Eigen et
al. [78] performed an extensive evaluation to determine if parameters are better used for
more layers or formore features. However, their analysis was limited by a convolutional
filter design and they did not investigate how many parameters should be allocated in
spatial dimensions. Many other deep compression approaches also confirm the ineffi-
cient allocation of parameters by focusing on different aspects of the network, such as
weight and filter pruning [79, 80],weightquantization [81], low-rankoptimization [82],
knowledge distillation [83] or network architecture optimizations [84]. Most of such
approaches reduce the number of parameters through compression or the architectural
design change but do not focus explicitly on the allocation of parameters for spatial cov-
erage. As such, most compression techniques are complementary and can be applied to
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Hierarchical compositional approaches enjoy a range of advantages for object detection:
compact and scalable representations [48], robustness to occlusions [85] as well as faster
and efficient inference [8]. An important aspect of hierarchical methods that enable
those benefits is feature sharing. As an inherent characteristic of hierarchical models, it
allows complex mid-level features to be composed of simpler, lower-layer features, but
those same simple features can also be shared with other complex features in higher lay-
ers. For instance, the shape description of a wheel can easily be used to describe vehicles,
motorbikes or bicycles. Another example is the category of a cow sharing many sim-
ilar features with the horse. They share similarity in the description of their leg, of their
head and to a certain degree in the description of their overall shape (see Figure 3.1). The
nature of compositions allows hierarchical approaches to efficiently encode such similar-
ities and achieve a compact and scalable representation. Additionally, some hierarchical
models [32] also utilize the same power of shareability to lower the computational com-
plexity of detection by introducing fast indexing of features. They implement efficient
bottom-up inference by initiating a detection process from simpler lower-layer features
and gradually inferring more complex features in higher layers. Initial features limit the
search space of possible objects that can be found at a specific location and can be used
as indexes in higher layers to avoid an exhaustive search of all objects.
While shareability is important in hierarchical models it also introduces potential
problems. When hierarchies rely only on generative learning without explicitly optimiz-
ing for discrimination, shareability limits the performance and makes models prone to
two types of problems: (a) misclassifications among similar categories and (b) phantom
detections on background objects (see, Figure 3.2). Both issues are directly related to
feature sharing and to the lack of discriminative learning as similar objects are allowed
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Figure 3.2
Two types of prob-








to be composed from the same set of features, and no distinctive features are explicitly
searched for during learning. Category misclassifications therefore often occur with ob-
jects that have similar compositions such as in the case of a cow detector activating on
horses. The second problem, phantom detections, is frequently observed in textured
and cluttered backgrounds because the presence of different variety of low-level shapes
expands the search space to higher-layer compositions that are composed from those
shared low-level features. Without the ability to learn and focus on distinctive features,
shareability prevents proper classification and severely hinders the overall detection rate
in such hierarchies.
In this chapter, we explore and address the poor discriminative power of hierarchical
compositions that are constructed only from generative learning. A descriptor termed
Histogram of Compositions (HoC) is proposed. The proposed descriptor in combin-
ation with a classifier, such as Support Vector Machine (SVM), reduces the misclassi-
fication rate of similar categories as well as eliminates many false detections on a back-
ground. The proposed approach utilizes existing generative models produced by the
hierarchical method to obtain initial promising detections of objects. Each detection is
then further verified with the discriminative features encoded in the HoC descriptor.
The last step is referred to as hypothesis verification. Existing detections are used to
fully utilize category-specific information from the highest layers of a hierarchy while a
HoC descriptor, used to verify detections, is designed to include discriminative features
not always present in the highest layers of a hierarchy. This is achieved by reintrodu-
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cing lower-layer features with certain distinctive information capable of discriminating
between similar categories and between a foreground and a background, and further by
utilizing a classifier to learn the discriminative features.
The proposed approach bears several advantages stemming from the reuse of a hier-
archical structure inferred during detection: additional computational time for calculat-
ing other types of shapes or compositions can be avoided, detections can be verified only
for the detected category, and an exhaustive search with sliding windows can be avoided.
The latter also enables computationally more expensive classifiers to be used while still
supporting the scalability for large-scale category detection. AHoC descriptor is also ap-
plicable to other hierarchical compositional approaches that allow top-down reasoning
and explicitly model compositions.
We apply the proposed approach to the hierarchical compositional method termed
learned-hierarchy-of-parts (LHOP) and introduced by [8, 32]. This method contains all
the benefits of the hierarchical compositions mentioned above such as: (i) previously
presented benefits of shareability, (ii) fast and efficient inference, and (iii) robustness
to occlusions. However, this model lacks in its discriminative power, which is now ad-
dressed with the HoC descriptor that contains important discriminative information
extracted from the hierarchy itself.
3.1 Learned Hierarchy of Parts
In this section, we first provide a basic notation for the LHOP model, while we refer
the reader to [8, 86] for a more general description. A quick overview of the model is
depicted in Figure 3.3.
Wewill denote the vocabulary of hierarchical parts trained for up toL layers as a set of
N compositionsℒ = {P𝑙𝑖}𝑖=1∶N, where P𝑙𝑖 is an identifier of the 𝑖-th composition and
belongs to the 𝑙-th layer of the vocabulary. We will refer to composition as a definition of
a feature that contains a set of sub-compositions and their geometrical constraints stored
in the vocabulary while wewill refer to the activation of the composition in the image as
part. We define connections to other compositions with a set ofL𝑖𝑛𝑘𝑠(P𝑙𝑖)which holds
a list of sub-compositions on layer 𝑙 − 1 for each composition P𝑙𝑖 :
L𝑖𝑛𝑘𝑠(P𝑙𝑖) = {(𝑖𝑛𝑑𝑗 , P𝑙−1𝑗 )}𝑗=1..𝑛𝑢𝑚_𝑠𝑢𝑏𝑝𝑎𝑟𝑡𝑠(P𝑙𝑖), (3.1)
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where P𝑙−1𝑗 is the linked sub-composition on the previous layer, and 𝑖𝑛𝑑𝑗 is the local
index number for this sub-composition (see Figure 3.3).
Applying the vocabularyℒ to a given image ℐ , the algorithm infers a set of K activ-
ations of compositions, i.e. detected parts,𝒞(ℐ,ℒ):
𝒞(ℐ,ℒ) = {π𝑙𝑘}𝑘=1∶K, (3.2)
where 𝑘-th detected part on 𝑙-th layer π𝑙𝑘 = [P𝑙𝑘, c𝑘, λ𝑘] is defined by its vocabulary com-
position P𝑙𝑘 , its center location c𝑘 in the image and its response vector λ𝑘 = [λ(S)𝑘 , λ(G)𝑘 ,
λ(R)𝑘 ]. A response vector contains three separate values, in which each value is defined
recursively from its sub-parts. A shape’s strength value λ(S)𝑘 represents a magnitude of
all responses to Gabor features that are connected in the part. A geometric variabil-
ity of shape λ(G)𝑘 represents the spatial variability of a sub-part relative to the definition
of allowed variability in composition P𝑙𝑘 , and a part realization value λ(R)𝑘 represents a
portion of actually detected sub-parts relative to the number of all sub-compositions as
defined by the composition P𝑙𝑘 . We also define a set of links Λ(π𝑙𝑘) as a list of sub-parts
pointing to the previous layer 𝑙 − 1 parts:
Λ(π𝑙𝑘) = {(𝑜𝑓𝑓𝑝, 𝑖𝑛𝑑𝑝, π𝑙−1𝑝 )}𝑝=1..𝑛𝑢𝑚_𝑠𝑢𝑏𝑝𝑎𝑟𝑡𝑠(π𝑙𝑘), (3.3)
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where π𝑙−1𝑝 is the linked sub-part on the previous layer, 𝑜𝑓𝑓𝑝 = (𝑥, 𝑦) is the offset loc-
ation relative to the part’s position c𝑘 , and 𝑖𝑛𝑑𝑝 is the index number matching to the
corresponding sub-composition index in L𝑖𝑛𝑘𝑠(P𝑙𝑘). We can use Λ(π𝑙𝑘) to recursively
obtain a list of all sub-parts for π𝑙𝑘 . We term the list of all sub-parts obtained this way an
inferred parse tree while using the L𝑖𝑛𝑘𝑠(P𝑙𝑖) in the same recursive process would yield
a list of all recursively traced vocabulary compositions that we term a vocabulary parse
tree.
The last layer in the vocabulary is normally category specific and each vocabulary com-
position PL𝑖 from layer L directly identifies one trained category. The corresponding
L𝑖𝑛𝑘𝑠(PL𝑖 ) at layer L point to compositions that model different views or specific ob-
ject instances of a category associated with PL𝑖 . The inferred parts activated in the image
in the last layer L will correspond to detected objects in the image and are defined as a
set of detected objects from a given imageℐ :
𝒟(ℐ,ℒ) = {(πL𝑗 , 𝑐𝑎𝑡𝑗 , 𝑟𝑗)}𝑗=1∶J, (3.4)
where 𝑐𝑎𝑡𝑗 is a detected category, and 𝑟𝑗 = (𝑥, 𝑦, 𝑤, ℎ) is a detection’s bounding box.
Note that the detection’s bounding box 𝑟𝑗 is not a simple location of all detected first-
layer parts, but a more accurate location of the object can be deduced from sub-compo-
sitions of a corresponding vocabulary composition PL𝑗 . This can be achieved with a top-
down projection by taking the information about the offset from the center of each sub-
composition from composition PL𝑗 and applying those offsets to the correspondingly
detected sub-parts in the image to calculate the center and theboundingboxof apossible
object detection.
3.2 Understanding Low Discriminative Power in LHOP
An insight into the reasons for low discriminative power in LHOP can be gained by
focusing on false detections produced by this method. We can categorize problematic
detections into two principal cases depicted in Figure 3.2:
(i) Misclassifications of visually similar categories.
(ii) Phantom detection on the background and on a highly textured object.
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3.2.1 Category Misclassifications
Misclassifications occur with objects that have a high degree of visual similarity, such
as a similarity between a cow and a horse, or between a bicycle and a motorbike (see
Figure 3.1). In such cases, the hierarchical compositions created during the learning pro-
cess will naturally share many sub-compositions. When a generative learning process is
used, the training focuses on finding a general set of features by using statistics of spatial
feature co-occurrences to generate new compositions. This process creates a compact
representation of features and has been shown to produce a highly compressed set of
parts mostly in lower layers [48]. In lower layers, features have a small receptive field
and therefore do not capture complex shapes. In this case, generative learning and the
sharing of parts is beneficial for compression as many categories of different, and even
visually dissimilar objects, can share as many features as possible. In LHOP, the second
and the third layer are therefore trained across all different categories at once and have
been shown to learn a stable set of general compositions used across different categor-
ies [87].
However, at higher layers, sharing can introduce ambiguity in discrimination for sim-
ilar categories. Higher layers are usually trained independently for each category so that
the process can focus on the statistics of part co-occurrences for a specific category and
produce more complex and category-specific parts. Compositions produced this way
will be descriptive enough for one category, but very often two categories will share
many visual characteristics such as in the case of a horse and a cow. In such cases, the
same compositions produced for one category will also be able to describe another cat-
egory since the learning process is only generative and not discriminative. This problem
can also be viewed from the perspective of granularity at higher layers. For instance,
some bicycle wheels andmotorbike wheels look sufficiently different, and it may be bet-
ter not to share them, but they are still shaped as circles, and at higher-layer generative
learning will generate similar compositions to describe them. Higher layers, therefore,
lack granularity to distinguish between such examples, however, this granularity is better
at middle or lower layers, in which there are enough small details to make a successful
distinction. Without an ability to focus on such distinctive features, a high degree of
sharing prevents the model from discriminating between similar categories and makes
classification highly ambiguous.
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3.2.2 Phantom Detections
Similarly as with many other approaches that do not learn with negative samples, the
second problematic case occurs when there are too many cluttered objects on the back-
ground. Phantom detections may be found on such backgrounds, particularly, when a
image has many textured objects, and they cause first-layer features, responses to Gabor
filters, to activate too densely and in too many orientations. In such cases, one location
may contain all types of first-layer features, which brings noise into the inference pro-
cess. During the inference process, a candidate composition is verified if amajority of its
sub-compositions satisfy all of the following conditions: (a) it matches to one of the al-
lowed sub-composition types, (b) is present around a specific offset from the central sub-
composition with an allowed degree of variability and (c) it has high enough response
vector λ𝑘 values. When too many features are present around the center of a candidate
part, all of the above conditions will be met too frequently, which can produce many
phantom detections. Additionally, due to the nature of hierarchies, false compositions
will propagate upwards the hierarchy, resulting in an exponential increase of false detec-
tions. One solution would be to have a more conservative last condition (c), but this
also has an effect of eliminating too many correct compositions.
Another reason for phantom detections as well as for category misclassifications can
also be attributed to the inference process, in which only the presence of features is ac-
counted for, but the presence of any negative features does not prevent positive compos-
itions from forming. For instance, when a bicycle detector infers an object, it will only be
focused on a general features of a bicycle while the presence of any other features, such
as a motor or maybe a petrol tank and exhaust system from a motorbike, will not affect
this process. Sometimes this can be beneficial and enables robustness to possible noise
around the object. For instance, when a person is riding a bicycle, the detector should
not consider the person as a negative feature. However, in the presence of a motorbike
or highly textured background the negative features should be taken into account in the
learning process to improve discrimination.
3.2.3 Existing Approach to Discriminative Problems in LHOP
In LHOP, the final detection πL𝑗 found at the object layer L is assigned a score from
the response vector λ𝑗 = [λ(S)𝑗 , λ(G)𝑗 , λ(R)𝑗 ], which is computed recursively from its sub-
compositions. However, this response vector contains a description of an object from
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three specific characteristics that are not always discriminative enough for a successful
classification. The strength of the shape, captured by the λ(S)𝑗 value, can result in either
a low or high value for the correct detection, depending on the magnitude of the edges
in the image, and is therefore not a good value for discrimination. The geometric vari-
ability λ(G)𝑗 is also not a good value for discrimination since a high degree of geometric
shape variability within the category is needed to achieve invariance to the viewpoint,
rotation and articulation. For instance, the shape of a cow’s legs or its headmaymove in
certain directions thus creating variability of the shape that the model must capture for
the correct description. Using the ratio of detected sub-compositions λ(R)𝑗 may also not
be appropriate since the value will be low when not all sub-compositions are present,
resulting in poor robustness to occlusions. However, in practice, λ(R)𝑗 has proven to
perform much better than other values.
Using response values from only the top composition in the inferred parse tree, i.e.
only the root node of the inferred parse tree, reduces the ability for successful discrim-
ination. Even though those values are computed recursively from sub-compositions of
the inferred part tree, any information important for discrimination may not get fully
included. For instance, if a distinction between a cow and a horse is only within a small
subset of features, such as features describing the udder, then even if those compositions
may have distinctive response values, they represent only a small subset of features in the
whole inferredparse tree. Basedon thedefinitionof response values, a small subset of fea-
turesmaynot have enough impact on the final response value higher in the hierarchy. In-
stead of using top composition themselves, our previous work [88] experimented with
parts from the parse tree of the root node. To a certain degree, this approach has mitig-
ated the problemof phantomdetections on the background and improvedperformance
compared to using only the root node values but only for cases where other positive fea-
tures present in the inferred parse tree are weak enough, i.e. they have low response
values. However, many other phantom detections can not be handled this way, particu-
larly the ones where important negative features are not part of the inferred parse tree.
3.3 Histogram of Compositions
We address the problem of low discriminative power by proposing a novel descriptor
calledHistogram of Compositions (HoC). In the descriptor, we accumulate the inform-
ation of all the compositions from a specific region into the histogram and use a classifier
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to learn the distinctive features important for discrimination. Based on observations in
Section 3.2, we focus on accumulating lower-layer compositions found within a specific
region. This allows us to address three important issues:
(i) we can avoid using only the root node response value which may not contain
proper discriminative informationpresentwithin the features of an inferredparse
tree, and we can focus on compositions that do contain discriminative informa-
tion,
(ii) we address the lack of granularity in higher layers and can capture smaller features
that may not have survived all the way up to the top layers but can still be import-
ant for discrimination, and
(iii) we can capture features that are not part of a root’s inferred parse tree despite
covering the same area, but they can be significant for proper discrimination.
3.3.1 Definition of HoC
We describe the proposed descriptor over a rectangular image regionΩ. As a first step,
the input image is processed with an LHOP inference process, which activates a set of
compositions, i.e. detects a set of parts𝒞(ℐ,ℒ) = {π𝑘}𝑘=1∶K within the regionΩ. A
histogram of detected parts is then calculated over the library of compositionsℒ within
that region. We provide a notation for the parts collected only from the 𝑙-th layer. To
encode the spatial layouts of the detected parts, the region is split into several subregions,
Ω = {ρ𝑚}𝑚=1∶M. Fromeachpartition ρ𝑚, a histogramℋ𝑚 over the entire library of com-
positions is extracted. The value of a histogram bin corresponding to the part identifier




where δP𝑖(P𝑘) is the Kronnecker delta centered atP𝑖 , and𝑤(π𝑘, ρ𝑚) is a weighting func-
tion that assigns a weight by which a detected part contributes to the histogram bin for
the specific composition P𝑖 . The descriptor of a region Ω for 𝑙-th layer is defined as a
concatenation of all histograms from its subregions, i.e. ℋ (𝑙) = [ℋ1, … ,ℋM]. The
final descriptorℋ is formed by a concatenation of histograms from selected layers:
ℋ = [ℋ (𝑙1), … ,ℋ (𝑙N)], (3.6)
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Figure 3.4
An overview of hypothesis verification with the HoC classifier on the example of a bottle detection. Possible detec-
tion locations are first extracted using an LHOP vocabulary. For each region a Histogram of Compositions is com-
posed from the second and the third layer compositions. Additional partitioning in the form of a Spatial Pyramid
Match is applied to encode spatial information. Finally, an SVM classifier with HoC features is used to obtain the
final probability score of each detection.
where [𝑙1, 𝑙2, ..., 𝑙N] is a set of layer numbers used for the final descriptor. In general,
an arbitrary set of layers can be used, but as highlighted in the previous section, we focus
only on lower-layer parts.
3.3.2 Hypothesis Verification Using HoC
The HoC classifier, an SVM classifier in our case, is used to categorize the region where
the HoC descriptor was extracted. An overview of hypothesis verification is depicted in
Figure 3.4. Initial detections𝒟(ℐ,ℒ) obtained from the LHOP model are reused to
avoid using sliding windows. The HoC descriptor is computed only for the LHOP de-
tections and the verification is run only for the detected object category. We refer to this
step as hypothesis verification. As the number of locations where the HoC descriptor is
computed is limited only to the detected regions, this allows for the use of a more com-
plex radial-based kernel in SVM.With hypothesis verification, we also address phantom
detections in the background, and can therefore afford to have slightly less conservative
thresholds in the inference process. This way, potentially more detections are produced,
including correct detections, but the inference process still has to remain conservative
enough to avoid an explosion of higher-layer parts and consequentially an explosion of
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Figure 3.5
Examples of HoC descriptors for three categories: (a) apple-logo (top row), (b) bottle (middle row) and (c) mug (bottom row). One
foreground and one background example is shown for each category.
phantom detections.
We define hypothesis verification for each detected object in𝒟(ℐ,ℒ) from where
category information 𝑐𝑎𝑡𝑗 and detected bounding boxes 𝑟𝑗 are obtained. The detection’s
bounding box 𝑟𝑗 is used as the initial region and the HoC descriptorℋ𝑗 is computed
from the detected parts of the lower layers within the region 𝑟𝑗 . Several examples of
HoC descriptor computed from various regions are shown in Figure 3.5. When extract-
ing compositions for HoC, a vocabulary pre-trained on a general set of images can be
used. However, sinceHoC is based on the same LHOPmodel that is already used in the
detection step, the existing vocabulary canbe reused. An additional inference stepwith a
second vocabulary is avoided, and the time required to perform inference is reduced. All
computed descriptorsℋ𝑗 are then filtered by a non-linear SVM with a category model
𝑐𝑗 . In the final step, a greedy non-maximum suppression is performed.
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3.4 Analysis and Evaluation
The proposed combination of the HoC descriptor with LHOP is evaluated with a set
of five experiments. First, theHoC descriptor is compared against a similar shape-based
descriptor, Histogram of Oriented Gradients [11], to assess the performance of the de-
scriptor itself. Then, the improvements in discriminative power are evaluated by focus-
ing on the rate of misclassifications between similar categories and on the rate of mis-
classifications on the backgrounds. The experiments are focused on shape-specific data-
sets since LHOP is only shape based and does not take into account any information
about texture or color. A comparison to HOG is performed on the Caltech-101 [47]
dataset while misclassifications are evaluated on the combined images of theWeizmann
horses [33] and Leeds cows [34], on the MPEG-7 CE-Shape-1 [35] dataset and on the
ETHZ Shape Classes [36] dataset. For the purpose of comparison, an additional detec-
tion with sliding window and a linear HOG classifier is also performed for the latter
three datasets. Additionally, we compare our approach to the deep approach at the end
of this section.
3.4.1 HoC Descriptor
We performed a comparison to the Histogram of Oriented Gradients [11] descriptor as
an initial confirmation of the proposed descriptor. TheHOGdescriptorwas selected for
its popularity in state-of-the-art detectors [16, 89] as well as due to its similarity to HoC
and its shape-specific design. In this evaluation, image-level classification is performed
by inferring images only up to the 3rd layer and then extracting the descriptor for the
whole image. We followed the methodology of Vedaldi et al. [90]: different numbers
of examples are used for training, ranging from 10 to 30 examples per category, testing
is performed on 15 randomly selected examples per category from the rest of the images,
and finally the experiment is repeated five times to account for any randomness.
We evaluated three versions of the HoC descriptor based on a different set of LHOP
layers: (i) using only the second layer, (ii) using only the third layer and (iii) using both
the second and the third layer parts combined. We experimented with polar-based par-
titioning for the spatial sub-regions in our prior work [91] but have later found Spatial
Pyramid Match [92] (SPM) a more appropriate one since it captures parts at different
region granularity. As the most balanced trade-off between the granularity of regions
and the number of regions, we used three layers in SPM, adding to a total of 21 sub-
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regions. The contribution of each composition π𝑘 in the histogram was weighed by the
geometric variability λ(G)𝑘 of the part:
𝑤(π𝑘, ρ𝑚) = {
λ(G)𝑘 c𝑘 ∈ ρ𝑚
0 c𝑘 ∉ ρ𝑚
. (3.7)
To obtain generic library of compositions with three layers, the LHOP vocabulary was
trained on 250 general images which produced a library with 77 compositions on the
second layer and 445 compositions on the third layer.
TheHOG descriptor was computed using the binaries fromDalal & Triggs [11] with
8 × 8 pixel wide cells and 16 × 16 pixel wide blocks. For orientation, nine binning were
used with L2-Hys for block normalization schemes. For HOG, all images were resized
to 64 × 64 pixels as that proved to perform best in our experiments. This produced a
1764-dimensional HOG descriptor. SVM for both descriptors was implemented using
one-vs-all LIBSVM [93] with the RBF kernel and chi-squared distance function (RBF-
𝒳 2).
Results of comparison The results of all three versions of HoC compared to HOG are
shown in Figure 3.6. All three versions outperform HOG by approximately 5−10 per-
centage points, confirming the superior performance of our descriptor. The second layer
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outperforms HOG by just over more than 5 percentage points while the third layer per-
forms even better with additional 1–2 percentage points better than the second layer.
The best result is obtained with the combined second and third layer which performed
by more than 10 percentage points better than the HOG descriptor. Since the best per-
formance was achieved by a combination of the second and the third layer, only this
version was used in the remaining experiments.
3.4.2 Misclassifications between Similar Categories
Next, the discriminative capabilities of the HoC descriptor are evaluated by comparing
the performance of only the baseline LHOP detections without the HoC and the de-
tections verified with HoC classifier. The LHOP model is first trained for up to 6 lay-
ers with an additional 7th layer acting as a category identification. During the training,
all the input objects were resized to their diagonal size of 250 pixels, thus creating cat-
egory models of the same size. A portion of the detected sub-compositions λ(R)𝑘 is used
as a probability score for the baseline LHOP while a score returned by SVM is used
for the HoC classifier. Additional hard-negatives are also mined from the same set of
training images when learning the HoC classifier. We classified all detections that had
the intersection-over-union (PASCAL IoU overlap criteria [94]) factor with the ground
truth less than 0.3 as negative samples while the detections with the overlap criteria of
more than 0.7 were used as additional positive samples. Due to a possible small training
sample size, 10% of theCaltech-101 images were sampled for additional hard-negative ex-
amples. Detection for hard-negatives as well as the final evaluation is always performed
using a multiscale approach. Firstly, images are resized by a factor of 2.0 and then gradu-
ally down-scaled by a factor of √2 to produce a maximum of 10 scales per image.
Weizmann horses and Leeds cows dataset The rate of misclassification between two
similar categories is assessed with an experiment performed on amerged dataset ofWeiz-
mann horses [33] andLeeds cows [34]. Each category is evaluated separately by first learn-
ing themodel for each category onhalf of the images containing the trained category and
by testing on all the remaining images of bothWeizmann horses andLeeds cows datasets.
For both the baseline method and the HoC classifier, the LHOP model was trained on
masked images that are available in both datasets. Ground-truth masks were used for
the learning images as they provided noise-free contours. Note that the masked images
were usedonly during the trainingprocesswhile thenon-masked (i.e. RGB) imageswere
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used for the testing.
Since the focus of this evaluation is only on the problem of misclassification between
the similar categories, the detections on background objects that do not intersect with
the ground-truth region at all are excluded from the evaluation. We provide the results
with the included background detections in Section 3.4.3. The results between misclas-
sifications of horses and cows are shown in Figures 3.7 for the horse detector and in Fig-
ures 3.8, for the cow detector. In detection of horses, an improved ability to discriminate
can be seen in both detection-FPPI as well as in the precision-recall metrics. While the
baselinemethod is able to correctly identify horses with amean average precision (mAP)
of around 0.61, the inclusion of the HoC classifier is able to improve this to a mAP of
around 0.96. Similar improvements can be seen in cow detection, in which the perform-
ance in the precision-recall metric as well as in the detection-FPPImetrics are both signi-
ficantly improved with the HoC classifier. In this case, a baseline cow detector is able to
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detection-FPPI graph,
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tions in green, wrong
detections in red and
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ing box in gray).
detect objects with a mAP of only 0.15 while the HoC classifier increases mAP to 0.84
and therefore significantly boosts discriminative power. Those results are summarized
in the top row in Table 3.1. Additionally, the improved discrimination also increased
the overall detection rate since HoC classifier is able to detect around 10% more horses
and cows. The increased detection rate can be contributed the improved discriminative
ability of the provided probability score. When the probability score is not discriminat-
ive enough, incorrect detections within the object may suppress the correct ones during
the non-maximum suppression process and reduce the number of correctly identified
positive detections.
As an additional reference, the HOG descriptor with sliding windows was also run
with the results reported in the same set of graphs (see Figures 3.7 and 3.8). We can notice
thatHoC outperformsHOG in horse detection, but for cow detectionHOGpreformed
better. Worse performance of the LHOP method in cow detection can be attributed to
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Table 3.1
Results on the combined dataset of Weizmann horses [33] and Leeds cows [34] with reported separate results for the category misclassi-
fications only in the top row and with included phantom detections in the bottom row.
Horse (mAP) Cow (mAP)
LHOP LHOP/HoC HOG LHOP LHOP/HoC HoC-SW HOG
Misclassifications only 0.61 0.96 0.93 0.15 0.84 0.96 0.98
Misclassifications and
phantom detections 0.28 0.91 0.83 0.07 0.83 0.92 0.98
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Figure 3.9
All 70 categories of the MPEG-7 Shapes [35] dataset. A high degree of misclassifications was observed between the highlighted classes.
missed detections as only 85% of the samples were detected. This is confirmed by the
experiment in whichHoC is used with the sliding windows instead of the LHOP detec-
tions. In this case, the detection rate increases above 95%. Nevertheless, the discrimin-
ative power of HoC is comparable to HOG’s power as a sharp leveling of the curve (see
Figure 3.8a) can be observed in both descriptors.
MPEG7 shape dataset Further evaluation of the category misclassification was per-
formedon theMPEG-7 Shapes [35] dataset. This datasetwas chosen for its large number
of shape-specific classes with 70 different categories contained in the dataset, as depicted
in Figure 3.9. Many of those categories are fairly similar to each other, whichmakes them
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A confusion matrix for the results of the MPEG-7 Shapes [35] dataset for three methods: (a) the LHOP baseline, (b) our method with
LHOP and HoC as hypothesis verification and (c) the HOG descriptor as an additional comparison.
a good candidate for evaluating the misclassification rates between multiple categories.
The dataset was preprocessed by rotating all the objects in the images to the position
of the first sample in the class to ensure the correct orientation required for the LHOP
method, which can only deal with around 10−15 degree of rotation. To accommodate
for the detection of certain smaller-sized objects present in the MPEG-7 Shapes data-
base, initial resize factor was increased to 2.2, and amaximum of 15 scales per image were
allowed when running multiscale detection. Learning was performed on all categories
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Table 3.2
Results of the selected MPEG-7 Shapes [35] classes in which a high degree of misclassification can be observed. We
report mean averaged precision (mAP) of each selected category and averaged mAP over all 70 categories in the
last row.
Category LHOP HoC HOG LHOP HoC HOG
device4 0.46 0.63 0.03 hcircle 0.01 0.12 0.48
device6 0.46 0.56 0.19 ray 0.27 0.60 0.02
device8 0.57 0.77 0.02 tree 0.01 0.21 0.68
frog 0.20 0.57 0.11 truck 0.02 1.00 0.79
glas 0.17 0.50 0.89 watch 0.14 1.00 0.18
hat 0.07 0.14 0.01 Average 0.38 0.72 0.49
at once in an incremental order for each category. Half of the images were used for
the training and another half for the testing, therefore having 10 training images and 10
testing images per category. While learning was performed jointly for all categories, the
evaluation was performed for each category separately and the detections from one class
did not influence other classes.
The confusion matrices are shown in Figure 3.10, where the matrices were created
from the columns of misclassifications, with one column representing the detections
for a single category. We created the confusion matrix by taking only the detections at
the ideal point in the ROC curve [95] and performed this for each category individually.
As an ideal point, we took a point on the curve closest to the best detection rate with
the minimum number of false positives per image (FPPI), i.e. point closest to (0, 1).
This allowed to gauge the best discriminative performance of the score returned by the
detector at the point where most of the positive regions were correctly classified.
Looking at both confusion matrices, we can see significant improvements of the mis-
classification rate across all categories. The baseline LHOP has many misclassifications
among different categories named device. This can be expected due to a high degree
of similarity between those categories (see Figure 3.9). However, misclassifications are
also present in other categories. For instance, the categories of frog, glass and guitar are
often misidentified between different classes of devices, and detectors for a truck and a
tree frequently misidentify forks, pencils and watches for trucks and trees. Poor misclas-
sifications in the baseline LHOP can also be seen in the overall detection accuracy with
an averaged accuracy over all categories of only 0.49. After applying the HoC classifier,
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most of themisclassifications are eliminated, but some newmisclassifications of categor-
ies hcircle, hat and a ray are now present in certain classes of devices. However, even in
those cases, mAP is considerably improved with overall mAP averaged over all 70 cat-
egories increased from 0.38 to 0.72, as can be seen in Table 3.2. A significantly smaller
amount of overall misclassifications also affected the overall detection accuracywhere av-
eraged accuracy over all 70 classes has increased by almost 40% from 0.49 to 0.69. Addi-
tionally, theHoC classifier is consistently observed outperforming theHOGdescriptor,
with a 45% increase in mAP for the HoC classifier.
3.4.3 Misclassifications on Background Objects
Next, an evaluation of misclassified detections on background objects was performed,
following the same experimental setup as in both previous subsections. The LHOP
vocabulary was trained with up to the 7th layer, the portion of realized parts λ(R)𝑗 was
used as a detection’s probability score in the baseline LHOP, the SVM classifier score
was used for hypothesis verificationwithHoC, andhard-negative detectionsweremined
from the training images and from the additional 10% of the Caltech-101 images when
learning the HoC classifier.
Weizmann horses and Leeds cows dataset The evaluation of background misclassifica-
tions on Weizmann horses and Leeds cows dataset was performed with the same experi-
ment as in the previous section with the exception that this experiment considered de-
tections on backgrounds as well.
The results are shown in Figure 3.11 for the horse detector, and in Figure 3.12 for the cow
detector, with all of them following the same trends as in our previously reported results.
With included background detections, the baseline LHOP achieved a mAP of around
0.20 for the horse detection while our improved method achieved a mAP of 0.85 for the
same category. The same trend appears in the cow detection where mAP for the baseline
method is only 0.07 while the HoC classifier is able to increase mAP to 0.85. Note that
the results containnot only the improvements due to lower phantomdetections but also
due to the improvements in category misclassification. However, we can also observe
a difference compared to the results from the previous experiment in which phantom
detectionswere excluded, andwe cannowdeduce the improvements for thebackground
misclassification. The results of both experiments are also summarized in Table 3.1. In
both the baseline method and the HoC classifier, the performance of detectors with
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Figure 3.11
Results of the evaluat-
ing phantom detection
rate with the included
category misclassific-
ation on Weizmann
horses [33] and Leeds
cows [34] datasets.
The figure shows the
results for the horse
detector with (a) a
detection-FPPI graph,
(b) a precision-recall
graph and (c) the ex-
amples of detections
with and without the
HoC classifier. (correct
detections in green,
wrong detections in red
and ground-truth in
gray).
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background objects is reduced, but with the HoC classifier the reduction is only from
a mAP of 0.96 and 0.84 to a mAP of 0.91 and 0.83 for the horse and the cow detector,
respectively. While for the baseline method, the reduction is from a mAP of 0.61 and
0.15 to only 0.28 and 0.07 for the horse and the cow detector respectively. The results
indicate that the HoC classifier is able to maintain a much lower misclassification rate
compared to the baselineLHOP.TheHoCclassifierwas able tomaintain a higher degree
of discrimination in spite of the presence of background objects while in the baseline
method, the performance dropped by more than half when background objects were
present.
Comparing to the HOG descriptor, we also observe a similar pattern as in the pre-
vious experiment, in which HoC performed better for horse detection while HOG per-
formed better for cow detection due to a lower number of overall detected objects by
the LHOP method. As in the previous experiment, replacing the LHOP hypothesis
Object Discrimination in Hierarchical Compositions 41
False Positives Per Image (FPPI)



















































Results of the evaluat-
ing phantom detection
rate with the included
category misclassific-
ation on Weizmann
horses [33] and Leeds
cows [34] datasets.
The figure shows the
results for the horse
detector with (a) a
detection-FPPI graph,
(b) a precision-recall
graph and (c) the ex-
amples of detections
with and without the
HoC classifier. (correct
detections in green,
wrong detections in red
and ground-truth in
gray).
generation with sliding windows improves the detection of the missing samples.
ETHZ Shapes Classes dataset Further evaluation of the category classification was per-
formed on the ETHZ Shape Classes dataset [36], following a standard protocol for this
dataset: half of the images that contained the selected category were randomly chosen
for the training while the other half was used only for the testing. All the other images
that did not contain the category objects were used only for the testing. Selected cat-
egory training images were used to train the LHOP library ℒ for up to 7 layers. The
experiment was repeated 10 times and performed independently for each category.
Based on the results reported in Table 3.3, considerable improvements across all five
categories can be noticed when using the HoC descriptor. The HoC classifier outper-
formed the baselinemethod for all categories on average by around 20percentage points,
producing a detection rate of 89% versus 67% for the LHOP at 0.4 false positives per im-
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Table 3.3
Evaluation results on ETHZ Shape Classes [36] with a reported detection-rate (%) at 0.4 FPPI averaged over ten iterations (standard
deviation values are shown in parentheses). Note that in the reported results, the detections were classified as positive if intersection-
over-union with the groundtruth was more than 0.5.
Apple logo Bottle Giraffe Mug Swan Average
Baseline LHOP 90.4 (5.7) 86.7 (8.7) 44.8 (12.4) 66.2 (7.6) 45.1 (14.2) 66.7
LHOP + HoC (our) 91.4 (4.6) 96.6 (2.9) 85.7 (5.8) 92.3 (4.4) 79.3 (9.0) 89.0
HOG [11] + linear SVM 92.7 (6.7) 90.7 (7.5) 71.3 (6.0) 88.2 (6.4) 68.9 (10.7) 82.4
age (FPPI). The least discriminative improvement was achieved for the apple logo and
bottle categories, in which the baseline already achieved a detection rate of 90.4% and
86.7% respectively. Good results for these two categories are achieved due to relatively
small geometrical variations, which enable good discrimination between false positive
and true positive detections. Nevertheless, the improvements on these two categories
are 1% and 10% points for the apple logo and the bottle respectively. The highest discrim-
inative improvement is achieved for the categories of giraffe and swan, in which the de-
tection rate at 0.4 FPPI is almost doubled from 44.8% and 45.1% to 85.7% and 79.3% for
the giraffe and swan respectively. Both of those categories have a high degree of inner-
class geometrical variability that prevents good discrimination in the baseline method.
The results of theHoC classifier indicate that with the inclusion of lower-layer parts, we
are now able tomore easily distinguish between false positives and true positives in such
categories.
Additionally, the HoC classifier outperformed HOG in all categories except in the
apple logo category, in which HOG performed by 1 percentage point better than HoC.
3.4.4 Comparison with a Deep Network
Finally, we compare the proposed pipeline of the LHOPdetectorwith ourHoCdescrip-
tor against the deep network. Specifically, we compare it against a variant of convolu-
tional neural network (CNN), the R-CNN [96]. This method implements a full detec-
tion pipeline with both localization and classification. The localization is implemented
with the region proposal generator using the selective search [97] and the classification
is implemented with the convolutional neural network based on the AlexNet [19] ar-
chitecture. In our experiments, the convolutional network was pre-trained with the
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ILSVRC-2012 [37] dataset using the network proposed by Krizhevsky et al. [19], and
the final classification layer was trained with theMPEG-7 Shapes training set. The eval-
uation is performed on theMPEG-7 Shapes [35] dataset that has shape-specific categor-
ies. This ensures a fair comparison with the LHOP model, which currently ignores any
color or texture features. The evaluation is carried out with two types of experiments:
(a) one with the original images from MPEG-7 Shapes and (b) one with corrupted im-
ages to evaluate the robustness to occlusions. Both sets of experiments were conducted
under the same conditions as the experiment on theMPEG-7 Shapes dataset from Sec-
tion 3.4.2.
In the first experimentwith theoriginal images,R-CNNachieved amAPof0.95while
the LHOP/HoC pipeline achieved a mAP of 0.72. The higher score for R-CNN can be
contributed to its learning process, which maximizes the discriminative objective, thus
achieving better discrimination.
The second set of experiments evaluated the robustness of the algorithm to various
types and levels of occlusion. Two types of occlusions are evaluated: (i) one with the
object being occluded from left-to-right and (ii) one where the object is occluded from
center outward. Both types are varied with different levels of occlusion, ranging from
20%–50% for left-to-right and ranging from 10%–30% for center-outward occlusion (see
Figure 3.13). The occluded images are used only during the testing while the training was
performed on the original images. The results with both types and various levels of oc-
clusion are shown in Table 3.4. The performance of both methods slowly decreases as
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Table 3.4
Results of the evaluation on MPEG-7 Shapes [35] with an additional occlusion either from left-to-right or from center-outwards. We
report averaged mAP over all 70 classes for each experiment.
mAP Baseline/ no
occlusions
Occluded left-to-right Occluded center-outward
20% 30% 40% 50% 10% 20% 30%
R-CNN 0.95 0.86 0.71 0.49 0.003 0.09 0.04 0.02
LHOP + HoC (our) 0.72 0.62 0.47 0.31 0.16 0.53 0.42 0.30
Mask R-CNN (ResNet-50) 0.95 0.93 0.85 0.56 0.02 0.71 0.33 0.09
the level of occlusion increases. R-CNN becomes significantly prone to left-to-right oc-
clusion when more than 50% of the object is not visible, achieving a mAP of less than
0.01, while the LHOP/HoC pipeline was able to outperform it and achieve a mAP of
0.15 at the same level of occlusion. The robustness of LHOP/HoC becomes even more
apparent when the object is occluded from center-outward, in which LHOP/HoC con-
sistently outperformedR-CNN at all levels of occlusion. R-CNNwas unable to achieve
mAP higher than 0.10 even at the low level of occlusion while LHOP/HoC achieved a
mAP of 0.53, 0.43 and 0.30 for 10%, 20% and 30% respectively for center-outward occlu-
sion.
As the R-CNN method has gone through significant changes in the latest iterations,
we also evaluated its latest version, the Mask R-CNN [64], which uses ResNet-50 [25]
and Feature Pyramid Network [98]. The modern version of R-CNN improves results
compared to the older version mostly at the low or moderate occlusions. A strong im-
provement is observed in the center-outwardocclusion, inwhichMaskR-CNNachieves
a mAP of 0.71 and 0.33 for the 10% and the 20% occlusion. In the 10% occlusion, Mask
R-CNN even outperformed LHOP/HoC. However, the modern version still struggles
with highly occluded objects. At 50% left-to-righ occlusion, the modern deep network
achieves a mAP of only 0.02, while at 50% center-outward occlusion it achieves 0.09.
This significantly lags behind LHOP/HoC, which achieves a mAP of 0.16 and 0.30, in
the 50% left-to-right and 30% center-outward occlusion respectively.
The robustness of LHOP/HoC to occlusion demonstrated with the second set of
the experiments can be contributed to the generative learning of compositions used in
LHOP to clearly define connections between a part, i.e. a feature, and its sub-composi-
tions. This adds a straightforward way to perform bottom-up as well as top-down reas-
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oning. While the bottom-up reasoning is also used in CNN, the top-down is hindered
by max-pooling operations and a large number of connections between layers. Some
variants of neural networks, such as Convolutional Deep Belief Networks [99], have cir-
cumvented this by using probabilistic max-pooling, however, their top-down reasoning
is not straightforward, and they have to resort to Gibbs sampling to achieve it. On the
other hand, theLHOP/HoCpipeline can take full advantage of the top-down reasoning
to correctly predict the location of a partially occluded object by projecting the activated
feature onto the first layer and correctly accounting for the missing features during loc-
ation estimation. The HoC descriptor is then collected from the correct location which
improves the detection performance of partially occluded objects. Our results indicate
that, as opposed to the LHOP/HoC pipeline, R-CNN has difficulty predicting the cor-
rect location of a partially occluded object as it has to rely on a region proposal algorithm
to generate the initial location and cannot efficiently implement the top-down reason-
ing in the neural network.
3.5 Summary
In this chapter, we addressed the poor discriminative power of the hierarchical composi-
tional model. We proposed theHoC descriptor to capture the important discriminative
information from hierarchical compositions. The HoC descriptor has been shown to
outperform the comparable HOG descriptor when applied to the image classification
problem on the Caltech-101 dataset. This indicated that the existing compositional hier-
archies do contain important discriminative information, but this informationmay not
be utilized properly.
We proposed to further utilize the new information captured by the HoC descriptor
for the verification of detections produced by the existing hierarchical compositional
models. We proposed an additional hypothesis verification step applied to the learned-
hierarchy-of-parts model and showed to improve the discriminative power of hierarch-
ical compositions on several detection dataset such as Weizmann horses, Leeds cows,
MPEG-7 shapes and ETHZ shapes dataset. A detailed analysis of miss-classifications
onWeizmann horses and Leeds cows provided further evidence that a HoC descriptor is
able to significantly reduce the miss-classification rate between similar categories such as
horses and cows as well as reduce false positives on the background. Although, compar-
ableHOGdescriptor outperformedHoC on theLeeds cows dataset, the proposedHoC
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descriptor achieved significantly better results on all the remaining datasets ofWeizmann
horses,MPEG-7 shapes and ETHZ shapes.
An important strength of a hierarchical model has also been demonstrated with the
evaluation on occluded objects. The analysis on artificially occluded MPEG-7 shapes
dataset showed that LHOP and HoC are able to handle various levels of occlusions sig-
nificantly better than even modern deep learning models. In particular, the modern
deep learning model Mask R-CNN with the ResNet-50 architecture struggled when a
central section of an object was significantly occluded while the proposed model had
a much more consistent result across different levels and types of occlusion. This ex-
periment is a good indication that modern deep neural networks still contain certain
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Deep convolutional networks represent an alternative paradigm to compositional hier-
archies in the design of hierarchical models. With the compositional paradigm [8, 26],
explored in the previous chapter, a gradual combination of features through the hier-
archy is expressed with explicit compositions. This affords fast inference via inverted in-
dexing, inherently produces region proposals, offers a straight-forward reconstruction
from partial observations and enables the visualization of features. However, the learn-
ing cost function is weakly defined and is usually performed via co-occurrence learn-
ing [8, 26]. As shown in the previous chapter, this results in poor discriminative per-
formance that must be mitigated, e.g. with the HoC descriptor.
On the other hand, the paradigm of deep convolutional networks (ConvNet) defines
feature units at each layer as filters. This affords learning by back-propagation, and easy
and direct optimization for discriminative tasks, resulting in superior performance in
classification and detection [19, 25, 64]. However, one of longstanding criticisms of
ConvNets is the lack of a precise spatial relationship between high-level parts, which is
an important reason for advocating the move towards viewpoint-invariant capsule-like
systems [29]. While stacked weights in deep networks can be considered compositions,
they lack an explicit structure that could further expose and leverage compositional prop-
erties.
Those two different paradigms resulted in models with orthogonal properties: well-
defined explicit structures in compositional models but with poor discrimination, and
gooddiscriminationwith awell-defined cost function in deep convolutionalmodels but
with poorly expressed structures. In this chapter, we explore bridging the gap between
both paradigms. We propose a novel form of the unit for a deep hierarchical model
with an explicit compositional structure (Figure 4.1). The compositional structure is
encoded with a continuous parametric function that replaces a regular grid of values
(i.e. filter weights) in ConvNets with a mixture of weighted Gaussian kernels, in which
each Gaussian acts as a unit that aggregates feature responses locally at its displacement.
During learning, the displacement of units is optimized along with other parameters—
hencewe call these displaced aggregation units (DAU).This exposes the explicit structure
of a composition, which retains the benefits of compositional models, such as a precise
encoding of the spatial relationship between parts, while it allows for the learning of
a hierarchical compositional model with a well-defined, potentially discriminative cost
function similar to that used in convolutional neural networks.
In this chapter, we formulate the embedding of DAUs into deep models, derive ne-
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Figure 4.1
A classic convolution
filter with a fixed-grid
filter kernel (left)







cessary equations for back-propagation and explore hyper-parameters that enable an ef-
ficient implementation. The introduction of compositional properties thus leads to the
incorporation of three novel concepts into deep networks:
decoupling of the parameter count from the receptive field size,
learning of the receptive field of each convolution filter in the network, and
automatic adjustment of the spatial focus on a sub-feature from the previous layer
through explicit modeling of the unit’s position.
We demonstrate how these concepts result in deep models that enable automatic and
efficient allocation of parameters for spatial attention with fewer parameters compared
to standard ConvNets. Moreover, we demonstrate a low computational cost stemming
from the efficient use of parameters. We also explore a novel analysis of spatial coverage
and parameter allocation in ConvNets that are enabled by the learning of the receptive
field and by the decoupling of the parameter count from the receptive field.
4.1 Displaced Aggregation Units
We start by defining displaced aggregation units (DAUs) in theirmost general form. The
derivatives required for learning in standard deep learning frameworks are presented in
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Section 4.1.1 and an efficient formulation for fast inference is derived in Section 4.1.2.
The activation map of the 𝑖-th output feature is defined in standard ConvNet as
Y𝑖 = 𝑓 (∑
𝑠
W𝑠 ∗ X𝑠 + 𝑏𝑠), (4.1)
where for each 𝑠-th input channel, 𝑏𝑠 is a bias, ∗ is a convolution operation between
the input map X𝑠 and the filterW𝑠, and 𝑓 (⋅) is a non-linear function, such as ReLU
or sigmoid [7]. In convolution networks applied to images, the X𝑠 and Y𝑖 are two-
dimensional features whileW𝑠 is a two-dimensional convolution filter. We refer to the
individual weight value in filterW𝑠 in the standard ConvNet as its unit.
We redefine the filtersW𝑠 as a mixture of localized aggregated feature responses from
the input featuremap (see Figure 4.2). Gaussian function is chosen for the analytic form
of the aggregation units although any other differentiable function that can model ag-
gregation anddisplacement canbeused. The resultingdisplaced aggregationunit (DAU)





𝑤𝑘G( ⃗𝑥; μ𝑘, σ𝑘), (4.2)
where ⃗𝑥 is the position index of the element in the matrix (2-dimensional for 2D im-
ages), the unit’s displacement and aggregation perimeter are specified by the mean μ𝑘
and standard deviation σ𝑘 , respectively, and𝑤𝑘 is the input amplification factor (i.e. the
unit weight). Parameters 𝑤𝑘 , μ𝑘 and σ𝑘 are different for every combination of input
and output channel, therefore, they depend on specific 𝑠-th input channel as well as on
specific 𝑖-th output channel, but in the interest of clarity we omit these in the notation.
We refer to σ𝑘 as the aggregation perimeter since values of the Gaussian function at 3σ
become small, and its contribution will be negligible. Therefore, 3σ represents an ap-
proximate cutoff point of the unit’s aggregation.
The displaced aggregation unit, denoted byG(⋅), is implemented with a normalized
Gaussian. To avoid discretization errors in G( ⃗𝑥; μ𝑘, σ𝑘) when implementing continu-
ous function in a discrete convolution filter kernel, we replace the normalization factor
computed in the continuous space with the one computed in the discretized space, lead-
ing to our final aggregation unitG( ⃗𝑥; μ𝑘, σ𝑘)
G( ⃗𝑥; μ𝑘, σ𝑘) =
1
N(μ𝑘, σ𝑘)












constrained area of the
underlying sub-features
(i.e. input channels)
from the lower layer.
where ⃗𝑥 is the position index andN(μ𝑘, σ𝑘) is the normalization term, i.e.





TheproposedDAU-based convolution filter is similar to theGaussianmixturemodel,
but we do not enforce∑𝑘 𝑤𝑘 = 1 since the DAU weight 𝑤𝑘 ∈ [−∞,∞] can take any
value.
Similarities to Radial Basis Function Networks Although DAUs utilize
the Gaussian function similarly to radial basis function networks [100], there are sig-
nificant differences between both models that make them conceptually different. The
RBF network has been developed as an alternative to the multi-layer perceptron and is
defined asΦ(𝑥) = ∑N𝑖=1 𝑤𝑖 ⋅ 𝑒(−β||𝑥−𝑐𝑖||
2). By definition, the RBF network is applied to
a single-dimensional input 𝑥, whereas DAUs are applied to a multi-dimensional input
akin to convolution. Although the RBF network can be applied to multi-dimensional
data, this is done primarily in a fully connected manner by reshaping input data to a
single dimension. To date, there is no related work known to authors that would con-
sider RBF in a convolutional manner. Instead, RBF nets are in modern networks used
only on the top of the classic ConvNet features [101].
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A fundamental distinction between DAUs and RBF networks is also the distance
measure used in the Gaussian function. This makes both methods different even for
single-dimensional data. InRBFnetworks, the distance is computed in the feature space,
where the features are output values of all neurons from the previous layer, therefore
the centers are also expressed in the feature space and are of the same corresponding di-
mension. In DAUs, each neuron can be considered as having an additional positional
index value and the distance is computed between the positional index of the neuron (i.e.
pixel position in an image), therefore, centers are expressed in the index-space (i.e. in a
2-dimensional vector for 2D images). This results in a fundamental difference between
both methods, where DAUs rely on an explicit position index of each neuron to de-
termine whether its feature value should be used while the RBF networks use distance
to centers in the feature space.
4.1.1 Learning DAU Convolution Filter
The parameter learning of an individual DAU consists of the training of the displace-
ment μ𝑘 , the aggregation perimeter σ𝑘 and the weight𝑤𝑘 . The number of unitsK in the
convolution filter is a hyper-parameter that has to be set prior to learning. Since DAUs
are analytic functions, the filter parameters are fully differentiable and compatible with
standard ConvNet gradient-descent learning techniques based on backpropagation.
Theparameters are thusoptimizedby computing thepartial gradients of the cost func-
tion 𝑙(𝑦, ?̄?) w.r.t. the specific parameter type, which leads to three different types of
gradients. By applying the chain rule, we define the gradient for weight ∂𝑙∂𝑤𝑘 as a dot-














X𝑠 ∗ G( ⃗𝑥; μ, σ), (4.5)
where 𝑛 and𝑚 run over thewidth and height of the image, 𝑥 runs over discretized kernel
positions while 𝑧 = ∑𝑠W𝑠 ∗ X𝑠 + 𝑏𝑠, and ∂𝑙/∂𝑧 is the back-propagated error. Note that
only the 𝑠-th channel of input features are used since the weight 𝑤𝑘 appears only inW𝑠.





where the back-propagated error from the higher layer 𝑛+1 is convolved with a 180∘-ro-
tated filter 𝑟𝑜𝑡(W𝑠), which can be computed from Eq. (4.2). We can similarly apply the
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∂G( ⃗𝑥; μ𝑘, σ𝑘)
∂σ𝑘
, (4.8)
where the derivatives of the Gaussian are
∂G( ⃗𝑥; μ, σ)
∂μ = 𝑤





∂G( ⃗𝑥, μ, σ)
∂σ = 𝑤





4.1.2 Efficient Inference and Learning of DAUs
DAUs can be naively implemented in existing ConvNets by discretizing the mixture of
Gaussians into a filter kernel and utilizing existing inference and learning algorithms for
ConvNets (e.g, CuDNN library). However, this results in poor performance since large
displacements would result in large kernels that would significantly increase the compu-
tational cost. Instead, DAUs can be efficiently implemented in ConvNets by exploiting
the translational invariance property of convolution. The displacement of the Gaussian
relative to the filter manifests in a shifted convolution result, i.e.:
𝑓 ∗ G(μ𝑘, σ) = 𝑓 ∗ 𝒯µ𝑘 [G(σ)] (4.11)
= 𝒯µ𝑘 [𝑓 ∗ G(σ)], (4.12)
where𝒯𝑥(𝑔, 𝑦) = 𝑔(𝑦 − 𝑥) is a translation of function 𝑔(⋅), andG(σ) is a zero-mean
Gaussian. Thus, the activation map computation from combining Eq. (4.1), (4.2) and
(4.12) can be written as:
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𝑤𝑘𝒯µ𝑘 [X̃𝑠] + 𝑏𝑠) (4.13)
This formulation affords an efficient implementation by pre-computing convolutions
of all inputs with a single Gaussian kernel, i.e. X̃𝑠 = G(σ) ∗ X𝑠, and applying dis-
placements of μ𝑘 to compute aggregated responses for each output neuron. The size of
blurring kernel is determined by the standard deviation (e.g., 2 ⋅ ⌈3σ − 0.5⌉ + 1 based
on 3σ cutoff), however, large kernels stemming from larger standard deviation do not
add much computational cost since the blurring represents only 1% − 3% of the whole
computational cost (cf. Section 4.3). The efficient implementation requires the sharing
of the same aggregation perimeter σ value among all units of the same layer. As empir-
ically analyzed in Section 4.2.1, we have observed that this constraint is compensated for
by other free parameters in DAUs, and the performance is minimally affected.
The aggregation perimeter constraints and the displacement reformulation alsomake
learning more efficient. Only three parameters have to be trained per DAU, i.e. one
weight𝑤𝑘 value and two spatial displacement μ𝑘 values, while the aggregation perimeter
and the number of DAUs per convolution filter are hyperparameters1.
Bi-linear Interpolation Due to discretization, the Eq. (4.13) is accurate only for
discrete displacements μ𝑘 . We address the loss of accuracy from discretization by re-
1Note that a reasonable aggregation perimeter value σ can in fact be estimated for a given problem by
pre-training using the derivatives in Eq. (4.8) but using fixed value has proven sufficient. See Section 4.2.1
for the analysis of different choices of this parameter.
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defining the translation function in Eq. (4.13) as a bi-linear interpolation:




𝑎𝑖,𝑗 ⋅ 𝑔(𝑦 − ⌊𝑥⌋ + [𝑖, 𝑗]), (4.14)
where 𝑎𝑖,𝑗 are bi-linear interpolation weights. This allows computing sub-pixel displace-
ments and can be efficiently implemented in CUDA kernels.
Efficient Learning Applying the efficient formulation to the learning of DAU














𝑤𝑘 ⋅ ?̂?µ𝑘(X𝑠 ∗
∂G(σ)
∂μ ), (4.16)
where ∂𝑙∂𝑧 is the back-propagated error.
Similarly to the inference, the gradient can be efficiently computed using convolution
with a zero-meanGaussian (or its derivatives) and sampling the response at the displace-
ment specified by the mean values in DAUs.
The backpropagated error passed to the lower layer is computed similarly as in the
classic ConvNets, where backpropagated error passed from the top layer is convolved
with the rotated filters. Since DAUs are rotation symmetric themselves, only displace-
ments have to be rotated around the origin and Eq. (4.13) can be applied for computing
the back-propagated error as well, yielding efficient and fast computation.
Rotation and Scale Invariance Since DAUs can be represented with a discret-
ized convolution kernel, they retain the same characteristics of convolutional kernels
related to rotation and scale changes. DAUs are therefore not invariant to the rotation
nor scale changes, and are equivariant only to translation changes. Further constraints
would be required to introduce rotational equivariance into networks with DAUs sim-
ilar to steerable filters proposed in [102].
Nevertheless, the explicit position of DAUs makes it easier to manipulate the scale
and orientation changes. For instance, the displacement μ value is straightforward to
reformulate in polar coordinates that then directly exposes the scale and orientation of
a composition. One might utilize this to find a small subset of common compositions
56 D Tabernik Representing visual entities with deep hierarchical and compositional models
that can be shared across different features and layers while different scale factors and
orientation angles can be applied on top of common/shared compositions to arrive at
actual composition used in each layer. Although we do not explore this in our work, we
diduse a simple scale change for the segmentationnetworks inwhichpooling layerswere
removed to increase the resolution of top features. In this case, we were able to increase
the scale of features by simply adding a fixed scaling factor to all the displacement μ
values.
4.1.3 Implementation Details
We implemented inference and learning for the proposed DAU model as a plug-in for
TensorFlow 2 and Caffe3 frameworks. For both frameworks, we provide a stand-in re-
placement for existing Conv2D operations, which enables easy application of DAUs to
any existing network architectures written in TensorFlow or Caffe. Implementations
for both frameworks consist of the blurring part (i.e. X̃𝑠 = G(σ) ∗ X𝑠), and of the
displaced-sum part. The latter simultaneously sums the displaced feature maps for the
whole layer according to Eq. (4.13). We utilized the CuDNN library for the blurring part
while we implemented the displaced-sum part in C++ CUDA code for better efficiency.
The CUDA code contains separate implementations of displaced-sum part for the for-
ward pass and for the backward pass, which enables certain memory optimizations that
are specific to each pass.
For efficiency, a common code has been designed as C++/CUDA templates to cover
as many combinations of input sizes, number of input/output channels and number
of units per channel as it is possible. With the C++/CUDA templates compiled for
over 500 different input combinations, this resulted in a fairly efficient implementation
with around 80–90% hardware utilization for the most common scenarios. Neverthe-
less, compared to 98–100% utilization for CuDNN there is still room for improvement
if hardware specific optimizations would be considered. The existing implementation is
also limited by several technical constraints, which can be addressed in the future. This
includes: missing support for strided convolution, limited input/output channels to a
factor of four, simulating K = 1 with K = 2 implementation and zero weights to the
second unit, and a limit to a max displacement value of 8 pixels. The effect of displace-
ment value onmemory utilization is further discussed in the computational cost analysis
2https://github.com/skokec/DAU-ConvNet
3https://github.com/skokec/DAU-ConvNet-caffe
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Table 4.1
A standard deviation σ hyperparameter evaluation on the CIFAR-10 classification task using a shallow DAU-
ConvNet. Standard deviation has a minor effect on classification performance.
Std. deviation σ = 0.3 0.4 0.5 0.6 0.7 0.8 Learned
DAU-ConvNet
CIFAR-10
82.9 83.4 83.8 83.6 82.9 82.8 84.25
in Section 4.3.
TheDAUmodel can also be implemented from the existing TensorFlow operations4.
This provides flexible implementation that can be quickly modified for any changes to
the DAU model due to automatic gradient computation. It eliminates all of the above
limitations, however, due to a significantly reduced efficiency, this is appropriate only as
a proof of concept for smaller networks.
4.2 Hyper-parameter Analysis
We performed an extensive empirical analysis to gain insights into the properties of the
displaced aggregation units ConvNet formulation (DAU-ConvNet). We have focused
on two main parameters:
(i) the DAU aggregation perimeter encoded by the variance of the Gaussian, and
(ii) the number of units per convolution filter.
4.2.1 The Aggregation Perimeter
The aggregation perimeter of a single DAU is determined by the standard deviation σ
of the corresponding Gaussian (Eq. 4.3). In our most general formulation, the standard
deviation can be learned for each unit by backprop (Eq. 4.8), which in practice increases
the computational complexity of the learning. The standard deviation plays several roles.
On the one hand, it defines a region within which a DAU neuron aggregates features
from the previous layer and, on the other hand, it enables the computation of smooth
derivatives for DAU displacement optimization (Eq. 4.10) when σ is large enough to en-
compass neighboring pixels. We explore the trade-off between learning all the standard
4https://github.com/skokec/DAU-ConvNet-tf




meters (σ) in the left
column, and changes
in the learned DAU
perimeters from the
initialization in the
right column, both for
the model trained on
the CIFAR-10 dataset
for each three layers in
the network.
deviations and fixing them to a reasonable value that affords sufficient aggregation as
well as displacement optimization.
The experiments were carried out on theCIFAR-10 [58] classification problemusing
a network with three convolutional layers that use DAU filters and three max-pooling
layers followed by a fully-connected layer for predicting the image class. Batch normal-
ization [103] was also applied, and weights were initialized with the Xavier initializa-
tion [62]. We trained the network with a stochastic gradient descent and a softmax loss
function for 100 epochs using a batch size of 256 images. The learning rate was set to
10−2 for the first 75 epochs and reduced to 10−3 for the remaining epochs. Amomentum
of 0.9 was also used.
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Learning the Aggregation Perimeter In the first experiment, the number
of DAUs per convolution filter was fixed to four while the standard deviations were
learned. The standard deviations were initialized randomly with a uniform distribution
over [0.3, 0.8]. As reported inTable 4.1, DAU-ConvNetwith the learned standard devi-
ation achieved an 84.25% accuracy. The left column in Figure 4.3 shows the distribution
of standard deviations for each layer after learning. The distributions for the second and
the third layer remained uniformly distributed even after the training while, in the first
layer, the standard deviations converged towards smaller values. The distributions in
Figure 4.3 were weighed by the learned unit’s weight to reflect the changes of standard
deviations only in the neurons that significantly contribute to the output. The compar-
isonof the initial and final standarddeviations in the right columnof Figure 4.3 confirms
that learning affected only the first layer while the following two layers were negligibly
affected. This indicates that DAU structure does not benefit considerably from learn-
ing the standard deviations and supports the use of simplification that leads to efficient
inference and learning.
Fixed Aggregation Perimeter As noted in Section 4.1.2, the learning and in-
ference of DAU-ConvNets can be made efficient by fixing the standard deviations in
DAUs in the same layer. Table 4.1 also reports the results obtained by fixing the stand-
ard deviations to {0.3, 0.4, 0.5, 0.6, 0.7, 0.8} in all the layers. The results show that the
classification rates vary by approximately 1%, which means that a specific value of the
perimeter negligibly affects the classification performance as long as it is set to a reason-
able value. This means that the unit’s displacements and weights compensate for the
chosen standard deviations. Comparing the performance of DAU-ConvNet with the
standard deviations fixed to 0.5 andDAU-ConvNet with the individually learned stand-
ard deviations (“Learned” in Table 4.1), we also observe a negligible difference of 0.5%.
Discussion The results indicate that aggregation perimeter is not as important fac-
tor for each unit as the other parameters are. In each individual unit, σ did not change
much when given opportunity to learn as demonstrated by minimal changes in the
higher layers. This can be partially explained by the flexibility of a DAU model, where
the aggregation perimeter can be compensated by an appropriate positioning of mul-
tiple units since two adjacent units with a small aggregation perimeter will have the
same effect as one unit with a large aggregation perimeter. However, it is important that
60 D Tabernik Representing visual entities with deep hierarchical and compositional models
the model is not completely simplified by removing the aggregation perimeter from the
equation. The aggregation perimeter still plays an important role in displacement learn-
ing, where a derivative of theGaussian kernel w.r.t. to themean μwill depend on a large
enough σ. This is demonstrated well by poor performance when too small or too large
σ is used.
It is also interesting to note that under the most optimal fixed aggregation perimeter
σ = 0.5, the filter kernel size forGaussian blurring corresponds to 3×3when accounting
for three standard deviations (2 ⋅ ⌈3σ − 0.5⌉ + 1 = 3), or 5 × 5when accounting for five
standard deviations (2 ⋅ ⌈5σ − 0.5⌉ + 1 = 5). This specific size is close to commonly
used kernel sizes in many state-of-the-art deep learning architectures (3 × 3 and 5 × 5).
Those sizes have been manually selected as the best balance between having the smallest
number of parameters but still having large enough receptive field to cover at least one
neighbor in each direction. A similar trade-off happens for the aggregation perimeter in
DAUs, however, a small σ is instead preferred due to its averaging effect on the feature
that can degrade the resolution of features and thus lose too much information when
large σ is used. On the other hand, a too small σ will result in zero gradients for the
displacement due to its role in the derivative of the Gaussian kernel w.r.t. to the mean
μ. A small σwould thus slowdown or even prevent the learning of displacement values
resulting in poor performance. The observed σ = 0.5 appears to yield the best trade-off.
Note that individually learned standard deviations prevent the use of efficient DAU
implementation and require the implementation based on standard convolutions [104].
Such implementation is significantly slower (cf. Section 4.3) and prevents the use of
DAUs in very deep modern architectures. On the other hand, fixing the perimeters re-
duces the computational complexity of learning, and very deep DAU-ConvNets can be
trained. Thus in the remaining part of the experiments, we have fixed DAU’s standard
deviations to 0.5.
4.2.2 Number of Units
With the standard deviations fixed, each DAU contains three parameters: two displace-
ment parameters (for 𝑥 and 𝑦 spatial dimension in images) and aweight parameter, all of
which are learned from the data. A discrete parameter that has to be manually set, how-
ever, is the number of units in the DAU convolution filter. This parameter determines
the total number of parameters to be learned in DAU-ConvNet. We analyze its impact
on the performance here using the ILSVRC-2012 [37] image classification task with a
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Table 4.2
An analysis of the number of parameters and units per filter with three variants of DAU-AlexNet: Large, Medium and Small. The
rows also show the elimination of units based on their amplification value. In the columns, we report classification top-1 accuracy on
the ILSVRC-2012 validation set, the number of DAU on all the filters and the percentage of removed units.
Relative
threshold
Large DAU-AlexNet Medium DAU-AlexNet Small DAU-AlexNet
Acc. (%) # units % removed Acc. (%) # units % removed Acc. (%) # units % removed
0 57.3 1,523,712 0 56.9 786,432 0 56.4 393,216 0
0.01 57.3 1,389,131 8 56.8 739,884 6 56.4 378,692 4
0.02 57.1 1,325,057 13 56.7 707,745 10 56.4 366,144 7
0.05 40.1 1,157,129 24 54.8 623,923 20 55.4 331,137 16
0.10 28.3 925,509 39 47.4 507,651 35 49.6 279,162 29
0.25 0.2 453,987 70 1.9 261,093 66 0.9 154,624 61
moderately deep standard ConvNet architecture.
In classical ConvNets, units are equivalent to pixels in the convolution filter. Several
research papers investigated the influence of the number of parameters in classic Con-
vNets with respect to the number of layers, number of features and filter sizes [78], but
could not analyze the impact of the number of units independently from the convo-
lution filter size. Classic ConvNets are limited to a minimum of 9 parameters per filter,
which corresponds to a 3×3 filter. Receptive fieldsmay be increasedwith dilated convo-
lution [105]without increasing the number of parameters, but any such change requires
hard-coding the size and the pattern, which leads to a combinatorial explosion of pos-
sible convolution filters.
The DAU formulation of convolution filter, on the other hand, allows us to investig-
ate filters with even smaller number of parameters without affecting the spatial coverage
and receptive field sizes since these are learned from the data. In addition, the DAU con-
volution filter definition (Eq. 4.2) provides a straight-forward way to prune the units.
During the training, the number of units is kept the same in all the filters. After the train-
ing is finished, the units with very small weights are removed, which further reduces the
number of parameters. This is similar to weight pruning proposed as deep compression
technique by Han et al. [79], however, they perform an additional retraining step and
repeat the process several times. We perform the pruning only once and do not retrain
the network.
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Table 4.3
A per-filter unit and a parameter count with three variants of DAU-ConvNet: Large, Medium and Small. Note a
unit in DAU has three parameters while a unit in a classic ConvNet has a single parameter.
Per-filter unit count
Large Medium Small AlexNet
Layer 2 6 4 2 5 × 5
Layers 3-5 4 2 1 3 × 3
Per-filter parameter count
Layer 2 18 12 6 25
Layers 3-5 12 6 3 9
Architecture. The AlexNet [19] model, which is composed of 7 layers (5 convo-
lutional and 2 fully connected) was chosen for the baseline architecture for this exper-
iment. We used a single-pipeline AlexNet, which does not require splitting into two
streams as originally proposed [19]. For the purpose of simplicity, we refer to a single-
pipeline AlexNet as a standard AlexNet. The local normalization layers, max-pooling
and dropout on fully-connected layers were kept. We also applied improved initializ-
ation technique by Glorot and Bengio [62]. The baseline AlexNet was modified into
DAU-AlexNet by replacing discrete convolution filters in layers 2 to 5 with DAU convo-
lution filters presented in Section 4.1.
Three variations of DAU-AlexNet are constructed: Large, Medium and Small. Dif-
ferent number of units and parameters per kernel corresponding to each variant are
shown inTable 4.3 and they followapproximate coverage of filter sizes from the standard
AlexNetwith5×5 filter sizes for the second layer and3×3 filter sizes for the remaining lay-
ers. TheSmallDAU-AlexNet contains 400,000DAUs, theMediumDAU-AlexNet con-
tains 800,000 DAUs, and the Large DAU-AlexNet contains 1.5 million DAUs, which
translates to a total of 1.2 million, 2.3 million, and 4.5 million parameters in convolu-
tional layers respectively. For reference, the baseline AlexNet contains a total of 3.7 mil-
lion parameters in all convolutional layers.
Dataset. All the networks were trained on 1.2 million training images from the
ILSVRC-2012 [37] dataset and tested on 50,000 validation images. All the images were
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cropped and resized to 227 pixels as in the reference AlexNet architecture [19]. To keep
the experiments as clean as possible, we did not apply any advanced augmentation tech-
niques apart from mirroring during the training with a probability of 0.5.
Optimization. The networks were trained with a stochastic gradient descent using
a batch size of 128 for 800,000 iterations or 80 epochs. The initial learning rate was set
to 10−2 and was reduced by a factor of 10 every 200,000th iteration. A momentum with
a factor of 0.9 was applied together with a weight decay factor of 5 × 10−4. The weight
decay was applied only to the weights 𝑤𝑘 in DAUs but not to the displacement values
μ𝑘 .
Results and discussion. The results are reported in Table 4.2. We observe that
all three DAU-AlexNets achieve classification accuracy of approximately 56-57%, which
is comparable to the standard AlexNet (cf. Chapter 5). This performance is already
achieved by DAU-AlexNet with two or less units per convolution filter, resulting in 3
to 6 parameters per filter, which is significantly lower than in the standardAlexNet with
9parameters for the smallest filter (i.e. 3×3) and 25 for amoderately large filter (i.e. 5×5).
Note that efficient use of parameters is possible since DAU-AlexNet learns the required
convolution filter receptive field size through its adjustable units without increasing its
parameters.
Further improvements are observed after pruning — i.e. eliminating units with low
weights. Table 4.2 shows that in all DAU-AlexNets, 7-13% of units can be removed
without reducing the classification accuracy. The relation between the number of para-
meters and the classification performance is visualized in Figure 4.4. A steep increase
in performance by the Small DAU-AlexNet shows that even the pruning of the smaller
network can reduce some parameters while retaining fairly good results. Almost 50% ac-
curacy canbemaintainedwith fewer than 300,000units, which is an order ofmagnitude
less than in the standard AlexNet. Furthermore, pruning has proven much less effect-
ive than simply learning with fewer units as can be observed when comparing pruned
larger network with non-pruned smaller one. This indicates that the larger network has
encoded its information over many more units than are necessary.
DAUs in Relation toDeep Compression The proposed DAUs can also be con-
sidered as a deep compression technique similar to [79–84]. An important advantage
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of DAU compared to those approaches is in its automatic compression during learning
whereas all existing compression techniques require lengthy processing steps to fully re-
move the unneeded parameters.
Moreover, DAUs compress only the information related to the spatial coverage while
manyother techniques, such as filter pruning [80], weight quantization [81], knowledge
distillation [83] or network architecture optimizations [84], compress other aspects of
the network architecture. Thismakes DAUs complementary to other compression tech-
niques, which can be applied to the networks withDAUs as well. Even the weight prun-
ing proposed by Han et al. [79], which directly eliminates weights for spatial coverage,
can be applied to DAUs to further compress the network. The applied DAU pruning
shown in Table 4.2 — which is the first step in weight pruning optimization [79] —
has already demonstrated that further compression is possible. Moreover, without fully
applying weight pruning optimization [79], DAUs already use fewer units in convo-
lutional layers. Han et al. [79] demonstrated around 60-70% compression of units in
convolution layers of AlexNet architecture with around 864k units retained whereas
the medium DAU-AlexNet needed 789k units and the small DAU-AlexNet architec-
ture needed only 393k units. A single weight pruning step without retraining further re-
duced this number by 8-10%, indicating that even existing deep compression techniques
are not fully exploiting redundancy in the spatial coverage.
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Furthermore, none of the above deep compression techniques consider the flexibility
in the receptive field size at the same time. The depth-wise separable convolution used
in the Xception network [106] partially addresses this by separating kernels for the spa-
tial channels from the feature channels. This enables the use of large kernels for spatial
channels with significantly fewer number of parameters and less overfitting. However,
it does not provide a learnable receptive field size since kernel sizes have to be predefined
and it is still using many parameters for spatial coverage that may not be needed in the
end. Amore sensible approachwould be to combine the depth-wise separation of chan-
nels with displaced aggregation units, thus introducing flexibility to the receptive field
size while reducing the number of parameters from fewerDAUs for spatial coverage and
from depth-wise separation.
4.3 Computational Cost
Compared to the naive implementation ofDAUs based on standard convolution that is
used to discretize DAUs into a large convolution kernel, the efficient DAU implementa-
tion results inference that is several times faster and anorder ofmagnitude faster learning.
However, the speed-up factor is dependent on the number of DAUs per channelK and
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on the maximum displacement value. Considering the following input sizes:
X𝑠 = [W × H × S] ,
Y𝑖 = [W × H × F] ,
G𝑘 = [?̂?𝑤 × ?̂?ℎ] ,
where S is the number of input channels, F is the number of output channels and K is
the number of DAUs per input channel, then the computational cost for the efficient
DAU implementation is𝒪(4 ⋅ S ⋅ F ⋅ K ⋅W ⋅H+ S ⋅W ⋅H ⋅ ?̂?𝑤 ⋅ ?̂?ℎ), where 4 relates
to the bi-linear interpolation, and ?̂?𝑤 ⋅ ?̂?ℎ represent the blurring filter size calculated
from the aggregation perimeter σ value. The total computational cost consists of the
cost for the feature blurring (the second term) and the cost for the offsetting (the first
term). The offsetting part has a cost that is at least a F times larger than the blurring, thus
making the blurring part negligiblewhenusing a large number of input channelsF, even
if using large aggregation perimeter values. Compared to the standard convolutionwith
?̂? ′𝑤 ⋅ ?̂? ′ℎ kernel size and its computational complexity of𝒪(F ⋅ S ⋅W ⋅H ⋅ ?̂? ′𝑤 ⋅ ?̂? ′ℎ),
the speed-up factor γ becomes:
γ = ?̂?
′𝑤 ⋅ ?̂? ′ℎ
4 ⋅ K . (4.17)
The computational cost of the DAU model is dependent only on the number of DAUs
per channel and not on the size of the convolution kernel as in the standard convolu-
tion. Therefore, with the large DAU displacements resulting in bigger kernels for the
standard convolution implementation, the speed-up of the efficient DAU implementa-
tion becomesmore significant since the kernel size ?̂? ′𝑤 ⋅ ?̂? ′ℎ for the standard ConvNet
must increase quadratically for the larger displacements. On the other hand, the efficient
DAU retains the same kernel size ?̂?𝑤 ⋅ ?̂?ℎ and the same number of DAUs regardless of
the displacements values.
The efficiency is well-shown in Figure 4.5 that displays the theoretical computation
cost of DAUs based on Eq. (4.17) and is shown relative to the standard convolution
that is used in the naive DAU implementation. Computational cost in terms of float-
ing point operations (FLOPS) is also shown in Figure 4.6. In both graphs, we depict the
computational cost as a function of amaximum receptive field size that a single layer can
achieve. This can be controlled for both standard convolution and for DAUs. In stand-
ard convolution this is directly controlled by changing the kernel size since the receptive
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field size is directly tied to the kernel sizes. In DAUs, the same maximum receptive field
size is achieved by limiting the unit’s displacement values μ. For instance, a maximum
receptive field size of 7 × 7 would result in a 7 × 7 kernel size for standard convolution
and amaximum 3-pixel limit for displacement values inDAUs. For comparison, we also
depict the computational cost for DAUs with a different number of units K. We term
DAUswithK = 2,K = 4 andK = 6 asDAU- 2U,DAU- 4U andDAU- 6U respectively.
Figures 4.5 and 4.6 show that the efficient DAU implementation is significantlymore
cost effective than the equivalent naive DAU implementation with large convolutional
kernels. This holds true even for a large number of units (K = 6). Moreover, the same
comparison holds true for standard convolution that is common in modern architec-
tures (i.e. convolution with 3 × 3 or 5 × 5 kernel sizes). The efficient DAU implementa-
tion with K ≤ 2 is theoretically more cost effective than the standard convolution with
only 3 × 3 kernel sizes. This compares favorably to manymodern network architectures
inwhich the smallest kernel that captures enoughneighborhood is 3×3. With larger ker-
nel sizes (e.g. 5×5), then evenDAU- 6UwithK = 6 is at least as efficient as the standard
convolution while DAU- 2U requires four times fewer computational resources.
In practice, we found K = 2 and μ ≤ 4 displacements (i.e. receptive field size of
9×9) to be sufficient for large networks such as AlexNet or ResNet. Based onGFLOPS
shown in Figure 4.6, this results in a comparable or slightly better computational cost
compared to many modern architectures with 3 × 3 kernel sizes while, compared to the
naive DAU implementation, it results in a theoretical speed-up of γ = 10.125.
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Figure 4.7
Actual computational
cost of DAUs and
standard convolution
for a single layer with
the batch size of 128,
input/output channel
size of 128 and 64 ×
64 image size. Max
receptive field size is
attained with fixed
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Weperformed two profiling tests to assess the efficiency of our DAU implementation in
practice. In both evaluations, the CUDA implementation of DAUs for the TensorFlow
framework was compared with the standard convolution (i.e. Conv2D) implemented
with the NVIDIA CuDNN library. In both cases, NVIDIA RTX 2080 Ti graphics
accelerator was used.
Single-layerProfiling: First, we profiled the inference process of a single layer of
DAUs and standard convolution using a batch size of 128, input/output channels of 128
and a 64×64 image size. The inference process was repeated 300 times and profiling was
performed three times at 100th, 200th and 300th step. This ensured enoughwarm-up time
before each profiling for optimal operation of the GPU accelerator. We report GPU
time taken for three DAU models and a single Conv2D model in Figure 4.7. As in the
previous graphs, we report the computational cost as a function of a maximal receptive
field size, where the maximal receptive field size corresponds to a specific kernel size in
the standard convolution while it corresponds to themax unit’s displacement value μ in
DAUs.
The independence of DAUs from the receptive field size is well-reflected in the res-
ults, in which all three DAUmodels retain the same computational cost across different
receptive field sizes: 24 ms, 41 ms and 58 ms for DAU- 2U, DAU- 4U and DAU- 6U re-
Deep Compositional Networks 69
spectively. For the standard convolution, the increased receptive field size significantly
increases its computational cost due to the corresponding larger kernel sizes. Compar-
ingDAUs and the standard convolution shows that at smaller receptive field sizes (below
7 × 7) the Conv2D is still faster even compared to the theoretically more efficient DAU-
2U with only two units and 141 GFLOPS versus 155 GFLOPS for Conv2D with 3 × 3
kernel size. In practice, DAUs become comparable or faster for the receptive field sizes
larger than 7 × 7, 9 × 9 and 11 × 11, for DAU- 2U, DAU- 4U and DAU- 6U models
respectively. This does not directly match to the theoretical cost based on the number
of floating point operations shown in Figure 4.6, where all three variants of DAUs have
lower FLOPS already at a 5× 5 receptive field size. Such discrepancy points to the ineffi-
ciencies of theDAU implementation inCUDA,which has 80–90%hardware utilization
compared to 98–100% utilization of the highly optimized CuDNN implementation for
the standard convolution.
Additionally, DAUs have aminor overhead cost when increasing displacement values
to μ > 4 (receptive field size > 9 × 9) as observed in Figure 4.7. This overhead cost
arises from additional memory utilization as more neighboring pixels have to be loaded
into on-chip memory, which in turn reduces the number of parallel threads that can
run from the limited on-chip memory. In our implementation, the memory is loaded
in a block of 4 pixels for efficiency reasons, therefore, one implementation is used for
the displacement limits of up to 4 pixels, and another for the displacement limits of up
to 8 pixels. In our case, using unit displacement μ > 4 results in 5-10% increase in the
computational cost compared to having only μ ≤ 4. This represent a small additional
cost of around 1 ms, 2 ms and 5 ms for DAU- 2U, DAU- 4U and DAU- 6U respectively.
Overall, the differences between the theoretical and practical computational cost can
be attributed to specific implementation and hardware details. Currently available hard-
ware has been designed specifically for existing deep learning models. Therefore, it has
the most optimal balance between the FLOPS and the memory throughput needed for
the standard convolution. DAUs, on the other hand, require fewer FLOPS, therefore
hitting the memory throughput limits sooner and resulting in worse hardware utiliza-
tion. Nevertheless, this limitationonly slightly increases the break-evenpoint andDAUs
still have a lower computational cost when larger receptive field sizes are needed.
Architecture Profiling: We also profiled the DAU implementation on a shal-
low 3-layer architecture with K = 2, μ ≤ 4 (?̂? ′𝑤 ⋅ ?̂? ′ℎ = 9 × 9), 192 output features
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and a 32 × 32 input image size. This resulted in inference that is 3.25 times faster and in
learning that is 12.54 times faster onNVIDIARTX2080Ti compared to the implement-
ation based on the standard convolution with large kernels. Note that for the efficient
DAU implementation, the sigma was not learned, therefore adding additional 1.33-fold
speed-up compared to the theoretical speed-up (Eq. 4.17) for the learning process. The
difference to the theoretical speed-up for the inference (10.1255 theoretical versus 3.25
actual) again points to the overhead cost and inefficiencies in our CUDA implementa-
tion compared to the CuDNN implementation, which could be addressedwith a better
CUDA implementation and changes in the hardware design.
4.4 Spatial Domain Analysis
Finally, we perform an analysis of the spatial distribution of units in individual layers
and the effective receptive field that is achieved by stacking multiple layers.
4.4.1 Spatial Adaptation of DAUs
First, we have investigated the spatial distribution of the learned DAUs displacements
from the convolution filter centers. The aim of the experiment was to expose whether
certain displacement sizes are favored for a given task. Such an experiment is practic-
ally unfeasible with classical ConvNets and requires a combinatorial sweep over altern-
ative architectures with various hand-crafted filter designs. On the task of segmenta-
tion, for example, convolution filter receptive fields may be increased by dilated convo-
lutions [30], but the dilation factor has to bemanually set. In contrast, the DAU convo-
lution filters optimize their units with sub-pixel accuracy and can vary across the filters,
thus no hand-crafting is required.
We investigate the 1D distribution of distances to the convolution filter centers as
well as 2D distributions aggregated over all convolution filters. In both distributions, a
specific DAU contributes to the overall distribution proportionally to the unit absolute
weight. We investigate spatial adaptations on a semantic segmentation task, in which
large receptive fields are often needed to capture the context information.
Architecture. The pre-trainedmediumDAU-AlexNet architecture from the pre-
vious section was adapted for the segmentation task to perform a fine pixel-level class
prediction. This followed the same modifications from [107] that have proven highly
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Figure 4.8
The distance-to-center distributions collected from the displacement of DAUs. The distributions are shown per-layer and after keeping
only the units with large enough relative weight ?̃?𝑘 (blue, orange, green).
successful. The last fully-connected classification layer was replaced by the expansion
and classification layer from [107] that entails a 1 × 1 classification layer and bi-linear
up-sampling with deconvolution layer to obtain a pixel-wise mask. We also removed
the last two max-pooling layers as proposed by [107], which further increases the resol-
ution and maintains sharp object boundaries. In this way, the down-sampling factor is
reduced from32× to 8×. Increasing the resolution of a pre-trainedDAU-AlexNetmodel
results in missaligned DAU positions, which were trained for a lower resolution. This is
compensated for by proportionally increasing the displacements of DAUs in the layers
with the increased resolution.
Dataset. The PASCAL VOC 2011 [38] segmentation challenge was used for the
spatial analysis. The training set was a combination of 1,112 training images from the
PASCAL VOC 2011 segmentation challenge and 7,386 images collected by [108]. The
performance was evaluated on the PASCAL VOC 2011 validation set excluding the im-
ages from [108].
Optimization. Bothmodelswere trainedwith amini-batch stochastic gradient des-
cent for 65,000 iterations (150 epochs) using a batch size of 20 images. A fixed learning
rate of 2 × 10−4 was used while the weight decay was set to 5 × 10−4 and themomentum
to 0.9. Similar to [107], the added classification layer was initialized with zeros, and a
normalized per-pixel softmax loss was applied on the pixels with valid labels.
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Results and Discussion. DAU-AlexNet achieves segmentation accuracy compa-
rable to the standard AlexNet with dilated convolutions (c.f. Section 5.2), which verifies
that the network has properly adapted to the task. TheDAUdisplacement distributions
were computed separately for layers 3, 4 and 5. In particular, three different distributions
were computed. The first distribution considered the locations of all DAUswhile, in the
remaining two, we considered only the locations of DAUs based on its relative weight
?̃?𝑘 = |𝑤𝑘|/max𝑘(|𝑤𝑘|), i.e. based on the unit’s weight relative to the max weight in
the layer. We considered only the units with ?̃?𝑘 > 0.1 in the second distribution and
the units with ?̃?𝑘 > 0.25 in the third distribution. The last two distributions therefore
show displacements when the less important units are removed. The resulting 1D and
2D distributions are visualized in Figure 4.8 and Figure 4.9 respectively.
Two significant spikes are observed in the 1D distributions in Figure 4.8. One spike
corresponds to the 2.5-pixel displacement and the other to the 4-pixel displacement. The
spike at 2.5 pixels occurs only at the third layer and corresponds to the DAU initializa-
tion points, which means that many units did not move significantly. This is confirmed
by the high density regions around the initialization centers (red dots) shown in 2D dis-
tributions in Figure 4.9. However, a further inspection reveals that these units do not
contribute to the inference since their weights are very small. In fact, they disappear in
?̃?𝑘 > 0.1 and ?̃?𝑘 > 0.25 graphs where DAUs with small weights are removed. This is in
fact the self-pruning property of DAU-ConvNets which was observed in Section 4.2.2.
The spikes at initialization points are not apparent at the 4th and the 5th layers in the cor-
responding distributions (Figure 4.8 and Figure 4.9). This means that in this particular
problem DAUs are redundant only at the 3rd layer.
The second spike at 4 pixels is significant and does not disappear when removing
DAUswith small weights (Figure 4.8). The spike occurs due to a limitation of our imple-
mentation that constraints the receptive field size, which in our case is set at four pixels
in both spatial dimensions5. Still, a significant number of those units have large weights,
which suggests that even larger receptive fields would be observed if we were be uncon-
strained by the implementation.
The overall shape of the displacement distribution is consistent across all top three
convolutional layers (Figure 4.8) when looking at the most important units. This indic-
ates a slight preference to densely-covered locations 1–2 pixels away from the center for
5Our current implementation in CUDA allows only distances up to 4 or 8 pixels. This limitation can
be overcome by modifying the implementation.
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Figure 4.9
The 2D distributions of
displacements collected
from DAUs. The red
dots indicate initializ-
ation points. The dis-
tributions reported for
layer 3, 4 and 5 in the
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the segmentation task andpoints to highly important informationbeingpresent around
the center. A preference for the center locations indicates that the network decides on
a class of the pixel mostly based on its closer neighbors, which can be partially contrib-
uted to the object-centric nature of the segmentation categories in thePASCAL dataset.
Nevertheless, even small displacements between 1–2 pixels will still contribute to increas-
ing the actual receptive field size due to the compounding effect from the previous layers
and from the use of pooling layers.
However, a preference for the center-based units does not indicated that the displace-
ment could be largely ignored, and only the central values should be used since some
units with large weights are still located far away from the center. Therefore, there is
still a need to access pixels further away from the center, albeit with a lower frequency.
In fact, having the ability to fine-tune the density of units is an important advantage of
DAUs since, in some layers, more units can be allocated to the center while, in others,
additional units may be needed further away, resulting in a highly efficient allocation of
units. This cannot be defined in advanced and is highly dependent on the domain data.
In our case, this is visible at the 5th layer when looking at units with the highest weights,
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where there are slightly more units allocated further away from the center than in the
3rd layer.
Similarly, Figure 4.9 shows aGaussian-like distribution of important units with a sim-
ilar preference for the center positions but still needing some important units slightly
further away in the 5th layer. This distribution is entirely dependent on the learning data
since the initialization points shown in red are completely different from the final dis-
tribution. The initialization points from the lower layers, however, did result in minor
banding artifacts visible in higher layers since the positions of the bottom layers always
affect the receptive field at the top. As the initialization points are horizontal in the 3rd
and the 5th layer but vertical in the 4th layer, the artifacts are visible as a combination
of both horizontal and vertical bands that are more pronounced in the top layers. Nev-
ertheless, this is only an artificial effect from the initialization and did not have much
influence on the units with large weights shown in the last two columns, where banding
artifacts are less pronounced.
4.4.2 The Effective Receptive Field
The previous experiments examined the receptive field from only one specific layer rel-
ative to its previous layer. However, multiple layers in deep networks gradually increase
the range of the receptive field as each added layer builds on the receptive field of the
previous layer and expands it by the distance in the neighboring units that are accessed.
Moreover, using any pooling layers or strided convolutions will further increase this
range, usually by at least a factor of two. This mechanism depends on the specific ar-
chitecture used as well as on the learned weights but applies equally to both standard
ConvNets and to our proposed DAUs. However, the main advantage of DAUs is the
ability to grow the receptive field size due to essentially unconstrained unit’s displace-
ment values at each layer that are adapted during the learning process, thus increasing
the range of neighboring pixels even for a single layer. Due to a large number of layers
inmodern architectures, the compounding effect of even a slight neighboring extension
will result in a significantly larger receptive field size at the top of the network. On the
other hand, the size of the receptive field inConvNets has an explicit limit that is not only
predefined by the architecture and the selected kernel size but is also proportionally tied
to the number of parameters.
Since the receptive field size will depend on the weights and the displacement val-
ues learned for a specific domain, we further visualize the receptive field of the whole
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Figure 4.10
The effective receptive
fields (ERF) in a con-
tour plot visualization
for layers 3, 4 and 5 in
standard AlexNet (left)
and DAU-AlexNet
(right) trained for the
semantic segmenta-
tion. The size of the
visualization patch
is 227 × 227 pixels.
Note the inner (yellow)
contour presents a 25%
influence area.
network architecture by calculating the Effective Receptive Field (ERF) as introduced
in [75]. The ERF measure calculates the effective receptive field of a single output pixel
in a specific channel by back-propagating the error with only one active pixel in the cor-
responding channel. We report ERF averaged over all the channels for each layer and
depict ERF as contour plots that capture well the extent of the receptive field. A con-
tour represents the area with a fixed percentage of the influence to the output neuron.
For instance, all pixels within the 75% line represent 75% of the whole influence on the
output neuron.
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The effective receptive fields for DAU-AlexNet and standard AlexNet trained on the
semantic segmentation are reported in Figure 4.10. The contours are visualized at 25%,
75%, 95% and 99.9% influence. In all three layers, DAU-ConvNet consistently demon-
strates larger receptive field sizes than ConvNet. A larger receptive field is already no-
ticeable at the 3rd layer depicted in the top row. Although 25% influence area remains
similarly concentrated at the center for both methods, the remainder of the influence is
distributed more outward for DAUs. This is more noticeable at 99.9% influence, where
the area is increased from40 pixels to over 60 pixels of distance from the center. Amuch
bigger difference is demonstrated in the 5th layer depicted in the bottom row. The stand-
ard ConvNet has 99.9% of the influence to the output neuron concentrated at only ap-
proximately 60 pixels from the center while, inDAU-CovNet, this influence is extended
by nearly a factor of two. Moreover, the standardConvNet requires five layers to achieve
the same influence area as DAU does with only three layers, making DAUs much more
efficient when large receptive field sizes are needed.
4.5 Summary
In this chapter, we proposed to bridge the gap between two hierarchical paradigms, the
compositional hierarchies and the deep convolutional neural networks. We proposed
a novel unit for the deep convolutional neural network, termed Displaced Aggregation
Unit, which introduces the explicit modeling of sub-features from compositional hier-
archies into deep neural networks. This addresses several problems in the existing deep
networks, such as rigid, non-learnable receptive field sizes, inefficient parameter use and
non-compactness of the networks. Moreover, it represents a step towards modeling ex-
plicit compositionswith deepnetworks, thus potentially combining the benefits of com-
positions and the benefits of deep networks with good discriminative performance. We
further demonstrated how the proposedDAUunit can be embedded into existing deep
networks, we showed efficient implementation of DAUs and demonstrated how units
can be learned using back-propagation and gradient descent. Furthermore, DAU unit
has been thoroughly analyzed from the aspect of hyper-parameters, computational cost
and the actual receptive field sizes.
The analyses of the hyper-parameters showed that using a fixed aggregation perimeter
is a viable approach, and that it opens the door for applying DAUs to larger networks.
Although we exclusively used fixed aggregation perimeter in this work, the model does
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not preclude the learning of an aggregation perimeter that is common/shared between
the features of the same layer. This would still allow the application of DAUs to large
and deep networks while also removing the need for a predefined aggregation perimeter.
However, since a loss in classification when using a fixed aggregation perimeter is fairly
minor, it would limit any potential gains. The analyses of hyper-parameters also demon-
strated that significantly fewer units and parameters are needed in networks composed
ofDAUs compared to the ones with standard convolution. In theAlexNet architecture,
only 1–2 units per channel are already sufficient to achieve competitive results, resulting
in amuchmore compact networkwhile also reducing computational cost. With a small
number of units, DAUs also become computationally more efficient than the standard
convolution, particularly, when large receptive fields are required.
Finally, the analysis of the receptive field demonstrated that all of the above bene-
fits can be achieved simultaneously with significantly more flexible receptive field sizes.
Although the analysis of spatial adaptation in individual layers did indicate a bias of
DAU’s position towards the center of the receptive field relative to the previous layer,
this still resulted in a significantly larger effective receptive field when observed relative
to the image pixels. As demonstrated on the AlexNet architecture applied to semantic
segmentation, the network with DAUs had twice as large receptive filed size at the top
layers than the network with standard convolutions. As it is difficult to know the size
of the receptive field in advanced, this highlights the importance of a flexible receptive
field that can learn and adapt either to a small or a large size, depending on the specifics
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Deep convolutional neural networks (ConvNets) [25, 64, 109, 110] have demonstrated
excellent performance across a broad spectrum of computer vision tasks such as image
classification [25], semantic segmentation [30, 111], image restoration and blind image
deblurring [40]. Early works showed that deep features pre-trained for one task (e.g.
classification [54]) can be applied with some success to other tasks (e.g. semantic seg-
mentation [112]). Direct application to another task, however, is sub-optimal and archi-
tectural changes are required [30].
One of the crucial task-dependent architectural elements is the effective receptive field
size of neurons [75]. In image classification, relatively small convolution filters are used,
and receptive field size is increased by a gradual sub-sampling of features in consecutive
layers. However, output resolution obtained by such process is too coarse for tasks that
require per-pixel predictions (e.g. semantic segmentation).
Standard strategies to address this issue are based on (i) removing the pooling layers
or down-sampling, and using large convolution filters or (ii) keeping the filters small
and appending a network with (gradual) up-sampling layers and skip connections [111].
Both strategies significantly increase the number of parameters leading to non-compact
networks and inefficient learning. Jeon and Kim [113] have proposed deforming small
convolution kernels, but these deformations result in a negligible change of the receptive
field sizes.
The problem of parameter dependence on the filter size was partially addressed by
Chen et al. [30] with dilated convolutions. The dilation factors are manually set and
fixed, whichmay be sub-optimal for a given application. Chen et al. [30] thus proposed
atrous spatial pyramid pooling (ASPP), which is composed of parallel processing paths,
each path using a different dilation factor. Since ASPP entails a non-negligible increase
of parameters, the authors propose adding it only as a post-processing block on top of
deep features. There are several drawbacks of using fixed dilations. First, the pattern
of the dilation is a regular expansion of a grid-based filter. The pattern is fixed prior to
learning and cannot change. Other patterns might be more appropriate for a given task,
but the search would lead to a combinatorial explosion of possible filters to be tested
during learning, which is practically infeasible. Secondly, large dilations significantly
violate the Nyquist theorem [114], resulting in gridding artifacts as demonstrated by Yu
et al. [115].
In this chapter, we leverage compositional properties introduced byDAUs to address
the above issue of the effective receptive field size and filter pattern for different applica-
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tions. As shown in theprevious chapter, theproposeddisplaced aggregation units (DAU)
exert compactness in terms of the number of parameters and efficient use of paramet-
ers, enabled by (a) decoupling of the parameter count from the receptive field size, (b)
learning of the receptive field, and (c) automatic adjustment of spatial focus. By fol-
lowing those concepts, DAU-ConvNets also allow adaptation to specific tasks without
manually testing various complex dilation factors and filter patterns. Those properties
directly contribute to higher flexibility of the network architecture and to the improved
performance for various computer vision tasks.
The benefits of DAUs are demonstrated on a range of computer vision tasks (i.e. im-
age classification, semantic image segmentation and blind image deblurring) by repla-
cing standard convolution filters with DAUs. We empirically verify that the resulting
novel deep models:
enable automatic and efficient allocation of parameters for spatial attention while
requiring as few as 25% of parameters compared to standard ConvNets,
address a spectrum of different tasks without ad-hoc manual tuning of receptive
fields, making the architectures highly flexible, and
eliminate a need for dilated convolutionswith hand-crafted dilation factors.
We address different applications with state-of-the-art deep architectures, such as Res-
Net-50 [25], ResNet-101 [25], DeepLab [30] and SRN-DeblurNet [40], and we eval-
uate them on several datasets, such as ILSVRC-2012 [37], PASCAL VOC 2011 [38],
Cityscape [39] andGOPRO [41], to support the proposed models.
5.1 Classification
Thegenerality ofDAU-ConvNets is first empirically analyzed on the ILSVRC-2012 [37]
classification task using the AlexNet [19] and ResNet [25] models.
5.1.1 AlexNet with DAUs
Thefirst experiment involved the evaluationona classicAlexNet architecture introduced
in the hyper-parameter analysis in Chapter 4. We compare the baseline AlexNet to the
Medium DAU-AlexNet (Table 4.3), which contains less than 70% of parameters than
the baseline.
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Table 5.1
Results on the ILSVRC-2012 validation set using the AlexNet architecture and the corresponding number of
parameters on convolutional layers. Top-1 accuracy reported.
Network architecture Top-1 accuracy (%) Number of param. on conv. layers
DAU-AlexNet 56.89 2.3 million
AlexNet 56.99 3.7 million
Table 5.1 reports accuracy for both methods together with the number of free para-
meters for convolutional layers. DAU-AlexNet and the baseline AlexNet converge to
comparable performance, close to 57%. The DAU-version of AlexNet achieved compar-
able performance to the classical AlexNet with over 30% fewer parameters and the ana-
lysis in Section 4.2.2 shows that further reduction is possible at a negligible performance
loss. The overall comparable performance supports the hypothesis that DAUs do not
lose expressive power on account of their simple functional form.
5.1.2 Residual Networks with Displaced Aggregation Units
DAUs retain similar benefits on deeper architectures as well. We evaluatedDAUs on the
ResNet-50 and ResNet-101 [25] classification architectures. In particular, we evaluated
ResNet v2 [116], which applies batch normalization and activation before convolution
for learning stabilization.
ResNet was modified into DAU-ResNet by replacing all 3 × 3 convolutions with the
DAU convolution filters containing only two units (see Figure 5.1). This includes all
layers except the first layer with 7×7 kernels and the bottleneck layers with 1×1 kernels.
We also implemented down-sampling with max-pooling instead of using convolutions
with a stride1. This was performed on all levels except on the first one, where a standard
convolution was retained. The same down-sampling with max-pooling was included in
the standard ResNet for a fair comparison. In DAU-ResNet, the displaced aggregation
units were initialized randomly with a uniform distribution on an interval [−1.5, 1.5],
following the observation of the displacement distribution in Section 4.4.1. The units
were restricted to move up to 4 pixels away from the center, resulting in the receptive
field size of up to 9 × 9 pixels relative to the previous layer.
1DAU layers with a stride operation are not yet implemented.
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Figure 5.1
Example of the state-of-the-art architecture (ResNet-101) in which a classic convolution is replaced with the displaced aggregation
units. In the DAU residual block, DAUs with 2 units replace all 3 × 3 convolutions from the classic residual block.
Optimization. Both architectures were trained by a stochastic gradient descent.
The same optimization hyper-parameters were used in DAU and in the classic ResNet,
i.e. a learning rate of 0.1, a momentum of 0.9, a weight decay of 10−4 and a batch size
of 256. The learning rate was reduced four times by a factor of 10 at 30th, 60th, 80th and
90th epoch. In DAUs, the weight decay was applied only to the weights but not to the
offset; however, a learning rate that is 500 times larger for the offset was used during the
training process to compensate for orders of magnitude different values compared to
the weights.
Classification Results with ResNet. The results for networks with 50 and
101 layers are reported in Table 5.2. The DAU version achieves the same performance as
the classical ConvNet counterparts onResNet-50 as well as onResNet-101. This result is
achievedwith 30% fewer parameters allocated for convolutions in the spatial coverage of
DAU-ResNet. The reduction in the overall number of parameters is slightly lower since
the residual network allocates half of the parameters for 1 × 1 bottleneck layers, which
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Table 5.2
Results on the ILSVRC-2012 validation set using a deep residual network architecture and the corresponding
number of parameters on convolutional layers. Top-1 accuracy reported.
Network arch. Top-1 acc. (%)
Number of parameters (in million)
Conv/DAU Bottlenecks Total
ResNet-50 74.08 11.3 M 14.2 M 25.5 M
DAU-ResNet-50 74.06 7.5 M 14.2 M 21.7 M
ResNet-101 75.39 21.3 M 23.1 M 44.5 M
DAU-ResNet-101 74.89 14.2 M 23.1 M 37.4 M
are not replaced with DAUs.
5.2 Semantic Segmentation
Classic ConvNet architectures designed for classification require hand-crafted structural
modifications in the form of hand-tuned dilated convolutions to achieve high-quality
results on other task like semantic segmentation. In particular, dilated convolutions
with several manually set dilation sizes are placed at certain layers in ResNet when ad-
apting for semantic segmentation [30]. Such changes are not required for DAU coun-
terparts since these simultaneously learn filter receptive field sizes and content to the task
at hand. A semantic segmentation task on PASCAL VOC 2011 and Cityscape datasets
using three popular deep learning architectures, AlexNet, ResNet-101 andDeepLabwas
chosen to demonstrate this.
5.2.1 Semantic Segmentation with AlexNet
We first evaluated a classic architecture— the AlexNetmodel. TheAlexNet architecture
modified for semantic segmentation as introduced in the hyper-parameter analysis in
Chapter 4 was evaluated on the PASCAL VOC 2011 segmentation dataset. The modi-
fication includes increased resolution at the last two layers and scaled displacements in
the corresponding DAU convolution filters. The baseline AlexNet was similarly mod-
ified for the semantic segmentation task, but instead of scaling the displacements, we
dilated convolution filters with the same factor. The layers after the first removed max-
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Table 5.3
Results on the segmentation task using the PASCAL VOC 2011 validation set. Per-class mean-IU and averaged mean-IU over all
classes are reported.
Network arch. Background Aeroplane Bicycle Bird Boat Bottle Bus Car Cat Chair Cow
DAU-AlexNet 86.1 58.5 29.7 55.0 41.7 47.2 61.3 56.3 57.9 14.1 47.1
AlexNet-dilation 85.8 54.6 27.2 51.8 39.0 45.2 56.3 54.2 57.4 12.4 43.8
Network arch. Diningtable Dog Horse Motorbike Person Potted plant Sheep Sofa Train Tv/monitor mIoU
DAU-AlexNet 27.3 47.8 36.7 54.7 63.9 28.9 53.0 19.3 59.8 45.3 47.22
AlexNet-dilation 26.1 50.6 35.6 54.1 61.1 26.9 53.6 18.9 60.2 42.5 45.57
pooling use a dilation of two (layers 3, 4 and 5), and the layers after the second-removed
max-pooling use a dilation factor of four (layers 6 and 7).
SegmentationResults. TheperformanceofDAU-AlexNet compared to thebase-
line AlexNet with the dilation is shown in Table 5.3. DAU-AlexNet consistently outper-
forms the baseline AlexNet with dilation across all measures. The mean IoU and per-
pixel accuracy are improved by approximately 2%. Looking at the per-class mean IU, we
observe the improvement is consistent over all categories, with the exception of “dog”
“sheep” and “train” categories.
5.2.2 Semantic Segmentation with Residual Networks
DAUs were further evaluated on a very deep residual network with 101 layers (ResNet-
101) [25]. ResNet-101 was modified in the same way as AlexNet in the previous section.
This included a removal of the last max-pooling layer, which resulted in a network with
the output layer resolution reduced by 16× (as opposed to a 32× reduction in the original
ResNet-101). This matches the output stride of 16 in the DeepLab model [30].
Cityscape Dataset. The Cityscape dataset [39] was used for the evaluation. The
dataset contains high-resolution images of city driving and the task requires pixel-wise
segmentation of images into 19 classes. Only images with the provided fine-grained an-
notations were considered for the learning phase (i.e. 2,975 training images) while net-
works were evaluated on 500 test images from the validation set.
Optimization. The standard ResNet and DAU-ResNet were first pre-trained on
the ImageNet [37] dataset. Both models were then trained for the segmentation using
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Table 5.4
Results on the Cityscape validation set using deep residual network architecture and DeepLab v3+ improvements. We report mean
intersection-over-union (mIoU). DAU- 6U is a single displaced aggregation layer with 6 units per channel which replaces ASPP.
Standard ResNet-101 backbone ResNet-101 with DAUs (our) backbone
Output
Stride
ASPP Img-pool Decoder mIoU +/- mIoU Output
Stride
DAU- 6U Img-pool DAU-Decoder
16 68.6 +4.2 72.8 16
16 3 72.7 +0.1 72.8 16
16 3 3 75.6 -0.1 75.5 16 3 3
16 3 3 3 75.8 +0.3 76.1 16 3 3 3
a mini-batch stochastic gradient descent with a batch size of 8 for 50,000 iterations (134
epochs). A learning rate of 0.01 was used, with a momentum of 0.9 and a weight de-
cay of 10−4. A polynomial decay of the learning rate with a factor of 0.9 was applied.
Data augmentation was used with the following operations: the images were resized by
a factor randomly selected from the uniform distribution in a range of [0.5, 2.0], and
the high-resolution images were randomly cropped into 769 × 769 large patches, and
left-to-right mirroring was applied with a probability of 0.5. Testing was performed on
a single-scale without multi-scale testing.
Results: The results are reported in the first row in Table 5.4. TheDAU-ResNet-101
model achieves 72.8% mIoU and outperforms the standard ResNet-101 with mIoU of
68.6%. A similar difference is observed with the mean accuracy— the standard ResNet-
101 obtains 77.2%mean accuracy while the DAU version obtains a 82.2%mean accuracy.
An improvement of around 4% clearly demonstrates the benefits of having learnable
unit displacements, which allow the network to focus on spatial features required for
segmentation without requiring manual specification. Note that a 4% increase in per-
formance was achieved with 15% fewer parameters in the network. Several examples of
semantic segmentation on both networks are depicted in Figure 5.2.
Gridding Artifacts: The ResNet-101 model is also susceptible to large gridding
artifacts as can be observed in a jagged segmentation highlighted in Figure 5.3. This can
be attributed to the dilated kernels inConvNet, which cannot cover all regions appropri-
ately due to fixed, grid-based positions of weights. On the other hand, replacing fixed,
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Figure 5.2
Examples of the semantic segmentation on the Cityscape dataset comparing DAU-ResNet-101 and the standard ResNet-101.
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Figure 5.3
Examples of the grid-
ding artifacts on the
Cityscape dataset with
DAU-ResNet-101 in the
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in ResNet-101 
grid-based kernels with DAUs eliminates the gridding artifacts in most cases. Three
highlighted examples can be observed in Figure 5.3, where DAUs produce a significantly
smoother segmentation.
5.2.3 Improving DeepLab with DAUs
Since DAUs inherently provide adjustable receptive field sizes, it becomes a natural fit
for a popular semantic segmentation model DeepLab [30, 65], in which large receptive
fields are achieved with hand-tuned dilation. In our experiment, we used the latest ver-
sion of DeepLab v3+ [117] that incorporates the following improvements for semantic
segmentation: (a) output stride of 16, (b) atrous spatial pyramid pooling (ASPP) layer,
(c) global image-pooling features, and (d) an output decoder layer. As a backbone net-
work,weusedResNet-101 from theprevious subsection thatwasmodified for a semantic
segmentation problem.
TheDeepLab architecture wasmodified to includeDAUs as follows. First, the convo-
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Figure 5.4
a) Atrous Spatial Pyr-
amid Pooling (ASPP)
block processes the in-
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the dilation rates using
fewer parameters.
lution filters inResNet were replaced byDAUs in the samemanner as forDAU-ResNet
in the previous subsection. Next, the atrous spatial pyramid pooling (ASPP) [30] with
three parallel convolutions, each with a different dilation rate, was replaced by a single
DAU layer with six units per kernel (termed as DAU- 6U) as depicted in Figure 5.4. We
used more units than on the other layers to provide coverage that is dense enough for a
larger area. The receptive field size is thus adjusteddynamically during training, provided
that a large enough displacement of a unit is allowed. Lastly, output decoder was imple-
mented with DAUs (two units per convolution filter) instead of using 3 × 3 convolu-
tions.
Dataset and Optimization. The optimization and evaluation of DeepLab was
performed on the Cityscape dataset using the same hyper-parameters as in the previous
subsection. The same process of augmentation was used with input scaling, cropping
and flipping. Testing was performed on the val set using only a single-scale, i.e. without
multi-scale testing.
Results. The results are reported in the second block of the experiments inTable 5.4.
The results for several DeepLab versions are reported to quantify contributions of each
improvement. Notice that standard ResNet-101 becomes competitive with the DAU
90 D Tabernik Representing visual entities with deep hierarchical and compositional models
version only when the image-pooling features are included. Since the image-pooling fea-
tures capture global information (i.e. context), this indicates that theDAU convolution
filters already capturemost of the global information through their sparse and adjustable
displacements. The results also show that a single DAU- 6U layer provides a comparable
performance boost to ASPP with three hand-crafted parallel convolutions. Finally, im-
plementing the decoder with DAUs also improves DeepLab slightly more than using a
standard decoder and ASPP. In this case, the DAU version achieves a mIoU of 76.1%
while standard DeepLab achieves a mIoU of 75.8%.
Note that DAU- 6U is a single layer with 6 units (18 parameters) while ASPP ap-
plies at least three parallel convolutions each with 9 parameters, resulting in at least 27
parameters. While ASPP was hand-crafted and would require separately testing various
variations of receptive field combinations to fine-tune its architecture to a given dataset,
DAU- 6U learns themdirectly from a dataset, thus significantly reducing the complexity
of designing high-performance networks.
5.3 Blind Image Deblurring
As the last application example, wedemonstrate theperformance ofDAUson the task of
blind image deblurring, in which large receptive fields have proven to play an important
role.
5.3.1 A Scale-Recurrent Network with DAUs
The scale-recurrent network by [40], termed SRN-DeblurNet, is a state-of-the-art
method for a blind image debluring task. SRN-DeblurNet employs a 43-layer U-Net
architecture in a scale-recurrent approach to perform a dense regression of each output
pixel value. SRN-DeblurNet attains large receptive field sizes by down-sampling and
5 × 5 convolution kernels. The network obtains top performance on deblurring bench-
marks [40], but at the cost of inefficient use of parameters for the spatial coverage.
We propose DAU-SRN-DeblurNet, in which 5 × 5 convolutions are replaced with
two displaced aggregation units per convolution filter. The replacements are made in
all but four layers: we retain two de-convolution layers and the first and the last layers
as classical convolutions2. This results in a much more efficient network with 4× fewer
2Current implementation of DAUs requires an even number of channels preventing its use on 3-
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Figure 5.5
Examples of deblurring on the GOPRO dataset with SRN-DeblurNet in the second column and the DAU variant in the third column.
parameters thanSRN-DeblurNet and inper-filter adapted receptive field sizes. A central
requirement of the convolution filters in SRN-DeblurNet is to enable modeling the
identity function which allows the network to pass through pixels that are not blurred.
Thus the standard deviations in the DAU weights were lowered to 0.35 to reduce their
aggregation effect. According to further evaluation by [40] after the paper acceptance3,
they removed the color ringing artifacts to further improve the performance by applying
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Table 5.5
Results on the GOPRO dataset using the reference and the DAU-based SRN-DeblurNet architecture with reported
peak-signal-to-noise-ratio (PSNR) and the number of trainable parameters (in million).
Network architecture PSNR (dB) Number of params. / units GFLOPS
SRN-DeblurNet 30.07 6.878 M / 6.878 M 591.72
DAU-SRN-DeblurNet 30.02 1.781 M / 0.708 M 228.90
Relative change 99.83% 25.89% / 10.29% 38.68%
The GOPRO Dataset. The GOPRO dataset [41] was used for training and test-
ing. The dataset contains 2,103 pairs of training images and 1,111 pairs of testing images.
Each pair consists of two colored images: a blurred image (input) and a sharp image
(groundtruth), both in 1280 × 720 resolution.
Optimization. The training protocol of [40]was followed. We trainedwith amini-
batch stochastic gradient descent using the Adam solver [118] for 2000 epochs with a
batch size of 16 images. For SRN-DeblurNet, we used the best hyper-parameters pro-
vided by [40], and a learning rate of 10−4 with a polynomial decay using a power factor
of 0.3. The learning rate was increased for DAU-SRN-DeblurNet to 5 × 10−4 to com-
pensate for smaller weights in DAUs due to normalized Gaussian blurring. Further-
more, since the unit displacement values are several orders of magnitude larger than the
weights, we also increased the learning rate for displacement values μ to 10−3 and applied
a linear decay, i.e. a polynomial decay with a power factor of 1.0. The trainable variables
were initialized with the [62] method. The displacement values of DAUs were initial-
ized randomly with a zero-mean normal distribution and a standard deviation of 0.5.
Data augmentation was not used in training but images were randomly cropped into
256 × 256 patches to fit them into the memory. This followed the learning protocol
of [40].
Results. The results are reported in Table 5.5. Both methods achieved a peak-signal-
to-noise-ratio (PSNR) of slightly above 30 dB. Note that SRN-DeblurNet required 6.8
million parameters and 591.72 GFLOPS while DAU-SRN-DeblurNet required only
25% of parameters (1.7 million) and 36% of GFLOPS (228.90) for the same perform-
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ance. The difference is even more substantial when considering the number of units
required for the spatial coverage (see Table 5.5) — in this case, DAU-SRN-DeblurNet
requires only 10% of units compared to the original SRN-DeblurNet. The examples of
the deblurred images with both methods are shown in Figure 5.5.
We have also observed that the larger aggregation perimeter (i.e. larger standard de-
viation of DAUs) did not significantly affect the performance. DAUs with aggregation
perimeter σ = 0.5 achieved PSNR of 29.84 dB while DAUs with σ = 0.35 resulted in
PSNRof 30.02 dB. Considering that the increased aggregation perimeter introduces sig-
nificant feature blurring, amuch larger performance differencemight be expected. Such
a small difference points to an effective and robust DAU structure that is able to com-
pensate for the added blurring effect, which is particularly important in the deblurring
task.
5.4 Summary
In this chapter, we applied the proposed displaced aggregation units to several state-of-
the-art deep learning architectures for three different computer vision problems: image
classification, semantic segmentation and blind image deblurring. Introducing DAUs
into deep learning architectures resulted in novel flexible architectures that can easily ad-
apt to specific problem domains while at the same time they aremore compact and have
fewer parameters. In image classification, tasks the benefits have been demonstrated on
the AlexNet and ResNet architectures. In both architectures, DAUs achieved classifica-
tion accuracy comparable to the standard convolution, however, 30% fewer parameters
are need in the convolutional layers in both architectures that use DAUs.
Further benefits have been demonstrated on semantic segmentation tasks where the
flexibility of the receptive field is important for capturing semantic context informa-
tion. ApplyingDAUs to theAlexNet network for semantic segmentation resulted in 2%
higher mIoU on the PASCAL VOC 2011 segmentation task while applying DAUs to
ResNet resulted in 4% higher mIoU on the Cityscape dataset. Both those cases demon-
strated well the benefits of flexible receptive field sizes since both architectures were
originally developed for image classification where receptive field size is less important.
Without the flexibility of the receptive field, the network had difficulty adapting to a
diferent task and often resulted in the gridding artifacts as observed in Cityscape data-
set. DAUs on the other hand did not experience any gridding problems and achieved
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better accuracy. Moreover, this was achieved while using 15–30% fewer parameters in
the whole network. We also applied DAUs to the DeepLab v3+ network, where DAUs
were able to fully replace the hand-tuned ASPP layer. The convolutions with manually
defined dilation in ASPP can be easily replaced by a single DAU layer with 6 units, res-
ulting in only 18 parameters versus 27 parameters used in ASPP.This demonstrates well
the flexibility and efficiency of DAUs.
Finally, we applied DAUs to the SRN-DeblurNet architecture to address the blind
image deblurring task. In this case, two DAUs were able to replace 5 × 5 convolutional
kernels in SRN-DeblurNet. This resulted in comparable performance on the GOPRO
dataset, but the network with DAUs needed 75% fewer parameters to achieve this. This
is well reflected in computational efficiency, where DAU-SRN-DeblurNet needed 61%
fewer GFLOPS for the same deblurring accuracy. The application to SRN-DeblurNet
is a good example of the benefits provided by the flexible receptive field size that not
only removes a need for manually tuning various dilation factors and kernel sizes but
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6.1 Principal Scientific Contributions
The following three principal objectives were pursued in this work: (i) improvement of
discriminative performance in compositional hierarchies, (ii) introduction of receptive-
field learning and improvement of parameter use in deep neural networks, and (iii) im-
provement of architectural flexibility in deep neural networks for better adaptation to
specific tasks or domains. Following the stated objectives, we propose three scientific
contributions:
Contribution I:A novel discriminative feature based on learned parts of a layered
compositional hierarchical model that improves discriminative performance of
compositional hierarchies.
Contribution II: A novel basic unit for a deep neural network with an explicit
compositional structure that bridges the gap between compositional hierarchy and
deep neural networks, resulting in learnable receptive field sizes and in efficient
and compact networks.
Contribution III: New efficient and flexible deep architectures for various com-
puter vision tasks based on the proposed displaced aggregation units with an abil-
ity to adapt to specific tasks and domains by learning receptive field size.
In the following, we explain how each objective was pursued and experimentally val-
idated as well as describe the resulting scientific contribution.
Objective andContribution I: The first objective was to improve the discrimin-
ative power in the compositional hierarchy, which was identified as an important draw-
back. This objective was successfully accomplished by introducing a novel descriptor
termedHistogram of Compositions (HoC). HoC captured the lower-layer features from
the hierarchical tree, which contained the additional discriminative information that the
existing compositional hierarchy ignored. The descriptor was designed to capture the
compositional features that are not only part of the detection’s parse-tree but also the
ones that are not part of the parse-tree and are in the vicinity of the detected object.
Those compositions proved to contain discriminative information needed to success-
fully improve the discriminative performance of the compositional hierarchy. This is
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supported by an extensive analysis that separately evaluated the descriptor from the per-
spective of between-category miss-classifications and from the perspective of phantom
detections on a background. HoC improved the overall performance and outperformed
the comparable shape-based descriptorHistogramofOrientedGradients on a variety of
classification and detection datasets: Weitzmann horses [33], Leeds cows [34], MPEG-7
shapes [35] andETHZ-shapes [36]. The resultingHoC descriptor and its detailed analysis
is the first of the three principal contributions of this work.
Furthermore, a comparison between the deep convolutional network and the com-
positional hierarchy with HoC descriptor also highlighted substantial occlusions as an
important weakness of deep convolutional networks. Although the compositional hier-
archy was also affected by such occlusions, the performance remainedmuch higher than
in the deep networks. Substantial occlusions have been shown to present issues not only
for the older R-CNN model but also for the newer Mask R-CNN model, thus high-
lighting the presence of this issue in modern deep networks as well. This finding is an
important additional contribution of this work.
Objective and Contribution II: The second objective was to introduce a learn-
able receptive field and improve thenumber of parameters usedbydeepneural networks.
Since the explicit modeling of compositions enables dynamic and learnable receptive
field sizes in a compositional hierarchy, we proposed to pair this property with powerful
discriminative learning from deep neural networks. Stemming from this idea, displaced
aggregation units (DAU) were proposed as a novel filter unit for deep convolutional
networks, resulting in the second principal contribution of this thesis. The explicit feature
composition inDAUswas implementedby replacing dense, rigid kernel filterswith a dir-
ect parametrization of compositions. This enabled direct learning of spatial relationship
between features and consequentially direct learning of the receptive field sizes while at
the same time it decreased the number of needed parameters due to the decoupling of
the parameter count from the receptive field size. IntegratingDAUs into deep networks
introduced a novel class of deep models termed Deep Compositional Networks, which
bridge the gap between the compositional hierarchy and deep neural networks.
Theanalysis of spatial coverage (i.e. the receptive field) demonstrated that thenetwork
with a displaced aggregation unit can successfully result in a learnable receptive field that
is not constrained by a predefined grid. This was shown on classification and segmenta-
tion problems, where significantly larger effective receptive field sizes were observed in
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the network with DAUs than in a standard network without DAUs. Further benefits
of learnable receptive fields in DAUs were experimentally validated with several addi-
tional analyses. The computational cost analysis validated the efficient implementation
of DAUs, which was enabled by considering the aggregation perimeter as a fixed hyper-
parameter. Fixing the aggregation perimeterwas also shown in the hyper-parameter ana-
lysis to have a minimal effect compared to when it is learned. Furthermore, DAUs were
shown to require even fewer floating point operations than the standard convolution,
which supports efficiency as one of key advantages in DAUs. The improved efficiency
was expressed not only in a computational cost but also in a more compact network
with fewer parameters, as demonstrated by the parameter count analysis. This analysis
demonstrated that existing deep networks with 3 × 3 kernel sizes still allocate too many
parameters for spatial coverage. An additional reduction of 30–60% can be achieved
without significantly compromising classification accuracy, as shown on the classifica-
tion problem using the AlexNet [19] architecture.
It is important to note that both spatial coverage and parameter count analyses were
only possible due to the introduction of learnable receptive fields into the deep network.
For the spatial coverage analysis, this enabled a full adaptation of the receptive field sizes
without anymanual tuning of the network’s architecture to reveal the true extent of the
required receptive field sizes for specific tasks. While in the parameter count analysis,
it was possible to vary the number of parameters independently of the receptive field
(i.e. the parameter count was varied while the receptive field size was fixed) due to the
decoupling of the parameter count from the receptive field. These unique analyses were
not possible before using any existing network and represent an important contribution
of this thesis.
Objective and Contribution III: In the last objective, we aimed to increase the
flexibility of existing deep neural network architectures and improve the adaptation to
specific tasks and domains. Since existing architectures often require significant manual
tuning of parameters related to the receptive field (e.g. kernel dilation, kernel sizes, etc),
we proposed to eliminate themandmake the architecture automatically adapt to specific
tasks and domains with minimal manual adjustment. This was achieved with the intro-
duction of DAUs into existing state-of-the-art architectures. DAUs improve the flexibil-
ity of the architecture by learning the receptive field sizes and adapting them to a specific
problem while decoupling the parameter count from the receptive field size to reduce
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the complexity of the architecture. The improved flexibility is reflected in novel archi-
tectures for three different applications, i.e. classification, semantic segmentation and
blind image deblurring. Novel flexible and efficient deep architectures based on DAUs
represent the third principal contribution of this thesis.
The improved flexibility and better use of parameters are supported by an extensive
evaluation of the novel architectures. For the classification problems, DAUs reduced the
number of parameters by 15–30% in AlexNet [19] and ResNet [25] while retaining the
same classification accuracy on the ILSVRC-2012 [37] dataset. In the semantic segment-
ation tasks, the benefits of DAUswere demonstrated not only through fewer parameter
counts but also in their flexibility of learning the receptive field sizes. Thus, a network
originally trained for classification could be automatically adapted for semantic segment-
ation without manual modifications of its architecture such as kernel dilation, which
was demonstrated on PASCAL VOC 2011 [38]. Moreover, a single DAU layer with six
units has been shown to fully replace a more complex and hand-crafted ASPP [30] layer
in the DeepLab v3+ [117] architecture, leading to a simplified architecture for the se-
mantic segmentation with fewer parameters and comparable or improved classification
performance on the Cityscape [39] dataset. Lastly, DAUs improved the architecture for
blind image deblurring problems, in which large receptive fields play an important role.
On the GOPRO [41] deblurring task, the SRN-DeblurNet [40] architecture with two
DAUs per layer performed on par with the original architecture that uses 5 × 5 kernel
while reducing the parameters by 4–5 times. The elimination of manually defined ker-
nel sizes substantially improves flexibility of deep architectures based on DAUs while
reduced parameter count further improves compactness of the deep networks.
6.2 Future Research Directions
This doctoral thesis explored the process of adding an explicit structure from composi-
tional hierarchies into deepnetworks that resulted in twonewproperties for deepneural
networks: the learnable receptive field and the decoupling of the parameters from the
receptive field. However, other compositional properties may also be introduced in a
similar way. Due to the limited scope of the thesis, this has not been fully explored and
presents a possible new research opportunity.
An interesting prospect may be in adding an explicit interpretation of features into
deep models, which is already an inherent property of compositional hierarchies. The
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explicitly exposed position parameter in DAU is already a step in this direction, but for
a proper compositional interpretation of features a stronger enforcement between parts
and sub-parts would be required. For instance, enforcement in the form of an expli-
cit AND-OR model may be possible, with AND layers modeled directly as DAUs and
OR layers modeled with the XOR enforcement on the part’s weights. We briefly ex-
perimented with such approach andmodeled XOR enforcement by adding constraints
on DAU weights, either as regularization or by additional discrete, one-hot encoding
weights that aremapped from somenormal distribution subspace (e.g. using variational
auto-encoders to map between one-hot encoding of discrete weights and subspace of
weights that are normally distributed). Althoughmore work is needed, the preliminary
results suggests that DAU can be constrained to model the desired properties, which
opens intriguing new research directions.
In one suchnew research direction, the constraints added to theweights ofDAUcom-
ponents could be used to transform parameter encoding space into a different subspace
using an additional neural network. This neural network could be enforced to model
specific desired properties on the output neurons such as previouslymentioned one-hot
encoding distribution, or they could be left unconstrained and fully learned. The same
technique could be applied not only to weights but also to offset values of DAUs. This
would translate the parameter space of offsets into a different subspace with different
learning properties. Such approach could be used to increase the speed of learning for
certain parameters (e.g. a common technique for regressing the position parameter is
to use the exponential function for faster convergence, which could bemodeled directly
or approximated with a different network), it may also act as an additional reduction
of parameters or could introduce various constraints on parameters, depending on the
mapping used.
Another research direction may also be the application of DAUs into multi-dimen-
sional data domain, where DAU’s offset μ could be extended into the third dimension.
This is often needed to process 3D point cloud data using 3D convolutions. The dis-
placed aggregation units could prove even more efficient in those domains than in 2D
image domain since parameter count as a function of kernel size would be now increas-
ing with a cubic function in standard convolution instead of with the square function
for 2D convolution. On the other hand, only one additional position parameter per
unit would be required for DAUs, making this approach extremely efficient. In fact,
this is the central idea used in the recently-proposed, state-of-the-art point-cloud neural
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network KPConv by Thomas et al. [119].
Finally, several experiments have also pointed to potential further improvement of
the computational efficiency of DAUs. Currently, most of the experiments in this work
were done with two units per channel or more, mostly as a limitation of the current
TensorFlow implementation that simulated DAU- 1U by using DAU- 2Uwith zero val-
ued weights on the second component. However, the experiment on AlexNet points
to promising results using only DAU- 1U with a single component per channel. The
computational analysis also shows linear scaling with the number of DAUs per channel,
therefore indicating that the computational complexity could be reduced in half with
no or minimal effect on the accuracy. Moreover, the majority of the computational cost
in the inference stems from the interpolation of offsets. Interpolation has proven crucial
for learning, but if an appropriate learning scheme could be found that compensates for
the eliminated interpolation in the inference, then there is potential to further reduce
the computational cost by a factor of four. A proper combination of DAU- 1U and
removed interpolation from the inference could result in implementation that is eight
times faster, which is a significant improvement in the cost. Applied to practical applic-
ation of image deblurring task with SRN-DeblurNet, this would potentially reduce the
number of operations from 591.72 GFLOPS for standard SRN-DeblurNet with 5 × 5
kernel sizes to only 28.5 GFLOPS for theDAUvariant— a theoretical 20-fold reduction
of the computational cost.
We believe that displaced aggregation units represent a novel fundamental deep learn-
ing approach with significant potential to result not only in more efficient and robust
deep networks but also in deep models with novel properties that will further reduce
the gap between compositional hierarchies and existing deep convolutional networks.
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Motivacija Raziskave iz področja računalniškega vida pogosto naslavljajo različne
probleme povezane z obdelavo vizualnih informacij kot so slike, videoposnetki ali podat-
ki v oblaku 3D točk. V splošnem se raziskovalci računalniškega vida pogosto ukvarjajo s
temami, ki vključujejo obdelavo slik na nižjem nivoju (npr. odstranjevanje šuma, razme-
glejevanje, segmentacija, združevanje slik), raznovrstno obdelavo videoposnetkov (npr.
sledenje predmetom) ter naslavljanje različnih semantičnih nalog na višjem konceptual-
nem nivoju (npr. semantična segmentacija, prepoznavanje in zaznavanje objektov, oce-
njevanje poze). Čeprav mnoge od teh nalog na prvi pogled niso sorodne, pa se pri njiho-
vih rešitvah pogosto zanaša na enake računske modele za reprezentacijo oz. predstavitev
vizualnih entitet. Iskanje ustreznih modelov za vizualno predstavitev objektov je težav-
na naloga, predvsem zaradi kompleksnosti realnega sveta, ki vsebuje različne spremembe
v okolju (npr. osvetlitev, zakrivanje) ter spremembe samih objektov (npr. deformacija,
sprememba pogleda). Vse te spremembe pamorajo zajeti raznimatematičnimodeli za vi-
zualno predstavitev objektov. Reševanje problema vizualne predstavitve je torej izredno
težavna naloga, vendar predstavlja eno ključnih vprašanj računalniškega vida, ki lahko
močno pripomore k reševanju številnih drugih problemov iz tega področja.
Od začetka raziskav računalniškega vida izpred več kot 50 let so bili razviti številni za-
nimivi pristopi za modeliranje reprezentacije vizualnih entitet. V zgodnjih raziskavah
je bilo večino truda namenjenega razvoju nizko-nivojskih značilnic kot so detektorji ro-
bov [1], nato pa so za nadaljnjo predstavitev kompleksnih vizualnih entitet in objektov
nekateri predlagali modele s posplošenimi cilindri (ang. generalized cylinders) [2], drugi
pa so uporabili slikovne strukture (ang. pictorial structures) [3]. Obe rešitvi sta imeli eks-
plicitno definiranopovezavomed semantičnimi deli objekta. Istočasno so se kot zanimiv
pristop pojavljali tudi različni hierarhičnimodeli [4–6] ter pozneje navdihnili razvoj glo-
bokih hierarhičnih modelov, kot sta modela ConvNet [7] in LHOP [8]. Čeprav imajo
hierarhični modeli številne zanimive lastnosti (npr. visoka kapaciteta za reprezentacijo
kompleksnih entitet, souporabo značilk, direktno učenje značilk), pa zaradi velikih ra-
čunskih potreb niso prišli v splošno uporabo. Namesto tega so različne ročno-izdelane
značilke, kot so LBP [9], SIFT [10] inHOG [11], v kombinaciji z naprednimi tehnikami
strojnega učenja dosegale veliko boljše rezultate. Značilke so bile uporabljene v kombi-
naciji z modelom vreče besed [12–14] ali pa s konstelacijskimimodeli [15] za predstavitev
kompleksnih vizualnih entitet. Najuspešnejši med njimi je bil model DPM [16], ki te-
melji na značilki HOG in slikovnih strukturah (ang. pictorial structures), vendar je odvi-
snost od ročno izdelanih značilk močno omejila njihovo zmogljivost in fleksibilnost pri
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predstavljanju zapletenih vizualnih objektov.
Z napredkom v razvoju strojne opreme, ki je v zadnjih dveh desetletjih bistveno pove-
čal računske zmogljivosti, je ključna omejitev hierarhičnih pristopov počasi zbledela, kar
je številnim novim modelom [17–19] omogočilo doseči vrhunske rezultate ter pridobiti
večjo pozornost širše skupnosti. Osrednja ideja hierarhičnih modelov, ki je privedla do
njihovega širokega uspeha, je večplastna predstavitev objektov s predstavitvijo enostav-
nih značilk v nižjih nivojih ter s kompleksnimi značilkami v višjih nivojih, ki se ustvarijo
s kombinacijo bolj enostavnih značilk iz nižjega sloja. Z zlaganjem več plasti lahko mo-
del v višjih slojih kodira vse bolj kompleksne oblike in značilke, hkrati pa ohrani nizko
dimenzionalnost zaradi učinkovite so-uporabe nižjih slojev. Navdih za takšen pristop je
mogoče najti tudi v bioloških vizualnih sistemih, saj so študije razkrile hierarhično orga-
nizacijo v zaznavnih sistemih primatov [20].
V tej doktorski disertaciji so hierarhične reprezentacije prepoznane kot pomemben
pristop pri modeliranju vizualnih entitet. Med različnimi hierarhičnimi pristopi sta kot
najbolj obetavni prepoznani dve paradigmi:
kompozicijske hierarhije [8, 21, 22] in
globoke konvolucijske nevronske mreže [19, 23–25].
Obe paradigmi sta bili razviti vzporedno in temeljita na konceptu večplastnega hierar-
hičnega modeliranja, vendar se razlikujeta v definiciji njunih modelov, kar posledično
rezultira v modelih z zelo različnimi lastnostmi.
Kompozicijske hierarhije Kompozicijske hierarhije modelirajo značilke na spe-
cifičnem nivoju z eksplicitno kombinacijo značilk iz predhodnega nivoja. Eksplicitno
modeliranje prispeva k številnim prednostim takih modelov. Omogoča hitro sklepanje
z vzvratnim indeksiranjem [8], inherentno lahko generira predloge regije objektov ter
omogoča enostavno vizualizacijo in rekonstrukcijo iz delno prekritih zaznavanj. Modeli
so pogosto generativni, njihovo učenje pa poteka s statistiko temelječo na so-pojavitvah
[8, 26] ali s hierarhičnim verjetnostnim grafičnimmodelom, ki sledi izvršno-povzemava-
jočem pristopu (ang. executive-summary principal) [22]. Slabost takihmodelov je šibko
definirana kriterijska funkcija, ki pogosto ne upošteva diskriminativnega cilja, kar vodi k
slabši uspešnosti pri klasifikacijskih nalogah. Poleg tega je učenje izjemno občutljivo na
šum v učnih vzorcih, kompozicije pa so pogosto omejene samo na reprezentacijo oblike
in ne na teksturo ali barvo.
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HistogramKompozicij V doktorski disertaciji smo sprva naslovili problem šibke
diskriminativne sposobnosti hierarhičnih kompozicij s predlaganonovo značilko imeno-
vanoHistogram Kompozicij (ang. Histogram of Compositons). Značilka je zasnovana na
podlagi detekcij obstoječih kompozicij iz hierarhičnega modela LHOP [8]. Obstoječi
model se zanaša le na detekcije visoko-nivojskih entitet, ki pa pogosto ne zajamejo vseh
diskriminativnih delov objekta s katerimi bi lahko razlikovali med pravilnimi detekcija-
mi ter napačnimi detekcijami na ozadju ali na drugih podobnih kategorijah. Značilka
HoC naslovi ta problem, tako da poleg obstoječih detekcij uporabi tudi druge nizko-
nivojske kompozicije, ki so del zaznanega objekta vendar niso prisotni v njegovem hie-
rarhičnem drevesu. Ti kompozicionalni deli se pogosto izkažejo za ključen element pri
razpoznavanju zelo podobnih kategorij, kjer se razlike v kategorijah izražajo v majhnih
in zelo specifičnih delih objekta. Histogram Kompozici predstavlja enega izmed treh
glavnih prispevkov doktorske disertacije.
Globoke nevronske mreže Globoke nevronske mreže se zanašajo na modele z
ne-strukturiranimi osnovnimi enotami (t.j., filtri jedra). Učinkovito predstavitev enti-
tet v takih modelih omogoča uporaba večplastne hierarhije, pri čemer pa so relacije med
entitetami v takih hierarhijah modelirane s pomočjo gostih povezav. Učenje se izvaja z
dobro definirano kriterijsko funkcijo, ki običajno optimizira diskriminativno funkcijo z
uporabometode spusta po gradientu ter vzvratnega razširjenja napake [6]. Ker bi v takih
modelih z gostimi povezavami med nivoji pri uporabi v slikovni domeni število parame-
trov eksponentno naraslo, je LeCun [23] predlagal omejitev povezav na le majhno lokal-
no okolico. S tem se je del kompleksnosti iz učenja prenesel na eksplicitno ročno mo-
deliranje specifičnih lastnosti vizualne domene (lokalnost). V kombinaciji z deljenjem
istih uteži za različne lokacije slikovnih elementov je nastal nov hierarhičen model ime-
novan konvolucijska nevronska mreža (ConvNet). Model ConvNet je močno zmanjšal
kompleksnost učenja in omogočil učenje na velikih slikovnih zbirkah. Učenje vmodelih
ConvNet je bilo še dodatno izboljšano z modernimi tehnikami kot so ne-linearnost Re-
LU[19], normalizacija svežnjev [27] ter residualnoučenje [25], ki so omogočili doseganje
najsodobnejših rezultatov na različnih problemih računalniškega vida [28].
Dolgoletna kritika ConvNet je pomanjkanje natančne prostorske relacije med višje-
nivojskimi deli, kar je tudi razlog za razvoj sistemov s kapsulami [29], ki imajo izbolj-
šano stopnjo invariantnosti na pogled. Pomanjkanje eksplicitne strukture v osnovnih
enotah se odraža v fiksnih in ne-učljivih dovzetnih poljih, kar rezultira v nekaj pomemb-
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nih pomanjkljivosti. Ena izmed pomanjkljivosti je neučinkovita izraba parametrov, ki so
potrebni za pokritost večjih dovzetnih polij, kar vodi k ne-kompaktnim mrežam s pre-
velikim številom parametrov. Dodatna pomanjkljivost je tudi ročno nastavljanje hiper-
parametrov povezanih z dovzetnim poljem, kar onemogoča fleksibilnost globokih arhi-
tektur, saj so le-ti hiper-parametri pomemben arhitekturni element odvisen od specifič-
ne naloge in domene, ter jih je tako potrebno natančno nastaviti. Omejena arhitekturna
fleksibilnost je močno izrazita pri problemu semantične segmentacije, kjer so potrebna
velika dovzetna polja za zajem kontekstne informacije [30]. Zaradi tega so za doseganje
dobrih rezultatov potrebne ročne modifikacije arhitekture za specifične naloge in dome-
ne, kar onemogoča avtomatsko adaptacijo na specifične naloge in domene. Pomanjkanje
strukture je prav tako pomembna ovira pri robustnosti modelov na okluzije ter namanj-
kajoče dele predmetov [? ].
PremikajočaAgregacijska Enota V drugem delu disertacije smo naslovili pro-
blem rigidnega in ne-učljivega dovzetnega polja. S predlagano temeljno spremembo
globoke mreže smo omogočili: (a) učenje velikosti dovzetnega polja, ki nadomesti ob-
stoječe dovzetno polje temelječe na vnaprej definiranim rigidnem polju, ter (b) ločitev
števila parametrov od velikosti dovzetnega polja, kar je zmanjšalo število potrebnih pa-
rametrov. Predlagana rešitev sloni na načelih hierarhične kompozicije, saj uvedemo ek-
splicitno kompozicijo značilk v globoko konvolucijsko mrežo. To dosežemo z direktno
vdelavo hierarhične kompozicije v proces optimizacije z globokim učenjem, kar je im-
plementirano kot direktna parametrizacija kompozicije. V disertaciji tako predlagamo
novo enoto filtra za globoke konvolucijske mreže, imenovano premikajoča agregacijska
enota (ang. Displaced Aggregation Unit – DAU), s katero lahko zajamemo prednosti
med konvolucijskimi mrežami ter kompozicionalnimi hierarhijami ter močno zmanjša-
mo razlike med obema pristopoma. Filter DAU tako vnaša v globoke mreže nove kom-
pozicijske lastnosti, kot so neodvisnost števila parametrov od dovzetnega polja, učenje
velikosti dovzetnega polja in samodejno prilagajanje prostorskega fokusa značilk. Te la-
stnosti rezultirajo v številnih izboljšavah globokih modelov. Z manjšim številom opera-
cij in parametrov postanejo modeli bolj učinkoviti in kompaktni. Neodvisnost števila
parametrov od dovzetnega polja pa omogoča: (a) analizo števila potrebnih parametrov
pri konstanti velikosti dovzetnega polja, (b) analizo zahtevanih velikosti dovzetnega po-
lja za specifične probleme, ter (c) fleksibilne globoke arhitekture, ki se lahko adaptirajo
specifičnim nalogam in domenam.
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Rezultati V prvem delu disertacije smo prednosti značilke HoC ocenili z analizo
napačnih detekcij na ozadju ter analizo napačnih detekcij na podobnih kategorijah. Zna-
čilkaHoC tako na štirih različnih podatkovnih zbirkah občutno izboljša detekcije hierar-
hičnega modela LHOP iz obeh omenjenih perspektiv, istočasno pa premaga podoben
opisnik HOG [11]. Primerjava z globokimi nevronskimi mrežami je dodatno pokazala
na šibko točko globokih pristopov pri zakritih objektih. Globoke nevronske mreže ta-
ko dosežejo veliko slabše rezultate pri velikih stopnjah zakrivanja kot kompozicionalna
hierarhija. Pri večjih zakrivanjih značilka HoC s hierarhičnim modelom LHOP prema-
ga tako starejši model R-CNN [96] kot tudi moderen model Mask R-CNN [64], kar
razkrije obstoječe pomanjkljivosti najsodobnejših globokih modelov.
Vdrugemdeludisertacije smopredlagani filterDAUzastavili kot parametrizacijo kon-
volucijskega filtra ter ga matematično formulirali z uporabo Gaussovih porazdelitev, ki
omogočajo učinkovito implementacijo v praktičnih aplikacijah. Filter DAU predstavlja
drugi glavni prispevek disertacije. Obširna evaluacija je razkrila obnašanje modela DAU
na praktičnih problemih. Evaluacija je tako zajela analizo hiper-parametrov in časovne
kompleksnosti, ter analizo števila parametrov in velikost dovzetnega polja, neodvisno
enega od drugega. Slednji analizi sta pokazali, da je mogoče za enako prostorsko pokri-
tost uporabiti veliko manj parametrov, kot jih uporabljajo klasične konvolucijske mreže.
Na drugi strani je analiza velikosti dovzetnega polja na primeru semantične segmenta-
cije demonstrirala dejansko potrebo po veliko večjem dosegu dovzetnega polja kot ga
običajno omogočajo obstoječe standardne arhitekture konvolucijskih mrež. Analiza do-
vzetnega polja in analiza števila parametrov sta bili mogoči samo zaradi vpeljave učenja
dovzetnega polja in nista mogoči v drugihmrežah, ter tako predstavljata pomemben do-
daten prispevek doktorske disertacije.
Z vgradnjo filtra DAU v različne moderne arhitekture se tako omogoči nove učinko-
vite arhitekture za različne praktične probleme, kar je raziskano v tretjem delu diserta-
cije. Prednosti DAU smo demonstrirali na treh praktičnih problemih: klasifikacija slik,
semantična segmentacija, ter razmeglejevanje slik. Rezultati na modernih mrežah Ale-
xNet [19] in ResNet [25] konsistentno prikažejo manjšo potrebo po številu parametrov
ter številu operacij za doseganje primerljive klasifikacijske točnosti. Učenje velikosti do-
vzetnih polij nevronov pa sočasno omogoča večjo fleksibilnostmreže ter avtomatsko pri-
lagoditev arhitekture za različne specifične probleme in domene brez dodanega ročnega
nastavljanja hiper-parametrov povezanih z dovzetnim poljem. Avtomatska prilagoditev
arhitekture se izkaže za pomembno prednost pri problemu klasifikacije slik in semantič-
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ne segmentacije, kjer se je isti model ResNet za klasifikacijo slik avtomatsko prilagodil
za delovanje na problemu semantične segmentacije brez dodatnih posegov ali ročnih na-
stavitev arhitekture, kot so razširjanje konvolucij, ki so nujno potrebni v klasičnih ne-
vronskih mrežah. Filter DAU je tudi močno poenostavil arhitekture za semantične se-
gmentacije, saj je en sloj DAU s šestimi enotami sposoben nadomestiti kompleksnejši
sloj ASPP [30] v arhitekturi DeepLab v3+ [117]. Na koncu se je filter DAU izkazal za
bolj učinkovito rešitev tudi pri problemu razmeglejevanja slik, kjer velika dovzetna polja
igrajo pomembno vlogo. Model SRN-DeblurNet [40] nadgrajen zDAU je tako dosegel
enako sposobnost razmeglejevanja kot originalen model SRN-DeblurNet, medtem pa
je potreboval 4-krat manj parametrov ter 3-krat manj operacij.
Sklep V pričujoči doktorski disertaciji so tako podani naslednji izvirni prispevki k
znanosti:
Nova diskriminativna značilka HoC, ki temelji na naučenih delih kompozicijske-
ga hierarhičnega modela in izboljšuje delovanje kompozicijske hierarhije v diskri-
minativnih nalogah.
Nova osnovna enota filtra DAU za globoke hierarhičnemodel z eksplicitno struk-
turo, ki premošča razlike med kompozicionalnimi hierarhijami in globokimi ne-
vronskimi mrežami, ter omogoča učenje dovzetnih polij in nove učinkovite ter
kompaktne mreže.
Nove učinkovite in fleksibilne globoke arhitekture za različne probleme računalni-
škega vida, ki bazirajo na predlagani premikajoči agregacijski enoti s sposobnostjo
prilagajanja specifičnim nalogam preko učenja dovzetnega polja nevronov.
Verjamemo, da premikajoča agregacijska enota predstavlja nov temeljni pristop v glo-
bokemučenju, ki ima velik potencial za doseganje ne samoučinkovitejših in robustnejših
globokih mrež, temveč omogoča tudi globoke modele z novimi lastnostmi, ki bodo še
dodatno zmanjšali razlike med hierarhičnimi kompozicijami ter obstoječimi globokimi
konvolucijskimi mrežami.
