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Abstract
Modern society runs largely on electricity, and where there is electricity there are electric ﬁelds.
As the boundaries of technology are pushed forward, stronger and stronger electric ﬁelds are
either required, or appear due to unwanted eﬀects. Examples of such applications, where very
high electric ﬁelds are utilised include particle accelerators and atom probes. To further be able
to improve on such techniques, it is necessary to gain a good understanding of the processes
that are involved. Because it is often diﬃcult, if not impossible, to observe these processes with
high resolution in experiments, one needs to consider the use of atomistic simulations instead.
This thesis provides an extension to classical molecular dynamics by describing an implementa-
tion where several electronic eﬀects are considered when dealing with metal surfaces under high
electric ﬁelds. These eﬀects include the charging of surface atoms, ﬁeld electron emission and
the resulting resistive heating, as well as ﬁeld evaporation of both neutral and charged atoms.
In addition to the implementation details, the thesis also contains a brief background of the
physics involved in these processes.
Using the implementation, it is observed that a surface protrusion may grow on an initially ﬂat
surface in the presence of a near-surface void when a strong external electric ﬁeld is applied.
The growth is very rapid, resulting ﬁnally catastrophic breakage. This mechanism may explain
the appearance of ﬁeld emitters on otherwise pristine samples, and the instability of measured
ﬁeld emission currents. Simulations also reveal that high aspect ratio protrusions are subject
to Rayleigh instability due to the temperature rise caused by ﬁeld electron emission currents.
As a result a large fraction of the protrusion can break oﬀ.
The model also allows for the study of the trajectories of ﬁeld evaporated ions from a surface, as
they are accelerated in the electric ﬁeld. From the simulations we see that even changes in the
surface morphology on the atomic scale may result in aberrations in atom probe tomography
experiments.
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List of variables
Unless otherwise stated, SI-units are used in all equations presented in this thesis. Vector
quantities are in boldface.
CV volumetric heat capacity
E electric ﬁeld
fC Coulomb force
fL Lorentz force
F local electric ﬁeld
Fev Evaporation threshold-ﬁeld
H ionisation energy
I current
J current density
q charge
Q activation energy
r position
rij distance between ith and jth atom
r^ij unit vector in directon of rij
T temperature
 ﬁeld enhancement factor
t MD timestep
 electrostatic potential
 work function
 thermal conductivity
 binding energy
% charge density
 resistivity
 surface charge density
1Chapter 1
Introduction
The presence of high electric ﬁelds, of the order 100 MV/m or higher, is becoming increasingly
common, as science and engineering contiunue to push boundaries. These kind of ﬁelds can
be found in e.g. future particle accelerators [1, 2], ﬁeld emission microscopes [3], ﬁeld ion
microscopes [4, 5] and atom probes [6–8].
Such high ﬁelds can lead to many undesired eﬀects, such as fracturing [9–11],“dark” ﬁeld elec-
tron emission currents from ﬂat surfaces which can result in vacuum contamination [12] and
heating [13], and electrical breakdowns in vacuum, which can severly damage or limit the per-
formance of accelerators [2] and fusion reactors [14]. As an example, the future particle accel-
erator CLIC (Compact LInear Collider), planned at CERN, will have a length of nearly 50 km
to keep the breakdown rate at an acceptable level [1]. To increase eﬃciency and prevent such
damage it is necessary to gain insight into the processes occuring when a high electric ﬁeld is
applied to a surface.
It has been observed that ﬁeld emission often occurs prior to breakdown [14, 15], but the exact
nature of the relationship is not known. A common model is that ﬁeld emitters, sites where
there is a high degree of ﬁeld emission, melt or explode, and, thereby, supply enough neutral
atoms via ﬁeld evaporation to enable plasma build-up and arcing [14]. It is strongly believed
that these emitters are geometrical in nature, consisting of sharp features on a surface, where
the applied electric ﬁeld is enhanced enough to trigger ﬁeld emission. These emitters can be
found even on surfaces that have received special surface treatment to render them as smooth
as possible [16, 17]. In some cases is has been observed that foreign particles or scratches act as
emitters [16], but in many cases their origin remains unknown. By measuring the ﬁeld emission
current, it is possible to determine the expected shape of the emitters [18]. These measurements
suggest that the emitters must have a high aspect ratio in the range 30   100 [16–18], but
2emitters of that kind have not been observed visually. It is, however, not possible to rule out
the possibility of these kind of protrusion existing, since it may be the case that they appear
when a high electric ﬁeld is applied [19], and disappear when the ﬁeld is removed.
Computer simulations may reveal more details that are unavailable via conventional experi-
ments. As the electric ﬁeld strength is increased the eﬀect of individual atoms become more
important. With computational methods it is possible to observe processes on the atomic level,
which are experimentally inaccessible. Thus, simulations may provide the missing key informa-
tion needed to fully understand the eﬀects of high electric ﬁelds. Having such a model will help
to understand exactly how a surface behaves under a high electric ﬁeld, and how its properties
are modiﬁed by the ﬁeld. However, current atomistic simulation codes do not provide all the
necessary features to be able to simulate these eﬀects eﬃciently and accurately. This work
aims to rectify the situation by describing an extension to classical molecular dynamics [20]
to include electronic eﬀects, such as induced surface charge and electrostatic forces due to an
applied electric ﬁeld, and resistive heating due to ﬁeld emission. While the presented model is
only applicable to metal surfaces, this does not present a large problem, as most of the eﬀects
described above are only relevant for conductors.
To prove the versatility of the method, the implementation is not only used to investigate
the processes leading up to electrical breakdowns, but is also used to investigate trajectory
abberations [21] in atom probe tomography (APT). APT relies on the controlled evaporation
of ions from a sample under a high electric ﬁeld, in such a way that the trajectories of the ions
can be deduced later. A lacking understaning of these aberrations is currently a limiting factor
for APT resolution, which could, in theory, reach atomic precision [22].
3Chapter 2
Purpose and structure
The purpose of this thesis is to describe a new method of simulating the eﬀects of high electric
ﬁelds on metal surfaces, based on the PARCAS molecular dynamics code [23, 24], and to show
how this technique can be used to gain valuable insight in the processes occurring under these
conditions.
This thesis consists of a brief summary part and six original publications, which are either
published or submitted for publication in international peer-reviewed journals, presented with
the permission of their publishers. The publications are referred to using boldface Roman
numerals within the text.
Chapter 3 brieﬂy describes the physics needed to understand the implementation of the sim-
ulation techniques presented in Chapter 4. Some simulation results, obtained using this new
method, regarding surface morphology evolution and the eﬀect of atomic-scale roughness on
the trajectories of evaporated ions, are described in Chapter 5. Finally, some closing remarks
are provided in Chapter 6.
2.1 Summary of original publications
Publication I: Atomistic modeling of metal surfaces under electric ﬁelds: Direct
coupling of electric ﬁelds to a molecular dynamics algorithm
F. Djurabekova, S. Parviainen, A. Pohjonen, and K. Nordlund Phys. Rev. E 83, 026704 (2011)
This paper contains an overview of the algorithms used in our hybrid electrodynam-
ics - molecular dynamics (ED-MD) implementation. Details are given for the cal-
4culation of the electric ﬁeld shape above a metal surface and the induced charge
on the surface. The paper also contains an investigation of the accuracy of the
model by comparing it with both experimental and analytical results, showing good
agreement.
Publication II: Electronic processes in molecular dynamics simulations of nanoscale
metal tips under electric ﬁelds
S. Parviainen, F. Djurabekova, H. Timko, K. Nordlund Computational Materials Science 50,
2075 (2011)
An extension to our original ED-MD model is introduced to include ﬁeld electron
emission and the resulting resistive heating, as well as electronic heat conduction,
and compared against analytical results. Rayleigh instability can be seen in protru-
sions that are heated by ﬁeld emission. The impact of ﬁnite size eﬀects (FSE) is
also discussed.
Publication III: Molecular dynamics simulations of nanoscale metal tips under
electric ﬁelds
S. Parviainen, F. Djurabekova, A. Pohjonen, K. Nordlund Nuclear Instruments and Methods
in Physics Research Section B 269, 1748 (2011)
The paper provides an overview of the improved ED-MD model, and shows some
results regarding the impact of temperature on ﬁeld evaporation from a surface pro-
trusion. Possible formation mechanisms for such protrusions are also investigated.
Publication IV: Concurrent Electrodynamics - Molecular Dynamics - Monte Carlo
simulations of ﬁeld assisted evaporation in atom probe tomography
S. Parviainen, F. Djurabekova, S. P. Fitzgerald, A. Ruzibaev, K. Nordlund, Submitted for
publication in Ultramicroscopy
The ED-MD model is further improved by describing the implementation of a Monte
Carlo based step which enables simulation of ﬁeld evaporation at cryogenic temper-
atures, when the evaporation probability of a surface atom is low. The new method
is then used to investigate aberrations in trajectories of evaporated ions, caused by
local changes in the electric ﬁeld. Four diﬀerent systems are investigated: a ﬂat Cu
5surface, a Cu surface with a pit, and a Cu surface with an Fe inclusion and a con-
ical Cu sample similar to those used in atom probe tomography (APT) experiments.
The results show that aberrations are present in all systems.
Publication V: Dislocation nucleation on a near surface void leading to surface
protrusion growth under an external electric ﬁeld
A. S. Pohjonen, S. Parviainen, T. Muranaka and F. Djurabekova J. Appl. Phys. 114, 033519
(2013)
In the presence of a near-surface void, surface protrusions may start growing when a
high electric ﬁeld is applied to an initially ﬂat surface. The paper discusses the dis-
location based formation mechanism and provides a detailed analysis of the stresses
present in the system. The simulations show that ﬁeld enhancement at the growth
site leads to a positive feedback loop with catastrophic growth.
Publication VI: Molecular Dynamics Simulations of Ion Irradiation of a Surface
under an Electric Field
S. Parviainen, F. Djurabekova, Nuclear Instruments and Methods in Physics Research Section
B, in press
The sputtering yield of a material may be enhanced signiﬁcantly in the presence
of a high electric ﬁeld. When an ion with suﬃcient energy impacts on a surface,
the resulting change in the surface morphology results in ﬁeld enhancement which,
in turn, enables ﬁeld evaporation of surface atoms. The sputtering yield of small
surface protrusions is also investigated, and found to be signiﬁcantly higher than for
a ﬂat surface. Additionally, distortion of the electric ﬁeld surrounding a protrusion
will lead to an increased local ﬂuence at that site.
2.2 Author’s own contributions
The author contributed a signiﬁcant part to the implementation of the multigrid algorithm
used in Publication I, as well as carried out simulations to determine the performance and
accuracy of the algorithm and the screening factor used in the Coulomb interaction. The au-
thor implemented the electronic eﬀects described in Publications II-III, carried out all the
6simulations and analysis, except those regarding stress calculation and protrusion growth in
Publication III, and wrote the majority of the publications. For publication IV the author
wrote the publication in its entirety, implemented all the described additions to the ED-MD
algorithm, including the concurrent Monte Carlo step and the ion trajectory calculation, as well
as performed the analysis presented in the paper. For publication V the author of this thesis
carried out the concurrent electrodynamics - molecular dynamics simulations described in the
paper, as well as the analysis related to that simulation. Additionally, the author contributed
by writing the description of the ED-MD algorithm and the results of the ED-MD simulation.
The author wrote publication VI in its entirety, carried out all simulations as well as performed
all the analysis presented therein.
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Interactions between electric ﬁelds and
metals
3.1 Properties of metals
The vast majority of the elements are metallic. Deﬁning characteristics of metals are that
they have a crystalline structure while solid, they are usually ductile and malleable (meaning
they can be deformed without breaking them), and they possess high electric and thermal
conductivity [25]. These properties can all be explained by the electronic structure of metals.
In metals the valence band and the conduction band overlap, resulting in electrons freely moving
around in the metal. Thus, electrons are delocalised in an “electron sea”, where they interact
with the positively charged nuclei to form metallic bonds [26]. Because of the delocalised nature
of the bonds, atoms can slide past each other without strong repulsive forces, which explains
the ductility of metals [27]. The free electrons are easily excited by photons, resulting in the
shiny appearance of metals [28].
The highly mobile nature of the free electrons in metals result in a high electric conductivity,
especially in metals with a high number of valence electrons, since it enables the rapid motion
of a many charge carriers when an electric ﬁeld is applied [29]. The relatively free motion of the
electrons also contribute to the thermal conductivity of metals. When a metal is heated, the
kinetic energy of both electrons and nuclei is increased. Because the mobility of the lightweight
electrons is much greater than that of the heavier nuclei, the electrons contribute signiﬁcantly
more to the transport of thermal energy in metals. Thus, the thermal conductivity of a metal
is almost completely electronic in nature, while the heat conduction via lattice vibrations only
accounts for some per cents [29].
83.2 Surface charge induced by an electric ﬁeld
When an electric ﬁeld is applied to a metal surface, it aﬀects the free electrons in the metal,
restricting their motion by either pulling them towards the surface, or pushing them away from
the surface, leading to either an excess or a depletion on the surface. Thus, the surface receives
a net electric charge, which can be calculated by Gauss’ Law using the “pill box” technique [30]
(r) = "0E(r); (3.1)
where (r) is the surface charge density at a point r, "0 is the permittivity and E(r) is the
absolute value of the electric ﬁeld strength at the same point r on the surface. The induced
charge appears as a modiﬁcation to the electron density around the surface atoms [31], giving
the atoms an “eﬀective” fractional charge (i.e. does not need to be a multiple of the unit
charge), ignoring polarisation eﬀects. If the metal does not form a circuit it will eventually
reach electrostatic equilibrium and the induced surface electric charge on both surfaces will
cancel out any internal electric ﬁeld beneath a certain skin depth which depends on the rate of
change in the electric ﬁeld (2 Å for a static ﬁeld [30]).
Charged surface atoms will interact with each other via the Coulomb interaction. However,
because of the free electrons in the metal, the charge of each atom is heavily screened [26], and
the range of the interaction remains limited. Thus, the Coulomb force between two atoms i and
j on the surface can be written as
fC =
1
4"0
qiqj
r2ij
r^ij exp( rij); (3.2)
where qi and qj are the eﬀective charges of atoms i and j, rij the distance between the two
atoms, r^ij the unit vector in the direction of rij and  a material and surface orientation
dependent screening factor. For e.g. the Cu {100} surface this limits the interaction to  3 Å.
The interaction is, thus, essentially limited to nearest or next-nearest neighbour atoms, and the
eﬀect remains quite limited.
93.3 Impact of surface geometry on the shape of an elec-
tric ﬁeld
The shape of the electric ﬁeld above a metal surface is aﬀected by the shape of the surface
itself. Due to geometric eﬀects the electric ﬁeld can be heavily distorted around features such
as surface asperities.
The electric ﬁeld can be deﬁned as the gradient of the electrostatic potential (r), which in
turn, for metals, is given by Poisson’s equation [30]
r2(r) =  %(r)
"0
; (3.3)
where %(r) is the charge density.
In the speciﬁc case of a conducting surface at equilibrium, the entire surface is, by deﬁnition,
at the same potential. Thus, a constant value (Dirichlet) boundary condition should be used at
the surface when solving Eq. (3.3) in the case of a metal. On the other hand, the local surface
shape should not aﬀect the shape of the electric ﬁeld at suﬃciently large distances. Thus, e.g.
in the case of a ﬂat surface, the electric ﬁeld should have a set value at inﬁnity, i.e. a Neumann
boundary is required.
If it is assumed that there are no free charges such as ions or electrons above the surface,i.e.
%(r) = 0, Eq. (3.3) simpliﬁes to Laplace’s equation
r2(r) = 0: (3.4)
It is often useful to make this kind of approximation, as it results in a simpler treatment, and is
usually easier to solve than Eq. (3.3). While it is possible to solve these equations analytically
in simple cases [30], in the general case a numeric solution is required.
3.3.1 Field enhancement
As a result of the geometric eﬀects mentioned above, the electric ﬁeld is strengthened at sharp
features, where electric ﬁeld lines converge, while it is weakened elsewhere (Fig. 3.1).
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Figure 3.1: Shape of the electric ﬁeld around a protrusion. The lines show the ﬁeld enhancement,
i.e. the local ﬁeld strength compared with the applied ﬁeld. It is seen that the ﬁeld is enhanced
directly above the protrusion, while it is weakened at the base.
The ratio of the local electric ﬁeld immediately above a surface, F , and the applied ﬁeld E,
i.e. the ﬁeld in the absence of any geometric features, is known as the ﬁeld enhancement factor
often denoted . Thus, the local electric ﬁeld at a surface is given by
F = E: (3.5)
In many cases it is not necessary to know the exact ﬁeld shape, but rather only the strength of
the local electric ﬁeld. Simple approximations exist for a variety of simple geometrical shapes,
such as hemispheres, hemiellipsoids and cylinders on metal surfaces [30, 32–34]. For a surface
feature of the shape of a hemispherical cap on top of a cylinder, the ﬁeld enhancement factor
is given with high accuracy by [35]
  1:2

2:15 +
h
r
0:90
; (3.6)
where h and r is the height and radius of the cylinder. This kind of simple structure is often
used to approximate ﬁeld emitters [2, 32], described in Chapter 3.4. The less accurate, but
much simpler, equation
  h
r
+ 3  h
r
; (3.7)
11
can be employed when h/r < 100 [32].
Field enhancement can further be increased by having multiple geometric shapes stacked on
top of each other [34]. In this case, the ﬁeld is ﬁrst enhanced by the lower structure by a
factor 1, after which is further enhanced by the higher structure by a factor 2 resulting in
a total enhancement factor of  = 12. Thus, while surface roughness alone, resulting in a
relatively modest enhancement [36] rough  2, does not cause the local ﬁeld to be strengthened
signiﬁcantly, it does reduce the needed aspect ratio of smaller features to obtain very high ﬁelds.
3.4 Field electron emission
In the free electron model, electrons are free to move around inside bulk material, but to escape
from the surface they must overcome an energy barrier. The height of the barrier, compared
with the Fermi level EF, is known as the work function [26] . Electrons can obtain the energy
necessary to overcome this barrier from e.g. heating (thermionic emission, discovered in 1873
and explained by Richardson in 1901 [37]), photons (photoinduced emission, discovered in 1887
and explained by Einstein in 1905 [38]) or other radiation (e.g. secondary electron emission).
The electrons can also tunnel through the energy barrier, especially when an external electric
ﬁeld is applied (ﬁeld emission, discovered in 1922 and explained by Fowler and Nordheim in
1928 [39]).
An electron gains energy when it moves in the direction of a negative electric ﬁeld and the further
away from the surface the electron moves the more energy it will obtain. Thus, in the presence of
such a ﬁeld, the escape barrier will have a ﬁnite width and decrease with distance. If the barrier
width is reduced suﬃciently, electrons may tunnel through the barrier [40]. Additionally, the
escaping electron will induce an image charge below the surface, lowering the height of the escape
barrier [41] (Fig. 3.2). The lowered barrier height will also lead to increased thermal emission,
as some electrons will statistically have enough energy to overcome the lowered barrier [42].
The ﬁeld emission tunnelling current is given by the Fowler-Nordheim equation [41]
J(F; T; ) = T(T )
aF 2

exp

 (F )b
3/2
F

; (3.8)
where  is the material and orientation dependent surface work function, F the local electric
ﬁeld, a and b are constants, (F ) is a correction factor to describe the barrier shape and T(T )
is an approximate temperature dependent correction factor.
12
E
n
er
g
y
Distance
EF + φ
E
EF
Figure 3.2: Schematic illustration of the barrier an electron, with energy E, has to overcome in
order to escape a surface. At high ﬁelds the barrier width will be reduced suﬃciently to enable
electrons to tunnel through the barrier. The dashed line corresponds to a simple barrier where
the image charge is not accounted for.
Despite the temperature dependent correction, the FN-equation is only valid in a limited domain
at low temperatures and high ﬁelds [42] because of the approximations used when deriving it.
Eq. (3.8) also breaks down at very high ﬁelds as the tunnelling probability approaches unity
(Fig. 3.3). While more advanced models of electron emission exist [42–44], they have not been
tested as thoroughly as the simple Fowler-Nordheim model and are, therefore, not considered
further here.
Once a substantial amount of electrons have been emitted, they may start to screen the external
electric ﬁeld, limiting the electron current [45, 46]. This eﬀect is known as space-charge screening,
and may play a large role when the emission current density is suﬃciently high and the gap
between electrodes is small. However, this eﬀect is negligible at the onset of emission [47], as it
takes time to build up enough charge in the space above the emitter.
3.5 Resistive heating due to ﬁeld emission
When an electric current ﬂows through a material, it will result in an increased temperature,
as energy from the moving charge carriers is transferred to atoms in the material via collisions.
Thus, it is necessary to consider the temperature rise in a ﬁeld emitter when the ﬁeld strength
is signiﬁcant enough to cause high density ﬁeld emission currents.
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Figure 3.3: Thermal- and ﬁeld emission regions for a metal with work function  = 4:5 eV (e.g.
Cu). Electron emission in the thermionic region is described by the Richardson equation [37],
while emission at low temperature and high ﬁelds is described by the Fowler-Nordheim equation
(Eq. (3.8)). Neither equation describes emission at high ﬁelds and high temperatures, or very
high ﬁelds.
The temperature, T , at point r and time t of a system being heated by an electric current is
given by the heat equation
@T (r; t)
@t
=
(T )
CV
rT (r; t) + 1
CV
(T )J(r; T )2; (3.9)
where  is the thermal conductivity of the system, CV the volumetric heat capacity,  is the
electric resistivity of the material and J is the electric current density.
For metals, the resistivity increases with temperature, since the increased random motion of
atoms in the material results in more collisions between the atoms and the electrons in the
electric current. This eﬀect can modify the resistivity by more than an order of magnitude when
comparing resistivity at room temperature and near the melting point. While the temperature
eﬀect on resistivity is often approximated as a linear dependence, in reality the situation is
slightly more complex, with the resistivity often being super-linear at low temperatures due to
e.g. the increased relative importance of intrinsic resistivity.
Another, in some cases even more important factor that has to be considered, are ﬁnite size ef-
fects (FSE). In addition to colliding with atoms, electrons may also scatter from surfaces, if they
do not possess suﬃcient energy to penetrate them. For small features, of the size of the electron
mean free path or smaller, the probability of surface scattering increases signiﬁcantly, because
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Figure 3.4: The resistivity of a nanowire relative to the bulk resistivity in Cu assuming fully
specular or diﬀuse electron scattering at boundaries, as given by the simulation code desribed
in Ref. [50].
electrons are always located within a short distance from a surface. This eﬀect increases with
decreasing feature size, and, thus, for nanosized ﬁeld emitters, the resistivity may be increased
by orders of magnitude (Fig. 3.4), leading to much faster heating. The electron reﬂection may
be either specular or diﬀuse, depending on the surface roughness and electron wavelength. For
surface roughness Ra > 1 nm, electron scattering is almost exclusively diﬀuse [48, 49].
Both temperature and FSE also aﬀect the thermal conductivity, since its roots also lie in the
motion of electrons. Indeed, for metals the relationship between the two is linear at over a wide
temperature range, except in the range T  10 200 K, assuming electrons are mostly scattered
elastically [26]. Thus, heat transport is reduced in small features, leading to less eﬀective cooling
of hot ﬁeld emitters, further increasing the temperature they may reach with a given current
ﬂowing through them.
In addition to resistive heating, the temperature of a protrusion will also be aﬀected by the
Nottingham eﬀect [51, 52]. Electrons leaving the protrusion will, on average have a diﬀerent
temperature than the electrons replacing them. This eﬀect is, however, negligable compared
with resistive heating when changes in resistivity due to FSE are considered.
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3.6 Field assisted evaporation of surface atoms
As stated in Chapter 3.2 when an electric ﬁeld is applied to a surface it will induce a surface
charge. The charged atoms will, in turn, interact with the ﬁeld, and will be pulled in the
direction of the ﬁeld by the Lorentz force
fL = qE; (3.10)
where q is the charge of the atom and E the electric ﬁeld at the same point. If the applied
ﬁeld is of suﬃcient strength, the force acting on the charge at the atom becomes stronger than
the force which binds the atom to the surface, thus, causing the atom to be released from the
surface. At this time, there is a high probability that the atom is ionised, due to energetics [53].
It is, however, also known that neutral atoms may evaporate from the surface [54], especially in
the case of a cathode. When a negative ﬁeld is applied, it is possible for these evaporated neutral
atoms to be ionised by the electron current, so that they obtain a positive charge [47]. These
electric charges can then be accelerated by the applied electric ﬁeld towards the same surface
they initially evaporated from, resulting in sputtering, i.e. further neutral atoms being kicked
out from the surface by the incident ion [55]. This cycle of released neutrals being ionised and
causing further release of neutrals contribute to the build up of plasma and vacuum arcing [14],
with potentially devastating eﬀects. The number of ejected atoms per incident ion is known
as the sputtering yield, and depends on the energy of the ion [56, 57]. Fast ions have enough
energy to eject a large number of atoms. However, if the energy is high enough the ion will
simply penetrate deep below the surface, depositing limited energy at the surface, and little
sputtering occurs [58].
The evaporation of atoms from a surface can either be thermally activated, or the result of
quantum mechanical ion tunnelling [53, 54]. However, tunnelling only has a signiﬁcant eﬀect
for light elements and at very low temperatures [54, 59]. Therefore, only thermally activated
evaporation needs to be considered in most situations, which is also the case of this thesis.
The exact mechanism for ﬁeld evaporation is not currently known. However, two main models
have been proposed for the evaporation of charged ions: the image hump model by Müller [60],
where it is assumed that an atom is evaporated fully ionised, and the charge drain model by
Gomer [61] where it is assumed that an evaporated atom is charged as it moves further away
from the surface. While the latter model seems to be more physically motivated [53], the model
by Müller, nevertheless, seems to describe the energetics of evaporation correctly [59] while
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simultaneously being a conceptually simpler model. For this reason, the image hump model is
used here.
In the thermally activated regime, the evaporation probability of an ion of type  and n-fold
ionisation is given by the Arrhenius-type equation [59]
P = A exp( Q;n(F )/kBT ); (3.11)
where A is a constant prefactor, Q;n(F ) is the activation energy of the evaporation process,
kB is the Boltzmann constant and T is the temperature at the surface.
The evaporation activation energy is given by [59]
Qi = 
1/2
i +
1
2
(1  i) ln

(1  1/2i )(1 + 1/2i ) 1

Ki; (3.12)
where
i = 1  F/Fev (3.13)
is the fractional ﬁeld deﬁciency and Fev is known as the critical evaporation ﬁeld, at which the
activation energy is reduced to zero.
The critical evaporation ﬁeld can be approximated using Müller’s evaporation-ﬁeld formula [60]
Fev =
4"0
ne3
K2i ; (3.14)
where
Ki = i +Hn;   n (3.15)
and i, Hn; and  are the binding energy, energy required for n-fold ionisation and work
function, respectively.
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Chapter 4
Implementation of electronic eﬀects in
molecular dynamics
4.1 Classical Molecular Dynamics
Molecular Dynamics (MD) is a simulation method developed in the late 1950s [62] where the
trajectories of individual particles, or even planets, are calculated by solving Newton’s equation
of motion. A simpliﬁed description of the MD algorithm for atomistic simulations is given in
Fig. 4.1. First an initial atomic conﬁguration is given as user input. The atoms may be given an
initial temperature by giving them an initial velocity generated from the Maxwell distribution.
Then, the atomic trajectories are calculated iteratively by repeatedly determining all forces
acting on each atom, and then solving Newton’s equation of motion by employing a numerical
integration algorithm such as velocity Verlet [63] or Gear5 [64].
Classical MD is based on the Born-Oppenheimer approximation [65], which states that electrons
surrounding a nucleus move so much faster than the nucleus itself, that the electrons will (on
the timescales used in MD) reach equilibrium instantaneously regardless of the motion of the
atoms. Thus, the electrons can be treated as always being in the ground state.
The length of the timestep, t, depends on the maximum velocity of the atoms in the system.
If the timestep used in the integration scheme is too large, the system will behave unphysically,
e.g. the total energy will not be conserved. On the other hand, to maximise performance, the
timestep should not be smaller than necessary, due to diminishing returns. In the case where
the system temperature does not change signiﬁcantly, a constant timestep can be employed,
based on the maximum expected velocity of any atom.
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2. Calculate forces acting on atoms
3. Solve equations of motion, update positions and velocities
4. Scale velocities to adjust temperature
6. Calculate and save physical quantities of interest
7. End condition
reached?
1. Set initial conditions
(atom positions, velocities, etc.)
8. Finish and save results of interest
No
Yes
5. Update simulation time t → t + Δt
Figure 4.1: The basic steps in the molecular dynamics algorithm
To maximise eﬃciency, a variable timestep can be used in non-equilibrium simulations [66]
t = min

a
kt
vmax
;
Et
Fvmax
; 1:1t;tmax

; (4.1)
where kt and Et proportionality constants, vmax the maximum velocity of any atom in the
system, and tmax the maximum allowed timestep. Using this scheme the timestep length is
allowed to change only 10% each step to prevent sudden changes.
The above mentioned MD algorithm is used to simulate a micro-canonical ensemble, where the
total energy is conserved [20]. However, to initially equilibriate the system, or to remove excess
energy introduced to the system via e.g. ion irradiation or resistive heating, the algorithm can
be modiﬁed to include a thermostat.
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An example of such a mechanism is the Berendsen thermostat [67] which works by scaling
atomic velocities by the factor
B =
s
1 +
t
T

T0
T
  1

; (4.2)
where T is a user deﬁned constant determining the eﬃciency of the temperature control, T0
is the desired system temperature and T is the current system temperature. The constant T
should be chosen so that it is small enough that the expected cooling occurs, while it has to
be large enough to allow for natural oscillations in the system temperature. The scaling can
be applied either to the full system, or just at the borders of the simulation cell. While the
Berendsen thermostat, unlike some other thermostats [68–70], does not result in a canonical
ensemble, it is, nevertheless, useful as it is eﬃcient while at the same time retaining reasonable
accuracy.
Because molecular dynamics is computationally expensive it can only be used with systems of
a limited size. Very large systems can be approximated by an inﬁnite lattice by using periodic
boundary conditions (PBC). When an atom moves across a border in the simulation cell it
reappears at the opposite side, and all interactions also wrap around edges. Self-interaction
may become an issue if the simulated system is too small, e.g. defects start interacting with
themselves through strain ﬁelds in the cell [20]. When simulating large surfaces it is possible to
use periodic boundaries only perpendicular to the surface, while using an open boundary along
the surface normal. In this case it is also possible to prevent self-interaction by restricting the
motion of atoms at the periodic boundaries to only move in the direction of the surface normal.
The MD code used for this study is based on PARCAS [23, 24]. In all simulations either
restricted PBC (publicationV) or normal PBC (all other publications) were used perpendicular
to the surface normal, while atoms at the bottom were ﬁxed. A ﬁxed timestep was used in all
simulations except the ones presented in VI which used an adaptive step as presented above.
4.1.1 Inter-atomic potentials
The Embedded Atom Method (EAM) is a suitable formalism to describe the interatomic po-
tential for most metallic systems [71]. This formalism is based on the “electron sea” model of
delocalised electrons, and considers the energy required to embed an atom into this electron
system.
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In EAM the potential energy of atom i is given by
Ei = Fi
X
j(rij)

+
1
2
X
Vij(rij); (4.3)
where Fi is the energy required to embed the atom into the electron sea, j is the contribution
to the electron density from atom j, rij is the distance between atoms i and j and Vij a pair
potential interaction. The functions  and V are material dependent and determined by e.g.
ﬁtting to experimental or ab initio results. Because the range of the interaction is limited,
and because number of particles is usually very high in atomistic simulations, usually only
the contribution of the nearest neighbours or the next-nearest neighbours j are included in the
energy calculation. Additionally, a neighbour list may be used to further speed up computation.
The potentials used in the publications included in this thesis are the Sabochick-Lam [72] and
Mishin [73] potentials for pure Cu systems and the Malerba-Pasianot [74] potential for mixed
Cu-Fe systems which is based on the Mishin and Mendelev [75] potentials. The Sabochick-Lam
potential is designed to reproduce radiation induced amorphisation while the Mishin potential
is designed to accurately reproduce the energetic for non-equilibrium structures such as in the
presence of various extended defects. The Mendelev potential for Fe is designed to describe
liquid Fe well, but also gives e.g. good results for the energetics of defects. As a combination of
the previous two potentials, the Malerba-Pasianot potential also share many of their favourable
properties.
4.2 Concurrent electrodynamics - molecular dynamics
4.2.1 Motivation
Classical molecular dynamics does not normally account for dynamical electronic eﬀects. While
some MD codes include electrostatic interactions between atoms [76, 77], the charge state
of individual atoms must often be provided as user input. Additionally, most such codes are
designed for use with molecules, and are, therefore, not suitable for handling large metallic
systems.
As mentioned in Chapter 3.1 electronic heat conduction is the dominant form of transport for
thermal energy in metals. However, as it is electronic in nature, classical molecular dynamics is
unable to account for it. In non-equilibrium simulations electron-phonon coupling (EPC) [78, 79]
has been used to simulate cooling due to electronic eﬀects. EPC is, however, not suitable for
21
(a) (b) (c)
Figure 4.2: Example of a simulated system (a). The atomic system is constructed by assigning
each atom to a gridpoint (b). Gaps are then ﬁlled to simulate a continuous system (c). Images
b) and c) only show a 2D slice of the system for clarity.
near-equilibrium simulations, and, additionally, fails to account for geometrical eﬀects, and is,
therefore, generally only valid for bulk simulations.
This chapter contains a brief overview of the implementation of electronic eﬀects in molecular
dynamics, including surface charge induced by an external electric ﬁeld, additional electrostatic
forces, ﬁeld assisted evaporation at low temperatures, resistive heating due to ﬁeld electron
emission and electronic heat conduction. A detailed description of the implementation can be
found in publications I-IV.
4.2.2 Discretisation
Many of the results in classical electrodynamics, such as Eq. (3.1) (Gauss’ law) and Eq. (3.4)
(Laplace’s equation) were derived in a continuum limit, while the systems simulated in MD
consists of individual, discrete, atoms. To rectify the discrepancy, it is possible to perform the
computations on a discretised grid. Under this scheme, an atom occupies a single grid point,
and the electric ﬁeld is also calculated using the same grid. To emulate continuous matter,
space between atoms is also considered to be “ﬁlled”. Both the discrete atomic system used
in MD and the continuous system used in electrodynamics are, thus, approximated using the
same discretised grid (Fig. 4.2), eliminating the discrepancies between the two schemes. Because
the system is allowed to evolve with time, the grid is reconstructed at every MD timestep. A
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limitation of this technique is that two atoms are not allowed to occupy the same grid point.
However, such a situation is rare, since it is uncommon to ﬁnd atoms within such proximity of
each other in a solid metal system.
For the construction of the grid it is assumed that the system is crystalline. For every unit
cell there are 8 grid points. Because the MD lattice spacing may change in the direction of
the open surface, e.g. due to surface relaxation or interaction with the electric ﬁeld, the grid
spacing in that direction is recalculated at every MD timestep. This is accomplished by assigning
each atom to an atomic layer using k-means clustering [80], and then calculating the average
separation between the layers.
4.2.3 Electric ﬁeld calculation
As noted in Chapter 3.3 the local shape of an electric ﬁeld above a metal surface depends
strongly on the shape of the surface itself. In our implementation, the value of the electro-
static potential at each grid point is calculated by solving Eq. (3.4) using the ﬁnite diﬀerence
method [81], and the boundary conditions appropriate for conducting surfaces, i.e. Dirichlet
boundary at the surface itself and a Neumann boundary far above it. Periodic boundaries are
used elsewhere. The electric ﬁeld is calculated at every MD timestep, except if the grid used
for the calculation has not changed since the last time, as the calculation would give exactly
the same result as at the previous timestep. The previous solution for the electric ﬁeld is used
as an initial guess for the solution at the next time step.
Using the central diﬀerence approximation [81]
@2(x)
@x2
 'i 1   2'i + 'i+1
(x)2
; (4.4)
where 'i is the potential at the ith gridpoint and x the grid spacing, Eq. (3.4) can be
approximated as
r2'(x; y; z) 'i 1;j;k   2'i;j;k + 'i+1;j;k
(x)2
+
'i;j 1;k   2'i;j;k + 'i;j+1;k
(y)2
+
'i;j;k 1   2'i;j;k + 'i;j;k+1
(z)2
=0
(4.5)
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To reach a good approximation of the correct result, Eq. (4.5) must be iterated several times,
using the Gauss-Seidel method [80]. Thus, the number of equations to solve may be very large
for systems with numerous grid points and when many iterations are needed. To speed up
computation our implementation employs the multigrid method [80, 82], which can increase the
performance of the above calculation by many orders of magnitude (Fig. 4.3). The algorithm
reduces the total number of calculations necessary by working on a coarser grid with fewer grid
points, and then extrapolating the result to a ﬁner grid (Fig. 4.4).
The algorithm can be summarized as follows:
1. Make an initial guess
2. Perform a few iterations using Eq. (4.5) to get an initial approximation
3. Restrict residual to coarser grid using the restriction operator
4. Solve correction term using calculated residual on coarser grid
• Solve using recursion if grid can be made coarser
• Solve using relaxation if grid cannot be made coarser
5. Interpolate correction term to ﬁner grid using the prolongation operator
6. Apply postsmoothing
7. Iterate above steps, using previous result as initial guess
Once the potential is known at every point, the electric ﬁeld is determined using the ﬁnite
diﬀerence approximation.
The calculation of the electric ﬁeld can be further sped up, by restricting the volume where
the ﬁeld is solved around a certain region of interest. For instance, if a small change to surface
geometry occurs in a well-deﬁned area, it can be assumed that the ﬁeld remains unchanged
far away from that point, and it is, thus, possible to simply solve the electric ﬁeld in a smaller
region of interest, while forcing the solution to remain unchanged at the boundaries.
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Figure 4.3: Comparison of time taken to solve electric ﬁeld using plain Gauss-Seidel iteration
and Gauss-Seidel iteration with the multigrid method
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Figure 4.4: In the multigrid method an equation on the original grid is transferred to a coarser
grid where it is solved and then transferred back to the original grid. Here R represents a
restriction operation, S a solving operation and P a prolongation operation.
4.2.4 Charge calculation and forces
Under the inﬂuence of an external electric ﬁeld, the electron density at the surface will change
due to the interaction between the ﬁeld and the electrons in the metal beneath the ﬁeld. The
change in charge is considered to be localised around the surface atoms, so that it can be con-
sidered that the surface atoms themselves become charged. The charge induced on each atom
by the applied ﬁeld is calculated using a discretised form of Eq. (3.1), where the electric ﬁeld
at each gridpoint surrounding an atom contributes a partial charge to that atom, proportional
to the value of the electric ﬁeld at that point, and the surface area in the direction of the ﬁeld.
In reality the electric ﬁeld will always be perpendicular to a metal surface. However, due to the
ﬁnite grid spacing used here, a parallel component may also appear. This component is unphys-
ical, and, hence, only the component perpendicular to the surface is taken into consideration
here (Fig. 4.5). The contribution of grid point i on atom j is, thus,
qij = "0F
iAj; (4.6)
were F i is the electric ﬁeld at gridpoint i and Aj is the area of the gridpoint perpendicular to
F i.
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Figure 4.5: 2D projection of the discretised model illustrating force calculation. The atom at
gridpoint 1 only feels the force component Fx while Fy is ignored. For the atom at site 2 the
situation is reversed.
The total charge of an atom is, thus, given by
qj =
NjX
i=0
qij; (4.7)
where qij is the contribution of grid point i on atom j.
Once the surface atoms have received a charge, they will interact with each other via the
Coulomb force (Eq. (3.2)) and the electric ﬁeld via the Lorentz force (Eq. (3.10)), which will
pull the charged atoms in the direction of the ﬁeld. If the ﬁeld is strong enough, it can overcome
the energy barrier which binds the atom to the surface, and the atom will evaporate. In our
implementation an atom is considered evaporated once no atom can be found at a neighbouring
grid point. When the atom is marked as evaporated it no longer interacts with the rest of the
system. All atoms evaporated in such a way are considered to be neutral. This can be justiﬁed if
evaporation is simulated directly only when a negative ﬁeld is applied, in which case evaporation
to a neutral state is more likely [83].
4.2.5 Field emission and resistive heating
When the applied electric ﬁeld is strong enough, heating by ﬁeld electron emission becomes
signiﬁcant, especially when ﬁnite size eﬀects are taken into account. In the current implement-
ation, the density of the ﬁeld emission current inside the emitter is ﬁrst calculated, and is then
used to solve Eq. (3.9) inside the emitter to determine its temperature distribution.
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To obtain the density of the ﬁeld emission current ﬂowing through the emitter, the total emission
current Itot is ﬁrst calculated by using the FN equation to calculate a partial current at each
grid point at the emitter surface. It is then assumed that this current ﬂows all the way from
the bottom of the emitter through the very apex, and, thus, the current density at height x in
the emitter is given by
J(x) =
Itot
A(x)
; (4.8)
where A(x) is the cross-sectional area of the emitter at height x. The current density is, thus,
larger at narrow parts of the protrusion.The velocities of aﬀected atoms in the emitter are
then scaled, so that their kinetic energy correspond to that of the calculated temperature.
A Berendsen-type time constant is applied to the scaling to prevent rapid and unphysical
ﬂuctuations in the system.
For simplicity, only a 1D temperature distribution for the emitter is calculated, using the ﬁnite
diﬀerence method to solve Eq. (3.9). This is justiﬁed if the emitters being studied display a
high degree of symmetry. The base of the emitter is assumed to be connected to a large heat
bath at constant temperature, while the top of the emitter is assumed to be thermally isolated.
Because cooling by thermal radiation is many orders of magnitude lower than by conduction
it can be ignored here. When solving the heat equation the temperature dependence of the
resistivity is taken into account by interpolating between precomputed values based on the
work of Schuster et al. [84]. The corresponding thermal conductivity is then computed using
the Widemann-Franz law [26]. Finally, ﬁnite size eﬀects are handled by scaling the obtained
resistivity and thermal conduction coeﬃcients by a constant scaling factor obtained from other
simulations.
4.2.6 Field evaporation at cryogenic temperatures
At cryogenic temperatures the evaporation probability of a surface atom is low, as indicated by
Eq. (3.11), which means that there is a long time between evaporation events, on an MD time
scale. To, nevertheless, be able to simulate this kind of evaporation, an additional Kinetic Monte
Carlo (KMC) [85] based step is introduced, in which surface atoms are forced to evaporate at
a regular interval. This guarantees that a number amount of evaporation events occur within
the limited time span accessible by MD simulations. For simplicity, only one atom is allowed
to evaporate at a time, which is also a targeted condition in e.g. atom probe tomography
(APT) [53]. The atom to evaporate is picked from a distribution based on the evaporation
probabilities of all the atoms.
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Figure 4.6: Schematic illustration of the calculated current density inside a protrusion. The total
current, Itot, is calculated by summing the contribution from each atomic column. The current
density at a given height is then taken to be the total density divided by the cross-sectional
area, A, of each column at that height.
Figure 4.7: Evolution of apex temperature of a tip with ﬁnal height 13:1 nm and diameter
2 nm when a constant current of density 7:9  106 A/nm passes through it. The temperat-
ure approaches the analytically predicted value 1033 K only when both lattice and electronic
conduction are included.
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The KMC step works as follows:
1. Calculate the evaporation probability Pi for each surface atom i based on Eq. (3.11)
2. Calculate the cumulative probability function F (a) =Pai=1 Pi
3. Generate a uniformly random number r 2 (0; 1]
4. Find atom a to evaporate such that F (a  1)  rF (N)  F (a), where N is the number
of candidate atoms
Because temperature is already explicitly accounted for in Eq. (3.11), the atoms in the system
must be in the ground state, i.e. relaxed to 0 K in MD, for the above scheme to work correctly;
otherwise the eﬀect of temperature would be accounted for twice, since temperature in MD
also implicitly aﬀects the binding energy of an atom. Therefore, the system is allowed to relax
to this state between evaporations by setting the MD temperature to T = 0 K using the MD
thermostat. There are, thus, two essentially independent temperatures used in this model: the
temperature used in Eq. (3.11), and the MD temperature which should be set to T = 0 K.
For Eq. (3.15), the binding energy  is given by the MD potential, while the ionisation energy
H and work function  are taken as user input. In the model it is always assumed that the
atom is evaporated in the same charge state n, taken as the most likely state, also given as user
input. Contrary to the case with the direct ﬁeld evaporation described in Chapter 4.2.4, this
scheme will take the charge state of the evaporated atom into consideration.
4.2.7 Calculation of trajectories of evaporated ions
When an atom evaporates as an ion, it is possible to calculate the trajectory of the ion in the
electric ﬁeld. In the current model it is assumed that an ion evaporates at rest (no initial kinetic
energy), i.e. its velocity is entirely due to the interaction with the electric ﬁeld. The trajectory
is then solved using the velocity-verlet integration scheme [63], calculating the Lorentz force
acting on the ion as it moves through the ﬁeld, and following the motion of the ion until a
certain distance above the surface. By recording the time of ﬂight of the ion, as well as its
position once it reaches a certain height above the surface, it is possible to simulate hits on a
detector screen.
Similarly, it is also possible to calculate the trajectories of ions of an opposite sign heading
towards the surface. In this case, it is motivated to give the ions an initial velocity corresponding
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to their kinetic energy. The trajectory is calculated until the ion would hit the surface, and the
impact position is recorded.
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Chapter 5
Application of the model
5.1 Protrusion growth in the presence of a near-surface
void
When an electric ﬁeld is applied to a metal surface, it will introduce a tensile stress due to
the interaction between the electric ﬁeld and the charged surface atomic layer. If impurities
are present in the surface they may act as stress concentrators, which enables dislocations to
nucleate at these sites. Indeed, the simulations carried out in Publication V shows that in
the presence of a near-surface void, this results in dislocation-based mass transport towards
the surface and the formation of a protrusion on the surface (Fig. 5.1). While this mechanism
has not been conﬁrmed by experiments yet, such voids have been observed even in high-purity
Cu [86, 87]. It should be noted that in these simulations the strength of the applied electric ﬁeld
has been exaggerated due to the limited time span oﬀered by molecular dynamics. Nevertheless,
it validates that the growth mechanism is possible, and that protrusion growth may occur
under an applied ﬁeld, although it remains unclear e.g. how fast the process is at realistic ﬁeld
strengths.
Even though the protrusion is free to grow ever taller, limited only by the amount of matter
between the surface and the void, its diameter is kept constant as it depends on the diameter
of the dislocation nucleation site. This means that the aspect ratio of the protrusion will grow
with time. Since the ﬁeld enhancement at the protrusion apex is proportional to the aspect
ratio, it also means that the force acting on the protrusion, and, hence, the protrusion growth
rate increases with time (Fig. 5.2). This results in an asymptotic growth, which causes the
protrusion to be destroyed catastrophically. The growth and evolution of the protrusion into a
potential ﬁeld emitter is, thus, very fast, and explains why many emitters seem to be unstable
32
(a) (b)
(c) (d)
Figure 5.1: Simulation of protrusion growth when a ﬁeld of 13:4 GV/m is applied on a Cu
surface with a void with a radius of 15 nm at depth 6 nm. (a) and (b) show the top view and
a slice of the system when stacking faults have formed. (c) and (d) show the same, 14 ps later,
when stacking faults are clearly visible. Evaporated atoms are not shown for clarity in a) and
c).
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Figure 5.2: Height of a protrusion growing due to the presence of a near-surface void. The
growth is asymtotical, with the dashed line indicating the limit.
in experiments (Fig. 5.3). The result is also consistent with results showing that a high electric
ﬁeld is required to activate a ﬁeld emission site, while a lower ﬁeld can subsequently be used to
trigger emission [16]: a higher ﬁeld is required to initially break the surface, while emitters can
regrow more easily close to sites where this has already occurred. Furthermore, catastrophic
growth like this results in a large amount of neutral atoms being released, which contribute to
plasma formation as described in Chapter 3.6.
5.2 Eﬀects of resistive heating on a surface protrusion
Due to ﬁeld enhancement, the ﬁeld emission current ﬂowing through an emitter will be approx-
imately proportional to its aspect ratio, as per Eq. (3.7). At the same time, the cooling rate is
also aﬀected by the aspect ratio, as a tall tip cools less eﬃciently, while a narrow tip heats more
rapidly (due to FSE). Combined, these factors result in the maximum temperature reached in
a protrusion only depending on the aspect ratio. Fig. 5.4 shows the temperature reached at the
apex of a Cu protrusion at diﬀerent applied ﬁeld strengths. Firstly, it is seen that when ﬁnite
size eﬀects are included, protrusions will reach melting temperature at lower ﬁeld strengths,
due to more eﬃcient heating from the current, and less eﬃcient heat transport away from the
protrusion. Secondly, protrusions with the aspect ratio between 30   50 will start to melt at
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Figure 5.3: Typical measurement of ﬁeld emission current from a Cu sample at diﬀerent applied
voltages. With the applied voltage 554 V it is seen that the current increases even though the
voltage remains unchanged. This indicates that surface modiﬁcation occurs, which increases
the ﬁeld enhancement, and, thus, the emission current. Data courtesy of Tomoko Muranaka.
relatively modest ﬁeld strengths, which corresponds well to experimental results where emitters
with an aspect ratio in the mentioned range are seen to lead to electric breakdowns [88]. Thus,
it seems like the melting of surface protrusions are connected to vacuum breakdowns, possibly
by supplying neutral atoms needed to form a plasma [47], as the ﬁeld evaporation of atoms is
greatly enhanced at high temperatures.
In some cases Rayleigh instability [89, 90] appeared in simulated protrusions (Fig. 5.5). This
can also be another source for neutral atoms to form a plasma, as the resulting necking creates
a weak spot, possibly leading to a relatively large chunk of metal to break oﬀ. Because of the
narrow neck, the ﬁeld emission current ﬂowing through the protrusion will have a high density
there, further weakening the structure at that point. However, Rayleigh instability is a slow
process, and, therefore, diﬃcult to simulate using MD, and no simulation of complete breakage
of the protrusion was performed.
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Figure 5.4: Maximum tip temperature as a function of tip aspect ratio when an external electric
ﬁeld is applied. Finite size eﬀects (FSE) are considered for the solid lines, while the eﬀects have
been ignored for the dotted lines. The ﬁeld enhancement factor is assumed to be given by the
tip aspect ratio.
Figure 5.5: Tip shape after resistive heating (inset shows original tip shape after relaxation).
The middle part of the tip has become narrower due to Rayleigh instability.
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Figure 5.6: Sputtering yield as a function of electric ﬁeld for a) a ﬂat Cu surface and b) a
nanoprotrusion with a height of 5 nm and a diameter of 2 nm. In case a) it is seen that there is
a strong dependence on the electric ﬁeld, especially as the energy of the incident ion increases.
In case b) no such dependence is seen.
5.3 Enhanced sputtering yield under a high electric ﬁeld
In addition to the mechanical modiﬁcation of surfaces described above, high electric ﬁelds may
also play a role in the surface modiﬁcation mechanisms by ion bombardment. As mentioned in
Chapter 3.6, in the presence of a high electric ﬁeld and a ﬁeld emission current, evaporated atoms
may become ionised and accelerated back towards the surface from where they evaporated.
While the energy dependence of the sputtering yield is well known [58], less attention has been
paid to the eﬀect of an external electric ﬁeld even though the sputtering yield under an electric
ﬁeld is of critical importance in e.g. simulations of plasma formation [47].
Fig. 5.6a shows the sputtering yield of Cu+ atom on an atomically ﬂat Cu-surface. The sput-
tering yield clearly depends on the strength of the electric ﬁeld, with the eﬀect being more
pronounced with incident ions with higher energy, resulting in a sputtering yield several times
larger than the non-enhanced yield. The eﬀect is explained by the change in surface morpho-
logy after an impact, exposing many loosely bound atoms to the electric ﬁeld. Additionally, the
surface may change in such a way as to cause ﬁeld enhancement and the enhanced local ﬁeld
will then cause evaporation of atoms from the surface. Thus, the sputtering yield is higher in
the presence of an electric ﬁeld compared with no ﬁeld.
It is known from previous studies that the sputtering yield can be greatly enhanced by ﬁnite
size eﬀects, such as when an ion hits a nanosized feature on the surface [91]. The same eﬀect
can be observed also in the case of nanoprotrusions under an electric ﬁeld. To measure the
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Figure 5.7: The size of a protrusion has a marked eﬀect on how eﬀectively ions are focused
towards it. The graph shows the relative ﬂuence within 3 nm from the centre of a protrusion.
Two diﬀerent sizes were investigated: the smaller protrusion was of height 5 nm and diameter
1 nm and the larger one of height 10 nm and diameter 4 nm.
sputtering yield the ﬁeld is kept low enough not to cause spontaneous ﬁeld evaporation from
the protrusion apex, where the ﬁeld can be enhanced signiﬁcantly. Thus, only relatively modest
values can be used for the applied ﬁeld. Fig. 5.6b shows the sputtering yield of a Cu+ ion on
a Cu nanoprotrusion with a height of 5 nm and diameter 2 nm. It is seen that the sputtering
yield remains fairly constant with increasing ﬁeld. The lack of ﬁeld dependence is explained by
the fact that only the very apex, and, thus, a limited number of atoms, is aﬀected by the strong
ﬁeld, while atoms elsewhere remain unaﬀected. Since the apex atoms have a high sputtering
probability even without the applied ﬁeld, increasing the ﬁeld does not make sputtering more
probable.
In addition to increasing the sputtering yield, nanoprotrusions may also serve to increase the
local ion ﬂuence around them, by distorting the electric ﬁeld, and, thus, the trajectories of the
incoming ions. Fig. 5.7 shows the relative local ﬂuence around a protrusion with a given size,
compared with the unmodiﬁed applied ﬂuence. Highly energetic ions are aﬀected less by the
presence of the protrusions, since they have a high initial velocity, and the distortion in the
electric ﬁeld is not strong enough to signiﬁcantly alter their trajectory. Low energy ions, on the
other hand, are easily deﬂected towards the protrusion.
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5.4 Distortions in ion trajectories due to changes in sur-
face morphology
As shown in Fig. 5.7 the presence of geometric features on a surface can alter the trajectories
of ions, due to the change in the shape of the local electric ﬁeld. If the kinetic energy of the
ions is small enough, even small scale modiﬁcation of the surface is enough to alter trajectories
of ions [53]. Thus, the previously mentioned protrusion growth and surface modiﬁcation due to
ion irradiation, may have a large eﬀect on the trajectories of evaporating ions, as these typically
have a low initial kinetic energy near the surface where the local ﬁeld is distorted the most.
The aberration in the trajectory can have a signiﬁcant eﬀect in some applications, such as atom
probe tomography (APT), where the trajectory must be known with high accuracy to obtain a
good reconstruction [21, 92–94]. Additionally, the order in which ions evaporate from a sample
is of critical importance in reconstructions, since depth information is deduced from this [92]. It
is often assumed that evaporation occurs one atomic layer at a time. However, when a sample
consists of elements with vastly diﬀerent evaporation ﬁelds, this assumption may not hold [53].
Even state-of-the-art APT reconstruction algorithms are unable to accurately compensate for
this eﬀect. However, with an increased understanding of how changes on the atomic level aﬀects
trajectories, it may be possible to develop more advanced reconstruction protocols, and, thus,
vastly improve the resolution of APT.
Trajectory aberrations are clearly visible in simulated detector data Fig. 5.8. In comparison
with a completely ﬂat Cu surface (Fig. 5.8a) trajectory aberrations result in severe artifacts
in the presence of a pit (Fig. 5.8b) or an Fe inclusion (Fig. 5.8c) on the surface. In fact, both
pits and inclusions may result in similar looking detector patterns, with a lower number of ions
hitting the middle of the detector. For a pit, this is simply explained by a lack of atoms at that
point on the sample. For the inclusion, the situation is more complex.
Fig. 5.9a illustrates how trajectories of evaporated ions from a Cu surface with a small Fe
inclusion are bent due to the marks left on a surface by previously evaporated atoms. In the
initial state the surface is very smooth, leading to just a small deviation in trajectories. However,
as the surface becomes more rough there is an increase in trajectory aberrations. Additionally,
since Fe has a higher evaporation ﬁeld than Cu, the Fe atoms start forming a protrusion on
the surface as the surrounding Cu matrix is evaporated before the Fe (Fig. 5.10). The inclusion
distorts the local electric ﬁeld in such a way that evaporating ions are accelerated outwards
from it. Once a full layer has been removed, little surface roughness remains, and the aberration
in trajectories decreases.
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Figure 5.8: Simulated detector hits in the case of a) ﬂat Cu surface b) ﬂat Cu surface with a
pit and c) ﬂat Cu surface with an Fe inclusion. Case d) shows detector hits for a sample of
the form “hemisphere-on-a-post” as used in APT experiments. The clustered hits in d) corres-
pond to crystallographic poles. The total number of evaporation events in cases a)-c) is 2400,
corresponding to 3 atomic monolayers. For case d) 3680 evaporation events were simulated.
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Figure 5.9: a) Deviation from a straight path of evaporated ions in the case of a Fe inclusion
in a Cu matrix. b) The initial height-position of evaporated atoms in the same case.
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Figure 5.10: An Fe protrusion is formed when the Cu surrounding an Fe inclusion is evaporated
before the Fe. The electric ﬁeld is then distorted and enhanced around the protrusion.
APT samples are usually prepared in the shape of a hemisphere on a cone to obtain suﬃcient
ﬁeld enhancement to facilitate ﬁeld evaporation of ions from the specimen [95]. Using our model,
it is possible to simulate such a sample under conditions similar to actual APT experiments,
and apply the same reconstruction algorithm [92] to the simulated data as is applied in actual
APT experiments. The reconstructed shape can then be compared with the actual initial shape
of the sample, which is known exactly in simulations (Fig. 5.11). The simulations shows that
while the reconstructed sample is of similar size and shape of the original one, reconstruction
artifacts are also visible. Notably the reconstruction algorithm fails to reproduce the step edges
on the sample. However, as APT normally has a detector eﬃciency [96, 97] of  60%   85%
such precision may not be reachable in actual experiments in any case.
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(a) (b)
Figure 5.11: Part of the original tip and the reconstructed model based on 3860 evaporation
events. The colour indicates the original position of an atom along the z-axis. The reconstructed
model is similar in shape and size to the original.
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Chapter 6
Conclusions and outlook
The main result of this thesis is the study of several electronic eﬀects by extending classical mo-
lecular dynamics, as presented in Chapter 4. This hybrid electrodynamics-molecular dynamics-
Monte Carlo model enables the simulation of a wide variety of processes involving high electric
ﬁelds and metal surfaces, which has not been possible using previous methods. The model is
fully dynamic, meaning that the system is allowed to evolve freely. Although most of the result
presented in this thesis is related to Cu or Fe in Cu, the method can be used for any conducting
material for which there exists an interatomic potential for MD simulations.
The implementation includes an electric ﬁeld solver based on the multigrid method, which gives
good results while simultaneously being eﬃcient. Performance is also improved by only solving
the electric ﬁeld around an area of interest if it can be assumed that the eﬀect of the ﬁeld
is small elsewhere. Using the calculated ﬁeld, each atom facing the electric ﬁeld is given an
induced charge based on Gauss’ law. While the current solver works under the assumption that
there is a negligible amount of free charge in the electric ﬁeld, this can be extended in the
future.
The eﬀect of ﬁeld emission when a negative ﬁeld is applied to a metal surface is implemented
via the Fowler-Nordheim equation, including a temperature correction factor. The temperature
of the system is then adjusted to account for resistive heating by solving the heat equation.
Electronic thermal conductivity is also included in the solution, providing for a more realistic
cooling rate than provided by pure MD where only thermal conductivity is accounted for. A
more advanced general thermal ﬁeld emission model, including the Nottingham eﬀect, could
be employed to further increase the accuracy of the model over a larger range of temperatures
and ﬁeld strengths.
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Field evaporation is included in the model either directly, by a suﬃciently high force pulling
an atom away from the surface, or via a Monte Carlo step where an atom is picked at random,
based on its evaporation probability, and then removed from the system. Currently in the MC
step it is assumed that an atom always evaporates into its most likely charge state. Future work
could improve this relatively easily by considering the ionisation potential of diﬀerent charge
states.
Using the method it was observed in simulations how a void beneath a Cu surface can lead
to the growth of a surface protrusion when a high electric ﬁeld is applied. The stress induced
by the electric ﬁeld triggers dislocation nucleation and motion causing mass transport towards
the surface. Because of a positive feedback loop the growth is very rapid and results in cata-
strophic breakage of the protrusion, which may explain the instability observed in ﬁeld emission
measurement experiments.
The performed simulations also show that changes in surface morphology on the atomic level
aﬀects the trajectories of subsequently evaporated ions, resulting in visible aberrations in sim-
ulated APT experiments. The simulation code developed for this thesis can be used to study
this eﬀect more closely to develop more accurate reconstruction protocols, where these kind
of eﬀects are taken into consideration. This is of high importance, since the lack of knowledge
about the trajectories is currently limiting the resolution of APT.
The work presented in this study is mostly theoretical in nature. It is therefore, the hope of
the author, that the simulation methods presented here will in future be applied to cases which
can easily be compared with experiments, to investigate how good our current understanding
of the processes presented here is.
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