Abstract. We are concerned with the asymptotics of the Markov chain given by the post-jump locations of a certain piecewise-deterministic Markov process with a state-dependent jump intensity. We provide sufficient conditions for such a model to possess a unique invariant distribution, which is exponentially attracting in the dual bounded Lipschitz distance. Having established this, we generalize a result of J. Kazak on the jump process defined by a Poisson driven stochastic differential equation with a solution-dependent intensity of perturbations.
Introduction
The starting point of our study is a piecewise-deterministic Markov process (PDMP), which arises from a random dynamical system defined in a manner similar to that in [10, 11, 12, 13, 14] . Such a system, say {Y (t)} t≥0 , evolves through random jumps (at random time points) in a complete separable metric space, denoted here by Y , while its deterministic behaviour between jumps is governed by a finite number of semiflows S i , i ∈ I. These semiflows are randomly switched with time from jump to jump (like e.g. in [1] ). The state directly after the jump, called a post-jump location, is determined by a transformation of the current position, selected randomly from an uncoutable set. Random dynamical systems with the above-described or a similar jump mechanism offer a description of a large class of phenomena arising in variuous domains of natural science, in molecular biology especially (e.g. models for gene expression [12, 24, 25] or an autoregulated gene in a bacterium [8] ), but also in population biology (e.g. [27] ) and communication networks (e.g. [6] ).
Most available results on such dynamical systems seem to concentrate on the situation where the jumps occur according to a Poisson process with constant intensity. In this paper we consider the case where the jump intensity depends on the trajectory of the process (as in [19] ). To be more precise, letting {τ n } n∈N0 denote ||µP n − µ * || F M ≤ C(µ)β n for all n ∈ N and µ ∈ M prob stands for the set of all Borel probability measures on Y × I satisfying ρ c (x, x * )µ(dx) < ∞ for some x * , with ρ c denoting a suitable metric in Y × I. The idea underlying the proof of this result pertains to asymptotic coupling methods, introduced by Hairer [7] , which in turn boils down to veryfing the assumptions of [17, Theorem 2.1] (cf. [12, Appendix] )
The second part of the paper discusses the ergodicity of the jump chain associated with the Markov process determined by a Poisson driven stochastic differential equation (PDSDE), which is close in spirit to that developed by Lasota and Traple in [22] (cf. also [26, 30] ). PDSDEs have quite important applications in biomathematics (e.g. [4, 3] ), physics and engineering (e.g. [29] ), as well as in financial investment models (see e.g. [2] ). The research literature abounds with variations on stochastic equations of a similar type. Here, we investigate the version which takes into account the ideas proposed by Horbacz [9] and Kazak [18] . Namely, given a Poisson random counting measure N Ô (dt, dθ) on [0, ∞) × Θ and functions a, σ and λ, we consider the initial value problem of the form dY (t) = a(Y (t), ξ(t)) dt + where {Y (t)} is an unknown process with values in a closed subset of a separable Hilbert space, and {ξ n } n∈N0 is a sequence of random variables with values in a finite set and distributions conditional on the realisation of {Y (t)} t≥0 . Assuming that N Ô ([0, t] , A) = card{n ∈ N : τ n ≤ t, η n ∈ A}, one can define a sequence of [0, ∞)-valued random variables {τ n } n∈N0 such that Λ(τ n ) = τ n for n ∈ N 0 . We shall give a set of quite easily verifiable restrictions on the functions a, σ and λ ensuring that the solution process {Y (t)} t≥0 determines the PDMP {(Y (t), ξ(t))} t≥0 which we have described so far (with jump times τ n conditionally distributed on the solution) , and that the Markov chain {(Y (τ n ), ξ(τ n ))} t≥0 is exponentially ergodic. This result generalizes [18, Theorem 4.10] .
The outline of the paper is as follows. Section 1 contains notation and basic definitions related to the theory of Markov operators. In Section 2 we quote the result of Kapica and Ślęczka [17] , which we refer to in the next part of the paper. Our main result, providing sufficient conditions for the exponential ergodicty of the dynamical system under consideration, is established in Section 3. Finally, in Section 4 we give a criterion for the exponential ergodicity of the jump chain related to the aforementioned PDSDE.
Preliminaries
Consider a metric space (E, ρ) endowed with the σ-field B(E) of all its Borel subsets. By B(x, r) we denote the open ball in E centered at x and radius r. For every set A ⊂ E we write ½ A for the indicator function of A, i.e. ½ A (x) = 1 for x ∈ A and ½ A (x) = 0 otherwise.
Let M sig (E) stand for the space of all finite, countably additive functions (signed Borel measures) on B(E). By M + (E) and M prob (E) we denote the subsets of M sig (E) consisting of all non-negative measures and all probability measures, respectively. Furthermore, we write M ρ,1 prob (E) for the set of all µ ∈ M prob (E) satisfying E ρ(x, x * ) µ(dx) < ∞ for some x * ∈ X.
Moreover, by B(E) we denote the space of all bounded, Borel, real valued functions on E, equipped with the supremum norm ||·|| ∞ , and we use C(E) to denote its subspace consisting of all continuous functions. For f ∈ B(E) and µ ∈ M sig (E) we write
A continuous function V : E → [0, ∞) is called Lyapunov function if it is bounded on bounded sets and for some x 0 ∈ E,
We say that a sequence {µ n } n≥1 ⊂ M + (E) converges weakly to a measure µ ∈ M + (E) whenever
The set M sig (E) will be endowed with the so-called Fortet-Mourier norm [20, 23] (equivalent to the Dudley norm [5] ), given by
where F F M (E) stands for the set of all f ∈ C(E) such that ||f || ∞ ≤ 1 and |f (x) − f (y)| ≤ ρ(x, y) for x, y ∈ E. It is well-known (cf. [5] ) that, whenever E is a Polish space, the metric (µ, ν) → ||µ − ν|| F M induces the topology of weak convergence of measures in M prob (E).
A function P : E × B(E) → [0, 1] is called a (sub)stochastic kernel if for each A ∈ B(E), x → P (x, A) is a measurable map on E, and for each x ∈ E, A → P (x, A) is a (sub)probability Borel measure on B(E). We also sometimes call a stochastic kernel a transition probability kernel or, simply, transition law.
For an arbitrary given (sub)stochastic kernel P we consider two operators defined by
and
If the kernel P is stochastic then the map (·)P :
given by (1.1) is called a regular Markov operator. It is easy to check that
and, therefore, P (·) : B(E) → B(E) defined by (1.2) is said to be the dual operator of (·)P . Let us note that the dual operator can be extended in the usual way to a linear operator defined on the space of all bounded below Borel functions B(E) so that (1.3) holds for all f ∈ B(E).
A regular Markov operator P is called Feller if its dual operator preserves the continuity, i.e. P f ∈ C(E) for every f ∈ C(E).
A measure µ * ∈ M + (E) is called invariant with respect to P if µ * P = µ * . We shall say that such a measure is attracting (in M ρ,1 prob (E)) whenever µ * ∈ M ρ,1 prob (E) and for each µ ∈ M ρ,1
If the rate of this convergence is exponential, that is, there exists β ∈ [0, 1) such that, for every µ ∈ M ρ,1
prob (E) and some constant C(µ) ∈ R, we have
then µ * is called exponentially attracting. If such an exponentially attracting invariant probability measure exists then the operator P is said to be exponentially ergodic.
It is well known that for every stochastic kernel P and an arbitrary measure µ 0 ∈ M prob (E) we can always define a discrete-time homogeneus Markov chain {Φ n } n∈N0 for which µ 0 will be the distribution of Φ 0 , and P will serve as a description of the one-step transition laws, that is
Then the Markov operator (·)P corresponding to the kernel (1.4) decribes the evolution of the distributions µ n := Prob(Φ ∈ ·), that is
In our further considerations we will use the symbol Prob x for the probability measure Prob(· | Φ 0 = x) and E x for the expectation with respect to Prob x .
Assuming that a stochastic kernel P : E × B(E) → [0, 1] is given, we will say that a time-homogeneus Markov chain evolving on the space E 2 (endowed with the product topology) is a Markovian coupling of P whenever its transition law B :
for all x, y ∈ E and A ∈ B(E). Note that, if Q : 5) for all x, y ∈ E and A ∈ B(E), then we can always construct a Markovian coupling of P whose transition function B satisfies Q ≤ B. Indeed, it suffices to define the family {R(x, y, ·) : x, y ∈ E} of measures on B(E 2 ), which on rectangles A × B ∈ B(E 2 ) are given by
if Q(x, y, E 2 ) < 1, and R(x, y, A × B) = 0 otherwise. It is then easily seen that B := Q + R is a stochastic kernel satisfying Q ≤ B, and that the Markov chain with transition function B is a coupling of P .
A general criterion on the exponential ergodicity for Markov-Feller operators
In this section we quote [17, Theorem 2.1] of Kapica and Ślęczka (cf. also [12, Appendix] ), which provides sufficient conditions for a Markov operator to possess an exponentially attracting invariant probability measure. This is a crucial tool in the proof of our main result, given in the next section. Theorem 2.1. Suppose that P : M + (E) → M + (E) is a Markov operator, which enjoys the Feller property, and that there exists a substochastic kernel Q on E 2 × B(E 2 ) satisfying (1.5). Furthermore, assume that the following conditions hold:
(B1) There exist a Lyapunov function V : E → [0, ∞) and constants a ∈ (0, 1) and b > 0 satisfying
(B2) For some F ∈ B(E 2 ) and some R > 0 the following conditions are satisfied:
n )} n∈N0 of P with transition function B, satisfying Q ≤ B, such that for
(B3) There exists a constant q ∈ (0, 1) such that
(B4) Letting U (r) = {(x, y) : ρ(x, y) ≤ r} for r > 0, we have
(B5) There exist constants l > 0 and ν ∈ (0, 1] such that
Then the operator P possesses a unique invariant measure µ * ∈ M prob (E) and V, µ * < ∞. Moreover, there exist constants β ∈ [0, 1) and C ∈ R such that
for all n ∈ N and every µ ∈ M prob (E) satisfying V, µ < ∞.
The key idea underlying the above result is the existence of a Markovian coupling whose transition function can be decomposed into two substochastic kernels, of which one, denoted by Q, enjoys the contractivity property (B3) and plays a dominant role in the evolution of the coupled Markov chain. By the dominance of Q we mean that there exists a finite (random) time, say τ , from which onwards the next step of the coupled chain is drawn only according to Q, and the probability that τ occurs soon after the chain starts is small. More precisely, conditions (B1)-(B5) guarantee that for some γ ∈ (0, 1) and c ∈ R we have Prob (x,y) (τ > n) ≤ cγ n (V (x) + V (y) + 1) for all n ∈ N and (x, y) ∈ E 2 (which follows from [17, Lemmas 2.1 and 2.2]). Such a dominant contractive part Q makes the copies of the Markov chain (governed by P ) possible to couple at infinity in an exponential rate. The proof of this theorem is based on certain asymptotic coupling techniques, introduced in [7] by Hairer.
Exponential ergodicity for some random dynamical system
This section contains the main result of the paper. As mentioned in Introduction, we shall consider a piecewise-deterministic Markov process with a state-dependent jump intensity (as in [19] ; cf. [10, 12] ), whose deterministic evolution is governed by a finite collection of semiflows. The subject of our investigation is the exponential ergodicity of the Markov chain given by the post-jump locations of such a process.
3.1. Model description and assumptions. Let (Y, ρ) be a Polish space, i.e. a complete separable metric space, and set R + = [0, ∞). Further, let Θ be a compact interval, and put I = {1, ..., N }, where N is an arbitrary (and fixed) positive integer. Now define X := Y × I. In what follows, the space X is endowed with the metric ρ c given by
where
and c is a positive constant specified at the end of this section.
We shall investigate a discrete-time dynamical system arising from a stochastic process {(Y (t), ξ(t))} t≥0 , which evolves through random jumps in the space X as described below.
Assume that we are given a finite collection of semiflows S i : R + × Y → Y, i ∈ I, which are continuous with respect to each variable. The semiflow property means, as usual, that, for every i ∈ I and each y ∈ Y ,
Between jumps the process {Y (t)} t≥0 is deterministic and evolves according to one of the semiflows, whose index is determined by {ξ(t)} ≥0 .
The semiflows S i are being switched (directly after the jumps) according to a matrix of continuous functions
At the time of a jump the process {Y (t)} t≥0 moves to the new state determined by a transfomation q θ : Y → Y , which is randomly drawn from a given family
Futhermore, we consider a collection of probability density functions Θ ∋ θ → p θ (y), y ∈ Y , such that (θ, y) → p θ (y) is continuous. These place-dependent densities are related to the likelihood of occurrence of q θ at the jump times. Finally, we assume that the intensity of jumps is determined by a Lipschitz continuous function
Let us also define L :
In summary, the evolution of {(Y (t), ξ(t))} t≥0 can described roughly as follows. Suppose that the process starts at (y 0 , i 0 ) ∈ Y × I. We then have Y (t) = S i0 (t, y 0 ) and ξ(t) = i 0 until some random time t 1 (which depends on y 0 and i 0 ). At this moment the process {Y (t)} t≥0 jumps to the new position y 1 := q θ1 (Y (t 1 −)) = q θ1 (S i0 (t 1 , y 0 )), where θ 1 ∈ Θ is selected randomly according to the distribution with density θ → p θ (S i0 (t 1 , y 0 )). Directly after this, we randomly draw i 1 ∈ I in such a way that the probability of choosing i 1 = i is equal to π i0i (y 1 ). Then, from
The procedure is then repeated with (y 1 , i 1 ) (replacing (y 0 , i 0 )) and is continued inductively. Hence, assuming that t 0 = 0 and t n → ∞ a.s., we obtain
In this paper, we only focus on the sequence of random variables given by the post-jump locations of such a process, that is (Y n , ξ n ) := (Y (τ n ), ξ(τ n )), n ∈ N 0 , where τ n is a random variable describing the jump time t n .
In order to formalize the model, on a suitable probability space, say (Ω, F , Prob), we define {(Y n , ξ n )} n∈N0 as follows. Let Y 0 : Ω → Y and ξ 0 : Ω → I be random variables with arbitrary and fixed distributions. Further, define inductively the sequences {τ n } n∈N0 , {ξ n } n∈N , {η n } n∈N and {Y n } n∈N of random variables, describing {t n } n∈n , {i n } n∈N , {θ n } n∈N and {y n } n∈N , respectively, so that the following conditions are valid:
• τ n : Ω → [0, ∞), n ∈ N 0 , with τ 0 = 0, form a strictly increasing sequence such that τ n → ∞ a.e., and the increments ∆τ n = τ n − τ n−1 are mutually independent and have the conditional distributions given by
whenever y ∈ Y and i ∈ I, where L is given by (3.5).
• ξ n : Ω → I, n ∈ N, satisfy
• η n : Ω → Θ, n ∈ N, is specified by
for all D ∈ B(Θ) and y ∈ Y .
• Y n : Ω → Y , n ∈ N, are determined by
Moreover, considering
we assume that, for every k ∈ N 0 , the random variables ξ k+1 and η k+1 are conditionally independent of U k given {Y k+1 = y, ξ k = i} and {S ξ k (∆τ k+1 , Y k ) = y}, respectively. In addition to this, we require that ξ k+1 , η k+1 and ∆τ k+1 are mutually conditionally independent given U k , and that ∆τ k+1 is independent of U k . Let us now define
It is then not hard to check that {(Y n , ξ n )} n∈N0 is a time-homogenus Markov chain with phase space X and transition law P :
where L is given by (3.5). The evolution of the distributions µ n := Prob((Y n , ξ n ) ∈ ·) can be then described by the Markov operator (·)P :
, as defined in (1.1). Such an operator is sometimes called a jump operator, since it describes the distributions of the process (Y (t), ξ(t)) t≥0 (which is, clearly, also a Markov process) from jump to jump. In the analysis that follows, we will use the assumptions specified below.
(A1) There exists y * ∈ Y such that
where θ(y 1 , y 2 ) = {θ ∈ Θ : ρ(q θ (y 1 ), q θ (y 2 )) ≤ ρ(y 1 , y 2 )}.
As we have mentioned earlier, we also require that c appearing in (3.1) is sufficiently large. The choice of c depends on constants appearing in conditions (A1)-(A4). We assume, namely, that
where T ⊂ [0, ∞) is a fixed bounded set with positive measure such that
3.2. Exponential ergodicity of the jump opertor. In order to establish the exponential ergodicity of the Markov operator P corresponding to {(Y n , ξ n )} n∈N0 , we want to use Theorem 2.1 (a similar approach is also taken e.g. in [12] ). For this reason, we introduce the following piece of notation, which will be useful for the rest of the section. For any
where ∧ denotes minimum in R + . Let us now consider the space X 2 with the following metric:
Further, for each t ≥ 0, let
and define Q :
It is then easily seen that Q is a substochastic kernel satisfying (1.5).
We are now in a position to establish our main result. Then the Markov operator P corresponding to (3.7) has a unique invariant distribution µ * , which is exponentially attracting. More precisely, µ * ∈ M ρc,1 prob (X) and there exist x * ∈ X, C ∈ R and β ∈ [0, 1) such that
for any µ ∈ M ρc,1 prob (X) and any n ∈ N. Proof. It suffices to show that all hypotheses of Theorem 2.1 hold for P and Q defined by (3.7) and (3.12), respectively. First of all, observe that P is Feller, which follows immediately from the continuity of functions π i,j , y → S i (t, y), y → p(y, θ) and q θ for all i, j ∈ I, t ≥ 0 and θ ∈ Θ. Moreover, notice that (3.13) in particular implies that α < λ. This will guarantee the finiteness of the integrals containing e (α−λ)t , which occur in the analysis below. Our further reasoning falls naturally into five parts.
Step 1. Let V : X → [0, ∞) be defined by
where y * is specified in (A1). Clearly, V is a Lyapunov function, and taking x * := (y * , i * ) (with an arbitrary and fixed i * ∈ I) we get V (x) ≤ ρ c (x * , x) for all x ∈ X. Now fix (y, i) ∈ X, and let a and b denote the constants given by (3.11). Further, define
From (3.13) and (A1) it follows that a ∈ (0, 1) and b < ∞, respectively. In particular we then see that B j (t) < ∞ for almost all t ≥ 0. Using conditions (A3) and (A2), sequentially, we conclude that
Consequently, having in mind (3.4), we obtain
which establishes (B1).
Step 2. Let us define R := 4b/(1 − a) and the following subsets of X 2 :
We will prove that (B2) is satisfied with the above defined R and
We first need to show that supp Q(x 1 , x 2 , ·) ⊂ F for every (x 1 , x 2 ) ∈ X 2 . For this purpose, let
Hence, letting γ ∈ (0, c), we obtain q j (x 1 , x 2 , t, θ) ∈ B((z 1 , z 2 ), γ) for all j ∈ I and t ≥ 0. This implies that Γ t (x 1 , x 2 , B((z 1 , z 2 ), γ)) = 0 for all t ≥ 0, and in turn yields that Q(x 1 , x 2 , B((z 1 , z 2 ), γ)) = 0. Consequently, we see that
n )} n∈N0 be an arbitrary Markovian coupling of P with transition function B such that Q ≤ B, and define
Moreover, in view of (3.14), it is easy to see that
Hence the proof of (B2) is completed by using [21, Lemma 2.2].
Step 3. Set q := a = (λLL q )(λ − α) −1 , and let (x 1 , x 2 ) := ((y 1 , i 1 ), (y 2 , i 2 )) ∈ F . Applying (A3) we see that
, and thus, due to the definition of M L given in (3.10), we have L(y 2 ) ≤ M L . Hence, it follows from (A2) that
Combining this with (3.15) gives
Finally, applying (3.4) and (3.8), we obtain
Step 4. Let T ⊂ [0, ∞) be the bounded set with positive measure for which (3.9) holds, and put δ := δ π δ p T λe −λt dt. Using (3.9) we obtain LL q e αt ≤ q for t ∈ T (where q = a). Let (x 1 , x 2 ) := ((y 1 , i 1 ), (y 2 , i 2 )) ∈ F , and define
We will show that Q(x 1 , x 2 , U ) ≥ δ. For this purpose, let us consider the following sets:
Observe that R 1 (t) ⊂ R 2 (t) for t ∈ T . To see this, let t ∈ T and θ ∈ R 1 (t). From (A3) (3.16), (3.17) and (3.8) it then follows that
which gives the desired inclusion. Since R 2 (t) = {θ ∈ Θ : q j (x 1 , x 2 , t, θ, t) ∈ U }, we therefore obtain
Hence, applying the fact that R 1 (t) = θ(S i1 (t, y 1 ), S i2 (t, y 2 )) and (A6), we can conclude that
Consequently, using (3.4), we infer that
which proves (B4).
Step 5. What is left is to show that (B5) holds. For this purpose, let (x 1 , x 2 ) := ((y 1 , i 1 ), (y 2 , i 2 )) ∈ F , and define z 1 (t) := S i1 (t, y 1 ) and z 2 (t) := S i2 (t, y 2 ) for t ≥ 0.
Applying the following inequality: 18) and keeping in mind that Let C k (t) (where k ∈ {1, 2, 3}) denote the kth sum on the right-hand side of the above inequality. Clearly, C 1 (t) = 1 for any t ≥ 0. By condition (A5) we have
Further, from (A5) and (A3) it follows that
Consequently, from (3.19) we can now conclude that
which, together with (3.16), gives
Let us recall that
λ(z2(s)) ds .
We now apply (3.18) again to see that
Let I k (where k ∈ {1, 2, 3}) stand for the kth integral on the right-hand side of the above inequality. Since the integrand of I 1 is the density of the distribution (3.6), we have I 1 = 1. In order to estimate I 2 we use the inequality
It follows that
According to (3.4) and (A4) we now obtain
Finally, using (A2) (cf. also (3.16)) we infer that
which, in accordance with (3.8), gives
Conditions (3.4), (A4) and (A2) also enable us to estimate I 3 as follows:
Consequently, by (3.8) we then have
From (3.21), (3.22) and (3.23) it now follows that
Combining (3.20) with the latter inequality and using (3.4) again, we can now deduce that
Evaluating the last term on the right-hand side of this estimation, say I 0 , we see that
where the last inequality is due to (3.8) . Hence, finally, we obtain
This establishes (B5) and completes the proof of the theorem.
Application to a Poisson-driven stochastic differential equation
In this part of the paper, we consider a PDSDE in the spirit of Lasota and Traple [22] . In the case discussed here we assume that the intensity of stochastic perturbations (jumps) depends on the solution (like in [18] ), and that the unperturbed part of the equation is governed by a finite collection of randomly switched dynamical systems y ′ (t) = a(y(t), i), i ∈ {1, . . . , N } (as in [9] ). We shall focus on the Markov operator corresponding to the change of distributions of the solution process from jump to jump (that is, the jump operator). Theorem 3.1 will be used to provide sufficient conditions ensuring the exponential ergodicity of such an operator.
4.1.
Poisson random measure and Poisson point process. Let us first introduce notation and recall some basic concepts (adapted mainly from [28, §1.7-1.9]) concerning Poisson random measures, which will be needed in the rest of the paper.
Suppose we are given a measurable space (S, Σ S ), and let (Ω, F , Prob) be a probability space. Recall that a map m : 
for every k ∈ N 0 ; (ii) if A 1 , . . . , A n ∈ Σ S are disjoint sets then m (A 1 , ·) , . . . , m(A n , ·) are mutually independent.
In the above definition, we adopt the convention that 0·∞ := 0. Thus, if λ m (A) = ∞, then Prob(m(A, ·) = k) = 0 for all k ∈ N 0 , whence m(A, ·) = 0 almost everywhere. Let us now consider a measurable space (Θ, Σ Θ ), and define S Θ := R + × Θ, where R + := [0, ∞). We endow S Θ with the product σ-field Σ SΘ := B(R + ) ⊗ Σ Θ .
A mapping p : D p → Θ is called a point function valued on Θ whenever D p is a countable subset of (0, ∞). Let Π(Θ) denote the set of all point functions valued on Θ. Every p ∈ Π(Θ) defines a counting measure N p : Σ SΘ → N 0 ∪ {∞} specified by
For any given function Ô : Ω → Π(Θ), let us now define N Ô :
To simplify notation, for t ≥ 0 and A ∈ Σ Θ , we will often write
random measure. In this case, N Ô is called a (Poisson) random counting measure.
For a Poisson point process Ô, by its intensity we mean the intensity of the
where κ is some non-negative measure on Σ Θ , then Ô is called a stationary Poisson process, and κ is said to be the characteristic measure of Ô. with the characteristic measure κ. In the case where κ is a finite measure, the appropriate Ô can be defined so that, for any ω ∈ Ω, Ô(ω) :
where (i) τ n : Ω → [0, ∞), n ∈ N, forms a strictly increasing sequence of random variables with τ n → ∞, whose increments ∆τ n := τ n −τ n−1 , where τ 0 := 0, are mutually independent and have the same exponential distribution with rate κ(Θ); (ii) η n : Ω → Θ, n ∈ N, forms a sequence of mutually independent and identically distributed random variables with the common distribution κ/κ(Θ), such that the sequences (η n ) n∈N and (τ n ) n∈N are independent.
In particular, the Poisson random counting measure corresponding to Ô takes then the form 1) and N Ô (t, A) < ∞ a.s. for any t ≥ 0 and A ∈ Σ Θ .
If a random counting measure N Ô has the form (4.1), then, for any given A ∈ Σ Θ , the variables τ n are called jump times of (N Ô (t, A) ) t≥0 .
Suppose now that we are given a Banach space (H, ||·||) and a point process
Given any F ∈ G(Ô) and t > 0 such that
we can define the integral of F with respect to N Ô by setting
Clearly, I t is a random variable, due to (b). Finally, let us define the integral with respect to N Ô (Λ(ds), dθ), where (Λ(t)) t≥0 is a real-valued stochastic process with strictly increasing trajectories, such that Λ(0) = 0 and D Ô(ω) ⊂ {Λ(t)(ω) : t > 0} for all ω ∈ Ω. For this purpose, consider
for every ω ∈ Ω. It then follows that
and thus, for F ∈ G(Ô Λ ), it is natural to define
4.2. Model description and assumptions. We can now give a formal description for the aforementioned model. Let (H, ·|· ) be a separable Hilbert space endowed with the norm ||·|| induced by the inner product ·|· , and let Y be a nonempty closed subset of H. We assume that Y is endowed with the metric generated by ||·||. (P2) There exists L σ > 0 such that
(P3) The maps a(·, i), i ∈ I, are bounded on bounded sets and satisfy the following conditions: (P3.1) There exists a (negative) constant α < λ − (1 + L σ )λ such that each a(·, i) is α-dissipative, that is, for every i ∈ I and any y 1 , y 2 ∈ Y,
(P6) There exist δ π > 0 and δ h > 0 such that
Let us now consider the stochastic differential equation
with intial condition
for an unknown process {Y (t)} t≥0 with values in Y , where
for t ≥ 0, and Y 0 , ξ 0 , Ô and {ξ n } n∈N are defined on a suitable probability space
(Ω, F , Prob) as follows:
• ξ 0 : Ω → I and Y 0 : Ω → Y are random variables with arbitrary (and fixed) distributions;
• Ô : Ω → Π(Θ) is a stationary Poisson process with the characteristic measure κ. According to Theorem 4.1 we can assume that Ô is determined by two sequences {τ n } n∈N0 and {η n } n∈N of random variables satisfying conditions (i) and (ii) (given in that theorem), in the sense that
(4.7)
In particular, {η n } n∈N is then a sequence of Θ-valued mutually independent random variables with the same density h;
• ξ 0 : Ω → I is a random variable with an arbitrary (and fixed) distribution, and {ξ n } n∈N is a sequence of I-valued random variables defined so that
where τ n : Ω → [0, ∞), n ∈ N, are the jump times of N ÔΛ , determined by
By a solution of (4.4)-(4.6) we mean a càdlàg process {Y (t)} t≥0 , taking values in Y , such that
where {Λ(t)} t≥0 and {ξ(t)} t≥0 are determined by (4.6). Clearly, due to (4.8), {ξ(t)} t≥0 can be equivalently written as
Having in mind the definition of Ô Λ , given in (4.2), and applying (4.7) and (4.8),
we see that
Consequently, using (4. 
12) 13) such that, for any y ∈ Y , the map t → S i (t, y) is the unique solution of (4.11). We will show that the solution of (4.4)-(4.6) is given by
For this purpose, let us denote the right-hand side of (4.9) by U (t), i.e.
We first observe that U (τ n ) = Y (τ n ) for any n ∈ N. To see this, suppose that such an equality holds for an arbitrary, but fixed n. Applying (4.10) and the fact that
which implies that
Now, letting n ∈ N and t ∈ [τ n , τ n+1 ), we can conclude that
where the first equality follows from (4.10).
4.3.
Exponential ergodicity of the jump operator associated with the PDSDE. Let {Y (t)} t≥0 be the solution of (4.4)-(4.6) specified by (4.14). We are concerned with the sequence of random variables given by the post-jump locations of the process {(Y (t), ξ(t))} t≥0 , that is, {(Y n , ξ n )} n∈N0 , wherein Y n := Y (τ n ) is determined by (4.15). If we define q θ : Y → Y by q θ (y) := y + σ(y, θ) for y ∈ Y, θ ∈ Θ, then, due to (4.14) and (4.15), we can write Y n = q ηn (Y (τ n −)) = q ηn (S ξn−1 (∆τ n , Y n−1 )) for n ∈ N.
There is no loss of generality in assuming that Y 0 , ξ 0 , {τ n } n∈N , {η n } n∈N and {ξ n } n∈N satisfy the independence conditions detailed in Section 3. In that case {(Y n , ξ n )} n∈N0 is a time-homogeneus Markov chain with values in X := Y × I, whose transition law has the form (3.7) with p θ (·) ≡ h(θ), θ ∈ Θ. To see this, it suffices to show that the conditional distribution of τ n is determined by (3.6) . For this purpose, define H : R + × Y × I → R + so that H(·, y, i) is the inverse of L(·, y, i) for every (y, i) ∈ Y × I. Then where the last equality follows from (4.8) . Using this, we obtain Prob(∆τ n+1 ≤ t|Y n = i, ξ n = y) = Prob(H(∆τ n+1 , Y n , ξ n ) ≤ t|Y n = i, ξ n = y) = Prob(∆τ n+1 ≤ L(t, y, i)) = 1 − e −L(t,y,i) , which is the desired conclusion.
It is now straightforward to establish the exponential ergodicity of the Markov chain {(Y n , ξ n )} n∈N0 by the use of Theorem 3.1. , and let {(Y n , ξ n )} n∈N0 be the Markov chain given by the post-jump locations of the process {(Y (t), ξ(t))} t≥0 specified by (4.4)-(4.6). Further, let P be the Markov operator corresponding to {(Y n , ξ n )} n∈N0 . Then, for a sufficiently large c, the operator P has a unique invariant probability measure µ * ∈ M prob , which is exponentially attracting. More precisely, µ * ∈ M ρc,1 prob (X) and there exists x * ∈ X, C ∈ R and β ∈ [0, 1) such that
for any µ ∈ M ρc,1 prob (X) and any n ∈ N, where ρ c is given by (3.1). Proof. In view of Theorem 3.1, it suffices to show that conditions (A1)-(A6) hold with p(θ, ·) ≡ h(θ) for θ ∈ Θ, and L, L q , λ, λ, α satisfying (3.13).
First of all, as we have mentioned in Section 4.2, condition (P3) ensures that the semiflows S i , i ∈ I, generated by (4.11), enjoys properties (4.12) and (4.13). This clearly implies that (A2) holds with L = 1, α < λ − (1 + L σ )λ and L given by L(y) := 2 max i∈I ||a(y, i)||, which is bounded on bounded sets, as required.
Further, we show that condition (A1) is satisfied. From (P1) we know that M := Θ ||σ(y * , θ)|| h(θ) dθ < ∞ for some y * ∈ Y.
Keeping in mind (4.13) and applying (P2) we have Θ q θ (S i (t, y * )) − y * h(θ) dθ = Θ ||S i (t, y * ) + σ(S i (t, y * ), θ) − y * || h(θ) dtθ Conditions (A4) and (A5) are just equivalent to (P4) and (P5), respectively. Moreover, (A6) gives immediately (P6), since {θ ∈ Θ : ||σ(y 1 , θ) − σ(y 2 , θ)|| ≤ L σ ||y 1 − y 2 ||} is a subset of {θ : ||q θ (y 1 ) − q θ (y 2 )|| ≤ L q ||y 1 − y 2 ||}. Finally, using the upper bound of α, specified in (P3.1), we infer that LL q λ + α = (1 + L σ )λ + α < λ, which finishes the proof.
