Abstract. We identify the optimal range of the Calderòn operator and that of the classical Hilbert transform in the class of symmetric quasi-Banach spaces. Further consequences of our approach concern the optimal range of the triangular truncation operator, operator Lipschitz functions and commutator estimates in ideals of compact operators.
Introduction
The classical Hilbert transform H (for measurable functions on R) is given by the formula (Hx)(t) = p.v. 1 π R
x(s) t − s ds.
In [3, Definition III.4.1, p. 126], it is stated that Hf is defined for all locally integrable functions f. This is certainly not the case. In fact, the maximal domain for H is the Lorentz space Λ log (R) (see Remark 10) associated with the function log(1 + t), t > 0. Let E and F be symmetric quasi-Banach function spaces on R. In this paper, we are considering the problem of what is the least symmetric quasi-Banach space F (R) such that H : E(R) → F (R) is bounded for a fixed symmetric quasi-Banach space E(R). We shall be referring to the space F (R) as the optimal range space for the operator H restricted to the domain E(R) ⊆ Λ log (R).
If we restrict our attention to the subclass of symmetric Banach spaces E with Fatou norm (that is, when the norm closed unit ball B E of E is closed in E with respect to almost everywhere convergence), then, in this (somewhat resticted) setting, the problem reduces to a familiar problem settled by D. Boyd [7] in 1967. Indeed, in this special case [7 Effectively, the problem reduces to describing the optimal receptacle of the operator S.
Consider the case when E = L p , 1 < p < ∞. By Hardy's inequality, S : L p (0, ∞) → L p (0, ∞) and [7, Theorem 2 .1] readily yields that H : L p (R) → L p (R). Now, if E is a Banach interpolation space for the couple (L p , L q ), 1 < p < q < ∞, then H : E(R) → E(R) (this argument partly explains why Boyd's approach in [7] has since become the mainstay of Interpolation Theory in symmetric function spaces, see [3, 29, 30] ). A careful inspection of the proof in [7] further yields that, in this case, E(R) is the optimal receptacle for H restricted on E(R).
In the case p = 1, Kolmogorov's classical result [27] asserts that the operator H maps the symmetric Banach function space L 1 (R) to the symmetric quasi-Banach space L 1,∞ (R) (see [3, Theorem III.4.9 (b) , p. 139]). From this, one might guess that, for E = L 1 (R), the optimal range of H is L 1,∞ (R), which strongly suggests that the natural setting for problem is that of symmetric quasi-Banach spaces.
Actually we study the optimal range of the operator-valued Hilbert transform 1⊗ H. Let (M, τ ) be a von Neumann algebra with a normal semifinite faithful trace τ. We shall discuss the optimal range of 1⊗H in the setting of symmetric quasi-Banach spaces on the von Neumann algebra tensor product M⊗L ∞ (R), which are noncommutative counterparts of the classical symmetric function spaces (see Section 2 for precise definition). Let M⊗L ∞ (R) be a von Neumann algebra tensor product with a normal semifinite faithful tensor trace. Define 1⊗H on Λ log (M⊗L ∞ (R)) (see Subsection 2.7 for detailed explanation) as a non-commutative Hilbert transform.
Problem 1. Let M be a semifinite von Neumann algebra equipped with a faithful normal semifinite trace τ. Given a symmetric quasi-Banach function space E = E(R), determine the least symmetric quasi-Banach function space F = F (R) such that 1 ⊗ H maps E(M ⊗ L ∞ (R)) to F (M ⊗ L ∞ (R)).
In the special case, when M = C, Problem 1 has great lineage in Mathematical Analysis and Operator Theory as discussed above. Addressing precisely this framework, one of our main results, Theorem 26, provides a complete description of the optimal range F for a given symmetric quasi-Banach space E, thereby complementing [ The classical triangular truncation operator T is defined in [20, 21] on integral operators (on the Hilbert space L 2 (R)) by the formula (1.1) (T (V )x)(t) = R K(t, s)sgn(t − s)x(s)ds, x ∈ L 2 (R),
where K is the kernel of the integral operator V,
We describe the exact domain of operator T in the Remark 15 below. The class of Banach ideals E = E(H) in B(H) (equipped with Fatou norm) such that T (E) ⊆ E was discussed at great length by I.C. Gohberg and M.G. Krein [20, 21] . For an operator superficially similar to T, J. Arazy (see [1, Theorem 4 .1]) characterized all ideals E matching completely the above Boyd's results for the case when the Boyd indices of E are not trivial. However, even if E is an interpolation space for the couple (L p , L q ), 1 < p < q < ∞, the techniques employed by Arazy, Gohberg and Krein [1, 20, 21] , and in many other relevant papers, do not yield insight into whether E(H) is the optimal range space for the operator T restricted to E(H).
Thus, finding the optimal range space for the operator T is of particular interest even in the simplest case, namely when the ideal E has non-trivial Boyd indices. A classical Macaev's result (see [20, 21, 34] ) and the Gohberg-Krein Theorem (see [21, Theorem VII.5.1, p. 345]) suggest that the natural receptacle for the operator T restricted to the trace class L 1 (H) is the quasi-Banach ideal L 1,∞ (H) and, as is the case for Problem 1, this motivates our consideration of quasi-Banach ideals.
Problem 2. Given a symmetric quasi-Banach sequence space E = E(Z), determine the least symmetric quasi-Banach sequence space F = F (Z) such that T : E(H) → F (H).
Our main result concerning Problem 2 is presented in Theorem 34. It matches completely the commutative results cited above and substantially extends earlier results from [21 The most notable achievement of this paper is our approach, which allows the simultaneous treatment of Problems 1 and 2 from the perspective of non-commutative symmetric spaces. The expert reader can skip to Sections 3 and 4 for the statement of our main result Theorem 14 and its proof. Following this, Section 5 is devoted to producing a lower estimate for the triangular truncation operator T.
In Section 6 we find the optimal range for the Calderón operator S. In Section 7 we fully resolve Problems 1 and 2 by explicitly formulating the optimal symmetric quasi-Banach range for the operators 1 ⊗ H and T . Finally, our approach enables important applications to Double Operator Integrals associated with Lipschitz functions and commutator estimates, which we address in Section 8. We are able to deal with the most general assumptions on a quasi-Banach symmetric space E omitting the assumption that it has a Fatou norm used in [1, 3, 7, 20, 21] and many other sources.
Our final comment is to, on the one hand, connect our theme with the studies of UMD-spaces in the setting of symmetric operator spaces and, on the other hand, explain the profound difference with the latter. Recall that one of the equivalent characterizations of the so-called UMD-property of a Banach space X is that [6, 8] the Hilbert kernel for the real line R defines a bounded convolution operator on the corresponding Bochner L p -spaces (1 < p < ∞) of X-valued functions. In particular, Theorem 4.1 due to Zsido [42] implies almost immediately that the spaces L p (M, τ ), 1 < p < ∞, have the UMD-property (see details in [16, Corollary 4.2] and also [4] ). Equivalently, we see that 1 ⊗ H maps L p (M⊗L ∞ (R)) to L p (M⊗L ∞ (R)) whenever 1 < p < ∞ and this connection with Problem 1 has been employed in the studies of various versions of the non-commutative Hilbert Transform for which we refer to [15, 16, 38, 39] . However, in the case when a symmetric space E has trivial Boyd indices, it is not a UMD-space and therefore all the techniques from above cited papers are not applicable in the present setting.
Preliminaries
2.1. Singular value functions. Let (I, m) denote the measure space I = (0, ∞), R (resp. I = Z + := Z ≥0 , Z), where R is the set of real (resp. Z the set of integer) numbers, equipped with Lebesgue measure (resp. counting measure) m. Let L(I, m) be the space of all measurable real-valued functions (resp. sequences) on I equipped with Lebesgue measure (resp. counting measure) m i.e. functions which coincide almost everywhere are considered identical. Define S(I, m) to be the subset of L(I, m) which consists of all functions (resp. sequences) x such that m({t : |x(t)| > s}) is finite for some s > 0.
For x ∈ S(I) (where I = (0, ∞) or R), we denote by µ(x) the decreasing rearrangement of the function |x|. That is,
On the other hand, if I = Z + , Z, and m is the counting measure, then S(I) = ℓ ∞ (I), where ℓ ∞ (I) denotes the space of all bounded sequences on I. In this case, for a sequence x = {x n } n≥0 in ℓ ∞ (Z + ) (resp. ℓ ∞ (Z)), we denote by µ(x) the sequence |x| = {|x n |} n≥0 rearranged to be in decreasing order.
We say that y is submajorized by x in the sense of Hardy-Littlewood-Pólya
Let M be a semifinite von Neumann algebra on a separable Hilbert space H equipped with a faithful normal semifinite trace τ. A closed and densely defined operator A affiliated with M is called τ -measurable if τ (E |A| (s, ∞)) < ∞ for sufficiently large s. We denote the set of all τ -measurable operators by S(M, τ ). Let P roj(M) denote the lattice of all projections in M. For every A ∈ S(M, τ ), we define its singular value function µ(A) by setting
Equivalently, for positive self-adjoint operators A ∈ S(M, τ ), we have
For more details on generalised singular value functions, we refer the reader to [19] and [32] . We have for A, B ∈ S(M, τ ) (see for instance [32, Corollary 2.3.16 (a) 
If A, B ∈ S(M, τ ), then we say that B is submajorized by A (in the sense of
If M = B(H) and τ is the standard trace T r, then it is not difficult to see that S(M) = S(M, τ ) = M (see [32, 41] for more details). In this case, for A ∈ S(M, τ ), we have µ(n, A) = µ(t, A), t ∈ [n, n + 1), n ∈ Z + .
The sequence {µ(n, A)} n∈Z+ is just the sequence of singular values of the operator A ∈ B(H). 
(c) If x ∈ E and if y ∈ S(I, m) are such that |y| ≤ |x|, then y ∈ E and y E ≤ x E ; (d) If x ∈ E and if y ∈ S(I, m) are such that µ(y) = µ(x), then y ∈ E and
For the general theory of symmetric spaces, we refer the reader to [3, 29, 30] . Let M be a semifinite von Neumann algebra on a Hilbert space H equipped with a faithful normal semifinite trace τ. The von Neumann algebra M is also denoted by L ∞ (M), and for all
A symmetric function (or sequence) space is the term reserved for a symmetric operator space when M = L ∞ (I, m), where I = (0, ∞), R (or M = ℓ ∞ (I) with counting measure, where I = Z + , Z).
simplicity, throughout this paper we denote E(M, τ ) (resp. E(H, T r)) by E(M) (resp. E(H)).
For 1 ≤ p < ∞, we set
The Banach spaces (L p (M), · Lp(M) ) (1 ≤ p < ∞) are separable. Moreover, when p = 2 this space becomes Hilbert space with the inner product
where B * is adjoint operator of B. It is easy to see that these spaces are symmetric spaces. In particular, when
The dilation operator on S(0, ∞) is defined by
It is obvious that the dilation operator σ s is continuous in S(0, ∞) (see [29, 
The space E × is Banach with the norm
Let E and F be symmetric spaces on (0, ∞) (or Z + ). The following important properties of Köthe duals of symmetric spaces E and F follow from Lozanovskiǐ's work [31] 
If E is a symmetric Banach function (or sequence) space, then (E × , · E × ) is also a symmetric Banach function (or sequence) space (cf. [3, Section 2.4]). For more details on Köthe duality we refer to [3, 30] .
Next we give the definition of Köthe dual space of non-commutative symmetric spaces. We assume that E is a symmetric Banach function (resp. sequence) space on (0, ∞) (resp. Z + ).
It is clear that E(M, τ ) × is a linear subspace of S(M, τ ). Moreover, it is a normed space with the norm defined by setting
It can be shown that the normed space ( 
Two examples below are of particular interest. Consider the separated topological vector space S(0, ∞) consisting of all measurable functions x such that m({t : |x(t)| > s}) is finite for some s > 0 with the topology of convergence in measure. Then the spaces L 1 (0, ∞) and L ∞ (0, ∞) are algebraically and topologically imbedded in the topological vector space S(0, ∞), and so these spaces form a Banach couple (see [29, Chapter I] for more details). The space
consists of all bounded summable functions x on (0, ∞) with the norm
consists of functions which are sums of bounded measurable and summable functions x ∈ S(0, ∞) equipped with the norm given by
For more details we refer the reader to [3, Chapter I] , [29, Chapter II] . We recall that that every symmetric Banach function space on (0, ∞) (with respect to Lebesgue measure) satisfies
equipped with the norm given by with continuous embeddings (see for instance [29, 
We define the space L 1 (M)+L ∞ (M) as the class of those operators A ∈ S(M, τ ) for which
A standard argument shows that L 1 (M)+L ∞ (M) is a Banach space with respect to this norm, which is continuously embedded in S(M, τ ). It follows from Theorem
It is easy to see that (L 1 ∩ L ∞ )(M) is a Banach spaces with respect to this norm.
It should be observed that if
For an in-depth description on these spaces, refer to [18, Chapter III] (see also [17] ). As in the commutative case, every symmetric Banach operator space satisfies 
(ii) ϕ(t) is positive and increasing for t > 0; (iii)
is decreasing for t > 0.
Observe that every nonnegative concave function on [0, ∞) that vanishes only at origin is quasiconcave. The reverse, however, is not always true. But, we may replace, if necessary, a quasiconcave function ϕ by its least concave majorant ϕ such that
Let Ω denote the set of increasing concave functions ϕ : [0, ∞) → [0, ∞) for which lim t→0+ ϕ(t) = 0 (or simply ϕ(+0) = 0). For the function ϕ in Ω, the Lorentz space Λ ϕ (0, ∞) is defined by setting
and equipped with the norm
where c 0 is the space of sequences converging to zero. These spaces are examples of symmetric Banach function spaces. In particular, if ϕ(t) := log(1 + t) (t > 0), then the Lorentz sequence space Λ log (Z + ) is defined as follows:
These spaces are defined similarly on R and Z, respectively. For more details on Lorentz spaces, we refer the reader to [3, Chapter II.5] and [29, Chapter II.5].
As in the commutative case, for a function ϕ in Ω define the corresponding non-commutative Lorentz space by setting
These operator spaces become symmetric operator spaces.
where K(H) is the ideal of compact operators on H. If ϕ(t) := log(1 + t) (t > 0), then the corresponding Lorentz ideal Λ log (H) is defined by
This ideal contains all Schatten-von Neumann classes L p (H) (1 ≤ p < ∞). It corresponds to the double index (∞, 1) on the Lorentz scale and is known as the Macaev ideal (see [20] ).
2.6. Weak L 1 and M 1,∞ spaces. The weak-ℓ 1 sequence space ℓ 1,∞ on Z + (or Z) is defined as
Further, define the space L 1,∞ (M) by setting
and equip L 1,∞ (M) with the functional · L1,∞(M) defined by the formulae
equipped with the norm These spaces are also symmetric spaces. We refer to [32] (see also [9] ) for detailed study of this space and its applications in non-commutative geometry. Let M = B(H) and τ = T r. Then, we have
where {µ(k, A)} k∈Z+ is the sequence of singular values of a compact operator A. This space is known as the dual of the Macaev ideal on a separable Hilbert space H.
Moreover, the space M 1,∞ (H) contains the quasi-Banach ideal L 1,∞ (H) of compact operators, i.e. the following inclusion
is strict (see [32, Lemma 1.2.8 and Example 1.2.9, pp. [25] [26] ). For each x ∈ Λ log (0, ∞), define the Calderón operator S :
It is obvious that S is linear operator. If 0 < t 1 < t 2 , then min 1,
Therefore, if x is nonnegative, it follows from the first of these inequalities that (Sx)(t) is a decreasing function of t. The operator S is often applied to the decreasing rearrangement µ(x) of a function x defined on some other measure space. Since Sµ(x) is itself decreasing, it is easy to see that µ(Sµ(x)) = Sµ(x). Let x ∈ Λ log (0, ∞). Since for each t > 0, the kernel k t (s) = 
For more information on these operators, we refer to [3, Chapter III] and [29, Chapter II] . If x ∈ Λ log (R), then the classical Hilbert transform H is defined by the principalvalue integral
Remark 10. Let x = xχ (0,∞) such that x is a non-negative decreasing function on (0, ∞). Then it is easy to see that
Therefore, if (Hx)(−t) exists, then it follows that Sµ(x) exists, and it means x belongs to the domain of S, i.e. x ∈ Λ log (0, ∞) (see (2.10) ). On the other hand, if
which shows existence of Hx.
Let M⊗L ∞ (R) be a von Neumann tensor product equipped with the normal semifinite faithful tensor product trace ν = τ ⊗ m, where m is the trace on L ∞ (R) given by integration with respect to Lebesgue measure on R. Let E be a symmetric quasi-Banach space on R.
If the operator 1 ⊗ H is defined on some E(M⊗L ∞ (R)), then H is defined on E(R). By Remark 10, it must be that E(R) ⊂ Λ log (R). So, 1 ⊗ H cannot be defined outside of Λ log (M⊗L ∞ (R)). Set
where x k ∈ M and f k ∈ Λ log (R), k = 1, 2, ..., n. Then, these elementary tensors are dense in Λ log (M⊗L ∞ (R)) and we have norm estimate. Therefore, 1 ⊗ H is defined on Λ log (M⊗L ∞ (R)).
Define the discrete version of the operator
2.8. Triangular truncation operator. Our primary example is a triangular truncation operator on the Hilbert space H = L 2 (R). More precisely, let K be a fixed measurable function on R × R. Let us consider an operator V with the integral kernel K on L 2 (R) is defined by (2.14)
Then for any V ∈ E(H), we define the operator T (V ) as follows (see [20, 21] for more details)
The following theorem gives a weak type estimate for the operator T.
Theorem 11. For all V ∈ L 1 (H) defined by (2.14), we have
Hence, by (2.15), we have
where
Since T is linear and self-adjoint on L 2 (H), it follows that
On the other hand, for each n ∈ Z + , we have
By Theorem 1.4 in [16] and (2.16), we have
Since the quasi-norm in L 1,∞ (H) has the Fatou property, it follows that
2.9. Double operator integrals. Let A be a self-adjoint operator affiliated with M and ξ be a bounded Borel function on R 2 . Symbolically, a double operator integral is defined by the formulae
For a more rigorous definition, consider projection valued measures on R acting on the Hilbert space L 2 (M) by the formulae X → E A (B)X and X → XE A (B). These spectral measures commute and, hence (see Theorem V.2.6 in [5] ), there exists a countably additive (in the strong operator topology) projection-valued measure ν on R 2 acting on the Hilbert space L 2 (M) by the formulae
Integrating a bounded Borel function ξ on R 2 with respect to the measure ν produces a bounded operator acting on the Hilbert space L 2 (M). In what follows, we denote the latter operator by T
]).
We are mostly interested in the case ξ = f [1] for a Lipschitz function f : R → C. Here,
Statement of the main results
In this section, we describe our main technical tools. Firstly, we emphasize the deep connection between the studies of operators 1 ⊗ H and T. While connection has been noted before (see [1, 15, 16, 20, 21, 38, 39] ), our approach is distinct to all previous approaches. We are able to present a single abstract approach to the study of self-adjoint contractions on semifinite von Neumann algebras (M, τ ) (see Subsection 2.1), which allows us to treat these two operators from a single perspective. In particular, we are in a position to give a precise description of optimal ranges of all just cited operators.
We need the following result. 
Proof. Let 
is order continuous by assumption, it follows that F r (M, τ ) 
Now, we adopt the following convention to explain our approach.
Convention 13. Let M be a semifinite von Neumann algebra equipped with a faithful normal semifinite trace τ. Also assume that T :
spaces. Suppose that the norm on E 0 (M) is order continuous. We say that T : Proposition 12 , it follows that T admits a unique bounded linear extension T :
Throughout this paper, we shall use the symbol A B to indicate that there exists a universal positive constant c abs , independent of all important parameters, such that A ≤ c abs B. A ≈ B means that A B and A B. Recall that the operator S is given by formulae (2.10).
The main result of the paper is the following theorem, which underpins the solution to Problems 1 and 2. 
(ii) Suppose that T admits a bounded linear extension from
We have µ(T (A)) ≤ c abs Sµ(A), A ∈ Λ log (M).
In 
where c abs is a positive absolute constant. Since, the maximal domain of S d is Lorentz space Λ log (Z + ) (see (2.13)), it follows that T is defined on the SchattenLorentz ideal Λ log (H).
An abstract operator T and its upper estimate
In this section, we prove our main result Theorem 14. The proof of that requires some preparation.
Proof. If X ∈ S(M, τ ) is such that sup
we have sup
where ℓ p (N) is the space of all p-summable sequences (see [30, Chapter II, p. 53]).
Taking supremum, over 1 < p ≤ 2, we obtain
On the other hand, by Theorem 4.5 in [9] , we have
(see (2.8)). Combining (4.1), (4.2), and (4.3), we obtain
Lemma 17. The following
is isometric.
Proof. Since 
Lemma 18. Let M be a von Neumann algebra which satisfies the assumption in Theorem 14 and let T satisfy the assumption in Theorem 14 (i). Then for each
Proof. We split the argument into several steps. It is easy to see that
. Indeed, for any X ∈ L 2 (M) using Cauchy-Schwarz inequality, we obtain
Step
Thus, taking supremum over p ∈ (1, 2], we obtain (4.4) sup
Combining (4.4) and Lemma 16, we obtain
Step 2. Now let A ∈ L 2 (M). By Definition 6, we have
Thus, for any A ∈ L 2 (M), we obtain
So, by Lemma 17 and Hölder's inequality (see Proposition 7), we have
By (4.5), we obtain
Thus, taking supremum in (4.7) over all Y ∈ (L 1 ∩ L 2 )(M) and using (4.6), we obtain for each A ∈ L 2 (M)
In other words, we have
Lemma 19. Let the assumptions of Lemma 18 hold. We have
Proof. The proof will be divided into several steps.
Step 1. Suppose first that A is a projection and let τ (A) = t ∈ [0, 1]. We claim that
By (2.4), we have
Thus,
Applying (3.2) and recalling that
, we obtain
. Hence, taking infimum over all ε ∈ (0, 1) from the preceding inequality and by (4.9), we have
. We have (4.11)
, then setting ǫ = 1, from (4.10) we obtain (4.12)
. A combination of the (4.11) and (4.12) establishes the claim (4.8) of Step 1.
Step 2. Suppose now that A is a projection and let τ (A) = t ∈ [1, ∞). We claim that (4.13)
, it follows that (4.14)
Since A is a projection with τ (A) > 1, it follows from the preceding inequality that T (A) (L1+L∞)(M) ≤ c abs log(1 + t) ≤ c abs ψ(t).
Step 3. Let A be a positive operator of the form
where, α ′ k ∈ (0, ∞) and the P ′ k are pairwise orthogonal projections with finite trace. Rearranging the summation, we may assume that {α
is an increasing sequence of projections and
On the other hand, by the triangle inequality, we have
By (4.8) and (4.13), we have
Thus, combining (4.16), (4.17), and (4.18), we obtain
Step 4. As in the proof of Proposition 12, let F r (M, τ ) be the set of all τ -finite range operators in M. The spectral theorem guaranties that the set of positive operators having the form (4.15) is dense in 
is complete (see [18, Chapter III, p. 98] for more details), it follows that T (A n ) converges to an element of (L 1 + L ∞ )(M), and we denote the limit by T (A). Thus, again using (4.19), we obtain
Therefore, the proof is complete.
We are now fully equipped to prove the first part of our main result.
Proof of Theorem 14 (i). By Lemma 19, we have
By (2.4) and (2.6), we obtain
Thus, again using (2.4), we infer from the preceding estimate (4.20)
Now, we scale the trace τ → t −1 τ. We have µ t −1 τ (s, X) = µ τ (st, X). Note that, Since t > 0 is arbitrary, the assertion follows.
To prove Theorem 14 (ii), we need the following lemma.
Lemma 20. Let A ∈ Λ log (M). We have, We are now ready to prove second part of the Theorem 14.
Proof of Theorem 14 (ii)
. By complex interpolation (see for instance [13, Theorem 4 .8]), we have
Thus, T satisfies the assumptions (i) in Theorem 14. First we prove the assertion for positive elements from Λ log (M). Let A ∈ Λ log (M) be a positive operator. Fix t > 0 and set
Then, by Lemma 2.5 (iv) in [19] , we have
By (2.1), we obtain
Then, it follows from (2.7) and assumption (3.3) that
Hence, dividing by t, we have
Since µ is decreasing function (see [29, Chapter II, p. 59]), it follows that
Applying Theorem 14 (i) to the last inequality, we infer
We now compute 
It is clear from (4.21) that
Thus, by (4.23)
Combining (4.22) and the preceding estimate, we obtain
Using (4.24) and Lemma 20, we obtain
Since t > 0 is arbitrary, the assertion follows. Let us prove the assertion for the general case. Note that, every operator A in S(M, τ ) can be decomposed into self-adjoint components A = ℜ(A) + iℑ(A) and ℜ(A) = 
Since it is hold for any t > 0, this concludes the proof.
Lower estimate for the triangular truncation operator T
Let S d be the discrete version of the operator S defined in (2.13). We will denote by T the circle, i.e. T = {e iθ : θ ∈ R}. There is an obvious identification between functions on T and 2π-periodic functions on R (see [26, Chapter I] ). We identify L 2 (−π, π) with L 2 (T), where L 2 (T) is the Lebesgue space of (equivalence classes) measurable functions such that
is finite. For more details on Fourier analysis on T, we refer to [26, Chapter I].
Let T be the operator defined by (2.15) and we will denote by T [−π,π] the operator defined by
Here,
If we define R by the formulae
We denote by D the differential operator D := Define the operator (we will denote it by H d ) as follows
The following theorem gives a non-commutative analogue of the Proposition 4.10 in [3, Chapter III., p. 140].
Theorem 21. For every
The proof needs some preparation.
Lemma 22.
For any a ∈ ℓ ∞ (Z), we have
Proof. Take a ∈ ℓ ∞ (Z), and consider an operator V = a(D) (see Subsection 2.8) on L 2 (−π, π). It is easy to see by functional calculus that
where {e k (t) = e ikt } +∞ k=−∞ is complete orthonormal system in L 2 (−π, π). It is well known that , where x(n) (n ∈ Z), is the n'th Fourier coefficient of the function x defined by
It follows from (5.5) and (5.6) by an easy calculation that
Thus, (5.1) implies
where sgn is the sign function, i.e.
then similar to (5.5), we have
Let us now identify b. Fix n ∈ Z, multiplying both sides of (5.8) by the function e −int , and integrating over the interval [−π, π), we obtain
Thus, by (5.7), we have
Clearly,
Therefore, combining above three cases, from (5.10), we obtain
Therefore, by (5.4) and (5.9), we obtain the desired result.
Lemma 23. For each a ∈ ℓ ∞ (Z) there exists a sequence c such that µ(a) = µ(c) and
and define an operator
. Hence, by (5.4) and functional calculus, we have
and µ(c) = µ(a). Let n ≥ 0 such that n = 0mod2, then by (5.12) and (5.13), we have
Hence,
Taking decreasing rearrangement from the last inequality and using the fact (
for any positive sequence a = {a(n)} n∈Z+ , we obtain
Proof of Theorem 21. By (5.3), we may consider
. Then, by Lemma 23 there is a sequence c such that µ(a) = µ(c) and
.
, it follows from the preceding inequality that
Therefore, using Lemma 22, we conclude the proof.
6. optimal symmetric quasi-banach range for the operator S
In this section, we describe the optimal symmetric quasi-Banach function range for the Calderón operator S defined in (2.10). We need the following lemma.
converges almost everywhere (a.e.) in S(0, ∞), then the series ∞ n=1 x n converges in measure in S(0, ∞) and we have
Proof. Fix ε, δ > 0, and choose N = N (ε, δ) such that 
Let us denote a N1 = N1 n=1 x n and a N2 = N2 n=1 x n . Then, by the preceding inequality for any N 1 , N 2 ≥ N, we obtain
is a Cauchy sequence in measure in S(0, ∞). Since S(0, ∞) is complete in measure topology, it follows that the series ∞ n=1 x n converges in measure. Therefore, since the decreasing rearrangement µ is continuous from the right, it follows from (6.3) that
Definition 25. Let E be a quasi-Banach symmetric space on (0, ∞). Let E(0, ∞) ⊂ Λ log (0, ∞) and let S be the operator defined in (2.10) . Define
The following result provides solution to Problem 1 in the special case M = C. ∞) ) is the optimal symmetric quasi-Banach range for the operator S on E(0, ∞).
First we need following Lemmas.
Proof. For j = 1, 2, let x j ∈ F (0, ∞), and α j be any scalars from the field of complex numbers. Then by the definition of F (0, ∞), there exist corresponding y j ∈ E(0, ∞) such that µ(x j ) ≤ Sµ(y j ). Therefore, for any x j ∈ F (0, ∞) and α j , by [3, Proposition II.1.7, p. 41], we have
Since E(0, ∞) is a linear space and |α 1 | · σ 2 µ(y 1 ) + |α 2 | · σ 2 µ(y 2 ) ∈ E(0, ∞), it follows that α 1 x 1 + α 2 x 2 ∈ F (0, ∞). This shows that F (0, ∞) is a linear space.
Proof. Let us prove that the expression
defines a quasi-norm in F (0, ∞). Clearly, if x = 0, then, by (6.5) we obtain that x F (0,∞) = 0, and for every scalar α, we have αx F (0,∞) = |α| · x F (0,∞) . We shall prove the non-trivial part. If x F (0,∞) = 0, then there exists y n in E(0, ∞) with µ(x) ≤ Sµ(y n ) such that y n E(0,∞) → 0, as n → ∞. By assumption, we have that S : 
which shows that x = 0.
Let us prove that · F (0,∞) satisfies quasi-triangle inequality. For j = 1, 2, let x j ∈ F (0, ∞), and fix ε > 0. Then there exist y j ∈ E(0, ∞) with µ(x j ) ≤ Sµ(y j ) and y j E(0,∞) < x j F (0,∞) + ε. Hence, from (6.5) and since · E(0,∞) is quasi-norm, it follows from (6.4) and [41, Remark 18 ] that
and by choice of y 1 , y 2 ∈ E(0, ∞)
Since ε is arbitrary, letting ε → 0, we obtain that · F (0,∞) defines a quasi-norm. Thus, (F (0, ∞), · F (0,∞) ) is a linear quasi-normed space. Now we are ready to prove Theorem 26.
Proof of Theorem 26. By Lemma 27 and 28, (F (0, ∞), · F (0,∞) ) is a linear quasinormed space.
First, we prove that F (0, ∞) is a quasi-Banach space. To show that F (0, ∞) is quasi-Banach, it remains to see that it is complete. Since the dilation operator is bounded in any quasi-Banach symmetric space, it follows that there is a constant c E depending on E such that [41, Remark 18] ) for all y ∈ E(0, ∞) and n ∈ N. On the other hand, since E(0, ∞) is quasi-Banach symmetric space, it follows from Aoki-Rolewicz theorem that every quasi-normed space (such as E(0, ∞)) is metrizable (see [24, Theorem 1.3] ) and there exists 0 < p < 1, such that
for all y 1 , y 2 ∈ E(0, ∞). We have to show that an arbitrary Cauchy sequence in F (0, ∞) converges to an element from F (0, ∞). Fix such a sequence {x n } ∞ n=1 ⊂ F (0, ∞). Without loss of generality, assume that for ε < c
n . Let us show that the series ∞ n=1 σ 2 n µ(x n+1 − x n ) converges a.e. Since S is linear and commutes with the dilation operator, it follows that
Therefore, the series ∞ n=1 σ 2 n µ(y n ) converges in a.e. in E(0, ∞). Since S is continuous on E(0, ∞) by assumption, it follows from (6.7) that the series ∞ n=1 σ 2 n µ(x n+1 − x n ) belongs to F (0, ∞). Then, by Lemma 24, the series ∞ n=1 (x n+1 −x n ) converges in measure and belongs to F (0, ∞), and we have
This shows that x ∈ F (0, ∞). So, F (0, ∞) is complete. On the other hand, since x F (0,∞) = µ(x) F (0,∞) , it follows that F (0, ∞) is a symmetric space. So, the space (F (0, ∞), · F (0,∞) ) is a quasi-Banach symmetric space.
Next, we prove second part of the theorem. Let G(0, ∞) ⊂ S(0, ∞) be a symmetric module over the algebra L ∞ (0, ∞) (i.e. if x 1 ∼ x 2 and x 1 ∈ G(0, ∞), then x 2 ∈ G(0, ∞)). If S : E(0, ∞) → G(0, ∞), then Sµ(x) ∈ G(0, ∞). By definition of F (0, ∞), we have that F (0, ∞) ⊂ G(0, ∞). Hence, F (0, ∞) is minimal receptacle in the category of all symmetric function modules. However, F (0, ∞) is a symmetric quasi-Banach space. Thus, it is the minimal receptacle in the category of quasi-Banach spaces.
7. the non-commutative optimal symmetric quasi-banach space for the triangular truncation operator T
In this section, we resolve Problems 1 and 2 in full generality. Let E be a symmetric quasi-Banach sequence space on
is well defined (see (2.13)). Let E(Z + ) be a symmetric quasi-Banach sequence space and E(H) be the corresponding non-commutative symmetric quasi-Banach space (see [41] ). If S :
, then by Theorem 14, the operator T (see (2.15) ) is well defined on the corresponding non-commutative symmetric quasi-Banach space E(H). The optimal quasi-Banach symmetric space for the discrete Calderón operator S d is constructed similarly to Definition 25.
Definition 29. Let E be a quasi-Banach symmetric sequence space on Z + . Let E(Z + ) ⊂ Λ log (Z + ) and let S d be the operator defined in (2.13). Define
Let E(Z + ) be a symmetric quasi-Banach sequence space. Then the space
is a symmetric quasi-Banach space equipped with the norm
By Theorem 26, F (0, ∞) is also symmetric quasi-Banach space, and we have
Hence, F (Z + ) is a symmetric quasi-Banach space. 
, then the optimal range for the operator T is
where c A is a constant depending only A.
Remark 32. The optimal symmetric quasi-Banach space F (Z + ) (resp. F (0, ∞)) in Definition 29 (resp. Definition 25) is defined similarly on Z (resp. R) and becomes symmetric quasi-Banach space.
The following theorem is a main result of this section which completely resolves Problem 1. for all x ∈ Λ log (M⊗L ∞ (R)). By the definition of F (see Definition 25), we have that (1 ⊗ H)(x) ∈ F (M⊗L ∞ (R)) for all x ∈ Λ log (M⊗L ∞ (R)). Now, suppose that G(R) is another symmetric quasi-Banach space such that 1 ⊗ H : E(M⊗L ∞ (R)) → G(M⊗L ∞ (R)) is bounded. It follows immediately that H : E(R) → G(R). Take x ∈ E(R). By [3, Proposition III. 4.10, p. 140] there exists y with µ(x) = µ(y) such that Sµ(x) ≤ c abs µ(Hy), which shows that Sµ(x) ∈ G(0, ∞). Since x ∈ E(R) is arbitrary, it follows from (2.11) that S : 
Hence, T : E(H) → F (H) is bounded. Now, suppose that G(H) is another symmetric quasi-Banach ideal such that T : E(H) → G(H) is bounded, and let us show that F (H) ⊂ G(H). Let a ∈ E(Z + ). By Theorem 21, there exists an operator A such that µ(a) = µ(A) and
Let us denote
The following proposition shows that the optimal range for the Hilbert transform on
0 . In particular, this result refines the classical Kolmogorov's theorem [3, Theorem III.4.9 (b), p. 139].
By Dominated Convergence Theorem, we have tµ(t, x) → 0 as t → 0 + . Thus,
To see the converse inclusion, take x ∈ L 1,∞ (0, ∞), x L1,∞(0,∞) = 1, such that lim t→0+ tµ(t, x) = 0. We have to find y ∈ L 1 (0, ∞) such that µ(x) ≤ Sµ(y). For 0 < t < 1, define
It is clear that f is increasing, positive function, and tµ(t, x) ≤ f (t), 0 < t < 1. By the definition of f, and the hypothesis on x, it can be seen that f (0+) = 0. Let
Then, it is easy to see that h(t) ≤ f (4t) and f (t) ≤ h(t). Define (a.e.)
Clearly, y ∈ L 1 (0, ∞). Moreover, if 0 < t < 1, then
and for 1 ≤ t < ∞,
Therefore, µ(t, x) ≤ Sµ(y)(t), t > 0. This shows that
Combining (7.2) and preceding inclusion, we obtain
The following proposition describes the optimal range for the triangular truncation operator T on L 1 (H).
, then the optimal range for the triangular truncation operator T is
Since S d µ(A 0 ) is equivalent to the sequence
, it follows that ℓ 1,∞ (Z + ) = Let T be the abstract operator defined in Convention 13. Let C be the Cesàro operator defined in (2.9). For brevity, we will denote the notion max{log(x), 0} by log + (x). The following theorem, which describes a non-commutative analogue of the classical Zygmund's theorem [3, Theorem V.6.6 (a), p. 248] (see also [3, Corollary IV.6.9, p. 251]), was earlier proved in [22, Theorem 2.5]. However, for convenience of the reader, we present below a complete proof based on a different approach from that of [22] . Proof. The proof will be divided into several steps.
Step 1 Step 3. By Theorem 14, we have µ(T (A)) ≤ c abs Sµ(A). Therefore, it is sufficient to estimate Sµ(A). By definition of S (see (2.10)), we have Sµ(A) = Cµ(A) + C ′ µ(A).
By an easy calculation, we obtain 
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