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In this paper we study the asymptotic behavior of solutions to the mixed 
initial boundary value problem for the system of nonlinear parabolic equations 
-u,+Lu=f(X,t,21,v) 
-q + Mv = g(a!, t, u, v). I 
We show, under suitable technical assumptions, that these solutions converge 
to solutions of the Dirichlet problem for the corresponding limiting elliptic 
system, provided that the solution of the Dirichlet problem is unique. 
The purpose of this paper is to study the asymptotic behavior of positive 
solutions to the initial boundary value problem for the parabolic system 
-Ut + Lu = j-(X, t, u, u) 
-vt + Mv = g(x, t, u, v) t U-1) 
in the cylindrical space time domain Q x (0, co); where the boundary condition 
consists in specifying u and v along 82 x (0, co). 
Our specific assumptions concerning the operators and right sides of (1.1) 
are as follows: 
(9 
are uniformly elliptic second order operators whose coefficients are Hijlder 
continuous in a, with a, > 0 and b, 2 0 in a. 
(ii) f(x, t, U, V) and g(x, t, U, V) are differentiable functions defined for 
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s E a, t >, 0, .u > 0 and 21 > 0 which are monotone increasing in their last 
two arguments, so that 
fu ,fv , g, and go are all 30; 
in addition to this we assume that 
f(X, t, 0, v) = g(x, t, 21, 0) = 0 
which together with the preceding implies that f and g are nonnegative. 
Systems of this type arise, for example, as models for the diffusion of two 
substances which at the same time react with each other chemically (cf. [2]? 
[S] and [I 11): in fact, if the reaction is of second order type, the equations 
describing such a process have the form 
-ut + adz.4 = juvl 
-vt + bAv = kuvj 
(1.2) 
(a, b, j and k positive constants), with u and v denoting the concentrations 
of the two substances, and so naturally assumed to be nonnegative. 
It is not too difficult to show that for prescribed nonnegative data, the initial 
boundary value problem for (1.1) has a unique solution which exists for all 
5 > 0. We are primarily interested in the asymptotic behavior of these solutions 
as t -+ co. Assuming that as t + cg 
f(X, t, u, 4 +.I+, % 4 
and 
gfx, 6 u, ,v) + f(x, u, v) 
uniformly for x E 0 and u and v in bounded subsets of u 3 0 and ~1 > 0; 
and, in addition, that the data given for u and v on aQ x (0, W) converge 
uniformly on aQ as t -+ co, a natural question is whether the solutions of (1.1) 
then converge to the solutions of the Dirichlet problem for the corresponding 
steady state equations: 
Lu =f(x, 21, v), 
Mv = &x, 24, v)( 
(1.3) 
in Q with the boundary values assumed by u and v on aL2 being precisely 
the limiting boundary values along X? x (0, co) of the solutions of (1.1). 
We obtain an at&-mative answer to this question under the assumption 
that the Dirichlet problem for (1.3) has a unique solution. As an application 
of this result we are then able to show that the solutions of (1.2) converge 
to the solutions of the Dirichlet problem for 
aAu =juv 
bAv = km, I 
(1.4) 
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due to the fact, which we shall prove, that the nonnegative solutions of the 
latter problem are unique. This establishes, in a completely different way, 
a result previously obtained in 591. 
Although the argument proving the uniqueness of solutions to the Dirichlet 
problem for (1.4) actually works in the more general setting of (1.3), under 
the assumption that M and g are constant multiples of L and f, respectively, 
it seems to be rather difficult to find general criteria for systems of the form 
(1.3) aside from the foregoing, which will insure uniqueness for solutions 
of the Dirichlet problem. 
Our proofs will hinge on the use of a “monotone scheme” to construct the 
solutions of (1.1). This is an iterative method, based on the maximum principle, 
which has been used extensively to study nonlinear problems involving either 
parabolic or elliptic equations. See, for example, H. B. Keller [lo], D. S. Cohen 
and T. W. Laetsch [3], as well as H. Amann [I] for further references; in 
particular D. H. Sattinger in [13] h as used such a scheme in connection with 
a system similar to (1.4). We should also point out that systems of the type 
(1.1) have recently been studied by Chueh, Conley and Smoller [14] using 
the method of “invariant domains.” By means of such techniques D. Hoff 
[15] has obtained the asymptotic behavior for certain systems of the form (1.1) 
but with conditions on f and g different from those considered here. 
2. PRELIMINARIES 
In this section we wish to record, for the convenience of the reader, some 
results concerning the initial boundary value problem for a single nonlinear 
parabolic equation on which we will base the proofs of our main results. We 
begin with the following existence theorem. 
THEOREM 2.1. Consider the initial boundary value problem for the equation 
-Ut + Lu = f(X, t, u) 
in Q x (0, T), with T an arbitrary positive number. Assume that 
Lu = f ajk(x) 
j.k=l 
(2-l) 
is uniformly elliptic in B with HijldeF continuous coeficients and that a, > 0. 
For the right side of (2.1), assume that f is a dljfeerentiable function dejined for 
x E $ t > 0, and u E RI, which is monotone increasing in u so that 
f&C t, u) > 0. 
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Suppose now that continuous boundary values 4(x, t) are prescribed fog u along 
82 x [0, T) as well as initial data on Q x (0}, then there exists a unique solution u 
of (2.1) in Q x (0, T) h h w ic assumes this prescribed boundary-initial data. 
Remarks. By a solution we mean a classical solution. Furthermore, the 
data is also to be assumed in the classical sense; the latter requires ZQ to be 
sufficiently smooth, which we will assume to be the case. 
Proof. The methods used to Frove the theorem are very familiar, accordingly 
we will just sketch the proof. 
Our first objective will be to obtain an a priori estimate for the solution 
of the initial boundary value problem (2.1) in terms of the data specified along 
P = af2 x [O, T) u [J2 x {OQ. (2.2) 
To accomplish this we write f in the form 
f(% 4 u) = P(X, 4 u)u + g@, t>: 
where 
and 
id% t> = f@, t, 0); 
Eq. (2.1) can then be rewritten as 
-ut + Lu - p(x, t, u)u = g(x, t). (2.3) 
Sincef is monotone increasing in u, p must be nonnegative; and so the maximum 
principle is applicable to (2.3). Applying it, a standard type argument (see, 
for example, Courant and Hilbert [4], pp. 329-331) yields a bound for zc of 
the form 
s;Fr, I u(% t)i d M(j, k) (2.4) 
where 
and k = $Fr, 1 &‘, t)i. 
We next convert (2.1) into an integral equation by using the Green’s function 
G(s, 5; t - T) for the operator -Z+ + Lu relative to the domain Q x (0, T) 
(f. [7], [8] and [12]): 
7, 45 T)) G(x, E; t - T) dt d-r 
- jot 6, u(f, T) & G@, f; t - T) W) dT + j, ~(5~0) G(x, 5; t) d[. 
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This may be written 
where Iz(x, t) denotes the combination of the last two terms on the right of 
(2.5), and so is expressible in terms of the data prescribed for zl along P; Jz(x, t) 
may thus be regarded as a known function which, an account of properties 
of the Green’s function, is actually continuous in B x [0, T). 
Since f is differentiable in zc and Ji Jo G(x, & t - T) dt d7 --f 0 as t -+ 0 
(cf. [7], p. X7), it is clear that we can solve the preceding equation for small t 
by iteration. This will then yield the existence and uniqueness of u(x, t) as a 
solution of (2.6) in a suitable space of continuous functions provided that 
t is sufficiently small. Because of known smoothness properties of the Green’s 
function, it will then follow from the representation formula (2.5) that u is 
actually twice differentiable with respect to the space variables and once with 
respect to time; and, moreover, satisfies Eq. (2. l), while assuming the prescribed 
data continuously. 
In this manner we are able to construct a solution to our problem locally 
in time. Using a continuation procedure familiar from the theory of ordinary 
differential equations, we then attempt to extend the locally constructed solution 
to the entire cylinder L? x (0, T): W e merely repeat the local existence construc- 
tion sketched above sufficiently many times; each repetition permitting us 
to extend the values of t for which the solution exists a bit more, until-after 
finitely many steps-we obtain a solution in the entire cylinder D x (0, T). 
Of course, the crucial element in successfully carrying out such a continuation 
procedure is some measure of control over the size of u; and this is precisely 
where the a priori estimate (2.4) comes into play. 
THEOREM 2.2. Under exactly the same assumptions made in Theorem 2.1 
regarding the structural properties of the equation 
-Ut + Lu = f (x, t, u), (2.7) 
we consider a solution u(x, t) in Sz x (0, co) which assumes the boundary values 
4(x, t) on aQ x [0, co). We now further assume that 
d(x, t) - Rx> as t-+cQ (2.8) 
uniformly on a&‘; and that 
f (x, 4 4 -+ f(X, 4 WV 
un;formly as t -+ co for x E 8 and u belonging to a bounded subset of the real 
axis, with the limit functionf(x, u) beilzg assumed differentiable. Then the solution 
ASYMPTOTIC BEHAVIOR 459 
u(x, t) of (2.7) converges uniformly as t + 03 in B to G(X), the solution of the 
Dirichlet problem 
Lz7 = f(x, s) in sZ,i 
with E =c$ on Z2.j 
(2.10) 
Remarks. The Dirichlet problem (2.10) h as a unique solution. To establish 
this we need to note that the assumed differentiable limit function f(x, U) 
inherits the property of being monotone in zl from the function f (x, t, u). 
Because of this, the uniqueness for (2.10) is easily established via the maximum 
principle. As far as existence is concerned, it can be obtained either by means 
of Schauder theory or by using a monotone scheme as in K. B. Keller [lo, 
Theorem 4.1, p. 3691. 
Proof. We wish to compare solutions of (2.7) and (2.10), and to facilitate 
this we note that C(X) the solution of (2.10) may be regarded as a time inde- 
pendent solution of 
-izf + L@ = f(x, u’) (2.11) 
in J2 x (0, oo). Subtracting (2.11) from (2.7) we find that the difference u - a 
is a solution of the equation 
-(u - zz)t + L(u - u) = f (x, t, 24) - J(x, ii). (2.12) 
We now proceed to transform the right side of this equation by first expressing 
it in the form 
f (XI t, 21> - j(x, n) = [f ( x, t, 4 - f (x, 4 a)] $ [f (x, t, q - f(x, u)]* 
If we then write 
where 
f (x, 4 u) - f (x, t, s) = p(x, t)(u - n), 
p(x, t) = ~lfJG t, $4 + +4x, t> - fwl) ds (2.13) 
and set 
h(x, t) = f (x, t, 44) - .7(x, a(x)>, 
The Eq. (2.12) satisfied by u - 3 in Sz x (0, co) may be rewritten as 
-(u - n), + L(u - n) - P(U - s) = h(x, t). (2.14) 
In this equation the coefficient p > 0 (in view of the assumption fU > 0), 
while h(x, t) ---f 0 as t -+ cc uniformly in D. The latter is a consequence of 
the assumption (2.9), provided that we can bound C(X), the solution of (2.10); 
and this can be done by the same methods used to obtain the a priori estimate 
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(2.4) at the beginning of the proof of Theorem 2.1. The moment u and P are 
bounded, it follows from (2.13) that p is also bounded. Thus as all the coefficients 
in (2.14) are bounded and p is nonnegative, this equation is precisely of the type 
considered by Friedman [6, p. 158, Theorem 11. Since [u(x, t) - C(X)] -+ 0 
uniformly on ZJ as t + co (due to the assumption (2.8)), Friedman’s result 
is applicable and yields the desired conclusion: 
u(x, t) -+ a(x) 
uniformly in B as t + co. 
For later purposes we will need corollaries to Theorems 2.1 and 2.2 con- 
cerning solutions on Q x (0, T) of the equation 
-Ut + Lu = f(x, t, u) (2.15) 
in which the f on the right side is only defined for u > 0. More specifically 
we will be considering f’s which satisfy the following conditions: 
(A) f (x, t, U) is a differentiable function for x E I?& t > 0, and u 3 0, 
which is monotone increasing in u, so thatfJx*, t, U) > 0, and vanishes for u = 0: 
f (x, t, 0) = 0. 
Clearly these assumptions imply that f is nonnegative. 
COROLLARY 2.1. Consider solutions of the initial boundary value problem 
for (2.15) in J2 x (0, T) with f(x, t, ) u assumed to satisfy conditions (A). Suppose 
now that the data prescribed fop u consisting of boundary values +(x, t) along 
as2 x [0, T) and initial values on J2 x (0) are nonnegative. Then there exists 
a unique solution u of (2.15) in Sz x (0, T) w ic assumes this prescribed data; h h 
and this solution is, of course, nonnegative. 
Proof. We will reduce the Corollary to Theorem 2.1 by constructing a 
suitable extension F(x, t, U) off (x’, t, U) which is defined for all u. To this end, 
we set 
F(x, t, u) = f (x, t, u) for u>O 
= -f(x, t, -u) for u < 0. 
The extension so defined is differentiable and satisfies FU(x, t, U) > 0 for all u. 
Accordingly, we may apply Theorem 2.1 to conclude that the equation 
-Ut + Lu = F(x, t, u) (2.16) 
has a unique solution in Sz x (0, T) which assumes the prescribed nonnegative 
data. Furthermore, as we may express the right side of (2.16) in the form 
F(x, t, u(x, t)) = p(x, t) 24(x, t> 
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with p 3 0 (in view of F, > 0 and F(x, t, 0) = 0), the maximum principle 
allows us to conclude that the solution of (2.16) is actually nonnegative; and 
so is in fact a solution of 
-11t + Lu = f (x, t, 2.4) 
in St x (0, T), as desired. Thus the existence of a solution of (2.15) in fz x (0, T) 
assuming the given nonnegative data is established. The uniqueness is proven 
similarly: We note that nonuniqueness for solutions of (2.15) would auto- 
matically lead to nonuniqueness for solutions of Eq. (2.16), contradicting the 
uniqueness assertion in Theorem 2.1. 
By means of similar reasoning we can establish the following asymptotic 
result as a corollary of Theorem 2.2. 
COROLLARY 2.2. Assuming as before that f satisjes conditions (A), zooe consider 
a solution of 
-Ut + Lu = f (3, t, u) (2.17) 
in Q x (0, GO) which assumes nonnegative boundanry values r&x, t) along 32 x 
[0, a). Suppose that 
4(x, t) + B(x) as t+GCI (2.18) 
un<formly on 3.Q; and also that 
uniformly as t + co for x E Q and u belonging to any bounded subset of the non- 
negative veal axis, with the limit function f (x, u) being assumed ds$erentiable for 
x E Q and u > 0. Then the solution u(x, t) of (2.17) converges uniformly as t + 03 
in a to u(x) the solution of the Dilichlet problem 
LU = f(X, zl) in 9, 
with IT = 6 on XI. 
(2.20) 
Remarks. As the function f (x, ti) is only defined for Al > 0, the Dirichlet 
problem (2.20) only makes sense when the boundary function 4 is nonnegative. 
In the present context this is automatically the case: The solution u of (2.17) 
and its boundary values 4(x, t) are nonnegative; consequently, so also is B(x) = 
lim,,,$(x, t) nonnegative. Moreover, for given nonnegative $ the Dirichlet 
problem (2.20) does indeed have a unique solution. This follow from the remarks 
made after the statement of Theorem 2.2, together with another application 
of the extension device used in proving Corollary 2.1. 
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3. MAIN RESULTS 
This section contains the detailed statements and proofs of the principal 
results mentioned in the introduction. We begin with the following existence 
theorem for the system (1.1). 
THEOREM 3.1. Comider the system 
--et + Lu = f(a”, t, u, v) 
-vt + Mv = g(x, t, 24, v) i (3-l) 
in the cylinder Q x (0, T), with L, M, f and g satisfying the hypotheses described 
zcpzder (i) and (ii) of the Introduction. Suppose that u and v are prescribed both 
initially on D x (0) and along the boundary 852 x [0, T) as continuous eon- 
negative function. Then there exists one and only one solution of (3.1) which 
assumes this data. 
Proof. It will be convenient for us to again use the notation 
P = p.Q x [O, T)] u [Q x (O)], 
previously introduced in the proof of Theorem 1.1; furthermore we will denote 
the data prescribed for u and 0 along P by 4(x, t) and \L(Lv, t) respectiveIy. 
To prove the theorem we will construct two sequences of functions {u~},“=~ , 
(zI,&~~~ which converge monotonically to the desired solution U, v of (3.1). 
The sequences are defined inductively as follows: Assuming that II, and .u* 
have been defined as nonnegative functions in 0 x [0, T) which assume 
the values 4 and # respectively along P, we then define u.~+~ and v,+~ as the 
solutions of the initial boundary value problems 
- ; (%+J + J%a+1 = I(% 4 %a+1 9 %> 
! in 52 X (0, T), with ulZtl = 4 on P; 
(3.2) 
and 
- jj b&+1) + ~f%,l = &, t> % , %+d 
in L? x (0, T), with vntl = Z/J on P. 
(3.3) 
The existence of us+1 and v,~+, as solutions of the problems (3.2) and (3.3) 
is guaranteed by Corollary 2.1; moreover, as solutions of these problems u,,+, 
and ‘u,+r are automatically nonnegative in !Z X [O, T). 
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Consider now the equations satisfied by the differences u,, - u, and 
%1 - %L: 
and 
By the mean value theorem we may write 
f(% t, %+1 > v,) - f&t 6 %. 7 Z’,-1 ) = ~(%,il - %> + iB(@n - %a-11, 
and 
where a, /?, y and S are all nonnegative in view of the assumed nonnegativity 
of the partials off and g. It follows that 
- u,) +qu,+, - z+,) - ol(u,,, - u.n) = P(@s - %7-d 
and 
- -c (vnfl 
at - v,) + JqJ72+1 - 
v,) - S(v,+, - v,) = y(Un - u,-1) 
Hence by the maximum principle the assumption v, > ,zn-r implies that 
%+1 d % 3 while the assumption u, < u,,-r implies that ~,+r > 21, . In 
other words we can establish inductively that (u,~} is decreasing and that ~z+.J 
is increasing, provided that we can begin the induction suitably; and this is 
accomplished as follows: For zc, we take the solution of 
-~(u~)+Lu,=O in Qx(O,Tj,) 
with u,, = 4 on P. I 
(3.4) 
To define ZJ,, we first introduce the number 
m = sup 4(x, t), 
P (3.5) 
whose significance for us is that (because of the maximum principle) it serves 
as an upper bound for uO: 
u. < 9% in D X [0, T). (3.6) 
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We now take v,, as the solution of 
- ; (vo) + ml, = g(x, t, m, v&J 
in !J x (0, T) with v0 = $ on P. ! 
(3.7) 
Again Corollary 2.1 assures us of the existence of u0 and va . To begin the 
induction successfully we must now show that ui < u,, and vi > va , where 
ui and vi are the solutions of (3.2) and (3.3) with n = 0. 
To prove that ui < u,, , we note that the difference ui - u0 satisfies the 
equation 
Thus, since f is nonnegative (as a consequence of the assumptions (ii)), an 
application of the maximum principle shows that U, - u0 assumes its maximum 
on P; from which it follows that u1 < ZL,, . 
Similarly, to show that v1 > ZJ,, , we consider the equation satisfied by the 
difference z)i - vO: 
- f (VI - vo) + nqv, - vo) = g(x, t, uo , VI) - &, t, 111, vo). 
Applying the mean value theorem we have 
g(x, t, uo, vd - Ax, t, m, 4 = y(uo - 4 + S(v, - vo), 
with y and 6, as before, nonnegative. It follows that 
- & (vl - vo) + M(v, - vo) - S(v, - vo) = ~(2.4~ - m) < 0, 
in view of (3.6). Hence, a further application of the maximum principle shows 
that v1 3 v,, . 
It being established that {u,} and (~1~) are monotone sequences, their con- 
vergence will follow if we can bound them appropriately. Since the U,‘S are 
decreasing, their nonnegativity immediately provides us with the needed bound. 
As for the z~~‘s, we require an upper bound for them; and such a bound is 
readily furnished by applying the maximum principle to the Eq. (3.3) defining 
v,+i . Recalling that the g on the right side of (3.3) is always nonnegative, 
we immediately obtain the bound v,+~ < supe #(x, t). 
Now set 
u = lim u, and v = lim v Il--frn 12+-m ‘ne 
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By passing formally to the limit in (3.2) and (3.3), we see that u and v should 
provide us with a solution to our problem (3.1). This passage to the limit 
can be justified by either using Schauder estimates as in [4, pp. 370-3711 or 
by using representation formulas in terms of Green’s functions as in [13, 
pp. 984-9851. By either method we are able to obtain further regularity properties 
for the u and ZI constructed above, from which it then follows that zc and 3 
do indeed solve the initial boundary value problem (3.1) in a classical sense. 
This proves the existence part of Theorem 3.1. To prove the uniqueness, 
we convert (3.1) into a system of Volterra type integral equations by means 
of the Green’s function representation. We then note that the solutions of the 
resulting system of integral equations are certainly unique locally in time; 
in turn this implies the global uniqueness in time. 
Remarks. The method of converting to a system of integral equations could 
also have been used to prove existence. We have chosen to establish existence 
by means of the iterative monotone scheme described above because we wanted 
to prepare the way for the study of the asymptotic behavior of solutions to 
(3.1); and we intend to do the latter by means of the same monotone scheme 
used in the foregoing. In fact, with that in mind, we vvant to point out that 
the roles played by the sequences (u& and (zsn) in the construction of the solution 
21, z’ can obviously be reversed. That is, instead of taking U, 4 u and r~‘,~ t u 
we could just as well have taken u, t u and U, $ io. 
We now come to our principal result regarding the asymptotic behavior 
of the solutions of the problem (3.1). For this purpose we will, of course, 
assume that the right sides of our equations converge suitably as t -+ CO. 
More specifically, we will assume the existence of differentiable limit functions 
f (x, ~1, z)) and g(x, ZJ, v) defined for x E a, u > 0, and ~1 3 0, so that 
and 
f(X, t, 24, v) - f(X, u, v) 
g(x, t, u, v) -+ ‘&x, % 21) 
(3.8) 
as t + co, uniformly for x E a, and u, v belonging to bounded subsets of the 
nonnegative real axis. Our aim will then be to show that, under appropriate 
circumstances, the solutions of (3.1) approach solutions of the Dirichlet problem 
in L? for the limiting elliptic equations 
La = f(x, 24, v) 
l&J = g(s, 24, v), 1 (3.9) 
in which nonnegative boundary values are prescribed for u and w on &?. 
Although it is not too difficult to establish existence for this Dirichlet problem, 
the question of uniqueness is more delicate; in fact it seems possible for 
uniqueness to break down. In the result that follows we show that when the 
5’=5/32/3-11 
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Dirichlet problem for (3.9) has a unique solution, the solutions of (3.1) have 
the desired asymptotic behavior. 
THEOREM 3.2. Assuming that L, M, f and g satisfy the conditions of Theorem 
3.1, we again consider solutions of 
-ut +Lu = f(X, t, u, ZJ) 
-vg + Mv = g(x, t, u, v) I 
(3.10) 
in D x (0, co), with u and v taking on the data 4(x, t) and #(x, t) respectively on 
P, = [al2 x [O, co)] U [Q x (O}]. 
Suppose that 
cNx, t) - 9cx> and #(x, t) -+ @) (3.11) 
a.~ t + 00, uniformly on 2Q. Assume also that, as t + co, the asymptotic behavior 
of the right sides of (3.10) is described by (3.8). Suppose now that the Dirichlet 
problem for the system (3.9) has a um’que solution for given nonnegative boundary 
data. Then the solution u(x, t), v(x, t) of (3.10) converges uiformi’y as t + co 
in B to C(X), V(X), the solution of the Dirichlet problem 
-- 
Lu = f(X, u, v) 
J&T = f(x, ii, 8) in l2 
with B = 4 and 8 = $ on aQ. 1 
(3.12) 
Proof. We begin by viewing the solution u, v of (3.10) as the monotone 
limits of the sequences {un} and (vn} w ic were constructed in Theorem 3.1. h h 
In the present context, the problems (3.2) and (3.3), which inductively defined 
u, and v, , take the form 
and 
- & (%+J +w,+l) =f(-% t, %&+1, %(X, t)) 
in L2 X (0, co), with u,+~ = 4 on P, , 
(3.13) 
- g (vntd + W%+,) = A% t, %4x, 9, %+J 
! in Q x (0, co), with v,+i = # on P, . 
(3.14) 
We are now going to show, as a consequence of hypotheses (3.8) and (3.11), 
that these functions converge as t --f co, say that 
u,(x, t) + izn(x) and %(X, t) + %(4 
as t -+ co, with the convergence being uniform in a. 
(3.15) 
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We prove (3.15) inductively; assuming that it has been established for some 
12 > 0, we obtain it for n + 1 as follows: First we note, on account of (3.8), 
that the induction hypothesis (3.15) implies that 
as t - cx), uniformly for x E fi and u in any bounded subset of the nonnegative 
real axis. This shows that the right side of Eq. (3.13) satisfies the hypothesis 
(2.19) of Corollary 2.2. I n view of (3.11), Corollary 2.2 is then applicable to 
the solution u,~+r(s, t) of (3.13), and we conclude that 
as t -+ co, uniformly in 8 where 2~,+i s the solution of the Dirichlet problem 
Lzl-,,, = f(x, U-n+1 , 5Jx)) in Sz, 
with u,,, = 4 on XJ. I 
(3.16) 
Similarly, we can show that 
%+1(X, t) + G+,(X) 
as t + co uniformly in D, where v nfl(~) is the solution of the Dirichlet problem 
l14f7n+, = g(x, en(x), t&J in G, 
with en+, = $ on LX2. I 
(3.17) 
To complete the proof of (3.15) it remains only to establish the case n = 0, 
i.e. to show that u,,(x, t) and u~(,,(x, t) converge uniformly in D as t ---f co. To 
do this we observe that the problems (3.4) and (3.7) defining z+, and Q here 
take the form 
- i (1~~) + LZL, = 0 in Q x (0, co), 
I with ug = 4 on P, 1, 
(3.18) 
and 
- L (vJ + Mv, = g(x, t, 332, vo) in J2 X (0, Co), 
i 
(3.19) 
with v0 = # on P, , 
in which 7~1 is here taken to be suppm 4(x, t). C orollary 2.2 is again applicable 
to the problems (3.18) and (3.19), and it yields 
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as t -+ co, uniformly in 8; where Go and Q(X) are, respectively, the solutions 
of the Dirichlet problems 
L.zTo = 0 in Q, 
with a70 = 4 on ZQ I 
(3.20) 
Mt70 = g(x, m, z?,) in -Q, 
with go = 4 on LU2. I 
(3.21) 
This completes the proof of (3.15). 
Consider now the sequences {@Jx)} and {Q(X)} obtained in (3.15). Clearly, 
they inherit the monotonicity and boundedness properties of the sequences 
(u~(x, t)} and {z),~(x, t)}. It follows that they converge, say to U(X) and a(x) 
respectively: c~(x) 4 U(X), and &(x) t a(x). Alternatively, we could have seen 
this by arguing directly from the Eqs. (3.16) and (3.17) (which recursively 
relate the terms of the sequences (G%(X)} and @Jx)}), patterning our argument 
on the one used in the proof of Theorem 3.1 to establish the monotonicity 
and boundedness of the sequences {u~(x, t)} and (v,(x, t)}. Pursuing that 
argument further, we now pass to the limit as n + co in Eqs. (3.16) and (3.17), 
in order to identify the limits 
as a solution of the Dirichlet problem 
LB = f(X, iz, 8) 
MU = g(x, U, V) in Q, 
1 witha=$andv=$onaQ;, 
(3.22) 
with the passage to the limit being justified in the same way that the corre- 
sponding passage to the limit in the proof of Theorem 3.1 was justified. 
We are now in position to study the asymptotic behavior of u(x, t), .u(x, t), 
the solution of the parabolic system (3.10). We are going to show that for 
suitable T depending on E > 0 
24(x, t) < ii(x) + E (x~$t>T) (3.23a) 
v(x, t) > V(x) - E (x&i’, t > T) (3.23b) 
We restrict ourselves to proving (3.23a) as the proof of (3.23b) is similar. 
Since the solutions u and B of (3.22) are required to be continuous in B and 
G,J Al while V, t e in 8 it follows by Dini’s theorem ‘that the U~‘S and 6%‘~ 
converge uniformly in 0. Hence, in particular, we have 
it,(x) < C(x) + E/2 (x&-2) 
ASYMPTOTIC BEHAVIOR 469 
provided that n is sufficiently large, say n > iV. Now fis TZ at some value >ni, 
then since u-(x, t) converges uniformly in J? as t -+ 00 to &n(x), we have 
24,(x, t) < a,(x) + E/Z (X&2) 
provided that t > T, with T depending on E (as well as on the n which has 
been fixed). Combining the two preceding inequalities, together with u(x, t) < 
u,(x, t), we find that 
u(x, t) < P(x) + E (xd&t>T) 
which proves (3.23a). 
To complete the proof of the theorem, we now reverse the roles of the 
sequences (~~1 and (uJ in the construction of the solution U(S, t), a(x, t) of 
Theorem 3.1, so that now u,(x, t) f U(X, t) and u,(x, t) J D(X, t). Applying 
Corollary 2.2, as above, we may pass to the limit as t -+ co in these sequences 
to obtain corresponding sequences of functions ~J.x)? and eJx}j which solve 
the Dirichlet problems 
and 
Moreover as n -+ co the tin’s and 6%‘~ again converge uniformly in B to some 
solution of the Dirichlet problem (3.22). But we have explicitly assumed that 
this Dirichlet problem has a unique solution. It follows that &% t u and S% 4 6, 
where ii, v is the already considered solution of the Dirichlet problem (3.22). 
If we now apply the argument which led to (3.23a) and (3.23b), clearly it will 
now lead to 
24(x, t) > t?(x) - E (XEQ, t > T) (3-24a) 
2(x, t) < qx) + E (xEQ, t > T). (3.24b) 
Combining (3.23) and (3.24), the proof of Theorem 3.2 is completed. 
4. AN APPLICATION 
As an apphcation of our results we are going to show that the positive solutions 
of the system (1.2) mentioned in the introduction have the kind of asymptotic 
behavior described in Theorem 3.2. 
More generally we want to consider the asymptotic behavior of solutions 
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to the initial boundary value problem in B x (0, CO) for systems of the form 
THEOREM 4.1. suppose that in (4.1) L and f satisfy conditions (i) and (ii) 
described in the Introduction, and that a, b, j and k are positive constants. Assume 
that the limit 
f(X, u, v) = hf(x, t, u, v) (4.2) 
exists as a dg@eFentiable fzknction fog x E G, u, v > 0, zoith the conzwgence being 
uniform fog x E B and u, v belonging to any bounded Axbset of the nonnegative 
real axis. Suppose now that the boundary values +(x, t) and #(x, t) for u and v 
along X? X [0, ~9) converge: 
+cx, 4 - B(x) and Rx, t) - $(4 
as t --f co, uniformly on 82. Then the solution u(x, t), v(x, t) of (4.1) conomges 
unifomly in 0 as t + 00, to ii(x), C(X), the uniquely determined solution of the 
Dirichlet problem 
uLti = jf(x, 27, a) 
-- bL8 = kf(x, u, v) in -Q, 
z&h I = 4 and v = $ on X5? 1 
(4.3) 
Proof. In view of Theorem 3.2, it suffices to show that the Dirichlet problem 
(4.3) has a unique solution. Accordingly, assume that (~1 , @i) and (r=& , @a) 
are a pair of solutions to (4.3). Subtracting we find that the differences 
g = iis - g7. and h = v;, - or , satisfy 
Lg = 4% + 44 
Lh = /3( pg + qh) in Q, 
with g = h = 0 on aQ, 1 
(4.4) 
in which a = j/a and ,B = k/b, and where we have applied the mean value 
theorem to write 
f(x, a2 , v,) -f(x, q , q) = pg + qh. 
Moreover, the coefficients p and q in the last representation are nonnegative. 
This is a consequence of hypothesis (4.2), as a result of which the partials 
of f(x, IE, v) with respect to u and v inherit the nonnegativity of the corre- 
sponding partials off (x, t, u, v). 
If we now combine the two equations in (4.4) in an obvious way, we obtain 
L(a-lg - ph) = 0 
ASYMPTOTIC BEHAVIOR 471 
in Q. Since g = h = 0 on 82, the uniqueness of solutions to the Dirichlet 
problem for a single elliptic equation implies that 
in a. Inserting this into the first equation of (4.4) we find that 
Lg = C&P + P4k 
in Q. In view of the nonnegativity of the coefficient alp + &, the maximum 
principle is applicable to the last equation. Applying it we conclude from g = 0 
on X2, that g = 0 in D; and, therefore, because of (4.5), that h = 0 in D as 
well. This completes the proof of the theorem. 
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