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Abstract 
Milne, S.C., Classical partition functions and the U(n + 1) Rogers-Selberg identity, Discrete 
Mathematics 99 (1992) 199-246. 
In this paper we show that after suitable specialization the ‘balanced’ side of the U(n + 1) 
Rogers-Selberg identity gives the generating function for all partitions whose parts differ by at 
least (n + 1). A similar specialization yields the additional condition that the parts must be 
an + 1. The case n = 1 is the sum side of the pair of classical Rogers-Ramanujan-Schur 
identities. Our derivation of this connection between classical partition functions and the 
U(n + 1) Rogers-Selberg identity relies upon partial fraction techniques, Hall-Littlewood 
polynomials, raising operators, q-Kostka matrices, the Cauchy identity for Schur functions, and 
generating functions for column-strict plane partitions. One outcome of this work is a new class 
of symmetric functions H,(z; y, q), analogous to Hall-Littlewood polynomials, that interpo- 
lates between Schur functions and complete homogeneous symmetric functions. Let w : A-+ A 
be the classical involution on the ring of symmetric functions defined by w(h,) = e,. Then the 
function w(H,(z; 0; q)) = E,(z; 0; q) leads to explicit q-difference equations, raising operator 
formulas, and a combinatorial setting for an important nontrivial special case Macdonald’s new 
class of symmetric functions with two free parameters. This connection with Macdonald’s work 
is observed and developed in the paper of A. Garsia. 
1. Introduction 
In this paper we show that after suitable specialization the ‘balanced’ side of 
the multiple series U(n + 1) Rogers-Selberg identity [98] gives the generating 
function for all partitions whose parts differ by at least (n + 1). A similar 
specialization yields the additional condition that the parts must be 2)2 + 1. The 
case n = 1 is the sum side of the pair of classical Rogers-Ramanujan-Schur [3, 5, 
15, 17, 30, 109-1101 identities. Our derivation of this connection between 
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classical partition functions and the U(n + 1) Rogers-Selberg identity relies upon 
partial fraction techniques [85, 96, 1021, Hall-Littlewood polynomials [85, 1141, 
raising operators [53-55, 85, 116, 1211, q-Kostka matrices [85], the Cauchy 
identity for Schur functions [85], and generating functions for column-strict plane 
partitions [85, 111-1121. This work generalizes a major part of Watson’s [117] 
elegant proof of the Rogers-Ramanujan-Schur identities, and has a close 
connection (see Theorem 4.65) with Macdonald’s new class of symmetric 
functions with two free parameters. 
As motivation for our derivation of the U(n + 1) Rogers-Ramanujan-Schur 
identities we review the classical Rogers-Selberg identity [3, 5, 1101 given by the 
following theorem. 
Theorem 1.1 (Rogers-Selberg identity). Let 0 < lq]< 1. We then have 
c (1 - aP)@)Y. (_l)‘a2y . qy(sy-l)/2 
Osy<oc (1 -a)(q), 
(1.2a) 
where 
(1.2b) 
(A), = (A; q)[ = (1 - A)(1 - Aq). . (1 - Aq’-‘), 
(A), = Jii$A), = fi (1 - Aq’), 
r=O 
(1.3a) 
(1.3b) 
(A), = (A)mI(Aq’)m. (1.3c) 
Watson [117] deduces Theorem 1.1 as a limiting case of his q-analog of 
Whipple’s [118-1191 transformation of a very well-poised ,F’( 1) into a balanced 
&(l). After a term-by-term simplification, Watson [117] applies the Jacobi triple 
product identity [3, 44, 69, 1101 to the a = 1 and a = q cases of (1.2) to obtain the 
following. 
Theorem 1.4 (Rogers-Ramanujan-Schur identities). Let 0 < [q ( < 1. We then 
have 
and 
([~(1-q5’-2)(l-q”-3)}-1=y~o~. 
Y 
Consider the generating function 
Zo&*q m((n+l)m--n+l)/2 _ _ so $ . q(T’)+~(T)~ m 
Cl.51 
(1.6) 
(1.7) 
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It is well known [3, p. 99; 771 that (1.7) is the generating function for the 
number of partitions with parts that differ by at least (n + 1). In contrast to (1.5), 
it is shown in [2, 771 that the n 2 2 case of (1.7) cannot be expressed as a single 
infinite product. Moreover, since the work of Rogers in [23], it has been 
somewhat of a mystery as to where (1.7) fits naturally into the general theory of 
basic hypergeometric series. 
This paper provides one very elegant setting for (1.7) and the closely related 
generating function 
&i$yq 
m 
m((n+l)m+n+l)R _ 1 - . 
- & (qJm qCn+l)( 
“‘: ’ ) (l-8) 
which accounts for the additional condition that the parts of the partition also be 
zx + 1. The situation for (1.8) is similar to that of (1.7). 
Our study of (1.7) and (1.8) begins with the multiple series generalization of 
Theorem 1.1 given by Theorem 2.1 of Section 2. We obtained Theorem 2.1 in 
[98] as a limiting case of our multivariable generalization of Watson’s [117] 
q-analog of Whipple’s transformation [118-l 191. This extension of Watson’s 
transformation is also a q-analog of Gustafson’s [56] U(n) generalization of 
Whipple’s [118-1191 transformation. The ‘U(n)’ refers to a class of general 
ordinary or basic multiple hypergeometric series which have recently been 
extensively studied in (65-66, 89-1011. See the end of this section for more 
information on this topic. 
The link between Theorem 2.1 and the generating functions in (1.7) and (1 .S) 
is provided by the remarkable new summation theorem given by 
Theorem 1.9. Let n 3 1 and m 2 0. We then have 
+z:, 
n 
=m {[ (JJ_ (@“‘- @-r+nma)) . (!fJ (q)i-l+J’] 
m,2=0, IsiGn 
i 
n-1 
x pl q(i-n)(n+l)m, 
> 
. q(n(n+l)/2)(mZ+...+m:) 
. (-l)‘“-““} (l.lOa) 
m((n+l)m-n+l)R 1 = 4 .- 
(s)m .
(l.lOb) 
The exponent of q in (l.lOb) is the mth polygonal number of order (n + 3). We 
discovered Theorem 1.9 in [98] and we prove it in this paper. Theorem 1.9 allows 
a dramatic simplification of the specialization of Theorem 2.1 in which 
a =x, (l.lla) 
4+qn, (l.llb) 
2; = qi, for 1 C i s II, (Lllc) 
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and 
a = q(“-‘1, (1.12a) 
4+qn, (1.12b) 
.zi = qi, for lCi<n. (1.12c) 
Definition 1.13. Let G,(x, q) = the multiple sum in (2.2) subjects to (1. ll), and 
H,(x, q) = the multiple sum in (2.2) subject to (1.12). 
In Sections 5 and 6 of [98] it was shown how Theorem 1.9 reduced the multiple 
sum on the ‘balanced’ side of the (1.11) or (1.12) cases of Theorem 2.1 to a single 
sum. That is, summing over the diagonals 
WZ,+** *+m,=m, for ms0 (1.14) 
in the (1.11) or (1.12) cases of (2.4), simplifying, applying Theorem 1.9, and then 
recalling Definition 1.13, yielded the following theorems. 
Theorem 1.15. Let n 2 1 and 0 < 1ql-c 1. We then have 
G&x, q) = (xq)m fj&. qm((n+1)m-n+‘)‘2. 
Theorem 1.17. Let n 2 1 and 0 < lql< 1. We then have 
H,(& q) = @)a m-o$- *qm((n+1)m+n-1)‘2e 
m 
(1.16) 
(1.18) 
Setting x = 1 in (1.16) then gave the following. 
Theorem 1.19 (Second version of U(n + 1) generalization of the first Rogers- 
Ramanujan-Schur identity). Let n 3 1 and 0 < lq( < 1. We then have 
$- G,(l, q) = $&. q’++l)“--n+l)/2_ 
m 
(1.20) 
The right-hand side of (1.20) is the generating function in (1.7) for the number 
of partitions with parts that differ by at least (n + 1). 
By letting x = q in (1.18) we obtained the following. 
Theorem 1.21 (Second version of U(n + 1) generalization of the second Rogers- 
Ramanujan-Schur identity). Let n s 1 and 0 < )q( < 1. We then have 
& fJ(q, q) = go $. qm((n+‘)m+n+l)‘2. 
m m 
(1.22) 
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Similarly, the right-hand side of (1.22) is the generating function in (1.8) for the 
number of partitions with parts differing by at least (n + l), and smallest part at 
least (n + 1). 
We hope to explore the combinatorics of the left-hand sides of (1.20) and 
(1.22) elsewhere. 
The main purpose of this paper is to complete the proofs of Theorems 1.19 and 
1.21 by putting together a proof of Theorem 1.9. This involves q-difference 
equations and a surprising amount of the classical theory of symmetric functions. 
This provides yet another connection between Hall-Littlewood polynomials [85] 
and basic hypergeometric series identities, which complements the recent work of 
Stembridge in [ 1141. 
In order to establish Theorem 1.9, we first investigate the m-th diagonal sums 
of the unspecialized multiple sum in (2.4) given by 
Definition 1.23. Let n 2 1 and m 2 0. Then 
[Gli?(a* q; ~1, 7 . . . ) z,) = [G]$)(a; q; z) 
= {(-l)‘“_““(Czq)“(Z,* . *zn)-“(zn)-“} 
(1.24a) 
(1.24b) 
qYz+2Y3+.~.+w)Y”. q(n+l)[(Y:)+...+(y)] 
. fJ (zJ’“‘1’y.J . (1.24~) 
For convenience we actually work with the function [G]z’(q; zl, . _ . , z,) 
determined by the following definition. 
Definition 1.25. Let n 3 1 and m 2 0. Then 
[W”‘(q ;Zl, m . . . ) z,) = [G]g’(q; z) 
= {(aq)_” . q-‘Y. (q)m . W%~l~‘(~; q; z). 
(1.26a) 
(1.26b) 
In Section 3 we apply the partial fraction techniques from [91-92, 961 to deduce 
the q-difference equation in the following theorem. 
Theorem 1.27. Let n 2 1 and m > 0. Then 
[w% ; Zl? m . . . > zn) 
=Pzl (-l)‘“-“(zP)” * J$+, (zi - zp)-l[G]C’l(q; Ziq”‘), 
*. 
(1.28a) 
(1.28b) 
where 6, is 1, if i = p, and 0 otherwise. 
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The q-difference Eq. (1.28) is very similar to a special case of the q-difference 
equations for the Hall-Littlewood symmetric polynomials Qk(z; q) on page 107 
of [85]. In fact, in Section 4 we apply several techniques from Chapter III of [M] 
to solve an even more general q-difference equation than (1.28). We first express 
the solution of the general q-difference equation as a quotient of raising operators 
[53-55, 85, 116, 1211 applied to a complete homogeneous symmetric function. In 
the particular case of [G]g’(q ; z), we find that 
[wyq; 21, m . . . ) &I) = 
1 - Rik n- 
ls,<ka, 1 - q&k 
h(lmj(Z1, . . . , G), (1.29) 
where (1”) denotes the partition with m parts equal to 1, and Rjk is the raising 
operator defined in Section 2. Just as in the general case, we formally apply the 
Jacobi-Trudi identity [85] in the form 
to (1.29) to obtain 
[G]‘“‘(q; Zl, m . . . ) 2,) = ( lsjcsn (1 - qRjk)el}S(lm)(Zl~ . . . j ZH)J Cl.311 
where sclm,(zl, . . . , z,) is a Schur function [64, 70, 81, 85, 105, 107-108, 1111. A 
careful justification of utilizing (1.30) to pass from (1.29) to (1.31) involves 
proving certain true but not obvious associativities in the use of raising operators. 
A rigorous treatment of these associativity properties is contained in the appendix 
of Garsia [123]. It is also important to realize that the raising operators in (1.29) 
and (1.31) act quite differently on hh(z) and sh(z), respectively. This situation. was 
independently observed in [54-55, 85, 1161 and is summarized in Section 2. 
Now, in Example 4 on page 130 of [85] it is shown that K(q)’ is the matrix of 
the operator 
{ lsjGsn (I- 4X,,)-‘) applied to &(Z; 4), (1.32) 
where K(q)’ is the transpose of the connection coefficient matrix between Schur 
functions s*(z) and Hall-Littlewood polynomials P,(z; q), and &(z: q) is a 
variant of Hall-Littlewood polynomials. Since compound raising operators R act 
the same way on both s*(z) and &(z; q), K(q) ’ is also the matrix of the operator 
in (1.31). Analysis similar to that in [123] also gives a detailed proof that K(q)’ is 
the matrix of the operator in (1.31). 
The entries in the column corresponding to il = (1”) in the matrix K(q) have a 
particularly elegant form. It is shown in Example 2 on page 130 of [85] that 
Kpom)(4) = V(“) * (4)m ’ f&(q)-‘, (1.33) 
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where ~1 is a partition of m, and the q-hook polynomial H,(q) and partition 
statistic n(p’) are defined in Section 2. The entries of the matrix K(q) are 
polynomials in q. 
The relations (1.31)-(1.33) are combined in Section 4 to yield the following. 
Theorem 1.34. Let n 2 1 and m 3 0. Then 
[G]‘“‘(q; m 21, . . . , Gl) (1.35a) 
(1.35b) 
= Lxm Wp” * (q)m . fuq)-‘~ * sph . . . > Al>, (1.35c) 
where p t m denotes that p is a partition of m. 
The linear combination of Schur functions in (1.35b-c) is a remarkable 
separation of the variables q and {zl, . . . , zn} in (1.24)-(1.26). 
The column-strict plane partition implications of Theorem 1.34 are discussed in 
Sections 4, 6, and 7. 
Our new class of symmetric functions that interpolates between Schur functions 
and complete homogeneous symmetric functions is introduced in Section 4. The 
connection between these functions and those of Macdonald, which is stated in 
Theorem 4.65, is developed in the appendix of Garsia [123]. This includes a proof 
of the associativity properties of raising operators, the duality property of 
Macdonald’s new symmetric functions from [87], and the orthogonality properties 
of H,(z; 0; q). 
Section 5 is devoted to completing the proof of Theorem 1.9. Given 
(1.24)-(1.35), Theorem 1.9 follows directly from the following. 
Theorem 1.36. Let n 2 1 and m 3 0. Then 
c {(q”)“‘A” * H*(q”)-‘} * s*(l, q, . . . , cf-‘1 
q”;’ 
=- 
(shtl 
(1.37a) 
(1.37b) 
where f(A) denotes the number of parts of A. 
We deduce Theorem 1.36 from the dual of the Cauchy identity for Schur 
functions in two sets of variables (x) and (y) given by 
2jI SJ.(xh*'(Y) = & C1 + xiYj)j (1.38) 
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and the explicit formulas for the specialized Schur functions 
%(I, q, . . . 7 qn-‘1 (1.39) 
appearing in Example 1 on page 27 of [SS] and also in [80, 1111. 
Even Theorem 1.36 is of independent interest. It turns out that (1.37) is 
equivalent to a particularly simple q-analog of Stanley’s [ill-1121 elegant 
generalization of the classical result 
gf”)‘=m!. (1.40) 
where f’ is the number of standard Young tableaux of shape A. We obtain this 
q-analog in Section 6. 
In Section 2 we review the U(n + 1) Rogers-Selberg identity from [98], and 
then survey several results involving Schur functions, raising operators, and 
homogeneous symmetric functions which are needed in the rest of the paper. See 
the end of this section for references to classical basic hypergeometric series. 
In Section 7 we utilize the dual Knuth correspondence [73-74, 80, 104, 
111-1131 and generating functions for column-strict plane partitions [80, 85, 
ill-1121 to sketch a combinatorial proof of Theorem 1.36. This is consistent with 
a combinatorial treatment of (1.38). 
Finally, in Section 8 we consider some classical (l-dimensional) applications of 
the IZ = 2 case of Theorem 1.9. These include utilizing (1.10) and Bailey’s [46] 2& 
transformation to deduce some special infinite series evaluations, deriving a cubic 
transformation for a classical ‘Bailey-pair’ from (1. lo), and showing how n = 2 
cases of (l.lOa) are examples of Andrews’ Kh,k,i functions from [1.5]. 
The results in this paper are motivated by the symmetries, transformation 
properties, and summation theorems for classical basic hypergeometric series. 
These series have many significant applications in several areas of pure and 
applied mathematics including classical analysis, combinatorics, additive number 
theory, and more recently, mathematical physics, Lie algebras, transcendental 
number theory, and statistics. Extensive references to and accounts of the general 
theory and applications of basic hypergeometric functions can be found in books 
by Andrews [3-51, Bailey [44], Baxter [49], Slater [llO], and in the papers of 
Adiga, Berndt, Bhargava, and Watson [l], Andrews [6-361, Andrews and Askey 
[37], Andrews, Baxter and Forrester [39], Askey and Ismail [42], Askey and 
Wilson [43], Baxter [47-481, Hahn [60-631, Ismail [67], Kac and Peterson [72], J. 
Lepowsky [78], Macdonald [84-861, and Zeilberger and Bressoud [122]. 
The following material, though not essential to the technical understanding of 
this paper, describes some of the analysis that led to the discovery of many of our 
main results. 
The multiple series in Theorem 1.9 and Definitions 1.23 and 1.25 were an 
eventual consequence of studying the new type of multiple hypergeometric series 
which first arose in the work of the three mathematical physicists Biedenharn, 
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Holman, and Louck. They showed in [65-661 how classical ordinary hyper- 
geometric series are intimately related to the irreducible representations of the 
compact group SU(2). Similarly, they also initiated the study of the generalized 
multiple hypergeometric series Wg) and F’“’ which arise in the theory of 
Wigner coefficients for ,SU(n). This work was done in the context of the quantum 
theory of angular momentum [50-511 and the special unitary groups sU(n). 
By utilizing explicit expressions for the matrix elements of multiplicity-free 
Wigner and Racah coefficients in U(n), both Biedenharn, Holman, Louck [66] 
and Holman [65] established generalizations of known one-variable hyper- 
geometric summation theorems for WE) and F’“‘, respectively. Essentially, 
the same matrix element is computed in two different ways. The methods rely 
upon the representation theory of U(n). Recently, Gustafson [56] significantly 
extended this program by deriving his elegant generalization of Whipple’s 
[118-1191 classical transformation of a very well-poised ,&(l) into a balanced 
&(l), to the multiple hypergeometric series W$’ and F@-‘), respectively. 
Suitable special cases and limits of this U(n) generalization of Whipple’s 
transformation yield multivariable generalizations of most classical summation 
theorems, including Holman’s [65] C/(n) generalization of the summation 
theorems of Gauss and Pfaff-Saalschiitz. Gustafson also obtained a U(n) 
generalization of Dougall’s [44, 88, 1101 summation theorem. 
In several recent papers [90-1011 we have introduced and studied natural 
q-analogs [WI?) and [F]‘“’ of WE) and F’“‘, respectively, as well as multiple 
basic hypergeometric series [HI’“’ very well poised in U(n). The [HI’“’ provide an 
elegant, explicit multivariable generalization of the one-variable classical very 
well-poised basic hypergeometric series responsible for the Rogers-Ramanujan- 
Schur identities [3, 5, 15, 17, 30, 109-1101. By using q-difference equation 
techniques for [F]‘“’ series we have found, (see, [96-97]), direct, elementary 
proofs of q-analogs of Holman’s [65] U(n) generalization of the summation 
theorems of Gauss and Pfaff-Saalschutz. We then derived in [98] a q-analog of 
Gustafson’s U(n) generalization of Whipple’s transformation and used it to prove 
the U(n + 1) Rogers-Selberg identity in Theorem 2.1 of Section 2. As back- 
ground to [98], the paper [95] contains a U(n) generalization of the nonterminat- 
ing 6@5 summation theorem. 
In [93] basic properties of [F]‘“) led to a U(n) multiple series refinement of the 
q-binomial theorem [3, 44, 1101 and a direct, elementary derivation of the 
Macdonald identities [52, 71, 79, 84, 1201 for A . )” Subsequently, Ismail’s proof 
from [67] was extended in [94] to give a U(n) multiple series generalization of 
Ramanujan’s i~&i summation [9-10, 38, 40, 62, 681 directly from the U(n) 
q-binomial theorem. As a consequence, we obtained a new generalization of the 
Macdonald identities for Ai’) with extra free parameters. Very recently, Gustaf- 
son [57] put together an induction argument based upon the nonterminating U(n) 
& summation theorem [95] and certain multiple contour integrals to prove a 
U(n) generalization of the 6~6 summation theorem [15, 17, 41, 451. 
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2. Background information 
The main results in this paper stem from studying the higher-dimensional 
generalization [98] of Theorem 1.1 given by the following theorem. 
Theorem 2.1 (U(n + 1) generalization of the Rogers-Selberg identity). Let n a 1 
and 0 < 141-C 1. We then have 
x ,fJ(I-a(zi~z,)~~ K lY~+(Y~+-+YJ)/(l - a(z;,z,,)))]] 
(2.2a) 
’ fi Czi) 
I( 
I(n+2)Y,-(Yl+~~.+yn)1 
) 
. (z 
n 
)-2(Yl+...+Y”) 
x (_l)n(Yl+..-+Y”) . a2(Yl+...+Y”) . qY2+2Y3+...+(n-oYn 
x4 
(n+4)(yf+...+y;)/2 
‘9 
--n(y,+...+y,)/2 
‘9 
2m(Yl....*Y”) (2.2b) 
(2.3) 
X o~m,<~lci<n (Jn_ (1 - (dor-)~(l - (z,k))) -_ 
x ( n (4zr/z,),,)-1 (2.4a) 
1=3,SStI 
x fI tzi) 
( 
[(n+l)m~-(m,+...+m.)] 
> 
. c4- 
(m,+...+m.) 
i=l 
x t-11 
(n-l)(m,+..-+??I.) . p+...+m, . 
9 
m,+2m~+.~.+nm, 
x q(~+Nw)+-+m~l , (2.4b) 
where ~2(Y,,...,Yn) is the second elementary symmetric function of 
{Yl, . . . ? Y,>. 
The multiple sums G,(x, q) and H,(x, q) in Definition 1.13 are simplified 
somewhat in Eqs. (5.59) and (5.55) of [98]. 
It is immediate that the n = 1 case of Theorem 2.1 is Theorem 1.1. 
Furthermore, this paper resulted from seeing how Watson’s proof of Theorem 1.4 
could be applied to Theorem 2.1. 
To carry out this program we need to review several basic facts about the 
symmetric functions known as Schur functions. 
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Let A = (A,, )cz, . . . , A,, . . .) be a partition, i.e., a (finite or infinite) sequence 
of nonnegative integers in decreasing order, il, 3 A2 2 . . .2 A, 2. . -, such that 
only finitely many of the Ai are nonzero. The number of nonzero &, denoted by 
l(A), is called the length of Iz. If c Ai = n, then a is called a partition of weight n, 
denoted (ill = n, and we write A tn. The conjugate partition to il is denoted by A’, 
where 
A’ = (A;, A;, , . . , q,,,>, (2.5) 
and A,! is the number of parts Ai in Iz that are ?i. for example, (5, 2, 1) is the 
conjugate partition of (3,2,1,1,1). 
Two useful statistics associated with partitions are 
and 
n(A) = 2 (i - lpi (2.6) 
ia 
n@‘) = c (;) . 
ial 
(2.7) 
Given a partition A = (A,, . . . , A,) of length Gn, the Schur functions sh are 
defined by 
Q(Zi, . . . 7 -4 = 
det(z~+n-i)),~i,i~n 
det(zr-i)i,, +,, . 
(2.8) 
The determinant in the numerator of (2.8) is divisible in Z[z,, . . . , zn] by each of 
the differences (zi - Zj), 1 c i <i s it, and hence by their product, which is the 
Vandermonde determinant 
n (z; - 2,) = det(z~-‘)i,i,~~n. (2.9) 
lsicjsn 
Thus, the quotient in (2.8) is a symmetric polynomial in z,, . . . , z, with 
coefficients in z. For example, s(,) = h, and so.) = e,, are the nth homogeneous 
and elementary symmetric functions of zr, . . . , z,. 
Schur functions (also denoted S-functions) were first considered by Jacobi [70] 
just as in (2.8). Their relevance to the representation theory of the symmetric 
groups and the general linear groups was discovered much later by Schur [107]. 
The name S-function (or Schur function) is due to Littlewood and Richardson 
[81]. A modern treatment of S-functions, including the combinatorial definition, 
can be found in [64, 85, 105, 108, 1111. 
In Section 4 we need an extension of Schur functions to two sets of variables x 
and y, where 
X = {X,, . . . )X,} and y = {Y,, . . . , y,>. (2.10) 
That is, we consider 
si,(x - Y) = det(hn,-i+& - Y))rsi,j<kp (2.11) 
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where k 3 I(A) and h,(x - y) is determined by the generating function identity 
z0 t%(x -Y) = ln (I- &)/fi (1 - hi). (2.12) 
Note that h,(x - y) = 0 if r < 0. 
We say that h,(x - y) is the rth homogeneous symmetric function of the symbol 
(x - y). Furthermore, if a = ((u,, . . . , (Y,J is any k-tuple of integers, then the 
complete homogeneous symmetric function h,(x - y) is defined by 
h,(x -Y) = fi &(x -Y). (2.13) 
i=l 
Ifz=m,+.. . + m,, with mi monomials, then 
~~(2) = sh(ml + . . . + m,) = sA(xlr . . . , x,)I,,_,. (2.14) 
On the other hand, sA(-(2)) = sA(-z) is defined symbolically by 
sn(-(z)) =sA(-(ml + * * . + m,)) = (-l)“‘~~,(z). (2.15) 
Note that sA(-(ml + * . . + m,)) is not equal to sA(xl, . . . , x,)[,,=,~. This situation 
is consistent with the m = 0 and n = 0 cases of (2.12). 
The alternate definition of sA(x - y) in terms of skew Schur functions, Schur 
functions, and Littlewood-Richardson rule coefficients is given in [85, p. 39-42 
and Remark (3.10) on p. 261. 
The relation in (2.11) is known as the Jacobi-Trudi identity and can be found 
in various forms in [85]. 
Our analysis in Section 4 requires the formulation of (2.11) in terms of the 
raising operators initiated by Young [12], and recently more precisely defined and 
developed by Garsia and Remmel [53-551, Macdonald [85], and Thomas [116]. 
We follow Garsia and Remmel’s [54] definition of the action of the raising 
operator 
(lmRjk)] (2.16) 
on sh(x - y) and hh(x - y) so as to make the Jacobi-Trudi identity and its 
inversion valid in the form 
and 
%(X-Y) = {lGjcsn (l -Rjk))hA(x -Y)j (2.17) 
hn(X - y) = { lGjG,, (1 - Rjk)}pls~(x -J’)j (2.18) 
where I(A) c n. 
For each pair of integers j, k such that 1 s j < k c n define Rjk : Z”* Z” by 
Rjk(al, . . . , U,) = (a,, . . . , Uj + 1, . . . , ak - 1, . . . , U,). (2.19) 
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If 3, = (Ui, . . . ) a,) is a partition, then Rjk raises one square from the kth to the 
jth row of the Ferrers diagram of A. Any product 
(2.20) 
with pjk nonnegative integers, is called a compound raising operator. The order of 
the terms in the product is immaterial, since they commute with each other. 
Now, if 0 is any finite signed sum of monomials and h*(0) is a complete 
homogeneous symmetric function, then we define Rhn(8) by means of the 
following. 
Definition 2.21. 
RMfJ) = ha(fO, (2.22) 
where, for RI., we apply all factors of R and ignore intermediate results. 
Note that hRI(0) is 0 if any entry of RA. is ~0. 
Next, for ~~(0) a Schur function of shape p, with Z(p) sn, we determine s,,(8) 
as follows. 
Definition 2.23. 
Rs,(8) =sRP(o) = (k or O)s,(e), (2.24) 
where the ), and (‘t or 0) are uniquely determined by the following algorithm: 
Step 1: Augment ,B by the ‘staircase’ partition 6 = (n - 1, n - 2, . . . , 1, 0) to 
obtain 
fi = (Pi + n - 1, . . . ) p; + n -i, . . . ) pn) = (p) + 6. (2.25) 
Step 2: Apply all factors of R to ji, while ignoring intermediate results, to get 
Rji. (2.26) 
Step 3: If any part of RF is ~0, or if RP has at least two equal parts, then the 
answer in (2.24) is 0. On the other hand, if the parts of RF are distinct 
nonnegative integers, let the permutation o sort them in descreasing order. That 
is, replace Rji by 
FIJ = ( ,jio(i)r ). 
Step 4: Reduce ji, by 6. 
A=( ,Ai, )=(, 
(2.27) 
That is, let A. = &, - 6, where 
i&(i) - (n - i), ). (2.28) 
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If any entry in A is <O, the answer in (2.24) is 0. Otherwise, the answer in 
(2.24) is 
a(+*(% (2.29) 
where ~((7) is the sign of o. 
As mentioned in Section 1, R acts differently on hn( 13) and ~~(0). 
Given A, p I- n there are at most a finite number of compound raising operators 
R such that Ry = A. Thus, (2.18) is plausible. 
On numerous occasions we will need the explicit formulas for the specialized 
Schur functions 
%(I, 4, . . . > q”-‘) and ~~(1, q, q2, . . .) (2.30) 
which appear in [80, 8.5, 1111. Consider the Ferrers diagram of A in which the 
rows and columns are arranged as in a matrix, with the ith row consisting of Izj 
cells. For a given cell x = (i, j) E A, we define the hook length h(x) and content 
c(x) as follows: 
h(n) = h(i, j) = (& - i) + (;lj -j) + 1, (2.31) 
where A’ is the partition conjugate to A, and 
c(x)=j-i. (2.32) 
Note that h(x) is the number of cells to the right, on, or below the cell in the (i, j) 
position, and c(x) measures how far the cell (i, j) is from the main diagonal. 
The hook polynomial Z&(q) is given by 
Given (2.6) and (2.31)-(2.33) we have 
1-q n +c(x) SA(l, q, . . . , qn-l) = q”@). n 
XEA 1 - qhCx) ’ 
(2.34) 
and 
SA(l, q, q2, . . .) = q@). H,(q)-‘. (2.35) 
The analysis of Section 6 utilizes the q-analog of the number of standard Young 
tableaux of shape A given by 
d*(q) = qn@‘) . (4),*, . ml-‘. (2.36) 
Observe that if A t m, then 
lim d*(q) =fA = 
m! 
q-1 rIxdW) . 
(2.37) 
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Moreover, it is remarked in [59] that d,(q) is the degree of the distinct irreducible 
representation (corresponding to A) of GLIA,(Fq) where q is a prime power, 
occurring as components of the representation of GL,,,(f,) induced from the 
trivial character of the uppertriangular subgroup. 
Our proof of Theorem 1.36 in Section 5 and related results depend upon the 
Cauchy identity for Schur functions and its dual. That is, if (x) and (y) denote the 
sets of variables 
(x) = {x1, x2, . . .> and (Y) = {Y,, y2, . . .I, (2.38) 
we utilize 
(2.39) 
and 
summed 
F s*(xb*'(Y) = ,Il, t1 + xiYj>, (2.40) 
over all partitions A. See pages 32-35 of [85] for a discussion of (2.39), 
and its dual (2.40). Now, in Example 2 on pages 36-37 of [85] the identities 
(2.39)-(2.40) lead to 
and 
c q”(A’) -SA(X) = n (1 + Xjq’-‘). 
A f&(q) i,jal 
(2.41) 
(2.42) 
Just set 
Yi= z 1 
j-l for l<isn, (2.43) 
for i > II, (2.44) 
then let n-m, and appeal to (2.35). 
If the set of variables (x) consists of just {xi}, then (2.41) and (2.42) reduce to 
the classical identities of Euler in Equations (2.2.5) and (2.2.6) on page 19 of [3]. 
The identities (2.41) and (2.42) and the special cases of Euler’s identity on page 
19 of [3] are crucial to Section 5. 
The q-difference equations in Section 3 and their solution in Section 4 all rely 
upon the following. 
Theorem 2.45. Let (z) and y denote the sets of variables 
(z) = {z,, . . . ,z,> ad (Y) = (vl, . . , ml- 
In addition, assume that h,(z - y) is defined by the m = n case of (2.12). We then 
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have 
(2.46) 
(2.47) 
Proof. By a standard partial fraction expansion from pages SO-85 of [102] and 
some elementary algebra it follows that 
n rI l-tYr_Yl-Y, 
I=, 1 - tz[ 
+c n (1 - YplZp) fi 1 - y;lz, 
z, . . . z, p=l (l - fzp) ;=l,ifp 1 - Zi/Zp 
(2.48) 
Equation (2.48) is the xi = (y,/z,) and yj = zi case of equation (7.13) on page 123 
of [96]. 
Now, if we apply 
(1 - fZJ’ = r$” (z,)Y (2.49) 
to obtain (2.48), interchange summation, and recall (2.12), we obtain 
so h,(z - r)f = E fi$ (2SOa) 
Yl . * * Y” = 
Zl * * . z, 
+ c i: (zp)‘(l - YPlZP) ji+, : I ;;; f’ 
r=Op=l ’ P 
(2SOb) 
Equating coefficients of t’ in (2.49) immediately yields (2.46)-(2.47). 0 
If we make the substitutions 
xi = yi/zi and y, = zi 
in (2.46) and then simplify, we find that 
(2.51) 
l-X&.. .x,= i: (l-x,). 
p=l 
i=fi+, (ye) ’ 
Yp Yi 
(2.52) 
where the {y,} are distinct. 
Equation (2.52) is of independent interest. It is responsible for the q-difference 
equations in [91] which support the analytical results in [92-981 and is also central 
to the work in [57, 591. Direct, elementary proofs of (2.52) appear in [91] and 
Section 8 of [96]. 
The yi = 0 case of (2.48) is an important summation theorem utilized by Louck 
and Biedenharn [82-831 which appears frequently in dealing with the explicit 
matrix elements which arise in the unitary groups. This result is also a special case 
of an elegant identity in [58] involving Schur functions. 
Equations (2.46)-(2.47) are special cases of general interpolation formulas and 
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related results in Volume I (pages 40-53, 58, 429-586, 470-471, 645-646) of 
Sylvester’s collected works [115]. For a recent treatment of some of this material, 
see Lascoux and Schiitzenberger [75-761. 
3. Proof of Theorem 1.27 
Keeping in mind Definitions 1.23 and 1.25, it is not hard to see that Theorem 
1.27 is equivalent to the next theorem. 
Theorem 3.1. Let n 2 1 and m 2 0. Then 
[@)(a; q; zl, . . . , 4 (3.2a) 
zpzl (-I)(“-‘)(aq)(l - qm)-l(z,)-lq(m-l)(l+~~,~) 
x (z~)” . i_fi+p (G - zp)-l[Gl!il’LI(a; q; ,ziqs*, ), 
(3.2b) 
(3.2~) 
where 6, is 1, if i =p, and 0 otherwise. 
Proof. Substituting (1.24) into (3.2~) transforms (3.2b-c) into 
{(-l)(“-l)“(aq)“(zI - - * z,)-(m-l)(~,)-m(l - q”)-‘} 
xi: c 
p=l Y<SO 
[ (,,H_ (1 - (zJz&Iy’-Wl - (zJz,))) 
(y,+-..+y.)=m-l r.szp 
(3.3a) 
( 
p--l 
x n (1 - (zi/zp)q(y~-(l+y~)) )/(l 
i=l 
- (zJzp))) 
x ii Cl- (z,lzJq ( i=p+l (l+yP’-y’)/(l - (Zp/Zi)))] 
x (d(yp+l) - 
[ 
ii (4)Y, * ( ii 
r=l,r#p r.s=l,r,s#p 
(wr/z,)y,) 
p--l 
x n ((ss~~p)y,(~~p~~~)cl+Y~~) 
r=l 
x rze+l ((~~~~~p)Y,(~~p~~~)~l+,, )I-’ (3.3b) 
x q[(n+2Y3+...+(n-l)Y”)+(P-l)l . q(n+l)[(Y:)+...+(T)+Y~l 
x (i=g+p (zi)(n+l)yj * (Zp)(n+l)(l+yP)(q . . f z,)-1 
: 
(3.3c) 
(3.3d) 
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Just as in Section 3 of [91], by grouping together all terms in (3.3) such that 
(Yi, . . .,y,+l,..., y,,) is the same n-tuple as (wl, . . . , IV,,, . . . , w,) for some 
p, it is not difficult to see that (3.3) can be rewritten as the double sum 
(1 - q”)-‘{(-l)(“-l)m(uq)“(zl . . * 2 n )-“(2 ” )-“} (3.4a) 
X ,,+..x_ 
n 
=m (,;.lI_ (1 - W~s>s”-“>~(1 - wz,))) 
w,=o 
X ( ii (Yzr/zshu,)-’ 
r,s=l 
(3.4b) 
(3.4c) x4 
w2+2w3+...+(n--l)w, . q(n+lM”:)+~..+(~)l 
( 
x (3.4d) 
It is immediate that the sum in (3.4d) is the 
Xi = qw’ and yi = zi, for lCi<n, 
case of (2.52). Hence, the sum in (3.4d) equals 
1-q 
(WI+...+%) = (1 _ q”), 
(3.5) 
(3.6) 
and the proof of Theorem 3.1 is complete. 0 
Remark 3.7. The pth coefficient in (3.2b-c) is the ratio 
yi = m . 6, term in [G]z)(a; q; z,, . . . , z,) 
y, = (m - 1) * 6, term in [G]$L1(a; q; ,ziqstp, ) ’ (3-g) 
This ratio provides an elegant motivation for the q-difference equation in (3.2). 
Remark 3.9. Here, we give a brief description of how Theorem 3.1 is a special, 
limiting case of the q-difference equation in Theorem 1.27 of [92]. We first set the 
power series variables zi equal to 1 and then take 
j=k=n; (3.10a) 
A, = (2,/z,) for lsr<s<n; (3.10b) 
b,s = (qz,/z,) for 16 r, s c n; and (3.1Oc) 
KS = (zrlrs) for 1s r, s C Iz. (3.10d) 
In addition, we also need 
F,(Y~, . . . 3 yn; > ars, ; A,+,, ) (3.11a) 
(3.11b) 
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&(Yi> . . .,yn)=-%(Yl J...? Yn)+h-UY;. (3.12) 
i=l 
and 
Equation (2.1) of [92] implies that the relations in (1.31)-(1.32) of [92] are also 
satisfied. After a lengthy elementary simplification it now follows that taking the 
limit 
yi+=O, for 1=5i 
in the (3.10)-(3.12) case 
paper. 
Sn, (3.13) 
of Theorem 1.27 of [92] yields Theorem 3.1 of this 
4. q-Difference equations and raising operators 
In this section we prove Theorem 1.34 by utilizing techniques from Chapter III 
of [85] to solve a much more general q-difference equation than (1.28). Our 
approach, which we described in Section 1, is similar to the analysis of the 
Hall-Littlewood symmetric polynomials Q,(z; q) on pages 106-108 of [85]. 
Before formulating our general q-difference equations, we need some notation. 
Given a function f(z) -f(z,, . . . , z,), we let 
f’“‘(z) =f(z,, . . . ) qzp, . , . ) z,) (4.-l) 
denote the operation of replacing z,, by (qz,). 
For convenience, we let up be the expression 
up = (1 - (Y&P)) J+, E 7 for lspan. (4.2) 
1 
Finally, we write 
A= (AZ, A,, . . .) (4.3) 
to denote the partition obtained by deleting the largest part of A = 
(A,, A,, &, . . .>. 
Keeping in mind (4.1)-(4.3) we study the functions 
H~(z;y;q)=H~(z*,... ,z,;Yl,...,Yn;q) 
determined by the q-difference equations in the following definition. 
(4.4) 
Definition 4.5. If A = 0 is the empty partition then 
&(z; y; 4) = 1. (4.6) 
Otherwise, H,(z; y; q) is defined inductively by 
(4.7) 
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It is immediate that (1.28) is the A = (1”) and yi = 0 case of (4.7). Similarly, 
(1.29) is a direct consequence of the following theorem. 
Theorem 4.8. Let H,(z; y; q) be given by Definition 4.5, hA(.z - y) be the m = n 
and x = (2) and y = (y) case of (2.12)-(2.13), and R denote the compound raising 
operators in Definitions 2.21 and 2.23. We then have 
H,(r;y;q)=( n (l-Rjk)I(l-qRjk)}h,(z-y) (4.9a) 
l<j<ksn 
= 1 ,Isn Cl- 4Rjk)-‘SA(Z - Y)*
6 
(4.9b) 
Theorem 4.8 is a consequence of an induction argument based upon Definition 
4.5, the associativity properties of raising operators in the appendix, and the 
following Lemma. 
Lemma 4.10. Given the same assumptions on hA(z - y) and R as in Theorem 4.8, 
we have 
i (z,)“’ . up . hy’(z - y) 
p=l 
(4.11a) 
Proof. We start by establishing the formula 
hlP1(z - y) = r 
where E” is defined by 
E”h,(z - y) = h,_,(z - y). 
By Equation (2.12) we have 
=a. 2 h,(z - y)y’. 
1 -qyzp r=O 
Next, expand (1 - yz,)l(l - qyz,) as the series 
(1 - yzJ(l - qyz,) = 2 4n(zp)“Y. 
m=O 
(4.11b) 
(4.12a) 
(4.12b) 
(4.13a) 
(4.13b) 
(4.14) 
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Substituting (4.14) into (4.13b), multiplying power series, recalling that h,_,(z - 
y) = 0 if r < m, and using the shift operators in (4.12b), leads to 
(4.15a) 
(4.15b) 
Comparing coefficients of yr in (4.15) yields (4.12). 
By (2.13) and the fact that Ej is defined by 
Ej(ha(z - Y)) E h(a, ,,__, a,-1 ,_._, a,)@ - Y)P (4.16) 
we have 
hjlP’(z - Y) = {,D* ;_-;;p-j}h”(’ - Y). 
We now apply (4.17) to (4.11a) to obtain (4.11b). 
By taking a product of standard power series expansions we have 
I-I 
n l-Z,Ej _ 
j=zl-qzpEj- 
(4.17) 
(4.18) 
Substituting (4.17)-(4.18) into (4.11a) and interchanging summation gives 
,,-F; , - k<n (dj’dj3 
. . . dim) kgj2 (&Y’e . hi(Z - y) i (zp)(~l+(j2+...+jn)) . up 
p=l 
(4.19) 
Utilizing (2.47) to sum the innermost multiple sum in (4.19) and then applying 
(2.13) and (4.16), we find that (4.19) simplifies to 
O,<~~~~~ (dj2dj3 . ’ * dj”)h(ll+(j2+-..+j.),~~-j~....,~”-j”~(z - Y). 
(4.20) 
By the definition of the compound raising operators in Definition 2.21 we rewrite 
(4.20) as 
O<jk<z<*<n (djldjz . . _ , - - 
. dj”) $* (RlkP. ~A(Z - Y), 
which, by (4.18), is equal to (4.11b). 0 
(4.21) 
Proof of Theorem 4.8. It is clear from the Jacobi-Trudi identity in (2.17) and the 
associativity properties of raising operators that (4.9b) is an immediate conse- 
quence of (4.9a). 
We prove (4.9a) by induction on the number of parts of A. Definition 2.21, any 
nontrivial compound raising operator, such as (2.20), applied to h*,(z - y) must 
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be 0. Thus, when A = (A,), the relation (4.9a) reduces to 
H,,(z; y; s> = h*,(z - Yh (4.22) 
which follows independently from (2.47) and Definition 4.5. 
Next, assuming that (4.9a) holds for Hi(z; y; q), it follows from (4.7) that 
H,(z; Yi 4) = 2_.jFkGn gfg. ,k p$l (ZJ” * up . #‘(z - Y). (4.23) 
Lemma 4.10 and the associativity properties of raising operators, applied to 
(4.23) lead to 
which is just (4.9a) for H,(z; y; q), and the proof of Theorem 4.8 is complete. 
0 
Remark 4.25. The relations in (1.29) and (1.31) are the A = (1”) and yi = 0 cases 
of (4.9a) and (4.9b). 
In order to prove Theorem 1.34 we first study the connection coefficient matrix 
K(q) between Schur functions SJZ) and Hall-Littlewood polynomials P,(z; q). 
The matrix K(q) is strictly upper unitriangular with rows and columns indexed by 
partitions in reverse lexicographic order, so that (n) comes first and (1”) last. The 
entries of K(q) are polynomials in q. We have 
h(Z) = c K,(q)cL(z; 4). 
Pw. 
(4.26) 
It turns out that K(0) is the identity matrix and K(1) = K is the Kostka 
connection coefficient matrix between Schur functions and monomial symmetric 
functions. Many additional properties of K(q) can be found in Chapter III of 
[851. 
By Example 4 on page 130 of [85] and Definition 2.23 it follows that any 
nontrivial compound raising operator such as (2.20) acts the same way on s*(z), 
sn(z - y), and &(z; q). Thus, by (1.32), K(q)’ is also the matrix of the operator 
( ,sjgsn (1 - qRjk)-l) applied to sdz - Yh (4.27) 
where K(q)’ is the transpose of K(q). That is, &(q) is the coefficient of 
sP(z - y) in 
[ lsjGsfi (I- qRjk)-‘)s*(z - Y)- (4.28) 
Combining (4.28) with Theorem 4.8 immediately gives the following. 
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Theorem 4.29. Let H,(z; y; q) be given by Definition 4.5, sr(z - y) be the m = n 
and x = (z) and y = (y) case of the Schur functions in (2.11) or (2.17), and 
(K,,(q)) be the q-Kostka matrix determined by (4.26). We then have 
HAz; Y; q) = ,FA, K,,(q) . sp(z - Y) (4.30a) 
= ,,A=,*, 
GA(q) . sp(z - Y), (4.30b) 
where u 3 A denotes the dominance of the partial sums of the parts of u over those 
of A. The matrix entries K,,(q) are polynomials in q. 
Recalling the identity in (1.33), it is clear from Theorem 4.29 that we have the 
following. 
Theorem 4.31. Take all the assumptions from Theorem 4.29, with A = (1”). We 
then have 
Hclm)(z; Y; 4) = 2 qnCP’) * (Sk * H,(q)-’ * sP,(z - Y). 
IJbm 
(4.32) 
Remark 4.33. Theorem 1.34 is now the yj = 0 case of Theorem 4.31. 
For future reference we write down the yi = 0 case of Theorem 4.29 as follows. 
Theorem 4.34. Take all the assumptions from Theorem 4.29, with yi = 0 for 
1 G i G n. We then have 
Hdz; 0; q) = c K,,(q) . sp(z) (4.35a) 
(4.35b) 
The functions H,(z; y; q) given by Definition 4.5 interpolate between Schur 
function sA(z - y) and complete homogeneous symmetric function hA(z - y). This 
is immediate from Theorem 4.8 since 
HA@; Y; 0) = ~(2 - Y), 
and 
Wz; Y; 1) = k(r - Y). 
Setting yj = 0 gives 
Hn(z; 0; 0) = G(Z), 
and 
H&z; 0; 1) = hn(z). 
(4.36a) 
(4.36b) 
(4.37a) 
(4.37b) 
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This situation is exactly analogous to that of the classical Hall-Littlewood 
polynomials [85] P,(z; q) in which we have 
P,(z; 0) = Q(Z), (4.38a) 
and 
fi(z; 1) = m*(z), (4.38b) 
where m*(z) are the monomial symmetric functions. 
The classical involution 
fB:A-,A (4.39) 
where 
c#,) = e,X, (4.40a) 
w(e*) = hi, (4.40b) 
W(G) = SA,, (4.4Oc) 
combined with Theorem 4.29, enables us to interpolate between Schur functions 
sA(z - Y) and complete elementary symmetric functions eA(z - Y). That is, we 
consider 
G(z; Y; 4) = NA(z; Y; 4)) = P;A, &n(q) * +(z - Y) 
= .**;,_,*, G(q) . SN(Z - Y). 
It is not hard to see that 
E*(z; y; 0) = s*,(z - Y>, 
and 
Q(z; Y; 1) = ek(z - Y). 
We also have 
E,(z; 0; 0) = s*,(z), 
and 
E,(z; 0; 1) = +(z). 
If we let J = (J,,) denote the transposition matrix 
ifA’=p, 
otherwise ’ 
(4.41a) 
(4.41b) 
(4.42a) 
(4.42b) 
(4.43a) 
(4.43b) 
(4.44) 
and K(q) the q-Kostka matrix in (4.26), then we can express (4.30a) and (4.41a) 
more compactly as 
and 
H*(z; y; 4) = K(q)‘s,(z - Y), (4.45a) 
&(z; y; 4) = K(q)‘Js*(z - Y). (4.45b) 
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The matrix identities in (4.45) extend the table of connection coefficient matrix 
relations on page 128 of [85]. 
We next put together a common generalization of P’(z; t) and H,(z; 0; q). 
Starting with the relation 
Qdz; 4 = hW&; O> (4.46) 
where 
h(t) = n #%n,(A)(~)~ 
is1 
(4.47) 
with mi(A) equal to the number of times i occurs as a part of A, and 
&(f) = (1 - t)(l - ?) . . . (1 - t’), (4.48) 
it follows that the standard difference equation for QA(z; t) in equation (2.14) on 
page 107 of [85] can be written as 
4(-T t) = pgl (zJ”‘{ 1 _‘,*:(A) g E} * W(z; t)7 (4.49) 
I 
where 
f(%, . . . ) zn) =f(z,, . . . 9 G&=“7 (4.50) 
and i is defined in (4.3). 
Now, since A, is the largest part of A, it is clear that mA,(A) 2 1 and that 
lim 
l-t 1 
r-1 1 - tm”l(“) =a * 
(4.51) 
Thus, taking the limit t+ 1 in (4.49) gives the difference equation for the 
complete monomial symmetric functions 
m*(z) = p$l (ZPP * L * 
m&) 
my(z). (4.52) 
Setting t = 0 in (4.49) gives a difference equation for Schur functions 
SJ_(Z) = p$l (Zp)(A1+n-l) * lFp (Zp - Zi)-lSp)(Z). (4.53) 
Keeping in mind (4.7) and (4.49), it is not hard to see that a common 
generalization of P’(z; t) and H,(z; 0; q) is determined by the following. 
Definition 4.54. If A = 0 is the empty partition then 
F,(z; c; q) = 1. 
Otherwise, F,(z; t; q) is defined inductively by 
(4.55) 
F,(z;t;q)= 2 (zp)“‘.l~t;~~~*~. fi zp-czi 
p=l i=l,i#p zp - zi 
(4.56a) 
(4.56b) 
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It is immediate that 
F,(z; t; 0) = P,(z; t), (457a) 
and 
F,(z; 0; 4) = K(z; 0; 4). (4.57b) 
In exactly the same way that we proved Theorem 4.8, we are led to the 
following. 
Theorem 4.58. Let F,(z; t; q) be given by Definition 4.54, qA(z; t) be the m = n 
case of hA(z - y) in which yi = tz,, for 1 G i c n, and R denote the compound 
raising operators in Definition 2.21. We then have 
(4.59) 
The qA(z; t) in Theorem 4.58 is identical to the qA(x; t) on pages 106-108 of 
P51. 
It is not hard to see from (4.56) and (2.47) that 
F,(z; t; 1) = b,(t)-’ . qh(z; t). 
Since b,(O) = 1, it is immediate that 
F,(z; 0; 1) = qn(z; 0) = h*(z). 
From (4.51) and (4.56) it follows that 
(4.60) 
(4.61) 
fi(Z; 1; 1) =Ph(Z) .(n mi(~)!}-l, 
i==l 
(4.62) 
where pi(z) is the complete power sum symmetric function. 
Equations (4.37), (4.38), (4.57), and (4.60)-(4.62) show that F,(z; t; q) 
interpolates between a large number of classical symmetric functions. 
Finally, Equation (2.15) on page 107 of [85] stated that 
Qdz; 4 = [ l,jg,, s}q&; t). 
Substituting (4.63) into (4.59) leads to 
(4.63) 
(4.64) 
where the compound raising operators R act on Qn(z; t) as described in Example 
2 on page 109 of [85]. 
The two parameter extension of Hall-Littlewood polynomials in Definition 
4.54 and Theorem 4.58 is different than the recent extension of Macdonald [87]. 
The H,(z; y; q) are related to the work in [87] by means of the following 
theorem. 
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Theorem 4.65. Let H,(z; y; q) be given by Definition 4.5 and E,(z; y; q) by 
Equation (4.41). Zf 6.1 is the involution in (4.39)-(4.403, and P,(z; q, t) is 
Macdonald’s new symmetric function from [87; Section 21 given by equation (1.3) 
of the appendix of Garsia [123], then we have 
P,(z; q, 0) = ~(HA@; 0; q)j (4.66a) 
= o(H,,(z; qj) (4.66b) 
= E*,(z; 0; q). (4.66~) 
Thus, HA(z; q) and E,(z; q) are extremely natural q-analogs of complete homoge- 
neous and complete elementary symmetric functions. 
It follows from Theorem 4.65 and Section 3 of [87] that H,(z; q) and the 
Hall-Littlewood polynomials P,(z; q) are dual bases. 
We conclude this section with a discussion of the column-strict plane partition 
implications of Theorem 1.34. 
Combining Definitions 1.23 and 1.25 with Theorem 1.34 immediately gives the 
fact that the multiple sum in (2.4) equals 
miio (UC?)” * Cl”‘. (&x1 *k-” zrn q’+‘) * (q),,z . H,,(q)-’ . ~~(2). (4.67) 
By the homogeneity and symmetry of sP(z), it is clear that (4.67) can be written 
as 
h.tgca (aq)‘“’ * q”:‘) . qn(*‘) 1 H,(q)-’ . sA (1, ‘, : , . . . , y) . (4.68) 
” n n 
Setting w, = Zi/Zn and then letting n -+ 00 in (4.68) yields the I/, RR unspecial- 
ized sum side in 
7 (aq)lA’ * q”:” . qnCA’) * HA(q)-l . ~~(1, w,, w,, . . .). (4.69) 
By taking w, = w~+~ = *. . = 0 in (4.69), we obtain the w, = zi/z,, case of (4.68). 
We recover the classical RR sum side in (1.5) by computing the term independent 
of {w,, wz,. . .} in (4.69), or simply by taking w1 = w, = . . . = 0. 
It is well known [ill-1121 that the generating function for all column-strict 
plane partitions of shape A’ with strictly positive parts, is given by 
F I’(q) = 4 
‘A”+n(A’) . HA,(q)-’ (4.70a) 
= 4 
tnl+n(A’) . HA(q)-‘, (4.70b) 
since H,(q) = HA(q). 
Substituting (4.70) into (4.69) gives 
7 a’*’ - q”:” . F,(q) . ~~(1, wi, w,, . . .). (4.71) 
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Each term corresponding to A in the a = 1 (first U, RR identity) case of (4.71) 
generates a collection of ordered pairs 
Jr = (Jdl, 01) (4.72) 
of combinatorial objects, where .~dr is a certain type of column-strict plane 
partition of shape A’ and o1 is a monomial in { 1, wl, w,, . . . } from the Schur 
function ~(1, wr, w,, . . .). The x1 satisfy two additional conditions: 
the entries in each column differ by at least two, (4.73a) 
the entries in a given column are all > the number of cells in 
all columns to the right. (4.73b) 
On the other hand, setting a = q (second U, RR identity) in (4.71) leads to 
exactly the same combinatorial interpretation as in (4.72)-(4.73), except that 
(4.73b) is replaced by 
the entries in a given column are all > 1 plus the number of 
cells in all columns to the right. (4.74) 
Equation (4.71) and the Cauchy identities in (2.39) and (2.40) strongly suggest 
that we study the general sums 
and 
(4.75a) 
(4.75b) 
The formulas in (4.67)-(4.68) enable us to give another natural specialization 
of the multiple sum in (2.4) in which 
a = qn-1, (4.76a) 
zi = qi, for l<iGn. (4.76b) 
In fact, by multiplying both sides of (2.2)-(2.4) by a Vandermonde determinant 
in {zl, . . . , z,} and simplifying, it is not difficult to show that the (4.76) case of 
(2.3)-(2.4) becomes 
(4): * c q 
(l:+..-+l!)+a*(~,,...,I,) 
H,(q) 
* Si(l, q, . . . , qn-1). (4.77) 
I.[(A)Wl 
The n = 1 case of the sum in (4.7)) is the sum in (1.5). A similar specialization 
of (2.4) extends the sum in (1.6). The combinatorial and analytic properties of 
(4.77), as well as the (4.76) case of (2.2) should be studied further. 
The generalized binomial coefficients and binomial theorem in Example 5 on 
page 19, Examples l-5 on pages 28 and 29, and Example 1 on page 36 of [85] 
should apply to Sections 4, 6, and 7 of this paper. 
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5. Proof of Theorem 1.9 
We begin by proving Theorem 1.36. 
Proof of Theorem 1.36. Set x,,+i = x,+~ = - . - = 0 in (2.42), and then replace xi 
by t_xj to obtain 
Clearly, we have 
(5-l) 
Specializing q I+ q” and Xi ++ q’-’ in (5.2) yields 
(5.3a) 
(5.3b) 
q’“’ 
=- 
(q)m ’
(5.3c) 
by the special case of the q-binomial theorem in equation (2.2.6) on page 19 of 
[3]. Equating (5.3a) and (5.3~) completes the proof of Theorem 1.36. 0 
The same analysis applied to (2.41), concluding with equation (2.2.5) on page 
19 of [3] leads to the following. 
Theorem 5.4. Let n 2 1 and m > 0. Then 
*km;*)so {(q”)“‘*’ * K(q”)-‘l . a 47 . . . * q”-l) (5.5a) 
1 
=- 
(q)m *
(5.5b) 
In order to prove Theorem 1.9 we first express the multiple sum in (l.lOa) in 
terms of [G]k)(a; q; z). To this end we need the relations 
J-I_ (q”“, - qS-r+nm’)) (5.6a) 
= ,J_ (1 - q’_” . q”‘“r-y/(l- qr-.)) (5.6b) 
x (( ,,rI<, (1 - qs-7) * (ii qn-y}P 
i=2 
(5.6~) 
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(I7 (Y)i-1+J 
i=l 
(5.7a) 
and 
(fJ (YL-’ = (cl (P-? Y”,,)‘. 
(5.7b) 
(5.8a) 
(5.8b) 
(5.9) 
Substituting the relations (5.6)-(5.9) into (l.lOa), and simplifying, it follows 
that (l.lOa) is equal to 
[Gl’“‘(l; 4”; 1, q m , . . . > qn-1). (5.10) 
The proof of Theorem 1.9 is complete once we show that (5.10) equals (1. lob). 
This is an immediate consequence of (1.24), (1.26), and Theorems 1.34 and 
1.36. 0 
Given Theorems 1.19 and 1.21, it is reasonable to study the very well-poised 
multiple sum in (2.2) subject to the specializations (1.11) and (1.12). As a first 
step, consider G,(l, q) and H,(q, q) given by Definition 1.13. 
Based upon substantial computational evidence, as well as the known classical 
(n = 1) case, we conjecture that each term in G,(l, q) is a polynomial of the form 
(-1)MqR n (1+ qk + q2k + * * . + qNk), (5.11) 
k.NcR 
for suitable M, R, k, N, 52 depending on (y,, . . . , y,). 
The polynomial in (5.11) is a reciprocal polynomial whose coefficients are all of 
the same sign since it is the product of such polynomials. Recall that a polynomial 
p(q) = a0 + a1q + * * * + anqn (5.12) 
is reciprocal if and only if either 
U; = U,_i, for 0 s i s n, (5.13a) 
or 
4”P(4P) =p(4). (5.13b) 
It follows from (5.13b) that the product of reciprocal polynomials is also 
reciprocal. 
We also conjecture that the ‘diagonal sums’ over (yl + . . . + yn) = m, m > 0 of 
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the multiple q-series G,(l, q) are polynomials of degree 
m[n(n + 4)m + n]/2. (5.14) 
Results similar to those for G,(l, q) should also hold for H,(q, q). A lot more 
work needs to be done on the combinatorics of G,(l, q) and H,(q, q). Such a 
study may well involve the symmetric functions P,(z; q, t) and oP~.(z; q, t). We 
hope to return to this topic in a future publication. 
By uniqueness of power in X, it is not hard to see that Theorem 1.9 and 
Theorem 1.15 are equivalent. 
Utilizing Theorem 1.15 and elementary series manipulations provides a direct 
proof of the following. 
Theorem 5.15. Let n 3 1 and 0 < [ql< 1. Assume that G,,(x, q) is determined by 
Definition 1.13. We then have 
GJxt q) 
l-xq 
- G,(xq, q) = xq(xq*), . GW+‘, 41, (5.16a) 
and 
G,(O, q) = 1. (5.16b) 
Dividing both sides of (5.16a) by G,(xq, q) leads to the next corollary. 
Corollary 5.17. Let n 3 1 and 0 < [q[< 1, and define K,,(x) by 
GA 4) 
Kn(x) = (1 - xq)G,(xq, q) ’ 
We then have 
(5.18) 
(5.19) 
Once we understand the product sides of (1.20) and (1.22) we should be able to 
effectively compute 
K(l)-’ = (I- q)G,(qr q)/G,(l> 4). 
In addition, q-Lagrange inversion should be useful in studying (5.19). 
(5.20) 
A direct proof of (5.16a) which starts with the (1.11) case of the multiple sum 
in (2.2) is quite difficult and not yet complete. Even the classical (n = 1) case of 
this approach to (5.16), (5.19), and (5.20) is interesting as it is part of one of the 
early proofs [103,106] of the Rogers-Ramanujan-Schur identities. This classical 
q-difference equation analysis has inspired a substantial amount of recent 
combinatorial work by Andrews in [6-8, 11-16, 18-191. It is plausible that the 
techniques in [6-8, 11-16, 18-19, 103, 1061 will yield new combinatorial and 
analytical insights into the very well-poised multiple sum in (2.2). 
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We conclude this section with an analog of Theorem 1.9, which is a 
consequence of a summation theorem for [W]g’ series from [93]. We consider 
Theorem 1.49 from [93] in which 
A, = z,/z, for lGr<sGn, (5.21a) 
a Ts = aszrlzs for 1 S r, s S it, (5.21b) 
b, = qr,/r, for 1 S r, s S n. (5.21c) 
That is, we start with 
c 
y,+..-+y.=m.y,z=O 
(( 1 G 
s s 
n (1 - wzs)@-y91(l - Wzd)) 
x ( n (asdzJy, rH1 ~qzr/zJy, . q > yz+Zy3+...+(n--l)y, > 
( a,a2 * - * 4Jm = 
(c?Ll . 
Rewrite (5.22) by means of the relations 
(5.22a) 
(5.22b) 
(5.23a) 
n 
= (-1) n(Yl+.~.+Y") . qnl(Y:)+--+(Y;)l . fi (zi)nY'-_(YI+...+Y") (5.23b) 
X (aI a2. . . an)(YI+...+Yn) . ( fI (ql~y~(r,/z,Ya,)yr)  (5.23~) 
r.s=l 
and 
(ai * * - 4Jm = {(-l)“q(T)(aI - * * a,)m} . (ql-“/(a1 - . . a,)),. (5.24) 
Multiplying both sides of (5.22) by (a, . . . an)-*, and then letting a,+ m, for 
1 s s s n, transforms (5.22) into the following result. 
Corollary 5.25. Let n z 1 and m Z= 0. We then have 
c ( I-J 
y,+...+y.=m,y+O lsr<sm 
(1 - (z,/zs)qYr-~)/(l - (z,lr,))) 
(5.26a) 
” 
x4 
fi+2y3+...+(n--l)y" . qIw+~~~+e)l . ,'II, (Zi)w 
= {(_1)‘“~1’” . q’“’ . (zl . . . z,)” . (q)-$}. 
(5.26b) 
(5.26~) 
It is now not hard to see that applying the relations (5.6)-(5.9) to the (l.llb-c) 
case of (5.26) yields the following. 
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Theorem 5.27. Let n 3 1 and m 2 0. We then have 
c 
Y,+...+Y”=m,y,~o 
{ (1 ,n, 
=s G 
n (4”yr - 4s-r+ny9) . (ii (4)i-l+nYj1 
i=l 
( 
n 
x g pmY, 
> 
. q(n2wY:+~~-+Y:) . (-I)@+‘)“} (5.28a) 
= 4 
n(‘;)+m(;)+nm 
- (9”; qnKil. (5.28b) 
Note that (5.26a-b) and (1.24~) differ by only 
ql(y:)+-~+vf)l . g (Zi)Y’, (5.29) 
and that the terms in (l.lOa) are obtained from those in (5.28a) by multiplying by 
the quadratic power of q in 
4 
(y:+~.~+y:)nR . fi q(i--n--n2/2)y,. 
i=l 
(5.30) 
The comparisons (5.29) and (5.30) are consistent since (5.28b) contains the factor 
q’“t’,m , (5.31) 
and (5.26~) had the factor 
(Zi * * * 2,)“. (5.32) 
The IZ = 1 case of (5.30) is just 
Keeping in mind the classical case (passing from Sylvester’s identity to the 
Rogers-Selberg identity), it is not surprising that Theorem 1.9 is much deeper 
than Theorem 5.27. Nonetheless, (5.22), which led to (5.28), is closely related to 
the Macdonald identities for A I” See [93] for this connection. . 
6. q-Analog of an identity of Stanley 
In [112] Stanley performed an algebraic analysis of plane partition generating 
functions to derive the generalization of (1.40) given by the next theorem. 
Theorem 6.1 (Stanley). 
2 WI’ - lJ (2 + c(x)) = zm - 4 
where f” is defined by (2.37) and c(x) is the content of x E I in (2.32). 
(6.2) 
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Stanley used a polynomial argument to deduce (6.2) from its z = n case, which 
in turn was the limit as q-+ 1 of a very complicated q-analog. Rewriting Theorem 
1.36 provides a very simple q-analog of the z = IZ case of (6.2). We have the 
following. 
Theorem 6.3. Let n 3 1 and m 2 0. Then 
c d,,(q) dn(q”) . xvA Cl- q”+“‘“‘) (6.4a) 
Um,l(l)=%n 
= q’F’. (4”; qy,, (6.4b) 
where d,(q) is defined by (2.36) and c(x) is the content of x E A in (2.32). 
Proof. Just substitute (2.34) into (1.37a), multiply both sides by {(q)m(qn; qn),}, 
note that H,(q) = H,,(q), apply the definition of d,(q) in (2.36), and simplify. El 
Recalling (2.37) and the fact that f * = f *‘, it is not difficult to see that taking 
q+ 1 in the n 2 m case of (6.4) yields the z = IZ case of (6.2). 
Since the n 2 m case of (6.4) can be viewed as a polynomial identity in z = q” 
of degree a function of m, we immediately have the more general identity in the 
following. 
Corollary 6.5. Let m > 0 and z be arbitrary. We then have 
Trn d,,(q) h(z) . Xv* (1 - z@(*)) (6.6a) 
= q’“’ * lG (1 -z’), (6.6b) 
where dA(q) is defined by (2.36) and c(x) is the content of x E A in (2.32). 
Setting q = 1 in (6.6), noting that f” = f *, and then taking z = q for notational 
purposes, immediately gives the following. 
Corollary 6.7. Let m 2 0. Then 
rrnl! =(1 _ q)” *Cm _-!iik c f *. d,(q). (6.8) 
In exactly the same way that Theorem 6.3 followed from Theorem 1.36, we 
find that Theorem 5.4 leads to the next result. 
Theorem 6.9. Take the same assumptions as in Theorem 6.3. Then 
c 
Atm,l(rl)~n 
d,,(q) d,Jq”) . xvA (1 - q”+“‘“‘) 
= (4”; an. 
(6.10a) 
(6.10b) 
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The corresponding analog of Corollary 6.5 also holds. 
Taking q + 1 in the 12 3 m case of (6.10) also gives the z = n case of (6.2). 
Following Stanley [ill-1121, we now rewrite (6.4) in terms of the following 
plane partition generating functions: 
F,(q) = 4 
IU+n(J.) . fj(q)-‘, (6.11) 
and 
fi(r, q) = qlAl++) . $1-q 
.+y . &(q)-‘. (6.12) 
Here, F,(q) is the generating function for all column-strict plane partitions of 
shape A and Fh(l, q) accounts for the additional condition that the largest part is 
Cr. 
Recalling HA(q) = HA(q), we find that (6.4) can be written in the following 
form. 
Theorem 6.13. Let n 3 1 and m 2 0. Then 
1 = q’mzf’) . - 
(q)m . 
(6.14a) 
(6.14b) 
We sketch a direct combinatorial proof of (6.14) in Section 7. 
Remark 6.15. The ‘sum side’ of Stanley’s [112, Theorem 4.11 q-analog of the 
z = II case of (6.2) is (6.14a) with the factor 
F,,(q") . q-“” (6.16) 
replaced by 
F,(q). cm. (6.17) 
Stanley also replaces the 
4 
cm;‘) 
in (6.14b) by a highly nontrivial polynomial in q. 
Our proof of Theorem 1.36 in Section 5 and subsequent derivation of Theorem 
6.3 show that the Cauchy identities in (2.39) and (2.40) are the most natural 
setting for the identity in (6.2). This is further illustrated by the combinatorics in 
Section 7. 
7. The dual Knuth correspondence and Theorem 1.36 
In Section 6 we showed that Theorem 1.36 is equivalent to Theorem 6.13. We 
now give a combinatorial formulation of Theorem 6.13. 
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Keeping in mind the generating function Fn(~) in (6.11) it is not difficult to see 
that 
&(q”)q -am (7.1) 
in (6.14a) is the generating function for column-strict plane partitions of the 
conjugate shape A’ Em with in columns whose parts are all nonnegative integer 
multiples of n. The parts may be 0. 
It is well known that (6.14b) is the generating function for all partitions with 
exactly m distinct nonzero parts. 
Recalling the generating function F,(r, q) in (6.12), it now follows that 
Theorem 6.13 is equivalent to the following combinatorial theorem. 
Theorem 7.2. Let n 5 1 and m 3 0. Define the sets PCm) and Rim,“’ as follows: 
P’“‘={A=(A,>A,>..* > A, > 0)) is the set of all partitions 
with exactly m distinct nonzero parts; (7.3) 
Rkm,” = { (IC, a)} is the set of all ordered pairs of column-strict 
plane partitions, with conjugate shapes, subject to the following 
conditions : (7.4a) 
JC is of shape A t-m, with l(A) c n, and parts all in the set 
{I,%. . . , n>; (7.4b) 
o is of conjugate shape A’ I-m, with Sn columns, and all parts 
nonnegative integer multiples of n. (7.4c) 
The weight o(u) of any plane partition u is the sum of the parts of ,u. We then 
have the identity 
c 4 
o(n)+o(o) = c 41% (75) 
(n,+Rhm) kp(m) 
We prove Theorem 7.2 by establishing a weight-preserving bijection 
3 : f’cm)+ Rim,“‘. 
The bijection I$ is the composition of two bijections 
I+V = K*( 0) : P@)+ RLm,“‘, 
with 
0 : pcm)+ Q;*“‘, 
and 
K* : Qkm,“‘, RLm,“‘, 
where QLrn) is the set of two-line arrays 
Pl p2 . . * Pm 
41 q2 **. qm > 
(7.6) 
(7.7) 
(7.8) 
(7.9) 
(7.10a) 
subjects 
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to the conditions 
p1ap2s. * *~pm~O; 
each pi is a nonnegative integral multiple of n; 
lCqiSn, for 1SiCm; 
no more than rr of the pi can be equal; 
if pr = ps and r < s, then qr > qs. 
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(7. lob) 
(7.1Oc) 
(7.10d) 
(7.10e) 
(7.1Of) 
The bijection 8 is new and the bijection K* is a natural restriction of the dual 
Knuth correspondence [73, 74, 80, 104, 111-1131. We next define 8 and K* and 
then sketch the proof that they are weight-preserving bijections. 
The map 8 is given by the following definition. 
Definition 7.11. Let h E PC”). Then 
Al-k1 AZ-k2 ... A,-k, 
e(n)= ( kl k2 . . . k, )’ (7.12) 
where 
Ai = ki (mod n), with 1~ k, =S n. (7.13) 
Note that if IZ divides &, then we take ki = n. 
Knuth’s [73, 74, 111-1131 original dual correspondence was defined on the sets 
Q’“’ of two-line arrays (or generalized permutations) 
( PI P2 -. . pm 41 q2 . . . qm > (7.14a) 
subject to the conditions: 
p* dp2 3. * * spm 2 1; (7.14b) 
l<qj, for 1SiSm; (7.14c) 
ifp, =ps and r<s, then qr > q3. (7.14d) 
If we replace (7.14b) by (7.10b) there is no change in the definition of K*, and 
we may view QLmm’ as a subject of Q(“‘. Thus, to determine the mapping in (7.9), 
we just use Knuth’s definition of K*. 
Definition 7.15. Given an array as in (7.14), with pm 3 0, we first inductively 
build up a pair (Ed*, a) of plane partitions of the same shape such that n* is 
row-strict and o is column-strict. We then take n to be the transpose of 3t*. 
We construct u out of the pi’s, and we construct J-C*, and hence n, out of the 
qi’s. We start by taking 
u1 = one element array p 1, (7.16a) 
XT = one element array ql. (7.16b) 
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Suppose a, and it: are already defined. These will be plane partitions of the same 
shape such that n,* is row-strict and a, is column-strict. The parts of a, and JG,* 
consist of {pi, . . . , pr} and {ql, . . . , qr}. We now ‘insert’ qr+l into n,* by the 
following procedure: Put qr+ 1 in the first row of n: in the space immediately 
following the right-most occurrence of an element >q,+*. That is, put qr+l into its 
natural position as far to the left as possible. If there is no such element, put qr+l 
in the space at the beginning of the row. If some element q,, already occupies the 
space where qr+, was inserted, then q,, is ‘bumped’ down to the second row, 
where it is inserted in the same manner as qr+lr possibly bumping another- 
element to the third row. Continue this bumping process until some element is 
finally inserted at the end of a row without replacing another element. This gives 
the array nz+,. 
To obtain a,+r, insert pr+l into a, in a new space at the end of a row or 
beginning of a new row so that the array obtained has the same shape as XT+,. 
Continuing the above process leads to rr* and (T and hence (JC, o). That is, the 
bijection K* maps the array in (7.14) into (;Tc, a). This completes Definition 7.15. 
Motivated by (7.5) we define the weight of an element in the sets PC”), QLm), 
and Rim) by 
[Al = A, +. . . + A,, (7.17) 
(PI + 41) + * . . + (Pm + qm) = (PI +. . * +pm) + (41+. . . + qm), (7.18) 
and 
o(n, a) = w(n) + w(a). (7.19) 
It is immediate from (7.17)-(7.19) and Definitions 7.11 and 7.15 that 8 and K* 
are weight-preserving. We now show that 8 and K* are also bijections. 
Theorem 7.20. The mapping 8 given by Definition 7.11 is a weight-preserving 
bijection of PC”‘) onto Qim). 
Proof. We first show that 13 is a l-l mapping of PC”‘) into Qim). 
It is clear that 8 is l-l. Now, for A E PC”) it is immediate that 0(A) satisfies 
(7.10~) and (7.10d). The condition (7.10e) also holds. Otherwise, by (7.10d), at 
least two of the Ai would be equal. Next, if 
A, - k, = A, - k, with r <s, (7.21a) 
then 
k, - k, = AF - As > 0, (7.21b) 
so that (7.10f) holds. Finally, (7.10b) is valid. 
By definition of 0(A) we have 
A, = r,n + k, and A2 = r,n + ka, (7.22) 
where 16 kl, k2 s n. We claim that r, > r,, which implies 
A, - k, s A, - k,. (7.23) 
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otherwise, if r, < r,, then 
A, = r,n + k, c (rl + 1)n c r,n < r,n + k2 = A,, (7.24) 
which implies ill < AZ, a contradiction. Thus, we obtain 
3L,-k,~~2-kk2B...~~,-k,. (7.25) 
If 1 c A, s n it is clear from the definition of e(A) that A, - k, = 0. In any case, 
A,-k,sO. (7.26) 
Combining (7.25) and (7.26) finishes the verification of (7.10b) and the fact that 8 
maps Pcrn) into QLm). 
It is not hard to see how to define 8-l on Qkm). We just map the array in 
(7.10a) into the partition 
(P,+41)>(P*+q*)‘...>(Pm+qm)>O, (7.27) 
in PC”). It is clear that 8-l is a l-l mapping of Qkm) into PC”). Since 0 and 8-l 
are inverses, this completes the proof that 8 is a bijection of P@) onto QLm). q 
We now have the following. 
Theorem 7.28. The dual Knuth correspondence, K* in Definition 7.15, restricts to 
a weight-preserving bijection of QLrnj onto Rim). 
Proof. Since Qim) is a subset of Q@‘, it follows from (7.4), (7.10), (7.14), and 
Definition 7.15 that K* is a l-l mapping of Qim) into Rim,“‘. Given x E Qkm) and 
taking 
K*(x) = (JG(x), o(x)), (7.29) 
the parts of n(x) and a(x) are the sets of integers {ql, . . . , qm} and 
{PI,. . . , pm}. The condition (7.10d) and the fact that n(x) is column-strict imply 
that n(x) has at most n rows. That is I(A) sn. The number of columns of a(x) is 
sn since a(x) and x(x) have conjugate shapes. The rest of the conditions for 
R5m) are immediate. 
It is also not hard to see from (7.4), (7.10), (7.14), and Definition 7.15 that the 
inverse, (K*)-‘, is a l-l mapping of RLrn,“’ into QLm). Just observe that Rim,“’ is in 
the domain of (K*)-‘. The original definition of (K*)-’ gives (7.14), and (7.4) 
leads to the rest of (7.10). 
Combining the above two facts about K* and (K*)-’ completes the proof. 0 
The combinatorial proof of (6.8) is similar to that of Theorem 6.13. We first 
rewrite (6.8) as in (6.14). That is, from (2.36), (6.11), and H,,(q) = H,(q), it is 
immediate that (6.8) becomes the following corollary. 
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Corollary 7.30. Let m 3 0. Then 
&f”. q(=2+‘)&(q). q-m 
= qw’) . 1 
(1 - 4Y. 
It is clear that 
f .A. qm’) 
(7.31a) 
(7.31b) 
(7.32) 
is the generating function for column-strict plane partitions (standard tableaux) of 
shape il Em, whose m parts are the integers 1, 2, . . . , m. 
By (6.11) it follows that 
K*(q)q-” (7.33) 
in (7.31a) is the generating function for all column-strict plane partitions of 
conjugate shape A’ t-m whose parts are all nonnegative integers. The parts may be 
zero. 
It is not hard to see that (7.31b) is the generating function for the set C(“) of all 
two-line arrays 
( rl r, . . . r, m m-l **. 1 > (7.34) 
such that (ri, r2 . * - rm) is a composition with exactly m nonnegative integer parts. 
In fact, due to a simple weight-preserving bijections, (7.31b) is also the 
generating function for the set D’“’ of all two-line arrays 
( Pl P2 ... pm ’ 41 q2 . . . qm > (7.35a) 
subject to the conditions: 
p,sp2>. . .>pm20; (7.35b) 
ifp,=p, and r<s, then qr>qs; (7.35c) 
(41, q27 . . . 3 qm} is a permutation of {m, m - 1, . . . , l}. (7.35d) 
The conditions in (7.35b-d) clearly determine a unique permutation of the 
columns of (7.34) which transforms (7.34) into (7.35a). This is the bijection. The 
inverse mapping is determined by the permutation of (q, q2 - - . qm) back into 
(m m-l 0.. 1). The weight, being the sum of the elements in the two-line 
arrays (7.34) or (7.35a), is clearly preserved. 
It now follows from (7.32)-(7.35) that Corollary 7.30 is equivalent to the 
following combinatorial theorem. 
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Theorem 7.36. Let m 2 0. Assume that EC”‘) is the set of all ordered pairs 
E’“’ = {(Jc, a)} (7.37) 
of column-strict plane partitions, with conjugate shapes, subject to the following 
conditions : 
JC is of shape A 1 m, whose m parts are the integers 1, 2, . . . , m. 
o is of conjugate shape rZ’ t m, whose parts are all nonnegative 
integers. 
We then have the identity 
c 4 dn)+4@ = 24 ’ h+~-+Pm)+r”z+‘) 
(n, 0)d(m) Ad(m) 
Just as in the proof of Theorem 7.28, it is not difficult to see that we have the 
following. 
Theorem 7.39. The dual Knuth correspondence K * in Definition 7.15 restricts to a 
weight-preserving bijection of D’“’ onto EC”“. 
Theorem 7.39 implies Theorem 7.36, and our combinatorial proof of (6.8) is 
complete. 
8. More applications of Theorem 1.9 
In this section we survey some classical (l-dimensional) applications of the 
n = 2 case of Theorem 1.9. 
First, we write then n = 2 case of Theorem 1.9 as follows. 
Corollary 8.1. Let m 2 0. Then we have 
= m(3m-1)12 
4 
4 
34+3+3m, (8.2a) 
(8.2b) 
Corollary 8.1 can be written as a single (l-dimensional) bilateral sum. We have 
two cases corresponding to m = 2n + 1 or m = 2n. First, letting m, = m - m2 and 
m = 2n + 1, shifting the index of summation to run from -(n + 1) to n, and 
simplifying, we obtain the following. 
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Corollary 8.3. Let n 3 0. Then we have 
r_$+lj (q_2”)2,(1 - q3+47 . (q2”+4),’ . q49+4nr+Rr (8.4a) 
= (-l)q-2(q)2n+3. (1 - q2”+‘)-‘. (8.4b) 
Similarly, letting m, = m - m2 and m = 2n, shifting the index of summation to 
run from --n to n, and simplifying, gives the next corollary. 
Corollary 8.5. Let n Z= 0. Then we have 
.$, (q-2”)2r(l _ q1+4r) . (q2n+2);l . q4r2+4nr+2r (8.6a) 
= (q)2n+1. (8.6b) 
Note that (8.2) is a compact way of writing both (8.4) and (8.6). 
It is interesting to compare (8.6) with the special, limiting case of the classical 
[I$ 17, 41, 451 6V6 summation theorem in which we set b = q-“, c = q--n+1’2, 
q+q2, a=q, and then let d, e+ 00, and simplify. If we start with the 6qe 
summation as formulated in [ 1091, we find that 
.g, (q-2n)2,(l _ q1+47 . (q2n+2)2,1 . q2r*+4nr+r (8.7a) 
= (q)2n+l(q)2n(q2; q2)irll. (8.7b) 
The terms in (8.6a) and (8.7a) differ only by the factor q2rz+r, and (8.6b) is 
simpler than (8.7b). 
We next apply Corollary 8.5 to a special, limiting case of Bailey’s [46] 2~2 
transformation. 
Theorem 8.8 (Bailey’s 2~2 transformation). 
2992 
[ 
e, f; aslef 
aqlc, aqld 1 
=lYI[ q/c, qld, aqle, aqlf 1 aq, qla, aqlcd, aslef 
m 
xc 
(q~)r(-s~)r(c)r(d)r(e),o jr 3 
r=-m(~),(-~),(aqlc),(aqld),(aqle),(aqlf 1, ’ cdef ( > aq rq? (8.9) 
By setting c = q-“, d = q-n+1’2 and q+ q2, letting e, f + m, taking a = q, and 
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then doing a substantial amount of simplification, we find that (8.9) becomes 
.$l, ($yr = { (q1+2n)a 
(q3; q2)4q; q2Mq’+4”; s’>- I 
(8.10a) 
x 2 G-*")*r(l - df4’) * (q2n+2);’ . q4r2+4nr+2r 
r=--n 1-q 
(8.10b) 
Substituting (8.6) into (8.10b) gives the following. 
Theorem 8.11. 
,L, (;::;2r = { (1 - q’+2”)(42; q )2n (4; 4*h= 1 . (8.12) 
Shifting the index of summation in (8.12) and simplifying yields the next result. 
Corollary 8.W. 
n-_2n2. (1 - q1+2n)(q2+2n; q2L 
‘4 1 (q3; q2M4; q2L 1 . 
The IZ = 0 case of (8.14) is 
5 q2rz+r. & = (q3; q2)2. 
r=” 
Then n = 00 case of (8.12), which is 
IL? *r2+r = fil ( 1+ @xl - q2Y, 
r=-cc 
(8.14a) 
(8.14b) 
(8.15) 
is a special case of the Jacobi triple-product identity. 
Corollary 8.5 can be viewed as a ‘cubic transformation’ of a classical 
‘Bailey-pair’ from [109]. By transforming (q -2n)2r It is not hard to see that (8.6) 
can be written as 
1 
-= 
(q)2n 
2 (1 _ q1+4r)q6r*+r 
r=-n (q)2n+*r+,(q)2n--2r 
(8.17) 
On the other hand, in her proof of the Bailey pair A(l), Slater found in equation 
(3.3) of [109] that 
1 [F’ (1 _ q6r+l)q6rb 
- = r=-[n/3) (q)n+3,+1(qL3r ’ (s)zn 
(8.18) 
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where [x] is the greatest integer 6x. We regard the equality of (8.17) and (8.18) 
as a cubic transformation since (8.18) has one-third as many terms as (8.17). The 
equality of these sums in not trivial. 
We conclude this section by noting that (8.4) and (8.6) are special, limiting 
cases of Andrews’ K3,2,1((u);z;q) f unc tons in pages 453-461 of [15]. We can t’ 
solve for other K*,k,i functions of Andrews by using his q-difference equations. 
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