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Notación 
C Conjunto de los números complejos 
Cota inf Cota inferior de la función f(q) con descomposición de signo 
Culu. sup Cota superior de la función f(q) con descomposición de signo 
d c t a ( M a ( q ) ) Determinante alfa de la parte alfa de la matriz M(q) 
det¿j(M¡3 (<?)) Determinante beta de la parte beta de la matriz M(q) — det(M(g)) 
fn {<}) Componente negativa de una función f(q) 
con descomposición de signo 
Jp{q) Componente positiva de una función f(q) 
con descomposición de signo 
( f n , fp) Coordenadas negativa, positiva 
/ m i n Parte independiente de la función / ( j u m m + 5) 
Jl(6) Parte lineal de la función /(¿i™" + 6) 
/w(<5) Parte no-lineal de la función f ( ¡ i m í a + S) 
<!>(£, íq) Matriz de transición de estado 
G(t, T) Matriz de respuesta al impulso 
G(s) Matriz de transferencia 
H Matriz de Hurwitz 
j -J—1 o índice 
J Jacobiano 
í Dimensión dei espacio vectorial que contiene a Q 
Ma(q) Parte alfa de la matriz M{q) 
Mp(q) Parte beta de la matriz M(q) {Mp(q) = M{q)) 
Mmia Parte independiente de la matriz M 
Mi (6) Parte lineal de la matriz M 
Mn(<5) Parte no-lineal de la matriz M 
M' Transpuesto conjugado de M 
Mt Transpuesto de M 
p(s, q) Polinomio con incertidumbre paramétrica 
P(s, Q) Familia de polinomios 
qi Parámetro físico con incertidumbre 
q~ Limite inferiur del parámetro físico q, 
qf Límite superior del parámetro físico <?¡ 
q \fector de parámetros 
ql Vértice de la caja paramétrica Q, o 
un cierto vector paramé (.rito en particular 
1°) k' "1' "Vfcctor de incertidumbre paramétrica 
parcialmente determinado 
Q Caja de incertidumbre paramétrica 
JJ Conjunto de los números reales 
Notación (continuación) 
u Entrada al sistema 
U Matriz de controlabilidad de Kalman 
vx Vértice de un politopo 
ymiTl Vértice mínimo Euclideanu de Q 
^cna* Vértice máximo Euclideano de Q 
X \fector de variables de estado 
y Salida del sistema 
a{q) Componentes alfa de la función f(q) 
con descomposición de signo 
M Componentes beta de la función f(q) 
con descomposición de signo 
Coordenadas alfa, beta 
con descomposición de signo 
ó{t - r) Función de impulso 
6i Proyección del parámetro <?< en una caja r : (ó, £ [0, f ^ * ] ) 
S Proyección del vector q en P 
Vértice de la caja A 
A Caja de incertidumbre paramétrica con 
vértice mínimo Euclideano — 0 y vértice máximo Euclideano — ¿ m a x 
A, Diferencia entre el límite superior e inferior del parámetro físico qt o 
uno de los menores principales de la matriz de Hurwitz 
Matriz de transición de estado 
r Caja de incertidumbrc paramétrica generada por 
partición de variables 
A Parámetro empleado en combinación lineal o W o r característico 
Mínimo valor característico negativo de M 
Máximo valor característico positivo de M 
^min Vértice mínimo Euclideano de P 
Vértice máximo Euclideano de P 
p(M) Rango de ia matriz M 
u Frecuencia en radianes por segundo 
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El contenido de la presente tesis está orientado a analizar y resolver el problema de estabilidad y 
controlabilidad robusta de sistemas lineales invariantes en el tiempo, de múltiple entrada y múltiple 
salida, que dan lugar a familias de polinomios característicos con incertidumbre paramétrica 
multilineal o polinómica, se analizan los casos reportados concernientes al área. Se investiga en el 
espacio de los coeficientes, donde el problema de estabilidad robusta es "mapeado" a un problema 
de positividad de funciones reales multivariables con términos no decrecientes en un espacio 
vectorial, para lo cual se desarrolla una herramienta matemática capaz de determinar, en condiciones 
necesarias y suficientes, la positividad de esta clase de funciones llamándole Descomposición 
de Signo Esta herramienta no tiene restricciones de aplicación a cualquier caso de estabilidad, 
controlabilidad u observabilidad robusta paramétrica, pero el tiempo de cómputo crece con la 
complejidad del sistema como sucede con cualquier algoritmo. 
La Descomposición de Signo y su aplicación al control robusto paramétrico, la tabla Equivalente 
de Routh y la solución al problema de controlabilidad robusta de sistemas lineales invariantes en 
el tiempo de múltiple entrada múltiple salida con perturbación unidireccional, son las principales 
aportaciones personales en la tesis. También se aportan algunos hechos, lemas, teoremas y 
corolarios en diferentes puntos como: propiedades de familias de polinomios con incertidumbre 
multilineal. así como las condiciones para la convexidad de su imagen. En si todos los hechos, 
lemas, teoremas y corolarios que no aparezcan con referencia y los que aparecen con referencia 
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Capítulo 1 
Introducción 
1.1 Planteamiento del Problema de Estabilidad, Controlabilidad y 
Observabilidad Robusta 
Todo sistema físico tiene un modelo matemático que describe su comportamiento, en muchos casos 
no es fácil el obtener dicho modelo, y se obtiene un modelo aproximado a la realidad. Dando lugar 
así a una incertidumbre, que puede ser de diferentes tipos: 
Incertidumbre paramétrica, es cuando el modelo matemático es correcto, pero se desconoce el 
valor exacto de los parámetros físicos del sistema. Por ejemplo, en una resistencia eléctrica que 
circula una corriente eléctrica, se conoce el modelo matemático: el voltaje es igual al producto de 
la corriente eléctrica por la resistencia, pero de la resistencia sólo se sabe que tiene un valor de 950 
a1050Í1. 
Otra incertidumbre puede ser de retardo. Por ejemplo, para un tennopar se puede obtener la 
ecuación de la temperatura en función del milivolaje, sin tomar en cuenta el retardo causado por 
el calor que absorbe su masa. La incertidumbre de estructura, es cuando se desconoce parte del 
modelo, como puede ser el caso de un motor eléctrico, que en su modelo se desprecian algunas 
inductancias mutuas, por la dificultad paia calcularlas. 
Cuando un sistema posee incertidumbre de algún tipo, por ejemplo paramétrica, se convierte 
en una familia de sistemas. El control robusto es el área de la teoría de control, que en el caso 
de análisis, determina el cumplimiento de cierta propiedad como: estabilidad, controlabilidad, 
observabilidad; en todos los elementos de la familia. En el caso de síntesis, determina el consolador 
que garantice el desempeño óptimo de todos los elementos de la familia en algún aspecto particular. 
En el área de control robusto, existen varias técnicas para atacar los problemas de incertidumbre, 
como por ejemplo: H ^ [19], ¡l síntesis [15], margen de ganancia fc^ [25]. La teoría, puede 
ser utilizada para problemas de: minimizar el efecto de perturbaciones, estabilidad en caso de 
incertidumbre de estructura o inclusive incertidumbre paramétrica. En H 0 e l problema se trabaja 
en el dominio de la frecuencia3 y es reducido a un problema de optimización. Las técnicas de 
fi síntesis y margen de estabilidad km , son métodos iterativos, y se emplean para determinar una 
"medida de robustez", como lo es el margen de estabilidad, de sistemas con perturbación en block 
diagonal en su retroalimentación. También pueden ser empleadas para determinar el controlador 
que optimize el desempeño de la familia en algún aspecto especifico deseado. 
En esta tesis, se ataca el problema de: estabilidad, controlabilidad y observabilidad robusta, de 
sistemas lineales invariantes en el tiempo con incertidumbre paramétrica. En éste tipo de sistemas, 
los coeficientes del modelo matemático dependen de parámetros físicos <?n tal que q¿ € [<?t , • 
La colección de todos los parámetros q¿, forman un vector de parámetros q, que es elemento de una 
caja de incertidumbre paramétrica Q. 
La estabilidad de los sistemas lineales invariantes en el tiempo, se determina a partir del 
polinomio característico p(s,q), con coeficientes c,(<j). De acuerdo a la ecuación de los coeficientes, 
los polinomios característicos se clasifican en general, en los siguientes cuatro tipos que se 
estudiarán en el capítulo 3. Los polinomios pueden ser de tipo: intervalo, afín, multilineal y 
polinómico. La estabilidad robusta de polinomios intervalo, fue resuelta por Kharitonov, en IS>78. 
La estabilidad robusta de los polinomios afín, fue resuelta por A. C. Bartlet, C. V Hollot, Huang 
Lin, en 1988. con el teorema de las aristas. 
La estabilidad robusta de polinomios mullilineales, esta resuelta sólo para algunos casos 
particulares, pero el caso general sigue siendo un problema abierto sin resolver, al igual que el 
caso polinómico. 
Fn el área de controlabilidad y observabilidad robusta de sistemas lineales invariantes en el 
tiempo, existen soluciones para casos particulares de controlabilidad, de una entrada-múltiple 
salida, o de observabilidad para sistemas de múltiple entrada-una salida, o múltiple entrada-múltiple 
salida con incertidumbre sólo en una de las matrices A o B. 
El caso general de controlabilidad y observabilidad robusta de sistemas lineales invariantes en 
el tiempo, de múltiple entrada-múltiple salida, con incertidumbre paramétrica en ambas matrices A 
o B, no esta resuelto, es un problema más difícil de resolver que el de estabilidad robusta del caso 
multilineal o polinómico. 
El problema de determinar la estabilidad, contro labilidad u observabilidad robusta de sistemas 
lineales invariantes en el tiempo, de múltiple entrada múltiple salida, que dan lugar a polinomios 
característicos con incertidumbrc paramétrica de tipo intervalo, afín, multilineal o polinómica. 
Realmente es un problema de positividad de una función real multivariable, para lo cual se propone 
en esta tesis la herramienta matemática Descomposición de Signo. 
1.2 Aportaciones principales 
En esta tesis se aportan resultados en diferentes áreas como: Propiedades de familias de polinomios 
con incertidumbre multilineal, donde se aportan el teorema de combinación lineal de la imagen 
de los vértices, y un hccho que explica como varios vértices de una caja pueden ser mapeados 
a un mismo punto en los complejos. Convexidad de la imagen de familias de polinomios con 
incertidumbre multilineal. Así también, se aportan resultados en estabilidad y controlabilidad 
robusta de sistemas lineales invariantes en el tiempo, en si todos los hechos, lemas, teoremas y 
corolarios que no aparezcan con referencia y los que aparecen con referencia (17, 18] son una 
aportación personal, pero las principales aportaciones son: 
La herramienta matemática Descomposición de Signo, aplicable a la estabilidad y 
controlabilidad robusta, de sistemas lineales invariantes en el tiempo, de múltiple entrada múltiple 
salida, con incertidumbre paramétrica de cualquier tipo: intervalo, afín, multilineal o polinómica. 
F.n esta herramienta matemática, las funciones multivariables son representadas en coordenadas 
(A, fp] o en coordenadas (a, P), ésta última, con ventajas tanto algebraicas como gráficas. 
Ordenando de acuerdo a su importancia, los resultados principales de descomposición de signo, 
tenemos: primeramente el teorema del rectángulo en coordenadas ( / n , / p ) ; este mismo teorema 
en coordenadas (a, 0), por la disminución de operaciones algebraicas y por la facilidad de 
interpretación gráfica; el teorema del polígono en coordenadas (/„, fp), con una notable mejora en 
las cotas con respecto al teorema del rectángulo; el teorema del polígono en coordenadas (a, p)\ 
el teorema de determinación de signo mediante partición de cajas, con condiciones necesarias y 
suficientes de positividad de funciones multivariable de tipo polinómica; la descomposición de 
signo del determinante, así como su aplicación a la matriz de controlabilidad. Cabe mencionar que 
el teorema del rectángulo en coordenadas (/„, / p ) , es sólo el inicio de descomposición de signo, 
pero es un resultado superior a la aritmética de intervalos, dada la complejidad de las operaciones 
de esta última. Otras principales aportaciones son: 
La Tabla Equivalente de Routh, que mediante descomposición de signo, aporta condiciones 
necesarias y suficientes de estabilidad robusta de polinomios con incertidumbre paramétrica de 
cualquier tipo: intervalo, afín, multilineal, polinómica. La relación entre los elementos de la 
tabla equivalente de Routh y los menores principales de la matriz de Hurwitz. La solución de 
controlabilidad robusta de sistemas lineales invariantes en el tiempo, con múltiple entrada múltiple 
salida, tanto en matriz intervalo, asi como el caso de perturbación unidireccional. 
1.3 Organización de la Tesis 
Capítulo 2. Representación de Sistemas Lineales en Entrada-Salida y tíiriables de Estado. En 
este capitulo se analizan los sistemas lineales en su representación entrada-salida, en el que el 
comportamiento del sistema queda determinado por la matriz de transferencia, que relaciona 
algebraicamente la transformada de la salida con la transformada de la entrada. La estabilidad 
del sistema queda determinada por las raíces del polinomio característico. 
Así también se analiza la representación en variables de estado de un sistema lineal invariante 
en el tiempo y algunas propiedades como: estabilidad, controlabilidad y observabilidad. 
Capítulo 3. Estabilidad en Sistemas Lineales Invariantes en el tiempo con Incertidumbre 
Paramétrica. En este capítulo se mencionan algunos criterios de estabilidad de polinomios fijos, se 
describe el concepto de incertidumbre paramétrica, así como la clasificación de los polinomios 
que la contienen, de acuerdo a la dependencia paramétrica son: Intervalo, Afín, Multilineal y 
Polinómica. Se analiza la solución al problema de estabilidad robusta de los polinomios intervalo 
y afín. Así también, se analiza el grado de dificultad de la solución del mismo problema en las 
familias de polinomios con incertidumbre multilineal, el cual es un problema abierto. 
Capítulo 4. Descomposición de Signo. Aplicando el concepto no decreciente a funciones reales 
muí ti variables, se propone la herramienta matemática Descomposición de Signo, para funciones 
reales multivariables con dominio en una "caja" contenida en un cono convexo positivo. Así 
como una función compleja se descompone en su parte real e imaginaria, en este caso la función 
multivariable se descompone en sus partes negativa y positiva, con representación gráfica en 3í2. 
Con sólo evaluar ambas partes en los vértices mínimo y máximo Fuclidianos de la caja, nos aportan 
una cota mínima y una máxima de la función, que son condiciones suficientes de positividad o 
negatividad de la función evaluada en todo el dominio. La función queda contenida en un rectángulo 
en 9i2. Mediante división de cada variable, en un número de partes, se genera un conjunto de nuevas 
cajas, cuya unión es la caja original. La función es positiva (negativa) en todo el dominio original 
si y sólo si existe un conjunto de cajas para el cual la condición de signo se cumple para cada una 
de ellas. 
Aplicando una transformación lineal, se convierte la representación negativa, positiva ( / n , fp), 
en una representación alfa, beta (a, ¡3) con ventajas tanto algebraicas como gráficas. Mediante 
la descomposición de cada parte de la función en sus partes lineal, no-lineal e independiente, se 
obtienen mejores cotas de la función evaluando sólo en los puntos extremos del dominio. Con 
estas cotas la función queda contenida en un polígono, que a su vez es contenido en el rectángulo 
de las cotas anteriores. Finalmente se analiza la descomposición de signo del determinante, y del 
determinante de la matriz de controlabilidad. 
Capitulo 5. Estabilidad Robusta de Polinomios en el Espacio de los Coeficientes. En 
este capítulo, se analiza el problema de estabilidad robusta de una familia de polinomios con 
incertidumbre paramétrica multilineal o polinóinica. El problema es trasladado a un problema de 
positividad y así es resuelto por medio de descomposición de signo. La función real representativa 
de la estabilidad del sistema, debe poseer la propiedad de descomposición de signo en la caja de 
incertidumbre paramétrica, para lo cual, se propone la labia Equivalente de Kouth, en la que sus 
coeficientes poseen la propiedad de descomposición de signo. La estabilidad robusta es estudiada 
también mediante el teorema de Frazer y Duncan y descomposición de signo del determinante. 
Capitulo 6, Controlabilidad y 0b¿arvabilidad Robusta en Sistemas Lineales Invariantes en el 
Tiempo En este capitulo se analiza la controlabilidad y observabilidad robusta de sistemas lineales 
invariantes en el tiempo, cun perturbación unidireccional, y con matrices intervalo, para múltiple 
entrada y múltiple salida. En el caso de perturbación unidireccional, se trata de encontrar los límites 
mínimo y máximo de un parámetro real que es la perturbación. En el caso de matrices intervalo, 
se genera la matriz de controlabilidad mediante el teorema correspondiente del capítulo 4, para así 
analizar la positividad del determinante de la matriz de controlabilidad. La observabilidad es tratada 
por medio del teorema de dualidad. 
Capítulo 7. Aplicaciones. En este capítulo se aplica la herramienta de descomposición de 
signo para determinar la estabilidad robusta de casos reales, como lo son un avión militar P4-E 
mencionado por Ackermann [2], y la máquina Fiat mencionada por Bannish [5]. 
Capitulo 8. Conclusiones. En este capítulo se analizan los resultados obtenidos en estabilidad, 
controlabilidad y observabilidad robusta, así como la aplicación de Descomposición de Signo a 
estos aspectos de la teoría de control robusto paramétrico. Finalmente se incluyen en esta tesis el 
listado de referencias citadas en la misma, en la que aparecen las publicaciones [17, 18] de algunos 
resultados de la investigación que fueron presentados en dos congresos internacionales. 
Capítulo 2 
Representación de Sistemas Lineales en 
Entrada-Salida y Variables de Estado 
Un sistema físico es una colección de dispositivos existentes en el mundo real; un sistema es 
el modelo del sistema físico. Los sistemas pueden ser lineales o no lineales (los sistemas no 
lineales no serán considerados en esta tesis). Los sistemas lineales son aquellos en que la ccuación 
diferencial que los describe es lineal, por ejemplo del tipo (2.1), que consta de dos variables en 
función del tiempo: una y(t) que se le llama salida, que es la respuesta del sistema; y otra u(t) 
que se le llama entrada, que es el estímulo al sistema. El sistema lineal descrito por (2.1), es de 
una entrada-una salida (SISO), pero en general pueden ser de múltiple entrada-múltiple salida 
(MIMO). 
dP (F1 1 cf" 1 
^ ( í ) + on-^yit) + •••+ any(t) = + 6i^TTu(¿) + ''' + <21) 
Los coeficientes de la ecuación anterior dependen de parámetros ñsicos que intervienen en el 
proceso y pueden ser fijos o funciones del tiempo (en esta tesis solo se estudiarán los casos de 
coeficientes lijos ). Los sistemas lineales se pueden representar en entrada-salida y en variables 
de estado, de acuerdo al caso. 
2.1 Descripción Entrada-Salida 
La transformada de Laplace del sistema lineal (2.1) con coeficientes fijos y condiciones iniciales 
cero, permite relacionar algebraicamente la entrada y la salida en la forma Y{s) = G(s)U(s), 
donde G(s) se le llama matriz de transferencia para múltiple entrada múltiple salida, ó función 
de transferencia para una entrada una salida (2.2) y (2.3). En la representación entrada-salida, se 
obtiene menos información del sistema que en variables de estado; en entrada-salida prácticamente 
se analiza lo referente a la estabilidad. 
m < n (2.2) 
(7(5) sn + a i5 , i - 1 + - • - + a n _ i s + a n 
y(5) 0 ^ + 02s»~2 * ••• i 0, n + d m = n (2.3) 
U(S) sn + cti-s"-1 H h a n _ j 3 + a n 
2.2 f r i a b l e s de Estado 
Para todo sistema lineal del tipo (2.1) tal que n > m, se puede representar la dinámica por un 
conjunto de ti variables x¿(í) llamadas variables de estado. Estas se definen de tal manera que la 
primer derivada con respecto al tiempo de cada una de las x¡(¿), es función lineal del conjunto de 
variables a:* (i) y de la entrada u(í). La salida y(t) es también una función lineal algebraica de las 
variables de estado y la entrada. 
2.2.1 Ecuaciones de Estado 
La representación de la dinámica del proceso en variables de estado requiere del vector de estado 
x(í) — [xi(í), X2(t), •••, iij(í)]7"- sistema es definido en variables de estado mediante (2.4), 
(2.5), y se le llama una realización o representación en variables de estado (Kalman en 1963). En 
este caso corresponde a un sistema lineal invariante en el tiempo (es el caso que se estudiará en esta 
tesis), ya que sus matrices, {^4, B, C, D), están formadas por elementos invariantes en el tiempo, 
debido a que los parámetros físicos de (2.1) son de esta misma característica. Este sistema de 
ecuaciones también es conocido como: ecuación lineal de estado [38|, ecuación dinámica [13].De 
la representación de un sistema en variables de estado (2.4) y (2.5), es posible obtener propiedades 
del desempeño del sistema sin resolver las ecuaciones diferenciales. 
x{t) = Ac(¿) + fl'u(f) (2.4) 
y{t) = Cx(t) + Du(t) (2.5) 
En el sistema representado en variables de estado por (2.4) y (2.5), A es una matriz de (n. x n); 
B es una matriz de (n x m), donde m es el número de entradas; C es una matriz d e ( p x n ) ¡ donde 
p es el número de salidas; D es una matriz de (p x m), x(t) es el vector de estado de (n x 1), u(í) 
es el vector de entradas de {m x I) y y(í) es el vector de salidas de (p x 1). 
En el caso general, los elementos de las matrices de (2.4) y (2.5) pueden ser variantes en el tiempo 
o invariantes en el tiempo. En el caso de invariantes en el tiempo los coeficientes pueden ser fijos 
o con incertidumbre paramétrica. Esto último significa que los parámetros físicos que conforman 
los elementos de las matrices son fijos, pero se desconoce el valor de ellos, sólo se conoceu sus 
límites inferior y superior. 
La representación de un sistema en variables de estado no es única, ésta depende de como 
se definan las variables de estado, además se puede hacer una transformación de similaridad 
x = Qx donde Q es una matriz no singular, substituyendo en (2.4) y (2.5) se obtiene una nueva 
representación: 
í = Ax + Bu (2.6) 
y = Ox + ~Du 
A = Q lAQ,~B =Q~lB, ~C ~ CQ, ~D — D 
De la representación en variables de estado de un sistema lineal invariante en el tiempo, se puede 
obtener la matriz de transferencia G(s) que relaciona la entrada con la salida: Y{s) = G(s)í / (s) . 
Para el sistema descrito por (2.4) y (2.5), se obtiene: G(-s) — C(sl — + D, siendo ésta, 
la matriz de transferencia obtenida de un sistema lineal invariante en el tiempo representado en 
variables de estado. 
Por otra parte, si se tiene la función de transferencia de un sistema lineal invariante en el 
tiempo como (2.3), se puede obtener su representación en variables de estado (2.4) y (2.5). Unas 
representaciones muy comunes de la ecuación anterior son la forma canónica controlable y la forma 
canónica observable: 
0 1 0 0 0 0 
0 0 l • 0 0 0 
X = 
0 0 0 • 0 0 
x + 
0 
0 0 0 •• 0 1 0 
-Otn-1 ~Ot n-2 - a 2 - a i 1 
u 
y = ßn ß„ —i ßn-2 ... ß 2 ßl x + du 
Forma canónica controlable [13] 
0 0 0 0 - a « ' ß» 
1 0 •• • 0 0 
x = 
0 1 •• • 0 0 - a « _ 2 X + 
0 0 - - 1 0 - a 2 02 
0 a • 0 1 -<* i ßl 
u 
= [ 0 0 0 ••• 0 1 T. + du 
Forma canónica observable [13] 
Debe de notarse que las formas canónicas correspondientes a (2.2) son iguales a las anteriores 
tomando d = 0. 
2.3 Estabilidad 
La estabilidad de un sistema lineal se puede obtener tanto de su representación en entrada-salida 
o en variables de estado. En la representación entrada salida, la estabilidad se puede tomar de la 
siguiente manera: 
Prupvsición 2.1 [13] Un sistema relajado es BIBO Estable ('Bounded Input - BoundedOutput') 
si y sólo si para toda entrada acotada la salida es acotada. 
Lo anterior significa de acuerdo a [38] que el sistema relajado es entrada acotada - salida 
acotada si dado un tiempo 6o y una entrada u(í) satisfaciendo ||u(í)|| < 6 para todo i > donde 6 
es una constante finita positiva, existe una constante finita positiva e tal que \\y{t) || < E para todo 
t > ta. 
En la representación entrada-salida, el denominador de la fracción de la función de transferencia 
(2.2) o (2.3), o el determinante de (sí - A) de la matriz transferencia se le conoce como polinomio 
característico s n - l -a vs n - 1 - | sus raíces son equivalentes a los valores característicos 
A, de la matriz A en la representación de variables de estado. 
Dado que la respuesta en el tiempo de la salida jr(t) ésta en función de exponenciales eA" 
entonces para estabilidad asintótica es necesario y suficiente que las raíces de su ecuación 
característica tienen parte real negativa. Esta definición de estabilidad es la que será empleada 
en esta tesis: 
Definición 2.1 Un sistema lineal es estable si y sólo si las raices de su polinomio característico o 
equivalentemente los valores característicos de la matriz A se encuentran en el semiplano izquierdo 
de los complejos. 
2.4 Controlabilidad 
La propiedad de controlabilidad está relacionada con la capacidad que puede tener la entrada u(t) 
en modificar el estado i ( í ) del sistema. Sin pérdida de generalidad se puede considerar que 
dicha modificación será llevarlo al origen en un tiempo finito, como se considera en la siguiente 
definición. 
Definición 2.2 [38] La ecuación lineal de estado (2.4) se dice ser controlable en [íq, t / | si para 
cualquier estado inicial ¿c(fca) = ^ 0 existe una entrada continua u( t) definida en [ío>í/] tal que 
la solución de (2.4) satisface z(t ¡) = 0 en un tiempo finito. 
Para cualquier sistema lineal en general, La controlabilidad es determinada mediante 
el (Jrammiano de controlabilidad W(to,tf) = J¡¿ $ ( t o , - r ) B ( r ) B r ( r ) ^ r ( í 0 , r ) d r , y 
posteriormente, de condiciones de la matriz de transición <í*(ty, ) y la matriz £(•) , de acuerdo a 
los siguientes teoremas: 
Teorema 2.1 [38] ecuación lineal de estado (2.4) es controlable en í 0 si y sólo si W ( í q , É / ) es 
no singular en [í05 £/!• 
Teorema 2.2 [L3] La ecuación lineal de estado (2.4) es controlable a to si y sólo si existe t j > t0 
tal que los renglones de $(t(l¡ -)B(-) son Unealmente independientes en [toi '/]• 
Para los sistemas lineales invariantes en el tiempo, la controlabilidad es determinada mediante 
la matriz de controlabilidad de Kalman [B AB A2B • • - An~^B\, mediante la cual se obtiene una 
condición necesaria y suficiente de controlabilidad, independiente de intervalos de tiempo, como 
lo muestra el siguiente teorema. 
Teorema 23 [13] La ecuación lineal de estado (2.4) con matrices A y B invariantes en el tiempo 
es controlable si y sólo si se satisface: p [B AB Á*B • • • A n - 1 B] = n 
Se puede probar [24] que una matriz M tiene sus renglones linealmente independientes si 
y sólo si M M* es no singular, donde Ai* es el transpuesto conjugado de M, de tal forma que 
U — [B AB A2 B • • • A7i~v B] de dimensión n x nm tiene sus n renglones independientes si y 
sólo si UU* es no singular, obteniendo así el siguiente corolario. 
Corolario 2.4 La ecuación lineal de estado (2.4) con matrices A y B invariantes en el tiempo es 
controlable si y sólo si UU' es no singular 
Otra prueba interesante de controlabilidad es la de Popov-Belevich-Hautus, donde se establece 
que un sistema lineal invariante en el tiempo es controlable si y sólo si no existe un vector 
característico izquierdo de A que sea ortogonal a todas las columnas de B, dicho de otra manera 
queda expresado en el siguiente teorema. 
Teorema 2.5 [13] La ecuación lineal de estado (2.4) con matrices AyB invariantes en el tiempo 
es controlable si y sólo si para todo X¿ de A y consecuentemente para todo A elemento de los 
complejos se satisface; 
p XI - A l B = n 
La controlabilidad es invariante bajo cambio de coordenadas y a la retroalimcntación de estado. 
De la forma canónica controlable [13] se puede ver que el significado de controlabilidad, esta 
relacionado con la capacidad de cambiar todos los polos del sistema ya que cada una de las 
componentes fc¿ de la retroalimentación de estado K, modifica el valor de los coeficientes ctj 
del polinomio característico, de tal manera que si el sistema es controlable se puede modificar su 
dinámica mediante retroalimentación de estado. Cuando un sistema no es controlable, el teorema 
(2.5) permite determinar los polos no controlables, y por lo tanto no se les puede reasignar su valor 
mediante retroalimentación de estado. 
2.5 Observabilidad 
F,1 concepto de observahi 1 idad se refiere a la posibilidad de determinar el vector de estado inicial 
a partir de la entrada y la salida del sistema en un tiempo posterior al inicial. Sin pérdida de 
generalidad se puede considerar entrada cero {u{t) = 0) ya que la propiedad de observabilidad 
no depende de un valor específico en la entrada, entonces se puede definir como aparece abajo. 
Definición 2.3 [3K| £7 sistema lineal descrito por las ecuaciones lineales de estado (2.4), (2.5) 
con entrada cero [u(t) = 0) se dice ser observable en [to, t¡\ si cualquier estado inicial z(io) =- Xq 
es únicamente determinado por la correspondiente salida y(t) para t € [¿o. £/] 
La observabilidad para cualquier sistema lineal en general, es determinada mediante el 
Grammiano de observabilidad V{tQ,tj) — <frr(r, ¿o)£7T('t)C'(t)<Í ,(t, to)dr. Así también se 
puede determinar de la matriz de transición íy) y la matriz C ( ) del sistema, de acuerdo a los 
siguientes dos teoremas: 
/ 
Teorema 2.6 [38] El sistema lineal descrito por (2-4) y (2.5) es observable en [ío> t/] si y sólo si 
V(¿o, t f ) es no singular en [¿o,t/]. 
Teorema 2.7 [13] El sistema lineal descrito por (2.4) y (2.5) es observable si y sólo si las columnas 
de C(•)<$(•, ¿o) son linealmente independientes en [fo, '/!• 
Para los sistemas lineales invariantes en el tiempo las condiciones de observabiiidad se 
simplifican de acuerdo al siguiente teorema: 
Teorema 2.8 [13] El sistema lineal descrito por las ecuaciones de estado (2.4), (2.5) con matrices 
AyC invariantes en el tiempo, es observable si y sólo si se satisface: 
C 
CA 
CA2 = n 
CAn~l 
Al igual que en controlabilidad existe una prueba donde intervienen los valores característicos 
de la matriz A. En observabiiidad también existe un teorema similar mediante el cual se puede 
determinar para qué valores característicos de la matriz A se pierde la observabiiidad, comu 
lo muestra el teorema siguiente. La propiedad de observabiiidad es invariante a cambio de 
coordenadas y a la retroalimentación de salida. 
Teorema 2.9 [13] El sistema lineal descrito por las ecuaciones de estado (2.4), (2.5) con matrices 
AyC invariantes en el tiempo, es observable si y sólo si para todo A¿ de A, y consecuentemente 
para todo A elemento de ios complejos se satisface: 
\I - A 
C 
Un tema interesante en la teoría de sistemas lineales, es el de los sistemas duales, de acuerdo 
a [13], para todo sistema lineal (2.7) existe su sistema dual (2.8) con útiles propiedades en 
controlabilidad y observabilidad de acuerdo al siguiente teorema. 
¿ ( í ) - A ( £ M t ) + ¿ ¡ ( ¡ M í ) (2.7) 
y(t) = C(t)x(t)+D(t)u(t) 
¿( í ) = - A ' ( t ) i ( ¿ ) + C " ( í M í ) (2-8) 
y(i) = B'(t)x(t) + D*(t)u(t) 
Teorema 2.10 [13] El sistema (2.7) es controlable (observable) a to si y sólo si el sistema (2.8) es 
observable (controlable) a ¿o-
Este teorema permite aplicar a la observabilidad un resultado de controlabilidad, o viceversa, y 
será utilizado en el capitulo 6. 
Capítulo 3 
Estabilidad en Sistemas Lineales Invariantes 
en el Tiempo conlncertidumbre Paramétrica 
En este capítulo se estudiará el problema estabilidad robusta de sistemas lineales invariantes en 
el tiempo con incertidumbre en sus parámetros físicos. La estabilidad de estos sistemas lineales 
se obtiene mediante sus polinomios característicos. Existen criterios que resuelven la estabilidad 
robusta de los casos más sencillos, para los casos de mayor complejidad solo existe solución de 
algunos casos particulares, pero el caso general de ese nivel sigue siendo un problema abierto. Por 
esta razón la mayor parte de la tesis concierne al estudio de estabilidad de polinomios característicos 
con incertidumbre paramétrica. 
3.1 Antecedentes de Estabilidad de Polinomios Fijos 
Resolver el conjunto de ecuaciones diferenciales que representan el comportamiento de un proceso 
físico cualquiera, es un problema difícil en el caso general. Dada esta dificultad, uno de los objetivos 
es determinar si las variables del modelo matemático son estables. La historia de la estabilidad de 
polinomios nominales puede decirse [2] que inicia con tres criterios algebraicos: Hermite en 1856 
[2] 1854 [8], Routh en 1875 [2] 1877 [24] y Hurwiíz en 1895 [24], 
Para aplicar el criterio de Hermite-Biehler [8], el polinomio se descompone en sus partes par e 
impar p(s) = pp(.s) + ,<?p,(s). El criterio establece que un polinomio de coeficientes reales p(.s) es 
estable si y sólo si, las raíces ujp de ia parte par pp(j<jj) y u>¿ de la parte impar Pi(jto) satisfacen la 
propiedad de entrelazamiento: 0 < wp,i < w,,i < < u t>i 
Routh mediante índices de Cauchy, cadenas generalizadas de Sturm y el teorema de Sturm 
[24, 34], demuestra [241 su teorema: 
Teorema 3.1 [241 & número de raíces con parte real positiva del polinomio p(s) = fki + q s + 
C2S2 + • • • + Cnü", es igual al número de variaciones de signo de la primer columna de la tabla de 
Routh. 
C« 2 ' • • 
C71— 1 Cn-a Cn-5 
0 3 , l < 2 3 , 2 ( 3 . 9 ) 
0 4 , 1 < 2 4 , 2 
= > 3; a i d = c^+i-i-ao-i) Vz < 2 tti-1,1 
Otro resultado interesante de Routh [23] es aquel que generando un polinomio g(s) — oq 
a\s + a 2s 2 H + sm de grado m = ¿ n f a — 1) a partir de p(s) = co + c t s + c2s2 H + sn 
demuestra que p(.i) es estable si y sólo si los coeficientes de j>(.s) y g(s) son positivos. El 
procedimiento para obtener a, descrito por Fuller [23], no es sencillo y posiblemente requiera 
más operaciones matemáticas que las empleadas por la tabla clásica de Routh para determinar 
estabilidad. Existen algunos trabajos relacionados con el de Routh como es el caso de Duffin [16], 
donde la estabilidad de un polinomio p(s) = Co + CiS + c2s2 H -1- CnSn se estima mediante un 
polinomio reducido pi(s) = eje! + (cic2 — c ^ J s 4- C1C352 + (cic^ — c<)C;;)s3 4- • • • 4- ciOnS"-1 
de grado TI — 1; el polinomio p(S) tiene sus raices en el semiplano izquierdo de los complejos si y 
sólo si: CqC^ > 0 y pi(s) es Hurwitz, esto es, si satisface la condición de Hurwitz de los menores 
principales, que se establece en el teorema (3.2). Un procedimiento de reducción de polinomio 
más sencillo que el anterior es propuesto por Meinsma [33] para demostrar la tabla de Routh: el 
polinomio p(s) = co 4- q s + C2S2 4 • 4- c^ i^ 7 1 - 1 + c„sn con coeficientes reales y c^ 0, 
es estable si y sólo si c « ^ es diferente de cero y tiene el mismo signo que Cn y el polinomio 
it(s) = p(s) — — (c„_i s n + Cr,_3Sn"2 + Cr,_5s"-4 + • - •) de grado n — L es estable. En cualquiera 
de los polinomios reducidos de Duffin o Meinsma no se ahorra trabajo de cálculo numérico con 
respecto a la tabla de Routh al determinar la estabilidad de un polinomio. 
Hurwitz en 1895 basado en los trabajos de Hermite y sin conocer los trabajos de Routh [24] logra 
un resultado semejante al de éste último, propone la Matriz Hurwitz H creada con los coeficientes 
del polinomio, existiendo una estrecha relación [24] entre los menores principales de la matriz de 
Hurwitz H y los elementos a, i de la primer columna de la tabla de Routh. Hurwitz establece su 
teorema [24] de la siguiente manera: 
Teorema 3.2 [24] Todo polinomio p(s) = co + + C2 ?2 H 1- c„.sn con coeficientes positivos 
tiene todas sus raíces con parte real negativa si y sólo si todos los menores principales A¿ de la 
matriz H son positivos. 
H = 
Cn-l Cn-Z « » • 
Cr> Cn-2 
0 1 e * 3 
0 C „ Cjt-2 
co 
Ai = c , A 2 = 
CT.- 1 Cn_ 3 
Cn Cn-2 
, A3 = 
C«—1 Cn-3 Cn-5 
Cn Cn—2 C„_4 
0 C„_1 C-n—3 




En 1938 Mikhailov logra probar la estabilidad de un polinomio de coeficientes reales mediante 
un procedimiento gráfico en el plano de los complejos como lo establece el siguiente teorema. 
Teorema 3.3 [35] Un polinomio p(s) = Co + CiS + c^s2 4- c js 3 + • • • 4- de grado n con 
coeficientes reales positivos, es estable si y sólo si c<j es positivo y la gráfica del polinomio p{ju>) 
en el plano de los complejos rodea al origen en el sentido contrario a ¡as manecillas del reloj, 
girando un ángulo de cuando la frecuencia se incrementa de cero a infinito. 
3.2 Clasificación de Polinomios con Incertiduinbre Paramétrica 
Un caso importante de los sistemas lineales es cuando los parámetro.y físicos q¿ del sistema 
son constantes pero se desconocen sus valores precisos, solo se sabe que cada uno de ellos se 
encuentra dentro de una incertidumbre de la que se conocen sus limites mínimo y máximo q~, 
respectivamente, tales que q< € (gtr , La colección de todos los í parámetros que intervienen 
en el proceso, forman un vector de parámetros q = , <72, • • •, q¿\T que es elemento de una caja 
de incertidumbre paramétrica Q 
<3 = {? = tal ft • - • T í f I <7í e [q- , q+\,i = l,2,...,i} 
La mayoría de los casos permiten hacer una transformación de coordenadas de los parámetros 
físicos sin perder las propiedades originales, dicha transformación puede ser: pi = [<j¡ — <?"]/[<?,"*" — 
qi |, y en este caso q, € [q[, <7,+] se transforma en p, e [0, 1] que por simplicidad podemos seguir 
llamándole q a la nueva coordenada: q, € [0, 1]. 
Existen casos particulares donde las propiedades de interés se pierden al aplicar la transformación 
de coordenadas, como es el caso de polinomios con la propiedad de simetría con una caja de 
incertidumbre paramétrica con la propiedad de no trasiape, que se analizarán más delante. Con 
excepción de casos particulares, en la mayoría de los casos se puede aplicar una transformación de 
coordenadas. 
Los parámetros físicos con incertidumbre forman parte de los coeficientes c«(<j) del polinomio 
dando lugar a lo que se le conoce como un polinomio con incertidumbre paramétrica <?), en el 
que se basan las siguientes definiciones.. 
P(«,í) = co(í) + c i ( í ) a + c2(í)a:< + - •• + cn(q)sn 
Definición 3.1 [5] Una familia de polinomios P(s,Q), es el conjunto de polinomios p(s, </), tal 
que q es elemento de Q. 
Definición 3.2 [5] Dada una familia de polinomios P = {p(-, q) U e <3} ' e l ' v a l m SGl Q 
frecuencia ív € 5R es dado por 
Equivalentemente: y) e j /a imagen de Q en los complejos bajo p(ju), q). 
Cuando un sistema tiene incertidumbre paramétrica, entonces existe una familia de sistemas T 
[5]-
Determinar que cada elemento f de una familia T posee una propiedad V en particular, es un 
problema de un alto grado de dificultad, en el que son útiles las siguientes definiciones. 
Definición 3.3 [51 Dada una familia F y alguna propiedad V, se dice que T es robusta si todo 
elemento de la familia f € T posee la propiedad V. 
Definición 3.4 [5] Un subconjunto de prueba, es un subconjunfo finito de elementos F* = 
{/i /2*' • • fp } , tal que todo elemento f € F pose una propiedad V si y sólo si todo elemento 
f* € T* pose la misma propiedad V. 
En el caso de que la propiedad a analizar sea la estabilidad robusta, entonces se establece la 
siguiente definición: 
Definición 3.5 [5] Una familia de polinomios P(s,Q) = <?) | <J € es robustamente 
estable si para todo q £ Q, p(s, q) es estable. 
De las definiciones anteriores, se puede decir que, la estabilidad robusta paramétrica es el área 
de la teoría de control que analiza la estabilidad de todos los polinomios elementos de la familia 
En el área de estabilidad robusta paramétrica, ha sido de mucha utilidad el concepto de 
" valué set", subconjunto de prueba y el teorema de Exclusión del Cero de Frazer y Duncan de 1929, 
que se muestra en seguida. 
Teorema 3.4 [20] (Teorema de Exclusión del Cero, Frazer, Duncan) Una familia de polinomios 
Q) de grado invariante, con coeficientes continuos c,(</), con al menos un elemento estable. 
donde Q es un conjunto arco-conexo. Entonces la familia P( ,Q) es robustamente estable si y sólo 
si Q) no contiene al cero para toda u> elemento de los reales. 
Nata 3.1 Un conjunto Q C se le. llama arco-conexo si para cada par de puntos a, b elementos 
de Q, existe una función continua / : [0,1] —* Q tal que /(O) — ay / ( l ) — O 
En el análisis de estabilidad robusta es útil el concepto de convexidad. Se verá más delante que 
los casos que poseen esta propiedad son los más fáciles de resolver. 
Se dice que un conjunto es convexo si para cualquier par de elementos del conjunto p1 el 
punto p(A) — Ap1 + (1 — A)p° pertenece al conjunto para todo valor de A tal que 0 < A < 1 (32|. 
Dentro del contexto de convexidad, existen algunas definiciones necesarias como las siguientes. 
Definición 3.6 [32] Dado un arbitrario conjunto P. La evolvente convexa conv(P) es el conjunto 
más pequeño que contiene a P. 
Definición 3.7 [5] Un politopo P en 9ifc es la evolvente convexa de un conjuntofinito de elementos 
{.PSP2, 
P — conv {p l} 
( e 
lodo elemento de un polítopo se puede expresar como p = £ A¡pl | A, > 0, A¿ — 1, y a la 
i=i t=i 
colección de elementos {p1, p2, . . . , p*} se le llama un conjunto generador 
Los elementos del conjunto generador que forman parte de la frontera dP se les llama vértices 
{j;1, v2, . . . , 7;m) y es el conjunto generador mínimo de P, (u '} = {p'} H dP. Una definición 
importante en tema de polítopos, es la siguiente: 
D e f i n i c i ó n 3 . 8 [ 5 ] Dado un politopo P y un par de vértices Va, u 6 . Al segmento lineal convexo 
generado por va, vb tal que ningún elemento de él intersecta con otro segmento lineal convexo del 
politopo se le llama arista. 
De acuerdo a los conceptos anteriores, la caja de incertidumbre paramétrica Q C ^ es un 
polítopo con un conjunto generador que es el conjunto de vértices de la caja q\ 
W , í 2 , qm}= = . . . <¡t]T | </, e ' = í } , m = 2' . 
Al evaluar un polinomio p(a, q) tomando un valor complejo fijo de s, y siendo q cualquier vector 
de la caja q S Q C 9?*, entonces se dice que se está mapeando de a los complejos p : ^ —» <C. 
De estamaneralos vértices?'de la ca jaQsemapean en polinomios {?'} {p(g ' )} ,yel conjunto 
mínimo generador de ellos son los polinomios extremos. 
Los polinomios con incertidumbre paramétrica p(s, q) se pueden clasificar en cuatro tipos, de 
acuerdo a la estructura de los coeficientes Intervalo, Afín. Multilineal y Polinómico. 
Los polinomios intervalo son aquellos en los que cada coeficiente es una función lineal de un 
sólo parámetro y cada parámetro se relaciona sólo con un coeficiente. Mediante transformación 
de coordenadas toma la forma acostumbrada como la que se muestra en el siguiente ejemplo: 
p(s, c) = q0 + qis + q-2S2 + q3sa 4- q^s4. 
En los polinomios afin los coeficientes dependen lincalmcnte de varios parámetros y cada 
parámetro se puede relacionar cun varios coeficientes. Ejemplo: p(s,q) = (2q] + <72) 4- (4qi 4 
5^2)a 4- (3<j! 4 2 q 2 ) s ¿ + 2 ( 1 + qj).«!3 + 
Los polinomios multilineales poseen coeficientes que como su nombre lo dice son sumas de 
productos de parámetros con potencia unitaria. Fjemplo: p(s, q) = ( 3 ^ +92^3) + (2Qi?2 + 5í72)^ + 
En el caso polinómico los coeficientes son semejantes a los anteriores pero por lo menos algún 
parámetro aparece con potencia mayor a la unidad. Ejemplo: p(s, q) = (2q2qi) + ( f j i ^ + <71) s 4-
fal + 2^93 )s2 + (g?Í2 4 4(/3)»3 4 
3.3 Polinomios Intervalo 
De acuerdo a la descripción de polinomios intervalo, cada coeficiente se puede expresar como 
c,(q) = a^y + a^ j í t , donde a ¿ J son constantes. Tomando en cuenta que q, € q*] entonces 
ct <E [c~, c*] donde e~ = a l 0 + "i.igf y c* — a,,o 4- 0^1 <7/ pudiéndose expresaras! un polinomio 
intervalo como c) = co 4 ¿i-s 4 c2.s2 4 c-j s5 H h c,iSn donde la incertidumbre paramétrica 
está en sus coeficientes c, 6 [c~, cf] y por facilidad se acostumbra llamarles q, € (<7,~, <f,+]. La 
estabilidad robusta de las familias de polinomios intervalo es resuelta en 1978 con el teorema de 
Kharitonov. El teorema se establece mediante cuatro polinomios llamados de Kharitonov: 
/¡^(a) = + c f s -I c^ñ2 + c ^ s 3 -I- C4S4 +C5.55 4- c¿".s8 + c*s7 + •••, 
Ka(«) = 4 + cí~s + <Vs2 + Cg s 3 + + C5 s 5 + + c ¡ s 7 + 
= < £ + Ci"5 + C¿"3a +C3s 3 + Cjs4 +C5S5 + C¿"S6 + cfs7 H , 
K*{s) = Cb + cJ-5 + c j s 2 + c j s 3 + C4 s4 + c j s 5 4- c^s6 + cf s 7 4- • • • 
Teorema 3.5 [29] (Teorema de Kharitonov) Una familia de polinomios intervalo P(n,Q) es 
robustamente estable si y sólo si sus cuatro polinomios de Kharitonov Ki(s) son estables. 
3.4 Polinomios con Dependencia Afín 
En este tipo de polinomios los coeficientes son combinaciones lineales de los i parámetros físicos 
£»(?) — 4 C j ^ i + c¿,2?2 + •••+- Ci¿qe, en el caso general los coeficientes no necesariamente 
son independientes entre si. Cada polinomio con incertidumbre paramétrica afín p(s, q) se puede 
expresar como una combinación lineal de los parámetros g¿ | p(s,q) = ao(.s) 4- ^1(5) <71 + a2h)q2 + 
• • • + a?(s)<7¿ donde los coeficientes o¿(s) son complejos. 
p(s,<?) = 0 0 ( 5 ) + A{s)q, A{s) = [a t(s) <»a(s) . . . « « ( « ) ] 
Si la expresión p(s, q) = Oo(s) 4- A(s)</ es evaluada en un vértice ql de la caja de incertidumbre 
Q, se obtiene el polinomio p l(s). Por otra parte, dado que la caja de incertidumbre es un polítopo, 
( 
entonces para todo vector q € Q existe un conjunto de valores A¿ > 0 tales que g — ^ A¿<7', 
t=i 
e 
K — L. Aplicando esto a las ecuaciones anteriores se tiene: p l(s) — ao(s) 4- /^(sjq1, 
t=i 
( t t 
p(s, q] = a0(s) + /l(s) = ao( s) + X) donde toda A< es positiva y £ ^ - !•» t=L t=l ¿=1 
t 
substituyendo = pf(s) - uo(s) se obtiene p(s,<7) = Oq(s) + ^ (p'(-s) - a o ( s ) ) A* = t=i 
e < 
au(s) + - a o( s ) JL ^ti para finalmente llegar a: 
t e 
i=l i-1 
Con lo anterior se demuestra que todo polinomio afín p{s,q) G P ( s .Q) se puede expresar como 
una combinación lineal convexa de sus polinomios {pl(5)> P2^')) • • • > Pm(s)}> siendo entonces 
éste el conjunto generador de un polítopo que es la familia de polinomios con incertidumbre afín. 
Dicho de otra manera, un polinomio afín mapea el pulítopo Q en el polítopo P(s,Q). Debe notarse 
que todo vértice proviene de un vértice q\ pero no todo vértice qx mapea en un vértice 
de P ( s ,Q) . Así también si el análisis se particulariza al caso q — - A) + se obtiene 
p(s, q) = p(s, q a ) ( l - A) +p{s, lo que significa que un segmento de línea recta en la caja 
de incertidumbre paramétrica con extremos en qa, (f1, es mapeado en un segmento de línea recta en 
el plano de los complejos con extremos enp(s, qa), p(s, qb). Haciendu el análisis anterior en orden 
inverso se obtiene que todo segmento de línea recta en el plano de los complejos con extremos en 
p(s, ya), qb) es mapeado de un segmento de línea recta en la caja de incertidumbre paramétrica 
con extremos en qa, «j6. Por otra parte dada la definición de arista, entonces cualquier arista de 
P{s, Q) no intersecta con ningún otro segmento en los complejos, y dado que todo segmento de 
línea recta contenido en P(s . (3) es mapeado de un segmento de línea recta contenido en Q y todo 
segmento de linea recta contenido en Q se mapea en un segmento de línea recta contenido en 
P{s, Q), entonces toda arista de P(¿¡, Q), proviene de una arista de <3, peco no toda arista de Q 
se mapea en arista de P(a, Q). 
La estabilidad robusta de las familias de polinomios con incertidumbre paramétrica de estructura 
afin queda resuelta en 1988 con el teorema de A. C. Bartlet, C. V Hollot, Huang Lin (1988), que se 
describe en seguida. 
Teorema 3.6 [6] (A r i.tías) La familia de polinomios P(s,Q) con incertidumbre afin es estable si 
y sólo si el mapeo de las aristas de Q es estable. 
El mapeo de una arista de Q es estable si cumple el teorema (3.4) de Frazer y Duncan. Si se 
desea hacer un análisis algebraico de la estabilidad de las aristas de Q, se puede hacer mediante un 
resultado de [21], de donde se obtienen condiciones necesarias y suficientes de estabilidad de un 
segmento. Un segmento (p(s,?1), p(s, ^ ) ] es estable si y sólo si se cumple: (i) Los coeficientes 
Cn de los polinomios evaluados en los vértices p(s,<f) deben de tener el mismo signo, (ii) Los 
polinomios evaluados en los vértices p(s, q ' j deben ser estrictamente Hurwitz. (iii) Tomando H¿ 
como la matriz de Hurwitz correspondiente a p(s, <?'), el producto H f l H } no debe de tener valores 
característicos puramente reales en (—oo, 0]. 
La estabilidad de las aristas se pueden analizar también empleando las condiciones de estabilidad 
de segmento de S. E Rhattacharyya, H. Chapellat, L. H. Keel, [7, 8, 9], en el que un polinomio 
•p{jijj) — co + Cijui 4- 02{jw)2 + c*(j<jj)3 + c^(ju>)A - ( - . . . + CnOw)" e s representado mediante 
p(ju) =p°(u])+jüjpe(u), donde p°(w) = CiW-c3w3+c5 í i ;N ype(u¡) = co—c2cü2+c4ai4H . 
La estabilidad del segmento se establece de acuerdo al siguiente lema. 
Lema 3.7 [7] (Segmento). Sean pi(s),p2(s) polinomios Hurwitz de grado n con coeficientes 
principales del mismo signo. Entonces el segmento de polinomios \p^(s) , P2(s)] es Hurwitz estable 
si y sólo si no existe u> > 0 tal que: 1) pt(w)pj(w) - p\(w)p°(w) = 0, 2) p ^ w j p ^ w ) < 0, 3) 
P Í M P S M < 0. 
El lema anterior requiere sólo la primer condición y una de las otras dos, como se puede ver 
en el siguiente análisis: si pi(w)p2(w) — 0, entonces multiplicando l) por p] / 0 se 
obtiene (Pi(w))2Pi(új)p2(w) — P\PÍ (Pi(u0)2 = 0 que implica pj(a>)p2(cj) = 0. Por otra parte, 
si PÍ(w)P2(cu) < CJ, entonces multiplicando 1) por p\(u^p^ui) 0. se tiene (p"(u;))a (p^w))2 — 
(p* (w)p^(u1)) (p?(w)p?¡(cj)) — 0 lo cual implica p°(u;)p2(u;) < 0, con lo cual queda probado que 
la primera y segunda condición implican la tercera y de manera similar se prueba que la primera y 
tercera condición implican la segunda. 
3.5 Polinomios con Dependencia Multilineal 
Un polinomio p(¿», <?) de dependencia multiafin que comúnmente se le llama multilineal, se puede 
definir de la siguiente manera-
Definición 3.9 Un polinomio con dependencia multilineai p(s, q) tal que q € Q C Sí*, se puede 
expresar linealmente en cualquier parámetro mediante la¿ /unciones fi{s,q) y g,{s,q), siendo 
ambas dependientes de s y de toda qk tal que k ^ i, p(s, <?) = fi{s,q) + <?¿(s, (})(?,, 
Dada la naturaleza de los polinomios multilineales, es útil emplear una nomenclatura que permita 
trabajar un vector paramétrico parcialmente determinado, es decir, que parte de los parámetros 
físicos qt que lo componen, estén determinados en uno de los extremos de la incertidumbre qt o 
q~. Esto se puede expresar mediante un parámetro at¿ € fO, 1} | q¡ = <7, (1 - a¿) + de 
tal manera que un vector de incertidumbre paramétrica q con algunos de sus parámetros k • • • 
determinados en alguno de sus extremos se puede representar como qij"3'ak , y el parámetro que no 
se especifique un valor determinado, será elemento de su intervalo de incertidumbre: — 
{? I ?¿ = <ii (i - o.) + <u<*x, <i¿ = <iT{1 -<*: ) + qf<*j> Qk = <ik(i + •••); <*<. «y. 
«*, € {0, 1}, ) r € (<¿T. tf] Vr ?¿ i, j, k, Así también podemos adoptar 
la notación de que entre dos vectores paramétricos <7,aj'*''° y ^ j , ' ^ ' 1 , la única diferencia que 
tienen es que qk — en el primero y qk — qt en el segundo, mientras que todos los demás 
parámetros tienen el mismo valor en ambos vectores incluyendo todo qT tal que t ^ i, j, k. En 
esta notación, un segmento recto en Q paralelo al eje qt: es expresado por q = qfX 4- q¡ (1 — A). 
Las funciones empleadas en la definición (3.9), cumplen las siguientes equivalencias si el vector 
paramétrico q es elemento del segmento paralelo al eje q, | = fx{s,4,') = /«(s,<?) y 
9i(s,qi) = 9i{s,q¡) = 9i(s,q). 
Si q es elemento del segmento , <?,•], entonces de acuerdo a la definición (3.9), las funciones 
fi(s,q) y gi(s, q) se pueden obtener valorando el polinomio en q¿ y q] | = + 
yp{s,q}) = fi(s, g,1) + s¿(.s, q})qt-, y tomando = qt - <h se obtiene: 
IÁs,q) = ^ , 9>(s,q) = ~ X, ( * 
Substituyendo fi(s , (?) y gx{s,q) de (3.10) en la ecuación de la definición (3.9), se obtiene una 
expresión para el polinomio p(s, <7) en función de los polinomios p(s, q®) y p(s, g,L) para todo vector 
paramétrico q elemento del segmento , qt}, como aparece en seguida: 
A¿ 1 ^ ~ Ai ' Ai 
Esta última expresión se simplifica en una sola sumatoria como aparece en seguida, dando lugar 
al siguiente hecho: 
p(«, Q) = E P ^ W * I «, € {0, l}, ~ " «i) + ^ - a , > 0 1 ^ ^ = 1 
(3.11) 
Hecho 3.1 (5] Tbdo segmento en Q <Z ffi paralelo a un eje </» en Q se mapea meiliunte p(s, q] 
multilineal en el segmento en los complejos [gf , í,1] [p(s, <$) , p(s, g,1)]. 
Dado que p{s, q^) y p{s,q}) son funciones de £ - 1 parámetros por que <?; no es variable en 
ellos, entonces pueden ser expresados en función del resto de los parámetros para ser substituidos 
en (3.11) obteniendo así (3.12) 
« i € { 0 , 1 } , = l (3.12) 
El resultado anterior muestra que dejando variables sólo dos parámetros en la caja de 
incertidumbre el polinomio multilineal p(s,q) es una combinación lineal de los polinomios 
p(s, q"¡ai) con coeficientes 0°i0°3. Aplicando (3.11) en los polinomios p(s ,q£ , a j ) para {«¿Qj} = 
{00, 01, 10, 11), se obtendría una función semejante a (3.12) en función de los parámetros i, 
j, k. Mediante aplicación sucesiva de (3.11) como lo ha sido para obtener (3.12), se obtiene una 
expresión para cualquier número de parámetros: 
p{s,q) = P i s ^ r n w ^ f n * • • •) (3-13) 
.o*.--
0 T ~ " Q t ) + - G { 0 , 1 } 
Si el número de parámetros en (3.13) es la dimensión i del espacio donde se encuentra la caja 
de incertidumbre Q C entonces el conjunto de vectores a < } se convierte en los 2e 
vértices de la caja de incertidumbre paramétrica |<j'} enumeradus pur i, siendo éste el valor en 
decimal del número binario: a i Q2 . . . a i | € {0, 1}. Así también el conjunto de polinomios 
{pís i^fc^r* } se convierte en los polinomios (p ' (s)} que son el conjunto generador de la 
familia de polinomios P(a, Q). Con lo anterior queda demostrado el siguiente teorema. 
Teorema 3.8 (Teorema de Combinación Linea! de la Imagen de los Vértices) Cualquier polinomio 
multilinaul p(s , </) elemento de una familia F(s , Q) .ve puede expresar como urui combinación lineal 
de la imagen de los vértices de Q. 
P M = E P ^ f i Z T ^ ' M ^ F I " 
• • • V?' > o, E • • • = 1 
•••ai 
= + a , e { 0 , 1}. 
Para los casos en que se puede hacer una transformación de parámetros sin perder las propiedades 
del caso, los nuevos parámetros, que por simplicidad se le seguirán llamando qt, son normalizados 
a qt e |0, 1], y entonces = (1 — <ji)(l — a t ) +- (<7«)a* > 0- La idea de expresar un 
polinomio multüineal F(s,q) con una caja de incertidumbre Q normalizada a <7, € [0, 1], en 
función de polinomios extremos es mostrada por N. K.. Tsing, A. L. Tus [41], pero los detalles 
de su demostración son omitidos y lo mencionan como una combinación convexa sin realmente 
serlo como se verá en seguida; la misma idea es empleada para otros fines en [40]. 
El contenido del teorema (3.8) no implica que la familia P(s , Q) sea convexa, ya que los 
coeficientes de cada polinomio p ( s , s o n dependientes entre sí. Para 
el caso Q C 3?2 el polinomio se puede expresar como p{s,q) = p(s,<?$()( 1 — 9i)( l — Ta) + 
P(s, 9?á)(l -<7i)g2+p(s, f « ) ? i ( l -92) + p ( s , í ^ t e r t a , pero se puede ver que un segmento que une 
dos vértices en Q tal que de uno al otro cambien dos parámetros, por ejemplo el segmento [<7*J . q*,] 
no es mapeado en una recta en el plano de los complejos uniendo los polinomios p(a, ¡7^), p(s, q¡j), 
como se muestra en la figura (3.1) del siguiente ejemplo. 
Ejemplo 3.1 Dado el polinomio [5] : p(s, q) — C0+C1S+ C2S2 +c 3 s 3 4- s4, Cn = 1.853+3 773?i + 
1.985(721 4 . 0 3 2 ( 7 ! = 3.l64+4.841gi4 1.561<j2+106<7i<fc, Q¡ = 2.871+2.06<7i+l.561g2+<7i«2, 
ca — 2 56 + <7i + 1J2; > dada ¡a caja de incertidumbre paramétrica: <?i € [0, 1], <72 £ (0, 3]. Graficar 
en el plano de los complejos, los polinomios p(ju>, <7) correspondientes a 20 líneas de <72 constante, 
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Figura 3.1 u Valué set" de familia multilineal. Ejemplo 3 l 
Para entender más las propiedades del mapeo multilineal se puede ver que de acuerdo al hecho 
(3.1) toda arista de Q es mapeada en un segmento recto en los complejos. Por otra parte, dada la 
definición de arista, ésta no se intersecta con ningún otro segmento del conjunto, así que si p(s, q) 
es elemento de una arista entonces q no será intersección de dos segmentos en Q y por lo tanto 
pertenecerá a una arista en Q, implicando que toda arista de P(s . Q) proviene de una arista de Q, 
pero no necesariamente una arista de Q se mapea en una arista en P{s, Q). De acuerdo a esto último 
y al teorema (3.8) se puede concluir que: c.onvP(s. Q) = c/mv{pl(s)\ y P(s , Q) C eomj{p*(.j)}. 
En este análisis el polinomio p{s,q) es una función que mapea de Si* a los complejos, pero se 
obtienen los mismos resultados si el análisis se hacc para una función multilineal que mapee a más 
de dos dimensiones / : SR* —» como lo muestra el Teorema de Mapeo de L. Zadeh y C. A. 
Desoer (1963) [A6\. 
Teorema 3.9 [46] (Mapeo) Suponga una caja de incertidumbre paramétrica Q C con 
vértices {y1} y una junción multilineal f : Q —>• SRfc. Sea f {Q) — {/(?) | q € entonces. 
convf(Q) = conv {/(í*)} 
Si la familia de polinomios multilineales P(s, Q), está contenida en el polítopo generado con sus 
polinomios extremos, entonces de acuerdo a [211 se puede establecer que una condición suficiente 
de estabilidad para una familia de polinomios multilineales P(s , Q) de grado n, es que cumpla: 
(i) Los coeficicntcs cv, de todos los polinomios evaluados en los vértices p(s, qx) deben de tener el 
iuímuu siguu. (ii) Todos los polinomios evaluados en los vértices p(a, y*) deben ser estrictamente 
Hurwitz. (iii) Tomando Ht como la matriz de Hurwitz correspondiente a p(s, <?'), el producto 
H~ lHk no debe de tener valores característicos puramente reales en (—oo, U] para toda i = 1, 
2,---,2t-k = i-\ 1, 2, • - - , 2Í. 
Una familia de polinomios con incertidumbre multilineal P(s, Q) no necesariamente es convexa 
aún cuando su frontera esté constituida por el mapeo de aristas de Q, como fué planteado por error 
en la conjetura de Holloty Xu (27). Como se muestra en la figura (3.2) del siguiente contraejemplo. 
Ejemplo 3.2 (Contraejemplo a la conjetura de Hollot y Xu) [3]. Dada la familia de polinomios 
multilineales p(s, q) = {s - qi)(s - q2)(s - <73) + 6(.i2) + 4s + 6, con una caja de incertidumbre 
paramétrica Q tai que |<?,| < \/3. Obtener un bosquejo del 'valué set"para oj = L, graficando en 
el plano de los complejos la imagen de lineas paralelas a q¡, correspondientes a cada punto de la 
cuadricula formada por 15 puntos uniformemente distribuidos en q\y qt. 
La falta de convexidad en e l" valué set" del caso general de familias de polinomios multilineales, 
hace difícil el análisis de estabilidad robusta, provocando en los investigadores del área el interés por 
resolver diversos casos particulares como por ejemplo cuando se tienen productos de polinomios 
intervalo, si los parámetros de cada polinomio son distintos a los de los demás polinomios, el 
resultado es un polinomio multilineal; mediante la genenili¿ación del teorema de Kharitonov [10] 
este tipo de caso es estudiado en [9, 11, 12] como estábil izibilidad. 
Existen algunos trabajos de investigación para determinar los casos particulares de polinomios 




Figura 3.2 Contraejemplo a la conjetura de Holloty Xu. 
3.5.1 Polinomios con Incertidumbre Multilineal e Imagen Convexa 
De acuerdo al teorema de mapeo, cuando un polinomio con incertidumbre paramétrica multilineal 
tiene imagen convexa ésta es un polítopo. Dado esto, existen varios trabajos en los que se investigan 
estos casos que en general son de condiciones suficientes de convexidad y se pueden clasificar en 
dos tipos: condiciones de convexidad en el espacio de los coeficientes, y condiciones de convexidad 
dependientes de la frecuencia 
3.5.1.1 Condiciones de Convexidad en el Espacio de los Coeficientes 
En esta clase de casos juega un papel importante los conceptos de: simetría, mencionada por 
W. Chen, 1. R. Petersen [14] y no traslape, B. I Polyak [14, 37]. Para describir la simetría es 
necesario emplear dos vectores paramétricos, en uno las componentes q, y q} están intercambiadas 
con respecto al otro: q = foi,<72, • • • • - ,9¿-i, .. .,qt-i, « j , 
<1= <?2> ..-,<?<-i, qj, yt, qj+i>-..,qe-i,qt\. 
DvGuicíóu 3.10 [14] Un polinomio p(s, q) — co(g) + ci(</)s + • • • + Cr,{q)an se dice ser de 
estructura con incertidumbre simétrica si Ci{q) — CI(Q) para i = 1, 2, - - •, n. 
Un ejemplo de estructura con incertidumbre simétrica para Q c 5Í3 es el coeficiente Cj(<j) = 
qiq¿ + q-2q-j + 
Definición 3.11 [14] Una caja de incertidumbre paramétrica cumple la propiedad de no traslape 
si los limites de los parámetros cumplen: > q f . 
Si un polinomio cumple la propiedad de simetría y la caja de incertidumbre paramétrica es tal 
que q~ — a y qf = 6 para i = 1, 2, • • •, i, entonces un polinomio evaluado en un vértice con 
mo parámetros en valor mínimo a y mi parámetros en valor máximo 6 no altera su valor si se 
intercambian de lugar dos parámetros cualquiera, dando lugar al siguiente hecho. 
Hecho 3.2 Dado un polinomio multilineal p{s,q} que cumple la propiedad de simetría, con una 
caja de incertidumbre paramétrica tal que q~ = a y <?,+ = b para ¿ — 1 , 2 , . . . , (, entonces todos 
los vértices con una cantidad mo de parámetros en valor mínimo y una cantidad mx de parámetros 
en valor máximo sin importar su lugar en la notación r'.V »i son capeados al mismo 
i i • r 0 , 0 , 0 , , 0 , 1 , 1 , 1 , ,1 \ punto en los complejos. p{.s, qyj ki..|l0lMlt,...,„ )• 
El hecho anterior explica el por que varios vértices de la caja Q son mapeados a puntos comunes 
en los complejos en la figura (3.2) del contraejemplo a la conjetura de Hollot y Xu. Además el 
contenido de este hecho, sirve de base para demostrar otras propiedades del tipo de polinomios que 
se están analizando, para esta finalidad es necesario primeramente establecer el siguiente lema para 
ser aplicado en la demostración del teorema (3.11). 
Lema 3.10 Un vector q(X) con una componente en combinación lineal con dos elementos a = q~ 
y b ~ g,+, ?¿(A) = a ( l - A) + bXy ¡as demás componentes fijas, es mapeado por una Junción 
multilineal f(q{A)) en ¡a misma combinación lineal de ¡as funciones en /{qf) y f(q}), para todo 
valor de A. 
Prueba. Por simplicidad q(A) será anotada solamente como q, entonces f(q) = fi(q) + 
9i(q)qiW — />(<?) + Si(«?)(a(l — A) + bX) sumando y restando fi(q)X en la última expresión se 
obtiene f(q) = (/,(<?) +$<(q)c)( 1 - A) + (/,(?) + 9i{q)b)X, dado que fi(q) y 5,(5) no dependen 
de entonces: f(q(X)) = / (q°)( 1 - A) + f(q¡)X • 
Teorema 3.11 Sea p(s, <7) un polinomio multilineal con a — constante, que cumple la propiedad 
de simetría. Sea Q C K'2 una caja de incertidumbre paramétrica tal que qf = q~ — a y 
íj+ = = b, que mapea sus vértices a los complejos en p 0 0 , p1,1 y p0,1 = p 1 0 . Sea K C Oí2 
otra caja de incertidumbre paramétrica que cumple la propiedad de no traslape tal que k\ € [a, b], 
fc¿" = <7.( 1 — a) + 6a, fc2h = a(l—fl)+b0, fí > a > 1, que mapea sus vértices a los complejos en p0,0, 
pí,i po 1 y £níonces ios vértices de K son mapeados formando un politopo en los complejos, 
con la arista [p0,0, p0, i) alineada con [pu'u, p0,1] y la arista [pI|U, p1,1] alineada con la [p1,0, p1,1], 
teniendo ambas lineas como punto de intersección al vértice p0-1 = p1,0 como lo muestran el mapeo 
tos vértices de K •. 
p°.o = + (pO,. _ p o . a ) ( a _ 1 = p0,i + (pa,i _ p o.o ) W _ 1 } 
p™ = p W + ( „ u _ pi,o)f l( i ¿M = pi,o + (pM _ p i f i ) 0 
Prueba. El mapeo del vértice fc0,0 a los complejos es pu,u que se puede expresar como 
p0-0 = / i ( fcf ) + substituyendo y en función de los parámetros de la caja 
Q se obtiene pu,° = / i (a{l - a ) + 6a) + ffi(a(l — a) + ba)a. Aplicando el lema (3.10) 
resulta p0-0 = / i (« ) ( l - a) + /i(&)a + si(fi)<i(l - a¡) + gi(6)aa, rcagrupando se obtiene 
p0-0 = (/;(<z) + 3i(«)o)(l - a ) + (/i(6) + 31(6)0)0 en donde fi(a) + ?i(a)a es el polinomio 
evaluado en el vértice ?0 0, y /i{b) + 9i(fya es el polinomio evaluado en el vértice (7o-1, logrando 
asi p0|° = pu u ( l - a ) + p0 ,1« que es igual a p°-° = p0Q + (p0,1 - p°'°)a, que es equivalente 
a p0,0 = p0'1 + (p0 L - p0 ,0)(a - 1). De manera similar se prueba para los demás, logrando así: 
pf.* = p0.i + (pP.1 _ jfifl)(a - 1), p0'1 = p01 + (p0-1 - p00)(j3 - 1), ^ p1'" + (p1-1 - y 
p U = p i , o + ( p i , i_ J J i ,ü ) / g. 
De las expresiones anteriores se puede ver que los puntos p0,0, p 0 1 , p0 0 y p0,1están en una misma 
línea y f¡Xfi, p M , p1'0 y p1,1 están en otra línea y de acuerdo al hecho (3.2) ambas tienen como punto 
común a p0-1 = p 1 0 , entonces laarista [p0 0 , p0 1] está alineada con [p0,0, p0 1] y la arista [p1-0, p u ] 
está alineada con [p10, p1,1]. 
Los puntos p o g , p0,1, p1 '1 pueden formar un triángulo o están en una sola línea. Si forman 
un triángulo entontes las líneas determinadas por p°,c, p0,1, p00, p 0 1 y p1,0, p u , p1,0, p u , tienen 
ángulos diferentes, de lo contrario estarán en una sola línea, dando lugar a dos casos de análisis. 
Caso A: los puntos p0,c, p°'L, p1 '1 formaran un triángulo. De las expresiones de p , J y dado que 
0 > q > l, entonces (0 — 1) > (<2 — 1) > 0, se determina que en una línea el punto p0,1 está más 
alejado de p0,1 que el punto p0,0. De la misma manera en la otra línea el punto p1,1 está más alejado 
de 1 que el punto pi ,IJ, de tal forma que la línea que contiene al segmento [p0,1, p1,1] y la línea 
que contiene a [pUi°, pi,1J] no inteisectan dentro de la evolvente convexa de los puntos fP®, p1,0, 
p0'1, p 1 1 al igual que las líneas de los segmentos [pl-°, p1,1] y [p0,0, p01]. Por lo tanto estos cuatro 
segmentos en los complejos son aristas de un polítopo P(K) limitado por las aristas: [p0,0, p1'0], 
[p1-0, p1-1], [ p u , p r u ]y [p m , p"-0]. 
Caso B: los puntos p0|°, p 0 1 , p1,1 están eri una sola línea. De acuerdo a las expresiones del 
mapeo de los vértices de K, las líneas determinadas por p°'°, p1,0. p 0 1 , p1,1, están en una sola 
linea, habiéndose colapsado cutonccs el polítopo del caso A en un segmento de recta sin perder su 
convexidad. • 
El resultado del teorema anterior se puede interpretar fácilmente en las gráficas correspondientes 
al polinomio p(s,y) - co(<7) + «1(7)0- -t- c2(q)s2 + c3(<?)53 + Ci(<j)s\ con coeficientes: cq = 
(1 + 9 l ) ( l + q2), Cl = (1.5 + <70(1.5 + q2), c2 = (0.3 + g j ( 0 . 3 + q2), c3 = (0.2 + qL){0.2 4-
c* = (0.25 l g!)(0.25 -l 172), con una caja Q tal que qt € [0, l], y una caja K tal que € [0, l | , 
¿2 € [2, 3]. La región de lineas cruzadas corresponde a la imagen de Q y el polítopo corresponde 
a la imagen de K, como aparece en la figura (3.3). 
Una consecuencia inmediata del teorema (3.11), sin necesidad de demostración es el siguiente 
corolario, este resultado es obtenido en [14] por métodos muy diferentes. 
Figura 3.3 Familia multilincal con simetría y no traslape. 
Corolario 3.12 [14] Dado un polinomio multilineal p(s,q) can s — constante, que cumple la 
propiedad de simetría, con una caja de incertidumbra paramétricu Q C tfi2 tal que cumple la 
propiedad de no-traslape, la familia P(s,Q) es un polítopo. 
Una vez obtenido el resultado del corolario anterior se puede extender a cajas de incertidumbre 
paramétrica Q C 31? como aparece en [14] y por lo tanto se tiene que para una familia de polinomios 
con incertidumbre paramétrica multilineal que cumple la propiedad de simetría, con una caja de 
incertidumbre paramé trica Q c tal que cumple la propiedad de nu-lraslape, se puede analizar la 
estabilidad robusta por medio del teorema de las aristas. 
3.5.1.2 Condiciones de Convexidad Dependientes de la Frecuencia 
Las condiciones de convexidad mencionadas en el punto anterior son condiciones suficientes en el 
espacio de los coeficientes, existen varios trabajos en los que las condiciones de convexidad son 
dependientes de la frecuencia. 
N, K. Tsing, A. L. Tits [41] establecen para un polinomio multilineal, una trayectoria cerrada 
c = [[?l> <J21> [?2i ?3]. - - k f c _ 1 ; 9fc]> [ífci 91]] i fc > 2 en Q C Jí* donde cada segmento es arista 
de Q, y de acuerdo a la posición que guarda el mapeo de los vértices contenidos en la trayectoria 
P Ú . í 1 ) , PÍ-s,«?2), ••• p(«*jtffc) en el conv (p{s, {$*})), establece sus teoremas y corolarios de los 
que podemos citar los siguientes: 
Corolario 3.13 [411 Si existe una curva cerrada c = [[ql ,q2}, [q2 ,<?3], ... [<?fc-L ,<?*], fa* .g1]], 
k > 2 en Q donde cada segmento es arista de Q y p(s,ql), p(s,<f), . . . p(-s, qk) son vértices 
sucesivos de conv (p(.5, { < 7 ' } ) ) entonces P{s, Q) es un polígono igual a conv (p{s, {?'})). 
Teorema 3.14 [41] Si para un polinomio multilineal, cada vértice de conv [P(s, Q))es mapeado 
de sólo un vértice de Q y ningún otro vértice de Q mapea en una arista de conv Q)), entonces 
P{s,Q) es un politopo si y sólo si las aristas de conv {P{s, Q))son mapeadas de aristas de Q. 
El ordenamiento de los vértices mapeados a los complejas y el ángulo entre sus aristas son 
empleados por B. D. O. Anderson, F Kraus, M. Mansour y S. Dasgupta [3] para determinar 
condiciones suficientes en las que el "valué set" de una familia de polinomios de incertidumbre 
multilineal es un politopo. Para una caja de incertidumbre paramétrica tal que qt € [0, 1] y A, = 1, 
de acuerdo a (3.10) — p(jw,<7') — p(jw,q^) que geométricamente es el "vector" que 
conecta el polinomio p(jv,<$) con píjcj, g,1) en el plano de los complejos, se puede decir que 
< 7 , ( ; ; u > . qr) apunta liacia donde crece el mapeo de </, en el punto p ( j w , qr) al incrementar de (J a 1. 
Dado que la función gi(ju¡,q) es un número complejo que se puede expresar en su parte real e 
imaginaria o en magnitud y ángulo, entonces g , ( j u = gxn(w,q) + = <í)¡ e?0> 
y yiR.{w,q) = ISií/t*'. ?)l 9u{v, <7) = Isí(jw, <j)| senOú si se obtiene el Jacob laño de 5) 
con respecto a los parámetros y qp, éste quedará en función de la parte real e imaginaria de las 
derivadas parciales ^ que a su vez son «/¿(j^.?) de acuerdo a (3.10), entonces el Jacobiano 
Oqi 
de pCs.g) con respecto a y qg, Jaa(u>,q], es: 
dpñ(u,<l) dpH{<jj,q) 
dqc 






Valorando el Jacobiano en un vértice qr de Q, entonces el signo de Jafl(w,9 r) determina la 
relación entre los ángulos de las aristas a y 0 en los complejos que salen de p(<jr). Si el ángulo 
entre las aristas a y p es 0 < 6q — 0a < rr, dicho de otra manera si el ángulo 0p es mayor que el 
ángulo 9c pero no por más de n, entonces el Jacobiano Jafffa»Qr) positivo, de lo contrario es 
negativo. 
La imagen de toda arista correspondiente a un parámetro sale del vértice donde = 0 y entra 
en el vértice donde q, = 1. El ángulo de una arista donde es entrante es el negativo del ángulo donde 
es saliente. Si se analiza el Jacobiano en un vértice q' de <3 para todo par de parámetros posibles a 
y P tal que a < 0 y el Jacobiano resulta Jap(u. qr) positivo, significa que los ángulos de todas las 
aristas salientes del vértice qr están ordenados 8\ < &2 < • • • < y 0 < 9( - B\ < ir. Si se inicia 
este análisis en el vértice donde todos los parámetros están en cero y el ordenamiento de ángulos se 
cumple, significa que la arista de menor ángulo es la que incrementa <71, y la podríamos identificar 
por arista 1. Si se recorre en la dirección de esta arista y se analiza este nuevo vértice, el ángulo 
de la arista 1 cambia de signo porque en ese nuevo vértice es entrante y será entonces la de ángulo 
mayor. Si el Jacobiano es positivo entonces el ordenamiento de ángulos se sigue cumpliendo y 
ahora la arista de menor ángulo es la arista 2 que es la que incrementa q?. Si al continuar el análisis 
la condición de ordenamiento de ángulos se sigue cumpliendo, se habrá creado en los complejos una 
trayectoria de aristas cerrada con los vértices ordenados. En [3] utilizan esta propiedad y la aplican 
primero a una caja en 3?¿ para la cual al cumplirse el orden de los vértices es obvia su convexidad 
y por inducción matemática llegan a probarlo para Q C 3J*. 
Otro trabajo interesante de polinomios con incertidumbre paramétrica multilineal es el de B. T 
Polyak [37|, que basa su trabajo en cierta relación de las funciones gi{juj,q) que le llama propiedad 
D, que de cumplirse es condición suficiente para que la familia de polinomios sea un polítopo. Para 
un vector paramétrico q cualquiera de la caja se analiza la posición relativa que se guarda entre 
las funciones gi(Ju, <?), si sus ángulos están ordenados entre cero y 7r (como las aristas del trabajo 
de Anderson), lo representa por gi(jw,q) -< 92(ju,q) •< ••• -< 9e( jv,q) -< -<?iOw,<j), y si se 
cumple para todo vector paramétrico de la caja se le llama propiedad D; por otra parte establece 
los segmentos principales, que son el mapeo de aristas de Q que partiendo del origen, incrementa 
primero qi de 0 a 1, posteriormente ^ de 0 a ], hasta llegar al vértice máximo donde disminuye 
primero ^ de 1 a 0, posteriormente q? de 1 a 0, hasta llegar al origen, mediante la propiedad D 
y los segmentos principales establece varios teoremas, para el caso multilineal podemos tomar el 
siguiente; 
Teorema 3.15 [37] Si la propiedad D es cumplida por un polinomio multilineal p(ju,q) can 
coeficientes positivos, para toda 0 < u < oo, entonces la familia P(s, Q) es robustamente estable 
si y sólo si todos los coeficientes svn positivas Vq £ Q y los 2( segmentos principales son estables. 
3.6 El Problema del Caso General de Incertidumbre Multilineal 
La convexidad en las familias de polinomios intervalo y afín es de gran ayuda para lograr criterios 
sencillos para determinar la estabilidad robusta de la familia, en ambos existe un subconjunto de 
prueba [l, 5), que es el conjunto mínimo de polinomios tal que la familia es estable si y sólo si el 
subconjunto de prueba es estable. En los polinomios intervalo el subconjunto de prueba fueron 
los cuatro polinomios de Kharitonov; en los polinomios atin el subconjunto de prueba fueron 
las aristas. En las familias de polinomios multilineales no existe subconjunto de prueba, J. E. 
Ackermann [l, 2] publica un contraejemplo en 1992 que es un polinomio multilineal p(s, q) — 
e i 
c«(í) + CI(q)s + + s3 , con coeficientes Co(g) = - 1) + r 2 + 2(£ + 1) £ <?« + 2 XI <M¿< 
«=i «<j 
t 
Ci(í) - - Ci(<?) y 9 e Q = {<J [ * > o, i = 1, 2, • ¿}. Mediante el 
criterio de Hurwitz, Ackermann determina que para tener estabilidad robusta, deben cumplirse que 
ci(g)c2(g) - Co(g) > o, que equivalentemente es: c1(g)c3(<7) — cy(g) = l)2 - r2 , de 
<=i 
t 
donde ^ ( q , — l)2 > r2 , entonces la familia de polinomios es estable fuera de una bola de radio 
i 
r centrada en qo = [1, 1, - - -, 1], si se hace que r tienda a cero, el polinomio será estable en toda 
q € Q excepto en el punto <jo Se puede seleccionar arbitrariamente una caja Q tal que satisfaga la 
positividad de los parámetros y que contenga a <jo- La posición de <?o en Q puede ser tan arbitraria 
como se desee, entonces no existe un subconjunto de prueba capaz de contener a «jo-
De lo anterior se puede ver que la solución del problema de estabilidad robusta de familias 
de polinomios multilineales, no puede estar basada en un subconjunto de prueba y la búsqueda de 
casos de imagen convexa resuelve solo esos casos particulares pero no el problema general. Existen 
algunos resultados que pudieran ser útiles al análisis de la estabilidad robusta de polinomios con 
incertidumbre multilineal. En [26] se prueba que para una función multilineal real, si existe una 
raíz dentro de Q, ésta está también en las aristas. En [31] demuestra que una familia de polinomios 
multilineales tienen raíces invariantes si y sólo si estas lo son también de la imagen de los vértices 
de la caja, la existencia de tales raíces es función de la independencia lineal de ciertos vectores con 
un número de elementos que puede ser muy grande y por lo tanto difícil de trabajar En [30] se 
resuelve la estabilidad robusta de casos particulares de familias de polinomios "anidados", dada 
una familia de polinomios con su subconjunto de prueba y dado un polinomio fijo, al substituir un 
elemento cualquiera de la familia de polinomios como argumento en el polinomio fijo se genera una 
nueva familia de polinomios, se demuestra que la nueva familia es estable si y sólo si el polinomio 
fijo es estable cuando el argumento es substituido por cada elemento del subconjunto de prueba. 
Dada la falta de convexidad y de subconjunto de prueba del caso multilineal; y dado que no 
es fácil encontrar la frontera del " valué set" para el caso general, puede pensarse en determinar 
la estabilidad robusta utilizando la metodología de análisis empleada en [25] para determinar 
márgenes de estabilidad mediante una partición del duminio original en subdominios, e iteraciones 
en búsqueda de la intersección con el origen de la imagen de ciertas aristas; el problema es que el 
procedimiento hay que repetirlo a diferentes frecuencias que puedan asegurar el resultado por lo 
menos en un ancho de banda. Puede pensarse también que es de utilidad el trabajar en el cspacio 
de los coeficientes. Rantzer define la dirección convexa como sigue: un polinomio mónico g(s) se 
dice ser de dirección convexa si se cumple la siguiente condición, dado un polinomio f(s) estable de 
grado n, y / { a ) + y ( s ) estable, /(s)+A<?(s) de grado n, entonces el polinomio p(s, A) = f{s)+\g(s) 
es estable para toda A e [0 , 1]. Así también demuestra que un polinomio <?(s) es de dirección 
. fi¿.q(iu) sen(2<¿.g{j&)) . . , , / - v , . , 
convexa st — — — - < 1—— es satisfecho para toda lu > 0 tal que g(juj) ^ 0, donde 
deu 2u> 
Á. significa el argumento de un número complejo. 
B. R. Barmish, H I. Kang [4] demuestran que si un polinomio mónico satisface la condición 
extendida de los menores alternantes de Hurwitz entonces es una dirección convexa, pero este 
resultado en el espacio de los coeficientes es menos general que la dirección convexa de Rantzet 
Por otra parte L. H. Keel, S. P. Bhattacharyya [28] muestran que si un polinomio p(s) = ( 2 \ 
h(s2) + sg(s2) es Hurwitz y Xíu>) = — la condición de Rantzer es satisfecha si se cumple h{~u)¿) 
dX{oj) X{u) 
dbj w 
P Misra [36|. Aplica aritmética de intervalos para analizar la estabilización de un polinomio 
intervalo mediante la tabla de Routh. La aritmética de intervalos se fundamenta en las cotas mínima 
y máxima de las operaciones básicas: " x " , entre dos variables a, b, tal que 
€ [cii, Q2I, b € (6i, 62], de al manera siguiente; [a^, a2] 4- [f>i, 62] — (a i + 12 + 62], 
[ai, a2\ - [61, &2I = [ai - b2, a? - 61), (alf a2][í>i, ^2] = [nun(ai&i, o.xb2, a2bx, 0262), 
max(ai6 l : a ^ , «261, <»262)], («1, «2]/(&i. 62] = [<m, ^ | [ t -> H I 0 Í [61, 0'2 Oí 
Continuando con la idea de Misra, se puede pensar en determinar la estabilidad robusta 
de polinomios con incertidumbre paramctrica, de cualquier tipo, mediante la tabla de Routh y 
aritmética de intervalos. Para esto es necesario determinar la positividad de todos los elementos 
de la primer columna de la tabla, para todo <3 fc Q. 
Los elementos de la primer columna de la tabla de Routh, son funciones polinómicas, en el caso 
general. Al analizar el signo de una función polinómica f{q) para todo q € Q, mediante aritmética 
de intervalos, se obtienen cotas de la función, que no son los valores mínimo y máximo de la función. 
De tal manera que se obtienen condiciones suficientes de positividad o negatividad de la función 
en todo su dominio. Para obtener condiciones necesarias y suficientes de signo de una función en 
su dominio, basta con dividir el dominio en subdominios, y verificar la condición de suficiencia 
de signo en cada uno de ellos, pero el problema radica en que la multiplicación de intervalos es 
una operación complicada, haciendo inoperante la idea en los casos de incertidumbre paramétrica 
multilineal o polinómica, y más aún cuando se trata de resolver la positividad de un determinante, 
en lodo su dominio. Para medir la magnitud de esta dificultad, sólo basta con intentar por medio 
de aritmética de inérvalos, determinar la positividad en toda la caja Q, del coeficiente c3(q) del 
polinomio característico de la máquina "Fiat" [5J que aparece en el capítulo de aplicaciones. 
Los criterios en el espacio de los coeficientes tienen la ventaja que se hace un sólo análisis y 
no uno para cada valor de LO como sucede en el dominio de la frecuencia, por está razón, por la 
falta de convexidad de las familias de polinomios multilineales y por no poder contar para ellos 
con un subconjunto de prueba, se propone una alternativa en el espacio de los coeficientes para 
analizar estabilidad robusta de familias multilineales, dicha alternativa se le llama en esta tesis 
Descomposición de Signo, contenida en el siguiente capítulo. 
Capítulo 4 
Descomposición de Signo 
4.1 Definición de la Operación 
Al analizar una función es común la necesidad de descomponer ésta en sus partes que la constituyen 
de acuerdo al caso, por ejemplo si se está haciendo un análisis de un polinomio p(s), puede ser 
útil descomponerlo en sus partes par e impar, si se está hacieudo el análisis de un polinomio 
en el dominio de la frecuencia p{ju>), normalmente es útil descomponerlo en sus partes real e 
imaginaria, pero si se está haciendo el análisis de la positividad de una función, podemos pensar en 
descomponerla en sus partes positiva y negativa. 
La determinación de la positividad de una función real polinómica multivariable es un problema 
difícil de resolver, normalmente se le ve a la función real como un todo completo y posiblemente eso 
aumenta la dificultad del problema, en vez de ver la función descompuesta en sus posibles partes 
que la constituyen. En este caso se propone descomponer una función multivariable / : —» ?R 
en sus partes positiva y negativa fp{-), fn{ ), para poder definir esta descomposición, es necesario 
primeramente recordar el concepto de corto convexo positivo P = {x e > 0 } [32], así como 
las siguientes definiciones: 
Definición 4.1 [32] Sea P un cono convexo positivo en un espacio vectorial SR*, para x, y € íft* 
se dice que x > y (x > y) con respecto a P si x — y G P (x — y £ P", el interior de P ). 
Definición 4.2 Sea f : Sí* —* 5? una función continua y Q C P C Sf* un subconjunto convexo, se 
dice que /(•) es una función no-decreciente en Q si x > y implica f{x) > / (y) , V i , y € Q • 
Las funciones no-decrecientes presentan algunas propiedades interesantes respecto a las 
operaciones de suma y multiplicación como se muestran en seguida: 
Lema 4.1 Sean f , g : 5R- —» dos funciones no-decrecientes no-negativas en Q C P C 5R*, 
entonces: /(<?) 4- <?(<?) y /(q)<?(<?) son funciones no-decrecientes y no-negativas en Q. 
Prueba. Como /(•) y g(-) son funciones no-decrecientes en Q, entonces para qb, qa elementos 
de Q tal que qb > q" implica que/(g6) > f{qa) y y(qb) > g(qa) de donde es inmediato el resultado: 
f(qb) + 9(<ib) > /(9a) + y / t f í s f o 6 ) > f(qa)g(qa) • 
Dado que una función real constante positiva q > 0 cumple con la definición de función no-
decreciente, entonces una consecuencia inmediata del lema anterior es que dada una función no-
decreciente /(•) e n Q c P c ^ y u n real positivo a > U entonces a + / ( • ) y <*/(•) son funciones 
no-decrecientes en Q. Una vez definidas las funciones no decrecientes y analizadas sus propiedades 
podemos entonces tratar la descomposición de signo. 
Definición 4.3 Sea / : íf* —• 5R una)unción continua y sea Q C P C ft* un subconjunto 
convexo, se dice que /(•) tiene descomposición de signo en Q si existen dos funciones acotadas 
no-decrecientes /„(•) > Q, /p( ) > 0, tales que f(q) = fp{q) ~ fn{q) para toda q <= Q. Dichas 
funciones se llamarán: la parte positiva de la función fP(-) y ¡aparte negativa de la función /„(•). 
f{9) = f M - f M Vq € Q 
/p(.) 4 Parte Positiva de /(•) 
/„(.) A Parte Negativa de /(•) 
Nota 4.1 Los nombres 'parte positiva' y 'parte negativa', son sólo por facilidad de expresión, 
realmente deben ser interpretados como: parte no negativa y parte no positiva respectivamente. 
Debe notarse que si una función está definida en Q' c. R* que no está contenida en un cono 
convexo positivo, entonces se puede hacer una transformación de coordenadas para que la función 
quede definida en Q C P C como se muestra en el siguiente hecho. 
Hecho 4.1 [17] Sea f : 5R* —»9? una función continua definida en Q c 3Í* que no está contenida 
en un cono convexo positivo, entonces siempre se puede hacer una transformación de coordenadas 
y, — q~ + ÍQi — q7)(<lT ~ Q7)/(1í ~ (!ue '1? > Q7 — ^ Para 9ue función quede definida 
ctQCPC 
Mediante el lema (4.1) y el hecho (4.1) se obtiene una propiedad útil de las funciones polinómicas 
como aparece en el siguiente lema. 
Lema 4.2 Sea f(q) una función polinómica cualquiera tal que g € Q C íí*, entonces mediante la 
transformación de coordenadas del hecho (4. i) de Q C ^ a Q C P C íí* la función polinómica 
f{q) tiene descomposición de signo. 
Prueba. Del hecho (4.1) se obtiene que la función polinómica f{q) se transforma en / (<?) tal que 
q e Q C P C ít*. Reagrupando la función se puede expresar como /(<?) = 9>-(l) ~ ^ 
que q e Q, donde gt(q) y ^(q) son productos positivos de qk elevados cada uno a alguna potencia y 
multiplicador por alguna constante con resultado no-decreciente, dado que q € Q <Z P y aplicando 
el lema (4.1) entonces g, {q) y hj(q) son funciones positivas no-decrecientes en Q y califican 
como la parte positiva y negativa respectivamente de la función f{q). • 
Ejemplo 4.1 Dada unafunción real continua f (<j) — 4 + í ! - q2+Sq'tq2 — 9<?i<?2 tal que qx 6 [0, 1], 
obtener la descomposición de signo en Q de la función f (q). 
El dominio de las variables está formado por Q = {q — [<?i <?2jr I € [0, l] , t = 1,2}, dedunde 
se puede ver que Q está contenido en un cono convexo positivo. Reagrupando separadamente los 
términos que aparecen sumando y los que aparecen restando en la función, se obtiene: f(q) — 
(4 + <?i + S</i <72) — (</2 + . Revisando el concepto de no-decreciente obtenemos: q* > qf 
+ > (4 + gr + «(?í)39?) Y + > (<£+9g í (<£)2) de donde 
ambas funciones son no decrecientes y por lo tanto fp{q) = 4 4- qi 4- 87^2 y fn{q) = <72 + 
4.2 Representación ( / n , fp) 
Cuando una función continua / : Ji* —» se descompone en Q c P C en sus partes 
positiva y negativa / p ( ) y /„(•), realmente se está haciendo una transformación de ^ a 9?2, la 
representación gráfica de la función en un plano (/,», /,,) es de utilidad para entender más fácilmente 
las propiedades que poseen las partes positiva y negativa de la función, para lo cual se establece la 
siguiente proposición. 
Proposición 4.1 [17] Toda función continua f : --» con descomposición de signo en el 
conjunto convexo Q C P C ^ puede expresar como una transformación de W a 3?2 mediante 
sus parles positiva y negativa /?(•)>'/"(•) con representación grúficu en el plano (/„, fp). 
Ejempío 4.2 £ W a /a función real continua f(q) = 44 qt—q2+8?2q2 - 9qiq2 con descomposición 
de signo enQ ~ {q = q¿)T \ qt E [0, 1]}, tal que f{q) = fp(q) - f„{q) Vq € Q ¿owfe 
/p(<?) = 4 + + /n(?) = </2 + 9qi gf, obtener la representación gráfica de la función f(q) 
en el plano (/„, / p ) /7ara 15 líneas, de = ríe. q¿ = cíe. Uniformemente distribuidas en Q. 
Calculando los valores de las partes positiva y negativa de las funciones fp[q) = 4 f <?i 8<jj <72 
y fn{q) ~ q? + correspondientes a cada punió de las lineas, se hace una transformación de 
Q a 3?2 en el plano (/„, / p ) , de esa manera podemos tomar 15 lineas de q2 = cíe. uniformemente 
distribuidas en Q que son transformadas en las lineas llenas en el plano (/„, fp), y de la misma 
manera se toman 15 líneas de q± = cíe. uniformemente distribuidas en Q, que se transforman en 
las líneas punteadas como aparece en la figura (4.1). 
/» 
Figura4.1 Plano (/„. /„). Ejemplo (4.2) 
Cuando una función con descomposición de signo en Q es igual a cero para todo q elemento de 
Q, implica que fp(q) = fn(q) V<¿ e Q y su representación gráfica en el plano ( / n i fp) es una línea 
recta a 45" que contiene al origen, a la cual nos referiremos como la recta a 45°, los puntos arriba 
de ella corresponden a la representación gráfica de funciones con valor positivo y obviamente los 
de abajo a negativo. 
4.2.1 Propiedades en la Representación (/„ , fp) 
Al expresar una función en sus partes positiva y negativa /(<?) - fp{q) — fn{q) diremos que está 
representada en ( / n . f p ) , es evidente que la función no se altera si se le suma y resta una misma 
cantidad que puede ser constante o función no-decreciente en cualquier variable inclusive </, pero 
también es evidente que las partes positiva y negativa ya no conservan su mínima expresión dando 
lugar a la propiedad que se muestra en el siguiente hecho que no requiere demostración. 
Hecho 4.2 Sea f (•) una Junción con descomposición de signo en Q con partes positiva y negativa 
fp(q), fn(q) respectivamente, y sea g(q) > 0 Vtj e Q una Junción no-decreciente en Q, entonces: 
a) (fn{q) + <?(•?) > fp(q) + í¡{<¡)) es también una representación de la Junción f{q) V<j e Q. b) la 
rvpmsentoción (fn{<t) + g(q), fp{_q) g(q)) de la Junción /(•) se reduce a su mínima expresión en: 
C/P(g)./n (q)) 
Las funciones que poseen descomposición de signo presentan la propiedad de conservar la 
descomposición de signo en las operaciones de suma, resta y multiplicación como se muestra en el 
siguiente teorema. 
Teorema 4.3 Sean f , g . —» ?í dos junciones con descomposición de signo en Q] entonces: 
f(q) + g(q), f(q) - g(q) y f{<¡) 9 (q) son junciones que tienen descomposición de signo en Q : 
f(q)+9(q) = {m-l-9(q))P (/(«) + SÍ?)). 
(/{<!)+g(q)U = (A(<í) + U ? ) ) , </(</)+ <?(q))p = (/p(g) + 9p(?)) 
(/(<?)-<?(<?)). = (Uq)+gp(q)), {f{q)-g{q))p = {fp{q)+gn(q)) 
f(Q)9(Q) = (f{q)9{q))p-(f{q)g{q))n 
(f{q)g(q))n = (fP(q)gn(q) + fn(q)gP(q)), (f(q)g(q))p = (fP(q)gP(q) + fn{q)gn(q)) 
Prueba. Sean /(•) y g(-) funciones con descomposición de signo en Q, entonces f(q) = 
fp(q) - fn(q) y g(q) = gp{q) - gn{q), para toda q elemento de Q, donde /„(•), /„(•), gp(-) y gn(-) 
son funciones no-negativas y no-decrecientes en Q, de tal manera que la suma de las funciones 
queda expresada por f(q)+g(q) = ( f p ( q ) + gp(q)) - ( f n ( q ) + gn(q)) y de acuerdo al lema (4.1) la 
suma de funciones no-decrecientes es no-decreciente, entonces ( f p ( q ) + gp(q)) y ( f n { q ) -I- gn{q)) 
son funciones no negativas y no-decrecientes siendo así las partes positiva y negativa de la suma 
f(q) +g(q)-La resta queda expresada por f{q)-g{q) - ( f p ( q ) +gn{q)) -(/„(?) + gp{q)) y por los 
mismos argumentos que en el caso anterior, ( f P ( q ) + g n { q ) ) y (fn{q)+gP(q)) son las partes positiva y 
negat iva de la resta f (q) — g(q). El producto f{q)g{q) - {fP{q) ~ fn{q)){gP(q) -gn{q)) que es igual 
a f(q)g{q) = (fP{q)gP{q) + Uiq^iq)) - (fP{q)gn{q) + fn(q)gp{q)), por la misma argumentación 
anterior {fp{q)gp{q) + fn(q)gn{q)) y ( f P { q ) g n { q ) + fMgpiq)) s o n l a s partes positiva y negativa 
del producto f(q)g(q). • 
La forma como se obtiene la resta de cualquier par de funciones en el teorema (4.3) asegura que 
las expresiones de la parte positiva y negativa sean funciones no negativas y no-decrecientes, pero 
existe el caso particular donde se pueden obtener expresiones más simples como el que se muestra 
en el siguiente corolario. 
Corolario 4.4 Séan f(q)-,g{q), h(q) funciones continuas con descomposición de signo en Q tales 
que: f(q) = g(q) + h(q), entonces las partes positiva y negativa de la resta f(q) — g(q) se reducen 
a su mínima expresión de la siguiente manera: 
f{q) - 9{q) = (/(<?) -g(q))p ~ ( f ( q ) - 3(9)). 
{f{q)-g(q))n = fn{q)-gÁq) 
U(q)-9{q))p = fp{Q) - Spü) 
Prueba. Sean f{q) y g(q) funciones continuas con descomposición de signo en Q, entonces de 
acuerdo al teorema (4.3) las partes positiva y negativa de la resta f(q) - g(q) son: ( / ( ? ) — <?(<?))p = 
(/*(«) + 9r(q)) y if(q) - S(<?))n = ifn(<¡) + 9P(<7))- Por otra parte dada la condición f{q) = 
g{q) 4- h(q) entonces mediante el teorema (4.3) fp(q) = gp(q) + hp{q), fn(q) = gn(q) + h.„{q), 
substituyendo éstas últimas en las partes positiva y negativa de la resta f(q) — g(q) queda: 
(/(?) - = (9Á<l) + M ? ) + 9n(l)), ( / (*) - S^))*» - (j7n(í) + M<í) + 9p(<7)) y <*e acuerdo 
al hecho (4.2) su minima expresión es: (/(<?) - g(q))P = (Mtf))> ( / (? ) - g(q))n = (M<?))-
Tomando nuevamente la condición f(q) = + h(q) que mediante el teorema (4.3) tenemos 
Ipil) = 9p(<?) + M<?)' / t t a ) =9n{q)+ M « ) . entonces se puede despejar hp(q) = fp(q) - gp(q), 
hn(q) — fn(q) — 9r.(<?) siendo ambas expresiones no negativas y no-decrecientes pudiendo 
así calificar como partes positiva y negativa, por lo tanto: ( / (?) — g{q))P = fP{q) — 9P(<z), 
(/(«?) — g{q))n = fn{q) — yn(q) con lo cual queda demostrado. • 
Debe notarse que sólo en condiciones como la del corolario (4.4) se cumple que la resta de 
fP(q) — gp{q) y fn(?) _ 9n(<?) son funciones no negativas y no-decrecientes, pero enei caso general 
no se puede suponer lo mismo y la resta de funciones debe manejarse por el teorema (4.3). Otras 
propiedades de las funciones que tienen descomposición de signo, son las referentes a las cotas de 
ia función, para lo cual es necesario definir algunos conceptos antes de analizar dichas propiedades. 
Definición 4.4 [17] Se le llamará vèrtice mimmo y máximo Euclidiano Dmin, ?;nM* a ios vectores 
elementos de Q C P C con mínima y máxima norma Euclidiana respectivamente. 
Lema 4.5 [17] Sea f : 5R una función continua no-decreciente y sea Q c P C una 
caja con vértices mínimo y máximo Euclidianos jj""" , i;ma* t entonces: 
min /(<?) = /(i»nun), max f(q) = f{vm") 
<}€Q <¡£Q 
Prueba. Tomando que q > "min Vq £ Q y dado que /(<?) es una función no-decrecieute, 
entonces /(<?) > / ( "n11") Vq € <2, de donde se concluye min /(<?) = f(vmin). De la misma manera 
qeQ 
vm™ > q Vq € Q entonces f(vm") > f(q) V</ e Q de donde se obtiene max /(<?) - f(vm9X). • 
La aplicación del lema anterior a las partes positiva y negativa de una función permite obtener 
una propiedad del acotamiento de cada una de estas partes como se muestra en el siguiente teorema. 
Teorema 4.6 [17] Sea f : —» 5? una f,unción con descomposición de signo en Q, sea 
Q C P C una caja con vértices mínimo y máximo Euciidianos r'min, um a x , entonces ¡as partes 
positiva y negativa de la junción están acotadas como se muestra: 
/P("min) < /p(cf) < fpiv™) Vq € Q, fn{vmm) < U{q) < /„(umax) VqcQ 
Prueba. Las partes positiva y negativa de una función son funciones no-decrecientes, entonces 
si min ¡p{q) < fp{q) <raax fp(q) y de acuerdo al lema (4.5) se obtiene / p( i ;m m) < fp(q) < ge<3 1CQ 
fp{vm**) V«7 e Q, de la misma manera se demuestra fn{vm'a) < fn(q) < /n(vm a x) Vq € Q. • 
El hecho de que las partes positiva y negativa de una función estén limitadas por sus valores 
mínimo y máximo da lugar a poder obtener cotas de la función analizando solo sus partes positiva 
y negativa en los vértices mínimo y máximo Euciidianos como aparece en el siguiente teorema. 
Teorema 4.7 [17] (Teorema del Rectángulo) Sea f : 9t* —t 3? una Junción continua con 
descomposición de signo en Q tai que Q C P C es una caja con vértices mínimo y 
máximo Euciidianos i'min, vma*, entonces: a) f(q) está acotada inferior y superiormente por 
fp[vmin) - fn(v'n&K) y fP{vmax) - /„(v10®) respectivamente, b) la representación gráfica de 
la junción f(q), V«/ € Q en el plano ( f n , fp) está contenida en el rectángulo con vértices 
(/*("m,n)> »""•)). (fn(vm^), (/.(y1""1), friv™)) y (fn(v™*), Jp(ymia)}, c) si el 
vértice inferior derecho ( / u (nm a x ) , / p(uw i n)) está arriba de la recta de 45° entonces la función 
f(q) > 0 Vq € Q, d) si el vértice superior izquierdo (/r.C"mui), /p(>jmax)) está abajo de la recta de 
45'' entonces la función f{q) < 0 V<? £ Q 
Prueba. Del teorema (4.6) tenemos fP(vmia) < fp{q) < fp{v"**) y fn(vm,a) < f M < 
de esta última desigualdad se tiene -/«(•um a x) < - / „ ( ? ) < - / 7 l (^ m i n ) . sumando 
la desigualdad de fp(q) con la de - / „ ( ? ) se obtiene /„(*">»") - /n(i;miW) < fp(q) - fn(q) < 
- fn(v'n"'). Considerando que la Junción tiene descomposición de signo entonces f{q) ~ 
/„(<?) - fn(q) y por lo tanto: fv{v'nln) - fn(vtt>**) < J{q) < /p(t,ma*) - / , > " " " ) Vq € Q. 
De acuerdo al teorema (4.6) las partes positiva y negativa de ia función f[q) están acotadas: 
fn(v™n) < f„(q) < fn(vmax), fp(v™n) < fp(g) < fp(vm**), entonces la representación gráfica 
de f(q) Vq G Q en el plano ( / n . fP) está contenida en el rectángulo de la figura (4.2) con vértices 
( f n (v m i n ) , fp(vm>n))i ( / » ( u - * ) , / P (v m " ) ) , (f„(vm , n) . /P(*'max)) Y ( / n (v m " ) , / > m i n ) ) Vq 6 <2-
Si el vértice inferior derecho (/n0>max), f p (v m i n ) ) está arriba de la recta a 45" en el plano (/„, 
/ p ) , entonces cualquier punto contenido en el rectángulo está también arriba de la recta de 45° y 
f{q) > 0 V<7 € Q. Si el vértice superior izquierdo (/„(um i n) , /pí«1"")) está abajo de la recta a 45° 
en el plano (/„, f p ) entonces cualquier punto contenido en el rectángulo está también abajo de la 
recta a 45° y f{q) < 0 V9 € Q. • 
Figura 4.2 Rectángulo que contiene a la función en el plano (/„, / p ) 
La positividad de la cota inferior del teorema anterior, es una condición suficiente de positividad 
de la función. Así cuando la cota /p(«" , in) - fn{'"m a x) es negativa no implica que existan vectores 
q en Q para los cuales la función sea negativa, en este caso es necesario hacer una división 
de la caja Q C P C y definirla como Q - [<jf, r/f] x [gf, <¿\ x ••• x [q~, qf], 
podemos dividir el intervalo de cada variable [<?", (/,+ ) en k partes, generando k nuevos intervalos: 
W , • • •, té, • • k f <7,+). redemos llamarle frr, 7 +] a uno de los k nuevos 
intervalos de una de los i parámetros, dando lugar así a la generación de ke nuevas cajas P siendo 
una de ellas: P — [77, 7*] x [7.7, 72] x • • - x 7^]. Con lo anterior la caja original queda 
expresada como Q = P y tomando ¿t""", ¿*max e P como los vértices mínimo y máximo 
t 
buclidianos de P se puede establecer el siguiente lema. 
Lema 4.8 [17] Sea f : 5fte —» ana Junción continua con descomposición de signo en Q tul 
que Q c P C es una caja con vértices mínimo y máximo Euclidianos um,n, entonces la 
función /(•) es positiva (negativa) en Q si y sólo si existe un conjunto de cajas T tal que Q = P 
i 
y fP(pmin) ~ /n(Mm a x) > c > 0 para cada caja P (fp(p.max) - fn(jtmw) < c < 0 para cada caja 
V ) . 
Prueba (de necesidad) en caso de función positiva. Sea f{q) > 0 V<? € <3, si fp(vm>n) -
fn(vma*) > 0 la prueba de necesidad está concluida. En caso contrario se procede a probar que si 
/ (<?)> 0 Vq 6 <5 entonces siempre es posible dividir cada variable en k partes ¡guales generando 
un conjunto de cajas P tales que fP{{¿mia) - /«(/*""") > 0 para cada una de ellas. 
Dividiendo cada variable en k partes iguales se genera un conjunto de cajas P con vértices 
mínimo y máximo ^ r a m , pmax, con cota mínima /p(Mmin) — /„ (^ m a x ) . que al sumarle y restarle 
M u ™ " ) se obtiene / p ( Ju-m ) - M u ™ ) = ( f P (p m , a ) - f«(?"*")) - {Mu™*) - / „ ( / Ó ) . 
siendo /p(^í1""1) — /„(m"11") la función evaluada en el vértice inhumo Euclidiano f(pmirí) de la 
caja P . y dado que la función es positiva en cualquier vector q € Q entonces f(p.min) > 0 para 
toda caja P Por otra parte como /„(•) es una función no-decreciente y > entonces 
Mu™1") > MM™") implicando que M P ™ * ) - /u(aim i n) es positivo. También al ser la función 
/„(•) continua no-decreciente y estar acotada de acuerdo al teorema (4.6), entonces la magnitud 
de Mi1™**) ~ Mt¿™ a) puede ser tan pequeña como se desee de acuerdo a la selección de k. 
así que seleccionando en forma adecuada la generación de las cajas T siempre se puede lograr 
que /(¿¿mi") > (/uO1™*) - /n(^ m i n ) ) para W d a ^ j » y tomando que /P(/ im , n) - /7 l(MmaK) -
fin™") - (/u(Mnwt) ~ /»í'im'n))sc tíenc ^ existc k tal I"6 Mí1""") ~ Mu™**) > c > 0, 
entonces si J{q) > 0 V? € <3, implica que siempre se puede generar un conjunto de cajas P tales 
que f p { f i ™ ) - M ^ ' C > 0 p a r a C a d a U n a d e e l l a S" 
Prueba de suficiencia en caso de función positiva. Esta es muy sencilla ya que si se tiene un 
conjunto de nuevas cajas f ' tales que Q = [ J T* y fp(i¿mtr>) — /ri(^"iaJt) > c > U para cada una de 
x 
ellas, entonces de acuerdo al teorema del rectángulo (4.7) implica que f(q) es positiva en cada una 
de las cajas P , y dado que Q es la unión de todas las cajas l n , entonces f(q) es positiva en todos 
los vectores q elementos de Q. 
Prueba de necesidad en caso de función negativa. Sea f(q) < 0 Vq e Q, entonces si 
/p(fn,£LX) - fn(vmm) < 0 de acuerdo al teorema del rectángulo (4.7) la prueba de necesidad está 
concluida. En caso contrario siempre se puede dividir cada variable q, en k partes generando 
k( nuevas cajas T tales que fP{f¿max) - /n(Mraio) < 0 para cada una de las cajas F , esto se 
prueba con el mismo procedimiento que en el caso anterior pero sumando y restando fn{ftmax) 
a la cota superior /p(j í""") - /»(/¿miri) se obtiene /„(/i"1**) - fn(»min) = - f,A^max)) 4 
(JM*™**) ~ U f ^ ) ) , siendo fri t i1™) - /„(MmaK) = f in™*) < 0 y M t * ™ ) ~ U ^ ) > 0 
con magnitud tan pequeña como se desee de acuerdo a la selección de k. Así que seleccionando 
en forma adecuada la generación de las cajas P siempre se puede lograr que fin™**) + 
(/r«(/¿msx) — /n(/ 'm 'n)) < c < 0, entonces si f(q) < 0 Vq € Q implica que siempre se puede 
generar un conjunto de cajas P ules que /^(//max) — /„(/iimm) < c < 0 para cada una de ellas. 
Prueba de suficiencia en caso de función negativa. Igual que en el caso de positividad 
fpifj.1™*) — / n ( / j m m ) < c < 0 para cada una de ellas, entonces de acuerdo al teorema (4.7) implica 
que f(q) es negativa en cada una de las cajas T', y dado que Q es la unión de todas las cajas P 
entonces /(<?) es negativa en todos los vectores q elementos de Q. • 
El determinar la positividad o negati vidad de una función en todo su dominio, no es un problema 
fácil, de tal forma que no es raro que de las cotas obtenidas de la caja original no se pueda determinar 
el signo de la función en todo su dominio, necesitándose así hacer uso de la división de cada variable 
qt en k partes, que puede tomarse como k — 2 y dividir en dos partes iguales. De esta manera se 
generan 2e nuevas cajas T, si en cada una de lar. nuevas cajas no existe algún valor de f(fiWÍU) 
o /(/¿ma*) que demuestre la pérdida de condición de signo que se está determinando, entonces a 
la caja P' que no cumpla la condición de positividad /P(>¿min) — /n(./¿ma*) > 0 o de negatividad 
es muy sencilla ya que si se tiene un conjunto 
/p(pma*) — fn(tJ-m,n) < O si es lo que se está analizando se le vuelve a aplicar el proceso de dividir 
cada variable q, en dos partes iguales y verificar la condición de signo que se desea determinar en 
cada una de las 2i nuevas cajas de P . 
Para una función con descomposición de signo en Q, se puede determiuar el signo en todo su 
dominio aplicando el teorema anterior, inicialmente con fc = 2, dividiendo cada variable en dos 
partes iguales, generando cajas l \ Mediante aplicaciones sucesivas del proceso de división en 
dos panes iguales a cada variable <j¿ sólo en la caja que asi lo requiera se genera el conjunto de cajas 
T, "cerrándose" los puntos de análisis sólo donde se necesita y hasta donde se necesita, ya que la 
división de variables se aplica sólo en las nuevas cajas que lo requieran. Otra forma de determinar el 
signo de la función en su dominio, es en forma gráfica, haciendo una división de cada variable en fc 
partes iguales, generando ke cajas f . Se grañean en el plano (/„_ fF) los vértices inferior izquierdo 
y superior derecho del rectángulo (ver figura (4.2) página 50) que contiene a la función como " x " . 
Para determinar positividad de la función se grafíca el vértice inferior derecho como o si se 
está determinando la negatividad de la función entonces se grafíca el vértice superior izquierdo 
como si todas las marcas " x " y "-t-" cumplen de acuerda al teorema (4.7) la condición de 
signo analizada (ya sea de positividad o negatividad de la función), entonces la función cumple la 
condición de signo en todo su dominio. Si todas las marcas u x " cumplen la condición de signo 
analizada pero algunas no lo cumplen, entonces se aumenta k y obviamente si al menos una 
marca " x " no cumple la condición, entonces la función es positiva en una región de Q y negativa 
en otra. Para apreciar lo anterior veamos el siguiente ejemplo que para facilidad tiene Q c 
pero el lema (4.8) se cumple en general para cualquier función definida en Q C 
Ejemplo 4.3 Dada la función f{q) = 4 + - q2 \ Sq^q^ - 9qiq% con descomposición de signo 
en Q C P C 5R2 ta! que r/, £ [0, X1. determinar si f(q) > 0 Vq € Q, a) mediante la aplicación del 
lema (4 8), b) en forma gráfica. 
Para el inciso "a", las partes positiva y negativa de la función son f¡,{q) = 4 + 4 
y A(?) = 92 -i 93i?2- Los vértices mínimo y máximo Euclidianos de Q son umin = (0 0]T y 
,,1114* _ c o n | o s cuales se calculan las cotas de las partes positiva y negativa /p( i ; m , n) = 4, 
fP(v™K) = 13, /n(*'min] " O, fjym>x) = 10, de donde obtenemos f(vmia) = 4, / (v m a x ) = 3. 
De acuerdo a estos valores y al teorema del rectángulo (4.7) no cumple la condición de suficiencia 
de positividad de la función f(q) para todo vector q elemento de Q ya que fp(*/""') — /n^'1™") = 
4 - 10 = - 6 < 0, pero tampoco se sabe si existan puntos en Q donde la función tenga valor 
negativo, de tal manera que hay que aplicar la división de cada variable. Aplicando el proceso de 
división en dos partes iguales de cada variable q¡ se generan cuatro nuevas cajas {T1, T2, T3, F4} 
con el valor de /p(/xm,n) - /«(/im a x) como sigue: 2.375, —1.5, 1.75, —4.5, la ubicación de las cajas 
T dentro de Q y el signo de su cota mínima se muestra en la figura (4.3). 
De acuerdo al teorema (4.7) la función es positiva en las cajas T1 y T3, pero no se sabe en las 
cajas T2 y T4, mediante aplicaciones sucesivas del proceso de división en la caja que así se requiera, 
se logra finalmente que para un conjunto de 31 cajas T tales que Q = |__J P y para cada una de ellas 
i 
/ p ( / / l ( m i n | ) — /r,(<x*(cnax)) > c ^ 0 como aparee« en la figura (4.4), por lo tanto se satisface el lema 
(4 8) y la función es positiva para todo vector q elemento de Q. 
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Figura 4.4 Signo de la función en cajas T. Ejemplo (4.3) 
Para el inciso "b" se dividió cada variable en 14 panes iguales de lo que resulta la gráfica de la 
figura (4 5), donde se puede apreciar que todos los vértices " x " y las cotas mínimas de cada 
una de las cajas T, se encuentran arriba de la recta de 45°, con lo cual se comprueba que la función 
es positiva para todo q elemento de Q. 
4.3 Representación (a , (5) 
La facilidad para resolver un problema depende de las coordenadas en que se este analizando, existe 
por lo menos un sistema de coordenadas además de (/„• fp), que llamaremos (a, P) y están giradas 
45° con respecto a las (/„, /p) , por esa razón el rectángulo que contiene a la función aparece como 
se observa en la figura (4.6). Estas coordenadas presentan ventajas tanto en algunas operaciones 
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Figura 4.6 Rectángulo en el plano (a, P) 
Der a 
Definición 4.5 Sean f„(q) y fp(q) las componentes de una función f(q) con descomposición de 
signo en Q. Sea T la transformación lineal descrita tal que existe T . entonces se le llamará una 
representación de la función f{q) en coordenadas (a, 0) a la transformación lineal (ct{q), p(q)) = 
/„(<?), fP{q)) y la transformación lineal inversa de una representación (a(q),P(q)) será una 
representación {f„{q). fP(q)) de la función. 
T = 1 1 
- 1 1 
a(q) 
= T fn{q) ' UQ) = T - i 
m . f M IP(Q) 




a(q) = U(q)+f'M, /P(<í) = ¿(«(9)+£(<?)) 
/?(«) = / p ( « ) - / n ( « ) , /»(9) = ^(«(9) -J0(fl)) 
Debe notarse que como 0(9) es una suma de funciones no-decrecientes y no negativas entonces 
a(q) es no-decreciente, &(q) = j{q), y a(9) > 0(q) para toda función f{q) y para todo vector 
q^-Q-
4.3.1 Propiedades en la Representación (a , ¡3] 
Algunas de las propiedades que tiene una función en la representación fp) se mantienen en 
forma similar en la representación (a , (3), mientras que otras se simplifican en esta última. Las 
propiedades del hecho (4.2) en { f n , fp) existen similarmente en la representación ( a , ft) como se 
muestran en el siguiente hecho. 
Hecho 4.3 Sea /(•) una Junción con descomposición de signo en Q con representación 
(a (y), 0(q)) y sea g(q) > 0 Vq e Q una Junción no-decreciente- en Q, entonces: a) (a(q) + 
.9(9)1 /?(9)) es también una representación de la función J(9) Vg € Q. b) la representación 
(a (9) 4- g(q), 0(q)) de la función f(-) se reduce a su mínima expresión en: (0(9), 0(g)). 
Prueba , mediante la transformación inversa de la definición (4.5), la función f(q) también 
es representada en (/n(q), /„(?)) y de acuerdo al hecho (4.2) (fn(q) + ±9(9), fp{q) + ¿9(9)) es 
también una representación de la función f(q) entonces mediante la transformación de la definición 
(4.5) obtenemos su representación en (o, 0) con lo cual se termina de probar el inciso "a" como 
se muestra en seguida: r ( / „ ( < ¡ ) + ^ ( 9 ) , UÍQ) + ^ ( 9 ) ) = T(fn(q), f,{q))+T$y(q), ±3(9)) -
(a(q), fl(q)) + {g(q), 0) = (a(q) 1-9(9), P{q))-
Para demostrar el inciso "b" tomamos la representación (a(q) + y (y), 0{q)) que es el lado 
derecho de la última ecuación y aplicando su transformación inversa en ambos lados se obtiene su 
representación en (/„, f y ) • (/n(q) + 59(9). fP{q) + 59(9')) v de acuerdo al hecho (4.2) ésta se 
reduce a su mínima expresión en: (/„(q), fP{q)) cuya transformación a (a, /3) es («(9), /3(q)). • 
Las operaciones de suma, la resta y el producto de funciones que tienen descomposición de 
signo, se pueden efectuar en la representación (o:, 0) y el producto se efectúa con más facilidad 
que en ( / n , fP ), para obtener estas propiedades son necesarios los siguientes lemas y corolario. 
Le m a 4.9 Sea f(q) una función con descomposición de signo en Q representada por (a{q),Q(q)), 
entonces el negativo de la función está representado en coordenadas ti, 0 por («(<?), —0{q)). 
Prueba. La función /(<?) está representada en coordenadas /„ y fp por (/„(<?), /P(g)), por lo 
tanto el negativo de la función estará representada por {Jp{q), fn{l)} y entonces su transformación 
a coordenadas Q, será: T{fp(q), fn{q)) - ( / P ( Í ) + = ( < * ( ? ) , ~0(l)) • 
Lema 4.10 Sean A, / j ' —• K dos funciones con descomposición de signo en Q, entonces 
la suma, resta y multiplicación de las funciones f\{q), h(l) queda expresada en la representación 
, 0) por: 
Suma fl(q) + f2(.q) a{q) = a^q) + n2(q), P(q) = 0M + 02{q) 
Resta Mq) - f2{q) <*{q) = aL(q) +a2(í), P(q) = - P7(q) 
Producto h(q)Mq) a{<?) = c<í(q)a2{q), P(q) = 0l(q)02(<l) 
Prueba (Suma). De acuerdo al teorema (4.3) las componentes negativa y positiva de la suma 
de las funciones son: y fn(q) = + h M ) V /P(<?) = ( / u f a ) + /¡.pfa))' utilizando 
la transformación lineal de la definición (4.5), la representación (a , 0) de la suma de las 
funciones será: {a{q), P(q)) = T{fhn(<l) + hM)< / i * f a ) + - M ? ) ) = ^ifi,"(?)- / i j>fa)) + 
T(frn(q), h,M) = («ifa) . Pifa» + M f f ) , &(?)) - («ifa) + « 2 ( ? ) , 0x{q) 4- &(*)) . 
(Resta). De acuerdo al teorema (4.3) las componentes negativa y positiva de la resta de 
las funciones son: y fn(q) = (fi.n(q) 4- / 2 , P ( « ? ) ) y /Pfa) = (/i,Pfa) + /z,«(?)), aplicando 
la transformación lineal de la definición (4.5), la representación (a , 0) de la resta de las 
funciones será: («(g), 0{q)) = T(fhn(q) + f2,p(q), fL:P{q) + /2,„(<?)) = T(A,„(?), / l i P(g)) + 
fin(q))- De acuerdo al lema (4.9) el último término de la expresión anterior es 
la representación (a , p) del negativo de la función f-¿{<}}, quedando la resta expresada por: 
(<*(<?), (<?))+" («2(1), - f l 2 f a ) ) = («1(9)+«2(1), /M<7) - &(<?)). 
(Producto). De acuerdo al teorema (4.3) las componentes negativa y positiva del producio de las 
funciones son: (fp{q)gn{q) + fn(q)9p{q)) y (/p(<?)9p(<?) + fn{q)gn{q)), mediante la transformación 
lineal de la definición (4.5), la representación (o , 0) del producto de las funciones será: 
Mí), /?(<?)) = T(/i,(g) • f2,n(q) •/*(*)< M ? ) ' f i M + h M ' h M ) =T{fiM-
/2„(<í), / i » • /a,,(9)) + H / U ? ) • ¿1,(9), • / U d ) - / » „ f o í T C M * ) . frp(q)) + 
/2l»(9]) - /i.P(v)[(«2(9), & M ) \ + /i.-(«)[(«2(9), - f l í W ) ] = (C/i,p(9) + 
/ i „ ( d J W í ) , (/i,P(?) - /i.n(9))^2(9)) Pe acuerdo a la definición (4.5): [fliP(<l) + A,«(<í)) = 
Qi(<?) y (/i,p(y) - /i,!»(*?)) — /9|(?), quedando a(q) y 0(q) del producto expresados como sigue: 
(a(q), P(q)) = {ai{q)a2(q), P¿q)02{q)) • 
Al igual como sucede con la resta en la representación (/„, fp) en el corolario (4.4) donde las 
partes positiva y negativa se reducen a la mínima expresión, en la representación (a, 0) sucede lo 
mismo como se muestra en el siguiente corolario. 
Coro la rio 4.11 Sean f(q),g(q),h(q) Junciones continuas con descomposición de signo en Q tales 
que: f(q) = g(q) -f h{q), entonces las partes a y 0 de la resta f(q) — g{q) se reducen a su mínima 
expresión de la siguiente manera: 
«(9) - or(q) - a„(q), P(q) = 0f{q) - 3g(q) 
Prueba. Sean / (9) , 9(9) y h(q) funciones continuas con descomposición de signo en Q, 
entonces de acuerdo al lema (4.10) la resta f{q)—g(q) está representada por a(q) = a/iq) + « < , ( < 7 ) y 
fl(q) = /3y ( 9 ) ( 9 ) , por otra parte de la condición/(q) = 9(9) 4 - /1 (9 ) y el lema (4.10) obtenemos: 
<*/(<?) = <Xg(q) + o¡k{q). 0¡{q) = 0g{q) + /?h(9), substituyendo estas últimas en las anteriores 
se obtiene a(q) = a , (<7) + + 0 1 , ( 9 ) , ^(9) = 0v(q) + 0h{q) 09{q), simplificándose en 
<x(q) = o¡h{q)+<2ag(q), 0(q) = 0h(q),y deacuerdo al inciso "b" del hecho (4.3)estarepresentación 
se reduce a su mínima expresión: 0(9) = cth(q) y 0{q) = 0h(q)- Dado que de la condición 
/ ( 9 ) - .9(9) + M 9 ) y c l l e m a (4.10) se obtuvo: «/(q) = 0 , ( 9 ) + 07 . (9)^ / (9) = P3{q) + Ph{q), 
entonces as{q) = 07(7) - ag(q), 0h{9) = 0¡{q) ~ 03{q). de donde se obtiene la representación 
de la resta f{q) - g{q) en su mínima expresión: <1(9) —af{q) - a s (q) , 0(q) = 0f{q) - 0g(q)- • 
Las transformaciones de la definición (4.5) permiten trasladar los resultados del teorema del 
rectángulo (4.7) de (/„(<?), fp(q)) a ( 0 ( 9 ) , 0(g)) como se expresa en el corolario siguiente, de 
acuerdo a la figura (4.6). 
Corolario 4.12 (Corolario del Rectángulo) Sea f : —» 3? una función continua con 
descomposición de signo en Q tal que Q C P C Ü ' e j una caja con vértices mínimo y máximo 
Euclidianos umK\ v™*, entonces: a) f(q) está acotada inferior y superiormente por 2-(a(r,mm) + 
0(vmin) - a (u m a x ) + ,(?(«"'")) y *(al>m a x) + 0(vn™x) - a(-umm) + ^y™") ) respectivamente, 
b) ¡a representación gráfica de la función /(<?), V<? € Q en el plano (a, 0) está contenida en el 
rectángulo con vértices: a"* - «(t;™"), 0'zq = /?(t;rairi); a^ - a^™*), 0*" = ^{v***); aiai = 
±(a(v,n'n)+ct(vm**))-±{0(iimax)-£(vtnin))1/3,tlí - i ( ^ (v m i n )+ /3 (v m " ) ) -^ (Q( t ; u ' ^ ) -a (w Í I , i n ) ) ; 
a(tjmir)); c) si el vértice inferior (a'nf, 0™*) está arriba del eje a en el plano (a, 0) entonces la 
función j (q) > U Vy e Q, d) si el vértice superior (a s u p , /3eup) está abajo del eje a en el plano 
(a, 0) entonces ¡a función f(q) < 0 Vq € Q-
Prueba. Al Aplicar las transformaciones inversas de la definición (4.5)/„(g) = i (a(q) — 0(q)) 
y f (q) — 5(0(17) 4- 0(q)) en las cotas inferior y superior el inciso "a" del teorema del rectángulo 
(4.7) se obtiene: /P(wmm) - fn(vm'x) = ¿(a^™1") + 0{vmia)) - {(«(v"»*) - 0{vc"")) y 
fP(vm**)-fn(vmkl) = +/?(-ijmax)) - ^(q^;1"'") -/3(wmin)), con lo cual queda demostrado 
el inciso "a". Tomando nuevamente }n(q) = ¿(a(<?) - 0(q)) y fp{q) = 5 (at(<?) + 0{q)) de 
la definición (4.5), y dado que los ejes a, 0 están girados 45° con respecto a los 
ejes fn, fp, 
entonces los vértices del rectángulo en el plano (a, 0) son: 0izq) - T(/r,(v'"Lil), fp{vai'm)), 
(a^, 3dn = T ( / n ( v m « ) , fp{v"«)), (a i [ l í, 0iaí) - W ^ t T " ) , fP{vmia)), ( a 3 ^ , ^up) -
T(fa(vuúu), fp{v'nAX)), de donde se demuestra el inciso "b". Dado que 0{q) = f(q), entonces 0íaf 
y son las cotas mínima y máxima de la función, por lo tanto si el vértice (a i n r , 0^} está arriba 
del eje a en el plano (o, 0) entonces la función f{q) > 0 V(? € Q y si el vértice (ctsup, 0Eup) está 
abajo del eje a en el plano (a, 3) entonces la función f{q) < 0 € Q, quedando demostrados 
los incisos "'c" y "d". • 
En la representación gráfica (a, 0) de una función, la escala de 0 cubre sólo el espacio donde se 
encuentra la función, mientras que en la representación ( / n , fe) e l valor de la función en un punto 
es sólo la altura que éste sobresale a la recta de 45°, disminuyendo su apreciación gráfica, como se 
puede ver comparando la figura (4.7) en el plano (a, 8), que corresponde a la misma información 
de la figura (4.5) en el plano ( f n , f P ) . 
P 
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Figura 4.7 Corolario del rectángulo en (a, ¡3). Ejemplo (4.3) 
4.4 Partes Lineal, No-lineal e Independiente 
Al analizar la positividad de una función f(q) con descomposición de signo en Q con q3 € 
[•?7> •?/] P a r a todo q € Q, es muy común la necesidad de hacer dicho análisis en un conjunto 
de cajas T tal que Q — |J r j . En cada una de las cajas con vértices mínimo y máximo 
j 
Euclidianos /¿min, cada componente de q se puede expresar como q, = M,m,n + ¿i donde 
¿jt £ [o, ó™*] | í™ax = - /¿™ir\ entonces se puede considerar la existencia de una caja A 
con vértices mínimo y máxituo Euclidianos: O y ¿ rnax donde éste último es ¿>max — ¿imax — 
y A = {6 | «5, <- [0, ¿I""], í™" = ¿¿fax - c P c de esta manera se puede expresar 
q ~ /imin + 6 V 5 € A, Yq £ T. 
Es muy conocido que una función puede tener una parte lineal y otra no-lineal, entonces la 
función /(<?)Ler = Jif-'™" debe contener estas partes que deben ser función de S ya que /¿m,ri 
es una constante en la caja P . 
Una manera fácil de encontrar la parte lineal y otra no-lineal es considerando que ellas no 
contienen términos independientes de ó, y por lo tanto son nulas al evaluarlas en S = 0, de tal 
forma que si se evalúa la función en ó - 0 se obtiene f in™" + 0) = f(¡.im,n), siendo también esta 
última una parte de la función fiq) que es la parte independiente de 6. Esto concuerda con la serie 
de Taylor de /(<?) donde q = + $ • 
Se puede ver que la función está compuesta de tres partes: un término independiente de S que es 
T V * 1 ) , otra parte lineal que es el gradiente de la función f(q) evaluado en/¿min y multiplicado por 
el vector 6 y la función que representa los términos de orden superior en <5. La parte no-lineal 
<í>(<5) puede ser difícil de obtener y se puede despejar restando de /(•?)|g er — f(p.mia + 5) la parte 
f(p.m>n) y la parte lineal, dando lugar así a la siguiente proposición. 
Pru posición 4.2 Sea f : 3?* —* 9? una función continua en Q C P C 9Í*. sea T una caja contenida 
en Q con un conjunto de vértices con vértices mínimo y máximo Euciidianos ¿i""0, /¿maj<, sea 
A = {6 I 6, (= [0, ¿,maxl, S™ = ^ ~ /xf"1} C P C ft* con un conjunto de vértices {<5*} con 
vértices mínimo y máximo Euciidianos 0 y ómax = /i""" - yjmin, y sea q € T tal que q = pmia + 6 
donde í e A, entonces la función f{q) se puede expresar mediante sus partes lineal, no-lineal e 
independiente en su mínima expresión, para toda q G P 
M - r m + ftÁZ) + /*•(*) 15 € a V? € r 
ym¡,. Parte Independiente = f(pmin) 
f0(6) = Parte Lineal = Vf{q) • «5 Vó e A 
fN(ó) ~ Parte A o - lineal = +5)- fmio - f¿{6) Vó € A 
La expresión de la parte uo lineal se puede lograr desarrollando f(¡¡.sain +6 ) , obteniendo así una 
expresión algebraica de si esto resulta muy complicado para alguna función en particular 
entonces la aplicación es sólo numérica obteniendo así sólo el valor de la parte no-lineal en el punto 
deseado. Como un ejemplo mucho muy simple de esta descomposición, podemos tomar la función 
f(q) = •¿ + 2ql + entonces /m i r i = 3 + 2uf ' " + p f n 2 , fL(ó) = 2ó^-Ab2 + 2^ifn6í 
4.4.1 Propiedades Básicas de las Partes Lineal y No-lineal 
De acuerdo a la proposición (4.2), las partes: negativa, positiva, alfa y beta de una función se pueden 
descomponer en sus partes lineal, no-lineal e independiente, así también las partes lineal, no-lineal 
e independiente de una función, se pueden descomponer en sus partes negativa, positiva, alfa y 
beta. 
Al hacer un análisis de positividad de una función que es resultado de la operación matemática 
de otras funciones, entonces se presenta la necesidad de obtener las partes lineal, no-lineal e 
independiente de la suma, resta o producto de funciones, que se pueden obtener mediante el 
siguiente hecho. 
Hecho 4.4 Sean fi{q) y f2(9) dos junciones con descomposición de signo en Q, sea V Q Q una 
caja para el cual fL(q) = f r i + fiL(S)+M6)yMv) = f f ^ + f a f f l + f M f ) V? e T, entonces 
la representación alfa, beta de la suma fi(q) 4- f¿{q), resta f\(<?) — f?(q) y producto /i(<?)/2(?) 
fc r de las funciones está dado por a = umin + aL{S) + aN{&), 0 = 0™" + 0L($) 4- 0N(Ó) de 
acuerdo a lo siguiente 
Suma 
Q R A I N = A F A + A ? ™ , / ? M I N - 0 ? " 4 - 0 F A 
- <*uÁ¿>) + « 2 P L ( A ) = PuÁS) 4- 02L(6) 
<*nW = alw(S) + a z * P„{6) = 0iN(b) 4- 03N(6) 
Resta 
am'"> - q«íb + cvlj™", 0Rúa = 0™° - 0Tn 
«/.($) = « l t ( ¿ ) -1- «2LÍ¿), 0M = 0XL{b) - p7c{b) 
<XN($) = alN(S) + a2*if>)¡ 0N(Ó) = 0lN(S) - 0-¿„(6) 
Producto 
a""" = a^a™ 1 1 1 
aL(é) = a?nau(6) + a™alIt(6) 
a N {6) - a f ' o j ^ f i ) + « ^ ( ¿ K ^ t f ) + «2lv(¿)) + aiw(6)(a3 r tn + a M ( t f ) + «aW(5)) 
Prueba. Descomponiendo <^(9), /3,(<j) en sus partes lineal, no-lineal e independiente en el lema 
(4.10) y agrupando cada término con su semejante, se obtienen los resultados de cada una de las 
operaciones. • 
4.4.2 Límites de la Función 
En la proposición (4.2), la función se expresa como f(q) = / m m + /¿(tf) + fu (ó) para toda q € T 
y para toda b € A, donde / m i n es el valor constante de la función evaluada en el vértice mínimo 
de T. es la parte lineal de la función f(q) que tiene su máximo y mínimo en los puntos 
extremos de A y /¿v(6) es la parte no-lineal de la función, dado que A C P C í?*, se le puede 
aplicar descomposición de signo obteniendo sus cotas de valor máximo y mínimo, dando lugar así 
al siguiente resultado. 
Teorema 4.13 (Teorema del Polígono) Sea f : SR* —» 3? una función con descomposición de signo 
en Q, sean: q, 6, T y A de acuerdo a la proposición (4.2). Entonces, a) la función f{q) está 
acotada inferior y superiormente por: Cota inf — /""" + m;B — /¿v„(<5max) y Cota sup = 
/ m i n 4- / l m ! + Vq e Q, b) las cotas deí inciso 'a' están contenidas en el intervalo que 
definen las cotas del teorema del rectángulo (4. 7) fp{p.™") - < Cota inf < Cota sup < 
/P(Mmax) - /n('ítmn)> c) ta representación gráfica de ¡a función f(q), Vq <= T en el plano (/„, fp), 
está dentro del polígono que se define intcrsectando el rectángulo del teorema (4.7) con el espacio 
entre ¡as rectas a 45° separadas del origen la cota mínima fmin + / í .m j n - /N7I(ómax), y la cota 
máxima /m,n + /t,„« + bP(Smw). 
Prueba, a) Primeramente tenemos que / r a i n — f{fim i n) es un valor constante independiente 
de ó. Por otra parte se sabe que una función lineal f¡,(6) | ¿ 6 A tiene su mínimo y máximo 
ÍLmin. / ¿ m « en los vértices (5'} de la caja A entonces fimm =min fL(S) =min fL{Sl) y A « 
JL max —max fL(S) =max / L (<§'). La parte cio-lineal depende de 6 y tiene descomposición de signo Ó€A i 
en A, aplicando el inciso "a* del teorema del rectángulo (4.7) (página 49) en la forma adecuada a la 
caja A a la parte no-lineal se tiene que fNp(0) - fNn(6m") < JN(Ó) < fNp(5aí") - fN„{0) Vó e 
A, dado que la parte no-lineal no posee términos independientes, entonces equivalentemente es 
< frtW < M6™*) V i € A . 
Dado que #(•) - + j2( ) implica + g2tai,¡ < Smin, entonces / m m + / ¿ m i n -
/v.t(óm a x) Smin (f(q)), V? G T, y de manera semejante, si g( ) = gt(.) + g2(-) implica <j€l' 
gmax < gima» + ftmax, entonces max (/(<?)) < fmin + / ¿o ,« + frtP(6m") Vg £ T, obteniendo «er 
así / m i n + / i m i n - fffn(Stm*) < / ( ? ) < / m u i + + /yvP(ímax) V<? e T. b) Considerando 
que los vértices mínimo y máximo de A son 0 y Ó1"** y mediante el teorema (4.7) se obtiene: 
Ap(0) - < h(S), dado que / l p ( 0 ) = 0, e n t o n c e s - f L n ( 6 m x t ) < fLnaa, sumando en 
ambos lados de ta desigualdad fp{naúa) - fn(pmia) - /(^mm) - fmin y - / W O ^ * ) se obtiene: 
/ > m l n ) - Mu™) - M ^ ) - frtAS"™) < f p ( ^ i n ) - /n(*n Ü a) + / t m i n - f»n{&™), 
de acuerdo a la proposición (4.2) fn{nina*) = fn(pma) + /¿r,^"1**) + fuñió™**) con lo que se 
demuestra: /P(íxmin) - M^**) < f'ma + h mi[1 - W ^ * ) otra paite, del teorema (4,7) se 
tiene: /¿(<5) < /í,p(5max) - /¿„(O) que es equivalente a fL{b) < fLp{tmiX) de donde se obtiene 
A « « < hp t f™*) sumando en ambos lados de la desigualdad /„(m™") - /„(m""11) = /(í»mta) = 
/ m , n Y se obtiene: / p(M m i a) - + + / ^ ( t f ™ 1 ) < /P(/im i n) - + 
/z,P(<5m") + pero de acuerdo a la proposición (4.2) / p ( / t m i n ) 4- / t p(¿m a*) + /JV„(¿im™) -
/ P U ' m i X ) con lo que se obtiene: j™" + fLtnax + fNp(6"—) < fv{t¿mBX) - Mf*mitl). c) De acue rdo 
al teorema (4.7), la representación gráfica de la función f(q) V<? e T en el plano (/„, / p ) está 
contenida dentro del rectángulo, de lados paralelos a los ejes, definido por (/n(Mm'n], fP(ti""n)), 
(/«(/ l 'n a x), /P(Mmax)l Por otra parte de acuerdo al inciso "a" de este teorema, se tiene que la 
función está acotada: Cota inf < f(q) < Cota sup y de acuerdo al inciso "b" de este teorema, 
estas últimas cotas están contenidas en las del rectángulo. Entonces la representación gráfica de la 
función /(</) Vq G T en el plano (/„, /,,), está contenida dentro del rectángulo y entre las rectas 
a 45" separadas del origen por las distancias: Cota inf y Cota sup, por lo tanto la representación 
gráfica de f{q) Vq € T está dentro del polígono de la figura (4.8) • 
La serie de Taylor de f{q) donde q = /im,n + 6, que fundamenta a la proposición (4.2) es la 
suma de: una parte independiente de 6 que es / ( / im i n ) , otra lineal V/fa)^ ,™ • <5 y la función 4>(ó) 
que contiene los términos de orden superior en 6. Es fácil ver que si ó tiende a cero, entonces $(6) 
tiende a cero, y la parte lineal V/íg)^,,,,,, • ó. es mucho mayor que 4>(¿). Por otra parte, cuando se 
aplica la división de variables en k partes iguales, cada componente del vector 6 se obtiene mediante 
¿i ^ [0, q' 7'?' 1, de tal manera que lim 6, = 0. implicando, así que lim f(q) = /m,n + fA6). k—oo oo 
Descomponiendo f{q). fm,n y /¿(ó) en sus partes negativa y positiva, y reagrupando cada una con 
su semejante se concluye: lim /„(</) = f™n + fLn{<5) y lim fp(q) = +hP(fi) Vq € T, V T c fc—• oo k—oo 
Q quedando demostrado el siguiente hecho. 
o 
f n (v min ) f n (q) f n (V nía., ) / r, 
Figura 4.8 Polígono que contiene a la función en el plano (/„, f p ) 
Hecho 4.5 Sea / : —» 5? una Junción con descomposición de signo en Q. Sean: S, r de 
acuerdo a iu proposición (4.2), donde T es generado por división de cada variable en k partes 
iguales. Entonces: lim f(q) = / m , n + fL(Ó), lim /«(?) = f f " + y lim fp{q) = oo k~>oo fc—ioo 
El resultado del lema (4.8) es mejorado si ye emplean las cotas inferior y superior del teorema 
del polígono (4.13) como se muestra en seguida: 
Teorema 4.14 Cíe ore ma de Determinación de Signo mediante Partición de Cajas). Sea f :{Ff* —* 
3í una función continua con descomposición de signo en Q tal que Q C P C 
es una caja con 
vértices mínimo y máximo Euclidianos ymL". w"18*. Entonces la función f(q) es positiva (negativa) 
en Q si y sólo si existe un conjunto de cajas V tal que Q — P y Cota inf > c > U para cada i caja T1 (Cota sup < c < 0 para cada caja P j . 
Prueba ( necesidad). Del lema (4.8) se tiene que /(<?) > 0, Vqr € Q, si y sólo si existe un 
conjunto de cajas r tal que Q = [ J P , y que fP{amio) ~ > c > 0 VP; f{q) < 0 Vg e Q, 
i 
si y sólo si existe un conjunto de cajas r cal que Q = | J P , y que fP{pw") - < c < 0 
VP. Del teorema del polígono (4.13), se tiene que fp{prultl) —/n(Mmax) < Cota Lnf <Cota sup < 
fp (/ima*) — /n(/ i l" 'n) . fie tal manera que si / p ( ¿i""") — fn (Mmax) > c > 0, entonces Cota inf > c > 0 
y si fv(p,m) - /«Oí™) < c < ü, entonces Cota sup < c < 0. 
Entonces, si /(<?) > 0 Y<? e Q existe un conjunto de cajas T tal que Q = [ J P y Cota inf > 
i 
c > 0 para toda P , y si f{q) < 0 Vq £ Q existe un conjunto de cajas T tai que Q — [_) P y que 
t 
Cota sup < c < 0 para toda P . 
(Suficiencia). Si existe un conjunto de cajas P tales que Q = ( J P y Cota inf > c > 0 para 
i 
cada una de ellas, entonces de acuerdo al teorema del polígono (4.13), implica que f(q) es positiva 
para coda q <1 P y para toda P . Dado que <3 es la unión de todas las cajas P , entonces f(q) es 
positiva en todos los vectores q elementos de Q Por otra parte, si existe un conjunto de cajas Ln 
tales que Q = ^ J T* y Cota sup < c < O para cada una de ellas, entonces de acuerdo al teorema 
i 
del polígono (4.13), implica que f(q) es negativa para toda q € C y para toda TV Dado que Q es 
la unión de todas las cajas P , entonces /(<?) es negativa en todos los vectores q elementos de Q. • 
La tendencia de la función f(q) a una función lineal al aumentar k como se muestra en el hecho 
(4.5), explica por qué el teorema de determinación de signo mediante partición de Cajas (4.14), 
tiene ventaja sobre el lema (4.8) en la determinación de signo de una función; ya que las cotas del 
teorema (4.14) están más cercanas del mínimo y máximo de la función, permitiendo así obtener un 
resultado con un número menor de cajas T que el necesario en el lema (4.8). 
El ejemplo (4.3) fue resuelto por medio del lema (4.8), requiriendo 31 cajas para probar su 
positividad; si se resuelve mediante el teorema (4.14), sólo se requiere un conjunto de 10 cajas 
r = { r 1 , r 2 1 , r2-2, r2-3, r2-4, r3, r 4 1 , r4 '2 , r 4 3 , r 4 4, } para probar la positividad de la función 
para todo q elemento de Q. 
Dada la conveniencia de trabajar en la representación en (a, ¡3), entonces es de utilidad expresar 
las cotas mínima y máxima del teorema del polígono (4.13) y del teorema de determinación de signo 
mediante partición de cajas (4.14) en esta representación como se muestra en el siguiente hecho. 
Hecho 4.6 La representación en (o., p) de las cotas mínima y máxima del teorema del polígono 
(4.13) están dadas por: 
acota mi, - a"1'" + + " /Mí f n W C)) 
¿ U , nua - ¿ m i n + ~ - M ^ ) ) 
^ = a m , n 4- + 4-
Pe** ™ = 0~m + / ? Í B Í „ + l ^ v i S ™ ) 4- /?w(¿™*)) 
Prueba. (Cota mínima). La cota minima del teorema (4.13) es / m i n 4- fLmin - /^„(¿F™"), de 
acuerdo a la demostración del teorema (4.13) la parte de la cota mínima -/jvn(<5max), es un valor 
en Un • fp) con fp = 0, por oso la cola mínima es / m , n 4- fL init] + (Ü - //v„(¿max)). De acuerdo a la 
definición (4.5), W £ m a x ) = ¿(c^níÓ1"1") - P ^ ó ™ ) ) , y de acuerdo a la misma definición la 
representación (a. 0) de ( / „ n (5 m a x ) , Ü) es (0 +/Arri(«?n,ax), 0 - / ^ ( 6 " ' * * ) ) , que equivalentemente 
es ( i f a ^ í " 1 1 " ) - PNÍ6™)), - i M ^ ) - Dado que la representación (a, 0) 
de / m i n y fLmi9 es (a"1'", 0mxn) y (a tmÍT11 ^ m i J respectivamente. Entonces a « * „,,„ =• 
a " ' " + a L m i n + - 0 ^ ,.lLn = - ± ( a „ ( á m ~ ) - / ?«{«-" ) ) . 
(Cora mdx//naj. La cota máxima del teorema (4.13) y (4.14) es f**" + f i max + / ^ ( Ó " 1 " ) , 
y de la demostración del teorema (4.13) la parte de la cota máxima +//vp(¿n u"), es un valor, que 
representado en (/„, fp) tiene fn = 0, por lo cual la cota máxima es / w i n + // . m a x + ( / ^ p ( 5 m " ) - 0 ) . 
Según la definición (4.5) / J Vp(ím a x) = ^ ( ^ ( 6 ™ " ) +/3A , ( ím a x)) ?mediante esta misma definición 
la representación {a, 0) de (U, //v,,(5m!Utj) e s ( / / v w 1 " ) + 0, jsPí,6m, '\ ~ 0), que equivale a 
| (ajv(5m , u t) + Dado que la representación (a, 0) de / m i n 
y ÍL es (a""", 0min) y (aLmAKl respectivamente. Entonces ««„a - a™" 1B1U[ + 
¿ M á ™ " ) + MF"*))' ^ a - Pmia + h*» + + • 
La aplicación del teorema de determinación de signo mediante partición de cajas (4.14) aplicando 
el hecho (4.6) para determinar ya sea la positividad o negatividad de una función en todo su dominio 
se puede hacer de acuerdo al el siguiente procedimiento. 
Procedimiento (4.1). Dada una función f{q) con descomposición de signo en Q C y un 
conjunto de cajas Y tai que Q — [J P . Tomando para cada caja T como " x ' la representación 
i 
gráfica de la función f(q) en los vértices mínimo y máximo /¿mi", pmBX en el plano (a, 0), y como 
"+ ' la representación gráfica de la cota mínima en caso de analizar positividad o cota máxima en 
caso de negatividad, de acuerdo al teorema del polígono (4.13) inciso *a "y al hecho (4.6). Entonces 
la positividad o negatividad de la función se determina como sigue: 
a) Si por lo menos un punto ' x " aparece abajo del eje a en representación (or, 0), entonces 
la función no es positiva, para todo q elemento de Q. O si al menos un punto "y." aparece arriba 
del eje a entonces la función no es negativa, para todo q elemento de Q. 
b) En el análisis de positividad si todos los puntos ' x " aparecen arriba del eje a en 
representación (a, 3), pero existe al menos un punto " abajo del eje a; o para el análisis de 
negatividad si lodos los punios ' x ° aparecen abajo del eje CK, pero existe al menos un punto "+ " 
arriba del eje u, entonces la división de cada variable es insuficiente y hay que aumentar k. 
c) La función f (q) es positiva para todo q elemento de Q si y solo si todos los puntos '+' 
aparecen arriba del eje a en representación (a, 0), o la función f(q) es negativa para todo q 
elemento de Q si y sólo si todos los puntas '+ ' aparecen abajo del eje a. 
Ejemplo 4.4 Determinar en forma gráfica si el producto de las funciones fi(q)fi(q) con 
descomposición de signo en Q c 5R2 es positivo para toda q € Q \ q¡ Q [0, I], siendo las 
funciones. / i (<?) - 4 + ^ - q-¿ + - h(q) = 2 0 + 2qi + 7qfq¿ -q2~ 
Solución. Las partes negativa y positiva de cada función son: /i«(<?) = <j2 + 9<?i<?2' /ip(?) = 
4 + <?i + Sq}q2, finiq) = q2 + 6<M2 = /2P(<?) = 20 + 2<?v + 7q fq 2 , de ellas se obtienen las partes 
lineal, no-lineal c independiente de fi(q) y fi{q) '• 
= 4 í»™- + s ^ r w , / í t = + ^ r w 1 ) 2 . 
huío = u + m?Dp?a)6i + s o o 2 ^ b u s ) = +- (i + í^rvr"]^, 
f ^ p ( 6 ) - 1 6 í i P M í + 8 6 l ( u . f + S2), fwM = 1 W ^ a + + <5,)á2, 
f.?p'n - 20 + 4- 7(/í™in)2(Mmin)2, / 2 T = ¿4™ + ^ - - í ^ - ' " ) 2 , 
f 2 i P = (2 + i + n K i n f ? > 2 , h i . n = e ^ r 1 ) ^ + u + i 2 ^ v r ) ¿ 2 , 
f2Nn = Gfi™6l + n w s j i + /2NP - M y r ' M z + 7n?aSl + lb\b2. 
Mediante la definición (4.5), todas las expresiones anteriores son transformadas a la 
representación (a, 0), y mediante el hecho (4.4), se obtiene la representación (a , 0) del producto 
de las funciones, de donde se logra la cota mínima del teorema del polígono (4.13). 
Debe de notarse que en la cota mínima del teorema del polígono en su representación (o, 0) 
sólo se necesita para cada caja T : calcular ene! vértice mínimo el valor de la función (c*rom, 0™"*), 
la parte lineal mínima (at.™,,, 0L rnm) que se encuentra en algunos de los vértices de T y calcular 
la parte no lineal en el vértice máximo (a^íó""") , >9^(ímax)), su fundamento matemático está en 
el teorema del polígono (4.13) y el hecho (4.6). 
Dividiendo cada variable en 8 partes iguales, se genera un conjunto de cajas T que satisface 
el teorema de determinación de signo mediante partición de cajas (4.14), ya que todas las cotas 
mínimas (a, 6) son positivas, como se puede ver en la figura (4.9). Debe de notarse que este caso 
es mas complicado que el del ejemplo (4.3), sin embargo, se requiere una división de cada variable 
en partes iguales, notablemente menor. 
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Figura 4.9 Teorema (4.14). Ejemplo (4.4) 
4.5 Descomposición de Signo del Determinante 
El determinante de una matriz M está compuesto de sumas y restas de productos de los elementos 
de la matriz, y si estos son de tipo polinómico, el determinante det(M) tiene descomposición de 
signo. F.l desarrollo de la programación para obtener la descomposición de signo del determinante 
en la representación (/„. jp) puede ser algo complicado, pero en la representación (a, 0) existe 
por lo menos una forma menos complicada de lograrlo. 
4.5.1 El D e t e r m i n a n t e en R e p r e s e n t a c i ó n ( a , 0) 
Primeramente tenemos que para una matriz Ai de (2 x 2) con elementos m¿, con representación 
el determinante de la matriz es det(Af) = m ^ ^ y - m2 l imj i 2 , y de acuerdo al lema 
(4.10), la representación (a, 0) del determinante det(M) es ((<*i, 1^2,2 + «2,10:1,2), {0¡,í02,2 ~~ 
£2, A 2))- Dado que de la definición (4.6) se tiene que 0itj{q) = Ttiij{q), entonces la parte beta 
del determinante de una matriz M de (2 x 2) es el determinante misino d<5t(AÍ), y la parte alfa es 
semejante al determinante de una matriz formada con los elementos au.j pero sin usar la regla del 
signo ( —l)*4"-7, dando lugar a la siguiente proposición. 
Definición 4.6 Sea M(q) una matriz cuadrada con elementos m¿,,(<j) con descomposición de 
signo en Q con representación (a l i3 (q), 0tá (<?)), entonces se le llamará Mj^q) a la matriz formada 
con ¡os elementos <±i,,{q) y se le llamará det„(Ma(«7)) = |A/a(?)L a la función similar al 
determinante de la matriz Ma{q) pero sin aplicar la regla del signo ( - 1 ) ¿ + J ; será Mp(q) = M(q) 
ydetf,(M0(q))=det(M{<i)). 
Mediante la definición anterior se puede obtener la representación (a, 0) del determinante de 
una matriz que sus elementos tienen descomposición de signo como se expresa en el lema siguiente. 
Leiua 4.15 Sea M(q) una matriz cuadrada (n x n.) con elementos m,, ; (q) con descomposición de 
signo en Q con representación («<,¿(<7), ül¡1{q)).Sea Ma(q) la matriz cuadrada (n x n) formada 
con los elementos a t J (<7). entonces la representación (a, 0) del determinante de la matriz M{q) 
esta dada por: 
'"(</) = deta(Ma(q)), 0(q) = det(M(q)) 
Prueba. Sea M{q) una matriz cuadrada de dimensión 2 x 2 con elementos m¿¿(g) con 
representación (»¿.,(<3), 0,;(<?)), entonces de acuerdo al lema (4.10) la representación (a, 0) del 
determinante det(Mú?)) es ((ai,i(<2)<*2,2te) + «2,1^)01,2(9)). (^1,1(9)^2,2^) - P ^ A t i & x M ) ) -
De la definición (4.6) se ve que la parte alfa del determinante de la matriz M{q) es a(g) = 
dat.n(Mn(q)), y de acuerdo a la definición (4.6) se tiene que la parte beta del determinante M(q) 
e s 0(q) = d e t ( M ( < 7 ) ) . 
Supóngase que la regla se cumple para una matriz M{q) de dimensión (A: x k), entonces la 
representación íc*, 0) del determinante dtít,(Af(q)) es a(q) = detQ(M„(y)) y 0(q] = det(M(q)). 
El determinante de una matriz M{q) de dimensión (k + l) x (A: + 1) es la suma de productos de 
elementos m i j por el cofactor correspondiente: mi i3(q)(—i) det(A/i¿) desde j = 1 hasta fc + 1 , 
en la representación (a, 0) es ^ ' ( ^ ( g ) , / M ^ K - l ^ ' í d e t c . C M ^ f o ) ) , d e t ( A f , d e 
acueido al lema (4.10) se tiene que la componente alia del determinante de la matriz M{q) es 
°iA(¡) def.0(WQ | j(g)), y de la definición (4.6) Ptii(q) = m . j , por lo tanto la componente 
beta es m i ,y(<?)(- l ) 1 + ' de t (M 1 ; (q)) , concluyendo así que para la matriz M{q) de dimensión 
(/c + l ) x ( f c - t - l ) l a representación (a, /3) del determinante det(M(<j)) es a(g) = áeta(MQ(q)) 
y 0(q) = det.( Ai (<?)). Dado que la regla del determinante supuesta para una matriz de dimensión 
A; x k se cumplió para dimensión {k +- 1) x (k + 1), entonces por inducción matemática la regla es 
correcta. • 
4.5 .2 Par tes Lineal , No-l ineal e I n d e p e n d i e n t e de l D e t e r m i n a n t e 
Al anal(7ar la positividad del determinante de una matriz es común la necesidad de recurrir a la 
división de variables en donde se generan cajas l donde los elementos (q) de la matriz se pueden 
expresar en función de sus partes lineal, no-lineal e independiente como aparece en el siguiente 
teorema. 
Teorema 4.16 (Teorema de Descomposición de Signo del Determinante) Sea q £ T C Q | q = 
^nun , ¿ acuerdo a la proposición (4.2). Sea la matriz M{q) € con elementos ra¿j(<7) con 
descomposición de signo en Q con representación (o*"*11 + + a,,3,/>/(<5), /?™n + 0t¡}ti(6) + 
0t ¡v(ó)), entonces la representación (a , 0) del determinante de la matriz M{q) esta dada por; 
a (y) - a ™ + u t (5 ) + a* (6 ) , P{q) = P1™ + PL{t) + P„{6) 
o1"'" = deta ( ) , 0min = «fct ([0™]) 
aL(q) = £ d e t a (*(*) [<, '"] + [l - $(fc)] [a¡J-,i.(S)]) 
k = l 
DtÁfi) = ! > * (*(*] [S?] + [/ - *(*)] l/?;jlt(í)]) 
ír —l 
*(fc) = [y>ÍTj-(fc)] I 
Vl l(k) = \sign(l~k)\ 
<pZi{k) = | « $ n ( 2 - f c ) l 
¥>„•(*) = O V i ^ j 
^ 0„(S) = 0{q) - - 0L(ó) 
Prueba. (Parte independiente). Sea M{q) una matriz cuadrada de dimensión 2 x 2 con 
elementos m, j(q) con representación en (a, 0) | a i¿(q) = a*yn + Qíj,l{6) -I- 0 ^ ( 5 ) , = 
0™" +0,j /,(<*>) + 0ij,rf(f>)>de acuerdo al lema (4.15) la representación (a , 0) del determinante de 
la matriz M{q) es: 
' < " + a u ¡ 1 ( í ) + a M i A Cí) a™n+a l i 2 ,L(<5) + ali2,,v<é) 
+ « 2 . I , ¿ ( 5 ) + A 2 , I . A F ( 5 ) < 2 N + « 2 , 2 , L ( ¿ ) + A 2 , 2 , W ( 5 ) 
u(qj - deta(Ma(cj)) = 
0(q)=det (M(q)) = 
0?? + 02.1 + 02.1.*W 02^ + 02,2,^) + 02,2.^) 
Mediante las operaciones básicas del hecho (4.4) se obtiene la componente independiente del 
determinante de M{q). La parte independiente de un producto al,}{q)ari,(q) o 0yj(q)0r3(q) es 
solo el producto de las partes independientes de cada una, obteniendo así: 
"1,1 
„min 
Q L , 2 
, 0 W L R = 
t^nia /gmin 
Pl,2 
„niin Q 2 T ,vmin A2,2 Q 
/smirt /^ min 
Y 2,2 
Es fácil de ver que si la matriz es de dimensión superior la regla para obtener la parte mínima es 
la misma: 
omm = deta ( K f l ) , 0mia = det ( [ f i * ] ) 
(Parte. Linea!) La parte lineal de un producto oxj iq)o.r,s(q) 0 0tJ {q)0^s(q) es la suma de todos 
los productos de las combinaciones de elementos donde uno es independiente y el otro lineal, en 
este caso sólo son dos: el primero lineal y el segundo independiente, y el primero independiente y 
el segundo lineal. Como los productos son entre un elemento de un renglón y una columna por un 
elemento del renglón "opuesto" y de la columna "opuesta" entonces se puede expresar el resultado 
de la siguiente manera: 
a t f a ) = 
3L(q) = 
Q 2,1 Q 2 .2 
flmin 
P 2 , 1 P 
•min 
2 , 2 
+ 






La regla que se puede suponer hasta aquí es que la parte lineal alfa o beta del determinante de 
una matri7 es la suma de los determinantes que se pueden obtener de acuerdo al caso de una matriz 
con sólo un renglón con términos lineales y los demás renglones con términos independientes: 
« ¿ W = E L i d e U ^ í ^ m ) , « ) ) , 0¡,(S) = det ¿J)) , donde las matrices 
Ma(íp(m), ó) y /l í(^(m), <5) son matrices que tienen un sólo renglón con elementos lineales de 
acuerdo a ip{m) y los demás están formados por elementos independientes. Supóngase que ésta 
regla es válida para matrices de dimensión k x k, y que se trata de obtener el determinante de una 
matriz M{q) de dimensión (fc+1) x (fc+1). De acuerdo al lema (4.15) se tiene que la representación 
(a, 0) del determinante de la matriz det(M(q)) es: a(<j) = det^M^q)) y 0(q) = det(AÍ(g)). 
La parte lineal de la parte alfa del determinante es la parte lineal de a/,{<}) = 
Ej=i l«ij(9)deLA(M*í*{<?)), y de acuerdo al hecho (4.4) la pane lineal del producto 
(<*!,;Í<?)J (det^í /V/^^ (<}))] es la suma de dos productos de dos elementos, donde uno es lineal y el 
otro independiente: («i,7, t(ó)) (det« ( [ < * ] * " * ) ) + K ? 1 ) ( E Í U I ^ ( A f ^ X m ) , 6)]) , 
donde [t*™n] * *h es una matriz formada de la matriz ' f c 4 _ 1 ' x p e r o sin contener el primer 
renglón ni la j-ésima columna, y la matriz MQ l ^ (^(777), 5) es una matriz de dimensión k x k 
formada de elementos de la matriz Aí«(g) pero sin contener el primer renglón ni la j-ésima 
columna. De acuerdo a la regla supuesta sólo un renglón, de acuerdo a <p(m), es lineal y 
los otros independientes. Con todo lo anterior tenemos que la parte lineal de la parte alfa del 
determinante está compuesta de dos partes ar,(?) = (det<» ( í a ™ n ] i ¿ * ) ) ) + 
( (" íT 1 ) (-Hi i j M m M ) ) ) ) , la primera es el determinante (a) de una matriz 
de dimensión (h + 1) x (fc + 1), donde el primer renglón está formado por elementos lineales y los 
demás renglones por elementos independientes. La segunda parte es una sumatoria del determinante 
(a) de cada una de las matrices de dimensión (k +- 1) x (fc + 1) que se pueden formar, donde el 
primer renglón es de elementos independientes y de los demás renglones sólo uno está formado 
por elementos lineales y el resto por elementos independientes. Por lo tanto, la parte lineal del 
determinante de una matriz Ma(q) de dimensión (A: + 1) x (/c 4- 1) es la suma del determinante 
(a) de cada una de las matrices de dimensión (/c +- 1) x (k + 1) con sólo un renglón con términos 
lineales y los demás renglones con términos independientes. Dado que la regla supuesta para una 
matriz de dimensión k x fc se cumple también para dimensión (k + 1) x (k + 1) entonces por 
inducción matemática la regla es correcta. La parte lineal Pi(q) del determinante de la matriz 
M(q) se demuestra por el mismo procedimiento que se demostró Q¿(IJ) , quedando ambos resultados 
expresados como sigue: 
k=n 
adq) = K f 1 + tJ ~ K i x ( á ) ] ) 
k=i 
0L(q) = S d f i É Í W ^ r l + l í - W I ^ . L Í t f ) ] ) 
fc=i 
« w = i 
V i . i W = k t p n ( l - fc)|, v? 2 , a ( f c ) = [ s i g n ( 2 - fc)|, . . . 
<pnJk) - |.w/n.(n — fc)| ¡ = 
(Parte No-hnea!) La parte al fe del determinante de la matriz Ai (<7) está expresada por a (<7) — 
om i n 4- O¡L (¿0 + Q/v(¿), puede considerarse como = + donde = a m m y 
hi{<l) = + a N ( í ) . Por medio del corolario (4.4) se puede obtener h{(q) =. a(q) - gL(q) de 
donde h\(q) = u-(y) - t t m i n . Tomando h\ (q) - aL{S) y aplicando nuevamente el corolario 
(4.4) se obtiene <1^(6) = ( 9 ) - « ¿ ( í ) de donde llegamos a: a s i S ) ~ a(q)—(i i m t , - f f t (¿ ) reducida 
a su mínima expresión. De la misma manera se demuestra P/^iS) = fí(q) ~ /3min — 0L(6) con lo 
cual queda demostrado. • 
Ejemplo 4.5 Dada la matriz M (<j) descrita abajo en la que todos sus elementos tienen 
descomposición de signo en Q - {[(/i, q21T I 9« € [0. l]} a) obtener: Ma{q), las expresiones 
de las partes aljay beta del determinante det(Af(<j)) y ¡as partes; a m t a , 0™'", a¿(6) y 0L{6) que 
son empleadas en el análisis de positividad en cada caja V generada por partición de variables; 
b) obtener las ecuaciones de: cifj{£) y /?w(<5); c) probar si el determinante de la matriz M(q) es 
positivo para todo q € <3-
-7(7, 2qi($-q\ 





a) La expresión de la matriz Aía(g) se obtiene de acuerdo a la definición (4.6) tomando de la 
matriz M(q) sólo las partes alfa de cada elemento. 
7?1 -(- (J? 
Ma[q) = 
5 
2 + q\q7 3qj+ía ögj+flift 
qi + 6 qfq¡ 8 12 + qxq% + q\ 
Las partes del determinante de la matriz M(q) en la representación (a, ß) se obtienen mediante 
el lema (4.15): ö(?) = deta{Ma{q)), 0{q) = det(M(g)) : 
r*{q) = 
ß{q) -
2 + q*q2 
í i +- Wrfl 
-7qi 
- 2 - q\q7 
?i + 
+ <?t 
3<7i + qs 
8 
'¿9192 - 9? 
3?! + q2 
- 8 
+ un 
12 + qjtâ+qf 
5 
5çf - qiq2 
- 1 2 + qiq¡ + q't 
Las expresiones a' r"n , 0'n'n, a¿(<5) y pL{ó) se obtienen del teorema de descomposición de signo 
del determinante (4.16) como se muestran en seguida. 
<y 
7|UM«n 
. m i n \ 2 , , i n i n 2 + ( í O V r 1 + MÎ1"1 5(MÏd")a + pT '"^ ' " ' 
+ 6(//ri,,)2(M2i,n)2 s i2 + M r n W ) 3 + u r n ) a 
0 r 
- 7 n f a - ( / ^ ' " f 
-2 - « - J v r 
a¿(5) -
ßf« + 6(pfn)2(/i™*)2 
76l 
2 + ^ r i v r 
- 8 - 1 2 + Atrn(M!Tin)3 + (P? l a)2 
3/4f,itt + fl%> 50 Ü™'"]
2 + H? ÌC lllfa 
12 + m ^ W " ) 3 + C/i"1")2 
+ 
2(1™» {/if")* + [ n f " ) 2 
3«! + 02 
+ 2 -(- (/¿™m) W " 
ci 4-
i 2 + / i f n ( ^ i n ) 3 + ( M r ) 2 
2/4rin W 1 ) 3 + (M? 
+ f*? 
min 'i 2 






I - 1*1 
*y,.iriiri ,.uün f¡ -¿ti! ¿t2 Or 3¿i + S2 {lQli?ia - tl?ia)6y 
,min /. .irun'sS - 1 2 + Aif n ( /xf ' l ) 3 + ( / i f n ) 2 
—T/i™" 
- 2 - (/iy™)2/*?" 
(1 I 1 2 ^ f , " , W ) a ) 5 ' 
2 ( I ^ N ( ^ N ) 3 - ( M Í " " ) ' " ' 
3 M r + 
b) Las expresiones de: tt/v (tf) y Pr*{t>) se obtienen en su mínima expresión de acuerdo al teorema 
de descomposición de signo del determinante (4.16), empleando las expresiones desarrolladas en 
el inciso "a" de la siguiente manera = afa) - amin-aL(ó),¡3N{6) = 0{q) - 0mín-f}L{S). 
c) Con las expresiones desarrolladas en los incisos "a" y a b " se hace un programa de cálculo 
numérico para aplicar en forma gráfica el teorema de determinación de signo mediante partición 
de cajas (4.14). Haciendo una partición de k = 10 se encuentra que para todas las cajas V su 
cota mínima v sus vértices " x " son positivos como se ve en la figura (4.10), por lo tanto el 
determinante dct(M(<?)) e s positivo para toda q <EQ. 
a 
Figura 4.10 Positividad del det(M(q)). Ejemplo (4.5) 
4.5.3 Determinante de la Matriz de Contrulabilidad. 
Los conceptos de los puntos anteriores son empleadas para analizar el signo del determinante de 
la matriz de controlabilidad U(q)UT(q), donde U(q) es la matriz de controlabilidad de Kalman. 
Dada la naturaleza de la matriz de controlabilidad, es conveniente analizar primeramente algunas 
propiedades de las componentes lineal e independiente de la suma y producto de matrices, 
empleando la siguiente notación. 
Definición 4.7 Sea la matriz M{q) € con elementos rrii j(q) con descomposición de signo 
en Q con parte lineal, no-lineal e independiente mt>J (?) = (ó) +m^VJ((5), de acuerdo 
a la proposición (4.2), entonces se les llamará: parte independiente, parte linea! y parte no-lineal 
de la matriz M a las siguientes matrices 
Mmin ~ Parte. Independiente, de. M ~ ("t,m,'n| 
ML{S) ~ Porte Lineal de. M = 
MN{8) = Parte No - lineal de M = 
Hecho 4.7 Sean ¡as matrices F(q) y <7(q) can elementos /.j(<?) y 9i,](q) con descomposición de 
signo en Q con parte lineal, no-lineal e independiente, entonces las partes lineal e independiente 
de la suma y producto de ¡as matrices se determinan como sigue: 
mi) = F(q) + G(q) : II»"" + C™ 
Hmin rrnin _¡_ /~>min 0 ~ rp 
HaL(ñ) = FaL($)+GaL{6) 
H(q) = F{q)G(q) : H^ = F™»G™ 
fíg1"* prmn^min HaL{t) = F?inGaL{S) + F a t (é)G™ n 
H0l(S) = FrGM + F0L{8)Gr 
Prueba. Suma. Sea t^,{q) un elemento de la matriz F{q) + G(q), ^(<7) — fi.M) + 9i,j{q), 
de acuerdo al hecho (4.4) ( ^ ) r a i n = 4- gkJ)mia = + (g^)™ que equivale a 
= pnin + H™o _ ¡ruñ* + GJ..L.. y __ ( / . + _ .) £ = ( / . fc)L + d e 
donde HoL(S) = Fqí{6) + G„L(¿) y HaL(6) = F0L(6) + G0L{6). 
Producto. La parte independiente del producto es {A.t¿)m,n = 1 "m q u e mediante 
el hecho (4.4) se obtiene ( V i ) ™ - ££=1 ( 9 k j ) m a , que equivale a H ™ - F^ 'G^ 1 ' " 
y = Así también ( V j ) ¿ = {fi,k9k,3)L que de acuerdo al mismo hecho 
(4.4) resulta ( V , ) t E L i ((Afc)""" CffJtj)t + (/f,*)¿ (Sfcj)m 'B) = D í = i + 
D L i ( A A q«e equivalentemente es Hal = + HgL = / - ^ C ^ + 
Las propiedades elementales del hecho anterior pueden ser utilizadas para analizar la 
descomposición de signo de funciones complicadas de matrices. Una función de matrices útil para 
analizar la descomposición de signo de su determinante en representación alfa, beta con partes 
lineal, no-lineal e independiente, es el caso de la matriz de controlabilidad, como se muestra en el 
siguiente. 
Teorema 4.17 (Teorema de Descomposición de Signo de la matriz de Contwlabilidad) Sean las 
matrices A{q) e B{q) e S»*™, con elementos o^fo), b^q), con descomposición de signo 
en Q- sea la matriz U(q) = [^(g), U2(q), ••• , Un(q)], donde lJt{q) = A^(q)B(q), entonces 
las partes lineal, no-lineal e independiente de las partes alfa y beta del producto U{q)UT{q) se 
obtienen de la siguiente manera. 
[V{q)UT{q))a = (UU-)™ + ( W f o ) ) ^ + ( " M ^ U 
{U{q)XF(q))fi = + (U{q)lF{q)),L + {U(q)ÜT(q))0N 
{uuT)™n = u f ( u r ) T , (uuT)f* = u r ( u r f 
(v(<i)u T (q)) a L = u r ( u a L m T + u a L ( ó ) ( u r ) T 
(V(q)UT{q))0L = U?» {U,l{6))t + UPL(S) (Ur)T 
(U(9)UT(q))aN = - -
( " M ^ U = (U(q)UT(q))0 - - {U{q)XF{q))fiL 
u r = [ Í C \ v r , • • • , Í 4 T ] , - u™,... , U™} 
VT = {A™ny-1 B ™ \ ü™» = ( A f y - 1 Bf* V¿ = 1,2, • • -, n 
Val = [UlaL, UlaL, • • • , Unat], UpL = [U\0l, U20l, " " ' , Un0L\ 
UlaL = Bal, Ulpi — Bpi 
UiaL = (ATY 1BaL + ( A ^ ) L B r V i = 2,3,---,n 
UrSL = {Afny-1B0i+(A*g-1)LBf»Vi = 2,Zr..,n 
A a " ( ^ k ~ 1 ) a L + ( ¿™ n ) f c - 1 Vfc = 2, 3, • • • ,n - 1 
Af* (A* 1 V + Api {Afn)k-1 Vfc = 2,3, • • • - 1 
Prueba. Sean las matrices A(q), B(q), y U(q) ~ (tfi(g), U2{q), -•- , f/n(q)| así descritas 
en el enunciado. Todas las aseveraciones de esta prueba están sustentadas en las propiedades 
del hecho (4.4), de acuerdo a la definición (4.7) y en inducción matemática. Por simplicidad se 
omiten los argumentos. Primeramente se demuestra que = A"1'11 (A* - 1) L + A¡ (,4min)fc~ l : 
la parte lineal de A2 es Amin.AL + / lLAm i n , entonces (A3)L = (A2)L + AL (Am i n)2 y de 
la misma manera se llega a ( A k ) t - -4min ( ¿ f c _ 1 ) ¿ +• AL (A™")* -1 , implicando que AkoL = 
A™Ak~Ll + AqJ, ( ¿ r J*-1 y Ak0L = ¿rApi1 + ¿-0L ( ^ l i n ) k _ l , esto es para toda k > 2 entera, 
aunque realmente sólo se usara para k = 2,3, • • •, n — 1. 
Si U< = para i = 1 : l\aL = BoL, UX0L ~ ñBL. Para? - 2,3, ••• ,n se tiene 
fKL = ( A - ^ - f l t + ( A ' - 1 ) ^ 1 » - - (A 1" '")- 1 Bl + A^B"* de donde se obtiene 
U^L = (>C n +- X ~ ¿ B f a y = ( / i r ] ^ + 
Dado que U = [[/,, U2, • •• , í/„] y que la parte lineal de V tiene todos sus elementos 
lineales, UL - [UlL, U2[„ • • • , UnL] de donde se obtiene ÜoL = [UlaLl • • - , [ / n o t ] y 
&0L = [Uiei, ••• , 
Tomando nuevamente el bloque (J¿ = A'"1 B entonces = ( /T^ f í ) " " " = (A**1)™ BailTl = 
(Amiay~l Bmin, obteniendo así = _ (AfnY~l Bf" V« = 
1,2,---,71. 
Regresando a la matriz U = [C/L, U2, • • • , Un] y tomando en cuenta que la parte independiente 
de U tiene todos sus elementos independientes, Umu' = ({/{"'", £/™m, -•• , ), entonces 
u ^ = (ü¡¡*\ , u%r]yu™ = ( t /™\ u™, ••- , t /™] . 
Dado que la parte independiente de UUT es (UU T ) " l i a -_ (f/)011" ( U r ) " " " = (í/ r a ln) (Umín)T , 
de donde se obtiene (UUT)™" = U™ (U™")T y (UUT)™n = (U¡?in)T . 
Teniendo determinadas todas las partes de V entonces se puede descomponer UU'1, [UUT] L — 
(Ut)l + U L (UT)min = U™ (Ul)t + UL (Umi")T de donde se obtiene {UUT)aL = 
u r iuaLf +- 0aL (a,r)T y {vuT)ffL = c™ (u0Lf + uPL (u™)T. 
De acuerdo a la proposición (4.2), la parte no lineal se puede obtener de la siguiente 
manera: {U(q)UT{q))N = {U{q)üT{q)) - ( t / ^ J ^ t ? ) ) 1 - ( ( / ( ^ ( q ) ) L , de donde se 
obtiene: (£/(g)í/ r(9])w W = (í/(fl)C/T(«/))Q - - {V^V* {q)) aL y {U{q)U<X<i))0N -= 
- (WIR - ( t fM^w • 
Una vez teniendo las partes lineal , no-lineal e independiente del producto UUT, entonces se 
puede aplicar el teorema (4.16) para asi obtener la descomposición de signo del determinante de la 
matriz de controlabilidad. 
Capítulo 5 
Estabilidad Robusta de Polinomios en el 
Espacio de los Coeficientes 
La estabilidad robusta de sistemas lineales se resuelve en el espacio de los coeficientes, mapeando 
el problema de estabilidad robusta a un problema de positividad, para lo cual se propone la Tabla 
Equivalente de Routh, a la que es aplicable la descomposición de signo. 
5.1 Tabla Equivalente de Routh 
La tabla de Routh [24] fué creada para determinar el número de raíces con parte real positiva 
de un polinomio p(s), de acuerdo a Routh éstas son igual al número de cambios de signo en los 
coeficientes de la primer columna de su tabla, pero si el interés es el determinar sólo la estabilidad 
del polinomio, entonces sólo es necesario saber que todos los coeficientes de la primer columna son 
positivos. Cuando los coeficientes del polinomio tienen dependencia paramétrica, los coeficientes 
de la tabla de Routh no tienen descomposición de signo debido a la división con que son obtenidos, 
sin embargo, la división puede eliminarse formando así una tabla equivalente de Routh. 
Meinsma [3.1] demuestra la tabla de Routh probando que un polinomio p(s) — CnSn + 
c,,-]«" - 1 4- c,,_2Sn-2 + Cn-as™-3 + • • • + co con coeficientes reales y c^ 0, es estable si y 
sólo si c,,.!. es diferente de cero y tiene el mismo signo que c„ y el polinomio reducido 9(5) = 
Q 
p(-s) — (cn_LsTi + Cn-3Sn~2 + CR-SS""4 + • • •) de grado n. — 1 es estable. De esta manera el 
C n - i 
polinomio reducido es q(s) = ( e » - ^ ' - 1 + c w - 5 s " ^ + c , ,_ ssT ' -3 + . • •) ~ + 
c.t-i -n-4—CnCn-osn_4+CnMCn-6—C-C"~7 $n~6-f- -) que equivale al segundo y tercer renglón de 
C n - l Crv-l 
l a t a b l a de Routh. Por otra parte de acuerdo al teorema de Hermite-Bichlcr un polinomio es estable 
si y sólo si sus partes par e impar pp(ju>) y p¿(jw) satisfacen la propiedad de entrelazamiento y 
p o r e n d e la cumplen kppp(ju;) y fc«p¿(jw) para toda kp y kt del mismo signo, de tal manera que un 
p o l i n o m i o p(s) = pf,(s) + sp¿(s) es estable si y sólo si p{s) — kppp(s) + ¿,sp«(s) es estable. Por 
lo tanto, cada renglón de la tabla de Routh puede ser multiplicado por una cantidad de un mismo 
signo sin alterar la estabilidad que de ella se infiere. 
Cada coeficiente a,¿ de la tabla de Routh se puede expresar como una fracción ^ donde 
el numerador está formado por la resta de productos de elementos no fraccionarios de los 
dos renglones inmediato superiores, y el denominador común a todo el renglón (i, está formado 
de producto de la función v del renglón superior y el denominador d¿_2- De esta forma 
a u —- | = c,x y <12,1 = &2,i = c„_i di — d2 = 1, mientras que el caso general es como 
aparece en seguida mediante los cuales se hace la siguiente proposición y se establece el siguiente 
teorema. De esta forma a^i = — Cn y 021 — 62,1 = c«-!, cÉ^  = <¿2 = 1 y el caso general 
es wmo aparece en seguida mediante los cuales se hace la siguiente proposición y se establece el 
siguiente teorema. 
^frt-1,1 + l _ i^—2,1 ftj-lj-t-l ^  
di-i <4-2 <4-1 ( & . - l , l & i - 2 ¿ + l -*» i -2 .1*» i - l . ¿+ l ) K j ,A\ = 1 3 — r — ( 5 . 1 4 ) 
°»-i 1 <4-2&.-I,I di 
bij •-= - bi-2,\bi-\,j+]) Vi > 3, bid = Cnj.z-i-y Vi < 2 
di = c¿Í _ 2 -1,1 
Proposición 5.1 [17] Seup(s) = cNSN + c„-iSn~ l -r cTl_2sr1-2 -l-C3Sn~a -I 1- CQ un polinomio 
con coeficientes reales y c„, Cn_t positivos, entonces se le llamará Tabla Equivalente de Routh al 
acomodo matricial de elementos b¡j descrito en (5 14). 
Tabla Equivalente de Routh 
Cn í-n,—2 Cn—4 ' " ' 
C n - l Cn-3 C n - 5 • • • 
¿>3,l ^3,2 
¿4.1 ^4,2 
Teorema 5.1 [17] Sea p(s) - c„s'1 + c _ r s n " 1 + Cn-a«*"51 + 3+••+c0 un polinomio 
con coeficientes reales y c,„c„., positivos. Entonces la tabla de Routh es estable si y sólo si la 
tabla equivalente de Routh es estable. 
Prueba. Supongamos que la tabla de Routh correspondiente tiene positivos los primeros k 
coeficientes c„, c^-i , 03,1, .. «it,i de la primer columna, entonces de (5.14) cii — L, <¿2 = 1, 
V i — f u V i = r-7i-i, son positivos y d¡ = di V i e s positivo implicando que V i = ¿303,1 es 
positivo. De la misma manera se obtiene que <i, y 6,1 son positivos hasta llegar al renglón k, el 
denominador V i 1 = ¿t- \bk]L es positivo y el signo de 6fc+i,i es el de afc+1,1, de tal manera que si 
los primeros k -f 1 coeficientes c„, c„_i, <231., . . . a* 11,1 son positivos, implica que los primeros 
k t l coeficientes bt¡\ de la tabla equivalente de Routh son positivos, y por inducción matemática 
se deduce que si todos los coeficientes a ^ son positivos, entonces todos los coeficientes son 
positivos. 
Ahora supongamos que los primeros k coeficientes c^, Cn-i, 63,1,.. • V i de la tabla equivalente 
de R.oudi son positivos entonces di = 1, d2 = 1, Qj.i = c„, 0-2,1 = Cn_i, son positivos y <¿3 = ¿162,1 
1 es positivo implicando que <2,3 L = —- es positivo, de la misma manera se obtiene que d¿ y o¡ 1 
«3 
son positivos hasta llegar al renglón A:; el denominador = V i c s positivo, por lo tanto el 
signo de £1*4-1.1 es el de 6*+i,i, de tal manera que si los primeros k + 1 coeficientes c„, Cn_i, 6 3 , 1 , . . . 
b/. 111 son positivos implica que los primeros k + 1 coeficientes a, i son positivos y por inducción 
matemática se obtiene que si todos los coeficientes b,,, son positivos entonces todos los coeficientes 
a¿¿ son positivos. • 
El aplicar la tabla de Routh en forma distinta a la original es tratado también por Misra [36|. En 
este caso la tabla de Routh es empleada con el fin de estabilizar polinomios intervalo desarrollando 
la tabla mediante aritmética de intervalos. La característica más importante de la Tabla Equivalente 
de Routh es que sus coeficientes tienen descomposición de signo en la caja de incertidumbre 
paramétrica. Esta propiedad es utilizada en la siguiente sección. 
5.2 Estabilidad Robusta mediante la Tabla Equivalente de Routh y 
Descomposición de Signo 
La estabilidad robusta de familias de polinomios con incertidumbre paramétrica multilineal o 
polinómica, se puede analizar por medio de la tabla equivalente de Routh y descomposición de 
signo. 
Teorema 5.2 [17] Sea P(s, Q) — {p(-, q) \ q € Q C P C una familia de polinomios 
con incertidumbre paramé trica polinómica, entonces la estabilidad robusta de la familia P{s,Q) 
se determina de la tabla equivalente de Routh analizando la positividad de los coeficientes de la 
primer columna mediante descomposición de signo 
Prueba. Dado que t / S y C - P C Ï ^ y d e acuerdo al lema (4.2) cada coeficiente c¿(</) del 
polinomio p(s, -3) tiene descomposición de signo en Q. Todos los coeficientes a partir del tercer 
renglón de la tabla equivalente de Routh están formados por la resta de productos de coeficientes de 
los dos renglones anteriores, de acuerdo al teorema (4.3): en la suma, resta o producto de funciones 
con descomposición de signo el resultado tiene descomposición de signo. • 
La manera más fácil de determinar la positividad de un coeficiente de la tabla equivalente de 
Routh es aplicando el teorema de determinación de signo mediante partición de cajas (4.14) en 
forma gráfica, mediante la división de cada variable en k partes iguales, generando asi un conjunto 
de cajas T con una caja A en común y graficando en (a, 0) de acuerdo al hecho (4.6) la cota mínima 
/ m i n 4- fL min - / iVu('5maí) y los vértices de cada caja V. Para estos fines, cada elemento de la tabla 
se genera en representación (a, 0) expresando cada una de éstas en sus partes lineal, no lineal e 
independiente a r „ ( 9 ) = û ^ C t f ) , a(r.s).-v(fi)), 0r¡,(q) = 0^3)L(6), 0(r_e)N(S)). 
5.3 Estabilidad Robusta mediante el Criterio Hurwitz y 
Descomposición de Signo 
El criterio de Hurwitz (sección 4.1) establece que un polinomio es estable si y sólo si todos los 
menores principales A,(q) de la matriz de Hurwitz H(q) son positivos Vq € Q. Por otra parte existe 
una relación entre los menores principales A,(q) y los coeficientes a^j de la de la primer columna 
de la tabla de Routh: - c ^ - i ^ a ^ i (<7)04,1 (q) • • •ak+l,l[q), Ak(q) = Afc-i(<?)afc+u(q), de 
donde se puede obtener una relación entre los. menores principales A,(9) y los coeficientes 6¿ 1 de 
la primer columna de la tabla equivalente de Routh como se muestra en el siguiente lema. 
Lema 5.3 Sea p(s) ~ cns" + Cn-ts" - 1 + Cn-ss" - 2 + Cr^ js" - 3 + • • • + co «" polinomio con 
coeficientes reales y c*, c„_i positivos; sea A, un menor principal de Hurwitz tal que A_|,| = 0, 
sean ait) y bx¡] como fueron descritas en (5.14); sean di — 26,-1,1 y bhJ ~ tal que = L, 
di = l 61,1 - Cn, 62,1 - c«-! - A ^ s e a C p - {1 ,1 ,2 ,3 ,5 ,8 ,13, — | CF(i) = CF(Í-\) +Cf(¿_2)} 
conocida como serie de Fibonacci (Leonardo de Pisa), entonces ios coeficientes de la tabla 
equivalente de Routh y los menores principales de Hunvitz se relacionan de la siguiente manera: 
1, _ ACf(fc-4) AG>(*-5) aCV<JC-6) aC>(3) aC,.{2) aC>(1) a b f c , i—A, A 2 A 3 A te_s Afc_4 ¿ i k - \ 
Prueba. Dado que ¿L = 1, ¿ 2 = 1, b7A = c^-t = Ai y de (5.1) tenemos di = 
-A 1,1, = d,a,, 1 que se puede simplificar empleando A*-1(9)0*4.1,1(7) = A*(q), 
entonces se pueden obtener los primeros elementos 6j 1 para tratar de entender el comportamiento 
de ellos: d:i = dib2,1 = Ai , b¿¡l = d3aiA = A ^ i = A2 , ¿4 = ¿263,1 = 
V . l = ¿ 4 a 4 , l — & 2 a 4 , l = ¿ 5 = ¿ 3 6 4 , 1 = A i A 3 , 6 5 , i — <¿505,1 = 
A [ A j ü 5 1 = A1A4. Continuando de esta manera se obtiene por ejemplo: ¿9 = drbs. 1 — 
A^A2a^A 4 A 5 A 7 i y 6»,i = ¿»ay,i = A^A^A^A4A5A7a9 , i = Af A^AÍjA4A5A8 . Por inspección 
1 J A C f ( t 4) a CF(ÍC—5) A C p ( M ] . C H 3 ) A C r ( 2 ) A C J T ( 0 A L _ se puede suponer que ¿fc = Ai 'A 2 • • • &kL¿ A k - s y h . i = 
ArF( ic-4)Ac f(fc-5)AcF( t-r , ) _ tomándolas como verdaderas entonces 
= , . . A c : ? Í A c r ? , A c : ( i , A j t _ 3 y d g d o q u e ^ = 
Afc — l 
DK-1 = ¿fc-ifefc.i, a*,i -= — y CF(i) - CF(¿_i) + CF(Í-I) se obtiene bk+1.1 = 
ACp(,-3, AcF(fc_4i A c f í^--.). . . A ^ f 5 zAk. Tomando en cuenta que CF{1) -
C n a ) - 1 se obtiene: u = A ^ ^ A ? ^ . •. A ^ 4 1 A ^ A ^ f ] 
Por otra parte dk+l = dfc_, - bk¡1, CF( 1) = CF{2) = 1 y = A j F Í k " 7 ) • • • 
• A ^ - V A ? ™ ^ - 6 * • • • A ^ A ^ A ^ A , - , , de donde 
Como la expresión de 6*1 y dk se satisfacen para k + 1 entonces queda probado por inducción 
matemática. • 
El teorema (5.1) se puede demostrar también a partir del lema (5.3) ya que se puede probar 
fácilmente que todos los coeficientes b%¡í de la tabla equivalente de Routb son positivos si y sólo si 
lodos los menores principales A, de la matriz de Hurwitz son positivos. 
Del lema (5.3) se puede ver que en general, los menores principales A, son sólo una parte 
multiplicativa de un elemento f>,+i,i> siendo así los menores principales expresiones más simples 
que los elementos de la tabla equivalente de Routh. Por la naturaleza propia de un determinante, 
los menores principales correspondientes a polinomios con incertidumbre paramétrica tienen 
descomposición de signo, por lo tanto el teorema de Hurwitz es una opción para determinar la 
estabilidad robusta de familias de polinomios con incertidumbre paramétrica. Mediante el criterio 
de Hurwitz ( sección 4.1) se puede establecer que una familia de polinomios P(s,Q) — (p(s, q) | 
q C Q (. P C con incertidumbre paramétrica polinómica, es robustamente estable si y sólo si 
todos los menores principales A¿(g) de la matriz de Ilurwitz H{q) son positivos Vg € Q, pero una 
mejor opción es la que se presenta en la siguiente sección. 
5.4 Estabilidad Robusta mediante Vrazer y Duncan y 
Descomposición de Signo 
La determinación de la positividad de un determinante para un rango específico de valores en los 
parámetros no es un problema fácil, según lo menciona Ackermann [2], para lo cual muestra una 
alternativa del teorema de Frazer y Duncan en la versión "teorema cruce de frontera", empleando 
sólo un menor principal de la matriz de Hurwitz. 
Tfeorema 5.4 [20] (Frazery Duncan, Teorema de Cruce de Frontera). Sea P(s,Q) = {p(s, q) | 
9 6 Q C P C una familia de polinomios de grado invariante con incertidumbre paramétrica 
con coeficientes continuos reales, entonces la familia P(s,Q) es robustamente estable si y sólo si' 
1) existe un polinomio estable p(s, q) € P{s,Q), 2) ju> £ Ra,íces[P(s, Q)] para toda w > 0. 
El concepto básico de este teorema es que si un polinomio con incertidumbre paramétrica es 
estable para un cierto valor de parámetros, entonces sus raíces estarán en el lado izquierdo en el 
plano de los complejos, si al cambiar en forma continua el valor de los parámetros, el polinomio 
se hace inestable entonces sus raices cruzaron el eje j u . Frazer y Duncan muestran una forma de 
detectarlo mediante la matriz de l lurwitz como aparece en el siguiente teorema. 
Teorema 5.5 [20) (trazery Duncan). Sea P{s,Q) = c/) | q <= Q c P C 9?'} una familia de 
polinomios de grado invariante con incertidumbre paramétrica con coeficientes continuos reates, 
entonces la familia P{s, Q) es robustamente estable si y sólo si 1) existe un polinomio estable 
p(s , í ) € P{s,Q),2)det{H{q)) ¿ 0para todu q € Q. 
Ejemplo 5.1 [2] Dada la familia de polinomios con incertidumbre paramétrica multilineal 
descrita por: p(s.q) = cq + r-is + c¿$2 + c^s3 4- C4S4, con coeficientes: co(q) = 3, Ci(q) = 2, 
c-2(q) = 0.25 + 2<?! +- 2q2, Cn(q) = 0.5(qx + 92)1 «4(9) = 91921 tal que q, € [1, 5]. Determinar 
la estabilidad robusta de la familia de polinomios mediante el teorema Frazer y Duncan (5.5), 
aplicando en forma gráfica el teorema de descomposición de signo del determinante (4.16). 
Primeramente hay que probar que existe un elemento estable, lomando q = [1 1]T se obtiene el 
polinomio que se muestra abajo junto con su correspondiente tabla equivalente de Routh, de la que 
se encuentra que el polinomio p(s, q) es estable ya que todos los elementos de la primer columna 
de esta Labia son positivos. 
p { s , q) = s4 + s 3 + - 4 . 2 5 - s 2 + 2 s + 3 
Tabla Equivalente de Routh 
s4 l 4.25 3 
s3 1 2 
s a 2.25 3 
s1 1.5 
4.5 
Ahora hay que tratar de probar que la matriz de Hurwitz (sección 4.1) es robustamente no 
singular. La matriz de Hurwitz H (9) correspondiente al polinomio p(s, q) es laque se muestra abajo. 
Las bases de la programación para hacer la gráfica necesaria en la aplicación del teorema (4.16) 
fueron descritas en capítulo anterior sección (4.5), analizando 9 puntos por variable y auxiliándose 
del procedimiento (4.1) de la página 09 se prueba que el determinante de la matriz de Hurwitz es 
positivo para todo q elemento de Q como se muestra en la figura (5.1), ya que todos los vértices 
" x " y las cotas mínimas son positivos, por lo tanto la matriz de Hurwitz es robustamente no 
singular. 
C3(<?) c.(«) 0 0 
C4(9) Ci(q) co(q) 0 
0 cJ(<?) 0 
0 «4(9) co(9) 
P 90 
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Figura5.l Positividad del det( //(<?))• Ejemplo(5.l) 
Dado que existe un polinomio p(s, q) estable y lamatnz de Iiurwitzes robustamente no singular, 
entonces la familia de polinomios es robustamente estable. 
Capítulo 6 
Controlabilidad y Observabilidad Robusta en 
Sistemas Lineales Invariantes en el Tiempo 
El estudio de la controlabilidad y observabilidad robusta de sistemas lineales no ha sido de 
mucho interés para la mayoría de los autores. Estas observaciones son mencionadas en (43], 
donde se proponen condiciones necesarias y suficientes de controlabilidad para sistemas de una 
entrada/múltiple salida, y de observabilidad para sistemas de múltiple entrada/una salida, en 
cualquiera de los casos la única matriz del sistema lineal que tiene incertidumbre es la matriz A. En 
¡42], se presenta una condición necesaria y suficiente entre la controlabilidad y la cstabilizibilidad 
de sistemas de una entrada con incertidumbre paramétrica tales que su "matriz asociada" cumple 
cierta condición. En [45], se proponen algoritmos que por medio de la norma Frobenius se calcula 
la "distancia " a u n sistema de múltiple entrada no controlable, esto es aplicando la prueba PBH. 
En este capítulo se estudia la controlabilidad y observabilidad robusta en sistemas lineales 
invariantes en el tiempo de múltiple entrada múltiple salida con incertidumbre paramétrica. 
Primeramente se estudiará el caso que se le puede llamar de perturbación unidireccional, y 
posteriormente el de matrices intervalo. 
6.1 Controlabilidad y Observabilidad Robusta en Sistemas 
Lineales con Perturbación Unidireccional 
6.1.1 P lanteamiento del Prob lema 
Un sistema lineal invariante del tiempo (6 15) tiene incertidumbre paramétrica de tipo perturbación 
unidireccional cuando sus matrices A, B y C dependen linealmente de un parámetro real r y de 
matrices fijas. 
x = Ax + Ru \ A ~ A<) + rA\ e £? = ¿3q 4- rBi € 3?nxm (6.15) 
y = Cx | C = C 0 + rCx € r € 3ü 
Dado un sistema lineal (6.15) con perturbación unidireccional teniendo fijas las matrices Ao: AI, 
BV, BI, CQ, y CI tales que el par (/lo, BQ) es controlable y el par ( / V CQ) es observable, entonces el 
sistema (6.15) es controlable y observable para r — 0. El problema es encontrar el intervalo abierto 
f € ( r m m , rm a x) , que contenga r = 0 para el cual la propiedad que se está estudiando es conservada. 
Del corolario (2.4) se tiene que un sistema lineal invariante en el tiempo es controlable si y sólo si 
UU' es no singular. Determinar la no singularidad de este producto no es muy fácil ya que la matriz 
de controlabilidad de Kalman U = \B AB A2B • • • An~ l£?| depende de A y B y éstas dependen 
de r, quedando entonces: U - ( (Bo+ ' -Bi ) (A0 4- r A ^ (A, + rB\) (A0 + rAx)2 (B0+rBi) ••• 
(AOH- r A t f - ^ B o + r B j ] . 
La matriz U depende de r, r2 , ..., r n , entonces UU* depende de r, r 2 , r 2 n y puede ser 
expresado como un polinomio matricial en r de grado 2n y orden TI como aparece en la siguiente 
proposición. 
Proposición 6.1 f l8j Sea: A0, Ai € K n x n , B0, R\ € 9í n x m ; A — A<j + r A ; , B — BQ + rBu 
r € Sea U € iünXnT™ ¡a matriz de controlabilidad de Kalman correspondiente al par (A, B). 
Entonces la matriz de controlabilidad UU" puede ser expresada por un polinomio matricial de 
grado 2n y orden n : UU' = A i , 4 rMx 4 - r2M-¿ -\ 4 r2nMin, A í ¿ G 5 f t n K T * . 
Prueba. Sea: A0, Ai e í?71*"; £ Ktn"m, A = AQ + r A t . B = fíQ 4 r « i , 
r ^ Sea U € la matriz de controlabilidad de Kalman U = [ü'i, U2, • • • , Uu] donde 
(/, = (A0 4- ^A 1 ) , _ l (ño + TBI), por simple multiplicación de las matrices se obtiene que una 
matriz ( AQ 4- r A i ) ' - 1 es un polinomio matricial dependiente de r de grado i — 1 y orden n. De la 
misma manera el producto (Ao 4- /'A1)'_1(£^o 4 r t í i ) es un polinomio matricial dependiente de r 
de grado i y orden n, de aquí es obvio que el producto UU* es un polinomio matricial dependiente 
de r de grado 2n y orden n • 
Se tiene que el par (Ao, #o) e s controlable, por lo tanto la matriz de controlabilidad UU' es 
no singular para r = 0 y entonces MQ es no singular, pero quedan dos problemas por resolver: el 
primero es cómo determinar los limites de r en los que UU' pierde no singularidad, y el segundo 
cómo determinar los coeficientes matriciales por un método más fácil que multiplicación y 
factoi ización. Para la solución al primer problema, es necesario hacer uso de la siguiente propiedad 
de la matriz compañía. 
Proposición 6.2 [5, 22, 39J (Polinomio Característico de la Matriz Compañía a Bloques). Sea 














-F(v —Fu-1 —Fk-2 • • • 
Donde F„ [ € entonces: det (A/ - M) = det (IXN + F , + - F2\N~2 + - + F N ] 
Debe notarse que el determinante de UU' = MQ + r M j + r2AÍ2 H h R'¿NM^- tiene la misma 
forma del determinante del polinomio característico de la matriz compañía, para poder utilizar esta 
propiedad es necesario obtener las expresiones de las matrices M*. 
6.1.2 Polinomio de Matricial de la matriz de Controlabilidad 
El cálculo de las matrices MK del polinomio matricial Ü U* = Mq + tM\ + r2 MI -\ + -r2n M2,a 
es demasiado tedioso si se tratan de obtener por simple multiplicación y factorización de UU*, para 
resolver este obstáculo se propone el siguiente teorema. 
Teorema 6.1 [18] Sea UU' el polinomio matricial de acuerdo a la proposición (6. i). Las matrices 
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(q — 1)! (fc + 1 — a)! 
dkU U = [Ü! Ü2 ••• UHJ € K'«»"», 1 J ± = ork 
dklfi dkU2 dkUn1 
drk drK Qrk , UT = D € !R 
o^u1_dkAi~i dk~lAi~l a* a-1 
drk + k drk-x - a rfc A + ^ f c - i A 
Prueba . Dada la expresión de UU' de la proposición (6.1), UU* = M0 4- rAíi 4- r2AÍ2 + 
• • - 4- r2n M-¿rí, M, e Jí™*" es obvio que cualquier matriz Ai* se obtiene por medio de Aífc = 
, d*(UU') 
fc! Qrk . Para obtener las derivadas parciales de UU* con respecto a r es necesario obtener 
- o 
. - • , - , , . . . dA Á dÁ2 di A A) las siguientes derivadas. Dado que A = AQ 4- rA i , entonces = A\, — — — — 
^ , a A d A 3 9 ( A M ) dA2 . ,2 x ^ ^ J Ai A \ AA>, -~rr— = — = -Z—A+ A2 A,, de donde se obtiene: 




d2A0 d2 A0~l a A " - 1 
Esta última derivada sirve de base para obtener: ~ n — — — — A + 2 — - — A 1 ; - — -ot¿ OT OT or5 
d d2A°~l 
•A + 3 — — A y . de donde se llega a: 
dr3 dr2 
dhA0 gkA0-l 
+ k d r A l (6.17) 
Dado que U% = A* - 1B, A = .4o 4- rAi y B = E 0 4- r B , , entonces ^ 
okUi a * ^ - 1 _ . a * - ' . ^ - 1 
dUx dA »-i 
d2Ut J)A>-* n , , , 
,-— = -ir——B +2—— By, de donde se obtiene: 
Orl dr¿ OT 
dr -B + A-'Bi, 
- f f + jfc drk 
(6.18) 
0rk ürk 
d {UU') ,dU> dUr.. 
I.a derivada parcial con respecto a r del producto UU es — — U + que 
se puede expresar como el producto de dos matrices Pi = dr , Q i = 
tales 
que ) _ p L Qj L a segunda derivada parcial del producto UU' es la primer derivada dr 
parcial del producto PiQT, ^ ^ ^ ) _ + Q". Al substituir P, y Qi en función de OT¿ OT OT 
U resulta 
d2 (f/r/*) _ f r a 2 c r -
dr2 




= 4- 2 
a t r a t r a 2 r / 7 r . 
9r2 
a t / a 2 r r 
O (./ -+- U', que se puede expresar como el producto 
dr dr dr2, 2 
, Q 2 = ^ U dr2 di dr dr2 
De la misma manera se obtiene la tercer derivada en donde resulta P3 = 
, talcs que - = P 2 q ; . 
a y w W 
5 r a r 2 
g 3 = 
W l J 
dr3 dr'2 dr dr* 






d r k ca 
dU d2U 





d r * ' 1 5 ^ 
• ¿*L u °kdr U 
a* + l {uu 9 ) 
<t = 
k\ 
( a - 1 ) ! ( £ + l - « ) l 
Tomando como verdadera (6.19), se obtiene „ . . . arK+L 
dk+1U idkU kd^_U t9fc+2-aC/ ud2U6U 
3 drk~l c í -r.—r. r C* - • • • • • c l ^ , . „ " • • C* i yrfc+i ^ 
a*c/ a f c + i r ; 
kdU_dHr_ kd2 
kdKf_dk~Hr kd*Udh-2V 
dr2 grk-l C3 a r 3 g r f c - 2 
d k + 1 ( W ) 
3r 2 c*r 
= pk 
a n 
a g : ^ dpk do* 
dr + dr Vfc' dr " 
a t / a2*/ a - v a ^ c 
a r 
, de donde se obtienen los siguientes productos: Pk 
dr dr2 dr* 
= 14U 
dr° 
W - Mr °k+lU' 
a r " " 1 a r f c + 2 - " 





obtiene la derivada 
(c£_i + <£) 
a-rfc+1 
drk dr drk+1 
(cí + + 3 ) 
a ( / a * [ / -
ar fc ' 
( /*| . Finalmente se 
a 2 u a ^ c y * 




{l+Ck'drk dr arfc+i 
ar2 drk-1 
t r la 
, , . , a * + l ( w ) expresión correspondiente a la derivada — , es: 3,-fc+i 
a ^ l ( < y < y ) 
d r k + l 
c .Jt+1 jy 
a f c + l f /* 
rfc+i a6
r a f c ( / ' 
1 v drk+l ^ dr drk 
d°-lU dk+2^U' M d*U dk+l-"U 
C 3 
ar—1 dr^-" aJ-1 dr" drk+x~" 
ar2" drk~l 
ck ii ar/* 9r 
a t e 4 l c/ 
U' 
Se puede ver de la expresión de 
a f e + 1 ((/r/-) 
que los coeficientes que intervienen en esta Qrk+l 
derivada se obtienen de la derivada anterior de la siguiente manera: c£+l = c*,_i + c* = 
fe! k\ , , , (A;+l)! 
(Q — 2)! (fc + 2 a)! + (a - 1)! T- 1 - a ) ! ' d e d ° n d C r " U l t a : = (a - 1)! (fc + 2 - a)-.' 
dk WU') 
Dado que las ecuaciones (6.19) tomadas como verdaderas, correspondientes a la derivada ——-7— 
drK 
<3fc4"1 ((/(/*) 
se cumplen para la derivada — - — entonces por inducción matemática las ecuaciones (6.19) 
C/r*"1"1 
son verdaderas. • 
Debe notarse que la ecuación (6.17) de fc es recurrente y su resultado se obtiene por 
operaciones solamente algebraicas. Así también para Aa la derivada más alta que se obtiene es 
— y la p más grande es n. Por otra parte la derivada más alta que se obtiene de í/< es -r—~> y la dr" dr' 
d k A 0 
i más grande es n. Una vez obtenidas todas las derivadas -—— desde 3 = 1 hasta n, se obtienen gTk 
dkU% dkU las derivadas _ .'' y -rr-r. Que s o n empleadas en í \ y Qk de donde finalmente se obtiene la matriz Ork Or" 
Mk. 
6.1.3 Controlabilidad Robusta en Perturbación Unidireccional 
El sistema lineal con perturbación unidireccional descrito en (6.15) es controlable para r = 0, y al 
incrementar o disminuir r la contro labilidad se puede perder. El problema es encontrar los limites 
del intervalo abierto que contiene a T = 0 : r ln in < r < rm 4 x donde la controlabilidad se pierde, lo 
cual se determina mediante el siguiente teorema. 
Teorema 6.2 [18] Sean A, B matrices de un sistema lineal con perturbación unidireccional, 
A = AQ+TAI, tí = B0 + TUI tales que A0, Aj € K*xn y B0, £ íí™"*, y el par (AQ, B0) es 
controlable. Sea U la matriz de controlabilidad de Kalman, entonces el par (A, B) es controlable 
en el intervalo abierto de r que contiene a r = 0 : 
"frnln 
Donde M es ¡a matriz compañía de la proposición (6.2) generada tomando F, = Mq 1 Mt, 
^Kmín (M) ei mínimo valor característico real negativo de My nuix (¿Vi) es el máximo valor 
característico real positivo de M. 
Prueba. Sean A € l í " x n y B 6 Sí"x m las matrices descritas en el enunciado y sea U la matriz 
de controlabilidad de Kalman. el par (A, B) eh controlable si y sólo si la matriz de controlabilidad 
de Kalman U tiene rango n o equivalentemente UU' es no singulan 
Dado que (J4Q, SO) es controlable, entonces la matriz = UQ tiene rango N y UQU(' = MQ 
es no singular, por lo tanto se puede factorizar en el polinomio matrícial del producto: UU' = 
Mu ( / + M o l M v r t M^M- ¿ t 2 + • • • + M ^ A Í ^ r 2 " ) . 
Dado que el par (A, D) es controlable a r = 0, no hay necesidad de analizar la ecuación anterior 
en r = 0. Entonces podemos emplear la variable 1/r para factorizar r ¿ n en la ecuación anterior y 
darle la misma forma del polinomio característico de la matriz compañía de !a proposición (6.2) 
corno se muestra en seguida: 
UU* = r^Mo ( / (1/r) 2" + M^MX (1 / r ) 2 "" 1 •+--• + M f 1 Aí2n) (6.20) 
El objetivo es determinar los límites de r : r m i n y r r o a x en los cuales el par (A, R) pierde 
controlabilidad y esto sucede cuando det. {UU') = 0, tomando en cuenta que el análisis se está 
haciendo para r ^ 0 y que M<¡ es no singular, entonces el par (A, 6 ) es controlable si y sólo si se 
satisface: 
det ( / (1/r)2" +• % ' M , ( l / r ) 2 n _ l + • • • + M^M2n) # 0 (6.21) 
De la proposición (6.2) se puede ver que si formamos la matriz compañía tomando F, = MQ 1M, 
desde i igual a 1 hasta 2n de tal forma que JV de la proposición (6.2) es N = 2n, entonces el 
polinomio característico de la matriz M, det (AI — M ) , es igual al determinante(6.21) si A — 1/r. 
M(F) | Fi = Mo1Mi 
det. (A/ - M) det (/A2n + M ^ M ^ - 1 + • • - + M~lM-&) (6.22) 
El determinante del lado derecho toma el valor de cero cuando A toma un valor característico de 
M\ dado que r es un real, entonces el determinante (6.21) es diferente de cero si y sólo si 1/r es 
diferente de cualquier valor característico real de M. 
Si hacemos r = € > 0. donde e es un valor positivo arbitrariamente pequeño, 1/r será 
arbitrariamente grande y si Ajin<li (Ai) es un valor finito, entonces A¿ma¡t (W) < 1/r, y asi el 
determinante (6.21) es diferente de cero y el par (A, B) es cuntrolable. Si R aumenta de valor, 1/r 
disminuye, de tal manera que el máximo valor de r posible es cuando l / r m a x = A£max (Ai). 
Si hacemos r = F. < 0, donde e es un valor negativo con magnitud arbitrariamente pequeña, 1 / r 
será arbitrariamente grande en magnitud con signo negativo y si (M) es diferente de menos 
infinito, entonces l/r < A¿min (M) y así el determinante (6.21) es diferente de cero y el par (A, B) 
es controlable. Si r aumenta de magnitud pero continua negativa, L/r disminuye de magnitud pero 
continua negativa, de tal manera que el mínimo valor de r posible es cuando l / r m ¡ a — ^ ( M ) , 
concluyendo asi que el par (A, B) es controlable si y sólo si: 
^mio <T < f m a J ¡ 
''"miti , — . . , , ; *^max = , 4. 7TTT ® 
Debe de notarse que cuando no existe valor característico real positivo de la matriz Ai, entonces 
r puede tomar cualquier valor real positivo. Ya que l/r nunca será un valor característico real 
positivo de la matriz Af, el determinante (6.21) nunca tomará el valor de cero y el par (A, B) no 
perderá controlabilidad, concluyendo así que cuando no existe valor característico real positivo de 
la matriz Ai, se tomará (Ai) = 0+ y r m a x = 00. 
Cuando la matriz M no posee valor característico real negativo, entonces r puede tomar cualquier 
valor real negativo, ya que 1 ¡r nunca será un vaiur característico real negativo de la matriz M, 
el determinante (6.21) nunca tomará el valor de cero y el par (A, B) no perderá contro labilidad, 
entonces cuando no existe valor característico real negativo de la matriz M, se tomará A¿min (Ai) = 
0- y rmin — -00. 
Ejemplo 6.1 Dadas las matrices AQ, Ai, BQ. B1 con el par (Ao, controlable, determinar el 
intervalo abierto de r en el cual se preserva la controlabilidad del par (A, B), donde A — Ao+rAi 
y B = BQ + rBx. 
0 1 0 0 1 0 " 
0 0 1 0 0 l 
A 0 - 1 Bn — 
0 0 0 l 0 l 
- 2 - 4 - 1 1 l 
- 1 1 u U ' 1 - 1 
0 - 1 0 0 0 1 
¿ 1 = , Bx = 
0 0 0 L - 1 1 
- 2 0 - 3 0 - 3 1 
Mediante un programa de cálculo numérico se obtienen las matrices Mk de acuerdo al teorema 
(6.1), se forma con ellas la matriz Ai de acuerdo al teorema (6.2). Una vez obtenida la matriz M se 
obtienen los valores característicos y se obtiene el máximo y mínimo de los valores característicos 
reales. Los valores característicos más cercanos a los números reales son: 
A2i = -1 .0000 x 10° + 1.4414 x 10_6t A22 = -1 .0000 x 10° - 1.4414 x 10 -5¿ 
Á29 = 7.2615 x 10~L4 +3.7177 x 10"7* A3U = -7 .2615 x 1CT14 - 3 7177 x 10~7i 
A3l - 3.9423 x 10"13 + 2.2123 x l ü _ 7 i A32 = 3.9423 x 10 - 1 3 - 2.2123 x 10 - 7 i 
Se puede ver que por errores de cálculo numérico no hay ni un solo valor característico con valor 
real puro, por lo cual hay que despreciar la parte imaginaria cuando ésta es demasiado pequeña. 
Considerando así: A~in = - 1 y A ^ = 0, de donde se obtiene A^min = — J y Aj i n a x = 0 de donde 
obtenemos r ^ =. — 1 y r m a x = oo, resultando así: 
— 1 < r < oo. 
En el caso particular que A-¡ — An, B\ = BQ y el par (/4o, B0) es controlable, entonces 
A = (1 4- B = (1 h r ) f í 0 y la matriz de controlabilidad de Kalman U = ((l 4-
t)Bq (L + r^AoBo (1 + r f A l B o • • • ( ! + Dado que el par (Ao, £ 0 ) es controlable 
y que el rango de [(1 + r)Ba (1 + r)2A0B0 (1 + r ) 3 A 2 B 0 • • • (1 +• r ) " ^ " 1 ^ ] es igual al 
de (Bu AfjBq /4^S0 • - AQ 1 /?<jJ, entonces el par (A , B) es controlable en el intervalo abierto: 
— 1 < r < oo. 
6.1.4 Observabilidad Robusta en Perturbación Unidireccional 
Se tiene un sistema lineal invariante en el tiempo con perturbación unidireccional (6.15) y el par 
{Ao, C'o) observable, entonces (A, C) es observable para? — 0. Se trata de determinar el intervalo 
abierto r (rm i u , rn ,ax) para el cual la observabilidad del par (A, C) es conservada, por otra 
parte por el teorema de dualidad [131 se tiene que un sistema lineal E es observable si y sólo 
si el sistema lineal dual E' es conUolable, entonces el problema de observabilidad se resuelve 
mediante el teorema de dualidad, y el teorema (6.2) de controlabilidad robusta en perturbación 
unidireccional. Tomando en consideración que la independencia lineal de los renglones de la matriz 
de controlabilidad U no se afecta si se cambia A por - A, entonces la observabilidad robusta en 
perturbación unidireccional se determina de acuerdo al siguiente corolario que no requiere más 
demostración. 
Corolario 6.3 [181 Sean A', B', C', D* el complejo conjugado de las matrices A, 6 , C, D, 
del sistema lineal con perturbación unidireccional (6 i 5) con el par (.4o, Cu) observable, sea U la 
matriz de controlabilidad de Kalman, sea U U * el polinomio matricial construido con A" en vez de 
A. y C' en lugar de B. Sea M la matriz compañía construida con ¡as matrices del polinomio 
matricial UU* entonces el intervalo abierto en r para conservar la observabilidad del par (/4, C) 
1 l 
esta definido por ; rm i n < r < r„M donde ririin = — y rmAX — — —— 
Es obvio que en la aplicación de este corolario se hacen las mismas consideraciones que en el 
teorema (6.2) acerca de los casos cuando no existe valor característico real positivo o negativo. 
6.2 Controlabilidad y Observabilidad Robusta en Sistemas 
Lineales con Matrices Intervalo 
Dado un sistema lineal invariante en el tiempo con dependencia paramétrica en sus matrices (6.23), 
diremos que el par {A(q), B{q)) es robustamente controlable si y sólo si la controlabilidad del par 
se mantiene para todo q elemento de Q. De la misma manera se dirá que el par (A(<j). C(<j)) es 
robustamente observable si y sólo si la observabilidad del par se mantiene para todo q elemento de 
Q, de acuerdo al corolario (2.4) se puede establecer el siguiente hecho. 
x " B(q)x, | / I f o ) € Si"""*, B{q) ^ Q c p ^ iR( 
y = C { q ) . r . \ C ( q ) ^ W l 
Hechu 6-1 El par (A(g), B(q)) es robustamente controlable si y sólo si el determinante de 
U(q)UT(q) es diferente de cero para todo q elemento de Q. 
Dada la dependencia paramétrica de las matrices y de acuerdo al hecho anterior, el problema de 
controlabilidad robusta se mapeó a un problema de positividad de una función polinómica que se 
puede resolver por medio del teorema de descomposición de signo de la matriz de controlabilidad 
(4 17), y aplicando en forma gráfica el teorema de determinación de signo mediante partición de 
cajas (4.14), tumo se puede ver en el siguiente ejemplo: 
Ejemplo 6.2 Dado el sistema lineal invariante en el tiempo i ~ A(q)x + B(q)u, con 
incertidumbre paramétrica en sus matrices, con una caja de incertidumbre paramétrica Q C !R2 
tal que qi £ (0, 1), determinar si el par («4(7), B(q)) es robustamente controlable. 
' 0 0 " ' 0 1 
A(«) = 0 1 1 . B(q) = 0 «3 
<72 0 1 1 0 
Para generar las ecuaciones del teorema (4.17), primeramente se obtienen las matrices A(g) y 
B(q) en su representación (a, 3), que en este caso son iguales dado que los elementos no poseen 
parte negativa: 
' 0 «i 0 ' ' 0 0 " ' 0 1 ' 0 1 
A{q)a = 0 1 1 ; A(q)p = 0 1 1 , B(q)a = 0 93 . B(<*)/J = 0 
. 12 0 l . «72 0 1 1 0 L 0 
Una vez teniendo A(<?) y B{q) en su representación (a, 0), se genera un programa de cálculo 
numérico para obtener las partes independiente, lineal y no-lineal de cada parte a y 0 de la matriz 
de controlabilidad. Las ecuaciones de cada parte se generan para una caja F tal que q — /¿mm ( 6, 
en el siguiente orden: 
0 t¿ 1 0 " " 0 f l ü 
^min 0 1 1 A min _ 1 — 0 1 1 










O í i o 
O 1 1 
O L 





, B(q)dL = 
O O 
O 1 1 




Parte lineal de la matriz de controlabilidad: ( A a ) a ¿ - A™nAot + Aot , {A2)0L = 
+ A^AF", ULAL = BAB, UÍ0L = BFFL, U2AL = A™NBAL + AALB™\ U20L = 
AFABFLL + U^L - (A™")2 IJAL + UL)L BF", U20L = ( A ¡ T ) 2 BGL + {A})L B™. 
= C/iaL, Upe = [U\pt, U-¿QL, UÍ0L\-
Parte independiente de la matriz de controlabilidad: - B™[A, C/$n - = 
[/™in - A^nBg in, Í7™n = (A"La) J B™[a, = U™a = 
[ f A r . v£m],up* = [u?¡r, f / g r , 
{UUT)™in = u™n {u™)T, (UUT)ja = Up ia {u™«)T. 
Partes lineal y no-lineal de la matriz de controlabilidad: ( t / (^) í / T (5) ) o L = U?itl {UaL{6))T + 
U«l{6) (U?')T , - U™ (UBL{6))T + t/fli(5) (fVr)T -
(u(6)uT(8))aN = (u{q)uT{q))a ~ (uir)T - {urnup))^ 
(U(S)i^(S))0N = {U(q)í^{q))0 - {UIF)T - ( f ' ( W S ) W 
Con las ecuaciones de la parte lineal de las partes o y 0 de la matriz de controlabilidad, se obtiene 
el determinante en los 8 vértices de la caja F para obtener el valor lineal mínimo: detQ {UUT)aLmaí, 
deí 0 (UUT)0Lmin. 
Con las ecuaciones de las partes lineal e independiente de cada parte a y 0 de 
la matriz de controlabilidad, se obtienen las partes a y 0 de la parte no lineal en 
<5max : ( f / ( ¿ m " ) í / T ( f i m " x ) ) a A , = (U(nmin + ¿ m " ) t / r ( / i m i n + S"**))Q - ( p i T C ~ 
(U(6max)UT(8™*))aL, (c/(«5max)í/r(¿",ix))^ = (^(Mmin + 6max)t/T(/imin + ¿max))/j -
- (í/(ómax)t/T(áma*)) i3£_. 
Con los valores anteriores se procede a calcular la cota minima del inciso "a" del teorema del 
polígono (4.13) fmiu + fLmm - fNn{Sm*x) < f{g), que en representación {a, 0) de acuerdo 
al hecho (4.6) es: [detn (U (q)UT (q))) Q cota min = detQ ((UU?)'™) + detQ {VUT)aLmin + 
i ((V(5™)l/T(6™))a„ ~ (í/(¿max)f/r(¿max))^) , (det (U{q)(r(q)))0 ^ min 
deta ( ( í / t / ^ r ) +detQ (UlT)oLmia - é - (U(S™)UT{*-))„„) . 
Con el programa de cálculo numérico descrito se obtiene la cota mínima del determinante de 
controlabilidad, con una división de variable de 35 partes ¡guales, resulta la gráfica de la figura 
(6.1) de donde se puede ver que el determinante es positivo para todo valor de q elemento de Q, ya 
que se satisface el teorema (4.14), por lo tanto el (A(q), B{q)) es robustamente controlable. 
2 0 200 400 600 800 1000 1200 1400 
a 
Figura 6.1 Positividad del det(U{q)Lí r{q)) . Ejemplo (6.2) 
El problema de observabilidad robusta, mediante el teorema de dualidad se convierte en un 
problema de controlabilidad robusta. Debe notarse que los teoremas empleados en el ejemplo 
anterior, son válidos para cualquier dimensión de las matrices, y para cualquier número de 
parámetros, pero el trabajo de cómputo y el tiempo de solución se incrementa al aumentar ambos 
c o m o sucede en cualquier otro algoritmo. 
Capítulo 7 
Aplicaciones 
En este capítulo se analizan dos aplicaciones de descomposición de signo a la estabilidad robusta 
de casos reales, uno de ellos es un avión militar F4-E descrito por Ackermann [2], y el otro caso es 
la máquina Fiat descrita por Barmish [5]. 
7.1 Avión Militar F4-E 
El modelo simplificado del avión militar F4-E, figura (7.1) [2|, es descrito por J. Ackermann [2], 
este avión es una modificación en la que agregaron unos alerones delanteros ("canards") con los 
que se ganu maniobrabilidad pero se perdió estabilidad, sobre todo en baja velocidad y bajaaltitud. 
Figura 7.1 Avión militar F4-E 
El modelo simplificado y linealizado es x = Ax + Bu, el estado es x = [ti, k ó«]7 , donde nz es 
la aceleración normal, k = tí es la velocidad de pendiente 0, y óe es el ángulo del elevador (alerones 
traseros), La señal de entrada al elevador í«xmi y la señal de entrada a los "canards" 6ccom dependen 
de una única entrada u, Sccom = u y ¿ca-m = -0.7u. La matriz A está en función de seis parámetros 
tísicos aij, pero en el polinomio característico sólo intervienen cuatro parámetros físicos que son: 
<lll! a l 2 , Q21, 022-
i n a v i « 1 3 
A = a 2 l 0-21 
0 0 - 1 4 
Ackermann muestra los valores de los parámetros físicos a diferentes condiciones de vuelo, 
de las cuales tomamos dos puntos de operación: I y II que aparecen en la tabla (7.1), se sabe que 
el modelo es estable en las condiciones I I con los siguientes valores característicos: Aj = —14.0, 
\ 2 = -0.8706 - 4.2973j y A3 = -0.8706 + 4.2973; y que no es estable en las condiciones I. 
1 II 
Mach 0.9 1.5 
Altitud 35000 35000 
an -0 .667 -0.5162 
a12 18.11 26.96 
021 0.08201 -0.6896 
a¿¿ -0.6587 -1 .225 
Tabla (7.1) Condiciones de vuelo. Avión militar F4-E 
Para aplicar la descomposición de signo en el análisis de la estabilidad robusta del sistema, es 
necesario primeramente hacer una transformación de coordenadas Oy — a i }¡i + (a,,/ — <Xj,/f para 
llevar la caja de inccrtidumbre paramctrica a un cono convexo positivo, en este caso se convierte 
cada parámetro a¿, en una función de un parámetro € [0, 1] tal que Q C P, como aparece en 
seguida: 
«u fa ) = -0 .5162 -0 .1508? ! 
av2(q) - 26.96 - 8 . 8 5 0 0 ^ 
o^fa) = -0.6896 + 0.7710^ 
0-22 (?) = —1.225 + 0.5663(74 
Debe notarse que cuando el parámetro q* = 0, la al} = y cuando qk = 1, la o,, = aX)¡, 
mediante esta transformación de coordenadas se obtiene la matriz -4(g) de donde se obtiene el 
polinomio característico p(s,q) con coeficientes c,(q) con dependencia multilineal como aparecen 
abajo. 
P(s-.q) = co(g) +ci(g)-s + c2(q)s2 + c3(q)5J 
cota) = 269.14 - 85-44192 - 291.23® + 95.601q392 - 4.0925q4 + 2.58629, - 1 .1956^^ 
= 43.601 - 6 103?2 - 20.802g3 + 6 8287q3<?2 - 8 . 2 2 0 5 ^ + 2 . 2 9 5 9 ? ! 
—y.5398 x 1 0 _ 9 4 
c2(q) ~ 15.741 + .15089! - -566394 
c;>(q) = 1 
Como muestra de la aplicación de descomposición de signo en el análisis de la estabilidad 
robusta de la familia de polinomios, se analiza en el sector de dominio de los parámetros físicos 
9, € [0, 0.75], entonces se toma Q = {q \ qi fc [0, 0.75], ¿ = 1 , 2 , 3, 4} La estabilidad robusta 
de la familia de polinomios es analizada por el teorema (5.5) de hrazer y Uuncan que dice que una 
familia de polinomios es robustamente estable si y sólo si existe al menos un elemento estable y 
el determinante de la matriz de Hurwitz es diferente de cero para toda q elemento de Q. Se sabe 
que el sistema es estable en el punto ¡ I que es 9¡ = U y el determinante de la matriz de Hurwitz 
es analizado dividiendo cada parámetro 9, en 8 partes iguales, se puede ver en la figura (7,2) que 
aparecen positivos todos los vértices minimo y máximo " x " de cada una de las cajas T, así como la 
cota mínima " + " de cada caja también es positiva, entonces de acuerdo al teorema de determinación 
de signo mediante partición de cajas (4.14), el determinante de H(q) es positivo para toda 9 € Q 
y dado que el sistema es estable en el punto /1. entonces de acuerdo al teorema (5.5) la familia de 
polinomios P(s ,y) es robustamente estable. 
a 
F i g u r a 7 . 2 P o s i t i v i d a d d e l d e t ( / / ( g ) ) . A v i ó n m i l i t a r F 4 - E 
7.2 Máquina Fiat 
E l m o d e l o d e l a m á q u i n a F i a t e s t o m a d o d e B a r m i s h [ 5 ] d o n d e p r e s e n t a u n m o d e l o s i m p l i f i c a d o 
a d o s e n t r a d a s y d o s s a l i d a s . L a s e n t r a d a s s o n e l a v a n c e d e c h i s p a y l a a p e r t u r a d e l a v á l v u l a d e 
e s t r a n g u l a m i e n t o . L a s s a l i d a s q u e s o n l a p r e s i ó n d e l m o t o r e n e l " m a n i f o l d " y l a v e l o c i d a d d e l 
m o t o r . F i n a l m e n t e B a r m i s h m u e s t r a e l p o l i n o m i o c a r a c t e r í s t i c o p ( s , q) d e l a m á q u i n a c o n t r o l a d a 
e n l a z o c e r r a d o , l o s p a r á m e t r o s q s o n g a n a n c i a s d e l c o n t r o l a d o r y p a r á m e t r o s f í s i c o s d e l a m á q u i n a . 
E l p o l i n o m i o c a r a c t e r í s t i c o e s d e s é p t i m o g r a d o , c o n i n c e r t i d u m b r c p a r a m é t r i c a d e e s t r u c t u r a 
p o l i n ó m i c a , l o s c o e f i c i e n t e s Ci(q) d e l p o l i n o m i o a p a r e c e n a l f i n a l d e l c a p í t u l o . 
p ( . s , q) = Co(q) + Ci(q)s + c2(q)s2 + c 3 ( g ) s 3 + cA(q)s* + c 5 ( v ) s 5 + Ce{q)s6 + c 7 ( q ) s 7 
L a e s t a b i l i d a d r o b u s t a d e l s i s t e m a s e a n a l i z a p o r m e d i o d e l a t a b l a e q u i v a l e n t e d e R o u t h y 
d e s c o m p o s i c i ó n d e s i g n o , e s t o f u e p a r a e v a d i r e l p r o b l e m a d e t r a b a j a r l a d e s c o m p o s i c i ó n d e s i g n o d e 
d e t e r m i n a n t e s g r a n d e s q u e c o n s u m e n m u c h o t i e m p o d e c ó m p u t o c o m o l o h u b i e r a s i d o s i s e a n a l i z a 
m e d i a n t e l a m a t r i z d e I I u r w i t z . A d e m á s e n l a t a b l a e q u i v a l e n t e d e R o u t h n o s e a n a l i z a l a p o s i t i v i d a d 
d e l o c t a v o ( ú l t i m o ) c o e f i c i e n t e d e l a p r i m e r c o l u m n a y a q u e c o n s u m e m u c h o m á s t i e m p o d e a n á l i s i s 
q u e c u a l q u i e r o t r o c o e f i c i e n t e d e l a m i s m a t a b l a , e n l u g a r d e l a a p l i c a c i ó n t r a d i c i o n a l d e l a t a b l a d e 
Routh o la equivalente, se hace de la siguiente manera. 
Aplicando los conceptos de Meinsma [33 J y Duílin (16J a un polinomio con sus primeros dos 
coeficientes del mismo signo, de grado i que es formado con los coeficientes de cualquier par de 
renglones seguidos de la tabla de Routh o equivalente, se tiene que es estable si y sólo si el polinomio 
reducido de grado i — 1 es estable. 
Aplicando sucesivamente la propiedad de estabilidad de un polinomio con su reducido se tiene 
que el polinomio original es estable si y sólo si todos los coeficientes de la primer columna desde 
el primero hasta los correspondientes de un cierto polinomio reducido de la tabla de Routh o de la 
equivalente son del mismo signo y el polinomio reducido es estable. 
En este caso de la máquina Fiat, los coeficientes del sexto renglón de la tabla Equivalente de 
Routh 6í5,i (<?) y V2(<?) y el único del séptimo renglón 6 7 , 1 ( 9 ) forman un polinomio reducido de 
segundo grado, de tal forma que el polinomio p{s,q) es robustamente estable si y sólo si los 
coeficientes: 6 u (< j ) , 62,1(9)1 63,1(9): 64,1 (y), 6^1(9), V i ( 9 ) , ^ 6 , 2 ( 9 ) y 6 7 , 1 ( 9 ) son positivos para, 
todo vector paramétnco q elemento de Q. 
De acuerdo a Barmish, un punto interesante para analizar es el vector siguiente: 
qa = [2-1608 U.1U27 0.0357 0.5607 0.01 4.4962 1]T 
Dadas las posibilidades de equipo de cómputo con que se cuenta y la magnitud de este problema, 
se analizó la estabilidad robusta del polinomio en una caja de incertidumbre que tiene como vértice 
mínimo Euclidiano 9a y el vértice máximo Euclidiano aumenta al mínimo en un 1.5 por ciento sus 
componentes como se muestra en seguida: 
Q - { 9 = [íiffc • - - 9 7 ] I fc e [ 9 , " ; 9 , + ] . ¿ = 1, 2, . . . , 7} 
<?i € (2.1608, 2.193212] 
92 € (0.1027, 0.104241] 
93 e [0.0357, 0.036236] 
9«» C [0.5607, 0.5691111 
q5 € [0.0100, 0.010250] 
9o € (4.4962, 4.563643] 
97 G (1.0000, L.015000] 
Los primeros dos coeficientes de la primer columna de la tabla equivalente de Routh, son los 
coeficientes del polinomio c?(,9) y cg(<j), que por simple inspección se puede ver que son positivos 
para todo vector q elemento de Q, el coeficiente ¿y,1(9) es analizado dividiendo cada parámetro en 
dos partes iguales y es positivo para todo vector 9 elemento de Q como se puede ver en la figura 
(7.3), en donde se aprecia que el coeficiente,es positivo, en todos los vértices mínimo y máximo 
" x " de cada una de las 128 cajas P, asi como la cota mínima "4-" de cada caja también es positiva, 
por lo tanto de acuerdo al teorema de determinación de signo mediante partición de cajas (4.14), 
el coeficiente b-i¡ j (9) es positivo para todo vector q elemento de Q. De la misma manera los demás 
coeficientes son positivos para todo vector 9 elemento de Q. como se puede apreciar en cada una de 
sus correspotidientes figuras que aparecen abajo, los coeficientes 6 4 , 1 ( 9 ) , 65,1(9), 691(9) y 60,2(9) 
son analizados partiendo cada parámetro en dos partes y en el coeficiente 67,1 (9) hubo necesidad 
de partir cada parámetro en cuatro partes iguales para poder probar su positividad. 
En las gráficas de los coeficientes de la tabla equivalente de Routh, el grupo de las marcas 
" x " correspondientes a los vértices /imin y y el grupo de marcas "+" correspondientes a 
la cota mínima de cada una de las cajas f . aparecen traslapados en los coeficientes 631 (9), ht, 1(9), 
mientras que en los coeficientes 65,1(9), ^6,2(9) y ¿>7,1(9)- aparecen separados, pero en ambos 
casos los grupos de marcas " x " y " 1" se encuentran arriba del eje a satisfaciendo asi el teorema 
de determinación de signo mediante partición de cajas (4.14) que determina la positividad de los 
coeficientes. 
Por lo anterior los coeficientes 61,1(9). h . i iq) , 63.1(9), ku(<?)> h,i{<¡), b<>M V *7,i(<z) 
son positivos para todo vector paraméirico 9 elemento de Q, entonces la familia P{s, Q) es 
robustamente estable. 
Figura 7.3 Coeficiente b3A(q). Máquina Fiat 
F i g u r a 7 . 4 C o e f i c i e n t e f > 4 , i ( < j ) - M á q u i n a F i a t 
Coef i c i en t e 5.1 
a 
F i g u r a 7 . 5 C o e f i c i e n t e ( 9 ) . M á q u i n a F ' i a t 
a 
F i g u r a 7 . 6 C o e f i c i e n t e b e , i { q ) . M á q u i n a F i a t 
F i g . 7 . 7 C o e f i c i e n t e f>6, -¿(<?)- M á q u i n a F i a t 
Par te Positiva de los Coeficientes 
Copiq) = 6.82079 x 10~bqxqzq\ + 6.82079 x Í O " 5 ^ ? ^ 
Cip(g) - 7.6176 x 1 0 " 4 ^ g 2 + 7 6 1 7 6 0 x \Q~4qlql + 4.02141 x 10~Aqiq2ql+ 
0.003367069^3^ + 6.82079 x 10"59i9495 + 5.16120 x 10~Aq%qñq6+ 
0.00336706g1?2l74<?5 + 6.82079 x lO^q^q^ + 6.28987 x 
4.02141 x 10-V<73<74Ç5 + 6.28987 x 10"59i939496 + 0.0015235292 939495+ 
5.16120 x 10"4g293<?496 
C2p(?) = 4.02141 x 10" + 0.0015235292g | + 0.05529|9^ + 0.0552q¡q¡+ 
0.01894779192^5 + 0.0348629! QsqI + 0.003367069! 9495+ 
6.82079 x 10"59I9497 + 6.28987 x 10"59I9596 + 0.00152352939495+ 
5.16120 x 10"49394?6 + 0.0348629!939495 + 0.0237Z98q%qñq6+ 
0.001523529f9597 + 5.16120 x 10~4qiq6q7 + 0.003367069i929497+ 
0.002874169i929596 + 8.04282 x 10"49I929597 + 6.28987 x l0-5q1q2q6q7+ 
0.01894779i939495 + 0.002874169i939496 + 4.02141 x l O ^ q l q ^ q ^ 
0.110492939495 + 0.023739892939496 + 0.0015235292939497+ 
0.00103224929596 
c3p{q) = O.OI89477919I + 0.11049291 + 5.16120 x 10"49596 + qhî+ 
7 . 6 1 7 6 0 x 1 0 - 4 9 1 9 7 + qlql + 0 . 1 5 8 6 9 ! 9 2 9 | + 4 . 0 2 1 4 1 x 1 0 " 4 9 i 9 2 9 ? + 
0.087291 qzql + 0.0348629i94ç5 + 0.003367069i9497 + 0.002874169i9596+ 
6 . 2 8 9 8 7 x 1 0 " 5 9 I 9 6 9 7 + 0 . 0 0 1 0 3 2 2 4 9 2 9 6 9 7 + O . I I O 4 9 3 9 4 9 5 + 
0.0237398939496 + 0.00152352939497 + O.I8269I9596 + 0. Il04qlq5q7+ 
0.02373989Í9e97 + 0.08729ig29495 + 0.0348629ig2g497+ 
0 . 0 2 1 5 6 5 8 9 ! 9 2 9 5 9 6 + 0 . 0 3 7 8 9 5 4 g ! 9 2 9 5 9 7 + 0 . 0 0 2 8 7 4 1 6 9 i 9 2 9 6 9 7 + 
0.158691939495 + 0.02156589i939496 + 0.01894779i939497 + 292939495+ 
0 . 1 8 2 6 9 2 9 3 9 4 9 6 + 0 . 1 1 0 4 9 2 9 3 9 4 9 7 + 7 . 6 1 7 6 0 x " 4 q¡ + 0 . 0 4 7 4 7 9 5 9 2 9 5 9 6 + 
8 . 0 4 2 8 2 x 1 0 4 9 i 9 ó 9 7 + 0.00z04704q2q5q7 
c4p(g) = O.L586<?i<75 + 4.02141 x 1 0 ' V i <7? + 2(wl + 0 . 0 0 1 5 2 3 5 2 ^ + 
0 0237398q596 + 0.00l52352g5g7 + 5.16120 x " 4 9*597 + 
0.0552929? + 0.01894779! 92 97 + 0.0872gig4g5 + 0.034862g1g4?7+ 
0.021565891959s + 0.00287416gig6g7 0.0474795929^97 + 2g3g4g5+ 
0.1826939496 + 0.1104939497 + 2gfg5g7 + O.I8269I9697 + 0.0872gi92?4Ì7+ 
0.31729192 <Js<?7 + 0.02156589192969? + 0.1586gvg39497 +292939497 + 
0.0552g| H 0.3652gv9s9i> + 0.0378954g,9597 + 0.2208929597 
C5i,(g) = 0.0l89477gi97 + 0 1104g2g72 + 0.1826g5gfi + O.U04g5</7 + 0.02373989697+ 
9J97 4 0.1586gig297 + 0.0872g1g4g7 + 0.0215658gig897 + 0.3652g2g«97+ 
2939447 + ql+ 7.61760 x 10"497 + 0.3172g!gsg7 + 
c€p(g) - 0.15869i9? + 29297 + 2g5g7 + 0-1826geg7 + 0.0552g? 
^7P(g) - 9? 
Parte Negativa de los coefkientes 
0 0 . ( 9 ) - 0 
C l n f o ) = « 
C2n(i) - 0.00234048gj9n96 + 0.00234048g2g3g5q5 
C3„(9) = 0.00234048939596 + 0.08489^9496 + 0.08489^9590 + 0.00234084g2939s97 
c4n(g) = 0.0848939596 + U.00234048g3q6g7 + 0.08489293909? 





La estabilidad y controlabilidad robusta de sistemas lineales invariantes en el tiempo, de múltiple 
entrada y múltiple salida, que dan lugar a familias de polinomios característicos con incertidumbre 
paramétrica multilineal o polinómica, fue investigada en el espacio de los coeficientes. 
Para el problema de estabilidad robusta, se desarrolla la tabla equivalente de Routh, con lo cual, 
el problema es mapeado a un problema de positividad de una función multivariable, con términos no 
decrecientes en un espacio vectorial. Para la solución de este problema se desarrolla la herramienta 
matemática descomposición de signo, logrando así condiciones necesarias y suficientes para el caso 
multilineal o incluso el polinómico. Estos resultados son empleados en los casos del avión militar 
F4-E [2], y la máquina "Fiat" [5] con polinomio característico de séptimo grado de estructura 
polinómica con 7 parámetros, que aparecen en el capítulo de aplicaciones. También se aportan 
resultados sobre las propiedades de familias de polinomios con incertidumbre multilineal, que 
además ayudan a relacionar resultados ya existentes. 
El problema de contro labilidad y observabilidad robusta de sistemas lineales, invariantes en 
el tiempo, de múltiple entrada y múltiple salida, es resuelto para matrices intervalo, mediante 
descomposición de signo. Así también, mediante valores característicos, se presenta solución del 
mismo problema, al caso de perturbación unidireccional. 
La descomposición de signo es aplicable a la solución de problemas de estabilidad y 
contro labilidad robusta, arriba mencionados, No existen limitaciones teóricas para su aplicación 
a estos casos, el problema de controlabilidad robusta es más complicado que el de estabilidad 
robusta. La carga de cálculo numérico crece con la dimensión del sistema y con el número de 
parámetros, creciendo asi el tiempo necesario para su solución como sucede en cualquier algoritmo. 
La herramienta matemática descomposición de signo aporta condiciones necesarias y suficientes 
de positividad o negatividad de una función multi variable en todo su dominio, mediante el análisis 
de puntos extremos de subdominios, se puede utilizar en forma algebraica o gráfica, y su aplicación 
no esta restringida al área de control, es aplicable a cualquier otra disciplina científica donde existan 
problemas de positividad de funciones. 
Como trabajo futuro, basado en los resultados presentados en esta tesis, se propone lo siguiente: 
continuar con la linea de investigación que dio lugar al teorema de combinación lineal de la imagen 
de los vértices, y obtener más propiedades de familias de polinomios con incertidumbre multilineal, 
a partir de este resultado; investigar sobre representación de funciones con descomposición 
de signo, buscando alguna representación que mejore las propiedades de la representación 
(a . /?); lograr algún resultado que mejore las cotas del teorema del polígono; investigar más la 
descomposición de signo del determinante y mejorar el algoritmo de la representación a del mismo; 
investigar en búsqueda de la solución al problema de controlahilidad y observabilidad robusta de 
sistemas lineales, invariantes en el tiempo, de múltiple entrada y múltiple salida, con perturbación 
multidircccional. 
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