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·ABSTRACT 
, "The real basis for the use of 3-sigma -limits on control 
charts for variables in industrial quality· control is exper-
ience that when closer limits, such as 2=-sigma ,. are used, the 
control chart often gives indication of assignable causes 
of variation that simply cannot be found, whereas when 3-sigma 
limits are used and points fall out of control, a diligent 
's\, ' 
search will usually disclose the assignable causes of var-
. t· " E L G t ~.a ion. - . . ran 
"If the model for the change • process_ conditions is in " 
more com,plex, it may be essential to do a detailed cost 
~nalysis " - E. s. Page . . . . 
- ·I - •. 
These two sentences state concisely the problem this paper explored. 
All the recent work in this area gives rather.detailed explanations for 
_methods of general comparison of inspection schemes and not for detai.led 
studies of costs involved for particular cases. It is the writer's 
contention that optimum process control using a control chart ·for 
variables·can be attained.through an .economic study and design. 
r 
This paper proposes a procedure for deter.mining, through simula-
~. tion, the multiple of sigma that should be used to maintain the current 
· control of a process. This is done by minimizing the cost of the oper-
-# 
ation of the control chart progr_am and any income loss which may accrue 
' 
---,~,'), 
~from the interaction of the causal variables. The process is subjected. 
to four typical causes of- mean variation and the cri te-rion to be ·used 
,.. 
.;L 
as a basis for establishing these values of s·igma will be the maximiz~ 
ation·of long run net income for the process. 
/ 
. ' 
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'Historical Background 
During the last quarter century the control chart technique has 
been employed with considerable· success in s-tatistical control of 
industrial processes. The principal type of control chart for· process 
inspee-tion is ,basically that suggested by Shewhart ( l) with various 
modifications that have been· made since the original scheme was proposed • 
Originally the charts· were furnished with what came to be called. "control· .-u_,-, 
·~ • 
'' I lines , so that when any p·oint fell outside these "lines., action of some 
sort was required by the user. Simply t~en, the samples themselves 
"' 
were classified as 1·being good or bad. The good points, those falling 
within the control lines, s·uggested that the process should continue 
without interruption or any specia~ action. The bad points demanded 
some kind of corre·cti ve action. For · the. successful operation of such 
(/ 
a process inspection scheme the critical decision was that of the position 
at which the control lines should be placed once the sample size was de-
termined. 
1 . . t " 1m1 s. 
' 
' ' rhe positions most frequently chosen were the three-sigma 
For example, if it were decid·ed to control the mean dimension 
of a process at some target valueµ, the lines were then drawn at 
. C1 
µ ± 3.0 - for samples of size n. Placing the lines at these positions /n 
meant that if the proc~ss mean remained unchanged,· the p:robahili ty that 
-1. 
the sample mean of n · observa. tions would fall outside the-~ontrol lines 
. 
. 
and cause action to be taken would be . 9J>27,, so that action would be 
taken unnecessarily about once · in _every 370 times. 
· Whire the contribution of .. Shewhart's __ charts has been vital to the 
development and satisfactory control of production methods, his original 
I if'· -, 
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process.inspection schemes. There was consideration of not only the 
i . 
" <) 
number of times act·ion was unnecessari'ly taken but the effect of the 
size of samples to be taken and the frequency of taking them. These 
considerations were compared against the disadvantages and .. costs of 
failing to detect departures from product specifications and, on the 
'' . '' other hand, the alternate disadvantage of searching for a f~alse alarm 
cause, where the process has by ·chance produced a bad sample. 
In 1950, .Aroian and· Levene (2) undertook, a new consideration of 
the statistical properties of process inspec~ion schemes and the measures 
one should use in their-assessment of them. In essence they felt that 
if there is an abrupt change in the.quality of the product or in the 
. 
departure from s_pecification we need.to know'the distribution of the 
- ,I 
am~unt produced by the process before the deterioration is noticed by 
the inspection rule being used. From this distribution a detailed 
-study' of the costs involved could be made in any particular case. 
J 
However, for a general comparison they decided something rather simpler 
cl 
was preferable as a measurement criteria,. and called this function the 
L 
fl I. o ff 
,average stoppage spacing number or A.S.S.N. 4'{2). This function 
. . . 
sui,plies the average amount produced before action ·is taken, as ·pres·cribed 
by the inspection scheme, so that, for example, if the rate at which 
the process is sampled is constant,· this will be proportional to the.·· ··., - -
average number of items sampled before the action is taken. 
I 
The name· suggested by Aroian and Levene has undergone a slight 
modification and, as suggested· by Page (3) ., is now called the Average 
Run Length (A.R.L.). 
... 
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· the A. R. L. to be · the average, number of samples taken before action is 
demanded. Of,·course if the units are sampled singly the ·two are ident-, , 
. ical and if each sample contains more than one unit they differ .. 
The inspection scheme, to be effe,ctive, should have the ability to 
I 
call attention quickly to any deterioration of product qu·ali ty considered 
• 
· as serious by.the user whether it be a rapid and large deterioration of 
quality or a slight change that is constantly increasing, however slowly. 
'( 
A slight deterioration of quality on a Shewhart Chart is portrayed by 
a s.equence of ·points departing consistently from the target value but 
·often insufficiently extreme to fall outside the action lines. This 
brought about suggested modifications to the charts in which warning 
• lines would be ~laced at limits closer td the target value, with the 
additt,onal rule that if some "K out of the last N points fall between 
"the warning and action lines, then an investig~i'tion would be demanded. "(2) 
This scheme presented smaller values of the A.R.L. function than was 
previously attainable by the Shewhart scheme.(7) 
Other modifications· with an eye toward the best choi-ce of rule and 
positions of the control,, lines were presented by Moore (8), Weiler (9), 
(10), (11) and RobPrts (12). 
L., 




when a spe_cified number of_ means in succession fell over the· control 
limits set up fo~ the scheme~ He then varied the position. of a single~ 
control line with the -number of s11ccessi ve. means decided upon. The 
method adopted was . to make the average number of samples drawn before a 
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-Roberts concerned: himself with the statistical p;operties of tests 
· composed of the standard control chart test supplemented by one or more 
tests for runs of points falling into various zones into which the 
control chart has been partitioned. The basic properties of the result~ 
ant tests, called zone t-ests, were then illustrated graphically and a 
procedure for detennining the properties of many zone tests of practical · 
' 
interest there described. 
· Then following Wald's introduction of sequential methods in hypo-
thesis testing (13), Page introduced a scheme whereby the actual posi-
tions of the points on the chart and not just the class,ifications into 
which division of the chart the point fell were taken into account. 
..t. I. 
These were called Cumulative Sum Charts (14). 
The operation of cumulative sum charts is in practice very similar 
to th~ operatioJtof the usual charts. The differences lie in the type ) .• , L-"· 
. 
of visual record made and .the criteria for deciding to take action. 
~ 
For example, if one wishes .to detect a positive shift in a process 






(x - k) 
i "' 
\____; 
will take a -~urn upwards if the process meart increases above k. Au 
negative increments, x. - k < 0, and parts of the path pointing down-1. 
wards will give no ~ndication of an increase. When the path tends 
do.wnwards, the value of the process mean is satisfactory. 
. 
. 
Most of the work developing this technique has been done in Great 
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Introduction to Problem 
"The real basis for the use of 3-sigma limits on control 
charts for variables in industrial quality control is exper-
ience that where closer limits, such as 2-sigma, are used, 
the control chart ofte~ gives indication of assignable causes. 
of variation th-at simply cannot be found, -ivhereas when 3-sigma 
limits are used and points fall out of control, a diligent 
search will usually disclose the assignable causes of varia-
tion."(17) 
This sentence, by E. L. Grant, is typical of much that·has been 
written concerning the placing of control limits on control charts for 
,. 
i' ' ' 
variables. Different points of view abound. Some writers like H. Weiler, 
W. D. Ewan and K. W. Kemp --have discussed various schemes for the optimum 
( ' 
position of control limits, paying more attention to particular manu-
facturing process restrictions on sample sizes and sampling intervals 
. l· 
rather than strict adherence to a 3-sigma dogma. 
Others like E. S. Page and G. A. Barnard and S. W. Roberts have 
't 
proposed completely new schemes like the Cumulative Sum Charts and 
r . 
Geometric Mov~ng Average Charts respectively. 
. '.! '\, 
It is generally\agreed, however, that a control chart is a device 
~ 
·~ ,, 
for describing a state of statistical control, attaining that state of 
statistical control and finally judging whether that statistical control 
... has indeed been attained. 
The control chart describes statistical control i-n the following 
way. ·l'if samples of a given size are taken from a process at approximately 
I -
regular intervals and some statistic of the sample-is computed, because 
it is a sample it will be subject to sampling fluctuations. If there 
- are no ass·ignable causes present, the.n the fluctuations will distribute 
! 
themselves in a definite statis-tical pattern. If enough ·samples are 
~-'··_------·-··. . . _'_. . 
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taken then it becomes possiqle to estimate the governing parameters of 
. -' 
. J. •. 
these distributions. 
. f ------< 
. 
lf it is the goal of those managing the process toodetect partic-
ular patterns of parameter fluctuations, then sample yalues of this 
parameter can be plotted for a significant range of output and time and 
if these values all fall within the limits set by the managers then it 
can be said that t~e process is in a state of statistical control at 
that designated level. 
For example, if the popJlation being 'sampled was considered a 
normal population and the statistic computed ~as the mean of.the sample 
and the sample means conformed to a pattern of random variation within 
- . ' 
the control limits, then the process would be judged as being in control 
at a level equal to the mean line on the chart. If the data do not 




gated and assign;ible causes .. tracked down. If the cause is favorable, 
an effort is made to extenuate the cause. If the cause is unfavorable 
I 
then an effort is made to eliminate it. In this way statistical control·. 
l ,,· 
' 
is both attained and maintained. ® 
Note th~at if no. points fall outside the assigned control limits 
and there is no further evidence of nonrandom fluctuations within the 
limits, it does not mean that assignable causes are not present. It 
_only means that statistically speaking you have made a favorable hypo-
thesis in assuming r.andom chance causes are at work in your process and 
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In general, however, two different points of view have developed 
' with respect to the real basis for setting limits on control charts for 
'· 
.variables. 
The first point of view, as ment.ioned above, is one ·of exJje'rience, 
for through extensive operation of variable control charts one strikes 
t an economic balance between at least two kinds of possible errors that 
the chart introduces. In one instance, the chart may signal for. action "a..-' 
to be initiated to detect the cause of condition that has drive·n the l 
process out of control. This cause may ·or may not be detectable. If 11 
ignored, however, the average net income of the process may deteriorate 
if indeed the cause exists. Experience such as this has led in general 
to the use of 3-sigma limits. 
' i' \ 
The second point of view is a statistical ·ony It -prefers to 
discuss the expected number of samples before one can expect to take"". 
action if the universe ,being sampled does not change. The pro;PBnents 
of this point of view have frequently used .998 as the desired proba-
bility that any.point will fall within the control limits so long as 
the sample population remains unchanged. Since 99.8% of the area under 
-




1 cause of the limits on X charts being set precisely at X % 3.09 cr- as 
~-· X 
-opposed to X ± 3.09 cr-. 
~- X 
Quite simply then the. proponents of the 3-sigma approach feel their 
choice is justi,fied on the grounds that in the case of variables, the 
$ sampling distribution of a variable is frequently not known well enough 
. r 
to compute probability limits and that 3-sigma limits have been found 
to give good results. ·They feel that the choice of limits on a proba-
I-.·:•·.··.··.~<)( . ·.··············· 
----,---, --· , --






























bility basis is a- poor 1one since the limit is chosen precisely by _a 
///.,/" 
probability that really is uncertain, for in many industrial operations 
the sampling is from populations that are unknown to those sampling. 
' For instance it would be
1 
almost impossible te detect the difference be- I 
tween the effects of probabilities of . 0010 and • 00135 that a point 
would fall above the . control limit by chance. The real basis seems to 
be experience over a long period of time.where the operator feels that 
the control limits provide a satisfactory basis for action. 
Both points of view do, however, concur on the contention that if 
. 1q 
the model for the change in process conditions is at all complex it may 
I be essential to do a detailed cost analysis. All the recent work such 
as the A.Rt (defined earlier) are done for general comparisons of inspec-
.. , 
tion schemes and not for detailed studies of costs involved for particular 
cases. It is the writer's contention that optimum process control using 
: a control chart for variables can be attained through an economic study 
and design. 
In 1956, A. J. Duncan (18) established "a criterion that measures 
. " 
approximately -~the average net income of a process under surveillance of 
- . ~ ~ 
an X chart when the process is subject to random shifts in the process 
" mean. 
:.t 
He assumed a quality control rule that an assignable cause of 
process error was looked for whenever a point fell outside the control . 
limits. The process was not shut down while the cause was searched for, 
-··. 
nor was the cost of adjustment or rep.air and the cost of bringing the· 
~ I 
process back- into a state of control after the assignable cause was 
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The- paper sought a theoretical basis for d·etermining the .sample 
size, the interval between samples, and the control limits that would 
yield approximately maximum average net income. It also presented numer-
ieal examples of optimum designs to see how -the· variation in the various 
- ' 
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Statement of -the Problem 
As eXJ)lained in the previous section, control charts used in 
~ 
statistical quality control are essentially of two kinds;' ~hose that 
bring a process under control, and those that assist in maintaining 
· control of a process. This paper will seek a procedure for determining, 
through simulation, the multiple of sigma that should be used to main-
'" "' 
tain -current control of a process. 
The process will be subjected to four typical causal variables. 
These are 
' ·I. 
(1) A sustained linear shift occurring in the population mean, 
· (2) A probable step sbift occurring in the population mean, 
.. 
(3) A change in the probability of a step shift occurring in the 
popula-tion mean, 
(4) A change occurring in the variance of the ~population. 
It seems reasonable to assume that the objective of most business 
enterprises is the maximization of long run net in·come. Based on this 
premise the criteriori to be used for establishing these values of 
sigma will be the maximization of long run net income for the process 
by minimizing the cost .of the operation of I the control chart program 
. 
and any income loss which m~y,accrue from the interaction of the 
causal variables. 
-On X charts used to maintain ·current control of a process , the 
" 
- <1 '· 




-~- ---- ·--·-- - -----··Where· X' and_ cr' ·are the mean and standard deviatio·n ·of the process -
' . 
-population based on past experience. If a sample X falls outside the 





. . . ' ·.· '··· 

































-~~ -·---·--- -·- - ---· -·-·-·---··---· ........ -'Ill ..•• ~ - • - - - --- - - --•-"-- ·- '•·'-• i,, .... -"r>'!:...... -~-· •• ·- • -- -··--·- ---· ,- - - --- ... __ :._ ______ ;,.~.-· --- . •. ~· .>. ••• _. __ ,.,,_.__., __ ····-·· ··--· --- --· --.:------·-- -·-- -· ··--·-·- ··-··-·-···--··- --····· •••• _ ... ___ Jr-.n.,....,; ______ . ·-·-.· ••. -· -· - .. ···----·· ________ ....._ ·-·---- ···--------------· ·--------·-·······-·· 
. j ·---.·.--.--.-.... -.·~--· .·' ' .· .·· .. ' .. 
. - : ' . '' ~: ·.··.',;,: 











- -- --- - . + __ .- -· • - ---------- --- --- -· ~-~-· 




i: has occurred and a search is initiate4 for the assignable cause of 
' this f luctuati-on ·in the mean. 
A chance cause system may change in different ways. For example, 
there may occur a sustained shift in the population average with constant 
variance. 
or a·yeady · trend in. the population mean with a constant variance, 
. ' 
or· a change in the population with no change -in the average, 
It will be asswned at the start that the process is in a state of 
I 
control and the control chart is used to detect a.single a~signable 
cause that occurs as .Prescribed by the causal variables. Samples of 
-N wi~11~ be taken from the process every .H hours and the X of the sample 
- -(. recorded on an X chart. lf a sample X falls outside the assigned control 
·,. , 
limit it will be assumed that some change in the process average has 
occurred and a search will be undertaken for.the assignable cause. ~-It 
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14 .. 
-will be supposed that the rate of production is sufficiently high so 
that the possibility of a step change occurripg in the mean of the 
\ 
process during sampling can be neglected. The proces.s W-ill be allowed 
.1 
'1~ · to continue in operation during the search for the 'assignable cause and 
,!' 
the cost of adjustment or repair and the cost of bringing the process 
back to a state of control after discovery of the cause will not be 
charged against the control chart operation. 
Other more complex rules exist that do not require action unless 
two or.more points in succession fall outside the control limits, or I 
·-',! 
action is taken when .ever unusual patterns o~cur outside the limits. 
The question of optimality as regards these rules will not be discussed 
it here. 
Finally the resulting multiple of sigma that determines the " least 
~ost" process operatiotr w·ill be expressed as a function of the above-
causal variables. 
'· 
.,· ;, "-,;; 
·": -,,• 
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This experiment required the examination of the e£fect~of varying 
four factors. In a complete exploration of such a situation it is not 
. sufficient to vary one factor at a time. All combinations of the dif-
ferent factor levels must be examined in order to analyze the effect of 
each factor and the possible ways in which each factor may be modified 
-by the variation of the others. In the analysis of the experimental · 
results the effect of each factor can be determined with the same accur-
acy as.if only one factor had been varied at a time, and the interaction 
effects between the factors can also be evaluated. If each factor were 
/"···· 
tested at two levels these requirements would be met by a factorial 
experiment, in this case a 24 factorial experiment. 
I 
-A program to simulate·the operation of an x· chart used to maintain 
-
current control of a process was initiated. The X chart would be sub-
jected to:the aformentioned input mean fluctuations and the program 
would accumulate the amount of income loss and cost associated with 
these fluctuations. After a sample was taken and a mean calculated and 
·plotted, based on the assumptions made in the prev-ious section, the 
· control chart operation could find itself in any one of four distinct ·. 
situations. These situations would ~. determined by a decision on 
whether the process was or was . not in a "state of control." It would 
have to be determined at the earliest possible point ino the. operation 
that an assignable cause of error be d:etected. When. the mean of the 
.sampled population reached this point the assignable cause could be 
detected if an investigation were undertaken; however, only a sample .I 
• .. (;. 
-
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point outside the control limit could initiate this investigation. 




Therefore if the last sample point fell below the control limit 
and the process was in a sta~e of control, the cost associated with 
this sample would be stored in register 1. 
If the last sample point fell outside a control limit and the 
-process was in a state of control the cost associated with this sample 
would be1 ·stored in register 2. 
When the last sample point fell inside the control limit but the 
·,."' 
process was considered out of control the cost would be stored in 
register 4. 
Finally, when the last sample point fell outside the control limit 
. and the process was&cOnSJidered out of control the subsequent cost.s were 
'l 
placed in register 3. 
To attach specific charges to cover all the !'_assumptions made in ;the 
,. previous ''section the following model parameters were defined: 
Model Parameters 
· N - sample size 
E - the rate at which the time between the taking of a sample and 
--
the plotting of a point on · the X chart increases with the 
sample size . 
Total Delay = EN 
D - the average time taken to find the assignable caus.e after a 
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T - the cost. per occasion of ~ooking for an assignable ·cause when 
none exiijts. 
W - the average cost per occasion_of_finding the assiignable.cause 
when it·exists. 
H - sampling interval. 
B - the cost per sample of sampling and plotti'ng that is indepen-
.... 
dent of the sample size. 
C - the cost per unit of sampling,,testing and computation that is 
related to the sample size. The relationship is assumed to be 
linear. 
These parameters would the1,1 be subject·ed to the four inean. fluctua-
tions·· listed below 
XNCR - A sustained linear shift is occurring in the mean of. the 
process population. The amount of this shift is (XNCR)·cr'. 
VALT.- There is a probability·of a step shift occurring in the 
PROB -
,,, i I 
mean of the process population. The amount of the step 
shift, if it occurs·, is (VALT) · o'. 
The valu~ of the prpbabi. li ty of a step shift occurring in 
·the mean of the process population. 
SDEV - The value of the standard.deviation (cr') of the process~ 
population being sampled. 
To e~tablish the control limit for each operational run of the 
control chart the·niodel variable Z was established 
-Z - The control chart limits - for the X chart were placed at 
---·--!---- __ .,: _____ _ (j ' ' 
i' ±z <-> 
Jn 
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There remained the problem of deciding on the calculation of the 
rate of loss in income that ·was attributed to the assignable cause of 
. error. These values ·were derived from the assumption that the rate of 
-production is mnstant and the specification lim\tS fall at X' ~ 3 cr'. 
When the mean of the process shifts by 2 cr' the loss-rate was arbitrarily 
given the value $100 per hour. It was also assumed that the quality 
characteristic is normally distributed and that the loss-rate is propor-
tiqnal to the incre~se in the percentage of defective items. 
This means that register 1 would accumulate the cost of sampling 
', ' 
plus the loss-rate specific to its condition. 
Register 2 would also accumulate the sampling and loss-rate costs 
but would also store all "false alarm" costs (T) as defined above in 
the model variables. 
Register 4 would store loss-rates and sampling costs for undetected 
. 
out of control conditions •. 
·1 ~ '" 
Finally, register 3 would accumulate loss-rates and sampling costs 
as t-he other registers do but would include the cost of looking for the 
assignable cause (W) and the addilional loss rate levied during the 
search. 
-~ ' 
Likely numerical values were chosen for the model parameters as 
_·_ follows 
- , 
.E - • 05 hours per unit per sample 
-D - 2 ·hours 
T - $50 
W - $25 
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. :B - · $.50 per sample 
C - $.10 per unit 
levels chosen for the 
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VALT (1) - .3 cr ' 
VALT (2) - .6 er' 
SDEV (1) - .50 







·1t was decided that Z would run from .75 to 3.50.in increments of .25 
and that there would be 5 runs made for every value of Z. A replication :~ 
' 
would be performed for a reliable estfmate of error variance. 
. When all 32 runs were completed a regression analysis will be 
v' 
performed on each of the resulting data plots to find the value of Z · 
that allowed the minimwn cost for the run. 
,L. 
i 
An analysis of variance will also be perf_ormed on these Z . values 
min 
. J--, to uncover a}.l main effects and interactions found significant at the .,..,. 
' 
~% level (4.49 = value.,of F for f.J
1 
= 1, ~2 = 16). · Finally, a linear 
----=· l 
,i •. -
re s pons e · surface will be fitted to these valQes of Zmin through .a 
·regression analysis to discover the best possible method of fit that 
· allowed for· satisfactory extrapolation for intermediate values of the 
four mean fluctuations in the~future. 
., 
·, 
-- - - - - i_ h" - ' ~~--.. - ---- -~- -·.. - --~-- -
., ... _. 
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Sample Model calculations 
. The following is the derivation of the exp·ression used to calculate 
) 
the loss in income experienced through a shift in the process mean. As 
I explained earlier the process being -sampled was considered a normal 
.. 
population. The specifications of the-process were ·set atµ..± 3 a 
· where 
: . ,.._. .-, 
µ, - process mean 
· i r 
.{· 
cr '.""9 standard deviation o.f_ the_ !process 
This means that if the_ process was considered in a state, of control 
one could expect the percentage of defective product to be 
1~~scr -ttx-p-)2. 
V2.tr e · tj'>< + : 
-~ 






2 dt + i 0 
_ ,J 2Tt e 2: d. t =. 0021 = .2. 1°10 
" _ _. 
' If the mean of the process shifts and the.amount of the shift is 
expressed in terms of standard deviations of the process the percent 
• ? defective then becomes 
. - . 
--- ·~ 
. ' A Sr. 1/-x-(~tAO") . -
- 1 .) . - -1~ er d + ...1._ m e x . -vzrr 
-o. 
. . 
where ~ · = number of standard deviations shift in the process mean 
- To discover how this has affected 'the limits when eyaluating this 
integral 'let 
. ~ i-, 
._ . 
. • 
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__ .-then 
• X = CJ! t + µ. + 6 C1 .. 
.1 
and 
dx = cr dt 
--~ 
then the limits become 
·.,: 
when 












t - µ, 
- 3 (J - µ. - . fl (j I• 
·-. f•· 
-·-~--
- - 3 cr - fl C, ;· 
-'.•·.J 
and when 
X = o. 
t = ... 
·"".... k, 
1----. 
'\Therefore in, terms of the· standard normal distribution the percent-
age defective becomes 
. -,-A~ 1 
. 1'· . -~ 
e 2 d fil . t 
---
-~ e 2. dt ·,, .. ....-_ .. 
. , 
In this problem the 'loss in income was based on a 2 cr change in 
I,' 
. ~ the process mean and the amount of income loss established at $100· per 
hour while this shift was in effect. The quality characteristic was 
. 
assumed normal and.any subsequent loss in income. was proportional to 
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. This meant that when the mean shifted to 2 o the percent defective 
'became 
-s 
-., . r, 
.;-
-~ e 1 d.t + ~ e-f dt = .iS8<.G. s: iS.8<.~ 0/o 
_ .. i 
' ' 
This indicates a percentage increase in defective material of 
15 .• 866% - • 27% = 15. 596% 
since the percentage change in defective material wa,s considered pro-
·-port iona 1 to the $100 cost per hour levied on the process.The propor-
.)' 
tionality constant of future calculations ,.became 
k = $100/'15·. 596 
The problem remained how to calculate the loss when the mean could 
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It was found that an a·ccurate estimate could be obtained if the_ 
1 hour sampling .interval was divided in two 30 minute intervals and the 
,cost calculations made as shown below 
Path 1 IAST MEAN VALUE 
I I 
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.. (((((1. - P)l00)-.27)100)./.15.596) 
•I-
. where P = value fr\~ standard normal tables to establish percent 
~· 
change in defective material dependent upon latest 
value of mean. 
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-The -program simulations were run on the IBM 1620 and IBM -1410 
computers. 
For purposes of illus~ration a typical simulation run for the set 
of causal variables 
XNCR - . 03 cr' 






SDEV - 1.00 
-
is displayed in Figures 1 and 2. These figures list the cost associ-
ated witn:-each value of Z as it progresses from . 75 to 3. 5. They afso 
show the value of the control limit expressed in terms of standard 
deviations of the distribution of the sample means, the actual dis-
placement ~·path of the mean (solid line) and the sample averages taken 
• Iii. L from the parent population. 
FigurJ 3 illustrates a plot of these cost values and the associ-
ated least squares curves together with pertinent analysis information. 
J 
Also indicated is the value of' Z that_ determines -the position of the 
control limit for a "least cost" control chart operation for the tested 
causal variab.les. · 






. bina tions plus 1: replication).. are . listed in Appendix I. 
. 
, 





~ The values of Z that determine the least cost position for the 
control l~mit are presented in experimental factorial form in Figure 4. 
J 
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PATH OF KEAN 
•• 
• • __ e Sl 
CONTROL LIMIT 
Z = . 75 
CONTROL LIMIT= .335 
RUN TOTAL = $1224. 15 
• • • 
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Z = 1.25 
CONTROL LIMIT = • 559 






























Z = l. 50 
CONrROL LIMIT= .738 






Z = 1. 75 
CONTROL LIMIT - . 782 
RUN TOTAL - $67'7 • 17 
·~ 
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10 
Z = 2.00 
CONTROL LIIIIT = .894 
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Z = 2. 75 
a>NTROL LIIIIT = 1 . 23 













































l .r.--.... ,I 
Z = 3. 00 






Z = 3.25 
CONTROL LIMIT 1. 45 · 
RUR TOTAL =. ·· 401. 17 
i. 
;• ·, i- . 
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Z = 3.50 
• 
• 
COlft'ROL LIIIIT = 1. 58 
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COEFFICIBBI' OF IIULT. CORREIAT!.QN, R SQUARE 
.92846 
REGRESSION EQUATION 2 
COST·= 1873. 08 - 967. 87 x + 154.82 x 
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REGRESSION CURVE FOR TYPIC'AL SIMUIATION RUN ! ! 
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I 0)1 .00 . 05 
2.880 3.098 a.772 3 .351 
.50 3.167 2.987 4.010 2.709 . 
, . 
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AVG= 3. 024 AVG ""' 3. 0415 AV@ c::, 3.390 AVG - 3.030 
3.818 3.220 3.555 3.393 
.. 
. . 1.00 3.506 3.472 3 .823 3.289 
I 
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.. 
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-
~ · = 3. 4895 
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. · · · Analys:j.s of Results 
A more thorough.appreciation of cost action in .. the op~ration of I 
a control chart can be gained from Figures 5 and 6 which depict the 
I 
cost path for a typical simulation. 
. \ 
Figure 5 shows the acc1JD1ulation of costs in. Register 1 (defined 
earlier) while Figure 6 shows the accumulated costs in Register 2 
(also defined earlier). 
H ... .--
For the smaller values of Z the most prominent cost is that of 
· looking for an assignable cause of process error where none exists (T). 
This cost appears early and often for the .smaller values of X and 
since it is one of the more expensive items it keeps · the overall cost 
curve high in this area. 
As Z moves toward larger values the overall cost plots show the 
gradual diminuation oft~ "false alarm" costs and the increasing values, 
though they are still relatively small compared to the earlier costs, 
.associated with an increase i:n the production of defective material. 
The paths of accumulated costs for Registers 1 and 2 show this 
process action. - Both registers retain their quadratic shape but as Z 
moves toward lar~er values Register 1 rises higher and highe~ for the 
I 
same number of samples while Register 2 grad~ally loses its influence. 
,, . 
Then as Z reaches its largest values Register 4 begins to influence 
the cost path since the amount of defective material reaches appreciable· 
. 
heights and the path begins to rise even higher. This action is also 
displ"ayed in Figures 1 and 2 • 
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z - 75 • 
z 1.25 -
z - 1.75 
-
Z = 2.25-
Z = 2. 50 
Z = 3.00 
z. = 3. 25 
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·Figur~ 7 shows the results of an analysis -of va.riance performed· 




B = PROB 
C = VALT 
D = SDEV 
• 
~-·· 
For 1 and 16 degrees of freedom the 5% value of F is 4. 49. A 
! 
mean square based on 1 d·egree of freedom is thus significant at the 
5% level if it is as great as 
. ,_ 
4.49 X 139902. - 628049. 
' . 
'· 
'1·f· - The analysis of variance shows that Factors" A and C are significant 
at the 5% lev~l. Interactions AD, BC, ABC, ABD and BCD are also signif-
icant at the 5% level while interactions BD, CD and ABCD are significant 
at the· 1% level as well (8. 53 x 139902. = 1193364.). 
Note, however, that· if the analysis of variance indicates, as it 
•. I 
does here, that while interaction AD is significant and main -effect D 
is not, we cannot conclude that D has no effect. The existence of AD 
means that both A and D affect the response but not independently. The ~ 
-non-existence of D simply. means that D a~fects the ~esponse in different 
· ways at the va'rious levels of A and that when its .. ~ffect is averaged 
over· .,the values of A used in the experiment the ave.rage effect is . 
- . small. In quoting the effect. .. of D it is thus necessary to, state also -
the level of A, and vice versa~ 
~ 
0, To find the main effect·of a factor, say A, we average the response 
...... = corresponding to all treatments ~ontaining the higher level. of 4, and do 
the same for all treatments containing the lower level of A. 
I .. 
'--
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SOURCE OF- VARIATION SQUARES FREEDOM SQUARE 
. 
llain Effect A 933661. ' . 1 933661. 
B 70125. I ,, 70125. 
C 968136. 1 968135. 
~ D 6161. 1 6161. 
,-
Two Factor Interactions AB 288421. 1 288421. 
.,., 
AC 488567. 1 488567. 
AD 952200. . 1 952200. 
- : 
/ 
.. BC 954272. 1 954272. 
"/•·--
. BD 1234020. 1 1234020. 
CD 1382784. 1 1382784. 
·-· . 
. 
Three Factor Interactions ABC 685003. 1 685003. 
' ABO 1019592. 1 1019592. 
ACD 547058. 1 547058. 
BCD / 781250. 1 781250. 
; 
.- r j... 
Four Factor Interactions ABCD 1575313. 1 1575313. 
' 
Sum " 11886593. 16 
-'. 
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· F<>r ·example, referring to Figure 4 we .have: · . -- . ····" - - . . .. -.. -
1!~ 
... 
Average· response at higher level of A 
= 1/16 (2" 880 + 3 0 167 + 3 . 818 + 3 0 506 + 2. 772 + 3. 942 
+ 3.578 +·3.271 +·3.096 + 2.987 + 3~·220 + 3.472 
~ + 3·.138 + 3.298 + 3.369 + 3.584) = 3.318 
-· 
Similarly the average response at the lower level of A = 3. 661 
These points are then subtracted to determine the main effect of I 
A. The sign of the difference denotin( the path of the main effect. 
Interaction effects are defined in a similar manner. For example. 
t·l_le inter-action between A and B denoted AB. is defined as one-half of 
the difference b~t~een the I effect of A when B is at the ~igher level, 
and the effect of A when B is at the lower level. All the main effects ., 
and interactions are shown plotted in Figures 8 and 9. These plots 
i llustrat~ the strong interact ion between the probability and 
deviation chosen (BO) as well as the interaction between the step 
increment and the standard deviation (CD) o On the other hand, while 
the· trend increment interacts with the standa.rd deviation ·(AD) rather 
s~gnificantly as does the probability of a step increment and the amount 
of the step increment (~, the reactions are in no way as significant 
·-; '-· ,, 
as the others . 
In the final analysis, however, having inferred from a factorial .. 
.. experiment that some combinations of input process variables provide .. 
greater resulting effects than others ... , it remains to estimate as precisely. 
as po~sible what response_ can be expected for the other combinations 
Qf · inputs as yet ·untried. Toward this end a regression analysis (SCRAP) . 
(i.9) was performed on the factors and interactions considered signifi-
.Q 
. .
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MAIN EFFECTS AND INTERACTIONS 
Figure 8 
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37 
cant by the ,analysis of variance. Another. regression ana~ysis (STRAP) 
. . I 





. - ·__ - ~.:.:..-,_ 
in the analysis of variance be they considered significant or not. 
The regression analysis for the significant factors only produced 
the equation: 
Z. = 2.96 - 26.35A + .17C + 50.'07AD - 17.49BC + 46.43BD 
min 
+ .31CD + 5124.29ABC - 2813.63ABD - 79.72BCD 
Coefficient of Multiple Correlation, R2 = . 6516 
·\ 
! 
The interaction ABCD was not included in this analysis since the 
:--- . 
program was not equipped to handle variables of this size. 
The regression analysis for the entire set of factors and inter-
.· actions produced 
Z , ~ 3.04 + 31.56A + 31.43B + .71C - 5488.71AB - 152.88AC 
min 
- 153~7BC - 27 .47BD + 19791.32ABC + 5026.28ABD + 118. 7MCD 
+ 150. 94BCD -· 19887. 94ABCD 
C 2. oefficient of Multiple Correlat,ion, R = . 97386 
Both surfaces were evaluated at the experimental levels and the 
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response surface than from the SCRAP response -surface. 
-For further comparisons Appendix III shows some e~trapolat~ons of 
. ·, 





















1. The cost of·· looking for a cause of mean ·variation when none exists 
-(T) is the primary factor in determining the path of the cost curve 
for smaller values of Z. The cost of locating a cause of mean 




of increased defective material determines the path of the c·ost 
curve for the larger values of Z. 
,. 
a. It is reasonable to assume that .T will usually be higher than 
W, but if both tend to be small so wi 11 the value of Z i . The m n 
converse is also true. If T and W rise proportionately, so 
does Zmin· 
~ 
b. This conclusion confirmed a preliminary intuition that the 
-, . 
general cost .. path would be parabolic in nature with "false 
alarm" cost dominating the accumulatedccosts for small values 
of .Z. Then as . Z took on ,larger values the cos ts of increased 
amounts of ~efective material would be a prime factor'. ,.in raising 
the cost path once some minimum cost was achieved. . ,.I 
_, 
If T is large, wf e W is perhaps 50% of T, and the cos't ol defec-
tive material is not excessive, it-may be ecohbmically feasible to 
-
run an X chart with a Z 1 value greater than the specification m n 
imposed on the process. 
a. This becomes possible because the cost of looking for the caus~ 
-of some mean variation can become so excessive as to permit 
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This higher value of Z · is .justified in this experiment be-mi,n 
·cause of the distribution of the quality characteristic of the 
process output. Small shifts in the· mea~ resulted in only a 
,- " .. 




up .of costs becomes serious only in a process that accepts 
.,. 
very little defective material. However, if this were so, it ·~. 
-seems improbable that· an X chart would)be used to control the 
process. 
-, C. For example, in cases where a specification is placed at X ± ·2o' 
and small shifts in the process mean seriously affect the per-
.centage defective the control chart would most likely be supple-
mented by a 100% inspection for attributes or some other attri-
bute sampling plan. 
\. 
As the value of the. sustained linear shift and the step shift in k 
the process mean increase, so may the value of Z .. 
min 
If the false alarm cost (T) dominates the sele·ction of the Z 
min 
-( 
value, as it did in this experiment , then the control chart seeks 




4. The analysis of variance showed that the standard deviation of the 
process population interacted strongly with all the levels of the 
remaining input·· factors. The paths of the interactions, however t 
also varied ,vi th the size of the standard deviation. 
~. For the 2 factor interactions, when the standard deviation 
was at its smaller value, an increas~ in each of the other 
• • 
- ...•. , .. ---_ - . -. -.- .. ·"'·-·-, __ -,, . .:sn;:J-'-";·-·-···-··,<.;- ,-.~.,.,.,.~-~ . · .. -.-.-:··:-:"-_-:-:-::·-_-.-:> ' ... 
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. 
variables drove up the value.of_ Zmin' while the higher level 
of the standard deviation scarcely affected the Zuiin value. 
.b. In the 3 factor interactiqns, however, the higher level of 
- '\I 
standard deviation began to drive down the value of Z . 
min 
.. 
c. This points to a rather critical situation when_ one is dea;l.ing 
... , 
., 
with distributions in which the shift i:n the standard· deviation 
• ,- I 
. r--'- , -
•. 
e "t·· 
C is toward smaller valu~s. Care must be taken to insure as 
precise an estimate of process mean variation as possible. 
Small errors in the estimation of these variables can lead to· 
large errors in the se·lectiori of Z i . 
. m D 
.. 
In this experiment the levels of the factors were widely spa·ced. 
Further experimental work at intermediate levels is necessary to 





When an interaction is large, the corresponding main effects do 
not convey as much meaning as they could have. (21) In the 
present example then, it is of no great advantage to know that 
.. ,,:: . 
on the average (i.e. , averaged over all levels of the other 
. variables), the sustained linear trend. changes at its lower 
level.· The existence of these large interactions means that 
the effect of one factor is ···markedly dependent on the level of 
the other. 
I Some interaction, however, is expected by the very nature of 
the experiment and one should not be dismayed by this. 'the 
input factors have an additive effect on.system response and 
this additive effect is heightened even further as the variance 
of the sampled distribution decreases. 
J 
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RECOMMENDATIONS FOR FUTURE STUDY 
1. As mentioned in the conclusion, furtheT simulation should be 
,accomplished on intermediate values of all ~he causal variables 
used in the present model to ascertain the path of Z between 
min 
the values chosen for the experiment. 
·' 
__ r 
-2. · A study· of an existing process under the maintenance of an X chart 
should be undertaken to define all costs of operation and losses . 
in income. A simulation model could be designed and past X plots · 
used.as inputs to the model. A cost comparison between the present 
limit values and the values found throug~ simulation might then 
prove profi_table. 
3. A comparison of the economic feas_ibili ty of Cumulative Sum Charts 
4. 
as opposed to Control Charts with a single control limit and Control 
Charts with war,ning lines should be investigated using the same . 
criterion as those employed in this paper •. _.,,, 
-If there is a cyclic nature to the X plots of a process then a 
~tudy should be attempted to completely design through simulation~ 
· the sample size, the sampling interval and contro1 limit of a 
Control Chart operation. 
-. . , 
'1" • ' 
... :~ i ! 

























··- __ r 
•.-q'• 
-- . _..,.·-·\., _- - - ·, •,G • ' ',,,_.'' '/.-.," -~ ...;, ,..:..;• ~- ,,, .. ·.-_.,. -.-~,-~ • .. ~ ... ·-~.-·.,· '-~- _.,. "-, ·.•, ,.,,,_,,, .. ~-·---~•. •--·•,I·.-













·- __: .. , 
















t: .. N. 




























·-··· ~- ::··· .. -.· .. -- ---- -- --
. " 
- -- ---- ---·· 
. ~.- ... 
I • - • '1 
RUN TOTAIS-SAMPLES 
RUN 1 
XNCR = o Olcr' 
PROE = oOl 
VALT = o30o' 
SDEV - 1. 00 
Z ·= .75 

















RUN AVE.· 2256.28 
Z = 1.25 
2707 • 94 - r 








RUN AVE.. 2386' •. 45 









1835. 77 71 
RUN AVE. 1749.11 











1636. 22 70 
RUN AVE. 1234.82 

































Z = 2. 75 






z - 3 0 00 























































XNCR - • Oler' 
PROB - .01 
·VALT - .3a' 
. ~ .-• 
SDEV - . 50 


































RUN AVE GI 1237. 18 























RUN AVE. 1015.14 




581.18 23 ,, 
885.29 26 
RUN AVE • 833 • 12 




2'52 I 24 
412 .34 
RUN AVE. 
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_.;,.__....:i 
RUN TOl'AIS-SAMPLES 
9700 73 '55 
RUN AVJEo 570. 73 






































































XNCR = • Olcr' 
PROB= .01 
VALT = . 60' 
" 
SDEV - 1.00 
Z - • 75 
2141.03 72 
- 3616.41 100 
3366.41 100 
1596. 72 58 
1867.78 69 






44 .. · 
RUN TCYrALS-SAMPIES 
Z = loOO 
,: 
. 932 Cl 99 . 
1298 0 75 
1052 0 54 
40 
40 _-i 
49 "· · 
'1467 0 29 
994 0 14 
RUN AVE" 







Z - lo5Q 
23160 41 
1273 0 12 




Z = 1.75 
1830. 92 
1000.29 






















RUN AVE. 1692.67 
Z - 2.00 
398. 44 40 
· , . 570. 16 62 
332. 41 44 
624.68 40 
1595. 81 102 
RUN AVE. 704.30 
Z := 2o25 
1080092 101 
442 0 83 . 16 
1693 0 07 108 
1114.89 92 
1216.41 100 
RUN AVE. 1109. 63 
z - 2 050 
1316041 100 
307 0 13 57 




Z = 2. 75 
// 
-· " 
) . -)..- ' ... ' 
RUN TCY.rAI.9-SAMPLES 






z = 3 0 00 
118024 













































XNCR - • Olcr' 
PROB - .01 
VALT - • 6cr' 
SDEV - .50 
Z = .75 
1535 0 29 
706.00 
1735. 29 
1835 ~ 29 
'1985 .29 
RUN AVE. 
Z - 1.00 
1535929 
1685. 29 
167 .30 · 
1635 0 29 
432. 79 
RUN AVE. 
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RUN TCJrAl.S-SAMPLES 
1635029 50 
490. 23 20 
3.76. 23 16 
RUN AVE. 741~48 
~ Z = 1. 50 
1317.00 









RUN AVE. 1010.59 










. RUN AVE. 766.48 












RUN AVE. 778. 79 











RUN AVE. 622.13 












RUN AVE. 434.36 










RUN AVE. 477 .35 
" Z = 3. 00 














· RUN.TOTAIB-S.A.MPLES . 
r 271.92 29 
300.77 51 
RUN AVE· •. 347 .36 
Z = 3.25· 
- -335.29 50 
775.66 67 
. 698 .• 14 47 
230. 09 15 
410.94 57 
RUN AVE. 490.03 
Z = 3. 50 
317.03 52 
410.94 57 
331ll 14 ,. 34 
351. 98 ·. 54 
401.98 54 
/ 
RUN AVE. 362.62 
RUN 5 
XNCR = • Ola' 
PROB= .05 
VALT = .3cr' 
SDEV = 1. 00 

















554 .. 08 
RUN. AVE. 

































. ( . 
f •• .r--
RUN _TOTAIS-SAMPLES 
_t • RUN AVE o 1129. 45 

































·~ 220. 27 
RUN AVE. 
z = 3 0 00 
474.48 
. 576. 50 
217. 45 
.,, 
. 400. 75 
363 .24 
RUN AVE. 
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• . >) 
(·." 
. L 
-~-- ----..----..-.-~- --=~ 
~ - ·---~-"'. ·• 
'· '· '• 
,:; .·. . , .. 
RUN·. TOTAI.S-SAMPL'ES 
z = 3 C 50 0 . j 
847022 












XNCP& - o Olcr' 
PRO~ - .05 
VALT - o3cr'. 
SDEV = .50 







Z - loOO 






·z - 1.2s 
1239.32 I 





Z = 1.50 













" Z = 2. 00 
539.32 
10 "" 




































426. 49 21 
512e34 - 42 
346.88 14 
757.89 20 
RUN AVE. 516. 5,9 · 


























. 251. 41 
RUN AVE. 





















































XNCR = • Olo' 
·- ;r- . -- .. 
.. 
,.. __ _ 
RUN TOTALS-SAMPLES 
·PROB = .. 05 
·vALT = _ . 60a ' 
SDEV - 1.00 





1902 I 63 
RUN AVE. 
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RUN .AVEo ·443 .18 -
. 
Z = 2. 50 
1310 45 10 
203 0 73 19 
259.29 24 · 
176. 73 46 
194.79 15 
RUN AVE. 193.20 
A = 2o 75 
791016 41 
382099 · LIO ... .., 
9100 71 45 
277076 18 
455.81 70 
RUN AVE. 563.69 
Z = 3 e OQ 
4120 60 28 
1280 02 9 
220.11 38 
235. 92 56 .,. 
719.14 41 
RUN AVE. 343 .17 
Z = 3.25 
1290 12· 40 
152. 04 8 
356.12 68 
840_.16 45 
230. 50 20 
RUN AVE·. 281. 59 
Z = 3. 50· 
13&. 55. J 11 
219.96 24 
275.62 14 
151. 99 22 
166. 32 5 
RUN AVE. 188.89 
RUN 8 
XNCR == • Olcr' 
PROB - • 05 .. 
VALT = . 6cr' 
SDEV = • 50 
z = 0 75 










RUN AVE. 478.60 
------- - --.-·---- ---~--'--~--~---- ~-------'""""' .... ----· ·----
~: ; 
.. 










15i . 199 
·RUN AVE. 





193 0 74 
RUN A\1E. 
Z - 1.50 
376 .. 23 
1235.29 





























544.26 . 31 
87.18 
RUN AVE. 







A = 2. 25 
1162.68 





Z = 2. 50 
87.18 



























. 259.82 · 
-- ' .. 
' 
. RUN TOTALS-SAMPLES. 
95. 13 3 
264.36 23 
103. 56 5 
199. 27 8· 
117. 99 3 
· RUN AVE. 156.07 
z = 3 oOO 
240.23 20 
152. 51 5 
470. 73 55 
.,I"" 164.88 11 
155. 75· 15 
RUN AVE. 236. 83 
z = 3 025 
139. 88 7 
557.72 45 
146. 06 4 
247 .. 41 17 
788. 14 51 
RUN AVE. 375. 85· 
z = 3 050 
151.95 9 
183. 09 6 
139. 88 7 
619. 34 48·· 
358.61 16 
RUN AVE. 290. 58 
RUN 9 
· XNCR - • 03cr '· 
PROB .01 -
-






z - ~75 
'. 
34 969 0 12 
1 1319 .-12 34. 
952. 77 ·. 24 
1169 .. 12 34 
. 1169. 12 34 
RUN AVE. , '' 1115.85 
1.00 z -
-
. 1169. 12 34 
1119. 12 34 
1069. 12 34 
1119. 1.:2 34 
1108. 69 34 
RUN AVE. 1117.04 
z - 1.25 
-
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. . : . I . l L ... 
·) 48 -- . f -· 
' ,-.. f ·• 






RUN TOO'Au;-SAMPLES RUN TOTALS-SAMPLES RUN T<Jl'AIB-SAMPLES \<I ;_ .· I 
~ .. 
L:-.: 723 GI 43 25 '269 .12 34 RUN AVE. 392.05. ~--:,._· ... · !: .. ·· 
re.;._ : 9200 06 25 369.12 34 z 1.75 .F -
- ;.:·:, . .... 
i_,_ •• 
\ 
f C 690.87 24 RUN AVEG 394.86 I 287 .50 17 l . l \: . ·. RUN AVE. 814.52 z = 3a25 487.50 17 ( ' i.' r-~-z - 1.50 304.98 36 287.50 17 -6190 12 34 328. 10 22 q 337 .50 17 ! . 605. 03 25 
.419.12 34 214.57 7 i i 581.82 24 276.80 32 RUN AVE. 322. 92 I I 
r 
986.41 35 336.41. 35 z 
-
2.00 383 0 04 25 RUN AVE. 333. 09 308.02 18 
~ RUN AVE. 635.09 z = 3. 50 269.00 8 ~ z 1.75 427 0 45 36- 281. 54 19 I -669. 12 34 642.36 43 80.96 8 719012 34 179.31 27 387. 50 17 786.41 35 .,"7A 00 
,1&;,1 r "% ct O D 37 RU-.rl AVE • 265.41 569 0 12 34 393.44 40 z - 2.25 
-928.16 35 RUN AVE. 383. 49 237.50 17 i RUN AVE. 734.39 237. 50 17 [." ; j< z - 2.00 RUN 10 237. 50 17 -I 919 0 12 34 XNCR - • 03cr' 210.17 
.7 586 0 41 35 PROB • 01 116.05 11 l -.. 824.88 .37 1VALT • 3cr' RUN AVE. 207. 74 
• 
-l 




i 604.98 36 z .75 258a 02 18 I 
~· 
-
1 · RUN AVE. 696. 63 . 487.50 17 408~ 02 18 l . z - 2o25 587. 50 17 237. 50 17 ! 
-
·•}· 
554.98 36 737 .50 17 187.50 17 l 704.98 36 687 .50 17 308. 60 Q . l 
. r ,. 519. 12 34 298.48 7 RUN AVE. 279. 93 t 35 
,• 
559. 70 ., 536. 41 RUN AVE_. z 2.75 ., - ! -
I 
f 536. 41 35 z 1.00 ,-' 288.96 21 
1: 
.,_ 




570.38 -'-----i-, -'"; 
.. I 
-j 
RUN AVE~ 558.02 18 208.39 20 .. i ''-\_ 
} z =- 2 .• 50 487.50 17 258. 02 18 l . 
' 
331. 82 24 437 .50 17 308.39 20 ! ~- ,--' , 
' 307 0 58 31 637 .50 17 238. 96 1 21 i. ! 4920 00 26 587.50 17 RUN AVE,. 260. 55 i ·. ... ,. 254.;98 36 RUN AVE. 541.61 z 
-
3!00 o. 574.88 37 z 1.25 187.50 17 -.. RUN AVE. 392.25 487.50 17 137. 50 17 l ' 1 1 z - 2.75 587 .50 16 323 0 60 22 
] I . 
-





343.39 ·24 537~50 18 231. 54 19 l r 
l 
. . ... 
' 
• 
! 469. 12 34 637.50 17 RUN AVE. 196.92 ! 
. I 469. 03 39 RUN AVE. 557.50 ,. z - 3.25 ! 






RUN AVE. 435.11 408. 02 18 ' 
\. 
... 258.39· 20 l .. ·· 
,, - / ~ :-· 
F-





458.30 27 337. 50 17 258. 02 18 ~-- l J 319. 12 34 387. 50 17 :, i.-. 217.26 15 
'558 .. 64 44 
· .439. 73 17 RUN AVE. 236.21 
-
_· .. :; -- ------------ -----
' 






,;·'.-:: .. ·--._I • 
'· 
• 
....... > . 
/ 0. 




• •• .··- • .":,·-----•••-•• --- • "•-• ••·--- -•" -- - • ••. Yo-A•~ " 
·-··:··-.· 
. '. RUN TOTALS-SAMPLES 




· 217 .26 
RUN AVE. 





















i z . :: 0 75 
.969.12 



























· 969.12 34 
767 .30. 31 
615.04 28 
917.30 31 
RUN ·AVE •. 728 .14 
. g . • 
I·, -= - --- -~-- ---·- - . Z = 1. 5(l . •. -. 
,,f}; ';t,r' ·_ . 
J"b .. 




··_.· ... ·.·•······.·.·.·.·· 
t-- .•. :·· ·, 
... 
1019.12 .34 
. 1019.12 34 
, 671.17 . 14 
, 479.21 15 
986. 41 35 .. 
RUN-AVE. 835.01 
Z = 1.75 
424.79 25 














RUN AVE. - 633. 72 






, .-, 586.41 35 
824.88 37 
·344.40 14 








RUN AVE . 583.21. 
z = 2. 50 
536.41 35 
237.31 26 
·v 369.12 34 
1~8.73 9 
419.12 .34 










.. RUN AVE. 330.18 
.-·' 
z - 3.00 
354·.98 " 36 
~ 274.88 37 
137.49 14 
173. 35 16 
319 .12 34 




. . . 558.64 . 44 · 
269012 34. 
269e 12 . 34 
.. · 304.98 36 
246.69 13 
RUN AVE. 329.71 
z - 3.50 
" 254.98 . ' 36 
433.80 35 
. . 





304 .• 98 36 
RUN AVE. 330.28 
., 
RUN 12 
'XNCR - .03'' 
-
PROB - .01 
VALT .BJ' -
-













" 587.50 17 
437 .50 .17 
558.02 18 
d 537.50 17 
637.50 17 
) RUN AVE. 551.61 
1.25 z -
-
537 .50 17 
637.50 17 
f" 
537.50 17 I I 
487.50 17 
537.50 17 
··RUN AVE. 547.50 
~ z 1.50 -
-
408.02 18 




\ RUN AVE. .475. 76 . -- -------· ---
, .. .,. Z. 
- 1.75 
287 .so 17 
- . - .,_ ·-·-· 
487a50 17 
287. 50 1·7 
. -·~·;:. ,:;·,.-;.;,., --, -··· -. 
337.50 17 
\ ; .. 93, 12 1 
RUN AVE. 298.63 
·z - 2.00 
-
I 2s·1.s4 19· 
317.41 ·. 9 
358.02 18 ·, 
474.64 . 13 
< 
~• . 
------ --· -- . . - "---. -., . ...::..___· __ -··· 
.• 
. ' ~. ~ 
I 
. . 

























. ! . 
I . . . 






























































.- ' •.": .. ·.-.·:...-- :..: :~;.:;_, ·., . "·,,·.-. ~- .- . __ .- :_;: -.' .: .. _;,_ ·-· 
- -RUN TOTALS-SAMPLES 
387~50 17_ 
RUN AVEo 363.82 
z = 2 025 
237050 17 
237.50 17 
237 0 50 17 
142099 3 
493.69 15 
RUN AVE. ·269 .84 




187. 50 17 
93.12 1 
RUN AVE •. 236.83 








z ::: 3 0 00 
187.50 17 




RUN AVE-. 230.45 
Z = 3.2.5 
208.39 20 




RUN AVE. 261.17 
Z = 3. 50 
208.02 18 
406.83 24 
273.60 · 22 
456.30 -25 
288.96 21 
RUN AVE. 326. 75 
RUN 13 




SDEV - 1.00 'i 
\ ; •}: 
~ 
... 
.·.---.,.-- ... ·.·:. ------.·~, .•. •• •····-·-os·-· ••··'"-·· •'•"~ .. 
. .. r--- . 
-
.i, 
. .. ;_· '-: . : 
_ 50 
RUN TOTALS-SAMPLES 








"' = 1.00 
1069012 


















· RUN AVE. 
z = 1.75 






Z = 2.00 
519. 12 
373 .. 01 










- RUN AVE. 















































,J< . I 








RUN AVE. 344.55 
z - 2.75 -
484.98· 36 
323.95 16 
195. 68 24 
579.57 37 
447 .·76 24 
RUN AVE. 400.39 

















RUN AVE. 349.40 




2.52 .29 24 
239.59 19 
RUN AVE. - 318.21 
' 
RUN 14- ("'''""t 
XNCR = .03:r' 
PROB= .05 
VALT = -.3J' 
SDEV = .50 






RUN AVE. 453.42 
Z = 1.00 
- , . ? 254. 84 7 -4 
































~ 1 ~ 
i 






I ': I 
! ,, 1 · 







' I a 
;i 
ij, . ,, 
~ 
~ 






















I - . . . ~:" __ :::._~:--: ... ~---. __ --,_· ~-'.'_ .-.... ___ - >··-·--·---~ L .• ' '_L_ I 
<P 
' ./ 







'{ 51 F 
. "' . ' . 
RUN TOTALS-SAMPLES RUN TOTALS-SAMPLES ·_ RUN TarALS-SAMPLES 
764043 16 z - lo50 280o'96 8 
. 110.17 7 
. 
310o~l'd 15 487 0 50 17 
235.90 7 RUN AVE. 226.08 ·886041 35 
z - 3.00 1_82.·59 14 
135.09 J 8· I 232.69 14 . 98.48 7 461092 14 
._/ 
RUN AVE. 334.96 
z - 1~25 
.·.-·'"';- 437 0 50 . 1?; 
587 .50 17 323.60 22 RUN AVE. 414.92 I 
356.83 24 z =.1.75 I .. { 587 .50 )" 17 · I - ·,; 
\ 169.37 ·10 371003 13 i I. RUN AVE. 216'.68 · 592.45 16 ! 
240.98 7 
122 .10 .· 7 
z - 3~25 273.82 20 i -
' if 
401.04 15 98.09 2 ?J i " •, il i i'i 
' 
RUN AVE. - 395.12 
r\. 
i ' z - 1.50 -
-
' 
I •237.50 17 1019.12 34 ~ f 537 0 50 17 
¥. 
273.60 22 RUN AVE. 470.91· I '.! 
406.14 11 z =-2.00 ! ! 
- . ! . 
- ' l 126.27 9 _· 471.76 23 f ; 
. ' RUN AVE. 288.91 163.16 14 I 
387 0 50 ~17 -
• ; ·~.t 
\ 487 0 50 17. 487 .50 ·17 
266. 05 11 
z - 3.50 143.58 14 -RUN AVE. 433.22 
158 .• 60 "' 9 636.41 35 z - 1.75 -
387 .50 17 .. 189. 73 ., : 15 164.32 17 
508.02 18 90.98 . 7 RUN AVE. 315.85 '' > I 
I 





"' 198.35 13 396.38 20 206.71 7 I 
,I 
163.15 14 i. I 
1 ·' I 
' j 
. RUN 15 604.98 36 i ! 
• 
-514. 43 16 
RUN AVE., 357 .90 
. 03:r' ' XNCR 
- 82.69 14 I i 
.PROB - .05 .• 153.72 14 f - ! ' I 
' ' - j VALT - • a:r' RUN AVE. 242.25 i f j SDEV - 1.·00 z - 2.50 f. - - i ~ -I z = .75 . 504.98 36 • -~· "1 t 
r 
z - 2.00 
-
. ;· 258. 02 18 'o 
337 0 50 17 
314.43 16 
,_. 
317. 78 14 
293.58 14 160.87 1 15 ,- ·; I · 169. 00 8 
1169012 34 424.09 ' - t 13 ; 
' 
RUN AVE. 279.35 
{ . 
784.66 14 384.06. 15 ! i t. -
384.19 10 314.18 16 ~ .. L i 
. , z ;= 2.25 
167 GI 78 14 
432.69 14 RUN AVE. 357.64 I ! 
RUN AVE. 612.85 z I' 1 - 2.75 -
140.98 7 
154.84. 7 ·, 
1.00 1-·- 11 z - 235.41. -281.54 19 
502 .23 23 173.82· 20 ·, 
I 
80.96 8 
RUN AVE. 165.23 592.42 15 I - .. --1 216.77 14 
1069a 12 34 496.21 38 z - 2.50 ---·l 
537049 1·4_· 130.86 19 
' 
- ----
.·147 .,39 · . ., . ,,· •· . -3 
">. 666.77 14 . RUN AVE. 250.6a 358002 . 18 -~ 
258. 02 18 RUN AVE. 673.61 z 
-
3.00 
z - 1.25 126.80 17 ~ -
.:<,.,, 557 .82 19 
969 .12 34 ' 367.68 17 : 220.33 13 
RfJN AVE. 308·,32 1173.78 34 459~51 34 
./ 
1036.41 r 35 
- 330.88 17 z - 2 --~ -
. '"' 253. 72 14 242.42 15 . , ' .. 189 0 73 15 / .. -
' 258. 02 18 - 26311 15 14 RUN AVE. 305.46 
RUN AVE. 739.24 z - 3.25 
-
p' 308. 02 18 
·: r . 
- - -- -· -
~ 










• ·.'! - :, • 
" . 
./' .. 
. J ' . 
•: I 
·.--




~UN TOTAIS-SAMPLES . 
3040 ~g 36 




RUN AVE.. 270. 57. 











RUN AVE. 255.10 
RUN 16 
XNCR = .03cr' 
PROB = .05 
VALT · = . 6cr' 
SDEV = .5 








17 --. · 
RUN AVE. 
.. z- = 1. oo 











RUN AVE. 341.85 
Z = 1. 25 
159 .17 




. RUN AVE. 














--1. . 487. 50 
.. ~.·,.. RUN AVE. 
· · · - Z = -1. 7 5 
17 . 
374.63 





. :.~ ( ... 52 
' 
RUN TOTALSc:11SAMPLES 
------=======-=---........--5080 02 ' 18" 
344.21 12 
























RUN AVE. 293. 72 
Z = 2. 50 
281 .. 54 
294. 21 







RUN AVE. 230.94 










RUN AVE. 412. 48 













244. 78 · 
456.30 25 
356.83, 24 -
128. 76 . 4 
294.21 12 
362. 75 , 23 
RUN AVE. ~19.78 












.- --- ------ . , ---- -- '-------·-··---·-·--------·---·-----·------ -~ -- ----- --. 
-------~-.\··· -'---·-·-,· - - -~ --- ---I .. 
.• ·<S 
r· 
I . •. 






RUN AVEo 258G 13 
"·\ REPLICATION RUNS 
·;• .-
. . 
RUN 1 ' 




PROB - .01 
VALT - .3cr' i 




·4066 .. 41 100 ' i 
,2108.91 73 ; 
2786 .. 79 70 i ! 
3716. 42 100 ~· . , t 
"'I 
35S6o 42 100 f I 
r1-RUN AVE. 3248.99 . i I 
I 
z loOO ! = l ; 
1462.18· 51 
3416. 42 100 
1807.87 70 
·1674.53 - 74 
2205. 92 67 - __, 
; 
RUN AVE~ 2113 .38 
z - 1.25 
1109.64 40 : ' :-, 
, I 
I 
2182.26 7.0 i J j 
I 1873.39 70,. I 
I. 
I 
1408.69 70 • l r 
2616.42 100 I ! ! 
RUN AVE. 1838. 08 l " i ! ~ 
z 1. 50 ' I 
-
! i . ~ .:;. 




1220. 72 70 
RUN AVE. 1899. 46 
,,,z 
- 1.75 i 
- i .. 
. f.·-· ' 1431.68 70· ' ,-I ! 
l 
887.77 70 l ~ ~ 
2216. 42 1-00 :• . - ·--· -- . ,_. ·- ... \ . ·1, 
i 
1358. 07 79 f :.r ' ~ 
;~. 
2216.42 100 . ~ r-, ,. t1 
~ 
RUN AVE. ·1621. 95 ,· .;'; 1: i 
z 2o00 ,:. _1 . i 
- E ! 870. 72 · 70 I I 1073 .39 69 ;: ,· 
'.:... ! I 1716.42' 100 ! . . t 
! 






- I ·---- -· .. -· .. ---- -- - ----- --------- ·-
{1 
0.' f: 














. l . 
·~ RUK TCJl'ALS-SAMPLES 
. 15®fSo 4\2 100 
RID'J ABo 1335. 60 
z = ·2025 .. 














. ·RUN AVE. 














































i · 680.93 












RUN AVE. 609. 68 
RUH 2 
· XNCR = • Ola' 
PROB = .01 , . 
VALT·= .3cr' 
SDEV = .50 
----
·-~- ·-· -~- -- --- -- - ----
-
: ---- - .. -· 
----. -· _, - - - . ' - . 
. . --·- -----···-~--· --:-~-----,·---·· .. ·:.·-·- ----- -: '-----·· --~ .. -- --
0 
.'i, 
· RUM TarALS-SAMPIES 
z = 0 75 
1535029 




RUN AVE •. 

































542 C) 85 
685029 







, RUN AVE. 










































683. 24 . 
' . 
: ._ J 
-r ·, • 
174095 27 
685029 50 
. 6840 09 53 
120065 24 
51'1004 52 
RUN 11.\ VIL, 43 6 • 41 
. :~·5700 73 . . . 55 
-302068 . ·21 
' . 
137 0 91 29 
485029 50 
5500 78. . . 51 
RUN AW. 409.48 
Z = 3o00 






Z = 3 .25 




















248·e 15 . 22 
350.78 51 
451.98 54 
254. 20 · 27 
350. 78 51· 
RUN AVE •. · 331.18 
RUN 3 
XNCR =,. Olcr' 
PROB = e05 
VALT = o3a1 
SDEV = 1.00 


























\·· •.. · . =~ i •• 













l l . 
l 



































RUN AVE. 1698.66 
























RUN AVE. 1117.95 
Z = 1.75 
612. 42 






RUN AVE. 945.11 
Z = 2.00 
1163. 78 71 
845.93 58 





RUN AVE. 730. 52 · 









513 .85 58 
RUN AVE. 389.37 






















352 o 87 46 
369.90 . 44 
















Z~ = 3. 50 
- 387 .31 
582.05 
553.41 






















XNCR = • Olcr' 
PROB= .05 
VALT = .3cr' 
SDEV = .50 







































.,, . ' ~ 
. - -----= ..... •"-'-
. .. -··t.::..~ .. --~ . -- - ' -
./ 
.. • ·-,.·' 
.,r-~~ 
. '. RUN TOTAI.S-SAMPIBS ·. 
\ 
·-
- · 'RUN AVEe 













._ RUN AVE. 







Z = 2.25 
346.90 

























































































































··;_;:· -., , •. -,,.,:"-.,.-,• .• a,· . .-•. •-.,.-~ -·---·,-•'--..._~~ -------------------.•.-·--.. ,·----. ··- -
--.:. ... 
t.,_J" 
. · RUN TOTALS-SAMPLES 
























RUN AVE. 296.56 
RUN 5 
XNCR = .01 cr' 
PROB.= .01 
VALT = .6ci' 
SDEV = 1.00 
Z = .75 
871.63 
--- 3466. 42 








RUN AVE. 2221.23 
Z = 1.00 · 
3416. 42 , 100 
1091. 25 57 
1302.34 59 
1200 .01 41 
3116.42 100 
RUN AVE. 2025.29 




2716. 42 . , --' .. 100 
. -1.· 
3016.42 100 
RUN AVE. 2082. 94 ·. .. 
Z - 1.50 
711.42 . 
1005.61 







RUN AVE. 1412.53 




• J..__ --, 
55 
-,.., ' . 





























RUN AVE •. 







Z = 2. 75 
1230.93 
.. 144.14 











Z = 3o25 
716.42 












































. 938.58 112 
· -- 676 ·~ 68,. 104 
RUN AVE. 610.07 
RUN 6 
XNCR = • 01 cr' 
PROB = .01 
VALT = • 6 a·• 
SDEV = .50 















































RUN AVE. 1058.48 











RUN AVEe 622~17 


























































_, _____ .............. _________ ................ _ ......................... ~~lll!ll[l!llllm----~~11!11111111111111111111111 .......... - ................... llll!llll!lllalll--------- •~ J~ i ·- ---- ···'-~"'"'';,,;..":;;h-:i.iR\,,·_ _,.:.;..~.;,; .. ;;;;;;..:: ..... _·,.~CL::-:., .. ,,:.: .. '·:.·.,-· : ·· -.. -· , ..... ----~- -· · -- ..... ~·-· ·<·c.\'•.-'•'.>,:.·.-. > ,.. ,· . ..- :- . . 




-: ...,_ . 
,. 
. .J 


















' . i 
' . 




I-~--~ . -·-··- ·····--·----'"-··----·------ .. i . 
.. . -· .· >,;, . 
RUN TOTALS-SAMPLES 
835.29 50 




800. 77 ·51 
817.Q4 52 
1214.41 .54 
RUN AVE. 827.89 
Z-= 2.50 
751.99 54 
103. 56 5 






517. 04 52 
I 
-~ 567. 04 
617.04 52 
347.60 30 







RUN AVE. 484.82 
z 3.25 -
-
251. 24 27 
. 482 .46 58 
520.73 55 
.)-<:• 528.56 60 
534.09 53 
RUN AVE.· 463.42' 
z - 3 .. 50 
372.42 _37 





RUN AVE. -367.57 
RUN 7 
XNCR = .Ola' 
PROB = .05 
VALT ·• .e6cr' 




RUN TOTALS-SAMPLES ·· RUN TOTALS-SAMPLES 
, __ 











































Z - 2.25 
351.69 





Z - 2.50 
-- . . . . . ··-· - - - . 


























































Z - 3.00 
299.00 




















































XNCR - • Olcr' 
PROB = .05 
VALT - .60cr' 
'o· 
SDEV = .50 
Z = • 75 
232.59 11 




RUN AVE. 408. 40 





. -- . . •· .. -, .. :·,·---:~15{, .• \t 













. f _, 
, .. _.- .. 
t, . .-·. 
_/}\· : 





















' i j--f . i 
l. .· I 
j • I; L. I 
' 1-. I 
i I 
i j 
D ·: _. • 
'J. _.•·/t 
\' } 
t ... :, 
i' J 
r cl /' 
' 
, 
l i 1·-·"· 
~ ,'. - I j ... ' .. ~,_ . , .
. ' ; 






- • ·.! .. ~ 






r ~-RUN TOTALS~SAMPLES RUN TOTALS- SAMPLES . RUN TOTALS-SAMPLES 1 •• 
117 .31 8 226.90 19 RUN AVEo 1087.44 
, I 691.46 26 394.39 - 35 z - lo50 -
99.-28 4 214.36 23· 769.12. 34 
. RUN AVE. 576.16 RUN AVE. 355.39 .. 886.4·1 3.5 
''l. _·- .' z 1.25 ~ z 3.00 643.29 26 - -
- -
1052.61 39 145.81 ,8 919.12 34 · 
149. 28 4 ·171. 70 12 1119 .12 · 34 
i. 




'. 112.57 7 237 .83 7 z 1.75 -
-
325.64 18 498 •. 96 41 736.41 .35 
RUN AVE. 618.18 RUN AVE. '256.42 786.41 35 ,.. 
z - 1.50 z - 3.25 373.02 25 i 
- - I .. 264.36 23 395.14 29 i19.12 34 
193.74 13 164.89 11 • 555.73 24 
325.64 18 155.77 15 RUN AVE. 634.14 
r .. ,;· 103.56 5- 617.49 4 z - 2.00 \ 
f 232.80 19 _ 425.85 31 . 270. 26 24 -- i RUN _f\VE. 224.02 RUN AVE. 351. 83 '636. 41 35 l . i t· r .. 
' z - 1. 75 z == 3.50 586.41 35 ; ! 
141.10. 2 269.39 19 \ 619.12 34 
' 
.• 
112.57 7 195.89 11 479.04 29 
.. 
lOii.58 46 233 .05 24 RUN AVE. 518.25 
:-,. . . 
451.24 27 486.64 42 z - 2.25 
-
371.93 29 134 .15 6 624.88 37 
RUN AVE. 430.88 RUN AVE. 261.82 504.98 36 
z - 2.00 - 536.41 35 
"· 91.10 2 RUN 9 404.98 36 
,· 
87.19 1 XNCR 
-
•
103cr' 524088 37 
521.93 29 - PROB .01 RUN AVE. 519.23 -
767.04 52 VALT • 3cr' {__::.. __ ,. Z=2.50 -
-
373.05 24 SDEV - 1.00 370.07 25 
-
.. 
RtJN AVE. 368.06 z - r-rr.:: , .. 336. 41 35 
- . ' -.) 
z 
- ~.25 1286.41 35 569.12 ···34 
162.14 l~ 1219.12 34 .619.12 34 
·1:, 107.99 6 1219.12 34 369.12 34 
.,, .... , 
.. 977 58 -46-; 865.76 24 RUN AVE. 452.77 "'·· . . 
123.21 4 1269 .12 34 z - 2.75 ,, 
112.57 - RUN AVE~ 1171.91 286.41 35 
' 
k""'' 
RUN AVE. 296. 70 z - 1.00 604.98 36 
z - 2.50 1019.·12 , . 3A,--,"' 266.74 26 ,iJ -i 
'cj. ~ )' . 
I , 241.47 26 936.41 35 123. 55 24 : ., 149.28 ~,- - . 4. 899.63 .,, 24 424.88 37 ii 
'j 268 .13 18 573 .·55 24 - RUN AVE. 341.131 t ;,; 
·:~!" 
,.,4,.. 0 6 21 34 z "{. ~ ' . ,. " 969. 12 - 3000 ~ ~ 
;i; 128.59 - ·5 RlJN AVE. 879.67 354.98 36 ~ 1·~--.~-
RUN AVE. 207 .09 r z ... 1.25 424.88 37 ., ,- -; 
-
;.~ z 2.75 • 469.04 39 - ,. 1069. 12 -34 
• 
\128. 5_~ -5 919.12 34 254. 98 36 
-
: Q 
.. ,· 812.69 .. 52 ·1060.69 2s· 569.51 41 ,,.J·:, ' .. 
~ T 226.90 RUN AVE. ~.- . 19 1269.12 34 414.68 r t· 
1119 .12 34 
~ 
"' 
.- :1 f,;; ~ 
f: . 
.· ,. <· .. 
. ·;z-·-····---·-·- -· 
L : 







z = 3 0 25 
361.65 
218.87 




















RUN AVE. 275 .'03 
RUN 10 
XNCR - .03cr' 
PROB = .• 01 · 
VALT = -.3cr' 
SDEV = ·-.50 
, ; ~ . 









487. 50 17 
RUN AVE. 480.72 
























RUN AVE. 458.53 
Z - 1.50 
337 .50 · 17 
437.50 17 
387.50 17 
387 .50 17. 
260 .17 '·--· 7 
"' RUN AVE.. 362. 04 
Z = 1.75 
408.02 18 




. . . 
58 .. 
·. RUN TOTALS-SAMPLES. 
387. 50 17 
'487 0 50 17 
408.02 ,18 
531.54 19· 




331. 54 , 19 
237. 50 17 
408.02 18 
RUN AVE. 310. 23 
Z - 2. 25 
387. 50 17 
231.54 19 
187. 50 17 
. 1160.17 7 
281.54 19 
RUN AVE. 249.65 







- RUN AVE. 284. 59 
Z = 2.75 
150.70 12 
331.54 19 
187. 50 17 
187 .50 17 
187.50 17 
RUN AVE. 208. 95 
Z - 3.00 
137 .50 17 




RUN AVE. 198.07 





187 .so . 17 
RUN AVE. 232.32 



















XNCR = .03cr' 
PROB= .05 
VALT = .3cr' 
SDEV = 1.00 




1002. 77 24 
773.55 24 
RUN AVE. 943.74 



































































·' ! . 
.. r. i' .-































572 .. 65 23 
·-· RUN A\'E. 508.67 
z .= 2.25 





34) 619. 12 
389.06 29 
"' RUN AVE. 475.45 
z =·2.50 I I 




123. 5 24 
; 
285.10 -l . 24 
RUN.AVE. 294.24 
z - 2.75 
183. 79 14 j_ 
436. 41 35 
347.54 19 -,-:-· \\• ' 
233. 04 25 
470.07 25 i1~ 
L. 
RUN AVE. 334.17 .,-_' ,;: 
z = .3. 00 
215.27 22 
269.12 34 
.l 250.65 28 
,g 
378. 19 29 
261. 99 22 I 





-- 184. 61 20 
505.67 33 
150.14 24 
/··· 1.,.,-, 280.79 29 14,-;1 · -
··:::;:, 





206 .. 14 . 24 .. -- --- --- - --- .. - . ,_,_., __ -
• 629.88 3'9 
_111· .• 119.51 
---·- - --- -------- -- --------------
.· ·,-·-··---·-- - -
439. 85 -2·5 
;.-=---,.~ 
RUN 12 l, 




VALT - . 3r:' 
- SDEV 
- .. 5 
./ .. 





' .. J 
i 
59 
RUN TOTA IS-SAMPLES 
787 .. 50 17 








587. 50 17 
" 
232.24 · 7 
404.84 7 
. 348.35 13 
787. 50 17 
Rtn-T AVE. 472. 09 
Z= 1.25 
. 290 •. 99 7· 
364.84 7 
587.50 17 
487. 50 ·17 
387. 50 17 
RlJN AVE. . 423. 67 
z - 1. 50 
310.17 7 
4·18 .35 13 
487.5p 17 
337. 50 17 
260.17 7 




673 .19 18 
92.62 8 
26.6. 06 11 
110.17 7~ 
160.17 7 
RUN AVE. 260.44 
z - 2.00 
-
358. 02 18 
337.50 17 
132 .24 7 
"--! 
187.50 ,17 
198 .. 55 11 
RTJ!'l AVE. 242.77 
z 2.25 ' 
102.77 10 
314. 44 16 
144,. 85 4 
358.02 18 
i 13 189. 85 




392 .17 17 





. 258. 40 
RUN' AVE. 
























208. 02 · 18 
RUN AVE. 177.50 
Z = 3 .25 
148.48 7 
183. 70 11 
137.50 17 
189. 85 13 
456.84 24 
RUN AVE. 223. 27 
Z = 3. 50 
. - 170.33 13 
137. 50 17 
349 • 17 a 19 
181. 54 19 
696.60 11 
RUN AVE. 307. 03 
RUN 13 .. 
XNCR =.03cr' 
PROB - .01 
".I/ALT - • 6cr' 
s·nEV = 1. 00 
Z = • 75 



















JjiJ. I -·L t,,_,.,·: .. ' . 









, . •', 
r. 




. ! t-a',· . ! . 
l 












-,---·-···--·-·-··---·- . ..: ... _____ · ___ ··-~- .... ~ -- - __ :_--_-_, __ ·.::~:-~~-~=~.~;-~::~~~~~~mfalii:f@M~~~)hz;.)d:•·&·---.~-~- . ---~~4~·;:~~-~::~~~~~~t~_."'"-n, --- .. 
... 
() 
.-:- .. ·.; . 
RUN TCYrALS-SAMPLES 
. ' -. ., . - .'' 
I ·, 





1219 .. 12 
1019012 
RUN ~VE. 
Z = 1.25 
. ' 
. 675013 




· RUN AVE. 







Z =: 1.7g 
. 736. 41_ 
819.12 
















519 .. l2 
RUN AVE •. 






RiJll A ~IE. 


















































, -·- .• ...... ~ .. -. ~ 1 .•• ____ .' _ •.. , .,i ,, ',1. - - - - -
r 
. ·• .: c_": . . ,11; -





319 .12 34. 






, 319. 12 34 
419.51 41 
RUN AVE. 300.32 
Z = 3 .25 
174.79 25 
346. 22 ... 38 
254.98 36 
443. 48 . 3·4 
233. 09 21 
Z = 3. 50 
346.22 38 
180. 27 16 -
421. 56 21 
444.79 21, · 
409.51 34 
RU.N AVE. 360. 47 
RUfl 1-1 
XNCR - • 03·cr' -
PROB - .01 -
VAL'F - . 6CT' -
SDEV - .50 
-
Z = .75 
637 .50 17 
· 687. 50 17 
737.50 17 
. 209. 18 6 
787.50 17 
RUN AVE. 611.84 




















487. 50 17 . 
... 
337.50 17 





Z ~ 1 ... ,50 . _ 
487.50 17 




Rmr AVE. 390.. 77 · 
Z = .. 1. 75 ", 
508.02 18 
558. 02 18 
487. 50 17· 
381.54 19 
437. 50 17 
RUN.AVE. 474.52· 
Z = 2. 00 
178. 77 4 
. 258. 02 18 
508.02 18 
458. 40 20 
358. 02 18 
RUN AVE. .352.25 
Z :_ 2. 25 





RUN AVE. 349. 08 
Z = 2. 50 "' 
181.54 19 
258. 02 18. 















3Jl. 54 19 
RL'N AVE. 2.34.63 
Z ;::: 3 ~ 00 
23P.96 . 21· 
181.54 '19 
308. 40 _ ,20-
443. 69 15 
181. 54 19· 
RtJN AVE. 270 .. 83 













' . ,, ..... 
·.•:... 
. [ 























. . I 
208 .. 02 18 




-2ss.40 - 20 
RUN AVE. ,228.25 
z = 3.50 
2.73~ 60 22 
373.60 22 




RtJN AVE. 227.58 
RtJN 15 
XNCR = • 03:r ' 
PROB - • 05 
VALT = • 6Cc' 
SDEV =·1.00 
Z = .75 
. -~.: l•., 
532. 61 ~·1 
500.97 17 
293 .. 58 . 14 
550. 97 17 
663.12 24 
RUN AVE. sos· .. 2 5 











' RUN AVE. 782.95 





. 2 r:3 _., 




'RUN AVE. 594.28 
Z = I.SO 
199.99 lt, 
40 '"l .., r-) .# .,_,, .. ,.., •. 














·~i'7 •. ·.v. , 
I . 
. --;, 




207 .84 8 
.804098 36 
321.76 · 23 
RUN AVE. 481.23 







RUN AVE. 291.27 






· 469 .12 34 
RUN AVE. 430.98 
z - 2.50 
210.60 26" 
98.09 2 
530. 37 29 
269.12 34 
316.77 14. 
RtJN AVE. 284.99 
z 





409. 51 34 






3110 92 14 
230.37 29 
336. 25 20 
RUN AVE. 270.04 
z - 3.2·5 
386.41 35 
244.32 19 




RUN AVE. 356.16 
z - 3. !i>O ..... _ 
609. 15 24 
277.82 '10 
304. 98 36 
••• . 't . "! ·.:·· ·. ': ·_ ·. ·.· .· .. . ,;.-• 














. 031' ' \,, XNCR - . . - >"-. .. · 
PROB =· .05 . " ' ~ 
.6Cb' ' i . ' VALT ' f - \·.·.' 
i 
SDEV .50 i. -
1 · 
z - .·75. 
-
l····· 737.50 17 
159 .18 6 .~ 
153.84 ·2 
., 93.12 ·1 I '1 --· 537.50 17 RUN AVE. 336.23 3 
z - 1.00· r . ~ 544.22 12 I ! 
587.50 17 1' 
487.50 17 
I 537.50 17 
687.50 17 
z - 1.25 
246.14 8 
632.55 16 
159 .18 6 
737.50 17 
537.50 17 
i RIJN AVE. 462.58 l I z 1.50 - I 
I 444.21 12 I 
I 159.77 4 
' 
' 226.77 7 ! r 
·437. 50 17 I r-
267.42 9 l i ' 
RL'N AVE. 307.13 
P"!P 
- 1. 75 LA --
\r 1-s _..,. ' . ' ' 4 674.87 17 
' 487.50 17 
· 193.22 5 
128.77 4 
. · RlTN AVE . 332.63 ; ) . 




! ' l 
143.22 5 ! 
.! 
337.50 '17 '· ' 
I' . I 
387.50 -17 
· ·719. 63 19. 
437.50 17 
. 
RUN AVE. 405.07 
-· ·; .· 
[ -'-c !!l!I - --I ·i.) ',. ' f . ._LI,,] 









·~ , - ' 
_: I i ; 
-·. I ..,, .. Q 
-.. 62 .. ·. - . 
_13;< .·. J 
. i ··· t;.;, .-
' 
·J 
,,u,11 RUN 11 
. 
TOTALS:..SAMPLES - ·,. i ._: ~ .. 
... '' .. 
z - 2o25 






-. r ' 670.44 18 :._. .. I .• "'.; -
. ~ . 
... 337.50 17 ; / 
159.18 6 
RUN AVE. 336.48 I : 
z - 2.50 
. t.~ 
--1J' 245 .. 34 8 
i• . . 
366.31 11 /-. """"' 
187.08 . -, 4 
328.84 8 
208.02 18 
RUN AVE. 267.12 ·- ·-
-
z - 2 .• 75 
-
158.02 18/ 
226.·77 7 ,· 
·- .I: ~-158.02 18 ·-
' 217.41 9 
"""J.' 
29'4.22 12 
RUN AVE. 210.89 
, z - 3.00 -
··( 
432.55 16 , ~-, . ' . 




'? 474.87 17 l-s:. 
RUN AVE. 455.78 .. 
.;. z 3.25 - .. r -· 266.3;1. ·11 . -: .:·· 
208.40 20-
159.18 - 6 
461.65 26 ~ " .. 
,,i,. 
482.55 -1 16 
RUN' AVE.· 315.62 l 









• l' 342.09 14 . :·•· 
.-,. RUN AVE-. 223.69 
-- - -- - . - ..... .. ,·---··--~--,~~ 
---,·~·- ---~ 









----~--.....-C-'-.~------,--~----.-·---· -•-~,--··---- ----- -~ ... --...,---.--···---------.··-··:·-·-----..,----·~··--~--.--- . - ;, : ___,___..;... . . . . . .. .· .. . . .· . .... ___ ,._ .. -~~.~.-.~. -. ·~--,\. -~---'-----· . ·~.-~·---.. ~ .. -------·---·-·-- ----
· .. ~ . .-:'", .. ,, 
;....,., 
.'!(• 
















Results from Regression Analysis Pe·rformed on 
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. -.. r., 
~ . . j'. ; . . - ·:. '. - . 
63 . -·-- . 
. ,, 
XNCR = .Oler' PROB.= .·01, VALT = .3cr', SDEV = 1.00· 
2 COSTS = 3896.57 - 1749.30Z + 229.19Z 
zmin = 3818 




XNCR ::d .Ola', PROB = .01, VALT ·= .3cr', SDEV = .50 
COSTS ='2296.18 - 1295.SlZ + 225.36Z2 
Z = 2.880 
min · : . ' . ~-
Coeff. of Mul t. Corr. , R2 = • 8534 
XNat = .Oler', PROB = .01, VALT = .6cr', SDEV = 1.00 
.2 COSTS = 3233. 63 - 1478. 05Z + 206. 56Z 
.Z i = 3. 578 m n 
. 
. 
Coe(f. of Mult. Corr., R2 = .6910 
\ 
.DCR .. • Olcr' , PROB .01, VALT· • scr • , SDEV .50 - - - =· -
. I 
94. 21z21 CX>STS - 960.07 - 522.69Z + 
Z = 2. 772 
min ~· . 
21. Coeff. of Mult. Corr., R · = .8819 . 
XlfCR = . Olcr' • PROB :: • 05, VALT = .3cr', SDF.V{= 1. 00 
·ct)STs = 2645. 18 - 1397Z + 216. 97Z2 
, Z ·1 =. 3. 220. m D · 
·2 Coeff. of Mult. Carr. , R-- - -. 9709 
l. . 
" ~ Dal = .Ola', PROB = .05, _V~LT .30'', SDEV = .50 
CX>STS =· 1300. 74.-.;-619.82Z + 100. lIZ 
2 
z 1 =3.09 m n 
., 
· Coeff. of Mul t. Corr. , R2 = .. 7562 
....... 
. . -~ ~ ' -






··-- : - - .. - ~ -· - -- - -- ------- ---- --·-··-··-- --- ------- - - ----~-·- - -------- -·---------- -
. i 
.- ~f. l • • ' 
j • •• 
'· 
· ... ·.. I 









' : .. : 
' -
:, 
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.. XNCR = • Ola', PROB = • 05, VALT =· • 6a' , SDEV = l. 00 
2 COSTS= 1836.60 - 928.64Z + 137.81Z 
Z i' =3.369 ,· m n · 
12 Coeff. of Mult .. Corr., R = .8739 
.L .. ' 
XNat = .Ola' r PROB= .os, VALT = .6a,. SDEV = .50· 
'. - 2 COSTS = 934. 02 - 454.32Z t 77 .39Z 
• 
_Z • = 3 .138 
min 
~ 2 Coef f ..- .of,. Mul t. Corr. , R = . · 4288 -----
·XNCR = .03cr', PROB= .01, VALT = .3cr',, SDEV = 1.00 
' COSTS = 1608. 04 - 702. ~8Z + 98, 76Z2 
~ 
Z = 3. 555 
min· 
2 Coeff. of Mult. ,Cor;r .- , R = • 9269-
~/ 
I 
Dal = • 03cr', PROB = • 01 VALT = .3cr', SDEV = • 50 i 
2 COSTS= 960.04 - 522.67Z + 94.27Z 
Z i = 2. 772 m n 
2 Coeff ... of· Mult. Corr., R = .8819 
---- '") 
··•---. 
·~-1,~CR- = . 03cr', PROB = . 01 VALT = .• 60' , SDEV = 1~ 00 
COSTS = 1619.16 ~ 703.,. 97Z + 91.83Z2 
zmin = 3 .833 
·2 Coef f •. of Mult. C9rr. , R = ~ 9029 ' 
1 
- f!J' 
· XN'CR = . mer.', PROB = • 01, ·vALT = • 6a', SDEV = • 50 · 
2 
·cosTS =··sa7.89 ·- 403.45Z +, 68.20Z 
Z i- , = 2 • 958 . m n 
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XRCR = .mo', PROB= .05·,_,. VALT ·= .3o, SDEV = 1.00 
2 COSTS'= 1299096 - 590.24Z + 86.98Z. 
. ,· 
2 Coett. of Kult. Corr., ft. · = .8002 
D<S ·= . 03cr' , PROB = • 05, VALT = .3cr' , SDEV = • 50 
-COSTS = 584._91 - 207·. OSZ + 30. 90Z2 
,.._ ___ _ 
-~· Z = 3 .351 · 
min 
2 Coeff. of Mult. Corr.·,. R = .6230 
XR'at = .03cr', PROB =.05, VALT =··.6cr', SDEV = 1.00 
COSTS = 1023 • 65 ~ 462. 89Z + 69. 97Z2 
Z . / = 3 .310 min 
Coeff. Of Mult.·Corr., R2 = .7899 
XNCR = .03cr', PROB =·.os, VALT = ."6cr', 
COSTS . 2 = 516.87 - 100.55Z + 9.087Z 
Znttn = 5.534 









. XNCR = .Ola', PROB = .01, VALT = .3cr', SD~ :::· J~OO ... 
COSTS = 4283 .60 - 2099.39Z + 299.27Z2 
l . 
· Z = 3. 506 
. ' min 
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' ntal = .Ola', PROB =~. Ol_, VALT 1 = .3cr', SDEV = .50 
. . 2 OOSTS = 2568.73 ..... 1386.22Z + 218.88Z 
Z = 3 .167 
·.min 
2 ·. Coef t. of Mul t. Corr. , R =. · • 9633 
., . 
,. 
_XNat = .Ola', PROB·= .~1, VAl,T .60'', SDEV = 1.00 
2 COSTS = 3582.35 - 1833. 68Z + 280.28Z 
~in = 3"'.271 
w 
·.Coeff. of Mult. Corr.,. R2 = .9463 
XNCR = • Olcr', PROB .. = • 01, VALT = . 6cr', SDEV = .50 ?' -
COSTS = 1811.99! - 723.35Z + 91.15Z2 
Z i =· 3. 942 
· m n 
' 2 Coef f. of Mult. Corr. , R = .8469 
Dial= .Olcr', PROB= .05, VALT .3cr', SDEV = 1.00 
.,; 
' 
. . .. ' ~ 
...... ,.. ' ·~ ·,_. l 
.• 
. .:....1 
i. .. .. 
.. ..) 2 









'""~ .... - .. ----.... -· --~-~ ..... - -
Z i = 3. 472 m n 
2 
Coeff. of· Mul t. Corr. ,~ = • 7996 
XNCR = .Olcr.', PROB·==· .05, VALT .aa·, SDEV = .50 
. . .. ' •' 
COSTS.= 13.54.74 - .. 709. 92Z + 118.84Z2 
Z - 2. 987 
min --
2· Coeff. of Mul t. Cori:. , R = • 9014 
\ 
., 
XNCR = .• Oler', PROB = • 05, VALr, = • 6cr', SDEV = l.:00 · 
COSTS 
. ,. 2 
= 1562.13 - 670~79Z + 93 .• 57Z 
Zmin = 3. 5~4 
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I . 
. ·1..,. 
XNal = • Ola' , PROB = • 05 , VALT = • 6a' , S'9'11DB.,..V = · • 50r .• . 
.· . . . 2 
-~ = 689.07 - 245.66Z + 37o242Z . 
Zui:ln = 3. 298 
2 Coeff. · of Mult. Corr., R = .4038 · . 
XN"al = .mer', PROB = .01, VA.LT = .~a', SDBV = 1.00 
. - 2 
CQ9TS = 1647.01 - 710.92Z + 92.97Z 
zmin = 3.823 
Coeff •· of Mult. Corr., R2 = .9219 
I I . 
XNCR = • OOcr', PROB = . 01, VALT = .3a', SDEV = . 50 
. . . 2 
COSTS = 749. 94 - 281. 47Z t 35. 07Z 
Z = 4. 01 
·min 
i 2 
Coeff. of Mult. Corr., R = .8496 
-XNCR = .03ct', PROB = .01, VALT = .. Sq', SDEV = 1.00 
COSTS = 1540.84 ~ 682. 77Z + 94.37Z2 
zmin = 3 • 617 _
1 
·1 :""'' 




XNCR = .OOo',tPROB·= .01, VALT _;: .6~', SDEV = .50 
COSTS :,839.99 -· 342.75Z + 47.86Z2 "' ' - I 
Z - = 3. 580 
min· 
. Coeff. of Mul t. · Cor-r. , R2. = • &·760 .• -------- ----· -- - - -,, 
... :• ' 
:x:Ral, = • ma', PROB = . 05, ·vALT = .3cr', SDEV = 1. 00 
.. 
COSTS = 13·47-.91 - .632. 73Z + 96.18Z2 
' 1.. ' 
zmin = 3 .280 .. 
C ff 1 2 . . . oe .•. of Mu t. Corr., R ·= .9426 
\ 
·--' 
····. ', . ;:•". 




. . " 





















I . I . 
I 
I i - . 
I j 













;. ~ '!'-: 
i 





















I ! ,, j .. 
I 



















.ma', PROB - . 05, VALT 3 ,..., 
• V ' 
SDEV = ~so • 
COSTS = 793. 40 -= 425.0SZ + 78.45Z2 
, .. (.; 
.,__ .. _, 
.z· = 2.709 
min 
.·Coeff. of Mult. C R2 orr., = ·.~\8981 
-
--f~ 
.XNCR .<Ba', PROB • 05, VALT .&a' SDEV 1.00 - - - - -,. -
' 
-
.( : ~ 
'~ •.. t 
_J. 
73~65Z2 
I l COSTS - 954.78 - 437 .·67Z + 
); ! l 
~ 
r Z·· - 2.971 
-
I. 
mi·n 1 i . 
• 








Dal - • 030:' PROB - .05, VALT - 60' SDEV - 50 , - • 
' 
• l .• 





z 5.863 = ,: l - -,-.- I 
[ ll: min I 1· 
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Bl'l'RAPOIATIOH OF RESPONSE SURPACZS 
Figure 11 
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