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We study the phenomena of Anderson localization in the presence of nonlinear interaction on a
lattice. A class of nonlinear Schro¨dinger models with arbitrary power nonlinearity is analyzed. We
conceive the various regimes of behavior, depending on the topology of resonance-overlap in phase
space, ranging from a fully developed chaos involving Le´vy flights to pseudochaotic dynamics at the
onset of delocalization. It is demonstrated that the quadratic nonlinearity plays a dynamically very
distinguished role in that it is the only type of power nonlinearity permitting an abrupt localization-
delocalization transition with unlimited spreading already at the delocalization border. We describe
this localization-delocalization transition as a percolation transition on the infinite Cayley tree
(Bethe lattice). It is found in vicinity of the criticality that the spreading of the wave field is subd-
iffusive in the limit t → +∞. The second moment of the associated probability distribution grows
with time as a powerlaw ∝ tα, with the exponent α = 1/3 exactly. Also we find for superquadratic
nonlinearity that the analog pseudochaotic regime at the edge of chaos is self-controlling in that it
has feedback on the topology of the structure on which the transport processes concentrate. Then
the system automatically (without tuning of parameters) develops its percolation point. We classify
this type of behavior in terms of self-organized criticality (SOC) dynamics in Hilbert space. For sub-
quadratic nonlinearities, the behavior is shown to be sensitive to details of definition of the nonlinear
term. A transport model is proposed based on modified nonlinearity, using the idea of “stripes”
propagating the wave process to large distances. Theoretical investigations, presented here, are the
basis for consistency analysis of the different localization-delocalization patterns in systems with
many coupled degrees of freedom in association with the asymptotic properties of the transport.
I. INTRODUCTION
The dynamics of systems with competition between
dispersion, randomness, and nonlinearity constitutes a
problem of universal significance. The various aspects of
it are encountered in for instance nonlinear Schro¨dinger
models with dispersive interactions [1, 2], expansion of
a Bose-Einstein condensate in the presence of disorder
[3, 4], fracton-mediated superconductivity in complex
superconductors [5, 6], localization phenomena in Fock
space and the problem of electron-electron lifetime in a
quantum dot [7]. It has been proposed recently [8] that
the formalism of discrete Anderson nonlinear Schro¨dinger
equation with self-adjusting nonlinearity offers a concep-
tual framework for the phenomena of self-organized crit-
icality (SOC) [9] governing the natural occurrence of at-
tractive critical states in nonlinear driven systems.
In this study, we consider the problem of Anderson
localization of waves in a class of nonlinear Schro¨dinger
models with random potential on a lattice and arbitrary
power nonlinearity. The phenomena of Anderson local-
ization are based on interference between multiple scat-
tering paths, leading to localized wavefunctions with ex-
ponentially decaying profiles [10]. Experimentally, An-
derson localization has been reported for electron gases
[11], acoustic waves [12], light waves [13, 14], and matter
waves in a controlled disorder [15].
The challenge − A prospective new feature, arising
in these phenomena, is destruction of Anderson local-
ization by a weak nonlinearity, as computer simulations
in discrete geometry show [16–19]. Indeed it was argued
based on numerical modeling that above a certain critical
strength of the nonlinear interaction there is a delocal-
ization border [17, 20], beyond which the field spreads
unlimitedly along the lattice, and is dynamically local-
ized despite these nonlinearities otherwise. A good can-
didate to investigate and explain the phenomenon from
first principles is at present the Gross-Pitaevskii equation
[21], also known as the nonlinear Schro¨dinger equation.
It has been rigorously established, for a large variety of
interactions and of physical conditions, that the Gross-
Pitaevskii equation is exact in the thermodynamic limit
[22]. Theoretically, nonlinear Schro¨dinger models offer a
mean-field approximation, where the term containing the
probability density absorbs the interactions between the
components of the wave function.
Despite these advances, a detailed understanding of
the mechanisms driving the delocalization is still not at
hand. In particular, it is not clear what is the long
time (t → +∞) asymptotic behavior of an initially lo-
calized wave packet, if both nonlinearity and randomness
are present on an equal footing. Another important is-
sue here concerns the type of the nonlinearity permitting
delocalization. The goal of the present study is to obtain
progress over these topics.
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2The method − We propose a systematic approach to
the phenomena of dynamical localization-delocalization
in random media through a topological approximation of
the nonlinear Anderson model. We analyze delocaliza-
tion processes as a transport problem for a dynamical
system with many coupled degrees of freedom, with an
emphasis on the criticality aspects of delocalization. A
short account of this approach has been reported previ-
ously [20].
Mathematically, our work is based on the general stud-
ies of transition to chaos in Hamiltonian systems [23, 24].
We conceive the various patterns of behavior, depend-
ing on the topology of resonance-overlap in phase space,
ranging from a fully developed chaos involving Le´vy
flights [24–26] to regular (Kolmogorov-Arnold-Moser, or
KAM, regime) dynamics [27, 28]. A borderline regime
separating the chaotic and the regular cases is also dis-
cussed, and is associated with Hamiltonian pseudochaos,
i.e., random nonchaotic dynamics with zero Lyapunov
exponents [24, 29, 30].
Schedule and outlook − In what follows, we shall first
consider a nonlinear Schro¨dinger model with quadratic
nonlinearity. Then we shall cast the model in a more
general context of arbitrary power nonlinearity and raise
some questions suggested by this generalization. This
schedule of the presentation is motivated by the ex-
traordinary important implications of quadratic nonlin-
earity in the phenomena of chaotic transport in phase
space [23, 28], in borderline behavior, and in critical
localization-delocalization phenomena.
Indeed we find using a topological mapping procedure
that quadratic nonlinearity plays a dynamically very dis-
tinguished role in that it is the only type of power non-
linearity permitting an abrupt localization-delocalization
transition with unlimited spreading of the wave function
already at the delocalization border. That means that
Anderson localization can survive only a finite strength of
nonlinearity of the quadratic type, and that the destruc-
tion of localization is a phase transition-like phenomenon.
We describe this localization-delocalization transition as
a percolation transition on the infinite Cayley tree (Bethe
lattice).
Focusing on the quadratic power nonlinearity, we find
in vicinity of the criticality that the spreading of the wave
field is subdiffusive: The second moment of the associ-
ated probability distribution grows with time as a power-
law∝ tα for t→ +∞, with the exponent α = 1/3 exactly.
We should emphasize that the observed subdiffusive be-
havior is asymptotic. This critical regime is very special
in that it stems from the direct proportionality between
the nonlinear frequency shift and the distance between
the excited modes in wave number space. Topologically,
the phenomena of critical spreading correspond with a
next-neighbor random walk at the onset of percolation
on a Cayley tree.
Extending this borderline behavior to superquadratic
nonlinearities is not at all trivial. It leads to a self-
controlling transport with feedback of the spreading pro-
cess on the dynamical state of the lattice. We demon-
strate that the system self-adjusts while spreading to
stabilize exactly at the point of critical percolation in
Hilbert mapping space; where it is characterized by
marginal topological connectedness with the infinitely re-
mote point [8, 31]. Thus, threshold percolation attracts
the feedback spreading, implying that the phase space of
the system is by itself a dynamic medium coupled with
the transport of the waves. We classify this type of be-
havior in terms of an SOC dynamics in the Hilbert space.
The asymptotic state of the wave field is found at the bor-
der of regularity with virtually no transport in the limit
t→ +∞.
The phenomena of critical spreading find their signif-
icance in association with the general problem of trans-
port along separatrices of dynamical systems with many
coupled degrees of freedom [27, 28]. Mathematically,
they correspond to a long-time correlated behavior at
the edge of chaos (with or without a feedback, depend-
ing on the type of the nonlinearity that is analyzed).
In the quadratic nonlinearity case, the spreading pro-
cess being unlimited allows for a statistical description
[8, 32, 33] in terms of fractional diffusion equation with
the fractional derivative in time (e.g., Refs. [24, 25] for re-
views), also demonstrating an important interconnection
between fractional kinetics and Hamiltonian pseudochaos
[24].
With the departure from borderline behavior, the non-
linear properties take a stronger role over the dynamics,
giving rise to a pure chaotic behavior of the Fokker-
Planck type. This crossover to chaos [23, 34] is con-
firmed for both quadratic and superquadratic nonlinear-
ities. Even so, for superquadratic nonlinearity, there is
no a “universal” transition point to chaos (nor unlimited
spreading at the delocalization border − at contrast with
the quadratic nonlinearity case) in that the crossover in-
volves, as a general situation, the number of already oc-
cupied states and, therefore, is dynamic.
Indeed our results show that (i) there always exists a
critical strength of the nonlinearity parameter separating
the chaotic and the regular transport regimes; (ii) this
critical strength is only preserved through dynamics for
quadratic nonlinearity; and (iii) is dynamically evolving
through the dependence on the number of already occu-
pied states otherwise. The differentiation between the
chaotic and the pseudochaotic regimes is very important
in this description, as it helps to sort out some ambigui-
ties in the reported transport exponents [17, 18]; as well
as to place the various transport models on a solid math-
ematical background in connection with the asymptotic
character of the transport.
In the chaotic regime, we find for quadratic nonlin-
earity a subdiffusion of waves with the exponent α =
2/5. This subdiffusion occurs as a consequence of range-
dependence of the diffusion coefficient, designated by the
cubic interaction between the components of the wave
field, and has Markovian (memoryless) character. The
analog behavior in the case of superquadratic nonlinear-
3ity exists, and is well defined. It leads to yet a slower
spreading of the subdiffusive type, with the α value in-
versely proportional with the power nonlinearity. Essen-
tially the same scaling is obtained for the front of diffu-
sion on loopless fractals; where a minimal-distance the
so-called chemical metric [35] is defined by the overlap
integral in the nonlinear Anderson model.
That the chaotic dynamics are Fokker-Planck is a stan-
dard paradigm based on the central limit theorem of
the theory of the probability, using finiteness of second
and higher moments of a sum of independent random
variables [36]. Generalizations of this correspond to the
Le´vy-Gnedenko central limit theorem dealing with ran-
dom processes with diverging variance [25, 37]. This gen-
eralized central limit theorem when applied to dynamical
delocalization problem leads to a theoretical possibility
of field-spreading by Le´vy flights. This regime is remark-
able, as the dynamics are controlled by a competition
between the nonlocality of the Le´vy motion [25, 26] and
the nonhomogeneity of the nonlinear interaction associ-
ated with a range-dependent driving noise process.
The origin of Le´vy motion in random media can be
attributed [38] to a competing nonlocal ordering [6, 39];
which is subordinate to the dynamical ordering due to
for instance a nonlinear wave field. That means that the
dynamical order parameter acts as input control param-
eter for the nonlocal order [8, 40]; thus giving rise to a
statistics of the Le´vy type through self-organization [41].
Then the nonlinear wave can generate via a back-reaction
on the medium a channel along which it propagates to
large distances on Le´vy flights [40]. One example of this
behavior is the self-generation of so-called “stripy” or-
dering, which is discussed in Sec. III, part E, based
on one-dimensional percolation model, using a nonlinear
Schro¨dinger equation with modified nonlinearity.
Most interestingly, we find that the inclusion of Le´vy
flights does not really destroy the subdiffusive charac-
ter of field-spreading, so the transport is simultaneously
subdiffusive and nonlocal. This is because the nonlin-
ear interaction term introduces strong range-dependence
into the intensity of the Le´vy noise; which dies away at a
fast pace while spreading. Then there is an upper bound
on the rate of nonlocal transport, and this corresponds
to a diffusive scaling with α = 1. We hasten to note
that this “diffusion” of the wave function is absolutely
anomalous in that it arises from a compromise between
the nonlocality of Le´vy flights and the topological con-
straints stipulated by the nonlinear interaction term.
For subquadratic nonlinearities, the behavior is shown
to be sensitive to details of definition of the nonlinear
term. A transport model is proposed based on modified
nonlinearity, incorporating the idea of “stripes” propa-
gating the wave process to large distances. This type of
transport is only possible in the chaotic regime. In the
absence of stripes, the nonlinear field is localized in much
the same way as linear field. In those cases, the nonlin-
earity merely shifts the energy levels across the system
without destroying the overall localized state.
Finally, we suggest using the modified model that the
stripy ordering and the associated destruction of Ander-
son localization by an algebraic nonlinearity account for
the “paradoxical” existence of superconductivity in some
disordered superconductors [39, 42]; where the usual lin-
ear theories predict localization of the superconducting
wave function by the underlying molecular disorder.
Before we start off −We would like to emphasize that
the transport regimes, which we discuss, are asymptotic
regimes in the limit t→ +∞. Because of this asymptotic
character, their validation through computer simulations
is an important yet intricate task, if only due to coarse-
graining of parameters defining a system at criticality as
well as the natural limitations with respect to finite size
effects and the possible lack of the statistics. The theo-
retical approaches, presented here, are aimed to provide
the basis for consistency analysis of the various transport
regimes in nonlinear Schro¨dinger models with disorder for
arbitrary power nonlinearity.
II. QUADRATIC NONLINEARITY
We work with a variant of discrete Anderson nonlinear
Schro¨dinger equation (DANSE)
ih¯
∂ψn
∂t
= HˆLψn + β|ψn|2ψn, (1)
with
HˆLψn = εnψn + V (ψn+1 + ψn−1). (2)
Here, HˆL is the Hamiltonian of a linear problem in the
tight binding approximation; β (β > 0) characterizes the
strength of nonlinearity; on-site energies εn are randomly
distributed with zero mean across a finite energy range;
V is hopping matrix element; and the total probability is
normalized to
∑
n |ψn|2 = 1. In what follows, h¯ = 1 for
simplicity. In the absence of randomness, DANSE (1) is
completely integrable. For β → 0, the model in Eqs. (1)
and (2) reduces to the original Anderson model in Refs.
[10, 43]. All eigenstates are exponentially localized in this
limit with dense eigenspectrum. We aim to understand
the asymptotic (t→ +∞) spreading of initially localized
wave packet under the action of nonlinear term.
Expanding ψn over a basis of linearly localized modes,
the eigenfunctions of the linear problem, {φn,m}, m =
1, 2, . . ., we write, with time depending complex coeffi-
cients σm(t),
ψn =
∑
m
σm(t)φn,m. (3)
We consider ψn, ψn ∈ {ψn}, as a vector in functional
space, whose basis vectors φn,m are the Anderson eigen-
states. For strong disorder, dimensionality of this space
is infinite (countable). It is convenient to think of each
node n as comprising a countable number of “compacti-
fied” dimensions representing the components of the wave
4field. So these hidden dimensions when account is taken
for Eq. (3) are “expanded” via a topological mapping
procedure to form the functional space {ψn}. We con-
sider this space as providing the embedding space for
dynamics. Further, given any two vectors ψn ∈ {ψn}
and φn ∈ {ψn}, we define the inner product, 〈ψn ◦ ϕn〉,
〈ψn ◦ ϕn〉 =
∑
n
ψ∗nϕn, (4)
where star denotes complex conjugate. To this end, the
functional space {ψn} becomes a Hilbert space, permit-
ting the notions of length, angle, and orthogonality by
standard methods [44]. With these implications in mind,
we consider the functions φn,m as “orthogonal” basis vec-
tors obeying ∑
n
φ∗n,mφn,k = δm,k, (5)
where δm,k is Kronecker’s delta. Then the total proba-
bility being equal to 1 implies
〈ψn ◦ ψn〉 =
∑
n
ψ∗nψn =
∑
m
σ∗m(t)σm(t) = 1. (6)
We now obtain a set of dynamical equations for σm(t).
For this, substitute Eq. (3) into DANSE (1), then multi-
ply the both sides by φ∗n,k, and sum over n, utilizing the
orthogonality. The result reads
iσ˙k − ωkσk = β
∑
m1,m2,m3
Vk,m1,m2,m3σm1σ
∗
m2σm3 , (7)
where ωk, k = 1, 2, . . ., are eigenvalues of the linear prob-
lem, i.e., HˆLφn,k = ωkφn,k, the coefficients Vk,m1,m2,m3
are given by
Vk,m1,m2,m3 =
∑
n
φ∗n,kφn,m1φ
∗
n,m2φn,m3 , (8)
and we have used dot to denote time differentiation.
Equations (7) correspond to a system of coupled non-
linear oscillators with the Hamiltonian
Hˆ = Hˆ0 + Hˆint, Hˆ0 =
∑
k
ωkσ
∗
kσk, (9)
Hˆint =
β
2
∑
k,m1,m2,m3
Vk,m1,m2,m3σ
∗
kσm1σ
∗
m2σm3 . (10)
Here, Hˆ0 is the Hamiltonian of non-interacting harmonic
oscillators and Hˆint is the interaction Hamiltonian. Note
that we have included self-interactions into Hˆint. Each
nonlinear oscillator with the Hamiltonian
hˆk = ωkσ
∗
kσk +
β
2
Vk,k,k,kσ
∗
kσkσ
∗
kσk (11)
and the equation of motion
iσ˙k − ωkσk − βVk,k,k,kσkσ∗kσk = 0 (12)
represents one nonlinear eigenstate in the system − iden-
tified by its wave number k, unperturbed frequency ωk,
and nonlinear frequency shift ∆ωk = βVk,k,k,kσkσ
∗
k.
Non-diagonal elements Vk,m1,m2,m3 characterize cou-
plings between each four eigenstates with wave numbers
k, m1, m2, and m3. It is understood that the excitation
of each eigenstate is nothing else than the spreading of
the wave field in wave number space. Resonances oc-
cur between the eigenfrequencies ωk and the frequencies
posed by the nonlinear interaction terms. We have
ωk = ωm1 − ωm2 + ωm3 . (13)
Conditions for nonlinear resonance are readily obtained
by accounting for the nonlinear frequency shift.
A. Assessing the type of dynamics
When the resonances happen to overlap, a phase tra-
jectory may occasionally switch from one resonance to
another. As Chirikov realized [45], any overlap of reso-
nances will introduce a random element to the dynamics
along with some transport in phase space. Applying this
argument to DANSE (1), one sees that destruction of
Anderson localization is limited to a set of resonances in
the Hamiltonian system of coupled nonlinear oscillators,
Eqs. (9) and (10), permitting a connected escape path to
infinity.
At this point, the focus is on topology of the random
motions in phase space. We address an idealized situa-
tion first, where the overlapping resonances densely fill
the entire phase space. This is fully developed chaos, a
regime that has been widely studied and discussed in the
literature (e.g., Refs. [23, 24, 34]). Concerns raised over
this regime when applied to Eqs. (9) and (10), however,
come from the fact that it requires a diverging free energy
reservoir [20] in systems with a large number of interact-
ing degrees of freedom. Even so, developed chaos offers a
simple toy-model for the transport as it corresponds with
a well-understood, diffusive behavior [36].
A more general, as well as more intricate, situation
occurs when the random motions coexist along with reg-
ular (KAM regime) dynamics. If one takes this idea to its
extreme limit, one ends up with the general problem of
transport along separatrices of dynamical systems. This
problem constitutes a fascinating nonlinear problem that
has as much appeal to the mathematician as to the physi-
cist. An original important promotion of this problem to
large systems is due to Chirikov and Vecheslavov [28].
This type of problem occurs for low frequencies [46].
Typically, in large systems, the set of separatrices is ge-
ometrically very complex and strongly shaped. Often it
can be envisaged as a fractal network at percolation as
for instance in random fields with sign-symmetry [47].
If the eigenfrequencies ωk of the Hamiltonian variation
are very slow, the conditions for a resonance are sat-
isfied in vicinity of the percolating line; whose diverg-
ing length implies the vanishing of orbital frequencies,
5matching ωk → 0. Indeed the percolating line is the
channel through which the transport processes penetrate
to the large scales [20, 32, 48].
It is noted that, for ωk → 0, the resonances strongly
overlap in a very narrow layer containing the percolating
separatrix line; where the Chirikov’s overlap condition
is satisfied with a large margin [32, 46]. If one intro-
duces for convenience the characteristic frequency of the
Hamiltonian variation, ω, one finds in vicinity of the sep-
aratrix that the width of the resonance layer behaves as
∆ω ∝ √ω; whereas the distance between the resonances
approaches zero as δω ∝ ω. So, ∆ω  δω for ω → 0. In
the meanwhile, the density of resonances near the sepa-
ratrix, evaluated as the inverse distance δω, diverges as
1/ω. Inside the layer, the dynamics are essentially ran-
dom because of the many overlapping resonances present.
The vanishing ∆ω ∝ √ω → 0 implies that the ran-
dom motions are squeezed into very narrow resonance
layers bounded by the domains with regular behavior.
Then initially close trajectories inside the layer will devi-
ate anomalously slowly (sub-exponentially), since there is
virtually no room for them to separate. The phenomenon
can be described as “stickiness” to the percolating line
and is associated with the vanishing Lyapunov exponents
in the layer [32].
There is a fundamental difference between the above
two transport regimes (chaotic vs. near-separatrix). The
former regime is associated with an exponential loss of
correlation permitting a Fokker-Planck description in the
limit t → +∞. The latter regime when considered for
large systems is associated with an algebraic loss of cor-
relation instead, implying that the correlation time is in-
finite. There is no a conventional Fokker-Planck equation
here, unless extended to fractional differentiation over the
time variable [24, 25]; nor the familiar Markovian prop-
erty (i.e., that the dynamics are memoryless). On the
contrary, there is an interesting interplay [8, 32] between
randomness, fractality, and correlation; which is mani-
fest in the fact that all Lyapunov exponents vanish in
the thermodynamic limit, despite that the dynamics are
intrinsically random.
This situation of random non-chaotic dynamics with
zero Lyapunov exponents, being indeed very general
[8, 24], has come to be known as “pseudochaos.” One
might think of pseudochaos as occurring “at the edge” of
stochasticity and chaos, thus separating fully developed
chaos from domains with regular motions. To roughly
estimate the type of dynamics (regular, chaotic, or pseu-
dochaotic) one invokes other than the number of overlap-
ping resonances, ∆N  1, the so-called Kubo number Q
[48, 49], which compares frequencies of the Hamiltonian
variation with those characterizing the orbital motion in
phase space. Based on the results of Refs. [32, 46], we
order Q ∼ (∆N )2 for the chaotic behavior in a wide
stochastic sea; andQ  (∆N )2 for the pseudochaotic be-
havior near separatrix. We should stress that the number
of overlapping resonances alone does not unambiguously
define the type of dynamics yet, and the Q value is, in
fact, necessary to assess the separation of trajectories. In
what follows, we discuss the implications of chaotic and
pseudochaotic transport for the spreading of the wave
function in Eqs. (7).
B. Chaotic case
As time correlations vanish exponentially fast, Eq. (7)
can conveniently be considered as a Langevin equation
with the nonlinear interaction term thought as a Gaus-
sian white noise term in the limit t → +∞. There is
a well-defined diffusion coefficient here, which we shall
denote by D, and which behaves as modulus squared
of the intensity of the noise. The cubic interaction in
Eq. (7) implies that D ∝ |σn|6. If the field is spread
over ∆n sites, then the conservation of the probability
dictates |σn|2 ∼ 1/∆n, leading to D ∝ 1/(∆n)3. Hence,
the transport problem in the chaotic case is basically a
diffusion problem with range-dependent diffusion coeffi-
cient. This range-dependence designates the nonlinear
interaction between the components of the wave field; it
also introduces spatial inhomogeneity into the transport
model in association with the condition that the field is
initially localized.
Further, let f = f(t,∆n) be the probability density
to find a wave packet at time t at distance ∆n from the
initial localization point. The diffusive character of the
spreading justifies the following kinetic equation for the
transport:
∂
∂t
f(t,∆n) =
∂
∂∆n
[
W
1
(∆n)3
∂
∂∆n
f(t,∆n)
]
, (14)
where W is the diffusion constant and collects in a single
value all parameters of the diffusion process. The funda-
mental solution or Green’s function of Eq. (14) reads
f(t,∆n) =
1/Γ(6/5)
(25W )1/5
t−1/5 exp
[
− (∆n)
5
25Wt
]
, (15)
where Γ denotes the Euler gamma-function and we have
used the normalization
∫∞
0
f(t,∆n)d∆n = 1. Note that
the distribution in Eq. (15) is essentially non-Gaussian
as a consequence of the range-dependence of the diffu-
sion coefficient. One sees that point-wise Gaussianity of
the driving noise term does not guarantee Gaussianity of
the transport process in a domain. From Eq. (15) one
immediately obtains
〈(∆n)2(t)〉 = [Γ(3/5)/Γ(1/5)] [25W ]2/5 t2/5, (16)
where the angle brackets denote ensemble average. The
net result is 〈(∆n)2(t)〉 ∝ t2/5, consistently with the scal-
ing analysis of Refs. [16, 17].
C. Pseudochaotic case
This regimes takes Eqs. (7) to the opposite extreme
limit where each oscillator can only communicate with
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FIG. 1: Mapping Eqs. (17) on a Cayley tree. Each node
represents a nonlinear eigenstate, or nonlinear oscillator with
the equation of motion iσ˙k−ωkσk−βVk,k,k,kσkσ∗kσk = 0. Blue
nodes represent oscillators in a chaotic (“dephased”) state.
Black nodes represent oscillators in regular state. One ingoing
and two outgoing bonds on node k (k = 1, 2, . . .) represent
respectively the complex amplitudes σ∗k, σk−1, and σk+1.
the rest of the wave field via a nearest-neighbor rule.
This is a marginal regime yet permitting an escape path
to infinity. Clearly, the number of coupling links is min-
imized in that case. When summing on the right-hand
side, the only combinations to be kept are, for the reasons
of symmetry, σkσ
∗
kσk and σk−1σ
∗
kσk+1. We have
iσ˙k − ωkσk = βVkσkσ∗kσk + 2βV ±k σk−1σ∗kσk+1, (17)
where we have also denoted for simplicity Vk = Vk,k,k,k
and V ±k = Vk,k−1,k,k+1. Equations (17) define an infi-
nite (k = 1, 2, . . .) chain of coupled nonlinear oscillators
where all couplings are local (nearest-neighbor-like). The
interaction Hamiltonian in Eq. (10) is simplified to
Hˆint =
β
2
∑
k
Vkσ
∗
kσkσ
∗
kσk + β
∑
k
V ±k σ
∗
kσk−1σ
∗
kσk+1.
(18)
We are now in position to introduce a simple lattice
model for the transport. The key step is to observe that
Eqs. (17) can be mapped on a Cayley tree where each
node is connected to z = 3 neighbors (here, z is the coor-
dination number). The mapping is defined as follows. A
node with the coordinate k represents a nonlinear eigen-
state, or nonlinear oscillator with the equation of mo-
tion (12). There are exactly z = 3 bonds at each node:
one that we consider ingoing represents the complex am-
plitude σ∗k, and the other two, the outgoing bonds, repre-
sent the complex amplitudes σk−1 and σk+1 respectively.
These settings are schematically illustrated in Fig. 1.
A Cayley tree being by its definition a hierarchical
graph (e.g., Ref. [50]) offers a suitable geometric model
for infinite-dimensional spaces. We think of this graph
as embedded in Hilbert space, characterized by its met-
ric in Eq. (4). In the thermodynamic limit kmax → ∞,
in place of a Cayley tree, one uses the notion of a Bethe
lattice instead: Its nodes host nonlinear oscillators de-
fined by Eq. (12); its bonds, conduct oscillatory pro-
cesses to their nearest neighbors as a result of the in-
teractions present. We assume that each oscillator can
be in a chaotic (“dephased”) state with the probability
p (hence, in a regular state with the probability 1 − p).
The p value being smaller than 1 implies that the do-
mains of random motions occupy only a fraction of the
lattice nodes. Whether an oscillator is dephased is de-
cided by Chirikov’s resonance-overlap condition; which
may or may not be matched on node k. We believe that
in systems with many coupled degrees of freedom each
such “decision” is essentially a matter of the probabil-
ity. The choice is random. Focusing on the p value, we
consider system-average nonlinear frequency shift
∆ωNL = β〈|ψn|2〉∆n (19)
as an effective “temperature” of nonlinear interaction. It
is this “temperature” that rules over the excitation of the
various resonant “levels” in the system. With this inter-
pretation in mind, we write p as the Boltzmann factor
p = exp(−δω/∆ωNL), (20)
where δω is the characteristic energy gap between the
resonances. Expanding ψn over the basis of linearly lo-
calized modes, we have
〈|ψn|2〉∆n = 1
∆n
∑
n
∑
m1,m2
φ∗n,m1φn,m2σ
∗
m1σm2 . (21)
The summation here is performed with the use of orthog-
onality of the basis modes. Combining with Eq. (19),
∆ωNL =
β
∆n
∑
m
σ∗mσm. (22)
The sum over m is easily seen to be equal to 1 due to the
conservation of the probability. Thus, ∆ωNL = β/∆n.
If the field is spread over ∆n states, then the distance
between the resonant frequencies behaves as δω ∼ 1/∆n.
We normalize units in Eq. (1) to have δω = 1/∆n exactly.
One sees that
p = exp(−1/β). (23)
This result shows that behavior is non-perturbative in
the pseudochaotic regime. For the vanishing β → 0, the
Boltzmann factor p→ 0, implying that all oscillators are
in regular state. In the opposite regime of β → +∞,
p→ 1. That means that all oscillators are dephased and
that the random motions span the entire lattice.
There exists a critical concentration, pc, of dephased
oscillators permitting an escape path to infinity for the
first time. This critical concentration is nothing else than
the percolation transition threshold on a Cayley tree. As
7the Cayley tree does not contain loops [50], the value of
pc is expressible in terms of the coordination number only
[35], leading to pc = 1/(z−1). This is an exact result. For
z = 3, the percolation point is at pc = 1/2. We associate
the critical value pc = 1/2 with the onset of transport in
the DANSE model, Eq. (1). When translated into the β
values the threshold condition reads
βc = 1/ ln(z − 1). (24)
Setting z = 3, we have βc = 1/ ln 2 ≈ 1.4427. This value
defines the critical strength of nonlinearity that destroys
Anderson localization. For the β values smaller than this,
the localization persists, despite that the problem is non-
linear. When β ≥ 1/ ln 2, the localization is lost, and the
wave field spreads to infinity.
Our conclusion so far is that the loss of localization
is a threshold phenomenon, which requires the strength
of nonlinearity be above a certain level. In this respect,
the nonlinearity parameter β acquires the role of the de-
localization control parameter. The onset of unlimited
spreading is at βc = 1/ ln 2. This value is characteristic
of the DANSE model (1) with quadratic nonlinearity.
1. Random walk model
We now turn to predict the second moments for the
onset spreading. This task is essentially simplified if one
visualizes the transport as a random walk over a sys-
tem of dephased oscillators. For p → pc, this system is
self-similar, i.e., fractal. That means that dephased oscil-
lators form arbitrarily large clusters, each presenting the
same fractal geometry of the infinite percolation cluster
[35]. It is the infinite cluster that conducts unlimited
spreading of the wave function on a Bethe lattice. We
should stress that the fractal geometry of the clusters is
a consequence of the probabilistic character of dephasing.
In random walks on percolation systems one writes the
mean-square displacement from the origin as [35, 51]
〈(∆n)2(t)〉 ∝ t2/(2+θ), t→ +∞. (25)
θ is the index of anomalous diffusion, or the connectiv-
ity index, and accounts for the deviation from the usual
Fickian diffusion in fractal geometry. In a basic theory of
percolation [52] it is shown that θ ≥ 0 for p→ pc. That is,
the mean-square displacement in Eq. (25) grows slower-
than-linear with time. This slowing down of the trans-
port occurs as a result of long-time trappings and delays
of the diffusing particles in multiple tipping points and
dead-ends of the fractal. Thus, the diffusion is anoma-
lous, at contrast with homogeneous spaces; where by def-
inition θ ≡ 0. Another common way of writing Eq. (25)
is given by (e.g., Ref. [35])
〈(∆n)2(t)〉 ∝ tds/df , t→ +∞, (26)
where df is the Hausdorff dimension, which measures
the number of nodes that belong to a given cluster, and
ds = 2df/(2 + θ) is the fracton, or spectral, dimension,
which describes the density of states in fractal geometry
[53, 54]. It also appears in the probability of the random
walker to return to the origin (∝ t−ds/2) [55, 56]. The
key difference between the Hausdorff and the spectral
dimensions lies in the fact that df is a purely structural
characteristic of the fractal; whereas ds involves via θ the
dynamical properties, such as wave excitation, diffusion,
etc. Note that, because θ ≥ 0 for threshold percolation,
the spectral dimension is not larger than its Hausdorff
counterpart, i.e., ds ≤ df . The value of ds can conve-
niently be considered as the effective fractional number of
the degrees of freedom in fractal geometry [8, 55], since it
naturally substitutes the embedding (integer) dimension-
ality in respective diffusion [51, 56] and wave-propagation
[53, 54, 57] problems on fractals.
The two scaling laws above, Eqs. (25) and (26), apply
to any percolation system. For percolation on a Cayley
tree, also recognized as the mean-field percolation prob-
lem [50, 57], the following exact results hold [35, 58]:
θ = 4, df = 4, and ds = 4/3. One sees that
〈(∆n)2(t)〉 ∝ t1/3, t→ +∞. (27)
This is the desired scaling. By its derivation, subdiffusion
in Eq. (27) is asymptotic in the thermodynamic limit.
We proceed with a remark that the Hausdorff dimen-
sion being equal to df = 4 matches with the implication
of Eq. (8) where the coefficients Vk,m1,m2,m3 are supposed
to run over 4-dimensional subsets of the ambient Hilbert
space. Indeed it is the overlap integral of four Anderson
eigenmodes in Eq. (8), that decides the fractal dimension-
ality of subsets of phase space on which the transport of
the wave field occurs. When the nearest-neighbor rule is
applied, this overlap structure is singled out for dynam-
ics. Under the condition that the structure is critical, i.e.,
“at the edge” of permitting a path to infinity, the frac-
tal support for the transport is reduced to a percolation
cluster on the Bethe lattice. The latter is characterized,
along with the above value of the Hausdorff fractal di-
mension, by the very specific connectivity index, θ = 4.
The end result is α = 2/(2 + θ) = 1/3.
2. Non-Markovian diffusion equation
At contrast with Eq. (14), random walks on percola-
tion systems are described by a non-Markovian diffusion
equation with a powerlaw memory kernel [8, 20, 32]
∂
∂t
f(t,∆n) =
1
Γ(α)
∂
∂t
∫ t
0
Wα dt
′
(t− t′)1−α
∂2
∂(∆n)2
f(t′,∆n),
(28)
where α (0 < α < 1) determines the exponent of the pow-
erlaw (hence the memory decay rate); Wα collects param-
eters of the transport process; and we have chosen t = 0
as the beginning of the system’s time evolution. We asso-
ciate the Laplace convolution in Eq. (28) with long-time
8correlated dynamics near separatrix. The differintegra-
tion on the right-hand side has the analytical structure
[59, 60] of fractional time the so-called Riemann-Liouville
fractional derivative, ∂1−α/∂t1−α,
W−1α
∂
∂t
f(t,∆n) =
∂1−α
∂t1−α
∂2
∂(∆n)2
f(t,∆n). (29)
In writing diffusion Eq. (28) we have adopted results
of Refs. [32, 33] to random walks on a single cluster.
The fractional order of time differentiation in Eq. (29)
is determined by the connectivity index through 1−α =
θ/(2+θ) and is exactly zero for θ = 0. Then the fractional
Riemann-Liouville derivative of zero order is unity opera-
tor, implying that no fractional properties come into play
for homogeneous spaces. Equation (28) when account is
taken for the initial value problem can be rephrased [32]
in terms of the Caputo fractional derivative [59, 60] which
shows a better behavior under transformations. Taking
moments of the fractional diffusion equation (29) leads
to the dispersion law in Eq. (25), with α = 2/(2 + θ).
Setting θ = 4, one also sees that the critical spreading
requires fractional Riemann-Liouville operator of order
θ/(2+θ) = 2/3 for α = 1/3. This behavior is asymptotic.
The net result is that the diffusion process at criticality
is essentially non-Markovian with powerlaw correlations.
The non-Markovianity is introduced geometrically via
the complexity features (contained in the non-zero θ
value) of the infinite percolation cluster. Equation (29)
shows that the critical spreading is a matter of fractional
(or “strange”) kinetics [25, 61], consistently with the im-
plication of pseudochaotic behavior [8, 24, 29]. Indeed
equations built on fractional derivatives offer an elegant
and powerful tool to describe anomalous transport in
complex systems [24, 25]. There is an insightful con-
nection with a generalized master equation formalism
along with a mathematically convenient way for calcu-
lating transport moments as well as solving initial and
boundary value problems [25, 62].
The fundamental solution of the fractional Eq. (29)
is evidenced in Table 1 of Ref. [62]. It shares non-
Gaussianity with Green’s function in Eq. (15), being in
the rest analytically very different.
A statistical analysis of subdiffusion in the nonlinear
Schro¨dinger equation with disorder by means of frac-
tional diffusion equation (29) has been also suggested in
Ref. [63]. The idea was that nonlinearity-induced overlap
between components of the wave field introduces a distri-
bution of waiting times to the hopping motion, making
it possible to utilize the scheme of continuous time ran-
dom walks [25, 64]. In the above next-neighbor picture
of the transport we have not as a matter of fact assumed
any heavy-tailed distribution of this sort. Indeed, in our
model, the random walker is supposed to take one unit
step along the cluster as soon as one unit time is elapsed.
Even so, with the recognition that dead-ends and other
complexity elements of the fractal act as to delay the
diffusing particle at all scales (e.g., Refs. [35, 57]), the
critical spreading of the wave field when modeled on a
regular lattice can be thought of as corresponding with
the effective waiting time distribution, χeff(∆t),
χeff(∆t) ∝ (1 + ∆t)−(4+θ)/(2+θ) ∝ (1 + ∆t)−4/3, (30)
thus sustaining the Riemann-Liouville derivative in the
fractional diffusion equation (29). Equation (30) trans-
lates the spatial complexity properties of the fractal
structure at percolation into the corresponding waiting-
time statistical properties. It is noticed that the frac-
tional diffusion equation in Eq. (29) is “born” within the
exact mathematical framework of nonlinear Schro¨dinger
equation with usual time differentiation. Indeed, no ad
hoc introduction of fractional time differentiation in the
dynamic Eq. (1) has been assumed to obtain this sub-
diffusion. It is, in fact, the interplay between nonlin-
earity and randomness, which leads to a non-Markovian
transport of the wave function at criticality, and to a
time-fractional kinetic equation in the end.
III. ARBITRARY POWER NONLINEARITY
The considerations above can be extended, so that they
include a generalized DANSE model with arbitrary power
nonlinearity, i.e.,
ih¯
∂ψn
∂t
= HˆLψn + β|ψn|2sψn, (31)
where s (s > 0) is a real number. We define the power
2s of the modulus of the wave field as the power s of the
probability density, i.e.,
|ψn|2s ≡ [ψnψ∗n]s . (32)
Then in the basis of linearly localized modes we can write,
with the use of ψn =
∑
m σmφn,m,
|ψn|2s =
[ ∑
m1,m2
σm1σ
∗
m2φn,m1φ
∗
n,m2
]s
. (33)
It is convenient to consider the expression on the right-
hand side as a functional map
Fˆs : {φn,m} →
[ ∑
m1,m2
σm1σ
∗
m2φn,m1φ
∗
n,m2
]s
(34)
from the vector field {φn,m} into the scalar field |ψn|2s.
It is noticed that the map in Eq. (34) is positive definite,
and that it contains a self-similarity character in it, such
that by stretching the basis vectors (by a stretch factor λ)
the value of Fˆs is just renormalized (multiplied by |λ|2s).
We have, accordingly,
Fˆs{λφn,m} = |λ|2sFˆs{φn,m}. (35)
Consider expanding the powerlaw on the right-hand side
of Eq. (33). If s is a positive integer, then a regular ex-
pansion can be obtained as a sum over s pairs of indices
9(m1,1,m1,2) . . . (ms,1,ms,2). The result is a homogeneous
polynomial, an s-quadratic form [65]. In contrast, for
fractional s, a simple procedure does not exist. Even
so, with the aid of Eq. (35), one might circumvent the
problem by proposing that the expansion goes as a ho-
mogeneous polynomial whose nonzero terms all have the
same degree 2s. “Homogeneous” means that every term
in the series is in some sense representative of the whole.
Then one does not really need to obtain a complete ex-
pansion of Fˆs in order to predict dynamical laws for the
transport, since it will be sufficient to consider a certain
collection of terms which by themselves completely char-
acterize the algebraic structure of Fˆs as a consequence
of the homogeneity property. We dub this collection of
terms the backbone, and we define it through the homo-
geneous map
Fˆ′s : {φn,m} →
∑
m1,m2
σsm1σ
∗s
m2φ
s
n,m1φ
∗s
n,m2 . (36)
In what follows, we consider the backbone as representing
the algebraic structure of Fˆs in the sense of Eq. (35). So,
for fractional s, our analyses will be based on a reduced
model which is obtained by replacing the original map Fˆs
by the backbone map Fˆ′s. The claim is that the reduc-
tion Fˆs → Fˆ′s does not really alter the scaling exponents
behind the wave-spreading, since the algebraic structure
of the original map is there anyway. Note that Fˆs and Fˆ
′
s
both have the same degree 2s, which is the sum of the ex-
ponents of the variables that appear in their terms. Note,
also, that the original map coincides with its backbone in
the limit s→ 1. This property illustrates the significance
of the quadratic nonlinearity vs. arbitrary power nonlin-
earity. Turning to DANSE (31), if we now substitute the
original power nonlinearity with the backbone map, in
the orthogonal basis of the Anderson eigenstates we find,
with h¯ = 1,
iσ˙k − ωkσk = β
∑
m1,m2,m3
Vk,m1,m2,m3σ
s
m1σ
∗s
m2σm3 , (37)
where
Vk,m1,m2,m3 =
∑
n
φ∗n,kφ
s
n,m1φ
∗s
n,m2φn,m3 (38)
are complex coefficients characterizing the overlap struc-
ture of the nonlinear field, and we have reintroduced
the eigenvalues of the linear problem, ωk, satisfying
HˆLφn,k = ωkφn,k. Although obvious, it should be em-
phasized that the use of the backbone map Fˆ′s in place
of the original map Fˆs preserves the Hamiltonian char-
acter of the dynamics, but with a different interaction
Hamiltonian, Hˆint,
Hˆint =
β
1 + s
∑
k,m1,m2,m3
Vk,m1,m2,m3σ
∗
kσ
s
m1σ
∗s
m2σm3 (39)
extending its quadratic counterpart in Eq. (10) to s 6= 1.
Note that Hˆint includes self-ineractions through the di-
agonal elements Vk,k,k,k. Another important point worth
noting is that the strength of the interaction vanishes in
the limit s→∞ (as ∼ 1/s). Therefore, keeping the β pa-
rameter finite, and letting s→∞, one generates a regime
where the nonlinear field is asymptotically localized. One
sees that high-power nonlinearities act as to reinstall the
Anderson localization. We shall confirm this by the di-
rect calculation of respective transport exponents. Equa-
tions (37) define a system of coupled nonlinear oscillators
with a parametric dependence on s. Similarly to the
DANSE model with quadratic power nonlinearity, each
nonlinear oscillator with the Hamiltonian
hˆk = ωkσ
∗
kσk +
β
1 + s
Vk,k,k,kσ
∗
kσ
s
kσ
∗s
k σk (40)
and the equation of motion
iσ˙k − ωkσk − βVk,k,k,kσskσ∗sk σk = 0 (41)
represents one nonlinear eigenstate in the system − iden-
tified by its wave number k, unperturbed frequency ωk,
and nonlinear frequency shift ∆ωk = βVk,k,k,kσ
s
kσ
∗s
k . We
reiterate that non-diagonal elements Vk,m1,m2,m3 charac-
terize couplings between each four eigenstates with wave
numbers k, m1, m2, and m3. The comprehension of
Hamiltonian character of the dynamics paves the way
for a consistency analysis of the various transport scenar-
ios behind the Anderson localization problem (with the
topology of resonance overlap taken into account) [20].
To this end, the transport problem for the wave function
becomes essentially a topological problem in phase space.
With these implications in mind, we consider separately
the chaotic and the pseudochaotic cases, regarded as the
essential key elements to the dynamics.
A. Absence of transport for subquadratic
nonlinearity
Focusing on the s-dependence of the nonlinear term,
we note that only values corresponding to the quadratic
and superquadratic nonlinearities, i.e., s ≥ 1, can cause
the wave field to spread. So, there is a threshold power
nonlinearity, the quadratic dependence with s = 1, to
enable transport of the wave field. No spreading pro-
cess is to be expected for s a fraction between 0 and 1.
This follows from the topology of the nonlinear terms
in Eq. (37). In fact, when represented geometrically by
drawing a graph in wave number space, the terms raised
to the power s will correspond to Cantor sets. Their
dimensionality (Hausdorff or box-counting) is fractional,
and is given by the value of s (0 < s < 1). A bond being
a Cantor set implies that it is disconnected, so that it
cannot transmit interactions. There will be exactly two
such bonds at each node: generated respectively by the
terms σsm1 and σ
∗s
m2 . The remaining bond, the one in-
troduced by the term σm3 , is connected, and is available
for the dynamics. Even so, it will be the only connected
bond here, as dictated by the topology of the nonlinearity
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FIG. 2: Mapping Eqs. (37) on a graph in wave number
space. Each node with the coordinate k represents a non-
linear oscillator with the equation of motion iσ˙k − ωkσk −
βVk,k,k,kσ
s
kσ
∗s
k σk = 0. The terms raised to the power s, with
0 < s < 1, generate disconnected bonds. These are Cantor
sets with the Hausdorff dimensionality s. The disconnected
bonds are plotted as dashed lines, also distinguished by their
blue color. There are exactly three bonds at each node: one
connected bond, which corresponds to the amplitude σm3 ;
and two disconnected bonds, corresponding to respectively
the amplitudes σsm1 and σ
∗s
m2 . One sees that the average con-
centration of the connected bonds is equal to 1/3. This is
smaller that the percolation threshold, pc = 1/2, on a Cay-
ley tree with the coordination number z = 3. Thus, there is
no a connected structure, already from the outset, to host a
transport of the wave field. As a result, the nonlinear field is
Anderson localized similarly to the linear case. Note that we
do not assume next-neighbor couplings here, so that lengths
of the bonds vary.
(see Fig. 2), hence it cannot transmit the interactions fur-
ther. The average concentration of the connected bonds
appears in the proportion 1 : 3 (one connected bond out
of three at every node). One sees that it goes below the
bond percolation threshold, pc = 1/2, for a Cayley tree
with the coordination number z = 3. The latter is given
by pc = 1/(z − 1) for both site and bond percolation
problems [50]. Thus, there is no a connected structure,
already from the outset, to host a transport of the wave
field.
The net result is that the field is Anderson localized,
similarly to the linear case. This localized state will sur-
vive any strength of nonlinearity, contained in the pa-
rameter β.
Another way to obtain this result is to notice that,
with the disconnected bonds left out of the lattice, the
interaction problem defined by Eq. (37) is effectively a
linear problem in that it would involve only one term on
the right-hand side, σm3 , which is not coupled with any
other term to a chain. Then the main impact the inter-
actions will have onto the dynamics is to generate a shift
to the on-site energies εn, not to drive a field-spreading.
All in all, a power nonlinearity with 0 < s < 1 proves
to be too weak to make it with randomness, so that the
phenomena of Anderson localization will be characteris-
tic of the nonlinear field, regardless of the β value. As
a consequence, there is no a localization-delocalization
transition here, nor any signature of critical behavior.
In subsections B−D below we shall assume that the s
value is at least not smaller than 1, i.e., s ≥ 1. We shall
revise this assumption in subsection E, where a DANSE
model with modified nonlinearity is considered.
B. Chaotic case
The main idea here is to consider Eqs. (37) as Langevin
equations, with the nonlinear term on the right-hand side
thought as a driving noise term (Gaussian or other).
1. Gaussian noise term and the diffusion limit
If the couplings are random, an assumption readily jus-
tifiable [18] for the Anderson problem, and they corre-
spond to situations applicable for the central limit the-
orem, then the noise term can be taken as a Gaussian
white noise in the limit t→ +∞. As a consequence, the
behavior is of the diffusion type. The scaling of the dif-
fusion coefficient is obtained as the intensity of the noise,
yielding
Ds ∝
∣∣∣∣∣ ∑
m1,m2,m3
Vk,m1,m2,m3σ
s
m1σ
∗s
m2σm3
∣∣∣∣∣
2
. (42)
One sees that Ds ∝ |σn|2(2s+1). Using here that the
conservation of the probability requires |σn|2 ∼ 1/∆n,
we have Ds ∝ 1/(∆n)2s+1, leading to a range-dependent
diffusion equation [cf. Eq. (14)]
∂
∂t
f(t,∆n) =
∂
∂∆n
[
Ws
1
(∆n)2s+1
∂
∂∆n
f(t,∆n)
]
, (43)
where all dimensional parameters have been absorbed
into the definition of Ws. The fundamental solution or
Green’s function of Eq. (43) is given by
f(t,∆n) =
(2s+ 3)/Γ [1/(2s+ 3)]
[Ws(2s+ 3)2t]
1/(2s+3)
exp
[
− (∆n)
2s+3
Ws(2s+ 3)2t
]
,
(44)
from which a powerlaw growth of the second moments
〈(∆n)2(t)〉 = Γ [3/(2s+ 3)]
Γ [1/(2s+ 3)]
[
Ws(2s+ 3)
2t
]2/(2s+3)
,
(45)
can be deduced for t→ +∞. In the above we have used
the natural normalization
∫∞
0
f(t,∆n)d∆n = 1. The end
result is that 〈(∆n)2(t)〉 ∝ t2/(2s+3) generalizing the 2/5
behavior to s > 1. When s→∞, the transport exponent
vanishes (as ∼ 1/s), consistently with the vanishing of
Hˆint. So, the asymptotic (s→∞) behavior corresponds
with the Anderson localization taking place, as expected.
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2. Going with the Le´vy flights: Local transport revisited
We should stress that the diffusive picture of the wave-
spreading is based on the assumption of Gaussianity of
the driving noise process, which, in its turn, relies on the
central limit theorem. Indeed the “central limit theorem”
of the theory of the probability states that, under certain
rather weak conditions, the probability distribution of a
sum of random variables is Gaussian (or normal) [36].
Even so, the property of Gaussianity is not at all trivial,
and it does not always hold true; one example of this is
a setting where the couplings are random, but the dis-
tribution of coupling strengths is devoid of second and
higher moments, a situation applicable for the general-
ized central limit theorem and Le´vy (stable) processes
[37, 66].
A Le´vy statistical case can occur naturally via back-
reaction of the wave process on the oscillatory medium
posing long-range spatial correlations through dynamics
[8, 40]. At this point, the assumption that the nonlin-
ear term in Eqs. (37) is taken as a Gaussian white noise
can be relaxed. Then a suitable model here will consider
Eqs. (37) as Langevin equations with the driving noise
term of the Le´vy type. We take this to be a white Le´vy
noise with Le´vy index 2µ (0 < 2µ ≤ 2). By white Le´vy
noise we mean a stationary random process, such that the
corresponding motion process, i.e., the time integral of
the noise, is a symmetric µ-stable Le´vy process with sta-
tionary independent increments and stretched Gaussian
(or stretched exponential, for 0 < 2µ < 1) characteristic
function [37, 66]. As is well known, the motion process
satisfying these criteria is characterized by a broad dis-
tribution of jump lengths and is conventionally referred
to as “Le´vy flights” [25, 26, 62]. Note that the intro-
duction of Le´vy flights in wave number space does not
violate physical principles, in contrast to dealing with
massive particles in real space, where physics implies a
finite velocity of propagation.
A peculiar feature of Le´vy processes arising in the
nonlinear Anderson problem is range-dependence of the
noise. This is associated with the nonlinear interaction
between the components of the wave field and is mani-
fest in the scaling behavior Ds ∝ 1/(∆n)2s+1 of the diffu-
sion coefficient. In Le´vy statistics, one accommodates the
nonhomogeneous transport by assuming that the terms
determining the jump length |∆n − ∆n′| separate from
the spatial asymmetry due to Ds ∝ 1/(∆n)2s+1, imply-
ing that the intensity of the Le´vy noise is calculated at the
arrival site ∆n and not at the departure site ∆n′. Tech-
nically, the separation of terms is implemented based on
the generic functional form [26, 67] of the transfer kernel,
using the Heaviside step function to ascribe the depen-
dence on the jump length. With these implications in
mind, one obtains the following Le´vy-fractional diffusion
equation for the probability density, f = f(t,∆n):
∂
∂t
f(t,∆n) =
∂2µ
∂|∆n|2µ
[
W (µ)s
1
(∆n)2s+1
f(t,∆n)
]
. (46)
The symbol ∂2µ/∂|∆n|2µ represents fractional differenti-
ation along the coordinate ∆n and is defined through
∂2µ
∂|∆n|2µΦ(t,∆n) =
1
Γµ
∂2
∂(∆n)2
∫ +∞
−∞
Φ(t,∆n′)
|∆n−∆n′|2µ−1 d∆n
′
(47)
for 1 < 2µ ≤ 2, with Γµ = −2 cos(piµ)Γ(2−2µ); and sim-
ilarly for 0 < 2µ < 1 [26, 60]. The two-sided improper in-
tegral is understood as the sum
∫∆n
−∞+
∫ +∞
∆n
. In the above
Φ(t,∆n) belongs to the class of differintegrable functions
[25, 68], which can be expanded into a power series with
an algebraic leading term. One sees that ∂2µ/∂|∆n|2µ
is an integro-differential operator, which has the analyti-
cal structure of ordinary space differentiation acting on a
Fourier convolution of the function Φ(t,∆n) with a pow-
erlaw. It interpolates between a pure derivative and a
pure integral, and is often referred to as the fractional
Riesz operator. By its definition, the Riesz operator can
conveniently be considered as a normalized sum of left
and right Riemann-Liouville derivatives on the infinite
axis [25, 69]. It is this operator, which incorporates the
nonlocal properties of the transport. In the Gaussian
limit 2µ = 2, the Riesz operator reduces to the conven-
tional Laplacian, so that local behavior is reproduced.
Further Ds ∝ 1/(∆n)2s+1 allows for non-homogeneous
transport and absorbs in a single scaling dependence the
radial decay of the driving noise term. To this end, frac-
tional diffusion equation (46) represents a competition
between nonlocality (contained in the Riesz derivative
and the fractional exponent 0 < 2µ < 2) and nonhomo-
geneity of the transport (contained in the power 2s).
Le´vy-fractional equations of the diffusion and Fokker-
Planck type including nonhomogeneous ventures have
been explored for a large variety of systems and of physi-
cal conditions (e.g., Refs. [26, 41, 67, 70–72]; reviewed in
Refs. [24, 25, 60, 62]). Note that the fractional diffusion
equation (46) is Markovian, in contrast to Eq. (28) dis-
cussed above, and that it involves nonlocal differentiation
over the space, rather than the time, variable, consis-
tently with the chaotic property of the dynamics. Math-
ematically, nonlocal equations with range-dependent dif-
fusion coefficient have been considered in Ref. [73], where
one can also find their solutions in terms of the Fox H-
function. Even so, the basic physics significance of these
equations has not been unveiled. Here, we propose that
the range-dependence occurs naturally as a consequence
of nonlinear interaction between the components of the
wave field and is governed by the power nonlinearity gen-
erating DANSE. This competition between nonlocality
and nonhomogeneity is the defining feature of the pro-
posed transport model. The scaling of the second mo-
ments is given by
〈(∆n)2(t)〉 ∝ t2/(2µ+2s+1), t→ +∞. (48)
Setting µ = 1, one recovers the local behavior in Eq. (45)
above. Because of the strong range-dependence, con-
tained in Ds ∝ 1/(∆n)2s+1, the transport is subdiffusive
for all 0 < µ ≤ 1 despite that the dynamics are nonlocal;
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an apparent challenge to the classical vision of the Le´vy
motion as a paradigmatic model [25, 26] of superdiffusion.
Thus, nonhomogeneity, posed by the nonlinear interac-
tion, effectively slows down the nonlocal transport. On
the other hand, nonlocal behavior acts as to significantly
enhance the field-spreading on Le´vy flights when com-
pared to local transport case. We consider these nonlocal
transport regimes “anomalous,” just to address a natural
analogue here with the issue of anomalous transport in
plasmas and fluids [24, 40, 55].
There is an upper bound on anomalous spreading in
nonlinear Schro¨dinger models, and this corresponds to a
setting with µ→ 0 and s→ 1. The former limit, µ→ 0,
constitutes one important condition on stability of the
Le´vy motion [37]. The latter limit, s → 1, merely says
that the nonlinearity is quadratic. Then from the general
scaling law in Eq. (48) one obtains
〈(∆n)2(t)〉 ∝ t2/3, t→ +∞. (49)
Equation (49) presents an upper bound on the rate of
nonlocal field-spreading in nonlinear Schro¨dinger models
with superquadratic power nonlinearity (s ≥ 1).
C. Pseudochaotic case
The “edge” character of pseudochaotic behavior cor-
responds to infinite chains of next-neighbor interactions
with a minimized number of links at every step. For the
reasons of symmetry, when summing on the right-hand
side of Eq. (37), the only combinations of terms to be
taken into account, apart from the self-interaction term
σskσ
∗s
k σk, are, essentially, σ
s
k−1σ
∗s
k σk+1 and σ
s
k+1σ
∗s
k σk−1.
These terms will come with respective interaction ampli-
tudes Vk,k,k,k, Vk,k−1,k,k+1, and Vk,k+1,k,k−1, which we
shall denote simply by Vk, V
−
k , and V
+
k . Then on the
right-hand side (r.h.s.) of Eq. (37) we have
r.h.s. = βVkσ
s
kσ
∗s
k σk + β
∑
±
V ±k σ
s
k±1σ
∗s
k σk∓1. (50)
The interaction Hamiltonian in Eq. (39) becomes
Hˆint =
β
1 + s
∑
k
[
Vkσ
∗
kσ
s
kσ
∗s
k σk +
∑
±
V ±k σ
∗
kσ
s
k±1σ
∗s
k σk∓1
]
(51)
generalizing its partial (i.e., s = 1) case in Eq. (18) to
arbitrary real power s ≥ 1. Assuming that the exponent
s is confined between two integer numbers, i.e., j ≤ s <
j+ 1, in the next-neighbor interaction term we can write
Hˆ ′int =
β
1 + s
∑
k
∑
±
V ±k
[
σ∗kσ
j
k±1σ
∗j
k σk∓1
]
σs−jk±1σ
∗s−j
k ,
(52)
where the prime symbol indicates that we have extracted
the self-interactions. When drawn on a graph in wave-
number space, the terms raised to the power s−j will cor-
respond to disconnected bonds, thought as Cantor sets
with the fractal dimensionality 0 ≤ s − j < 1. Hence,
they will not contribute to field-spreading. These terms,
therefore, can be cut off from the interaction Hamilto-
nian, suggesting that only those terms raised to the inte-
ger power, j, should be considered. We have, accordingly,
Hˆ ′int →
β
1 + s
∑
k
∑
±
V ±k σ
∗
kσ
j
k±1σ
∗j
k σk∓1. (53)
This is the desired result. Equation (53) defines the ef-
fective reduced interaction Hamiltonian in the parameter
range of pseudochaotic dynamics for j ≤ s < j + 1.
Focusing on the transport problem for the wave field,
because the interactions are next-neighbor-like, it is con-
venient to project the system of coupled dynamical equa-
tions (50) on a Cayley tree, such that each node with the
coordinate k represents a nonlinear eigenstate, or non-
linear oscillator with the equation of motion (41); the
outgoing bonds represent the complex amplitudes σk±1
and σk∓1; and the ingoing bonds, which involve com-
plex conjugation, represent the complex amplitudes σ∗k.
To make it with the amplitudes σ∗k when raised to the
algebraic power s one needs for each node a fractional
number s of the ingoing bonds. Confining the s value
between two nearest integer numbers, j ≤ s < j + 1, we
carry on with j connected bonds, which we charge to re-
ceive the interactions, and one disconnected bond, which
corresponds to a Cantor set with the fractal dimension-
ality s−j, and which cannot transmit the waves. At this
point we cut this bond off the tree. A similar procedure
applied to the amplitudes σk±1, coming up in the alge-
braic power s, generates j outgoing bonds, leaving one
disconnected bond behind. Lastly, the remaining am-
plitude σk∓1, which does not involve a nonlinear power,
contributes with one outgoing bond for each combina-
tion of the indexes. One sees that the mapping requires
a Cayley tree with the coordination number z = 2j + 1.
The percolation problem on such a tree [50] leads to a
well-defined threshold at pc = 1/(z − 1) = 1/2j. We
note in passing that a Cayley tree with z = 3 consti-
tutes the highest threshold for percolation. Generally,
the threshold decays with the order of nonlinearity as
∼ 1/s, so that the asymptotic behavior, with s → ∞, is
not thresholded.
1. Nonlinear feedback dynamics: Site occupancy decays
while spreading
At a first glance, the problem of arbitrary power non-
linearity, with s > 1, is similar to the quadratic power
case. It is assumed that each nonlinear oscillator, i.e.,
each node of the Cayley tree, can be in a dephased state
with the probability p and in a regular state with the
probability 1 − p, and that the distribution of dephased
and regular states is essentially random. The actual dy-
namical state for each oscillator is decided by Chirikov’s
resonance-overlap conditions [23, 28, 45] whose matching
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or not matching on a given node k is taken to be a matter
of the probability in the limit kmax →∞. With these im-
plications in mind, a model for pseudochaotic transport
is obtained as a random walk model on connected clus-
ters of dephased oscillators [20]. Therefore, it is tempt-
ing to look for a localization-delocalization transition as
a percolation transition at p = pc, then translate the per-
colation threshold into a critical value of β, and finally
obtain a subdiffusive spreading of the wave function near
criticality. Even so, this promising program fails at some
point, as soon as the parameter s is larger than 1. The
main reason for this is that the nonlinear frequency shift,
∆ωk = βVk,k,k,kσ
s
kσ
∗s
k , is not anymore proportional with
the distance between the resonances, so that the proba-
bility of site occupancy appears to depend on the number
of states. Mathematically, to address the statistical sig-
nificance of the percolation probability, it is convenient
to consider the nonlinear frequency shift after averaging
over all nodes. We have, with Vk = Vk,k,k,k,
∆ωNL =
β
∆n
∆n∑
k=1
Vkσ
s
kσ
∗s
k , (54)
leading, when account is taken for the conservation of the
probability, to a simple scaling relation
∆ωNL ∼ β〈Vk〉|σn|2s ∼ β〈Vk〉/(∆n)s, (55)
where angle brackets denote system average. Similarly to
the quadratic power case, with s = 1, we consider ∆ωNL
as the effective “temperature” of nonlinear interaction.
We note in passing that ∆ωNL being inversely propor-
tional with (∆n)s implies that the field is “cooling off”
while spreading, as it should. In this regard, the exponent
s characterizes the thermodynamics of the field expan-
sion. Indeed one sees that Eq. (55) is nothing else than
the thermodynamic equation of state, where ∆n stands
for volume, and s stands for the adiabatic exponent. In a
basic thermodynamics of ideal gases [74] one writes this
exponent as s = 1 + 2/κ, where κ is the number of de-
grees of freedom of a molecule, so that for for instance
a monoatomic gas, with three degrees of freedom, κ = 3
and s = 5/3. The adiabatic character means that there
is no heat and energy exchange with the exterior. In
this regard, the interpretation of the exponent s as “adi-
abatic” parameter finds a parallel in the two conserved
quantities of the DANSE model the Hamiltonian, Hˆ, and
the total probability,
∫ |ψn|2d∆n. One sees that the ex-
ponent s being larger than 1 has a strong thermodynamic
background, and that the quadratic nonlinearity, identi-
fied as s = 1, is, in fact, very special as it holds only as a
limit κ → ∞. When one notices that the characteristic
distance between frequencies of excited modes is inversely
proportional with the volume, i.e, δω ∼ 1/∆n, one ob-
tains the probability of site occupancy as the Boltzmann
factor, cf. Eq. (20),
p = exp(−δω/∆ωNL) = exp
[−(∆n)s−1/β〈Vk〉] , (56)
where the scaling in Eq. (55) has been applied. So it
is found for s 6= 1 that the Boltzmann factor p depends
on the number of occupied states; a remarkable property,
which does not find analogues in the quadratic nonlinear-
ity case. For s > 1, the Boltzmann factor p is a decreasing
function of ∆n; that is, d∆n/dt > 0 implies dp/dt < 0.
We expect this behavior to have an important impact
onto the dynamics. Indeed it is due to the oscillators
in dephased state to transmit the wave function between
the next-neighbor nodes; so their decaying concentration
does not mean other than a progressing deterioration of
the transport. In a sense, the spreading process with
s > 1 has feedback on the dynamical state of the lattice,
so that the expansion of the wave field is self-controlling.
Another way of putting this is to say that there is an
“aging” through the spreading process. In the thermo-
dynamic limit ∆n → ∞, the probability p vanishes, i.e.,
p → 0. That means that all oscillators are in regular
state, where no transport is possible. Hence, there is a
transition to regularity through pseudochaotic feedback
dynamics, that blocks spreading beyond a certain limit.
This transition to regularity occurs exactly at the per-
colation point, p = pc. Thus, the asymptotic state of the
wave field is a quiescent state at the border of regular
behavior. No further expansion is allowed based on the
next-neighbor rule, reflecting the lack of connectedness
in the parameter range p < pc.
2. Field-spreading on finite clusters
Even so, the field can spread to finite domains of wave
number space until the p factor reaches its critical value
pc from above. One sees that there is a maximal num-
ber of states the field can occupy before the spreading is
damped by the ∆n-dependence. This maximal number
of states is readily obtained from Eq. (56) by allowing
p→ pc. So one gets, with pc = 1/2j,
∆nmax = [−β〈Vk〉 ln pc]1/(s−1) = [β〈Vk〉 ln 2j]1/(s−1) .
(57)
The existence of an upper bound on ∆n implies that the
processes of field-spreading are confined to finite clusters
in wave number space. This excludes the possibility of
unlimited spreading by pseudochaotic dynamics in the
parameter range of superquadratic nonlinearity. If one
introduces the entropy, S = S(p),
S(p) = ln ∆n(p) =
1
s− 1 ln [−β〈Vk〉 ln p] , (58)
one obtains for spreading with feedback
d
dt
S(p) =
1
s− 1
d
dt
ln ln p =
1
s− 1
1
p ln p
dp
dt
≥ 0, (59)
where use has been made of the general conditions s > 1
and dp/dt ≤ 0. We consider the condition in Eq. (59)
as the analog Boltzmann’s H-theorem for pseudochaotic
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spreading. Note that the entropy S(p) is maximized at
the percolation threshold, yielding
S(p)max = S(pc) =
1
s− 1 ln [β〈Vk〉 ln 2j] . (60)
Clearly, the entropy S(p)max → +∞ for s → 1. We
reiterate that the quadratic nonlinearity is a very spe-
cial case in that it is the only case when the p factor
does not involve a dependence on ∆n, permitting unlim-
ited spreading without a feedback. It is understood that
the spreading over finite domains corresponds with the
second moments growing slower than a powerlaw in the
limit t → +∞. As no asymptotic spreading occurs for
∆n→∞, transport equations of the Fokker-Planck type
are not well-defined here.
Even so, the typical signatures of anomalous diffusion
on fractals and of powerlaw behavior of the moments
might be conceived for short times based on random walk
approach, using the general dispersion law in Eq. (25)
and an effective connectivity index, θeff . The power non-
linearity in Eq. (31) implies that the connectivity value
is a multiplicative function of s. Also one expects this
function to naturally reproduce the known mean-field re-
sult θ = 4 for threshold percolation on Bethe lattices in
the limit s → 1. Then the obvious dependence satisfy-
ing these criteria is θeff = 4s, where s ≥ 1. For integer
and half-integer s, this dependence can alternatively be
derived based on combinatorical arguments, using a tri-
angulation procedure in an Euclidean mapping space and
the notion of one-bond-connected polyhedron [75]. So re-
stricting ourselves to times for which the random walker
moves only on self-similar scales in the functional Hilbert
space, we write, with ∆nmax  1,
〈(∆n)2(t)〉 ∝ t1/(2s+1), 1 t (∆nmax)2(2s+1), (61)
from which the scaling dependence in Eq. (27) can be de-
duced for quadratic nonlinearity, yielding α = 1/3. One
thus predicts that the transition to regularity occurs at
time treg ∼ (∆nmax)2(2s+1) after the initially localized
wave packet has been released. Concerning Eq. (61), one
sees that the power nonlinearity amplifies the complexity
properties of the fractal, such as connectivity, dead-ends,
etc. [35, 57]; which act as to slow down the transport
on “anomalous” length scales associated with the self-
similar geometry of the clusters. This field-spreading on
finite clusters has been already discussed [63, 76] based
on computer simulation results, using one-dimensional
disordered Klein-Gordon chains with tunable nonlinear-
ity. It is noticed that the exponent of the powerlaw,
α = 1/(2s+1), vanishes in the limit s→∞, conformally
with the previous considerations.
The net result of the discussion above consists in the
following. When s 6= 1, there is a feedback of the spread-
ing process on the phase space of the system. For s > 1,
the operation of this feedback is such, that the concentra-
tion of dephased oscillators decays while spreading. Then
there is a transition to regular (KAM regime) behavior,
which blocks pseudochaotic spreading exactly at the per-
colation point, p = pc. The asymptotic state of the field is
a quiescent state at the border of regularity, characterized
by the presence of finite clusters of dephased oscillators.
Note that ∆n = ∆n(t) measures the number of actu-
ally excited modes across the wave field and is also related
to the initial condition that the wave packet is initially
localized. On the contrary, the p factor assesses the likeli-
hood whether a newly involved mode is born in regular or
dephased state. In fact, the feedback dynamics dictates
that the probability-per-site to be born in a dephased
state diminishes with time (for s > 1). In this regard,
the condition for critical behavior in the Hilbert state,
i.e., p→ pc, does not guarantee that the field has spread
to infinity; it merely prescribes a suitable connected pat-
tern of dephased oscillators controlling the rate of the
excitation of the field-modes. Also the Boltzmann factor
in Eq. (56) shows that there is always a critical strength
of the nonlinearity parameter, above which the transport
is fully chaotic (hence unlimited for t→ +∞), i.e.,
βc = − (∆n)
s−1
〈Vk〉 ln pc . (62)
Even so, this critical strength is dynamic in general, as it
involves a dependence on the number of already occupied
states. Hence, a “universal” critical strength of nonlinear
interaction, separating the chaotic and the regular behav-
iors, only exists for quadratic nonlinearity, with s = 1;
where it is expressible in terms of the percolation thresh-
old according to pc = exp(−1/βc); and is dynamically
evolving through the spreading process otherwise as a
function of the number of states ∆n = ∆n(t). In this re-
gard, the β value determines the running concentration
of dephased oscillators in the Hilbert mapping space as
a function of the running ∆n(t) value; but not really the
fact that the field does or does not spread to infinity in
wave number space.
3. Self-organized criticality in Hilbert space
When considered on a Bethe lattice, a spreading pro-
cess with s > 1 is associated with a decaying concentra-
tion of dephased oscillators, which, in its turn, is con-
trolled by a dynamically induced nonlinear twist with
the number of already occupied states ∆n. An initially
homogeneous distribution, which fills the lattice, will
change as time progresses in a highly structured, very in-
termittent distribution near the percolation point, as the
lattice order parameter p is progressively lost through the
spreading. One sees that the phase space of the DANSE
model (31) is a dynamic medium, which evolves via the
next-neighbor readjustments in a marginally connected
(i.e., critical percolation) state, beyond which a contin-
ued readjustment is not allowed by the lack of connected-
ness. So, marginal connectedness attracts the nonlinear
feedback dynamics. This, together with the fact that the
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entropy in Eq. (58) increases with the decreasing p, im-
plies that the operation of feedback automatically (with-
out tuning of parameters) brings the system in a state of
critical percolation on the infinite Cayley tree and that
the critical state is robust against variation of parame-
ters. We consider this process as an evolutionary process
in the Hilbert space generating via the self-organization
an attracting critical point at p = pc. This behavior bears
signatures, enabling to associate it with the phenomena
of self-organized criticality (SOC) − with that peculiar
element that the SOC processes, which we discuss, op-
erate in the functional mapping space, characterized by
the inner product in Eq. (4).
The self-organized nature of the criticality stems from
the fact that the spreading process with s 6= 1 has feed-
back on the distribution of dephased oscillators in the
Hilbert mapping space, providing a back-reaction on the
structure on which the transport processes concentrate.
We note in passing that the theoretical concept of SOC
has been initially applied by Bak et al. [9] to explain
fractals and the 1/f noise, and has been generalized to
nonlinear systems with many coupled degrees of freedom
that are driven in a critical state. These topics are sum-
marized in a recent book, Ref. [77], and in a review,
Ref. [78]. The analyses, presented here, suggest that
the system of dephased oscillators at the percolation on-
set in the Hilbert mapping space is in SOC state. In this
regard, the nonlinear Schro¨dinger models (i.e., the Gross-
Pitaevskii equation) with randomness offer a general the-
oretical framework for mean-field SOC in the parameter
range of pseudochaotic behavior. This may turn out to
be a very accurate approach to formulate the general an-
alytical theory of SOC, which is underway.
Finally, we note that self-organization anomalous phe-
nomena arising from the Gross-Pitaevskii equation with
algebraic nonlinearity paves the way to quantum analogs
of SOC; in particular, in the context of superconductiv-
ity transition in complex and disordered superconductors
[38]. The crossover between quantum self-organized crit-
icality and the classical SOC discussed here remains for
future investigation.
D. The front of diffusion: Back to chaotic transport
So far when considering models of pseudochaotic be-
havior we have relied on the precise picture of next-
neighbor random walks on a fractal cluster at percola-
tion. In the practical computer simulations of dynamical
field-spreading, however, the limiting conditions behind
the threshold percolation might be very difficult to real-
ize, if only due to coarse-graining of parameters defining
a system at criticality as well as the natural limitations
with respect to finite size effects and the possible lack of
the statistics. This can be a cause of further subtlety,
which needs to be addressed.
The subtlety arises, when the random walk problem
at percolation is substituted by the front diffusion prob-
lem, which is less sensitive to the assumptions of critical-
ity. Going for a model of the front diffusion, we adopt
consistently with the mean-field approximation that the
structure on which the transport processes concentrate
does not contain loops, so that a minimal-distance the
so-called chemical metric coincides with the Pythagorian
metric and the front of diffusion is a spherical cut, with-
out contradicting the fact that the Rammal-Toulouse
equation holds [35]. Indeed it is found in the basic the-
ory of loopless fractals that the diffusion front propagates
according to (see Ref. [35]; p. 200)
〈(∆n)2(t)〉 ∝ t2/(df+1), t→ +∞, (63)
where df is the fractal dimension of the chemical path.
The overlap integral in Eq. (38) suggests that df = 2s+2.
We accept that it is this dimension, characterizing the
nonlinear interaction between the components of the
wave field, which determines the chemical path for field-
spreading. So, using this value in Eq. (63), one is led
to 〈(∆n)2(t)〉 ∝ t2/(2s+3), which also recovers the scaling
law in Eq. (45) above. Setting s = 1, the “universal” be-
havior ∝ t2/5 is immediately reproduced. The net result
is that the front diffusion problem correctly phrases the
chaotic regime of field-spreading in the limit t→ +∞. It
does not rephrase the pseudochaotic scaling ∝ t1/(2s+1)
on finite clusters, though. This last observation sheds
new light on the different dynamical implications [20] be-
hind the 2/5 and 1/3 scaling exponents.
E. Robustness of power nonlinearity: Interaction
term modified
Our final note is concerned with robustness of the
DANSE model (31), where the power nonlinearity, rep-
resented by |ψn|2s, absorbs in a simple dependence the
nonlinear interaction between the components of the
wave field. Using here that the square of the probabil-
ity density is a natural order parameter, one finds for
|ψn|2 → +0
∂
∂|ψn|2 |ψn|
2s ∝ |ψn|2(s−1) → +∞, (64)
implying that the interaction dynamics with s < 1 is
highly susceptible to small variations in the wave field
intensity. On the one hand, this casts doubts on the ba-
sic physics significance of the respective Anderson models
as opposed to the models with s ≥ 1. On the other hand,
it suggests a simple modification of the DANSE model in
Eq. (31) allowing some transport of the wave field in the
parameter range s < 1. The main idea here is that the
modulus function |ψn|, which by its definition is neither
smooth nor analytic, is replaced by ψn +ψ
∗
n, offering via
the phase dependence a better behavior under perturba-
tions. Then the modified Anderson model with power
nonlinearity is represented by, with s > 0,
ih¯
∂ψn
∂t
= HˆLψn + β(ψn + ψ
∗
n)
2sψn. (65)
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This model is remarkable, as it allows for the phenom-
ena of unlimited spreading for all s ≥ 1/2, and not only
for s ≥ 1, as in the standard model (31). The demon-
stration builds upon the fact that the power nonlinearity
with s = 1/2 naturally accommodates a one-dimensional
escape path to infinity via a connected chain of dephased
oscillators. These chains can always be constructed for
s ≥ 1/2, but not really for s < 1/2, so that the bor-
derline regime, with s = 1/2, is critical (minimally con-
nected). Expanding the wave function ψn over an or-
thogonal basis of the Anderson eigenstates, and substi-
tuting into Eq. (65), after a simple algebra one obtains for
s = 1/2 the exact equations of motion iσ˙k−ωkσk = r.h.s.,
k = 1, 2, . . ., where ωk are the usual eigenvalues of the lin-
ear problem; σk are the amplitudes of the wave field in
the basis of linear localized modes;
r.h.s. = β
∑
m1,m2
[
Uk,m1,m2σm1σm2 + Vk,m1,m2σm1σ
∗
m2
]
;
(66)
and the complex coefficients Uk,m1,m2 and Vk,m1,m2 are
given by, respectively,
Uk,m1,m2 =
∑
n
φ∗n,kφn,m1φn,m2 (67)
and
Vk,m1,m2 =
∑
n
φ∗n,kφn,m1φ
∗
n,m2 . (68)
Assuming that the interactions are local (next-neighbor-
like), one finds for s = 1/2 that the onset of unlimited
transport corresponds to the one-sided chain reaction
r.h.s.′ = βVk,k+1,kσk+1σ∗k, k = 1, 2, . . . , (69)
where the complex amplitude σ∗k characterizes an ingo-
ing wave process at node k, and σk+1 characterizes an
outgoing process directed to the next node. “One-sided”
means that the chain reaction propagates toward larger
wave numbers consistently with the condition that the
field is initially localized.
When appointed geometrically by drawing on a graph,
the chain reaction in Eq. (69) corresponds to a “Cay-
ley tree” with the coordination number z = 2 and the
percolation transition threshold pc = 1. As usual, we
consider this tree as embedded in a Hilbert space with
metric (4). There are exactly two bonds at each node
of the tree: one ingoing bond representing the complex
amplitude σ∗k, and one outgoing bond representing the
complex amplitude σ∗k. Each node represents a nonlinear
eigenstate, or nonlinear oscillator with the equation of
motion
iσ˙k − ωkσk = Uk,k,kσkσk + Vk,k,kσkσ∗k, (70)
where Uk,k,k and Vk,k,k are the diagonal matrix elements
defined by their general functional forms in Eqs. (67)
and (68). The percolation threshold pc being equal to 1
implies that the nodes must be absolutely all occupied
(“filled” by the chaotic motions) and the corresponding
nonlinear oscillators (70) must be all in dephased state,
in order to permit transport to the large scales. Indeed,
removing one point from a chain disconnects owing to the
one-dimensionality the escape path to large wave num-
bers destroying the field-spreading. In the meanwhile,
the Boltzmann factor in Eq. (56) signifies that a space-
filling distribution with pc = 1 attracts the nonlinear
feedback dynamics in the parameter range s < 1; in par-
ticular, the threshold condition pc = 1 is naturally satis-
fied in the thermodynamic limit ∆n→∞.
One sees that the dephased oscillators must form kind
of “stripes” in the Hilbert space to allow transport of
the wave function to large distances. Next, because the
percolation regime with the integer pc = 1 is simulta-
neously critical and space-filling, the ensuing transport
is just chaotic along the entire borderline pc = 1, de-
spite that the communication rule is next-neighbor-like.
The onset of chaotic transport may have a high initial
energy cost, though, which is essentially the cost of the
stripes. As the concentration p of the dephased oscilla-
tors approaches pc, the percolation correlation (i.e., the
pair connectedness) length diverges as ξ ∼ |p − pc|−ν ,
with ν = 1 (in one dimension) [52]. Thus, the nonlinear
field generates via back-reaction on wave number space
a long-range ordering of the percolation type, which is
self-organized. We consider this ordering as favoring the
field-spreading along the lattice also involving the Le´vy
flights [8, 40].
Regarding the asymptotic transport laws for the
spreading, these can readily be imported from our result
in Eq. (48), where the exponent s of the power nonlinear-
ity is now extended to the entire 2s ≥ 1. Then, as usual,
µ = 1 for next-neighbor random walks, and 0 < µ < 1
for nonlocal transport regimes with flights. In the local
transport case, characterized by µ = 1, the growth of the
second moments is limited to so-called “double diffusion”
process, a jargon term designating the ubiquitous scaling
〈(∆n)2(t)〉 ∝ t1/2, t→ +∞. (71)
More so, adopting µ→ 0, one finds that an ever achiev-
able in terms of the moments’ growth field-spreading ac-
counting for Le´vy flights corresponds with the diffusive
scaling 〈(∆n)2(t)〉 ∝ t, characterized by α = 1. We has-
ten to note that this “diffusion” of the wave function
is absolutely anomalous in that it arises from a compe-
tition between nonlocality of the Le´vy motion and the
topological constraints contained in s = 1/2. Indeed
the inclusion of Le´vy flights introduces some nonlocal-
ity into the transport, but it does not really generate a
superdiffusive scaling because of the range-dependence
of the driving noise term. Hence the transport is simul-
taneously nonlocal and (sub)diffusive. These “strange”
transport regimes, falling off the standard picture of non-
local behavior [25, 26], have been already considered in
Refs. [40, 79] for separatrix dynamics in wave-like plasma
turbulence.
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IV. SUMMARY AND CONCLUSIONS
We consider the problem of dynamical localization-
delocalization of waves in a class of nonlinear Schro¨dinger
models with random potential on a lattice and arbitrary
power nonlinearity. It is shown that the quadratic non-
linearity, characterized by s = 1, plays a dynamically
very distinguished role in that it is the only type of
power nonlinearity to generate an abrupt localization-
delocalization transition with unlimited spreading al-
ready at the delocalization border. We describe this
localization-delocalization transition as a percolation
transition on the infinite Cayley tree (Bethe lattice). The
main idea here is that delocalization occurs through infi-
nite clusters of chaotic states on a Bethe lattice, with oc-
cupancy probabilities decided by the strength of nonlin-
ear interaction. Then the percolation transition thresh-
old can be translated into a critical value of the nonlinear-
ity parameter, such that above a certain critical strength
of nonlinearity the field spreads to infinity, and is dynam-
ically localized in spite of these nonlinearities otherwise.
We find this critical value to be βc = 1/ ln 2 ≈ 1.4427,
a fancy number representing the topology of nonlinear
interaction due to the quadratic power term.
It was argued that in vicinity of the criticality the
spreading of the wave field is subdiffusive in the limit
t → +∞, and that the second moments grow with time
as a powerlaw ∝ tα, with α = 1/3 exactly. This critical
regime is very special in that it stems from the direct pro-
portionality between the nonlinear frequency shift and
the distance between the excited modes in wave number
space. Topologically, it corresponds with a next-neighbor
random walk at the onset of percolation on a Cayley tree.
The phenomena of critical spreading find their signifi-
cance in some connection with the general problem of
transport along separatrices of dynamical systems with
many degrees of freedom [20, 28] and are mathematically
related with a description in terms of Hamiltonian pseu-
dochaos and time-fractional diffusion equations.
Above the delocalization point, we find, with the crit-
icality effects stepping aside, that the transport of the
wave function turns into a chaotic domain. Yet, it is
very slow (subdiffusive) involving inhomogeneity of the
nonlinear interaction. The chaotic character of dynamics
stipulates a Markovian diffusion equation with a range-
dependent diffusion coefficient absorbing the nonhomo-
geneity features. The transport exponent is found to be
α = 2/5 consistently with the results of numerical simu-
lation in Refs. [16, 17]. By contrast, the onset spreading
(α = 1/3) is characterized by the presence of time corre-
lations on many scales, with algebraic auto-correlation,
and is non-Markovian. We should stress that there ex-
ists a parameter range, which we identify as β < βc,
where the Anderson localization survives the nonlinear-
ities. Support for this type of behavior can be found in
the theoretical analyses of Refs. [80, 81].
In case of arbitrary power nonlinearity, the patterning
is to a some extent similar, but with a few important
new features taking place. The general reason for the
observed differences is that for s 6= 1 the nonlinear fre-
quency shift is not directly proportional with the distance
between the resonances in wave number space. The main
points of attention consist in the following.
For a subquadratic nonlinearity, with 0 < s < 1, the
behavior is sensitive to details of definition of the nonlin-
ear term. Employing for nonlinear interactions the power
s of the probability density, and trusting in Eq. (32), one
generates in the Hilbert mapping space an everywhere
disconnected structure, which does not permit transport
in either dynamical regime (chaotic or pseudochaotic).
The implication is that subquadratic nonlinearity is too
weak to make it with randomness, so that the phenomena
of Anderson localization occur in the nonlinear model in
much the same way as in linear models [10].
Even so, the non-analiticity of the modulus function
raises concerns regarding smoothness of the mapping pro-
cedure, when the nonlinearity |ψn|2s ≡ [ψnψ∗n]s is in-
volved with 0 < s < 1; hence the above conclusion that
the transport does not occur for subquadratic nonlinear-
ity turns out to be not robust in the end. Indeed defin-
ing the nonlinear term as (ψn + ψ
∗
n)
2s improves via the
phase dependence the smoothness properties of the map-
ping. Then unlimited transport is, in fact, confirmed in
the parameter range 1/2 ≤ s < 1, and is shown to be
chaotic. This behavior is mediated by one-dimensional
“stripes” of dephased oscillators in the Hilbert mapping
space and is robust in the thermodynamic limit. It was
argued based on the criticality of the stripy ordering that
the phenomena of field-spreading were limited to “dou-
ble diffusion” (i.e., αmax = 1/2), provided just that the
dynamics are local, that is, with next-neighbor jumps
only; and to a diffusive scaling, with αmax = 1, for non-
local regimes with flights. Thus, the inclusion of Le´vy
flights does not really introduce a superdiffusive scaling
into the modified Anderson system, so that the transport
is simultaneously nonlocal and (sub)diffusive.
It is worth mentioning here that the idea of “stripes”
has been also discussed [6, 38] in connection with the phe-
nomena of superconductivity in self-assembling complex
materials [39, 42], such as for instance self-assembling
organic polymers and copper-oxide compounds; where it
has been entitled to explain the flow of coupled Cooper
pairs without resistance. Even so, the existence of super-
conductivity in the presence of strong underlying disorder
has not been completely understood. Here, we propose
based on the modified DANSE model in Eq. (65) that
superconductivity can survive the disorder via the non-
linear term (ψn + ψ
∗
n)ψn generating stripes. Then the
Anderson localization of the Cooper pairs does not oc-
cur, since the nonlinear field builds by itself a channel
along which it can propagate to large distances. In this
regard, tiny oscillations of the stripes might also offer a
natural pairing mechanism mediating the phase transi-
tion into superconducting state [6]. One thus predicts
that superconductivity of complex materials is a syner-
getic wave phenomenon; where the stripy ordering, which
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is self-organized, does a two-fold job: (i) it generates a
channel for unlimited transport of the wave function on
the one hand; and (ii) provides a pairing mechanism via
tiny vibrations of the chaos stripes on the other hand.
For s > 1, the reservations regarding smoothness and
non-analyticity of the modulus function can be relaxed,
implying that the nonlinear Anderson model using |ψn|2s
is robust and well defined. Then likewise to the above
case of subquadratic nonlinearity an unlimited transport
of the wave field is only found in the chaotic regime. The
behavior of the second moments is powerlaw-like involv-
ing some s-dependence in the transport exponent, i.e.,
αs = 2/(2s + 3), but with numerically smaller values
as compared to the quadratic nonlinearity case. Essen-
tially the same (i.e., chaotic) scaling is obtained for the
front of diffusion on loopless fractals; where a minimal-
distance the so-called chemical metric [35] is defined by
the overlap integral in the nonlinear Anderson model.
Thus, the front diffusion problem correctly phrases the
chaotic regime of field-spreading in the limit t → +∞.
It does not rephrase the pseudochaotic scaling on finite
clusters; nor the critical spreading for p→ pc in the spe-
cial case of quadratic power nonlinearity.
It was argued that the phenomena of pseudochaotic
spreading driven by a superquadratic nonlinearity, s > 1,
contained limitations on the accessible number of states.
A maximal number of accessible states is controlled by
the β value and is achieved automatically through the
transport. An important feature arising in this behav-
ior is feedback of the spreading process on the dynamical
state of the lattice, so that the expansion of the wave
field is self-controlling. The feedback occurs via a non-
linear twist between the probability of site occupancy
and the number of states already occupied by the wave
field. When considered on a Bethe lattice, the spreading
process is associated with self-organization to a state of
critical percolation without tuning of parameters. This
behavior bears signatures, enabling to classify it in terms
of self-organized criticality (SOC) [9] dynamics in the
Hilbert mapping space.
Because of feedback, pseudochaotic spreading of the
nonlinear field with s > 1 is blocked above a certain level
by transition to regular behavior. This transition occurs
exactly at the percolation point, i.e., p = pc, as no fur-
ther spreading is allowed by the lack of connectedness.
The asymptotic state of the field is a quiescent state at
the border of regularity, characterized by the presence
of finite clusters of dephased oscillators, with virtually
no transport in the limit t → +∞. The Boltzmann fac-
tor in Eq. (56) shows that a “universal” critical strength
of nonlinearity, separating the chaotic and the regular
transport regimes, only exists for quadratic nonlinearity,
i.e., s = 1; where it is expressible in terms of the per-
colation threshold according to pc = exp(−1/βc); and
is dynamically evolving through the spreading process
otherwise (s > 1) depending on the number of already
occupied states, ∆n = ∆n(t). In this regard, the β value
determines the running concentration of dephased oscil-
TABLE I: Transport exponents for the various regimes of
field-spreading in the standard DANSE model: Eq. (31).
Regime s = 1 s > 1
Chaotic (Gaussian) 2/5 2/(2s+ 3)
Chaotic (Le´vy) 2/(2µ+ 3) 2/(2µ+2s+1)ab
Pseudochaotic (p→ pc) 1/3 1/(2s+ 1)c
amax(α) = 2/3 for the standard DANSE model: Eq. (31)
bmax(α) = 1 for the modified DANSE model: Eq. (65)
cFor 1 t (∆nmax)2(2s+1)
lators in the Hilbert mapping space as a function of the
running ∆n(t) value; but not really the fact that the field
does or does not spread to infinity in wave number space.
Other than providing a connection to self-controlling
dynamics and SOC, nonlinear Schro¨dinger models with
randomness offer a fertile environment for the generalized
kinetic equations built on fractional derivative operators.
In the above we have encountered two types of such equa-
tions. One type is associated with a fractional extension
of the time derivative; this type of fractional diffusion
occurs in models of pseudochaotic transport along sepa-
ratrices of spatially extended systems [20, 32, 33]. The
second type is associated with chaotic dynamics in the
presence of a competing nonlocal ordering [6, 38, 40];
a Le´vy-fractional diffusion equation, involving fractional
extension of the Laplacian, is a prominent example of
this type [25, 26, 71]. It is noticed that no fractional
extension of the original DANSE has been assumed to
obtain these fractional equations. This observation also
emphasizes the different physics implications behind the
fractional kinetic vs. dynamical equations [8, 82, 83].
In the discussion above it was argued that the inter-
action between the components of the wave field leads
to a range-dependent diffusion model in the parameter
range of chaotic transport, implying that the diffusion
coefficient scales with the number of states. This depen-
dence when cast into the general framework of the Le´vy
statistics has an important impact onto the nonlocal be-
havior. It leads to a competition between the nonlocality
of the Le´vy motion and the range-dependence of the dif-
fusion coefficient of the waves. As a result, the behavior
is subdiffusive in spite of Le´vy flights.
More so, there is an upper bound on the rate of nonlo-
cal spreading, which is found in the standard model (31)
at the margins of stability of the motion of the Le´vy
type in the limit s → 1 from above. It corresponds to a
subdiffusive process with the exponent αmax = 2/3. We
consider this transport regime as a theoretical prediction
of our approach. A generalization of this behavior to
a DANSE model with modified nonlinearity, Eq. (65),
have been also addressed, leading to the upper bound
αmax = 1 instead. A summary of transport exponents
for the various asymptotic regimes of field-spreading in
the standard DANSE (31) is collected in Table 1.
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The main emphasis in the present work has been laid
on power nonlinearity, thought as a suitable toy model
in describing the properties of interaction between the
components of the wave field. Generalizations of this
correspond to analytical nonlinearity, given by a series
expansion of the probability density. One prospective
model here with a nontrivial phase transition-like behav-
ior is defined by the equation
ih¯
∂ψn
∂t
= HˆLψn +
[
eβ|ψn|
2s − 1
]
ψn, (72)
where s (s > 0) is the parameter of the interaction. Ex-
panding the exponential function in powers of |ψn|2s, one
can immediately become convinced that the models with
s = 1/n, where n = 1, 2, . . . is a natural number, will
include a quadratic nonlinearity; which, therefore, will
be responsible for a localization-delocalization transition,
and for unlimited spreading of the wave field both at and
above the delocalization border. The threshold of delo-
calization is found to be
βc = [Γ(1 + 1/s)/ ln 2]
s
, (73)
where Eq. (24) has been considered. So, as the strength
of nonlinearity β approaches the critical strength βc, the
field abruptly turns into a delocalized state, giving rise
to an unlimited spreading of the wave function along the
lattice. We might predict that in vicinity of the crit-
icality the spreading is subdiffusive for t → +∞, i.e.,
〈(∆n)2(t)〉 ∝ tα, and that the exponent α = 1/3 (same
as in models with pure quadratic nonlinearity).
Although obvious, it should be emphasized that the
unlimited spreading, along with a phase transition-
like behavior, only exists for the rational values s =
1, 1/2,
1/3, . . ., which guarantee the presence of the
quadratic term in the expansion. One sees that the
quadratic nonlinearity is instrumental in describing the
critical regimes of wave-spreading in seemingly very dif-
ferent theoretical models.
It is worth noting that delocalization by nonlinear in-
teraction is a mechanism of sufficiently general nature.
As such, it may be extended so that it includes phenom-
ena beyond the strict context of the Anderson problem
as for instance phenomena of self-delocalization of frac-
tons [8, 40], beam-plasma systems in a toroidal geometry
[84–86], and the Fock-space delocalization problem [7].
In this respect, we should stress that theoretical inves-
tigations, presented here, are the basis for consistency
analysis of the different localization-delocalization pat-
terns in systems with many interacting degrees of free-
dom in association with the asymptotic properties of the
transport.
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