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Entangled states with a positive partial transpose (so-called PPT states) are central to many interesting prob-
lems in quantum theory. On one hand, they are considered to be weakly entangled, since no pure state entangle-
ment can be distilled from them. On the other hand, it has been shown recently that some of these PPT states
exhibit genuinely high-dimensional entanglement, i.e. they have a high Schmidt number. Here we investigate
d × d dimensional PPT states for d ≥ 4 discussed recently by Sindici and Piani, and by generalizing their
methods to the calculation of Schmidt numbers we show that a linear d/2 scaling of its Schmidt number in the
local dimension d can be attained.
I. INTRODUCTION
Entanglement is at the heart of quantum theory and
is also a key resource in quantum information applica-
tions [1, 2]. Bipartite systems which are entangled across
many degrees of freedom are especially interesting in this
respect. Firstly, they are usually more robust to noise than
systems with less degrees of freedom [3, 4]. Secondly,
they allow us to devise protocols which are genuinely high-
dimensional. In particular, low dimensional systems are not
enough for these protocols to work [5].
Experimentally, high-dimensional entanglement also be-
came feasible in the recent years. Higher and higher di-
mensional systems can be prepared and controlled in optics
experiments [4, 6]. Therefore it is an important question
to decide whether an experiment managed to create gen-
uinely high-dimensional entanglement or the experimental
data can alternatively be explained by assuming low dimen-
sional entanglement. A measure which detects states with
genuinely entangled degrees of freedom is based on the
Schmidt number [7]. Schmidt number r of a bipartite sys-
tem certifies that the state is entangled in at least r degrees
of freedom.
As an illustration, let us consider the d× d isotropic state
defined by
ρˆisod (F ) = F |Ψ+d 〉〈Ψ+d |+ (1− F )
1 − |Ψ+d 〉〈Ψ+d |
d2 − 1 , (1)
where
|Ψ+d 〉 =
1√
d
d∑
k=1
|k〉|k〉 (2)
is the d × d maximally entangled state and F is the entan-
glement fraction [8] of the state ρˆisod . Based on the results of
Ref. [7] the state (1) can be shown to have Schmidt number
at least r for the entanglement fraction parameter
F ≥ r − 1
d
, (3)
where r can take r = (2, . . . , d) in the above formula.
Loosely speaking, r is the minimum Schmidt rank of the
pure states needed to construct it (later we will also give a
formal definition of the Schmidt number). Hence tuning the
parameter F in a d × d isotropic state (1), we can change
the Schmidt number r of the state between two (i.e. the
case of standard entanglement) and d (the maximum pos-
sible Schmidt number of a d× d state).
In this paper, our focus is on entangled states with a pos-
itive partial transpose (PPT). These are states which cannot
be transformed into pure singlet states using local opera-
tions and classical communication. This procedure is called
entanglement distillation [10]. Such entangled states which
cannot be distilled are called bound entangled [11], and they
are not useful in protocols which are based on distillation.
Nevertheless, PPT bound entangled states turn out to be
useful in a couple of other quantum information tasks such
as quantum key distribution [12, 13], superactivation of ca-
pacity of quantum channels [14], quantum metrology [15],
EPR steering [16], Bell-nonlocal correlations [17–19], and
channel discrimination [20].
Several interesting constructions of PPT states have been
given in the literature (see e.g. Refs. [12, 21–25]), however
the question whether PPT states can be genuinely high-
dimensionally entangled have been investigated only re-
cently [26–28]. In particular, Huber et al. [28] found that for
a special class of (d× d)-dimensional PPT entangled states
the Schmidt number scales as d/4. This entails that one can
generate PPT state with any number of genuinely entangled
dimension provided the dimension d is high enough. In the
present work we strengthen this result by presenting a fam-
ily of PPT states in dimensions d×d for which the Schmidt
number scales as d/2. The proof relies on the special prop-
erties of the projections on the two-qudit symmetric and an-
tisymmetric subspaces.
The structure of the paper is as follows. In Sec. II we
give the necessary definitions including the definition of
the Schmidt number and we define the class of PPT states
investigated by Sindici and Piani [29]. We recall the two
methods of Ref. [29] to prove that the PPT states in ques-
2tion are entangled, that is, their Schmidt number is greater
than one. In Sec. III we generalize the above methods of
Sindici and Piani to lowerbound the Schmidt number of
PPT states. In Sec. IIIA we show how to construct PPT
bound entangled states with Schmidt number r ≥ d/2 for
any even d ≥ 4 dimension. In Sec. III B a technical result
is given concerning the normal form of an antisymmetric
pure state. Then in Sec. III C we show that starting from an
arbitrary entangled antisymmetric state ρˆA, a semidefinite
program [30] provides a lower bound on its Schmidt num-
ber. From this lower bound we in turn find PPT states with
certain Schmidt number whose antisymmetric projections
are proportional to ρˆA. In Sec. IV we conclude our study
and raise open questions.
II. PRELIMINARIES AND OVERVIEW OF THE TWO
METHODS OF SINDICI AND PIANI
Any bipartite pure state can be written in the form of
Schmidt decomposition:
|ϕ〉 =
r∑
i=1
√
pii|ai〉 ⊗ |bi〉, (4)
where pii > 0,
∑
i pii = 1, |ai〉 and |bi〉 are orthonormal
vectors in the component spaces and r, the Schmidt rank
of |ϕ〉, is not larger than the dimensionality of either of
the component spaces. A general state is represented by a
positive semidefinite operator of trace one in the composite
space, and it can be expressed as a convex combination of
pure states (represented now by projections onto their state
vectors) as:
ρˆ =
∑
k
qk|ϕk〉〈ϕk|. (5)
A mixed state can usually be written in many ways in forms
like above. A state has Schmidt number r if all possi-
ble such expressions contain at least one pure state whose
Schmidt rank is at least r, and there is at least one expres-
sion in which neither of the Schmidt ranks exceeds r. From
the definition it follows that for pure states the Schmidt
number is the same as the Schmidt rank. A general state
is separable if its Schmidt number is one, otherwise it is
entangled.
In a recent work Sindici and Piani [29] have given simple
methods to construct entangled states with a positive partial
transpose (PPT). The construction relied on properties of
the antisymmetric and the symmetric subspaces of the joint
Hilbert space of two systems of the same dimensionality.
The projectors PˆS and PˆA defining the symmetric and the
antisymmetric subspace, respectively, can be written as
PˆS =
Iˆ + Vˆ
2
(6)
PˆA =
Iˆ − Vˆ
2
, (7)
where Iˆ and Vˆ are the identity and the swap operators, re-
spectively. The swap operator can be written as
Vˆ =
d∑
i=1
d∑
j=1
|j, i〉〈i, j|, (8)
where d is the dimensionality of the Hilbert spaces of the
component systems. We use the shorthand notation of
|i, j〉 ≡ |i〉 ⊗ |j〉. The effect of Vˆ on a product state is
Vˆ |ϕ1〉 ⊗ |ϕ2〉 = |ϕ2〉 ⊗ |ϕ1〉. The swap operator depends
on the choice of local bases, states in the component spaces
are regarded the same if their vector components are the
same in the bases chosen. Therefore, the symmetric and
the antisymmetric subspaces also depend on this choice.
For example, any pure antisymmetric state becomes sym-
metric in the bases corresponding to its Schmidt decompo-
sition. However, the symmetricity or antisymmetricity of
states are preserved if both parties perform the same local
transformation [31]. In Ref. [29] the authors consider only
identical systems, where the choice of the bases is not com-
pletely arbitrary, but their methods are more general. As
PˆS + PˆA = Iˆ , the full space is the direct sum of the sym-
metric and antisymmetric subspaces. It is easy to check
that the symmetric and the antisymmetric subspaces have
dimensions dS = d(d+1)/2 and dA = d(d−1)/2, respec-
tively.
The first method given in Ref. [29] is based on semidef-
inite programming (SDP) [30]. One starts with an anti-
symmetric state ρˆA. Then the task is to find the PPT state
σˆ (a positive semidefinite matrix of trace one, whose par-
tial transpose is also positive semidefinite) whose projec-
tion to the antisymmetric subspace is proportional to the
starting state (that is PˆAσˆPˆA = Tr(PˆAσˆ)ρˆA) and whose
overlap Tr(PˆAσˆ) with the starting state is maximal. The
procedure is successful if this maximal overlap denoted by
pPPT (ρˆA) is smaller than 1/2, as it is proven in the pa-
per [29] that in this case the state σˆ is entangled. If the
result is 1/2, which is the upper bound for this quantity,
one can start from another ρˆA. It has also been proven [29]
that if σˆ is an optimal solution of the problem above, so is
PˆAσˆPˆA+PˆS σˆPˆS = p
PPT (ρˆA)ρˆA+(1−pPPT (ρˆA))ρˆoptS ,
which is a convex mixture of the starting antisymmetric
state and a symmetric state (PˆS σˆPˆS properly normalized).
Therefore, an alternative way to get pPPT (ρˆA) is to find the
optimal symmetric state whose convex mixture with ρˆA is
PPT, and the weight of ρˆA in this mixed state is maximal.
3Then if this weight is less than 1/2, the mixture is entan-
gled.
The second method given in Ref. [29] to construct a PPT
entangled state is based on the fact that the Schmidt number
of the projection of a separable state onto the antisymmet-
ric subspace is always two. Therefore, any PPT state whose
antisymmetric projection is proportional to a state whose
Schmidt number is larger than two is necessarily entangled.
For example, if we start from any antisymmetric state with
a Schmidt number larger than two, and mix it with a sym-
metric state such that the mixture is PPT, the result will be
a PPT entangled state. The symmetric state need not be the
optimal one.
III. OUR RESULTS
A. Construction of PPT states with any Schmidt number
As we will show in this subsection, the second method of
Sindici and Piani reviewed in Sec. I can be used to construct
PPT bound entangled states with any Schmidt number. For
that we will prove that the Schmidt number of the projection
of a state onto the antisymmetric subspace PˆAσˆPˆA can not
be more than twice the Schmidt number of the state σˆ. First
let us consider a pure state |ϕ〉, whose Schmidt decomposi-
tion is defined by Eq. (4). Then
PˆA|ϕ〉 =
∑r
i=1
√
pii(|ai〉 ⊗ |bi〉 − |bi〉 ⊗ |ai〉)
2
, (9)
where r is the Schmidt rank of the state (4). Vectors |ai〉 and
|bi〉 together can not span more than 2r-dimensional sub-
spaces of the component spaces, and the projected vector
fully resides within the tensor product of those subspaces.
Therefore, its Schmidt rank can not be more than 2r. Now
let us consider a mixed state. If it has Schmidt number r
it can be expressed as a convex mixture of pure states with
Schmidt ranks at most r. If one applies the projection onto
this form of the mixed state one gets an expansion in terms
of vectors such that neither of them has Schmidt rank more
than 2r. Consequently, the Schmidt number of the projec-
tion can not be more than 2r. Therefore, if one starts from
an antisymmetric state whose Schmidt number is at least r
(where r is even), and construct any PPT state whose anti-
symmetric projection is proportional to this state, then the
Schmidt number of this PPT state has to be at least r/2.
Again, we can do that by mixing the antisymmetric state
with a sufficient amount of suitable symmetric state.
When choosing the antisymmetric state for the construc-
tion, it may be a problem that the Schmidt number of a
mixed state is usually very hard to determine. However,
as suggested in Ref. [29], one may start from a pure state.
In case of d-dimensional component spaces, if d is even,
a generic antisymmetric pure state, which one can get by
antisymmetrizing a random pure state has Schmidt rank d.
By starting the construction from such a state with d = 2r,
one gets a PPT state with a Schmidt number at least r. In
Ref. [29] the authors considered the following states:
|ψA〉 =
d−1,odd∑
µ=1
cµ(|µ, µ+ 1〉 − |µ+ 1, µ〉), (10)
where
d−1,odd∑
µ=1
c2µ =
1
2
, cµ ≥ 0 (11)
If all cµ > 0, the Schmidt rank of the state is d (the Schmidt-
coefficients are cµ, and each of them occurs twice). A spe-
cial case is when all coefficients are equal:
|ψ0A〉 = 1√
d
d−1,odd∑
µ=1
(|µ, µ+ 1〉 − |µ+ 1, µ〉). (12)
We will prove in the Appendix A that p|ψ0A〉〈ψ0A|+ (1−
p)PˆS/dS with p = 1/(d + 2) is a PPT bound entangled
state with Schmidt number at least d/2, where d is even.
B. Normal form of antisymmetric pure states
Nowwe will prove that any antisymmetric pure state may
be transformed into the simple form given in Eq. (10) (for
odd d the summation goes from 1 to d − 2) with local
transformations preserving the symmetric and antisymmet-
ric subspaces. Let |ϕA〉 be such an antisymmetric state in a
(d× d)-dimensional space:
|ϕA〉 =
d∑
i=1
d∑
j=1
aij |i, j〉, (13)
where A = (aij) is a d × d skew symmetric matrix, that is
aij = −aji. Then there exists a unitary matrix U [32] such
that
UTAU =


0 c1 0 0 . . .
−c1 0 0 0 . . .
0 0 0 c3 . . .
0 0 −c3 0 . . .
...
...
...
...
. . .

 , (14)
where cµ ≥ 0 (µ odd) are real numbers, and the last row
and column contains zeros if d is odd (a skew symmetric
matrix of odd d can not have full rank). The matrix on the
right-hand side is called the normal form of A. The state
characterized by such a matrix is just the one of Eq. (10),
therefore we will also refer to it as the normal form. It is
4easy to see that this matrix transformation corresponds to
both parties performing the same local basis transformation
|i′〉 = Uˆ∗|i〉, where Uˆ∗ = ∑kl U∗kl|k〉〈l|. Such simulta-
neous local transformations preserve the antisymmetricity
and the symmetricity of a state (Uˆ∗ ⊗ Uˆ∗ commutes with
both PA and PS ). Starting from ρˆA, the constructions con-
sidered above will give the same results in the transformed
local basis as in the original one. Therefore, we may cal-
culate pPPT for any pure antisymmetric state after trans-
forming it into its normal form. From the normal form it
is also clear that all antisymmetric pure states have an even
Schmidt rank in any number of dimensions, and from this
it follows that all antisymmetric mixed states have an even
Schmidt number. We will also use later that if the Schmidt
rank r of a (d×d)-dimensional pure state in its normal form
is less than d, then the subspace necessary to accommodate
the state is spanned by r basis vectors in each component
space.
C. Schmidt number from the value of pPPT (ρˆA)
The important result of the first method of Ref. [29] is
based on the observation that pPPT (ρˆA) < 1/2 proves
that the PPT state resulting from the construction is en-
tangled. We will show that from the value of pPPT (ρˆA)
we may be able to tell that the Schmidt number of ρˆA is
larger than a certain value, consequently any PPT state con-
structed from it with the methods given above has Schmidt
number at least half that value. It has been proven [29]
that there exists a lower bound for pPPT (ρˆA) depending
on the dimension of the component spaces d, which de-
creases monotonously as a function of d. The bound de-
rived is 2/[d(d+1)+2], which is not tight, as we will show
it later by deriving a much better one. Let us denote the d-
dependent monotonously decreasing lower bound by L(d).
What we will show is that L(d) is actually L(r), where r is
the Schmidt number of ρˆA, that is in any space dimensions
pPPT (ρˆA) can not be smaller than L(r). First let us con-
sider a pure state in a d×d-dimensional space with Schmidt
rank r < d. We are allowed to transform it into its normal
form. Let us reduce the space to the r × r-dimensional
subspace that accommodates the state by dropping the ba-
sis vectors orthogonal to this subspace. Determined in this
space pPPT can not be smaller than L(r). If the dropped
basis vectors are added back, pPPT can not decrease, be-
cause it is the maximum of the overlaps between the state
and all PPT states σ whose antisymmetric projection is pro-
portional to the state, and the extended space means an
even larger variety of appropriate σ states. Now let us con-
sider mixed states. First we will show that pPPT belonging
to a convex mixture of two antisymmetric states can not
be smaller than pPPT belonging to any of the two states.
Let p1 ≡ pPPT (ρˆ1A), p2 ≡ pPPT (ρˆ2A) and p1 < p2.
Then there exist symmetric states ρˆ1S and ρˆ2S such that
p1ρˆ1A+(1−p1)ρˆ1S and p2ρˆ2A+(1−p2)ρˆ2S are PPT. Let
us mix the second state with any symmetric PPT state such
that the weight of ρˆ2A in the mixture is reduced to p1. We
get p1ρˆ2A + (1 − p1)ρˆ′2S , which is also a PPT state. Then
p1[λρˆ1A + (1 − λ)ρˆ2A] + (1 − p1)[λρˆ1S + (1 − λ)ρˆ2S ],
where 0 ≤ λ ≤ 1 is also PPT, which proves that pPPT be-
longing to the convex mixture is not smaller than p1. Then
it follows that pPPT belonging to a convex mixture of any
number of states is not smaller than the smallest of pPPT
belonging to the components: mixing can not make pPPT
smaller. A mixed state of Schmidt number r can be written
as a convexmixture of pure states with a maximumSchmidt
number of r. As pPPT of any of the components can not be
smaller than the lower bound belonging to r, pPPT belong-
ing to the mixture can not be smaller either, which proves
the statement for mixed states as well. The result means that
if pPPT (ρˆA) < L(d), its Schmidt number is larger than d
(actually, due to the non-existence of antisymmetric states
with odd Schmidt numbers, it has to be at least d+ 2).
In the Appendix A we will show that L(d) = 1/(d + 2)
for even d ≥ 4 and L(2) = 1/2 are lower bounds for
pPPT (ρˆA). For d = 2 any smaller value would imply the
existence of a bound entangled state. For odd d the bound
has to be the same as for d − 1. There are no antisym-
metric states with an odd Schmidt number, so the maxi-
mum Schmidt number of ρˆA is d − 1. However, as we
have shown earlier, pPPT (ρˆA) can not be smaller than the
lower bound corresponding to its Schmidt number. There-
fore, L(3) = 1/2, and for odd d ≥ 5 it is L(d) = 1/(d+1).
To prove the lower bound for even d we have given
above, it is enough to consider pure states, because mix-
ing can not make pPPT smaller, as we have shown earlier.
We may also confine ourselves to their normal form given
by Eq. 10.
The first step of the proof given in the Appendix A is
to take the state |ψ0A〉 with equal amplitudes given by
Eq. (12), and calculate how much admixture of PˆS/dS is
necessary to make it a PPT state. This is the same sym-
metric state considered in Theorem 1 of Ref. [29] calcu-
lating the lower bound for any state. Their bound is not
tight because for the antisymmetric state for which this
choice is optimal less admixture is enough (that is pPPT
is larger), while for all other states the choice is not op-
timal. From numerical calculations in smaller dimensions
we believe that for |ψ0A〉 this choice is actually optimal,
therefore the lower bound 1/(d+2)we get is the true value
of pPPT (|ψ0A〉〈ψ0A|). Then we show that for states of nor-
mal form with non-equal amplitudes pPPT is larger, there-
fore, 1/(d+ 2) is a lower bound for them, too. Our conjec-
ture is that this bound is tight.
As L(2) = 1/2, any smaller value for pPPT (ρˆA) proves
that the Schmidt number of ρˆA is at least 4, which also
means that any PPT state whose antisymmetric projection
5is proportional to ρˆA is entangled (that is its Schmidt num-
ber is at least 2). This is true for any such PPT state, not
only for the one that comes out of the construction provid-
ing the value of pPPT (ρˆA). For d ≥ 4, pPPT (ρˆA) < L(d)
with L(d) = 1/(d + 2) means that the Schmidt number of
ρˆA is at least d+2, and all PPT states whose antisymmetric
projections are proportional to ρˆA have Schmidt numbers at
least (d/2) + 1.
IV. CONCLUSIONS
In this paper, we proved that a class of d×d states with a
positive partial transposition gives rise to Schmidt number
d/2. This family is the one investigated by Sindici and Pi-
ani [29] with respect to their entanglement properties. Here
we generalized their methods to explore the dimensional-
ity of the entanglement of such states. In particular, the
Schmidt number d/2 of these states improves the Schmidt
number of the states investigated by Huber et al. [28] which
latter scales as d/4.
There are a couple of open questions left. We first ask
whether such highly entangled states are useful for commu-
nication tasks beyond known protocols. Secondly, is it pos-
sible to construct PPT states, which have Schmidt number
higher than d/2? In particular, is it possible to approach the
value of (d−1)? In the recent paper [33], it has been shown
that no (3× 3)-dimensional PPT state has Schmidt number
three. In this respect, one may raise the question: what
is the dimensionality of the smallest PPT state which has
Schmidt number at least three? Our present result provides
such a PPT state for dimension d = 6. But is there possibly
a smaller dimensional example? Finally, we believe that
our investigations are relevant from an experimental point
of view as well given the recent advances in the experimen-
tal implementation of bound entangled states [34–36].
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Appendix A: Lower bound for pPPT (ρˆA)
As we have shown in the main text, to calculate the d-
dependent lower bound L(d) for pPPT (ρˆA) it is enough
to consider pure states in their normal form in (d × d)-
dimensional spaces, where d is even.
First we determine a lower bound of pPPT for the special
state |ψ0A〉 given by Eq. (12). The problem we are going
to solve is to find the largest value of p such that the partial
transpose of
σˆ0 = p|ψ0A〉〈ψ0A|+ (1− p) PˆS
dS
. (A1)
is positive semidefinite. In particular, we show that this
value is 1/(d+ 2). If PˆS/dS is the optimal symmetric op-
erator, then this way we get pPPT (|ψ0A〉〈ψ0A|) itself, if
not, we get a lower bound. For smaller d values we have
numerical evidence that this is the optimal choice, and our
conjecture is that this is true for any dimensions. The par-
tial transposes (denoted by upper index Γ) of the operators
appearing in the right-hand side of Eq. (A1) are:
|ψ0A〉〈ψ0A|Γ = 1
d
d−1,odd∑
µ=1
d−1,odd∑
ν=1
(|µ, ν + 1〉〈ν, µ+ 1|+ |µ+ 1, ν〉〈ν + 1, µ|−
|µ, ν〉〈ν + 1, µ+ 1| − |ν + 1, µ+ 1)〉〈µ, ν|), (A2)
and
PˆΓ
S
dS
=
∑d
i=1
∑d
j=1 |i, j〉〈i, j|+
∑d
i=1
∑d
j=1 |i, i〉〈j, j|
d(d+ 1)
.
(A3)
Eq. (A2) can be derived from Eq. (12), while Eq. (A3) from
Eqs. (6) and (8), and dS = d(d+ 1)/2.
Now we will solve the eigenvalue problem, and deter-
mine the largest p value such that none of the eigenvalues
are negative. The calculation can be simplified by realiz-
ing that the matrix representing operator σˆΓ0 has a block-
diagonal structure. This structure is not apparent, as the
rows and columns belonging to each block do not follow
each other. Nevertheless, if there exists a subset of indices
such that the rows and columns corresponding to those in-
dices have nonzero elements only where they intersect, then
these rows and columns belong to a block of the matrix.
Such blocks can be treated separately when solving the
eigenvalue problem.
The first double sum of the symmetric part of the opera-
tor, which is given by Eq. (A3), is diagonal (proportional to
the identity operator), while the second one is a d× d block
with equal matrix elements.
The pair of positive terms of Eq. (A2), (1/d)|µ, ν +
1〉〈ν, µ + 1| and (1/d)|ν, µ + 1〉〈µ, ν + 1|, and similarly
the (1/d)|µ+1, ν〉〈ν +1, µ| and (1/d)|ν +1, µ〉〈µ+1, ν|
correspond to off-diagonal elements of 2×2 blocks if ν 6= µ
(they exist if d ≥ 4). Each of these blocks of σˆΓ0 , including
the diagonal elements coming from the symmetric matrix
given by Eq. (A3) look like:(
1−p
d(d+1)
p
d
p
d
1−p
d(d+1)
)
. (A4)
The solutions of the eigenvalue equation of this block are
(1 + pd)/[d(d + 1)] , which is always positive, and [1 −
(d+2)p]/[d(d+1)], which is non-negative if p ≤ 1/(d+2).
There are d(d−2)/4 such blocks. Each of the positive terms
of Eq. (A2) with ν = µ are diagonal elements. Together
7with the contribution coming from Eq. (A3) each of them
gives the always positive eigenvalue of (1 + pd)/[d(d+1)]
again. There are d such diagonal elements.
The pair of negative terms of Eq. (A2): −(1/d)|µ, ν〉〈ν+
1, µ+1| and −(1/d)|ν+1, µ+1〉〈µ, ν| also correspond to
off-diagonal elements of 2× 2 blocks. If ν = µ (d/2 pairs)
they fall within the d× d block of the matrix corresponding
to Eq. (A3) whose eigenvalue problem we will solve in the
next step. The ν 6= µ cases (d(d − 2)/4 pairs) lead to the
same 2 × 2 matrix as given in Eq. (A4) but with negative
signs for the off-diagonal elements, giving the same two
eigenvalues as we have already got.
Now we will calculate the eigenvalues of the d×d block.
We will demonstrate the calculations on the example of d =
8. The determinant to be calculated is the following:
D8 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a c b b b b b b
c a b b b b b b
b b a c b b b b
b b c a b b b b
b b b b a c b b
b b b b c a b b
b b b b b b a c
b b b b b b c a
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (A5)
where
a = 2
1− p
d(d+ 1)
− λ,
b =
1− p
d(d+ 1)
,
c = b− p
d
=
1− p(d+ 2)
d(d+ 1)
. (A6)
The first term of a and b comes from Eq. (A3), while the
−p/d term of c comes from Eq. (A2), and λ is the eigen-
value. Let us subtract the νth row from the (ν − 1)th one
then the νth column from the (ν − 1)th one for all odd ν,
and introduce the notation f ≡ a− c to arrive at:
D8 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a −f b 0 b 0 b 0
−f 2f 0 0 0 0 0 0
b 0 a −f b 0 b 0
0 0 −f 2f 0 0 0 0
b 0 b 0 a −f b 0
0 0 0 0 −f 2f 0 0
b 0 b 0 b 0 a −f
0 0 0 0 0 0 −f 2f
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (A7)
Let us subtract the 5th row from the 7th one, then the 3th
row from the 5th one and finally the first row from the
third one. Then let us do the same with the corresponding
columns. Introducing the notation e ≡ a− b we get:
D8 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a −f −e 0 0 0 0 0
−f 2f f 0 0 0 0 0
−e f 2e −f −e 0 0 0
0 0 −f 2f f 0 0 0
0 0 −e f 2e −f −e 0
0 0 0 0 −f 2f f 0
0 0 0 0 −e f 2e −f
0 0 0 0 0 0 −f 2f
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (A8)
Finally, let us add one half times the 8th column to the 7th
one, subtract one half times the 6th row from the 7th one,
and then subtract one half times the 6th column from the
7th one to arrive at:
D8 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a −f −e 0 0 0 0 0
−f 2f f 0 0 0 0 0
−e f 2e −f −e 0 0 0
0 0 −f 2f f 0 0 0
0 0 −e f 2e −f −e+ f2 0
0 0 0 0 −f 2f 0 0
0 0 0 0 −e+ f2 0 2e− f −f
0 0 0 0 0 0 0 2f
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
(A9)
It is easy to check that the manipulations we have done have
not changed the values of the subdeterminantsD6, D4 and
D2. Then it is not difficult to see thatD8 can be written as:
D8 = 2f
[
(2e− f)D6 −
(
e− f
2
)2
2fD4
]
. (A10)
We could have arrived at an analogous recurrence relation
for any even d ≥ 6. Using e ≡ a − b and f ≡ a − c the
general recurrence relation is:
Dd+4 = (a−c)(a−2b+c)[2Dd+2−(a−c)(a−2b+c)Dd].
(A11)
The solution of the relation with the correct initial values is:
Dd = (a− c) d2 (a− 2b+ c) d2−1[a+ (d− 2)b+ c]. (A12)
This can be proven by induction: D2 andD4 can explicitly
be calculated and compared, and it is easy to check that the
expression satisfies the recurrence relation. Using Eq. (A6)
the factors appearing in Eq. (A12) are the following:
a− c = 1 + pd
d(d+ 1)
− λ, (A13)
a− 2b+ c = 1− p(d+ 2)
d(d + 1)
− λ, (A14)
a+ (d− 2)b+ c = 1 + d− p(d+ 4)
d(d+ 1)
− λ. (A15)
A root of (1 + pd)/[d(d + 1)] with multiplicity d/2 of the
eigenvalue equation Dd = 0 comes from a − c = 0. This
8root is the always positive solution we have already got. If
d ≥ 4we get root [1−(d+2)p]/[d(d+1)] with multiplicity
(d/2−1) from requiring a−2b+c = 0. We have already got
this root as well from the 2× 2 blocks. The remaining root,
[1+d−p(d+4)]/[d(d+1)] comes from a+(d−2)b+c= 0.
To summarize the results above, for d ≥ 4 there are three
different eigenvalues of operator σˆΓ0 . The always positive
(1 + pd)/[d(d+ 1)] has a multiplicity of d(d+ 1)/2, com-
ing from the d × d block, the 2 × 2 blocks and the single
diagonal elements. Eigenvalue [1−(d+2)p]/[d(d+1)] has
multiplicity (d+ 1)(d− 2)/2 coming from the d× d block
and the 2× 2 blocks. This is non-negative if p ≤ 1/(d+2).
The last root [1 + d− p(d+ 4)]/[d(d+ 1)] is a single one,
and it is non-negative if p ≤ (d + 1)/(d + 4), a less strict
condition than the previous one. Therefore, for d ≥ 4 the
largest value of p such that σˆΓ0 is positive semidefinite is
p = 1/(d+ 2). For d = 2 the eigenvalue giving this condi-
tion does not exist, therefore we get the appropriate condi-
tion p = 0.5 from the last eigenvalue.
The last step is to prove that pPPT (|ψA〉〈ψA|) ≥
pPPT (|ψ0A〉〈ψ0A|). Let us define operator τˆ as:
τˆ ≡
d∑
i=1
d∑
j=1
titj |i, j〉〈i, j|, (A16)
where
tµ = tµ+1 ≡ √cµd1/4 µ odd, (A17)
and cµ are the coefficients appearing in Eq. (10), the defini-
tion of |ψA〉. From Eqs. (10)-(12) it is easy to see that
|ψA〉 = τˆ |ψ0A〉, (A18)
d∑
i=1
t4i = d. (A19)
The matrix of operator τˆ is diagonal with non-negative en-
tries. If operator Rˆ is positive semidefinite, so is τˆ Rˆτˆ , be-
cause if the expectation value of the latter with a state |ξ〉
were negative, so were the expectation value of the former
with τˆ |ξ〉. Furthermore, it commutes with the partial trans-
position, as it multiplies both |i, j〉〈k, l| and |i, l〉〈k, j| with
the same factor of titjtktl. It also preserves the symmetric-
ity or antisymmetricity of a state. Let us take τˆ σˆ0τˆ (see
Eq. (A1)), that is:
p|ψA〉〈ψA|+ (1 − p) τˆ PˆS τˆ
dS
(A20)
with p = 1/(d + 2), which is the lower bound for
pPPT (|ψ0A〉〈ψ0A|). Due to the properties of operator τˆ
stated above, the partial transpose of the operator is pos-
itive semidefinite with this value of p. The second term
is a symmetric positive semidefinite operator. However,
the operator in Eq. (A20) is not a density operator, be-
cause τˆ PˆS τˆ/dS in the second term is not one. Projector
PˆS is an equal combination of the swap and the identity
operators (see Eq. (6)). For the transformed swap operator
Tr(τˆ
∑
ij |i, j〉〈j, i|τˆ ) =
∑
i t
4
i = d, which is the same as
for the swap operator itself. However, for the transformed
identity operator the trace is
∑
ij t
2
i t
2
j = (
∑
i t
2
i )
2 ≤
d
∑
i t
4
i = d
2, that is if ti are not all equal, it is smaller
than the trace of the identity operator. Therefore, to make
the operator in Eq. (A20) a density operator that is a proper
mixture of the antisymmetric operator and a symmetric one
to provide a lower bound for pPPT , the second term has
to be renormalized by multiplying it by a factor larger than
one. This renormalization will not only preserve the PPT
property of the operator with the same p, but it will even al-
low p to be increased somewhat and still having a PPT oper-
ator. Therefore, pPPT (|ψA〉〈ψA|) ≥ pPPT (|ψ0A〉〈ψ0A|),
indeed.
