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Logical qubit encoding and quantum error correction (QEC) have been experimentally demonstrated in var-
ious physical systems with multiple physical qubits, however, logical operations are challenging due to the
necessary nonlocal operations. Alternatively, logical qubits with bosonic-mode-encoding are of particular in-
terest because their QEC protection is hardware efficient, but gate operations on QEC protected logical qubits
remain elusive. Here, we experimentally demonstrate full control on a single logical qubit with a binomial
bosonic code, including encoding, decoding, repetitive QEC, and high-fidelity (97.0% process fidelity on aver-
age) universal quantum gate set on the logical qubit. The protected logical qubit has shown 2.8 times longer
lifetime than the uncorrected one. A Ramsey experiment on a protected logical qubit is demonstrated for the
first time with two times longer coherence than the unprotected one. Our experiment represents an important
step towards fault-tolerant quantum computation based on bosonic encoding.
Quantum states are fragile and can be easily destroyed
by their inevitable coupling to the uncontrolled environment,
which presents a major obstacle to quantum computation [1].
A practical quantum computer ultimately calls for opera-
tions on logical qubits protected by quantum error correc-
tion (QEC) [2–5] against unwanted errors with hopefully long
enough coherence time. Therefore, to realize such a logical
qubit with a longer coherence time than its individual physical
components is considered as one of the most challenging goals
for current quantum information processing [6]. For QEC,
fragile quantum information needs first to be redundantly en-
coded in a logical subspace of a large Hilbert space [4]. Er-
ror syndromes that can distinguish the code space from other
orthogonal error subspaces need to be monitored repetitively
without perturbing the encoded information. Based on quan-
tum non-demolition (QND) syndrome measurements, unitary
recovery gates are adaptively applied to restore the original
encoded information. To protect with QEC and to realize uni-
versal unitary manipulations of the logical qubit within the
code space are necessary steps towards a practical quantum
computer. The next stage is to demonstrate gate operations on
the logical qubit under continuous QEC protection.
For previous logical qubit schemes based on multiple phys-
ical qubits [7–16], it is technically challenging to realize QEC
and logical operations, because the number of error channels
increases with the number of qubits and it also requires non-
local gates on a collection of physical qubits for logical oper-
ations. Recently, a different encoding architecture based on a
single bosonic oscillator (e.g. a microwave cavity mode) was
proposed [17, 18] and has attracted a lot of interest [19–26]. In
particular, QEC protection exceeding the break-even point has
been demonstrated with a cat-code encoding [22] and gate op-
erations on such logical qubits alone have been demonstrated
without any QEC protection [24]. Taking advantage of the
infinite dimensional Hilbert space of a harmonic oscillator,
quantum information can be encoded with a single degree of
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FIG. 1. Schematic of the experiments on binomial quantum code.
(a) The experimental device consists of a storage cavity as an oscil-
lator for logical quantum state encoding, an ancillary transmon qubit
facilitating all quantum operations, and a readout cavity for the an-
cilla measurement. The quantum states are encoded in the oscillator
with the binomial code bases |0L〉= (|0〉+ |4〉)/
√
2 and |1L〉= |2〉.
(b) Operations on a single logical qubit. The quantum state of the
ancilla qubit {|g〉 , |e〉} can be encoded (EN) to and decoded (DE)
from the code space of the oscillator. A single photon loss changes
the code space with even parity to the error space {|3〉 , |1〉} with odd
parity. A high-fidelity and QND parity measurement can detect this
error event, while leaving encoded quantum information untouched.
Once a loss error is detected (ED), a unitary error correction (EC) re-
covery gate UR can convert the error space back to the original code
space. If there is no parity jump detected, the deterministic evolu-
tion of the code word can be corrected by another unitary recovery
gate (not shown), completing a closed-loop QEC on the logical qubit.
With the assistance of the ancilla, high-fidelity gate operationsUL on
the logic qubit can also be implemented within the code space.
freedom. Most importantly, photon loss remains the dominant
error channel, therefore there is still only one error syndrome
that needs to be monitored. In addition, universal operations
on the oscillator can be realized by dispersively coupling to
a single ancilla transmon qubit, which allows fast and high-
fidelity operations [27]. As a result, the requirements on hard-
ware are greatly reduced [17, 18].
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2Besides the above advantages, a binomial code in a mi-
crowave cavity [28] is preferable because it has exact or-
thonormality of the code words and an explicit unitary op-
eration for repumping photons into the photonic mode. The
binomial code can exactly correct errors that are polynomial
up to a specific order in photon creation and annihilation op-
erators, including amplitude damping and displacement noise.
Recently a controlled-NOT gate on a target qubit based on the
lowest-order binomial code without QEC protection has been
realized [26]. Here, we also choose the lowest-order bino-
mial code that can be protected against a single photon loss
error, and demonstrate full control on a single bosonic logical
qubit with a repetitive QEC and a high-fidelity (97.0% process
fidelity on average) universal gate set. The protected logical
qubit has shown 2.8 times longer lifetime than the uncorrected
one, and approaches the break-even point. The demonstrated
complete logical qubit operations could be the foundations for
developing fault-tolerant quantum computing [6, 29] and one-
way quantum repeaters [30]. Additionally, we demonstrate for
the first time a Ramsey experiment on the QEC protected log-
ical qubit that shows two times longer coherence than the un-
protected one, paving the way towards QEC enhanced quan-
tum metrology [31].
The bosonic logical qubit experiment is implemented on a
circuit quantum electrodynamics (cQED) architecture [32, 33]
with a transmon qubit dispersively coupled to two three-
dimensional (3D) cavities [19, 20, 22, 27, 33, 34], which is
illustrated schematically in Fig. 1a. The ancilla qubit has
an energy relaxation time T1 = 30 µs and a pure dephasing
time Tφ = 120 µs. The storage cavity serving as an oscillator
(henceforth referred as the “oscillator”) for encoding logical
quantum states has a single-photon lifetime τs = 143 µs and
a coherence time 252 µs. Utilizing the large Hilbert space
of the harmonic oscillator, the binomial code is constructed
by superposing Fock states with binomial coefficients [28].
In our experiment, we choose the lowest-order binomial code
with the code words
|0L〉= (|0〉+ |4〉)/
√
2, (1)
|1L〉= |2〉 , (2)
as shown in Fig. 1b. Both bases have the same average pho-
ton number of two as required by the QEC criteria [1]. This
code can protect quantum information from one photon loss
error, which is the dominant error in the microwave oscillator.
A single photon loss delivers the logical states from the code
space with even parity to an error space with odd parity, i.e.
aˆ |0L〉 = |3〉 and aˆ |1L〉 = |1〉, where aˆ is the photon annihila-
tion operator of the oscillator.
A complete set of operations on the bosonic logical qubit
is illustrated in Fig. 1b. Besides serving as an ancilla for the
error syndrome detection of the logical qubit, the transmon
qubit provides the necessary non-linearity for implementing
the quantum encoding, decoding, and error correcting recov-
ery operation (UR), as well as the universal single logical
qubit operations in the binomial code space (logical gates
UL). Through a sequence of control pulses on the system,
all these operations on the logical qubit are realized based on
the dispersive interaction between the ancilla and the oscilla-
tor [22, 35]
Hint =−χqsaˆ†aˆ |e〉〈e|− K2 aˆ
†2aˆ2, (3)
where |e〉 is the excited state of the ancilla qubit (|g〉 is the
ground state), χqs/2pi = 1.90 MHz is the dispersive interac-
tion strength, and K/2pi = 4.2 kHz is the self-Kerr coefficient
of the oscillator. The control pulses are synchronized and gen-
erated by field programmable gate arrays (FPGA) with home-
made logics, and allow for fast real-time feedback control of
the logical qubit (see Supplementary Materials for the exper-
imental apparatus). Specially, the pulse shapes are numer-
ically optimized with the gradient ascent pulse engineering
(GRAPE) method [36, 37] based on carefully calibrated ex-
perimental parameters.
First, we demonstrate the encoding and decoding process,
where quantum information is transferred between the ancilla
qubit {|g〉 , |e〉} and the binomial code space {|0L〉 , |1L〉} of
the oscillator. Process tomography [1] is used to benchmark
our encoding and decoding performance, and the fidelity is de-
fined as Fχ = tr(χMχideal), with χM (χideal) being the derived
4× 4 process matrix for experimental (ideal) operation (see
Methods). Figure 2a shows the χM for a sequential encoding
and decoding process (χideal = I) and indicates a fidelity of
93.1%.
The quantum information in the binomial code space can
be protected from a single photon loss by the QEC process
(including both error detection and correction). A photon
number parity measurement can distinguish the code and er-
ror spaces (Fig. 1b) without perturbing the encoded informa-
tion [20], and thus serves as the error syndrome for error de-
tection. Once a parity change is detected, the state in the error
space can be converted back to the original code space by a
unitary recovery gate UR. As opposed to the cat code, where
corrections can be performed at the end of error-syndrome
tracking [22], the photon loss error in our experiment needs to
be corrected immediately since this particular binomial code
does not tolerate two or more photon losses. Repeated such
processes can therefore protect the information stored in the
logical qubit. However, a trade-off needs to be considered
between more frequent parity measurement to avoid missing
photon loss errors and finite detection and recovery fidelities
causing extra information loss.
The experimental protocol of repetitive QEC is shown in
Fig. 2a, where a two-layer QEC procedure is adapted to bal-
ance the operation and photon loss errors. The top-layer QEC
consists of several bottom-layer QEC steps, and each step
corrects photon loss error but tolerates the backaction from
the detection of no parity jump until the last step. There-
fore, the top-layer QEC recovers the quantum information in
code space and is repeated many times, while the bottom-layer
QEC conserves parity in a deformed code space. The opti-
mal scheme for current experiments consists of two bottom-
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FIG. 2. Protocol of the repetitive QEC and process tomography. (a) The experimental procedure. The experiment begins with encoding
an arbitrary superposition state
∣∣ψq〉= α |g〉+β |e〉 of the ancilla qubit onto the oscillator state |ψ0〉= α (|0〉+ |4〉)/√2+β |2〉 (process EN).
After a waiting time tw ≈ 17.9 µs, a parity measurement is performed. PM j1 = 0 (the 1st parity measurement of the jth round) indicates that no
photon loss error occurs (two or more photon loss errors can not be distinguished but have a small probability), and the state of the oscillator
undergoes a deterministic evolution to a deformed code space as |ψ1〉=α(cosθ1 |0〉+sinθ1eiϕ4 |4〉)/
√
2+βeiϕ2 |2〉, and no correction action is
applied. PM j1 = 1 indicates that one photon loss error occurs, and the oscillator state becomes |ψ2〉=αeiϕ3 |3〉+β |1〉. A pi pulse is first applied
to flip the ancilla qubit to the |g〉 state to minimize the detrimental effect from the ancilla qubit decoherence, and then a unitary recovery gateU2
is applied immediately to convert |ψ2〉 to |ψ1〉. Note that after another waiting time tw, a second parity measurement is performed. Similarly,
PM j2 = 0 or 1 indicate no or one photon loss occurs, and the oscillator state becomes |ψ3〉 = α(cosθ2 |0〉+ sinθ2eiϕ
′
4 |4〉)/√2+βeiϕ ′2 |2〉 and
|ψ4〉 = αeiϕ ′3 |3〉+β |1〉, respectively. Unitary gates U3 and U4 are then applied correspondingly to restore the original state |ψ0〉. This error
correction process is repeated 1−19 times followed by a decoding process (DE) to the ancilla qubit. |ψ0−4〉 are all measured Wigner functions
for α = 1/
√
2 and β = −i/√2. (b-e) χ matrices of the process tomography, with (b) for encoding followed immediately by the decoding
process, (c)&(d) for one round of error correction for PM12 = 0 (with probability 79.3%) and PM
1
2 = 1 (with probability 20.7%), respectively,
(e) for one round of correction without post-selecting PM12 = 0 or 1. Here, only the real parts are shown while the imaginary parts are nearly
zero.
layer QEC steps with a waiting time tw = 17.9 µs. The
outcome of first error detection PM = 0 indicates that no
photon loss error occurs and the state of the oscillator un-
dergoes an evolution from |ψ0〉 = α |0L〉+ β |0L〉 to |ψ1〉 =
α |0′L〉+β |1′L〉, with a deformation of code space bases |0′L〉=
(cosθ1 |0〉+ sinθ1eiϕ4 |4〉)/
√
2 and |1′L〉 = eiϕ2 |2〉. We note
that the above unitary evolution is only an approximation to
the non-unitary backaction associated with the no-parity-jump
evolution e−(κ/2)aˆ†aˆt valid to first order in κtw [28]. It is also
worth noting that no detected parity change can not rule out
the possibility of having two-photon losses (∼ 2.1%), which
causes complete quantum information loss. For PM = 1, one
photon loss error occurs (the probability of having a three-
photon loss∼ 0.14% can be neglected), and the oscillator state
becomes |ψ2〉 = αeiϕ3 |3〉+β |1〉 and a unitary recovery gate
U2 has to be applied immediately to convert |ψ2〉 to |ψ1〉 in the
deformed code space. After an additional waiting time tw, an-
other error detection is performed for the second bottom-layer
QEC step. Similarly, PM = 0 and 1 indicate a further defor-
mation of code space to |ψ3〉 and a jump to error space with
|ψ4〉 = αeiϕ ′3 |3〉+β |1〉, respectively. Then, unitary gates U3
andU4 are applied correspondingly to restore the original state
|ψ0〉, completing one round of top-layer error correction. In
Figs.2c-e, the process matrices are presented for the process
after the second error detection in the first round of top-layer
QEC, showing a good fidelity of 81.4%.
Figure 3a shows the process fidelity Fχ(t) with the repet-
itive QEC (green) decaying exponentially as a function of
time, where the two-layer error correction process is repeated
j = 1− 19 times. For comparison, the process fidelities of
the uncorrected binomial quantum code (red), the uncorrected
transmon qubit (black), and the uncorrected Fock {|0〉,|1〉}
encoding of the oscillator (blue) are also plotted. All curves
are fitted using Fχ(t) = 0.25+Ae−t/τ , where τ is the lifetime.
τ of the corrected binomial code is 5.3 times longer than the
uncorrected transmon qubit, 2.8 times longer than the uncor-
rected binomial code, and only less than 8% lower than the
uncorrected Fock encoding that defines the break-even point
for the QEC [22]. These results demonstrate that the experi-
mental system and scheme are robust and can indeed protect
the encoded bosonic code from the photon loss error.
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FIG. 3. QEC performance. (a) Green: Process fidelity Fχ (t) with
the repetitive QEC decays exponentially as a function of time. Each
point is obtained by 40,000 averages and the error bars are smaller
than marker sizes. For comparison, the process fidelity decay curves
of the uncorrected binomial quantum code (red), the uncorrected
transmon qubit (black), and the uncorrected Fock {|0〉 , |1〉} encoding
(blue) are also plotted. All curves are fit using Fχ (t) = 0.25+Ae−t/τ
(dotted lines). (b) Theoretically expected process fidelity decay time
for the protocol in Fig. 2a with the measured parameters but with
different recovery gate fidelities (the colored lines correspond to fi-
delities from 0.95 to 1 with a step of 0.005). The cross indicates
our experimental result, implying a recovery gate fidelity of about
97.0%. (c) Expected process fidelity decay time as a function of T1
and Tφ . Dashed lines represent isolines from 150 µs to 220 µs with a
step of 10 µs. The cross indicates our experimental result. In order to
extend the logical qubit lifetime beyond that of Fock state {|0〉,|1〉}
encoding, T1 needs to be doubled while Tφ remains the same.
The experiment is mainly limited by the decoherence of the
ancilla qubit that induces imperfections and deserves further
investigation. Since the ancilla facilitates both error detection
and gate operations, the ancilla decoherence induces errors
for these processes and prevents more frequent QEC. On the
other hand, with a larger interval between QECs, there is a
higher probability of having undetectable two-photon losses
and a larger dephasing effect induced by photon losses due to
the non-commutativity of the annihilation operation aˆ and the
self-Kerr term K2 aˆ
†2aˆ2 (see Supplementary Materials). To il-
lustrate this trade-off relation, Fig. 3b shows the numerically
predicted decay time as a function of the tracking interval per
two error detections following the protocol in Fig. 2a. It pre-
dicts a shorter optimal tw and a longer decay time for a higher
recovery gate fidelity. Our experimental result is indicated by
the cross, implying a recovery gate fidelity of about 97.0%
that is mainly limited by the qubit decoherence during the re-
covery gates. In order to extend the logical qubit life time
beyond that of Fock state {|0〉,|1〉} encoding, either a better
strategy with at least four bottom-layer QEC steps needs to
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FIG. 4. Gate operations on the logical qubit and Ramsey inter-
ferometry on the QEC protected logical qubit. (a) Randomized
benchmarking is used to quantify the gate performance on the logical
qubit, with the protocol shown in the inset. All experiments start with
an encoding and end with a decoding followed by ancilla qubit mea-
surement. The reference curve is measured after applying sequences
of m random Clifford gates, while the ±X90,±Y90,X180,Y180
(±pi/2 rotation along x- or y-axis, and pi rotation along x- or y-axis,
respectively) curves are realized after applying sequences that inter-
leave the corresponding gate with m random Clifford gates. Each se-
quence is followed by a recovery Clifford gate in the end right before
the final measurement. The number of random sequences for each
length m in our experiment is k = 100 and each random sequence is
repeated over 5,000 times. All curves are fitted by FRB = Apm +B
with different sequence decay p. The reference decay indicates the
average error of the single-qubit gates, while the ratio of the inter-
leaved and reference decay gives the specific gate fidelity. The av-
eraged single-qubit gate error rgate ∼ 0.031. (b) Ramsey interfer-
ometry of logical qubit, with insets showing the experimental se-
quences. The Ramsey oscillation on the QEC protected logical qubit
(red) gives a coherence time twice longer than that without QEC pro-
tection (blue), demonstrating a real gain of the coherence from QEC.
For the process without QEC, the intervals between gates are cho-
sen such that the Kerr rotations of |4〉 are integer multiples of 2pi .
The rotation axis of the second pi/2 gate is fixed and the oscillation
comes from the Kerr rotation of |2〉. The population converges to a
value slightly lower than 0.5, which comes from the leakage out of
the computational space during the long process without protection.
For the QEC protected case, the rotation axis of the second pi/2 gate
(R90) varies in the x-y plane with an interval of pi/4.
5be implemented with current qubit coherence (but demanding
more adaptive gate calibrations, see Supplementary Materi-
als), or the coherence time of the ancilla qubit needs to be im-
proved. As depicted in Fig. 3c, this goal can be achieved if we
can double T1 while keep the same Tφ . By comparison, a cat
code does not have this recovery gate error issue, and instead
only requires tracking the number of errors and a correction at
the end of the whole QEC process [22]. If the recovery gate
itself is perfect and we only have detection errors, we in prin-
ciple can achieve a decay time after QEC over 260 µs, more
than 20% longer than for Fock state {|0〉,|1〉} encoding.
To fully exploit the binomial encoding for future quantum
information processing, gate operations on the logical qubits
are indispensable. Thanks to the single bosonic oscillator en-
coding, we are able to implement the logical qubit gates by a
universal control of the state of the oscillator, instead of en-
coding/decoding to the ancilla qubit. A randomized bench-
marking experiment [38–41] is performed to determine the
fidelity of the Clifford gates on the logical qubit. Figure 4a
shows the results with an averaged gate error rgate ∼ 0.031.
These gates fidelities could be improved further by a more
careful calibration of the GRAPE pulses. We note that the T
gate does not belong to the Clifford group, so it can not be
characterized by randomized benchmarking. We instead per-
form repeated gates to extract the gate fidelity of about 98.7%
(data shown in the Supplementary Materials).
With the QEC and the high-fidelity universal operation of
the logical qubit in hand, we demonstrate a Ramsey experi-
ment on the QEC protected logical qubit that indeed shows
longer coherence. Figure 4b insets show the experimental se-
quences for the logical qubit Ramsey experiments with and
without QEC, and both experiments also combine an encoding
and decoding process. The results are fitted with an exponen-
tially damped sinusoidal function. The Ramsey experiment
performed on the logical qubit without QEC gives a coher-
ence time of 101 µs. The interference fringes against the evo-
lution time correspond to a Kerr nonlinearity induced phase
change of the logical qubit. It is worth noting that the self-
Kerr does not cause errors in the lowest-order binomial code
in the absence of cavity photon decay. A particular frame can
be chosen to match the rotation of |4〉 relative to |0〉 so that
|0〉 and |4〉 are degenerate, while |2〉 has a slightly different
frequency. However, the resulting phase rotation of the logi-
cal qubit is purely deterministic and thus there is no decoher-
ence associated with the self-Kerr effect. This is true even if
the higher-order corrections to Kerr nonlinearity are taken into
account, which is one of the nice features of the lowest-order
binomial code.
For comparison, the experiment on the QEC protected log-
ical qubit gives a twice longer coherence time of 213 µs,
demonstrating a real gain of the coherence from QEC. The
Ramsey oscillation in this QEC protected case comes from the
variable rotation axis of the second pi/2 gate. Since the Ram-
sey interferometry has been widely used for precision mea-
surements, our results represent an important advance towards
QEC enhanced metrology based on logical qubits.
In summary, we have demonstrated a real-time repetitive
QEC and universal gate set on a bosonic logical qubit in a
superconducting circuit. Our experiment shows that the bino-
mial encoding in a 3D cQED architecture is hardware-efficient
for QEC and logical operations and represents a promising
platform towards future quantum algorithms based on multi-
ple logical qubits with QEC protection. Our work provides a
starting point for future works: realize logical qudit with bino-
mial code, generalize the tools realized in this work to multi-
ple oscillators (logical qubits), and realize fault-tolerant error
detection, correction, as well as logical gates. Current exper-
imental techniques are feasible to realize more logical qubits
by integrating more cavities or modes in a compact 3D struc-
ture [42]. Our results motivate further investigations of the
superconducting quantum processor and envision the route to-
wards fault-tolerant implementation of QEC and gates based
on bosonic encoding [6, 29].
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EXPERIMENTAL DEVICE AND SETUP
Our experimental device is measured in a dilution refrig-
erator with a base temperature about 10 mK. Details of the
experimental setup are shown in Fig. S1a. The device has
a transmon qubit (the ancilla) dispersively coupled to both a
readout cavity and a storage cavity (the oscillator). The an-
cilla qubit is fabricated on a c-plane sapphire (Al2O3) sub-
strate with a double-angle evaporation of aluminum after a
single electron-beam lithography step. The cavities are made
of high purity 5N5 aluminum and are chemically etched for
a better coherence time [1, 2]. A Josephson parametric Am-
plifier (JPA) [3–6] is used as the first stage of amplification,
allowing for a high-fidelity single-shot measurement of the
qubit (see the section on the Readout Properties).
We follow a similar hardware setup and quantum control
architecture strategy based on field programmable gate ar-
ray (FPGA) boards as Dr. Schoelkopf’s lab at Yale Univer-
sity for our experiment [7]. The ancilla qubit, the oscillator,
and the readout cavity are each controlled by a FPGA board.
All three FPGA boards are X6-1000M from Innovative Inte-
gration in a VPXI-ePC chassis as shown in Fig. S1b. Each
board integrates two digital-to-analog converters (DACs), two
analog-to-digital converters (ADCs), 64 independent digital
inputs/outputs (DIO), and a Xilinx VIRTEX-6 FPGA with
customized logic for control. All FPGAs are loaded with the
same logic, and we send different but synchronized instruc-
tions to each FPGA to realize the desired operations. A VPX-
COMEX module is used to generate 1 GHz clocks (1 GHz
sampling rate for all ADCs and DACs) and synchronized trig-
gers for all three boards, so that all DIO, ADCs, and DACs on
different boards are synchronized into one entirety. The down-
converted returning readout signal from the device is fed into
the ADCs of one FPGA board, within which the demodula-
tion and calculations are performed and the results are dis-
criminated into digitized signals. These final readout signals
are not only sent to the host PC, but also distributed among
all FPGAs through the DIO ports for inter-board communica-
tion. The latter is essential because the feedback operations
coordinated among all three boards depend on the same dig-
itized readout result. The total feedback latency, the time in-
terval between receiving the last point of the readout signal
and sending out the first point of the control signal, is 336 ns
in our experiment. This time includes the signal travel time
Term Measured (Predicted)
ωq/2pi 5.692 GHz
ωs/2pi 7.634 GHz
ωr/2pi 8.610 GHz
Kq/2pi 232 MHz
Kr/2pi (14.4 kHz)
Ks/2pi 4.23 kHz
K
′
s/2pi 0.45 kHz
χqs/2pi 1.90 MHz
χqr/2pi 3.65 MHz
χsr/2pi (15.6 kHz)
TABLE I. Hamiltonian parameters. The predicted values in paren-
theses are calculated according to χpp′ = −2
√
KpK
′
p based on the
black-box quantization theory [8].
Ancilla Oscillator Readout
T1 30 µs - -
T2 40 µs - -
Tφ 120 µs - -
τs,r(κs,r/2pi) - 143 µs (1.1 kHz) 44 ns (3.62 MHz)
T s2 - 252 µs -
ground state 99.2% 99.4% > 99.9%
TABLE II. Coherent times and thermal populations of the ancilla
qubit, the oscillator, and the readout cavity.
through the experimental circuitry.
MEASURED SYSTEM PARAMETERS, COHERENCE
TIMES, AND MEASUREMENT PROPERTIES
In the strong-dispersive regime, our system consisting of
two cavities and one ancilla qubit can be described by the
Hamiltonian
Hˆ/h¯= ωqaˆ†qaˆq+ωraˆ
†
r aˆr+ωsaˆ
†
s aˆs
− χqsaˆ†qaˆqaˆ†s aˆs−χqraˆ†qaˆqaˆ†r aˆr−χsraˆ†s aˆsaˆ†r aˆr
− Kq
2
aˆ†2q aˆ
2
q−
Kr
2
aˆ†2r aˆ
2
r −
Ks
2
aˆ†2s aˆ
2
s −
K
′
s
6
aˆ†3s aˆ
3
s , (1)
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FIG. S1. Experimental setup. (a) Details of wiring and circuit components. The experimental device has a transmon qubit (the ancilla)
dispersively coupled to both a readout cavity and a storage cavity (the oscillator). The cavities are made of high purity 5N5 aluminum and
are chemically etched to improve coherence time. A JPA is located at 10 mk, after two circulators, allowing for a high-fidelity single-shot
measurement of the ancilla. A high-electron-mobility-transistor (HEMT) amplifier at 4 K and an amplifier at room temperature are also used
before the down-conversion of the signal to 50 MHz with a local oscillator (LO). Part of the readout signal does not go through the dilution
refrigerator and is used as a reference to lock the phase of the returning readout signal from the device for a better measurement stability. (b)
The FPGA control system. Three X6-1000M boards and a VPXI-ePC from Innovative Integration are used to control the qubit (FPGA0), the
readout cavity (FPGA1), and the oscillator (FPGA2). Each board contains two DACs, two ADCs, and 64 independent DIO ports (as input or
output). The control pulse envelopes modulated at 100 MHz are generated from DACs. Microwave switches are used for the qubit and the
oscillator control signals for better protection against leakage and are controlled by the DIO port on the corresponding board. Both microwave
generators for the readout and the JPA pump work in a pulsed mode controlled by the DIO ports as well. The down-converted returning readout
signal from the device is fed into the ADCs on the same FPGA board (FPGA1) that also sends out the readout signal. The demodulation and
calculation are performed inside FPGA1 and the results are discriminated into digitized signals. These final readout signals are not only sent to
the host PC, but also distributed among all FPGAs through the DIO ports for inter-board communication. The feedback operations coordinated
among all three boards depend on the same digitized readout result.
3n¯ Parity fidelity
0 98.8%
1 97.8%
2 97.2%
3 97.1%
TABLE III. Average parity measurement fidelity vs n¯ based on the
protocol (RYpi/2, pi/χqs, R
Y
−pi/2). The single parity measurement is
99.92% QND (see Fig. S4 below).
where ωq,s,r are the ancilla qubit, the oscillator, and the read-
out cavity frequency, respectively; aˆq,s,r are the corresponding
ladder operators; χqs, χqr, χsr are the cross-Kerrs; Kq,r,s are
the self-Kerr of corresponding quantum system; and K
′
s is a
higher-order correction to the self-Kerr Ks. All these param-
eters are either measured directly or derived from the mea-
sured ones, and are displayed in Table I. It is worth noting
that although K
′
s is not shown explicitly in Eq. 3 in the main
text, it is important to take it into account when calculating the
control pulses based on the gradient ascent pulse engineering
(GRAPE) method [9, 10] and choosing the right waiting in-
terval for the measurement of the uncorrected binomial code
decay time. Ks and K
′
s of the oscillator are estimated by mea-
suring the phase of |2〉 and |4〉 relative to |0〉 after an evolution
of the initial state (|0〉+ |2〉)/√2 and (|0〉+ |4〉)/√2, respec-
tively, as shown in Fig. S2.
The coherence times and thermal populations of all modes
are summarized in Table II. The ancilla qubit has an energy
relaxation time T1 = 30.0 µs and T2 = 40.0 µs correspond-
ing to a pure dephasing time Tφ = 120 µs. The ancilla qubit
has a steady-state excited state population of nqth = 0.008, pre-
sumably due to stray infrared photons or other background
noise leaking into the system. Together with the measured
T1 = 30.0 µs, we can derive the effective time for the ancilla
being excited by thermal environment as 1/Γ↑ ≈ 3750 µs,
which is much larger than the duration of our experiment. The
oscillator has a single-photon lifetime τs = 143 µs (κs/2pi =
1.1 kHz) and a coherence time T s2 = 252 µs corresponding to
a pure dephasing time T sφ = 2.1 ms. The dephasing time of
the cavity is more than an order of magnitude larger than the
photon energy relaxation time, justifying the argument that
photon decay is the main decoherence channel for the log-
ical qubit. Due to the strong interaction between the oscil-
lator and the ancilla qubit, the pure dephasing time of the
oscillator during idle when the ancilla qubit is in its ground
state apparently is mainly limited by the ancilla qubit ther-
mal noise as 1/Γ↑. However, for operations assisted by the
ancilla qubit, the excitation of the qubit could introduce sig-
nificant dephasing. Since this effect is combined with other
imperfections, we do not separately estimate the dephasing of
the operations but just include it in our numerically and ex-
perimentally estimated operation fidelities. Thus, further sup-
pressing the ancilla qubit thermal excitation and extending the
ancilla qubit energy decay time are essential to eliminate the
dephasing channel of the oscillator. Based on a similar ar-
gument, due to the strong-dispersive interaction between the
ancilla qubit and the readout cavity, thermal population of the
readout cavity can limit the ancilla qubit pure dephasing time
Tφ < 1/nrthκr [11]. Based on the measured ancilla qubit de-
phasing time, we can obtain an upper limit on the thermal
population of the readout cavity nrth < 0.0004. The thermal
population of the oscillator nsth ∼ 0.006 is derived based on
parity measurements in its steady state (see below).
The dispersive interaction between the ancilla qubit and the
readout cavity χqr, nearly matched with the decay rate κr of
the readout cavity for an optimal signal-to-noise ratio, en-
ables a high-fidelity (with the help of a JPA) and high quan-
tum non-demolition (QND) single-shot readout of the ancilla
qubit [12]. The readout pulse has been optimized to have a
width of 320 ns at a few-photon (< 10) level. The readout
fidelity is > 0.999 for |g〉 and 0.989 for |e〉 (Figs. S3a and
S3b). The readout fidelity loss for |e〉 comes from the an-
cilla qubit decay during the measurement time. The readout
fidelity of the ancilla qubit measured at |g〉 when initially pre-
pared in |g〉 by post-selection is > 0.999, while the fidelity
for |e〉 state when initially prepared in |e〉 by post-selection is
0.974 (Figs. S3c and S3d). The readout fidelity loss for |e〉 is
dominantly due to the ancilla qubit decay during the following
waiting time (320 ns) and measurement time (320 ns), demon-
strating the highly QND nature of the dispersive readout.
The dispersive interaction between the ancilla qubit and the
oscillator χqs allows one to do a Ramsey-type parity measure-
ment of the photon numbers in the oscillator [13], where two
unconditional pi/2 rotations (RYpi/2) of the ancilla qubit are sep-
arated by a pure delay of pi/χqs. Since in our QEC experiment
the ancilla qubit is always prepared in the ground state (a pi
pulse is applied if the ancilla qubit is measured in |e〉) and
logical qubit has an even parity, we only focus on the parity
measurement protocol (RYpi/2, pi/χqs, R
Y
−pi/2) in order to re-
turn the ancilla to |g〉 if the parity is even. The pi/2 rotation
pulses have a Gaussian envelope truncated to 4σ = 20 ns with
the so-called “derivative removal by adiabatic gate” (DRAG)
technique [14].
Due to the finite bandwidth of the pi/2 rotations, the par-
ity readout fidelities depend on the average number of pho-
tons in the cavity, which is characterized following a similar
technique in Ref. 15. An initialization of the system based
on post-selections creates a vacuum state in the oscillator and
ground state of the ancilla qubit. Then a cavity displacement
D(α =
√
n¯) and three consecutive parity measurements are
performed. Post-selections of the first two consecutive iden-
tical parity results would give a photon state parity with good
confidence, and the third parity measurement is used for the
final parity fidelity measurement. The averaged parity mea-
surement fidelity results are listed in Table III. Note that for
the protocol (RYpi/2, pi/χqs, R
Y
−pi/2), the fidelity for an odd par-
ity state is slightly lower than an even parity state because the
ancilla qubit ends up in the excited state which has the pos-
sibility of an extra decay during the following ancilla qubit
readout. The most relevant number in our experiment is for
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FIG. S2. Measurements of Kerr coefficients for the oscillator. (a) The measurement sequence. We encode the oscillator into (|0〉+ |2〉)/√2
and (|0〉+ |4〉)/√2 for measuring Ks and K ′s, respectively. tw varies with a step of 4 µs for (|0〉+ |2〉)/
√
2 and 2 µs for (|0〉+ |4〉)/√2. Then
a parity measurement is performed following a displacement operation on the oscillator with α = 0.7
√
2 for (|0〉+ |2〉)/√2 and α = 0.9√2
for (|0〉+ |4〉)/√2. The phase of the displacement operation φ varies for (|0〉+ |2〉)/√2 or is fixed at pi/4 for (|0〉+ |4〉)/√2. (b) Measured
parity oscillations. Fitting the curves using y = y0 +Ae−t/τcos(ωt+ϕ0) gives the frequencies of the oscillation, from which we derive the
Kerr coefficients by subtracting the known detuning: the self-Kerr Ks/2pi = 4.23 kHz (in the term -Ks2 aˆ
†2
s aˆ2s ) and the correction to the self-Kerr
K
′
s/2pi = 454 Hz (in the term −Ks
′
6 aˆ
†3
s aˆ3s ).
n¯ = 2, and the corresponding averaged parity readout fidelity
is 0.972 (98.3% for an even parity and 96.0% for an odd par-
ity).
The QND nature of the error syndrome measurement (that
does not introduce extra photon jump errors) is essential for
QEC. To quantify the QND property of the parity measure-
ment on the oscillator, the parity decay of a coherent state
is monitored by performing repeated parity measurements
(RYpi/2, pi/χqs, R
Y
−pi/2) with different intervals, 1 − 30 µs.
This experiment is carried out with real-time feedback which
always flips the ancilla qubit back to the ground state af-
ter each parity measurement in order to eliminate the an-
cilla qubit decay during the interval between parity mea-
surements. The averaged parity decay curves vs time with
an initial displacement α =
√
2 are shown in Fig. S4 and
are fitted with 〈P〉 = 1+P02 (2Pe− 1)+ 1−P02 (1− 2Po), where
P0 = e−2|α|
2e−t/τtot/(1+2nsth)/(1+ 2nsth) is the expected parity
evolution with a steady-state thermal population nsth in the cav-
ity, τtot is the parity decay time under monitoring, and Pe (Po)
is the parity measurement fidelity for an even (odd) state. The
fit gives nsth ∼ 0.006. The extracted τtot vs repetition inter-
val is shown in the inset of Fig. S4. The total decay time
is well modelled by a parallel combination of the natural de-
cay (τs) and a constant demolition probability pd = 0.08% per
measurement, indicating that a single parity measurement is
99.92% QND.
EXPERIMENTAL SEQUENCES
In the following, we show the details of our experimental
sequences. Since both the ancilla qubit and the oscillator have
non-zero but small thermal excitations, we always initialize
our system to |g,0〉 (the notation denotes |qubit,oscillator〉)
by post-selection on the ancilla qubit’s ground state and a
subsequent oscillator parity measurement. This post-selection
only removes about 1.4% of the total data, so we do not use
an adaptive control to perform the initialization, although in
principle we could.
The ancilla qubit plays two main roles: 1) serve as an an-
cilla for the error syndrome detection of the logical qubit; 2)
provide the necessary non-linearity for implementing all the
operations related to the oscillator including encoding, decod-
ing, error correcting, as well as the universal single logical
qubit operations. Through a sequence of control pulses on the
system, all these operations on the logical qubit are realized
based on the dispersive interaction between the ancilla and the
oscillator. The control pulses are synchronized and generated
by FPGAs with home-made logic. The pulse shapes are nu-
merically optimized with GRAPE [9, 10] based on carefully
calibrated experimental parameters. All GRAPE pulses have
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FIG. S3. Readout property. (a) Sequences for readout fidelity deter-
mination. The ancilla qubit is first measured and the ground state |g〉
is post-selected, then no pi pulse or a pi pulse is performed to prepare
|g〉 or |e〉 followed immediately by a second readout measurement.
(b) Readout fidelity corresponding to the sequences in (a). The read-
out fidelity is > 0.999 for |g〉 and 0.989 for |e〉. The readout fidelity
loss for |e〉 comes from the ancilla qubit decay during the measure-
ment time. (c) Sequences to test QND. No pi pulse or a pi pulse is
performed to prepare a state with dominant |g〉 or |e〉 followed by
the first readout. After a waiting time of 320 ns, a second readout is
performed. (d) Readout fidelity corresponding to sequences in (c).
The readout fidelity for |g〉 when initially prepared in |g〉 by post-
selection is > 0.999, while the fidelity for |e〉 when initially prepared
in |e〉 by post-selection is 0.974. The readout fidelity loss for |e〉 is
dominantly due to the ancilla qubit decay during the waiting time
and measurement time, demonstrating the highly QND nature of the
readout.
a duration of 528 ns in our experiment.
Figure S5 shows the measurement sequence for the pro-
cess fidelity decay of the uncorrected Fock {|0〉 , |1〉} encod-
ing. The sequence for the case of uncorrected binomial en-
coding (Fig. S6) is similar except that the waiting times are
chosen such that the Kerr rotations of |4〉 are integer multiples
of 2pi to minimize the deformation of one of the code space
bases (|0〉+ |4〉)/√2. This is because in our experiment we
have chosen a rotating frame of ωs so that both |4〉 and |2〉 ro-
tate relative to |0〉 due to the Kerr effects. In principle, we can
choose another frame to match the rotation of |4〉 relative to
|0〉 by rotating at ω4s/4, where ω4s is the frequency difference
between |0〉 and |4〉 of the cavity. Note that this is true even
if the higher-order corrections to Kerr are taken into account,
which is one of the nice features of the lowest-order binomial
code [16]. The extra phase associated with |2〉 is deterministic
and is corrected in our final analysis after decoding.
Figures S7 and S8 show our repetitive QEC sequence and
the details of the QEC process, respectively. The latency of
our adaptive control is defined as the time interval between
receiving the last point of the readout signal and sending out
the first point of control signal including the speed of light
travel time through the whole experimental circuitry and is
only 336 ns, about 1% of the ancilla qubit lifetime.
T GATE FIDELITY USING REPEATED MEASUREMENTS
The T gate does not belong to the Clifford group, so it
can not be characterized by randomized benchmarking. We
instead perform repeated gates to extract the gate fidelity of
0.987, as shown in Fig. S9. This fidelity has been converted
to be consistent with the fidelity definition in the randomized
benchmarking method. We note that if the noise channel is a
depolarization channel and the probability of having a full de-
polarization is p, then in the randomized benchmarking exper-
iment the fidelity FRB = 1− p/2. However, the χ matrix decay
curve with respect to the number of repeated gates gives the
normalized process fidelity (Eq. 3 defined below) F = 1− p.
THEORETICAL ANALYSIS AND ERROR MODEL OF THE
QEC PERFORMANCE
In the QEC experiment, the ancilla plays multiple critical
roles, including in the encoding, decoding, error detection,
error correcting recovery operation, and the universal single
logical qubit operations. The decoherence of the ancilla intro-
duces imperfections for the above processes and thus eventu-
ally limits the ultimate performance of our current experiment.
As just mentioned, on one hand, the ancilla facilitates the error
detection, correction, and gate operations. Therefore, errors
in these processes due to the ancilla decoherence prevent too
frequent repetitive QEC process. On the other hand, with a
larger interval between QECs, there is a higher probability of
having undetectable higher-order photon loss and gain errors
and a larger dephasing effect induced by photon losses (due to
the non-commutativity of the annihilation operation aˆs and the
self-Kerr term Ks2 aˆs
†2aˆs2). These two types of error, caused by
the intrinsic cavity photon loss and the operations facilitated
by the ancilla, compete with each other and ultimately lead to
an optimization of the QEC performance.
In order to understand the experimental results of the QEC
performance, in this section we first investigate the two types
of errors in detail, and then establish an approximate analyti-
cal model that applies to two experimental protocols, Protocol
I and Protocol II for one and two bottom-layer detections and
corrections respectively. The model can explain both experi-
ments well and thus also indicates the possible routes to fur-
ther improve the performance of the binomial code QEC in the
future. The scheme and results of Protocol II have been shown
in the main text already. The experimental procedure of Pro-
tocol I is depicted in Fig. S10, in which the recovery gates are
performed immediately in both no-error and one-error cases
after each detection.
Both analytical models that are based on a simple er-
ror propagation treatment and numerical simulations that are
based on QuTiP in Python [17, 18] have been adopted to an-
alyze each sub-process of the whole QEC protocol. Although
the analytical model provides more physical insights, the nu-
merical approach can be more rigorous. To compare with the
experiments, the decoherence of the ancilla and the oscillator
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FIG. S4. QND property of the parity measurement. To quantify the QND property of the parity measurement on the oscillator, the parity
decay of a coherent state is monitored by performing repeated parity measurements (RYpi/2, pi/χqs, R
Y
−pi/2) with different intervals, 1−30 µs.
This experiment is carried out with feedback which always flips the ancilla qubit back to the ground state after each parity measurement in
order to eliminate the ancilla qubit decay during the interval between parity measurements. The main figure shows the averaged parity decay
curves vs time with three typical repetition intervals: 2 µs, 5 µs, and 30 µs with an initial displacement α =
√
2. In the large time limit,
the cavity reaches a thermal steady state with a thermal population nsth and each curve saturates at 〈P〉 = 0.965 (due to finite nsth and parity
measurement fidelities). Dotted lines are fits with 〈P〉 = 1+P02 (2Pe− 1)+ 1−P02 (1− 2Po), where P0 = e−2|α|
2e−t/τtot/(1+2nsth)/(1+ 2nsth) is the
expected parity evolution with a steady-state thermal population nsth in the cavity, τtot is the parity decay time under monitoring, and Pe (Po) is
the parity measurement fidelity for an even (odd) state. Note that both Pe and Po slightly depend on the average photon number in the cavity
and here we choose Pe = 0.987 and Po = 0.969 for an averaged n¯ = 1. The fit also gives nsth ∼ 0.006. The humps when time is small for
intervals 2 µs and 5 µs are mainly due to the ancilla qubit decay during the feedback latency time (336 ns). The insert shows the extracted
τtot vs the repetition interval τrep. The error bar is derived from bootstrapping of each curve (80,000 averages) in the main figure. Under
parity monitoring, τtot and the natural decay rate τs obey the relationship 1/τtot=1/τs+ pd/τrep, where the pd is the probability of inducing an
extra parity change by the parity measurement [13]. A fit gives 1/τs = 143 µs and pd = 0.08%, indicating that a single parity measurement is
99.92% QND.
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FIG. S5. Experimental sequence to measure the uncorrected Fock {|0〉 , |1〉} encoding lifetime. The whole experiment can be divided
into five parts: initialization of the system to |g,0〉, encoding, various waiting time, decoding, and final state tomography of the ancilla. The
encoding and decoding are realized by GRAPE pulses. The final state tomography of the ancilla is realized by pre-rotations of the ancilla qubit
followed by a σz projection measurement.
are included in the numerical simulations through the Lind-
blad master equations. In the interaction picture, the simpli-
fied Hamiltonian used in the simulation is
Hint =−χqsa†sas |e〉〈e|−
Ks
2
a†2s a
2
s −
K′s
6
a†3s a
3
s . (2)
Here we treat the ancilla as a two-level system and ignore the
readout cavity. The parameters in the numerical simulations
are taken from the calibrated experimental parameters, which
have been listed in Tables I and II.
Since the minimum process fidelity
(
Fχ
)
is 0.25, in the fol-
lowing we denote the fidelity as the normalized process fi-
delity with a full scale between 0 and 1:
F = (Fχ −0.25)/0.75. (3)
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Intrinsic Errors from Oscillator Photon Loss
The binomial code implemented in this experiment can pro-
tect quantum information against a single photon loss error
aˆs. In principle, frequent error correction would suppress the
higher order errors, i.e. (τw/τs)n vanishes when τw/τs  1,
where τw is the time interval between QEC steps, τs is the pre-
viously defined single-photon lifetime, and n > 1. However,
due to the imperfections in both error detection and correc-
tion (discussed below), τw should not be too small. In this
case, there are errors intrinsic to this encoding: the errors that
are not contained in the error set {Iˆ, aˆs} would cause a failure
of the performance. The intrinsic errors include: (1) multi-
ple photon losses for finite τw/τs, which could not be detected
and corrected. (2) the photon gain error due to thermal noise
injected into the oscillator. (3) the dephasing due to the com-
bination of photon loss jump and the self-Kerr effect. Since
the detected single photon loss may happen in any time dur-
ing τw, the photon-number dependent Kerr phase accumula-
tion should depend on the jump time, which induces a phase
correlation between the oscillator and the leaked photon and
eventually gives rise to dephasing. (4) the non-unitary no-
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12 ns is the circuitry delay between readout pulse and qubit pulse. 
236 ns is the time for the pulse to transfer through all the hardware outside and within the FPGA.   
88 ns includes 40 ns for calculation, 36 ns for inter-board communication, and 12 ns for wave preparation.
FIG. S8. Details of the QEC process. Different FPGA boards are synchronized to control the readout, the ancillary qubit, and the oscillator.
The FPGAs to control the ancilla qubit and the oscillator are the same with no relative delay, but both have a relative delay with the one to
control the readout. The feedback delay contains three parts: 1) the delay between the readout pulse and ancilla qubit pulse due to the control
circuitry difference; 2) the time taken by the signal travelling through the experimental circuitry outside and within the FPGA; 3) the time for
calculation, inter-board-communication, and response to the adaptive instruction. The whole process takes 336 ns in our system.
1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60
0.55
 
Pr
oc
es
s 
fid
el
ity
20151050
 Number of T gates
FIG. S9. T gate process fidelity by repeated gate measurements.
The T gate is repeated 0,2,4, ...,20 times and the corresponding pro-
cess fidelities are measured. A fit with Fχ (t) = 0.25+Ae−n/τ gives
e−1/τ = 0.974, implying a gate fidelity of 0.987 when converted to
be consistent with the fidelity definition in the randomized bench-
marking method. The intercept at N = 0 is the “round trip” process
fidelity of the encoding and decoding processes only, same as Fig. 3a
in the main text.
jump evolution e−(κ/2)aˆ†aˆt . The unitary recovery operations
correct the non-unitary no-jump evolution only to first order
in κtw [16] as discussed in the main text.
To quantify the contribution of these errors, we numerically
simulate the process including only the oscillator decay and
Kerr terms without the ancilla qubit decoherence. We fur-
ther construct ideal unitary encoding, decoding, and error cor-
rection gates, and implement ideal parity projection measure-
ment. Figure S11 shows the process fidelities and the error
detection probabilities as a function of the total interval Tw
per round of top-layer QEC for the two different protocols.
Note that for Protocol I Tw ≈ τw and for Protocol II Tw ≈ 2τw
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FIG. S10. Procedure for QEC Protocol I. The same encoding and
decoding as in Fig. 2a in the main text are used here. However, the
difference is that the detection and correction are performed in each
QEC step. Process tomography is used to benchmark this QEC per-
formance.
which is roughly twice as large as tw for the bottom-layer QEC
process in the main text.
The intrinsic errors for Protocol I are summarized by the
parameters Fi0 and Fi1, corresponding to the the process fi-
delity for detecting no error (no photon loss) or one error (sin-
gle photon loss) respectively. In addition, we also define p0
as the probability of detecting no error. The case for Protocol
II is more complicated because of two bottom-layer QECs.
As shown in Fig. 2a in the main text, there are four differ-
ent branches corresponding to four different process fidelities
Fi00, Fi01, Fi10, and Fi11. The second subscript of F represents
a detection of no error (0) and one error (1) in the first syn-
drome measurement, respectively, while the third subscript
represents the result of the second syndrome detection. The
probability of detecting no error for the first syndrome detec-
tion is p0, while p00 and p10 are the probability of detecting
no error for the second syndrome detection provided no er-
ror or an error is detected in the first syndrome detection re-
spectively. These fidelities and probabilities are all different
for different branches because of the state differences. Note
9that the error rates for |0L〉 and |1L〉 are slightly different and
the probabilities plotted in Figs. S11a and S11b are calculated
for the representative superposition state (|0L〉+ |1L〉)/
√
2.
When calculating the process fidelities, the backaction asso-
ciated with the no-parity-jump evolution has been included.
For the no-error case, the dominant intrinsic error is due to
the undetectable two photon losses. While for the one-error
case, the main intrinsic error source is the Kerr dephasing
coming from the fact that [aˆs, Ks2 aˆs
†2aˆs2] 6= 0 and there is no
way of knowing the exact time when a photon loss occurs. Af-
ter one photon loss happens, the resulting photon state further
suffers an amplitude damping because of the imbalance of the
photon number between the error states |3〉 and |1〉. The errors
due to three photon losses and one photon gain, which cause
a leakage out of the logical space, are much smaller.
As shown in Fig. S11 and as expected, for both protocols
the probability of no photon loss increases with decreasing Tw,
and the intrinsic errors converge to zero in the limit Tw → 0.
However, a smaller QEC interval Tw means more frequent op-
erations of error detection and correction, which cause extra
errors mainly due to the ancilla decoherence as will be dis-
cussed below.
Parity Measurement Infidelity
Projective parity measurement with a protocol
(pi/2,pi/χqs,−pi/2) is constantly implemented to detect
single photon loss errors in the QEC process. Therefore, a
highly faithful parity measurement is critical for the QEC
performance. However, during the parity measurement,
ancilla qubit decoherence including both pure dephasing(
Tφ
)
and energy relaxation (T1) could cause the photon loss
error detection to fail. The pure dephasing would give an
incorrect indication of error detection, and then the quantum
information would be completely destroyed by the following
correction operation. If the ancilla qubit decays to the ground
state during the parity measurement, with 50% probability
the parity measurement would give a wrong indication and
the quantum information would be completely destroyed as
well. With the other 50% probability, the parity measurement
would still give a correct indication. However, the part of
the photon state entangled with the ancilla qubit’s excited
state would rotate by an unknown angle depending on the
time when the ancilla qubit decays. This would cause both a
leakage and a dephasing of the logical state, and the quantum
information would also be strongly degenerated by the
following operations, so this case can be treated as a complete
destruction as well.
To simulate the projective measurement with a finite width
(320 ns), we simply treat the projection in the simulation oc-
curs at the middle point of the measurement pulse. Thus,
we denote the time before and after the projection as TBM =
160 ns and TAM = 496 ns respectively, where the feedback
latency time of 336 ns is included in TAM. Since the parity
measurement time ∼ pi/χqs is much shorter than both T1 and
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FIG. S11. Intrinsic errors for the binomial code. In the numer-
ical simulations, only the cavity decay and Kerr effects have been
included, neglecting ancilla qubit decoherence, detection error, and
correction error. (a) Protocol I. Fi0 and Fi1 are the process fidelity
(blue) for detecting no error and one error respectively. p0 is the
probability (purple) of detecting no error. (b) Protocol II. Fi00, Fi01,
Fi10, and Fi11 are the process fidelities for the following cases respec-
tively: no error for both detections, no error for the first detection and
one error for the second one, one error for the first detection and no
error for the second one, one error for both detections. p0 is the
probability of detecting no error for the first syndrome detection, p00
is the probability of detecting no error for the second syndrome de-
tection provided no error is detected in the first syndrome detection,
p10 is the probability of detecting no error for the second syndrome
detection provided an error is detected in the first syndrome detec-
tion. These fidelities and probabilities for different trajectories are
different. Note that the error rates for |0L〉 and |1L〉 are slightly dif-
ferent and here the probabilities in both (a) and (b) are calculated
from the representative superposition state (|0L〉+ |1L〉)/
√
2. When
calculating the process fidelities, the backaction associated with the
no-parity-jump evolution has been included.
Tφ , the parity measurement process fidelity F0 and F1, for an
initial even and odd parity state respectively, can be approx-
imated by linear functions of the ancilla qubit decoherence
rates:
F0 =C0−pi/2χqsT1−pi/2χqsTφ , (4)
and
F1 =C1−pi/2χqsT1− (TAM+TBM)/T1−pi/2χqsTφ , (5)
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where C0 and C1 correspond to the parity fidelity when the
ancilla qubit has no decoherence. Here F1 has included the
ancilla qubit energy relaxation during and after the projec-
tion measurement of the ancilla qubit (the second term in
Eq. 5, since the ancilla qubit ends up in the excited state).
Based on the measured parity readout fidelity F0 = 0.983 and
F1 = 0.960 with T1 = 30 µs and Tφ = 120 µs, we can derive
C0 = 0.988 and C1 = 0.987. The deviation of C0 and C1 from
unity could come from the non-ideal non-selective pi/2 pulses
in the parity measurement due to non-perfect amplitude cali-
bration, finite bandwidth of the pulses, or possible calibration
fluctuations.
Recovery Gate Infidelity
Numerically optimized pulses using the GRAPE method
are implemented in the encoding, decoding, and correction
processes. However, only the correction pulse infidelity con-
tributes to the QEC process fidelity decay. Because the
GRAPE pulses correspond to complex trajectories of both the
ancilla qubit and the oscillator evolution, it is not intuitive to
estimate the effects from the ancilla qubit decoherence during
these pulses. Instead, we numerically simulate the recovery
GRAPE pulse process fidelity in the presence of ancilla qubit
decoherence, and extract the fidelity change as a function of
the ancilla qubit decoherence T1 and Tφ . Since the GRAPE
pulse duration is much shorter than both T1 and Tφ , the depen-
dence of the process fidelity on the ancilla qubit decoherence
is expected to be linear as the case for the parity fidelity above:
FU3 = 0.978−0.233/T1−0.181/Tφ , (6)
and
FU2 = FU4 = 0.976−0.173/T1−0.188/Tφ , (7)
whereU2,U3, andU4 are the recovery gates defined in Fig. 2a
in the main text, and here both T1 and Tφ are in units of µs.
It is difficult to experimentally calibrate the fidelities of the
recovery GRAPE pulses directly, because both preparation of
the initial state and measurement of the final state also require
GRAPE pulses. Since the optimization procedure, pulse du-
ration, and hardware are all the same, we assume the fidelities
of all gates implemented by GRAPE pulses are the same. The
two constants (the first terms) are determined by the extracted
gate fidelity FU = 0.970 when T1 = 30 µs and Tφ = 120 µs
in our measured QEC process fidelity decay time, as shown in
Fig. 3b in the main text.
Analytical Model and Error Propagation
With the assistance of the numerical simulations, errors
from each individual component in the whole process can
be estimated. Table IV shows the summarized error budget
for the process fidelity loss in Protocol II with tw = 17.9 µs
TABLE IV. Error budget for the process fidelity loss in Protocol II
with tw = 17.9 µs (Tw ≈ 36 µs) as in the main text. Case 00, case 01,
case 10, and case 11 are for the following four cases respectively: no
error for both detections, no error for the first detection and one error
for the second, one error for the first detection and no error for the
second, one error for both detections. Note that the total fidelity is
the product of all individual fidelities. The total weighted average
total error gives a decay time of the process fidelity of 198 µs, in a
good agreement with the experiment.
error source
for process fidelity loss case 00 case 01 case 10 case 11
intrinsic 7.0% 8.6% 11.0% 16.6%
detection 3.4% 5.6% 5.6% 7.7%
recovery 3.1% 3.2% 6.2% 6.2%
ancilla thermal excitation 0.7% 0.7% 0.7% 0.7%
total error 13.6% 17.0% 21.8% 28.3%
weighted average total error 16.2%
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FIG. S12. Predictions by numerical and analytical approaches
for QEC Protocol I. Curves with different colors present the QEC
process fidelity decay time as a function of the QEC interval Tw with
different ancilla qubit coherence times. The curves are not smooth
because different optimized recovery pulses with different fidelities
are used for different QEC intervals. Nevertheless, the good agree-
ment between numerical simulations and the model using Eqs. 8 and
9 confirms the reliability of the model. The red cross indicates our
experimental result (T1 = 30 µs and T2 = 40 µs), also in good agree-
ment with the simulation.
(Tw ≈ 36 µs) as in the main text. These numbers are obtained
from numerical simulations with the capability of choosing
individual error sources separately. In the simulations, the im-
perfections in the experiment associated with the parity mea-
surement and the recovery gates as mentioned above have
been taken into account. The total weighted average total er-
ror gives a decay time of the process fidelity of 198 µs, in
good agreement with the experiment.
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Since the numerical simulation is time-consuming and does
not provide physical intuition, we establish an analytical
model for the error propagation during the QEC process based
on a simplified probability calculation. With all the errors
for individual operations in hand, we can study the fidelity
of the whole QEC process. Here, we study Protocol I with
one bottom-layer detection and correction first.
As errors occur in a probabilistic way, the fidelity after one
QEC step in Protocol I could be described by the following
equation:
F(I)(Tw) = [p0Fi0(Tw)F0FU1︸ ︷︷ ︸
0photonloss
+(1− p0)Fi1(Tw)F1FU2︸ ︷︷ ︸
1photonloss
]
×[1−nqth(1− e−Tw/T1)]︸ ︷︷ ︸
noancilla thermalflip
. (8)
The expression consists of two branches: the process con-
ditioned on no photon loss and the process conditioned on a
single photon loss. Here, FU1 and FU2 are the fidelity of the re-
covery gateU1 andU2 shown in Fig. S10, respectively, and the
last factor takes into account the small probability of the exci-
tation of the ancilla to |e〉 during the waiting time Tw. F(I)(Tw)
is then used to estimate the decay time τ of the QEC process
according to an exponential decay:
τ ≈− Tw
ln(F(Tw))
. (9)
Figure S12 shows the QEC process fidelity decay time with
different ancilla qubit coherence times as a function of the
QEC interval tw. The good agreement between numerical
simulations and the analytical model using Eqs. 8 and 9 con-
firms the reliability of our model. Our experimental result
with T1 = 30 µs and T2 = 40 µs (Tφ = 120 µs) is also in a
good agreement with the simulation.
The error propagation model in QEC Protocol II can be
treated in a similar way but with more probabilistic branches:
F(II)(Tw) =[p0p00 ·Fi00(Tw) ·F0 ·F0 ·FU3︸ ︷︷ ︸
0photonloss forbothdetections
+ p0(1− p00) ·Fi01(Tw) ·F0 ·F1 ·Fpi ·FU4︸ ︷︷ ︸
0photonloss for thefirst ;1photonloss for theseconddetection
+ (1− p0)p10 ·Fi10(Tw) ·F1 ·Fpi ·FU2 ·F0 ·FU3︸ ︷︷ ︸
1photonloss for thefirst ;0photonloss for theseconddetection
+(1− p0)(1− p10) ·Fi11(Tw) ·F1 ·Fpi ·FU2 ·F1 ·Fpi ·FU4︸ ︷︷ ︸
1photonloss forbothdetections
]
·[1−nqth(1− e−Tw/T1)︸ ︷︷ ︸
noancilla thermalflip
], (10)
with all the parameters defined earlier. Compared to the no-
error case (FU3 ), the one-error cases (FU2 and FU4 ) have an
additional error source from the preceding pi pulse. The er-
ror associated with this pi pulse can completely destroy the
encoded quantum information through the following recovery
gates. Since the pi pulse is so short, its dependence on the an-
cilla qubit decoherence can be neglected. In the experiment,
Fpi = 0.984 with the infidelity mainly coming from the finite
gate bandwidth and possible fluctuation of pulse calibration.
In order to optimize the QEC interval Tw (or tw), in Fig. 3b
in the main text we have plotted the QEC process fidelity de-
cay time τ by using Eqs. 9 and 10 as a function of the interval
per QEC round (Tw) while keeping all other parameters ex-
cept for the recovery gate fidelity fixed. As expected, there is
an optimized region of Tw for the longest logical qubit life-
time τ . In the experiment, a critical parameter is the fidelity
of the GRAPE pulse FU , which is difficult to calibrate sepa-
rately as mentioned earlier. Therefore, we vary FU from 0.95
to 1 with a step of 0.005 when plotting Fig. 3b in the main
text. The measured lifetime τ = 200 µs implies FU = 0.970,
which is exactly the one to give the calibration for Eqs. 6 and
7. This recovery GRAPE pulse fidelity is mainly limited by
the ancilla qubit and oscillator decoherence. The interval used
in the experiment as expected coincides with the optimal one
from the model.
Towards Break-Even Point
Although the lifetime of the logical qubit achieved in our
experiment is close to that of the Fock {|0〉 , |1〉} encoding,
there are still a few ways to achieve the break-even point
which could be investigated experimentally in the future.
Improve the ancilla properties
As explained by Fig. 3c in the main text, improving the an-
cilla coherence properties is the most direct way to extend the
QEC lifetime, because error detection and all recovery oper-
ations utilize the ancilla qubit. If the ancilla coherence times
can be improved, our system can work with more frequent er-
ror detection and correction, thus reducing τw and suppressing
further the intrinsic errors. Our model predicts that the break-
even point could be achieved if T1 can be nearly doubled even
with the same Tφ .
Better parameter calibration and GRAPE pulses
The model described above has carefully analyzed the infi-
delities of the parity measurement and the recovery processes.
Except for the contribution from the finite T1 and Tφ of the an-
cilla, there are also parameter fluctuations that lead to the fi-
delitiesC0,1 ∼ 0.987 for the parity measurement and 0.976 for
the recovery gates. To minimize the parameter fluctuations,
the parameters of the experimental system should be carefully
calibrated and also be stabilized during the experiment. Then,
the detection and corrections based on these parameters could
allow us to control the system more precisely.
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Increasing the number of bottom-layer QEC steps
Since the recovery gate introduces extra errors in the QEC
process, it would be a better strategy to have the state after the
deterministic evolution untouched as much as possible when
no error is detected, i.e. to have more bottom-layer QEC steps,
as shown in Fig. S13. We extend the model of Eqs. 8 and
10 to this case while reasonably assuming the same fidelities
for error detection and recovery gates. The result is shown
in Fig. S14. Note that the backaction associated with the no-
parity-jump evolution has been included in the model. We
estimate that if the number of bottom-layer QEC steps, which
construct a single top-layer QEC process, were increased to
four, the break-even point could be achieved with our current
experimental system. However, this new strategy demands
more adaptive gate calibrations, so it is not implemented in
our current experiment but could be investigated experimen-
tally in the future.
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FIG. S13. Protocol with more bottom-layer QEC steps. When no error is detected, the state after the deterministic evolution should be
untouched as much as possible to minimize the errors induced by the recovery gates. This can potentially increase the QEC protected lifetime.
1 2 3 4 5
Number of bottom-layer QEC steps
170
180
190
200
210
220
230
Li
fe
tim
e 
(7s
)
FIG. S14. Dependence of the logical qubit lifetime on the num-
ber of bottom-layer QEC steps. The lifetime is extended when the
number of bottom-layer QEC steps is increased, because the state
after the deterministic evolution is untouched as much as possible
when no error is detected and thus fewer errors are introduced.
