a b s t r a c t EEG is a primary method for studying temporally precise neuronal processes across the lifespan. Most of this work focuses on event related potentials (ERPs); however, using timelocked time frequency analysis to decompose the EEG signal can identify and distinguish multiple changes in brain oscillations underlying cognition (Bastiaansen et al., 2010) . Further this measure is thought to reflect changes in inter-neuronal communication more directly than ERPs (Nunez and Srinivasan, 2006) . Although time frequency has elucidated cognitive processes in adults, applying it to cognitive development is still rare. Here, we review the basics of neuronal oscillations, some of what they reveal about adult cognitive function, and what little is known relating to children. We focus on language because it develops early and engages complex cortical networks. Additionally, because time frequency analysis of the EEG related to adult language comprehension has been incredibly informative, using similar methods with children will shed new light on current theories of language development and increase our understanding of how neural processes change over the lifespan. Our goal is to emphasize the power of this methodology and encourage its use throughout developmental cognitive neuroscience.
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In the current understanding of cognitive neuroscience, it is widely accepted that human behavior and cognition arise through communications between and within complex neuronal networks (Fuster, 1997; Sauseng and Klimesch, 2008; Varela et al., 2001 ). Very little is known about how these communications develop over the lifetime for even simple cognitive tasks. The rapid dynamic nature of these processes cannot be captured by slow moving changes in the BOLD signal with fMRI. Human scalp EEG, however, can record activity related to a large number of highly synchronized neurons in the cortex from the scalp. From these data, we can make inferences about how and when large-scale networks are engaged during task performance. Current advances in data analysis tools, processing capabilities and our understanding of systems neuroscience has led to an increased interest in the synchronization and desynchronization of neuronal oscillations underlying the EEG and what they can reveal about human cognition. To date, the bulk of the work on this topic focuses on adult cognition, despite the incredible potential that this method holds for developmental cognitive neuroscience. Expanding this work to children can greatly advance our understanding of how neuronal communication changes with development.
Event related potentials (ERPs) compared to neuronal oscillations
The most common use of EEG to study cognitive functions is through ERPs. ERPs are derived by epoching the ongoing EEG at the point of stimulus presentation then averaging these epochs together to form a stable waveform (see Fig. 1 ). These waveforms contain predictable peaks related to various cognitive functions (e.g., P300, N400). Comparisons of the amplitude, topography and timing of these peaks across conditions result in inferences about underlying differences in neuronal engagement.
For decades, ERPs have provided a wealth of information about developmental changes in the neuronal underpinnings of cognitive functions. For instance, ERPs have informed our understanding of how infants differentiate phonemes (e.g., Conboy et al., 2008; Rivera-Gaxiola et al., 2012) , toddlers learn words (e.g., Torkildsen et al., 2009; Torkildsen, 2006 Torkildsen, , 2008 and toddlers and young children process syntax (e.g., Oberecker and Friederici, 2006; Oberecker et al., 2005) . However, these findings only tell one part of the story because, while the averaging method used to calculate the ERP increases the signal-tonoise ratio in the EEG, it also has significant limitations. First, averaging the EEG attenuates or removes important non-stimulus locked changes in oscillatory activity thought to underlie interneuronal communication (Nunez and Srinivasan, 2006) . As a result, ERPs only reveal a portion of the changes in the EEG related to stimulus presentation. Second, differences in ERP components can be the result of many factors that are difficult to tease apart. For example, the N400 amplitude is influenced by a word's concreteness, age of acquisition, and frequency, as well as test language and task differences (i.e., the number of repetitions of a word; Vigliocco et al., 2011) . Decomposing the oscillations comprising the ERP and analyzing their underlying frequencies retains time resolution near that of the ERP yet can often better differentiate simultaneous processes that may originate in similar cortical areas to identify these influences Maguire et al., 2010) . As a result, time frequency analysis can compliment and expand upon ERP findings.
How to measure changes in neuronal oscillations
The EEG is generally modeled as overlapping sine waves of different frequencies which can be decomposed into its underlying signals (see Fig. 2 ). Using a time frequency analysis to perform this decomposition, one can derive three important changes in the EEG: (1) magnitude, or amplitude, of the response, (2) frequency, or rate, of the response and (3) phase angle with respect to stimulus onset. Changes in one or more of these EEG characteristics in relation to a stimulus provide information about the underlying neuronal networks. Different time frequency measurements address these potential changes.
Two common measurements include phase resetting changes (sometimes called 'evoked' changes) and magnitude changes (sometimes called 'invoked' changes). Phase resetting occurs when the onset of a stimulus results in the ongoing oscillations resetting so they all occur at the same angle (see Fig. 3a ). Because these oscillations are at the same angle they do not average out in the traditional ERP analysis; instead they remain robust during the averaging process and are the primary source of prominent ERP peaks. Magnitude changes occur when a particular frequency's amplitude increases in response to a stimulus without corresponding changes in the phase angle. This type of change is thought to relate to the activation of additional neural assemblies firing at the same frequency, or neuronal synchrony, resulting in an increase in the amplitude of the EEG oscillations at that frequency. These changes can be studied at the trial, study, or group level. Regardless of the size of the magnitude increase, because these responses are not phase-locked they may average out or attenuate in the ERP (see Fig. 3b ). Magnitude changes are often discussed in terms of changes in power. For example, an "increase in theta power" means the magnitude of the theta frequency increased without phase locking. Additional measures of power are coherence within and between frequencies across electrode sites. Although coherence is important to understanding networks in the brain, coherence and power changes address different aspects of cognitive function and are interpreted differently (Weiss and Mueller, 2012) ; thus, coherence is beyond the scope of this review.
Studying brain oscillations related to cognitive development
Using a mix of neuroimaging techniques including fMRI, MEG, and EEG, researchers have begun to create detailed models of the dynamic web of communication that occurs between cortical areas during adult cognition, including processes like language comprehension Giraud and Poeppel, 2012; Hart et al., 2012; Pulvermüller, 2003; Weiss and Mueller, 2012) and memory encoding and retrieval (Benchenane et al., 2011; Düzel et al., 2010; Jutras and Buffalo, 2010; Klimesch, 1999; Nyhus and Curran, 2010; Stella and Treves, 2011) . However, similar work focused on the development of these networks is noticeably lacking. 1 Developmental models cannot simply be derived from adult data as a number of factors are at play in the developing brain. First, areas of the brain develop at different rates (Li and Lindenberger, 2002; Sowell et al., 2003) . So while memory engages the medial temporal lobes and prefrontal cortex in adults, for example, the prefrontal cortex develops quite late in children (Sowell et al., 2003) , raising questions of how they compensate in the meantime. Similarly, the dynamics of brain activation change throughout the lifespan, such that younger children engage more cortical areas than adults during the same task. For example, in language comprehension, children show greater bilateralized activity than adults (Holland et al., 2001) . Lastly, although adult frequency bands are relatively clearly defined and their part in cognitive processing is generally well accepted, adult and child EEG frequencies differ (see Bell, 1998; Pivik et al., 1993; Stroganova and Orekhova, 2007) . For instance, the adult alpha rhythm of 8-13 Hz seems to be analogous to the infant/toddler 6-9 Hz activity (Marshall et al., 2002; Stroganova et al., 1999) . Although this may seem like a small difference, some researchers, most notably Klimesch et al. (1992) , argue for a distinction between lower alpha (7-10 Hz), which is more global and related to general attentional demands, and upper alpha (10-13 Hz), which is more localized and related to specific task demands in adults. Currently, it is unknown how the infant/toddler alpha develops to parallel the lower alpha and upper alpha in adults.
Given these developmental factors, we learn little about the origins and development of cortical networks by focusing on adults. Instead, this knowledge requires the direct study of children, ideally in relation to an adult control group. In this way we can index what children are developing toward while accruing more information about adults to inform that literature (Poeppel, 2012) . Research in social cognition (see Marshall and Meltzoff, 2011 review) has done such developmental work but the other areas of cognition are less successful. In this paper, we focus on language comprehension, highlighting the largely untapped potential of time frequency analysis of the EEG to address important theoretical questions about semantic and syntactic development. An additional goal of this review is to motivate other researchers to capitalize on the potential of time frequency analysis to study language and cognitive development. 
EEG and language
Language comprehension is a complex process involving multiple dimensions of analysis, including phonology, morphology, semantics, syntax and discourse. Accurate comprehension of spoken language requires the simultaneous identification, retrieval and integration across these domains with millisecond procession. Despite the speed and complexity of this task, children comprehend it relatively effortlessly from a young age. To date we know very little about how the dynamic systems underlying this ability develop. We argue that by using time frequency analysis, researchers could make significant gains in this area. We will first note what little research has used time frequency analyses of the EEG to study language development and the limitations of that work. Our focus in this review is on linguistic processes that have long developmental trajectories, specifically focusing on semantics and syntax. Studying the development of phonological processing using the Mismatch Negativity ERP response in particular has an extensive history (see the work of Kuhl and colleagues; e.g., Kuhl, 2010) ; however, to our knowledge, phonological development has not been studied using time frequency analysis in EEG.
Time-locked time frequency analysis of the EEG in children
There is extensive work using ERPs to study syntactic and semantic development; surprisingly there is limited work on semantic development and, based on our review, no work on syntactic development using time frequency analysis of the EEG. These are gaps that we hope this review will help encourage fellow researchers to fill. The work in semantic development generally focuses on atypical language development, most often dyslexia, compared to typical language (Bishop et al., 2010; Coben et al., 2008; Klimesch et al., 2001a Klimesch et al., , 2001b Özge et al., 2004; Penolazzi et al., 2008; Spironelli et al., 2008) . While this work is promising, the research that has been published to date provides little information about typical development due to the focus on language disorders and delays because the designs and paradigms used to study language disorders are based on cognitive or linguistic abilities identified as problematic in the disorders (i.e., reading or nonword/phonological processing in dyslexia). Research documenting typical development is needed to establish a standard for which to compare children with disordered development (see Bishop et al., 2010 for an example of such a study with auditory discrimination).
In the following sections, we review the adult research using time frequency of the EEG to study semantic and syntactic processing, compare these findings to those from ERPs using similar paradigms, and then suggest how these findings could apply to and build on our current understanding of semantic and syntactic development. Above we noted the difference between phase-locked and non-phase locked changes in oscillatory activity, which measure different types of neural activity. The studies reviewed below primarily focus on changes in non-phase locked activity, or power.
Time-locked time frequency analysis of the EEG in adult semantic processing
EEG studies of semantic processing commonly focus on the N400 ERP response. The N400 is a measure of semantic retrieval and lexical-semantic integration and is elicited by individual words in isolation or words in context. The N400 amplitude is generally thought to index the effort related to semantic memory retrieval, such that words that are primed by the preceding context (words, sentences, or pictures) exhibit smaller responses than unprimed words. However, as mentioned, various factors related to the specific word stimuli (i.e., concreteness, age of acquisition, frequency) and task (i.e., test language, number of repetitions of a specific word; Vigliocco et al., 2011) influence the N400. Much work has sought to identify the time frequency changes related to the N400 because it is a robust measure that could potentially tease apart competing influences on the N400 and increase our understanding of semantic processing (Davidson and Indefrey, 2007; Hald et al., 2006; Maguire et al., 2010; Van Elk et al., 2010; Wang et al., 2012) . Two frequency bands in particular, theta and gamma, appear to relate to semantic retrieval and integration.
Semantic retrieval
Changes in both the N400 and theta power relate to semantic retrieval (Bastiaansen et al., 2005 (Bastiaansen et al., , 2008 Shahin et al., 2009 ). For instance, timing and topographical differences in the N400 and theta are found between open-class words, which carry semantic meaning -such as nouns (dog) and verbs (run) -and closed-class words, which carry syntactic information but limited semantic meaning -such as articles (the) and prepositions (of). Most studies report a larger N400 amplitude for open-class words versus closedclass words between 300 and 400 ms over centro-parietal areas (e.g., Münte et al., 2001; Osterhout et al., 2002) . Whether this N400 difference is due to semantic retrieval or other linguistic properties like word length (open-class words are generally longer than closed-class words) or frequency (closed-class words are generally more frequent than open-class words) is difficult to tease apart (Osterhout et al., 2002) . As Osterhout et al. (2002) note in their study of the ERPs related to open-and closed-class words, "it could very well be that the electrophysiological concomitants of these distinctions will become visible only with application of other techniques (e.g., coherence or power analyses) for analyzing the brain's response to words" (p. 185).
Such work with adults is underway and reveals promising differences. For example, both open-and closed-class words elicit an increase in theta power between 300 and 500 ms after stimulus presentation over midfrontal areas. Interestingly, open-class words result in additional theta increases over left occipital and temporal areas compared to closed-class words, a finding that the authors attribute to greater engagement of the functional networks related to the semantic properties of words with more robust meanings (Bastiaansen et al., 2005) . Further, beyond broad categories of open-and closed-class words, the topography of the theta power increase reveals more information about the neural networks underlying specific semantic meanings. For example, words with visual semantic properties (i.e., color or shape) elicit theta increases over left occipital areas (visual cortex) compared to words with auditory semantic properties (i.e., sound terms), which elicit larger theta increases over left temporal areas (auditory cortex; Bastiaansen et al., 2008) . Taken together, these findings suggest that the topography of theta power change is sensitive to detailed semantic properties of words and support arguments that semantic processes engage corresponding perceptual processing related to a word's meaning.
Similar semantic retrieval research in children is surprisingly missing. Such work would inform the current debate about the relationship between perceptual features of specific words, such as how easy they are to form a mental image of or how 'embodied' the semantic features are, and how children acquire the word (Kaplan et al., 2008; Maguire et al., 2006; Maouene et al., 2011; Smolík, 2013) . Embodied semantics is the notion that word comprehension engages perceptual processes related to the word's meaning, being "embodied" such that action verbs engage motor cortex and object nouns engage visual cortex. According to some language development theories, semantic embodiment originates in the earliest stages of lexical acquisition, as children link words to experiences like performing actions and seeing objects (Howell et al., 2005; Maguire et al., 2006; Meteyard et al., 2012; Smiley and Huttenlocher, 1995) . However this is difficult to reconcile with our current understanding that the neural networks sub-serving semantic processing become lateralized and specialized into adolescence (Chou et al., 2006; Holland et al., 2001; Szaflarski et al., 2005; Vannest et al., 2009) . Changes in neural oscillations might provide an important link between these two seemingly contradictory ideas. In adults changes in beta frequency, a common correlate of motor responses, are observed during semantic processing involving actions, such as verb generation and action verb comprehension (see Weiss and Mueller, 2012 review) . The fact that adults reveal similar beta responses when performing a motor response and when processing semantics related to action concepts has been attributed to embodiment, or engaging the perceptual correlates of action word meanings. Thus, while the localization of semantic properties related to word meaning may have a prolonged development because of the speed of cortical specialization, beta changes related to embodied semantics may occur earlier, shedding new light on questions of how embodied semantics, and brain function, develop.
Semantic integration in word associations
In addition to changes in theta indexing the semantic retrieval of individual words, theta also relates to semantic integration between word pairs. Like the N400, there is a larger increase in theta for unrelated compared to related words around 400 ms after the presentation of the second word (Klimesch et al., 1994; Maguire et al., 2010) . This is thought to index the increased processing necessary to access an unprimed word compared to a primed word. More importantly, the type of relationship between the words results in different patterns of activation. Specifically, although the N400 does not consistently reveal differences between thematically related words (i.e., egg-chicken) compared to taxonomically related words (i.e., dog-chicken), using time frequency analysis, thematically related words elicit a larger increase in theta over right frontal areas compared to taxonomically related words, which authors attributed to an increased use of memory and experience for identifying thematic relationships (Maguire et al., 2010) . As such, theta provides an advantage over the N400 in that theta may differentiate additional cognitive processes related to different types of semantic integration.
The fact that theta is sensitive to different types of semantic relationships in adults may provide developmental researchers with a new tool for studying the formation of semantic relationships in early childhood. In the child ERP literature, an N400 occurs for unrelated word pairs by age 5 (Holcomb et al., 1992; Wang et al., 2009) , although the latency and amplitude of the effect do not become adultlike until about age 12 (Wang et al., 2009) . These findings suggest a prolonged development of semantic integration; however, ERP methods cannot inform more specific issues, such as the current debate concerning the relative development of taxonomic and thematic relationships. These two ways of grouping semantic knowledge are important in human cognition for different reasons. Taxonomic relationships are essential for language and the formation of lexical categories (Landau et al., 1988; Markman, 1990) . Thematic relationships are necessary for making sense of past experiences and predicting future similar experiences (Lin and Murphy, 2001; Markman, 1981) . By studying the neurological underpinnings of how children develop these semantic associations we can shed new light on how these relationships mature.
Semantic integration in a sentence
One of the most consistent ERP findings is an N400 response to semantic errors in a sentence, such as "I like my toast with socks" (Kutas and Hillyard, 1984) . Such errors elicit theta and gamma changes related to semantic integration in a natural context. Importantly, the frequencies index different aspects of semantic processing, as observed at the point of a semantic (but not syntactic) error in a sentence. For example, the semantically incongruent word in a sentence results in a theta increase around 300-800 ms after onset (Davidson and Indefrey, 2007; Hagoort et al., 2004; Hald et al., 2006; Wang et al., 2012 ; but see Penolazzi et al., 2009 for counter arguments 2 ) and a decrease in gamma (Bastiaansen et al., 2010; Hagoort et al., 2004; Hald et al., 2006; Penolazzi et al., 2009; Wang et al., 2012) . Theta has been interpreted as a measure of semantic retrieval and integration, similar, and likely directly related to, the N400 (Davidson and Indefrey, 2007) . The changes in gamma provide a different measure of semantic integration. In fact, gamma is the only frequency band that shows a pattern in which power increases for correct words and decreases for violations. This suggests that gamma increases are part of normal neural activity related to typical language processing, specifically that gamma is sensitive to the semantic predictability of an upcoming word (Wang et al., 2012) .
Evidence that gamma relates to semantic integration of a sentence in adults is of great import to the child literature, in which the development of sentence processing and integration informs both typical and atypical language theory. Children as young as 19-months-old show an N400 to incongruent words in simple sentences, although the latency of the N400 is longer than in adults . The latency decreases until age 10, when the N400 is adult-like (Atchley et al., 2006; Benau et al., 2011; Hahne et al., 2004; Silva-Pereyra et al., 2005a , 2005b . Whether this effect represents the semantic retrieval represented by theta or semantic integration represented by gamma cannot be determined based on the N400 findings alone. Identifying the relative development of these processes is important to understanding language comprehension in a natural context.
Summary
Time frequency studies have identified two frequency bands commonly associated with semantic processing: theta which is associated with lexico-semantic retrieval and integration and gamma which is associated with semantic integration. Changes in these frequency bands appear to be sensitive to different semantic properties than the N400, therefore providing additional and complimentary information to our current understanding of semantic processing. Further, findings from the adult literature address questions that are currently of great interest in language development. Specifically, the power and topography of the theta and gamma changes index (1) processing of semantic properties of individual words, including visual and auditory features, (2) the amount of effort necessary for semantic retrieval, and (3) types of semantic integration, such as differentiating taxonomic compared to thematic word pairs, and indexing word-by-word integration during sentence comprehension. The sensitivity of time frequency analysis, demonstrated by these findings, indicates that using this method in EEG studies with children is vital to our understanding of semantic development.
Syntax
Language comprehension relies on the ability to process each word of a sentence and unify that information into a coherent representation of overall meaning. The rules underlying syntax are vast and complex, but processed seemingly effortlessly by adults and mastered by children by about age five. To target individual elements of syntactic comprehension, researchers typically compare processing of sentences with errors, or violations, to processing of correct sentences. This focus on errors may seem counterintuitive for studying naturalistic language processing because syntactic violations are essentially nonexistent in the adult grammar and uncommon in the child grammar; however, comparing violations to correct grammar provides a window into the neuronal underpinnings of specific syntactic elements that is otherwise unavailable.
Using EEG to study how adults process grammatical errors has been instrumental in understanding adult syntactic comprehension. In applying the findings from adults to children, it is important to note that the literature is diverse in the types of syntactic violations that have been studied, how much they disrupt the syntactic structure of the sentence, how common they are in natural speech, and the age of acquisition of each syntactic element. Further, there is much debate about the effectiveness of ERPs at teasing apart neuronal differences that may underlie processing of different types of syntactic errors . A systematic study of error types in conjunction with a more specific measure of the EEG data, as is found in time frequency analysis, may better address the neural underpinnings of syntactic processing.
Consider two types of errors commonly addressed in the adult ERP literature -phrase structure errors and morphosyntactic errors. Broadly, phrase structure is the grammatical arrangement of word types in sentences, such as the rules specifying the relationships between nouns, verbs, articles and prepositions. To demonstrate, consider the sentence, "Yesterday he walked to school". In English, nouns precede verbs so an alternation of the two would result in a phrase structure violation, "Yesterday walked he to school". This is a very noticeable violation that is essentially never made in adult grammar and is unlikely in child grammar. Alternatively, morphosyntactic violations are more subtle and are generally considered to be a naturally occurring stage in development (Wexler, 1998) . Morphosyntax is the use of small, meaningful units of language to indicate syntax. In the example above, a morphosyntactic error would be the omission of -ed on the verb when the occurrence of the word yesterday indicates past tense, "Yesterday he walk to school". While both types of errors demonstrate a violation of the syntactic rules of English, identifying the neural processes underlying morphosyntax is likely more important than information about phrase structure violations for our understanding of language development and, importantly, to apply that knowledge to differences in syntactic processing in developmental language delays and deficits.
The ERP literature identifies three components related to grammatical processing that some argue can differentiate neural engagement for phrase structure and morphosyntactic errors as well as the reanalaysis or repair of sentences containing errors. As shown in Table 1 , the Early Left Anterior Negativity (ELAN) associates with phrase structure violations (e.g., Hahne and Friederici, 1999) , the Left Anterior Negativity (LAN) associates with morphosyntactic violations (e.g., Gunter and Stowe, 1997) and the P600, the component commonly associated with syntactic processing, indicates the reanalysis and repair of sentence structure across violations or ambiguous sentences (Friederici, 2002) . Additional arguments support dual responses for syntactic violations, where ELAN is followed by the P600 (Friederici, 2002) . Importantly, the ERP literature generally treats the broad categories of violations and subtypes as essentially the same in terms of implications for syntactic processing, a practice that has recently encountered controversy .
Recently, researchers have begun to use time frequency analysis in syntactic processing studies with the goal of expanding on and more accurately identifying the similarities and differences between violation types addressed in the ERP literature. These studies (see Table 1 ) are few in number; however, early associations between frequency bands and syntactic processing are beginning to emerge. Similar to the semantic literature, temporal and topographic differences within frequency bands provide new information that could be vitally important to questions about language development, specifically differentiating subtypes of grammatical errors that show unique developmental trajectories in typical and atypical development. Importantly, all of this work focuses on adults; to our knowledge, no studies report time frequency analyses of EEG data on syntactic processing in children. How research of this kind will inform theories of typical and atypical language development is discussed below.
Phrase structure violations
Phrase structure violations result in two temporally and topographically distinct decreases in beta amplitude at the phrase structure violation (Bastiaansen et al., 2010; Davidson and Indefrey, 2007) . Following the violation, beta first decreases at 200 ms in left frontal areas and again at 600 ms post-violation over the mid and right frontal and temporal areas. Supporting the claim that beta changes underlie P600, Davidson and Indefrey (2007) reported an association between the later beta decrease and P600, when analyzed from the same data. The finding of two beta changes in response to phrase structure violations coincides with the dual response proposal in the ERP literature, where both an early response (ELAN) and a later repair or reanalysis attempt (P600) follow phrase structure violations. In fact, the presence of two distinct beta changes following phrase structure violations speak to recent challenges to the dual response proposal that argue that the ELAN and P600 are not distinct components but may instead overlap or share underlying mechanisms . The potential for overlap across components is possible using ERP because each component is calculated using its own baseline; however, the dual response shown by beta is calculated across a longer time window with one baseline, thus eliminating the possibility of overlapping effects. In this way, beta seems to be a more sensitive measure of phrase structure violations. Extending time frequency analysis to include children would greatly increase our understanding of syntax development because the ELAN/P600 dual response shows a broad and sometimes conflicting developmental trend in child ERPs. ELAN is not shown for phrase structure violations in simple, active sentences (i.e., the lion in the roars) in 24-month-olds but is present in 32-month-olds (Oberecker and Friederici, 2006; Oberecker et al., 2005) . For more syntactically complex passive sentences (i.e., the goose was in the fed), six year-olds show no ELAN-like effects, 7-10-year-olds present a later-occurring anterior negativity (suggested to be a precursor to ELAN) and an adult-like ELAN follows phrase structure violations for 13-yearolds (Hahne et al., 2004) . Alternatively, P600 consistently follows phrase structure violations for children of all ages and sentence structures (Atchley et al., 2006; Hahne et al., 2004; Oberecker and Friederici, 2006; Oberecker et al., 2005) . Thus, while appearing to be more sensitive than P600 to phrase structure development, ELAN is also affected by the syntactic complexity of the sentence and the timing of the anterior negativity considered a precursor to ELAN overlaps that of the standard P600. Considering this, it is difficult to create a developmental timeline of phrase structure acquisition using the available ERP data. Time frequency analysis may be a better measure of phrase structure development due to its ability to examine multiple effects in a longer time window without the concern of overlapping effects.
Morphosyntactic violations
Similar to the LAN ERP component, theta indexes general morphosyntactic processing insofar as theta power increases with morphosyntactic violations in a time window similar to that of LAN (∼300-500 ms; Bastiaansen et al., 2002; Davidson and Indefrey, 2007 ). An important difference between LAN and theta is that theta topography demonstrates sensitivity to different subtypes of morphosyntactic processing while LAN does not. Within the broader category of morphosyntactic violations, changes in theta were assessed to gender violations (i.e., I saw a dark neuter cloud common ) and quantifier-noun number mismatches (i.e., several boy like to eat toast; Bastiaansen et al., 2002) . The timing and amplitude of the theta increase were similar across both morphosyntactic violation subtypes but topography differed; gender violations occurred over the right hemisphere and number violations over the left hemisphere. Theta is not responsive to all morphosyntactic errors, however. There was no theta increase with subject number-verb mismatch (i.e., the boy like to eat toast), which instead elicited a reduction in alpha and beta power (Davidson and Indefrey, 2007) . These findings highlight the promise of this methodology for identifying distinctions between morphosyntactic subtypes which will greatly inform developmental theory.
As with ELAN, extending the use of time frequency to study syntactic processing related to LAN in children could clarify some conflicting findings. Like adults, LAN indexes morphosyntactic violations in children (Clahsen et al., 2007; Schipke et al., 2011) . LAN is not present for all morphosyntax subtypes and for all ages, however. Some of the null findings of LAN are developmentally appropriate. For instance, LAN was not found following tense violations (i.e., my uncle will watching the movie 3 ) in children ages 30 months, 3-years and 4-years (Silva-Pereyra et al., 2005a , 2005b , which is expected because that tense marking is not acquired until age 5 (Wexler, 1998) . Other absences of LAN are unexpected. LAN was not found following gender violations up to 8-years of age (Courteau et al., 2012) although gender is acquired around 3-years (e.g., Szagun et al., 2007) . Also, LAN was reported for plural violations (i.e., the three dog walked) in 8-12 year olds but not 6-7 year olds (Clahsen et al., 2007) . This is unexpected considering that children as young as 3-years demonstrate understanding of plural markers (Kouider et al., 2006) although production of plural markers is still inconsistent (Clark and Nikitina, 2009 ). Thus, LAN does not appear to be sensitive to the acquisition of different morphosyntactic subtypes. This highlights the fact that the ERP is not capturing all of the neural processing related to language comprehension. Using complimentary time frequency analysis may uncover information to address the gap between behavioral findings and ERP results. For instance, because the topography of theta changes is sensitive to morphosyntactic subtypes in adults, these theta changes in children may index subtle aspects of morphosyntactic development.
A P600-like effect is more consistently found for certain morphosyntactic subtypes in children (Atchley et al., 2006; Clahsen et al., 2007; Courteau et al., 2012; Schipke et al., 2011; Silva-Pereyra et al., 2005b) . This finding is unexpected given that P600 following morphosyntactic violations is not regularly reported in the adult literature. The P600 identified in the child data varies widely in timing and localization for different morphosyntactic subtypes; for instance, following a plural violation, 8-12 year old children showed a P600 at 1000 ms over occipital and parietal regions (Clahsen et al., 2007) whereas the P600 following a subject number-verb mismatch (i.e., the boy like to eat toast) in 8-13 year old children occurred 620-720 ms after the stimulus over parietal and centroparietal regions (Atchley et al., 2006) . Considering this variability, it is unlikely that in this case the P600 represents general morphosyntactic processing. Because theta differentiates morphosyntactic subtypes in adults, this would provide a vital tool for studying typical syntactic development, in which these subtypes develop at different times, and atypical language development, in which the different subtypes are differentially affected by the disorder.
Syntactic unification
Syntactic unification, the ability to successfully integrate new linguistic input into an ongoing syntactic model, is a key component to language comprehension and early language development that is generally overlooked in the ERP literature. One of the few studies to address this process using ERPs found an N400 amplitude decrease with each word in a sentence (Kutas and Federmeier, 2000) , although this decrease was interpreted as relating to increased semantic probability throughout a sentence rather than syntactic unification.
Time frequency analysis is more accurate than ERP at tracking amplitude changes over a longer time span, allowing researchers to identify theta and beta changes during syntactic integration over the course of a sentence (Bastiaansen et al., 2002 (Bastiaansen et al., , 2010 . During the course of a sentence there is a linear increase in theta over centro-parietal areas (Bastiaansen et al., 2002 (Bastiaansen et al., , 2010 ). Interestingly, the linear increase in theta was found for both grammatically correct sentences and those with grammatical errors, but not when the words of a sentence were presented in a random order (Bastiaansen et al., 2010) . This finding led the authors to conclude that this widely distributed effect over the course of the sentence was due to semantic working memory.
Counter to theta, beta plays a role in syntactic integration specifically. The majority of the research examining an association between beta and syntactic processing comes from coherence studies that are not covered in the current paper (see Weiss and Mueller, 2012 for a review); however time frequency analyses indicate that beta gradually increases as a sentence is silently read (Bastiaansen et al., 2010) . This beta increase was disrupted at a grammatical error and was completely absent for words displayed in an ungrammatical way (Bastiaansen et al., 2010) , lending support to a syntactic rather than semantic function of beta.
The issue of syntactic unification is integral for our understanding of how children acquire phrase structure concepts and begin to combine words in meaningful ways; however, to our knowledge syntactic unification and integration using time frequency has not been addressed in children. Of particular importance is the contribution of semantic working memory (theta) and syntactic integration (beta) to sentence processing, how the contributions of each change during typical development, and how that may differ in children with atypical language.
Summary
Time frequency analysis of the EEG can shed new light on the neuronal underpinnings of syntactic is developmentally important ways. First, the topography of time frequency changes appears to differentiate subtypes of phrase structure and morphosyntactic comprehension. To date, the behavioral and ERP literature related to how these abilities develop is filled with conflicting findings, making this an important area for understanding typical and disordered language development. Second, time frequency allows for the analysis of sentence integration during an ongoing sentence, a process that is poorly understood in typical development. To date, despite its potential, this type of research has not been conducted with children.
Important considerations
Our goal was to highlight the potential of time frequency analysis to address pressing theoretical questions in language development; however we would be remiss if we did not acknowledge some of the complications of using time frequency analysis, a method still in its infancy. First, as with ERPs, time frequency analysis does not remove the inverse problem. Namely, we cannot definitively determine the underlying brain region supporting a specific cognitive or linguistic process based on the scalp location of the frequency change. It is also important to consider issues of noise when conducting time frequency analysis. As a result, many trials are necessary to produce a robust signal-to-noise ratio when studying children.
Time frequency analysis does not have the millisecond temporal sensitivity of ERPs because the frequency of the signal must be calculated within a sampling window (Nunez and Srinivasan, 2006) . Importantly, a larger window is better for capturing slow wave activity, such as delta (<4 Hz), but as the window increases, temporal sensitivity decreases. As a result, temporal and frequency precision must be weighed against one another in the analysis (see Bendat and Piersol, 2011 for description of Nyquist criterion).
Due to how new this methodology is and the amount of data available when using time frequency, identifying the best statistical analysis to uncover condition or group differences of interest can be difficult. Specifically, the data collected during an EEG task includes one data point for each millisecond (depending on your collection rate), for each electrode, for each condition, for each participant. In the ERP analyses, this is condensed by focusing on wellstudied peaks that occur over an expected time range and location. In the time frequency literature, no such constraints have been identified. As a result, type I errors are possible when analyzing data without specific predictions regarding frequency bands, time and scalp areas of interest. Fortunately, there are promising new datadriven approaches to the statistical analysis that have the potential to combat some of these concerns, such as Principal Component Analysis (PCA; Ferree et al., 2009; Spence et al., 2013) , Spectral Factor Analysis (SFA; Shackman et al., 2010) , and Independent Components Analysis (ICA; Makeig et al., 1996) . Related to this issue, because this research is so new, it can be difficult to interpret findings resulting from the analyses, as the body of work to reference is still quite small. Although there are some difficulties in moving forward in using time frequency in developmental cognitive neuroscience, this problem highlights the need for more work in this area and the need to study the whole of the developmental trajectory, including adults, as one way of addressing these issues.
Roadmap for language development research
One goal of this paper is to encourage developmental cognitive neuroscientists to add time frequency analysis as a tool toward understanding the development of cortical networks. In addition we want to identify areas where we believe this methodology will be most fruitful in studying language development specifically. Above we attempted to review areas of debate in language development that could be addressed using paradigms from the adult neurolinguistics literature. In semantics this includes questions about the role of embodiment in word learning and how identifying taxonomic and thematic semantic relationships may change with age. In syntax this includes questions about how typical children come to comprehend different syntactic rules, such as phrase structures and morphosyntactic rules, with an eye on how that might differ in children with language disorders. Answering these questions would require adapting previously published studies with adults to developmental populations. Additionally, it is important replicate ERP studies that have provided insights into language development and analyze the EEG data using traditional ERP methods as well as the time frequency methods. This will allow us to expand our understanding of how children's brains develop to support cognition while grounding new findings in the bedrock of previous research.
Conclusions
The data provided in this review show the promise of time frequency analysis of the EEG to better understand developmental cognitive neuroscience and specifically language development. Similar to ERPs, the methodology is non-evasive and has excellent temporal precision. In addition, it can identify neuronal changes occluded by the averaging technique and tease apart multiple potential changes that may underlie amplitude differences in traditional ERP analyses. Expanding this work to children could usher in a new period of growth in our understanding of the how the dynamic neural networks underlying cognitive development change throughout the lifespan.
