Abstract: With the increasing concern over environmental protection, the combined economic emission dispatch (CEED) problem has received much attention. It needs to minimize both fuel cost and emission pollution. This study aims to propose a new metaheuristic algorithm inspired by fluid mechanics to solve the CEED problem with the weighted sum method. The new algorithm simulates the inverse process of fluid flowing spontaneously from high pressure to low pressure, similar to the optimization process of the CEED problem. When applied in two real-world cases, the new algorithm achieves better performance compared with other algorithms in the literature.
Introduction
With the increasing concern over environmental protection, the combined economic emission dispatch problem (CEED) is considered as one of the most interesting and meaningful tasks in power system management. It needs to minimize both fuel cost and emission pollution simultaneously, along with a large number of power constraints such as power balance and generation limits. This is essentially a multiobjective optimization problem (MOP) with two conflicting objectives [1] and it has received much attention.
In the recent decades, a large number of studies have been proposed to solve the CEED problem. However, conventional methods such as linear programming [2] , quadratic programming [3] , or fast λ -iteration [4] are not satisfactory for solving CEED, as they are sensitive to the initial solution and often trapped in the local optimum. Thus, many metaheuristic optimization algorithms have been proposed in the literature to solve the dispatch problem. In general, there are mainly two approaches. One is converting the multiobjective problem into a single objective optimization problem and solving it with metaheuristic algorithms, such as the genetic algorithm (GA) [5] , particle swarm optimization algorithm (PSO) [6] , differential evolution algorithm (DE) [7] , opposition-based gravitational search algorithm (OGSA) [8] , opposition-based harmony search algorithm (OHS) [9] , spiral optimization algorithm (SOA) [10] , virus optimization algorithm (VOA) [11] , moth swarm algorithm (MSA) [12] , flower pollination algorithm (FPA) [13] , modified bacterial foraging algorithm (MBFA) [14] , and charged system search algorithm (CSS) [15] . * Correspondence: wss@jlu.edu.cn This work is licensed under a Creative Commons Attribution 4.0 International License.
As for the second approach, many Pareto-based multiobjective metaheuristic algorithms are developed for minimizing both the fuel cost and emission pollution simultaneously. These methods include the niched Pareto genetic algorithm (NPGA) [16] , strength Pareto evolutionary algorithm (SPEA) [17] , multiobjective evolutionary algorithm (MOEA) [17] , nondominated sorting genetic algorithm (NSGA) [17] , multiobjective particle swarm optimization (MOPSO) [18] , improved scatter search (ISS) [19] , quasi-oppositional teaching learning based optimization (QOTLBO) [20] , and summation based multiobjective differential evolution (SMODE) [21] .
From the metaheuristic algorithms applied in the CEED problems above, it is worth mentioning that even slightly improved solutions are crucial and rewarding for environmental protection and economic operation. It is difficult to choose the best comprising solution on the Pareto front. Moreover, the parameters of metaheuristic algorithms need to be tuned carefully to find the best solution. The present study aims to propose a new metaheuristic optimization algorithm inspired by fluid mechanics to deal with the CEED problem, which is converted into a single objective optimization problem by the weighted sum method (WSM). The new metaheuristic algorithm, the fluid search optimization (FSO) algorithm, mimics fluid flowing from high pressure to low pressure spontaneously, which is quite similar to the optimization process for the objective function searching the whole space. The new algorithm has been applied to the IEEE 30-bus system and 69-bus, 11-generator system and compared with some popular algorithms in the literature for solving the CEED problem.
The combined economic emission dispatch problem
The CEED problem needs to minimize both the total fuel costs and harmful pollutant emissions by adjusting the output of each power plant. It has various power constraints. The objective function of the fuel costs is stated as follows [22] :
where C is the fuel cost; a i , b i , and c i are the cost coefficients of the ith generator; e i and f i are the valve point effect coefficients; P i is the real power output; and N is the number of generating units in the system.
The objective function of the pollution emission is stated as follows [23] :
where E is the pollution emission and α i , β i ,γ i , η i , andδ i are the emission coefficients.
This is a multiobjective optimization problem that has two conflicting objectives of C and E. There are many methods that can transform MOPs into single objective problems. One most common method is WSM, which introduces a weight factor to combine the two objectives together [24] . The final objective function had the following form:
where w is a weight factor and γ is scaling factor.
The CEED constraints are as follows:
(i) Power balance constraints: The total power of all the generators must meet the demand and the loss of the power system [4] .
where B ij is the loss coefficient and N is the number of generators.
(ii) Power capacity constraints: The output of each generator ranging from its minimum and maximum outputs.
where
and P min i are the upper and lower bounds for the ith power output.
To deal with the inequality constraints, a common penalty function is introduced as follows:
where λ is a penalty factor.
The principle of the FSO algorithm
Bernoulli's principle states that for an inviscid flow, an increase in the speed of the fluid occurs simultaneously with a decrease in the fluid's potential energy. A common form of Bernoulli's equation is as follows:
where v is the fluid flow speed at a point on a streamline, p is the pressure at the chosen point, p 0 is the constant pressure of the system, and ρ is the density of the fluid at all points in the fluid.
Based on the aforementioned principle and Eq. (7), a new intelligent search algorithm was proposed. Eq.
(7) was transformed to:
and the new location can be calculated by
Therefore, the pressure p of each fluid infinitesimal could be set as the value of the fitness function, where the greater the pressure, the less the velocity of fluid infinitesimal. The optimization process of fluid infinitesimal could be regarded as the inverse process of the fluid flowing from high pressure to low pressure spontaneously. In the flow process, all the fluid infinitesimals finally converged and stopped at the highest pressure point, which was the optimum of the objective function, so that the optimization process was accomplished.
According to Eq. (8), the pressure p, density ρ , and direction of the velocity v should be defined in detail.
(1) Definition of infinitesimal pressure p:
The locations of n infinitesimals was considered to be X i (i = 1,2,…,n), the objective function y = f (X) , the optimal value of the function y best , and the worst value y worst . The infinitesimal pressure p i was set to be p i = (y worst − y i )/(y worst − y best ) with the function values normalized, where p i was in the range of [0,1], to avoid the impact on the performance of the FSO brought by different objective functions and enhance the robustness of the algorithm. Therefore, the value of p 0 was always a constant of 1.
(2) Definition of infinitesimal density ρ :
In the proposed algorithm, the infinitesimal density was defined as the number of other infinitesimals in the cell of the current infinitesimal. As shown in Figure 1 , the side length of the cell was assumed to be l; the number of other infinitesimals contained in the D-dimension hypercube was m, which is marked in The value of velocity could be calculated according to Eq. (8), but the direction could not be obtained.
In the fluid mechanics, the current infinitesimal was subject to the pressure of all the other infinitesimals. Therefore, the flow direction of fluid infinitesimal was defined as the vector summation of pressure from all the other infinitesimals to the current one. Moreover, the distance should be normalized to eliminate the effects of the weight brought by the distance from other infinitesimals. Furthermore, twice the pressure of the best infinitesimal normalized was added for the convergence of the proposed algorithm. Therefore, the summation of pressure to the ith infinitesimal was as follows:
where − → p i is a vector, not a scalar. Meanwhile, considering the inertia of fluid infinitesimals, the direction of the current infinitesimal in the last iteration normalized was also added, as shown in Figure 2 . 
where µ is the inertial factor.
The details of the fluid search optimization algorithm are as follows:
Step 1: Initialize the locations X i of n infinitesimals randomly and initialize the velocity V i = 0, the
Step 2: Calculate the fitness function value y i of each infinitesimal according to the corresponding location X i . Update the best value y best , X best and the worst value y worst . Count the number of other infinitesimals in the current infinitesimal cell according to density equation ρ = m/l D .
Step 3: Normalize the fitness function value y i , i.e. calculate the corresponding pressure of each
Step 4: Calculate the direction of the current one X i , according to Eqs. (10) and (11).
Step 5: Calculate the velocity v i = √ 2(p 0 − p i )/ρ i of each infinitesimal according to the Bernoulli equation and multiply with the velocity direction obtained by Step 4; then the velocity vector of the next iteration is obtained,
Step 6: Update the location of each infinitesimal by X i+1 =X i +V i . If the number of iterations does not meet the maximum iterations, go to Step 2; else, the iteration terminates.
The aforementioned algorithm was just the naive FSO, and the explosion mechanism of compressed gas was introduced to avoid getting trapped in the local optimum after Step 2. That is, when the density of the infinitesimal was more than a certain percentage θ of the total number, the current infinitesimal was reinitialized randomly because reinitialization was the best way for jumping out of the local optimum. It was just like the explosion of gas after it is compressed too densely. The details of FSO are shown in Figure 3 .
Experimental results
We used a total of 12 popular benchmark functions in the present study to verify the performance of the proposed FSO algorithm, as commonly used for testing new metaheuristic algorithms in previous studies [25] . The benchmark functions included high-dimension functions (F1-F7) and low-dimension functions (F8-F12), as shown in Table 1 . We compared FSO with some original well-known algorithms such as RGA, PSO, GSA, and FA. In all five algorithms, we set the population size N = 50, maximum iteration M = 1000, and the final results were the average of 30 runs. In PSO, c1 = c2 = 2 and inertia factor (w) decreased linearly from 0.9 to 0.2. In RGA, arithmetic crossover, Gaussian mutation, and roulette wheel selection were used, as described in a previous study [25] . The crossover and mutation probabilities were set to 0.3 and 0.1, respectively. In GSA, G0 was set to 100 and a was set to 20, while K0 was set to N and decreased linearly to 1. In FA, α = 0.5, β min = 0.2, γ = 1 . In the proposed FSO, the maximum ratio of density θ = 20% and the ratio of diversification search M'=70%. All the algorithms were implemented on a computer with 2.4-GHz Intel Xeon central processing unit E5-2665 and 32G of random-access memory using MATLAB 2014b. Table 1 . Benchmark functions (n = 50).
Benchmark function
Range
, 100, 4) Table 2 , FSO obtained better results in all the benchmark functions except F1, as marked in bold font. Especially in high-dimension functions of F2 and F5, the results were at least three orders of magnitude better than the best algorithm, respectively. Furthermore, the result of the F1 function in the comparison was only worse than the best one of GSA but better than the other algorithms. It can be concluded that the new algorithm achieved better performance in the benchmark function test .
In the further study, two cases of CEED problems were introduced to test the performance of the proposed FSO algorithm: Case A, the IEEE 30-bus system (P D = 2.834u), and Case B, the 10-unit system (P D =2000 MW). The detailed data of the two cases were extracted from previous studies [27] . In the proposed FSO, the population size N = 50, maximum iteration M = 100, maximum ratio of density θ = 20% , and the final results were the best solutions of 30 runs. Table 3 shows the solution values of FSO for Case A with the weight factor w ranging from 0 to 1 with step size of 0.1. The values of units P 1 to P 6 were the active powers of the six generators of the system.
The value of V was the violation of the equality constraints calculated by
the inequality constraints were satisfied easily by the swarm intelligence algorithms. The violation V is an important parameter as power plants should meet the load demands as much as possible for the stability of the power system. P L denotes the transmission loss of the power system. The fuel cost C and emission pollution E together formed the Pareto front, as shown in Figure 4 , which also illustrates the best comprising solutions obtained by some algorithms in the literature. The further the best comprising solutions were above the Pareto front of FSO, the better performance FSO had compared with theses algorithms. As is seen from Figure 4 , the best comprising solutions of MOPSO [18] , NPGA [16] , and NSGA [21] were located far above the Pareto front and those of SPEA [16] , NSBF [28] , FSBF [28] , and MBFA [14] were also above the Pareto front, which implied the better performance of FSO. Meanwhile, the best comprising solutions of SMODE [21] , MOEA/D [17] , and NGPSO [27] were just on the Pareto front, which showed the competitive performance of FSO with them.
The best fuel cost (w = 1.0) and the best pollution emission (w = 0.0) of Case A are given in Table 4 compared with other results from the literature. At first glance, the results of all the algorithms had no big difference and even small improvement was difficult for the algorithms. In terms of the best cost, FSO obtained a better result of 605.89 ($/h) than all the algorithms except ISS, and was especially better than SMODE [21] , MOEA/D [17] , and NGPSO [27] , which performed competitively with FSO on the Pareto front. ISS obtained lower cost, but with a much larger value of V, which meant a greater violation of equality constraints. For the best emission, FSO obtained the best result of 0.194178 (t/h) among all the algorithms. In general, all of this showed the better performance of FSO in Case A. Table 5 shows the solution values of FSO for Case B with the weight factor w ranging from 0 to 1 with step size of 0.1. The fuel cost C and emission pollution E together formed the Pareto front as shown in Figure 5 , Table 3 . The best solutions for the fuel cost, total emission, transmission loss, and violation for w values of Case A. Table 4 . Comparison of the best fuel cost and best emission rate of Case A with different algorithms.
Algorithm
Best fuel cost (w = 1.0) Best pollution emission (w = 0.0) [14] 606 which also illustrates the best comprising solutions obtained by some algorithms in the literature. As seen from Figure 5 , the best comprising solutions of NSGA [21] and FPA [13] were located above the Pareto front clearly and those of MODE [23] , PDE [23] , SPEA2 [23] , GSA [8] , and ϵv-MOGA [29] were also above the Pareto front and located near the solution of FSO when w = 0.5, which implied that the solution of FSO dominated the best comprising solutions of these algorithms. Meanwhile, the best comprising solutions of BSA [30] , QOTLBO [20] , TLBO [20] , OGHS [31] , and NGPSO [27] were just on the Pareto front, which showed the competitive performance of FSO with them. The best fuel cost (w = 1.0) and the best pollution emission (w = 0.0) of case B are given in Table 6 and Table 7 , compared with other results from the literature. In terms of the best cost, FSO obtained the best result of 111497.13 ($/h) compared with all the algorithms, being especially better than BSA [30] , QOTLBO [20] , TLBO [30] , OGHS [31] , and NGPSO [27] , which were just on the Pareto front. FSO saved 0.48 ($/h) fuel cost compared with OGHS [31] , which had the second best result. For the best emission, FSO obtained a better result of 3932.2400 (t/h) than any other compared algorithm and reduced emission 2.8 kg/h compared with the second best, OGHS [31] . It can be concluded that FSO performed better than the algorithms in the literature for Case B.
Conclusions
This study proposed a new metaheuristic algorithm of FSO to deal with combined economic emission dispatch problem, which was inspired by Bernoulli's principle of fluid mechanics. FSO achieved better performance on 12 benchmark functions. When applied in two real-world cases of CEED problems, the Pareto front of FSO was much better than the best comprising solutions of most algorithms. Moreover, regardless of the best fuel cost or best total emission, FSO performed better than all the compared algorithms in the literature. In general, FSO achieved a better performance on the CEED problem and saved fuel costs or reduced total emissions. Future studies may aim to apply the new algorithm in some other engineering fields such as the optimization of power flow or reactive power optimization. 
