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Abstract A mathematical model describing fluid flow and concentration dy-
namics of microorganisms inside a UV photoreactor is developed. Using physical
arguments and techniques from system theory, we approximate this model by
a first order linear one. For this reduced model, we design a controller. The
controller is tested on the original model as well as on the reduced model by nu-
merical simulation. This showed only very small differences in dynamics, which
indicates that for the original model a classic controller with excellent properties
can be designed.
1 Introduction
For the disinfection of fluids, UV-treatment becomes increasingly popular. This
method replaces more conventional options. For example, in drinking water
treatment, chlorination is still the most used disinfection method. However,
since the residuals are toxic to aquatic life [20], and since some by-products of
chlorination have been proven to be mutagenic, the environmentally friendly
UV disinfection method has been stimulated as an alternative [1, 19]. In [3, 4,
17, 18, 21, 22] design and modelling of a photoreactor for disinfecting drinking
water is proposed. In [12, 13, 15, 16, 23] experimental results are presented
that link the UV dosage to the inactivation of microorganisms in wastewater
treatment in agriculture and horticulture. Air disinfection by UV is investigated
in [7] and [14]. In [6] the required UV dosage for apple cider pasteurization is
examined, and in [5] the possibility of UV treatment of process water in the
food and beverage industries is discussed.
In order to improve the operation of UV disinfection, proper dynamic control
needs to be incorporated. However, surprisingly little literature is available
on control design for UV disinfection. Only one approach is known to the
authors. In [10] a basic model was developed, and a controller was designed.
The fluid mechanics was modelled by a plug flow, and the attenuation of the
microorganisms due to the UV irradiation was modelled as a first order reaction.
For effective control design, it is desirable to have a low order linear model that
contains the essential system dynamics. This allows for standard linear control,
which is very well documented and gives generally good performance, see for
example [2, 11]. Unfortunately, models describing a UV reactor are generally not
of this type. Disinfection is a complex process with often higher order reaction
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kinetics [4], and sometimes reactivation. Moreover, a detailed description of
the fluid flow through the reactor is in general described by the full Navier-
Stokes equations [8]. Altogether, a detailed reactor model leads to a nonlinear
model, and hence it is not possible to design a controller in the traditional sense,
employing standard techniques.
In this paper, a model-based controller is designed for a linear and low order
approximation of the original model. In section 2, we describe the full transport
model for the fluid and microorganism concentration, under the influence of
UV irradiation. The reaction kinetics are described in a basic way, following
[10]. Subsequently, we adopt the assumption of laminar flow and invoke basic
symmetry properties of the solution. This yields a simplified model of which
the fluid-mechanics part can be solved analytically. By specifying the model to
conditions relevant to disinfection of cider [6], we obtain the reference ‘nominal’
model.
In section 3 the nominal model is linearized and approximated by a linear state
space form by a Pade´ transfer function approximation. Next, the model is
input/output balanced and truncated down to a first order model. In section
4 a feedback controller is designed for the resulting linear, first order model.
The controller is tested by a simulation study and found to perform equally
well on the reduced model as on the nominal model. This indicates that under
the reduction steps, the essential dynamics of the nominal model is maintained.
Hence, for the original model a classic controller with excellent properties can
be designed.
2 Basic modelling of the disinfection plant
In this section we first sketch the general physical model. Then we proceed
to analyze laminar flow in the reactor and subsequently consider the dynamics
of the active microorganism concentration in case diffusive transport can be
neglected. Finally, the parameter values for the nominal model are chosen,
corresponding to the particular case of UV-disinfection in a cider plant.
2.1 Physical model
We propose a general model that describes the fluid flow and the reaction ki-
netics in a cylindrical reactor. This model is composed of the Navier-Stokes
equations for an incompressible fluid, to describe conservation of mass and mo-
mentum, and a convection-diffusion-reaction equation which quantifies the con-
centration of active microorganisms in the reactor. Figure 1 shows the reactor
with a UV lamp in the center along the longitudinal direction. Here, R2 is the
outer radius, R1 the radius of the lamp, and L
∗ the length of the reactor. The
variables with an asterisk are scaled later on. The general equations, describing
continuous fluid flow and mass transport in the reactor are (gravitational effects
are neglected and the fluid is assumed to be incompressible)
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Figure 1: Schematic overview of a UV reactor.
Continuity:
∇∗ · v∗ = 0 (1)
Momentum:
∂v∗
∂t∗
= −(v∗ · ∇∗)v∗ −
∇∗p∗
ρ
+ ν∇2∗v∗. (2)
Transport:
∂C∗
∂t∗
= −(v∗ · ∇∗)C∗ +D∇2∗C∗ −K∗C∗, (3)
where v∗ is the velocity vector. Furthermore,
D =
ν
Pr
(4)
denotes the microorganisms diffusion coefficient. C∗ > 0 is the concentration
of microorganisms in cells per m3, ν the kinematic viscosity, and Pr =
ηCp
λ
the
Prandtl number, with Cp the heat capacity, η the viscosity, and λ the thermal
conductivity.
Finally, we consider the first order reaction mechanism as proposed in [10], using
results from [3], [17], and [18]. This is described by the disinfection reaction rate
K∗(r∗) = ǫI∗
R1
r∗
exp
(
− E∗(r∗ −R1)
)
, (5)
which is governed by the intensity I (W/m2), taken as the UV intensity at the
surface of the lamp at R1, the microorganism susceptibility factor ε (m
2/J),
and the monochromatic absorbance E (1/m). It is assumed that ε and E
are constant. The most important assumptions that have been made in the
derivation of (5) are
• The reaction constant only depends on r and not on z.
• The reaction kinetics are of first order, and there is no reactivation.
• Solids are completely suspended in the medium, i.e., there are no lumps
of material.
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• Reflection and refraction effects are negligible.
The boundary conditions are discussed later on.
2.2 Scaling
It is convenient to work with dimensionless quantities and for that purpose
all variables are scaled. As reference length-scale we adopt R2. The reference
velocity is denoted by u0 for which we select the mass-average velocity, i.e.,
u0A = Q where the reference area A = π(R
2
2 − R
2
1), and Q is the volume-
flux of fluid through the reactor in m3s−1. These reference scales also define
a time-scale R2/u0. To finalize the scaling of the fluid flow part, we adopt
the kinematic viscosity ν to quantify the so-called viscous fluxes in the Navier-
Stokes equations. In order to scale the convection-diffusion-reaction equation
for the active microorganism concentration C we adopt the same time- and
length-scales, and use the average concentration at the inlet of the reactor, C0,
as reference scale for the concentration. The intensity is scaled using the average
value of the lamp intensity, I, as reference scale. Altogether, the parameters
with asterisks are scaled as follows
(z∗, r∗) =R2(z, r) m
v
∗ =u0v m/s
t∗ =
R2
u0
t s
C∗ =C0C 1/m
3
I∗ =II W/m2
E∗ =
E
R2
1/m
p∗ =ρu20p kg/ms
2
α =R1/R2. (6)
This yields a normalized disinfection reaction rate K that is given by
K =
I
r
exp
(
− E(r − α)
)
= If(r). (7)
Here r denotes the scaled radial coordinate, I is the scaled intensity, and the
scaled absorbance is denoted by E. The susceptibility factor is included in the
overall amplitude of the total disinfection rate that results from the combined
scaling factors, as we shall see later on.
Written out in full, the scaled model equations for the fluid flow in cylindrical
coordinates are given by (see [9] pp. 59-60) the continuity equation:
1
r
∂
∂r
(rvr) +
1
r
∂vθ
∂θ
+
∂vz
∂z
= 0 (8)
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and by the conservation of momentum:
∂vr
∂t
+ vr
∂vr
∂r
+
vθ
r
∂vr
∂θ
−
v2θ
r
+ vz
∂vr
∂z
= −
∂p
∂r
+
1
Re
[ ∂
∂r
(
1
r
∂
∂r
(rvr)) +
1
r2
∂2vr
∂θ2
−
2
r2
∂vθ
∂θ
+
∂2vr
∂z2
]
∂vθ
∂t
+ vr
∂vθ
∂r
+
vθ
r
∂vθ
∂θ
+
vrvθ
r
+ vz
∂vθ
∂z
= −
1
r
∂p
∂θ
+
1
Re
[ ∂
∂r
(
1
r
∂
∂r
(rvθ)) +
1
r2
∂2vθ
∂θ2
+
2
r2
∂vr
∂θ
+
∂2vθ
∂z2
]
∂vz
∂t
+ vr
∂vz
∂r
+
vθ
r
∂vz
∂θ
+ vz
∂vz
∂z
= −
∂p
∂z
+
1
Re
[1
r
∂
∂r
(r
∂vz
∂r
) +
1
r2
∂2vz
∂θ2
+
∂2vz
∂z2
]
. (9)
Here Re = u0R2/ν is the Reynolds number, which quantifies the ratio of the con-
vective forces over the viscous forces in the flow. We use cylindrical coordinates
(r, θ, z) (Cf. Figure. 1) with velocity components (vr, vθ, vz) and dimensionless
pressure p. The convection-diffusion-reaction equation for the active microor-
ganism concentration can be written as:
∂C
∂t
= −(vr
∂C
∂r
+vθ
1
r
∂C
∂θ
+vz
∂C
∂z
)+
1
Pe
[1
r
∂
∂r
(r
∂C
∂r
)+
1
r2
∂2C
∂θ2
+
∂2C
∂z2
]
−DaKC,
(10)
Here, Pe= u0R2/D is the Peclet number, which, analogous to Re, measures
the relative importance of the convective mass transfer over the diffusive mass
transfer. Da= εIαR2/u0 is the Damko¨hler number, which indicates the chemical
reaction rate relative to the convective mass transfer rate. The description of the
fluid flow and concentration dynamics given in (8)-(10) does not allow further
analytical treatment in its general form. Therefore, we proceed with analyzing
the velocity and concentration profiles by introducing a number of simplifying
assumptions. Most importantly, these limit the applicability of the model to
laminar flow conditions, as apply, e.g., to UV treatment in cider plants [6].
Further, suitable boundary conditions are chosen, together with the controlled
and measured variables.
2.3 Laminar velocity field model
In addition to the laminar flow assumption, we assume that the the reactor is
very long. This implies that the fluid motion is in the z direction only, i.e.,
vθ = vr = 0. This requires that the Reynolds number is sufficiently small and
that the flow has become fully developed before the reactor inlet. In other words,
there are no entry effects, and as a consequence the velocity profile depends on
r and t, and not on z nor on θ. As a result we have v = (0, 0, vz(r, t)), which
satisfies (8) and also implies that ∂
2vz
∂θ2
= ∂
2vz
∂r2
= 0. Therefore, the Navier-
Stokes system (9) contains only one non-trivial equation. Only the longitudinal
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momentum equation needs to be retained, yielding
∂vz
∂t
= −
∂p
∂z
+
1
Re
[1
r
∂
∂r
(r
∂vz
∂r
)
]
. (11)
Taking the derivative of this equation with respect to z, and using the fact
that vz does not depend on z, yields that ∂p/∂z is independent of z. Since the
pressure does not depend on r or θ, the pressure derivative depends on t only.
We set
−
∂p
∂z
(t) = β(t). (12)
Further we assume no-slip boundary conditions at the walls, which is the most
common choice for incompressible fluid flow,
vz(α) = vz(1) = 0. (13)
This completes the laminar fluid-mechanics description of the reactor flow.
2.4 Convection-diffusion-reaction equation
Since the velocity field, the UV-radiation field, the initial condition, and the
geometry are assumed to be independent of θ, the concentration of active mi-
croorganisms will also not depend on θ. Hence, (10) becomes
∂C
∂t
= −vz
∂C
∂z
+
1
Pe
[1
r
∂
∂r
(r
∂C
∂r
) +
∂2C
∂z2
]
−DaKC. (14)
To complete the formulation for C we introduce boundary conditions in the z
and r-direction. First, we assume that the concentration at the inlet is well-
mixed, making it a function of t, but not of r. Moreover, we assume that there
is no concentration gradient in z at the inlet. This corresponds with the absence
of UV radiation for z ≤ 0. Thus
C(0, r, t) = C0(t),
∂C
∂z
(0, r, t) = 0. (15)
At the walls the velocity is zero and the only mass transport comes from
diffusion. The diffusion is small compared to the chemical reaction rate if
1/DaPe ≪ 1. We restrict ourselves to such cases and assume that the concen-
tration at the walls is zero, as the radiation will have sufficient time to eliminate
the active microorganisms:
C(z, α, t) = 0, C(z, 1, t) = 0. (16)
This completes the formulation for the dynamics of the microorganism concen-
tration. Recapitulating, the basic model describing the flow and concentration
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inside the reactor is
∂vz(r, t)
∂t
= β(t) +
1
Re
[1
r
∂
∂r
(r
∂vz(r, t)
∂r
)
]
(17)
vz(α, t) = vz(1, t) = 0
∂C(z, r, t)
∂t
= −vz(r, t)
∂C(z, r, t)
∂z
+
1
Pe
[1
r
∂
∂r
(r
∂C(z, r, t)
∂r
) +
∂2C(z, r, t)
∂z2
]
−DaK(r, t)C(z, r, t) (18)
C(0, r, t) = C0(t),
∂C
∂z
(0, r, t) = 0, C(z, α, t) = C(z, 1, t) = 0.
where vz is a function of r and t, and C a function of z, r and t. In practical
UV-treatment, control is exerted with I(t), the intensity of the lamp, see (7).
The average concentration at the outflow is a natural monitoring parameter
that needs to be controlled. Here, we define the average concentration in terms
of the total outflow of microorganisms relative to the average velocity of the
liquid. This is defined by
C(L, t) =
∫ 1
α
C(L, r, t)vz(r)rdr∫ 1
α
vz(r)rdr
. (19)
The control will be aimed at reducing C(L, t) below a pre-set acceptance level,
by adjusting the input I. We turn to this in the next section.
2.5 Analytical solutions for special cases
To get some insight into the disinfection process, the laminar flow and corre-
sponding concentration profiles are analyzed next. For a reactor with a constant
flow rate, i.e., ∂vz/∂t = 0 and β constant, the solution of the differential equa-
tion for the velocity in (17) is given by
vz(r) = −
βRe
4
[
r2 +
1− α2
ln(α)
ln(r)− 1
]
. (20)
This shows a characteristic quadratic profile, reminiscent of the Poiseuille profile,
with logarithmic corrections arising from the UV lamp along the center of the
cylinder. After choosing the parameters from Table 1 for the cider plant in
section 2.7, we get βRe = 41.5. The parameter α can be seen as a design
parameter, which is for example small for a wide reactor with a thin lamp.
Figure 2 shows the velocity profile for different values of α. The velocity profile
decreases strongly with α. The shape of the profile is more or less parabolic
as in an ordinary tube flow. The peak shifts a little bit from the center of the
radius for lower α. Using this velocity profile, we analyze the concentration of
active microorganisms next. As mentioned above, we restrict to cases in which
diffusive transport is negligible compared to convection and UV irradiation, or
equivalently, Pe≪ 1 and Pe≫Da. For the particular case of UV disinfection in a
cider plant [6], this is the case, and in section 2.6 the influence of mass diffusion
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Figure 2: The velocity profile vz(r) for different values of α, with βRe = 1.16 10
3.
is shown to be negligible by numerical analysis. This motivates neglecting mass
diffusion. By doing so, the third equation in (17) becomes
∂C
∂t
= −vz
∂C
∂z
−DaKC
C(0, r, t) = C0(t), (21)
which is a standard convection-reaction process. Note that with vz(r) from (20)
the boundary conditions in (17) are satisfied. In view of the control design that
focuses on the output concentration C at z = L we may readily derive
C(L, r, t) = C0(t−
L
vz(r)
) exp
(
−Da
∫ t
t− L
vz(r)
K(r, τ)dτ
)
. (22)
This expresses the instantaneous solution C(L, r, t) in terms of the inflow-value
at a previous time t− tr(r) where the residence time tr = L/vz(r). In addition,
the accumulated effect of the UV irradiation at distance r, acquired during a
time-interval tr is expressed by the exponential. To simplify the analysis, assume
that C0 and K do not depend on t. Expression (22) then becomes
C(L, r) = C0 exp
(
−
DaK(r)L
vz(r)
)
, (23)
This is plotted on a logarithmic scale for different values of α in Figure 3.
The physical parameters are are the same as in the nominal model that will
be introduced in section 2.7. We observe that close to the boundaries r = α
and r = 1 the concentration drops strongly - this is associated with the very
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long residence time of microorganisms that enter the reactor close to a wall.
Conversely, only the ’inner’ region of the reactor contributes significantly to the
outflow of still active microorganisms. Hence, especially for quite large values of
α, the contribution of C(L, r) to C(L) is significant only in a small part of the
reactor. Expressions (19) and (23) illustrate that C(L) is influenced strongly
by the smallest residence time L/vz.
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10−8
10−6
10−4
10−2
100
r
C(
L,r
)
 
 
α=1/6
α=1/3
α=1/2
Figure 3: Concentration profile of C(L, r) for different values of α. The relevant
parameter values are listed in Table 1.
2.6 Numerical analysis of the basic model
In this section the influence of mass diffusion is investigated numerically for the
steady state form of the basic model (17). For that, we define a discrete update
scheme and consequently we determine an appropriate grid. The parameter
values that are used are the same as in the nominal model of section 2.7, and
they are listed in Table 1. The discrete update scheme for the concentration
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plus boundary conditions is
vj
Cj,k+1 − Cj,k
∆z
=
1
Pe∆r2rj
(
(rj +
1
2
∆r)Cj+1,k − 2rjCj,k
+(rj −
1
2
∆r)Cj−1,k
)
(24)
+
1
Pe∆z2
(
Cj,k+1 − 2Cj,k + Cj,k−1
)
−DaKjCj,k
Cnr,k = C0,k = 0
C2..nr−1,−1 = C2..nr−1,0 = C0
Cnz =
∑nr−1
j=1
(
Cnz,jvjrj + Cnz,j+1vj+1rj+1
)
∆r∑nr−1
j=1
(
vjrj + vj+1rj+1
)
∆r
,
with rj = j∆r. Here, Cj,k = C(j∆r, k∆z). The subscript j = 1 . . . nr denotes
the discrete radial space with mesh-size ∆r, and k = 1 . . . nz denotes the discrete
longitudinal space with mesh-size ∆z. A central discretisation in r and z is
used, except for the convective term, which has an upwind discretisation. For
the initial condition an Euler step is used. Further, C = C0 at the inlet, except
for the walls, where C ≡ 0. C(L) is computed with the trapezoidal integration
rule. The velocity profile is taken from the model in (17). The left plot in Figure
4 shows C(L) as a function of the number of grid points in z-direction, nz, with
a fixed value of nr = 15. A sufficient convergence is attained for nz = 10
4, since
for higher values of nz the average concentration is more or less the same. The
right plot in Figure 4 shows C(L) as a function of the number of grid points in r-
direction, nr, with a fixed value of nz = 10
4. A sufficient convergence is attained
for nr = 15. Altogether, a sufficient fine grid consists of nz ×nr = 10
4× 15 grid
points, and this is the grid that will be used from now on. The resolution of
the grid in z-direction is four orders higher than in r-direction. This is partially
explained as follows. The convective term is discretised as
vj
∂Cj,k
∂z
= vj
Cj,k+1 − Cj,k
∆z
+ vj
∆z
2
∂2Cj,k
∂z2
+O(∆z2), (25)
where the second r.h.s. term is the discretisation error of order ∆z. The solution
of C without mass diffusion is given by equation (23). Inserting its second
derivative gives an error of
∆z
2vj
(DaKj)
2C0 exp
(
−
DaKjz
vj
)
, (26)
which grows infinitely large for (z, r) → (0, α) and (z, r) → (0, 1), since v = 0
at the walls. However, it was shown in Figure 3 that the concentration near
the wall has a very small influence on the average concentration. For the bulk
of the flow, the error is maximal in z = 0, and in the order of ∆z 102, which
means that the grid is sufficient fine if ∆z ≪ 10−2, and since nz∆z = L, this
10
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Figure 4: The numerical solution of C(L) as a function of nz (left) with nr = 15,
and as a function of nr (right) with nz = 10
4.
means that nz ≫ 10
2. The discretisation error in radial direction is caused by
the discretisation of the diffusive term, which has an error of
1
Pe
∆r2
6
∂3Cj,k
∂r3
. (27)
Since this decreases quadratically with ∆r, and because 1Pe is very small, this
gives an indication on why a coarse grid in r-direction is sufficient.
Figure 5 shows a contour plot of C for a stationary flow in the domain r ∈ [α, 1],
and z ∈ [0, L]. The lamp is placed on the bottom horizontal axis. The relatively
large distances between the contour lines indicate a small concentration gradient
in the center, caused by the high convection. As a contrast, the concentration
gradient is very steep near the walls at the inlet.
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We will now investigate the influence of mass diffusion. The significance
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Figure 5: Contourplot of C(z, r) for the apple cider reactor. The horizontal axis
denotes the z-direction, and the vertical axis the r-direction.
of mass diffusion depends on the relative contributions of reaction and mass
diffusion, indicated by Da and Pe. We define C(L)d and C(L) as the average
concentrations at L with and without mass diffusion, respectively. Figure 6
shows C(L)d−C(L)
C(L)
as a function of Pe and Da. In our case, Pe= 3.6 105 and
Da=5.6, and the difference is smaller than 1 %. In addition to the arguments in
section 2.5, this motivates the choice of discarding the term 1Pe
[
1
r
∂
∂r
(r ∂C(z,r,t)
∂r
)+
∂2C(z,r,t)
∂z2
]
from (17) in the following.
2.7 The nominal model
Using the results of the previous sections, we obtain a model for an apple cider
plant. The dimensionless constants for this plant are
Pe = 3.5 105, Da = 5.8, Re = 1.3 103, and α = 0.5, (28)
and they are determined by using parameter values specific for apple cider, [6].
In Table 1 all the physical constants are listed 1. From section 2.1 we have that
Da= εIαR2/u0, where I is the average lamp intensity. The light intensity is
determined such that it gives a ’5 log reduction’ of the inlet concentration of
the Escherichia coli 0157:H7 bacteria, i.e., C(L) = 10−5C0. Furthermore, we
assume that the flow rate through the reactor is constant. By section 2.5 this
1The viscosity η is a factor 10 higher than that of water. However, this is the value that is
mentioned several times in [6], so we assume this to be a realistic value.
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for different values of
Pe and Da.
R1 0.2 m R2 0.4 m
E∗ 1.1 m−1 ǫ 0.2624 m2J−1
dp∗
dz∗
−0.9 kgm−2s−2 η 3 10−2 kgm−1s−1
I∗ 10.5 Wm−2 C∗0 10
7 m−3
Cp 5.11 10
3 Jkg−1K−1 λ 0.55 Wm−1K−1
L∗ 1 m u0 9.4 10
−2 ms−1
Table 1: Physical parameters of the apple cider plant.
implies that vz is given by (20). Combining (7), (20) and (21), we obtain the
following nominal model
vz(r) = −
βRe
4
[
r2 +
1− α2
ln(α)
ln(r)− 1
]
∂C(z, r, t)
∂t
= −vz(r)
∂C(z, r, t)
∂z
−Da I(t)f(r)C(z, r, t)
C(0, r, t) = C0(t). (29)
In this model, we regard I(t) as the control input, and C0(t) as the disturbance.
The measurement is given by (19).
3 Model reduction for the nominal model
In the nominal model (29) we see that our control input I(t) gets multiplied
with the state C(z, r, t), and so it is a non-linear model. Furthermore, it is
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a distributed parameter model, which is harder for control design. Using lin-
earization and reduction via balancing, we will obtain a first order linear model
for which the control design is easy.
Since the nominal model is given in the scaled variables, we take as reference
values Cref0 = 1, I
ref = 1. For these reference values, the solution of (29) gives
the reference concentration profile
Cref (z, r) = Cref0 exp
(
−
Da f(r)z
vz(r)
)
. (30)
Defining I(t) = Iref+Ivar(t), C0(t) = C
ref
0 +C
var
0 , and C(z, r, t) = C
ref (z, r)+
Cvar(z, r, t), and linearizing (29) around the reference concentration, gives the
following p.d.e. for Cvar
∂Cvar(z, r, t)
∂t
= −vz(r)
∂Cvar(z, r, t)
∂z
−Da Ivar(t)f(r)Cref (z, r)−Da f(r)Cvar(z, r, t)
Cvar(0, r, t) = Cvar0 (t). (31)
We use this to obtain the transfer functions from input and disturbances to the
state. Let x̂ denote the Laplace transform of the variable x. Then after Laplace
transform with respect to time, equation (31) becomes
sĈvar(z, r, s) = −vz(r)
∂Ĉvar(z, r, s)
∂z
−Da Îvar(s)f(r)Cref (z, r)−Da f(r)Ĉvar(z, r, s)
Ĉvar(0, r, s) = Ĉvar0 (s). (32)
Since the output depends on the concentration at z = L, see (19), we solve this
p.d.e. for z = L. The solution is given by
Ĉvar(L, r, s) =
Da f(r)
s
[
exp
(
−
Da f(r)L
vz(r)
)
− exp
(
−
s+Da f(r)
vz(r)
L
)]
Îvar(s)
+ exp
(
−
s+Da f(r)
vz(r)
L
)
Ĉvar0 (s)
= G˜1(r, s)Î
var(s) + G˜2(r, s)Ĉ
var
0 (s). (33)
The transfer function G˜1(r, s) is a non-rational function in s. Hence it is not
straightforward to find a balanced realization of it. Therefore, we approximate
G˜1(r, s) by a rational one. For fixed r we use the first order Pade´ approximation,
i.e.,
G˜1(r, s) ≈
G˜1(r, 0)
2
−
∂G˜1(r,0)
∂s
s+ G˜1(r, 0)
=
Da f(r)Cref (L, r)
s+ 2vz(r)
L
. (34)
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For the transfer function from Ivar(t) to Cvar(L, t) we obtain the following
approximation, see (19)
G1(r, s) =
∫ 1
α
Da f(r)Cref (L,r)
s+
2vz(r)
L
vz(r)rdr∫ 1
α
vz(r)rdr
. (35)
A state space realization of this is given by
dx(r, t)
dt
= a(r)x(r, t) + b(r)Ivar(t)
Cvar(L, t) =
1
vr
∫ 1
α
x(r, t)vz(r)rdr, (36)
where
a(r) = −2
vz(r)
L
, b(r) = Da f(r)Cref (L, r) and vr =
∫ 1
α
vz(r)rdr. (37)
Since the state x at time t is a function of r, this is an infinite-dimensional sys-
tem. Next, we approximate this by a finite-dimensional one. Therefore we dis-
cretize x(r, t) with respect to r. The new state vector is x(t) = [x(r1, t) . . . x(rn, t)]
T ,
and the model becomes
dx
dt
(t) = Ax(t) +BIvar(t) (38)
Cvar(L, t) = Cx(t)
with
A = diag[a(r1), . . . , a(rn)]
B = [b(r1), . . . , b(rn)]
T
C =
1
vr
[
v(r1)r1
2
, v(r2)r2, . . . , v(rn−1)rn−1,
v(rn)rn
2
].
Matrix C is obtained by trapezoidal integration. Next, a low order approx-
imation of this system is made, using input/output balanced truncation. To
get an idea of the suitable order down to which the system can be truncated,
the Hankel singular values of system (38) are computed. These values give an
indication of the dominance of the states of the input/ouput balanced system
in terms of energy, and are determined by solving the Riccati equations for P
and Q.
AP + PAT = −BBT (39)
A
TQ+QA = −CTC.
The Hankel singular values are defined as the eigenvalues of the product PQ:
σH =
√
λi(PQ). (40)
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Figure 7: The Hankel singular values of the laminar flow system without diffu-
sion.
Figure 7 shows the Hankel singular values of system (38). Since the first Han-
kel value is three decades larger than the next one, it is clear that the first
state of the balanced system is absolutely dominant, and the rest of the states
is negligible, and thus that the dynamics from I(t) to C(L, t) are mainly of
first order. The balancing is done by a state transformation xb = x
T , where
xb is the state vector of the balanced system. The first state of the balanced
system, [1 0 . . . 0]T , is the state that corresponds to the first Hankel singular
value. The states of the balanced system have no physical interpretation. For
physical interpretation, xb is transformed back to x(r) = T
−1xb. The elements
in the vector xb indicate how the different parts of the flow in r contribute to
the dominant state x, and thus how they contribute to the dynamics in C(L, t).
Figure 8 shows −x(r) and C(L, r), and it is clear that the contribution of r to
C(L, t) corresponds to the height of C(L, r), meaning that the dynamics at r
for which C(L, r, t) is maximal dominates the dynamics of C(L, t).
The balanced system is truncated down to a first order system, with (Ared, Bred)
the truncated system matrices (see for example [24] for details).
dCvar(L, t)
dt
= AredCvar(L, t) +BredI
var(t). (41)
Using the constants of our nominal model, we have Ared = −1.2, Bred =
−7.3 10−3.
To see whether all approximations have not discarded any essential dynamics,
the Bode plot of (41) is compared to that of G˜1(s) in (33) with (19), see Figure
9. It is clear that (41) is a somewhat crude approximation of (33) with output
(19), which nevertheless captures the essential dynamics of the model, namely
the static gain and the time constant. Hence, we use (41) as our model for
controller design. Using (33), (19), and (41) we have the following model in the
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Figure 8: Contributions of the discrete parts of r to the dominant system state,
and C(L, r).
s-domain
Cvar(L, s) =
Bred
s−Ared
Îvar(s) +
1
vr
∫ 1
α
G˜2(r, s)vz(r)rdrĈ
var
0 (s) (42)
:= G1(s)Î
var(s) + G˜2(s)Ĉ
var
0 (s).
For numerical simulations in the time domain, G˜2(s) has to be approximated
by a rational transfer function. The approximation of G˜2(s) is made as follows.
The amplitude Bode plot of G˜2(s) is flat. Hence we approximate it by a pure
time delay,
G˜2(s) ≈ G2(s) = c exp(−τs). (43)
with c = G˜2(0), and τ = −
1
c
dG˜2
ds
(0). Figure 10 shows the phase and gain plots
of G˜2(s) and G2(s). The gain as well as the phase of G2(s) matches that G˜2(s)
indistinguishably.
4 Controller design
For the approximate model in the s-domain (see (42) and (43))
Cvar(L, s) = G1(s)Î
var(s) + G˜2(s)Ĉ
var
0 (s) (44)
we design a controller. This controller will be tested on our nominal model (29)
with output equation (19).
Since no dynamic properties of Cvar0 (t) are known, and since G2(s) is a pure
time delay, we regard the term G2(s)Ĉ
var
0 (s) as delayed white noise. Since the
dynamics of Ivar to Cvar is of first order, we design a simple PI controller. The
17
10−2 10−1 100 101
10−7
10−6
10−5
ω
G
ai
n
10−2 10−1 100 101
100
ω
Ph
as
e 
(ra
dia
ns
)
Figure 9: Gain and phase (in radians) plot of G1(s) in model (33) (dashed line),
and of model (41) (solid line). Here, s = iω.
controller should meet the following (standard) design specifications (see also
[11])
• Up to some (later specified) crossover frequency, the sensitivity function
S(s), should be small, in order to attenuate disturbances, get good com-
mand response, and have robustness at low frequencies.
• As a consequence, T (s) should be close to one for low frequencies, and
S(s) should be close to one for high frequencies. Here, S is defined as
1
1+L , with L = G1K, and T =
L
1+L .
Input disturbances with a higher frequency than the crossover frequency are
already attenuated by G1. Therefore, the ideal crossover frequency of S and T
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Figure 10: The gain plots (left) and the phase plots (right) of the approximation
and the original transfer function.
equals the crossover frequency of G1 : −Ared. In other words, we have to find
a controller K such that T = 11+s˜ , with s˜ =
s
−Ared
. Solving
T =
L
1 + L
=
1
1 + s˜
, (45)
with L = KG1, gives the PI controller
K(s) =
k1 + s
k2s
, (46)
with k1 = −Ared and k2 =
−Bred
Ared
. Figure 11 shows the control loop schemati-
cally.
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Figure 11: Schematic representation of the controlled model.
4.1 Simulations
Simulation studies are conducted to see whether the reduced model (41) is a
sufficiently accurate approximation of the nominal model (29). This is done
by connecting the controller to both models. The nominal model is solved
numerically by a forward Euler method in time, and an upwind scheme in space.
This gives the update scheme
Cn+1k,j − C
n
k,j
∆t
= −vj
Cnk,j − C
n
k−1,j
∆z
− Cnk,jDaI
nfj . (47)
Here v is solved analytically in equation (20). Similarly, the update scheme for
the controller (46) is, with the reference mean concentration C(L)ref defined as
in (19), with C = Cref ,
I˜n+10 = −
dn+1
k2
−
1
k2
(C(L)n − C(L)ref )
dn+1 − dn
∆t
= kn1 (C(L)
n − C(L)ref ). (48)
Here, n, j and k denote the discrete time, radial space, and longitudinal space
respectively. The reduced model is a first order o.d.e., and this is simulated
within the Matlab Simulink environment. To visualize the difference in output
dynamics clearly, C0(t) is disturbed by A sin(Ft), with an amplitude of A = 0.5
and a frequency of F = 0.8. For this frequency, the error in gain in Figure 9
is relatively large. The first plot in Figure 12 shows the concentration C(L, t)
for the reduced model (41) and the nominal model (29). Initially, the difference
between the two models is large. This is caused by the transient behavior of
the nominal model. The small initial concentration near the inlet is decreased
further by the lamp, resulting in a smaller and smaller C(L). After the transient
20
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Figure 12: The dynamics of the average concentration C(L, t) and the reduced
order linearized model (41), and the nonlinear nominal model (29). Left: A =
0.5 and F = 0.8. Right: A = 0.9 and F = 2.
dynamics has gone, the outputs of the nominal and the reduced model match
very well. To illustrate the negative influence of large errors in linearization
and in the Pade´ approximation, the amplitude and the frequency of the input
disturbance are increased to 0.9 and 2 respectively. The dynamics is shown in the
second plot in Figure 12. The higher amplitude causes a larger approximation
error in equation (31), and the high frequency causes a larger phase error in
Figure 9. Under these circumstances there appears a phase shift between the
two outputs. Nevertheless, the controller loses only little performance due to
the approximation errors.
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5 Conclusions
A basic model was developed, describing the fluid and concentrations dynamics
inside an annular disinfection plant. By physical arguments and standard model
reduction techniques from system theory it was shown that for a nominal model
representing an apple cider plant, a simple classical model-based controller with
excellent properties can be designed.
The simulations indicate that for control purposes the reduction process did not
discard essential dynamics. This, in turns, indicates that the dynamics of the
nominal model are mainly of first order, and that this dynamics can be retrieved
by employing standard model reduction techniques.
Up to the balancing, the formulas are analytical and contain all the physical
properties of the nominal model. This allows a clear analysis, like in section 2.5.
For more complex models, for example with an irregular geometry, or without
discarding mass diffusion as was done here, the reduction steps as well as the
model simulations can become more numerically involved, since an analytical
linearization may not be possible. These practical drawbacks leave the door open
for alternative design methods, such as nonlinear control. The next fundamental
steps would be to validate the basic model experimentally, and to check the
controller performance in a real-life situation.
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