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Mesoscopic low frequency noise in electrical characteristics of disordered conductors is a result of
dynamic quantum interference pattern due to motion of defects. This has been firmly established by
demonstrating the characteristic partial suppression of the noise amplitude by the dephasing effect
of a weak external magnetic field. The spatial correlation of the quantum interference pattern in
disordered normal state conductors is invariably limited by the exponential phase relaxation due to
inelastic processes. In this paper we develop a quantitative theory of the mesoscopic noise in the s-
wave superconducting phase of a strongly disordered superconductor (such that the superconducting
coherence length is much longer than the mean free path). We find that the superconducting
coherence length limits the quantum interference effects in superconductors. However, in contrast
to the normal phase, the decay of the phase relaxation on the scale of the superconducting coherence
length is non-exponential. This unusual slow relaxation manifests in the enhanced amplitude of the
mesoscopic noise in superconductors and a peculiar non-linear scaling of the amplitude with the
strength/number of mobile defects in very thin superconducting films and wires (effectively 2D and
1D with respect to the superconducting coherence length). Mesoscopic noise sets a natural limit on
the quality of kinetic inductance elements.
I. INTRODUCTION
Development of superconducting circuits with very low
levels of noise is largely motivated by their potential
applications for quantum computing devices1,2, ultra-
sensitive detectors3,4 and magnetometers5. Performance
of all these devices is limited by the level of intrinsic noise
of various types. A dramatic progress was achieved re-
cently with the elimination of the amorphous insulators
and/or suppression of the charge noise associated with
them6–8. This requires minimizing the use of arrays of
Josephson junctions as inductance elements in these cir-
cuits. The use of magnetic self-inductance of wires and
coils is not feasible due to size and geometry restrictions
in these devices. High kinetic inductance appears natu-
rally in disordered superconductors which makes them an
obvious candidate for these elements. Here we show that
disordered superconducting wires show significant fluctu-
ations of kinetic inductance due to electron interference
induced by defect motion; we develop a quantitative an-
alytical theory of this quantum interference effect and
calculate the amplitude of the kinetic inductance fluc-
tuations and noise with accurate numerical coefficients.
The noise due to these fluctuations provides a natural
limit for the quality of kinetic inductance elements9–12.
Kinetic inductance noise is caused by local fluctuations
of impurities invariably present in metallic wires. Quan-
tum interference of electrons moving diffusively in the
potential of impurities significantly enhances the effect of
these local fluctuations. This is because the macroscopic
interference pattern in a conductor is very sensitive to
the position of individual impurities. Motion of a single
impurity, for example an impurity jumping between two
stable spatial configurations, results in a substantial fluc-
tuation in macroscopic (or rather mesoscopic) properties
of the conductor. This effect was analyzed in great detail
for the case of metals in the normal state13,14 in which
the quantum interference leads to mesoscopic noise, i.e.
a substantial enhancement of the noise in electronic char-
acteristics due to local fluctuations in the impurity po-
tential. The quantum interference pattern in the normal
state is spatially correlated up to the length scale, Lϕ,
that limits the coherent propagation of electrons. Lϕ is
typically set by low energy electron-electron or electron-
phonon scattering15,16. In superconductors, where elec-
trons at low energies are bound into Cooper pairs sim-
ilarly to the case of normal metals macroscopic charac-
teristics demonstrate mesoscopic fluctuations17,18. How-
ever, the spatial correlations of mesoscopic fluctuations
in a superconductor are distinct from those in normal
metals. Paired state of electrons in presence of disorder
is characterized by a superconducting coherence length
ζ ≡ √D(1/∆) where D is the diffusion coefficient and
∆ is the superconducting gap, which describes a typical
diffusion path of an electron during a time 1/∆, a life-
time of a virtual excitation with the energy of order ∆.
It is reasonable to expect that the role of the dephasing
length in superconductors is played by the superconduct-
ing correlation length, i.e. ζ defines the scale of exponen-
tial phase relaxation and limits the quantum interference
responsible for the variation of macroscopic characteris-
tics. However, we will show that this intuition is not
fully consistent with microscopic calculations. Instead,
we find that the superconducting gap ∆ limits the co-
herence of electronic states however the phase relaxation
has a slow non-exponential character. The slow phase
relaxation results in an enhanced amplitude of noise in
superconductors and non-linear scaling of the noise am-
plitude with the strength/number of locally fluctuating
impurities in thin films and wires. This behavior is in
contrast to the exponential phase relaxation in the case
of weak localization corrections to the superfluid density
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2of s-wave superconductors19.
Experimentally, the noise in the normal state conduc-
tivity associated with quantum interference is a well es-
tablished phenomena20–22. In contrast, the noise in ki-
netic inductance of Josephson circuits was reported to
be absent in early experiments23 and observed only very
recently in Ref. 24. This work24 also reports a surpris-
ing degree of correlations between the inductance noise
and flux noise in the superconducting devices that remain
poorly understood25.
The main result of this paper is the quanti-
tative prediction of the average amplitude δ2K ≡〈
(Ku′ −Ku)2
〉
/(2 〈K〉2) of the mesoscopic noise in the
kinetic inductance K in superconducting wires. Here Ku
and Ku′ correspond to the value of kinetic inductance
given impurity potential u and u′ respectively. In realis-
tic measurement the two distinct impurity potential real-
ization u and u′ represent different moments in time, and
the amplitude δ2K is averaged over long periods of time,
longer than any characteristic time of the electronic sys-
tem, and longer than the characteristic fluctuation time
of impurities. Practically, this amplitude can be con-
nected to the amplitude of the noise spectral density.26
We consider a finite size rectangular piece of a su-
perconductor of a mesoscopic size Lx × Ly × Lz. In
other words the dimensions of the superconductor are
not too much larger than the superconducting coher-
ence length. We show that in three dimensional samples,
ζ  Lx, Ly, Lz the result is given by,
δ2K ≈ C˜3γT
1
(pF `)4
ζ3
V
, (1)
where pF , is Fermi wave vector, ` is the mean free path,
ζ =
√
D/∆ coherence length of the superconducting
electrons, V = LxLyLz is the wire volume and the nu-
merical coefficient is C˜3 ≈ 60. The relative density of
thermally activated defects is defined by γT = ΓT /Γ,
where Γ = 1/τ is the elastic relaxation rate of electrons
and ΓT is the part due to fluctuating defects. The ra-
tio ΓT /Γ ≈ Tκ is roughly linear in temperature and is
determined by κ, the relative density of states of ther-
mally fluctuating defects that is only weakly material
dependent27. The remaining parameters that determine
the strength of the fluctuations pF ` and ζ can be deter-
mined from independent measurements. The noise am-
plitude grows rapidly as the device becomes smaller and
more disordered. As a result, this mechanism is likely to
be the dominant source of inductance noise in small and
highly disordered devices. Eq. (1) holds for three dimen-
sional wires with thickness L⊥ > ζ, we will see that the
fluctuations get rather larger for very thin, two and one
dimensional, wires ` < L⊥ < ζ.
Note that throughout this paper we distinguish the
sample to sample fluctuations of kinetic inductance de-
fined as,
〈
δK2
〉
〈K〉2 ≡
〈
(K − 〈K〉)2〉
〈K〉2 ≈ C3
1
(pF `)4
ζ`2
V
, (2)
where the angular brackets mean averaging over disorder
realizations. This quantity is the saturation value of the
noise amplitude δ2K defined above when the two disorder
configurations u and u′ in Eq. (1) are completely uncor-
related. In other words all of the impurities have changed
their positions in Eq. (2) as opposed to only a fraction in
Eq. (1). In this way Eq. (2) is the upper limit of the noise
amplitude Eq. (1). The result in the right hand part is
valid in three dimensional wires ζ  Lx, Ly, Lz, and we
will see that C3 ≈ 25.
Up to a numerical factor, the results Eqs. (1) and (2)
can be derived from the following qualitative argument.
We first estimate the amplitude of the sample-to-sample
fluctuations. Consider a small cubic piece of a super-
conductor of the size L3 with L . ζ. At these scales
the coherence of electrons is weakly affected by the su-
perconductivity. Optical sum rule
´
σ(ω)dω = const
and Anderson theorem of gap disorder independence im-
ply that superfluid response is directly related to nor-
mal state conductivity28. Therefore the fluctuations of
the normal state conductivity σ roughly translate into
fluctuations of the superfluid response, δ2K ∼ δ2σ. Con-
ductance fluctuations of a small piece of metal have a
universal value
〈
δσ2
〉 ≈ (2e2/h)2. Thus, one expects
that the maximal change in the interference pattern cor-
respond to the relative change of the superfluid response
by
〈
δK2
〉
/ 〈K〉2 = 1/(p2F `L)2 in three dimensional wires.
This is the amplitude of sample-to-sample fluctuations of
a mesoscopic size piece of superconductor. We now es-
timate the fluctuation of the superfluid response during
the time t  1/∆, L2/D. During the time t a small
number of defects change their position in space, which
means that in contrast to the sample-to-sample fluctua-
tions only a small number of electronic paths are affected,
resulting in a smaller value of the fluctuation of the su-
perfluid response. We expect the fluctuation to be pro-
portional to the number of paths affected by the motion
of the defects. A typical path of a diffusive electron that
enters and exits a cube of size L has a length (L/`)2`, the
probability that the concentration nT of randomly posi-
tioned thermally activated impurities affect this path is
σTnT (L/`)
2` where σT is the scattering cross-section of
the fluctuating impurities. Assuming that the fluctuating
and static impurities are roughly equivalent we can relate
nTσT = γTniσ = γT /`, where σ is the average scattering
cross-section for all impurities and ni is the total impu-
rity concentration. Combining all these factors together
we get δ2K = γT /(pF l)
4.
We assume for the sake of this estimate that in a
larger sample L > ζ the information of the single electron
phases is lost on the scale of the coherence length ζ. This
implies that the regions of the size ζ fluctuate indepen-
dently. Electromagnetic response of the whole sample is
obtained by adding these regions as independent resistor
3network, adding ζ/L independent factors we get Eq. (1)
for the fluctuating part of the kinetic inductance. The
fraction of the paths affected has to be modified as well
γT (ζ/`)
2. Combining these factors we obtain Eq. (1). We
will see that the assumption of uncorrelated fluctuations
on the scale of ζ is violated in the case of thin films and
wires.
In the next Section II we calculate sample-to-sample
fluctuations of the superfluid response. After that we use
this result to calculate the noise amplitude in Section III
and conclude in Section IV. Details of construction of di-
agramatic perturbation theory are given in Appendix A.
Calculation of Fourier integrals of the superconducting
coherence factors is shown in Appendix B.
II. SAMPLE-TO-SAMPLE FLUCTUATION OF
THE SUPERFLUID RESPONSE
We now turn to the analytical computation. We fo-
cus on the properties of a superconducting wire with the
simplest geometry: a rectangle of total volume V = Lx×
Ly × Lz connected to two leads that carry spatially uni-
form supercurrent. A small supercurrent is injected into
the wire, along Oz axis, by an external source and the
resulting phase difference is measured, for example with
Josephson junctions. This geometry is very similar to the
one used in Ref. 24 to measure SQUID inductance. Local
electro-magnetic response of a superconductor is given by
the kernel defined as jα(r) =
´
dr′Sαβ(r, r′)Aβ(r′). This
supercurrent response can be thought of as a superfluid
density, S. Since the definition of the kernel is a local
form of London equation. Kinetic inductance, K, is a
result of the work done by electromagnetic field to ac-
celerate the Cooper pairs and is therefore inversely pro-
portional to the superfluid density response S, K ∼ 1/S.
Therefore
〈
δK2
〉
/ 〈K〉 2 ≈ 〈δS2〉 / 〈S〉 2 and in the fol-
lowing we will discuss fluctuations of S. The fluctuation
in the total response of the wire of the volume V is given
by the spatial average,
〈δS2〉 =
ˆ ∏4
i=1 dri
L4z
[
〈S(r1, r2)S(r3, r4)〉 − 〈S〉2
]
. (3)
We introduce the exact single particle eigenstates of
the disordered system,(
− 1
2m
∇2 − µ+ u(r)
)
φξ(r) = ξφξ(r),
where we assumed Gaussian delta-correlated disorder
〈u(r)u(r′)〉 = niu20δ(r− r′) in the wire characterized by
a momentum relaxation rate τ−1 = 2piνniu20, where ν
is the density of single electron states and ni density of
impurities. We assume that 〈u(r)〉 = 0 without loss of
generality as non-zero value would result in a shift of
the chemical potential µ that can be absorbed into its
definition. The response kernel of a superconductor to
electromagnetic field can be expressed in terms of these
eigenstates, φξ(r)
28,
Sαβ(r, r
′) = − e
2
4m2
ˆ
dξ1dξ2p
α
ξ1ξ2(r)p
β
ξ1ξ2
(r′)Lξ1ξ2 , (4)
pξ1ξ2(r) ≡ φξ(r)
←→∇ φξ′(r) = φξ(r)∇φξ′(r)− φξ′(r)∇φξ(r).
(5)
where we introduced a coherence factor29,
Lξξ′ = −
[
1
2
EE′−∆2−ξξ′
EE′(E+E′) (1− fE − fE′)
− 12 fE−fE′E−E′ EE
′+∆2+ξξ′
EE′ −
fξ′−fξ
ξ−ξ′
]
. (6)
Here E ≡
√
ξ2 + ∆2 and fξ is the Fermi-Dirac distribu-
tion. The 3rd term in Eq. (6) is obtained taking ∆ → 0
in the first two terms. This term represents the nor-
mal state diamagnetic part of the response function such
that the right hand side of Eq. (4) vanishes in the normal
state. Note that taking ∆→ 0, leads to E → |ξ| whereas
the eigenstate energy ξ → ±|ξ| can be both positive and
negative, and one has to keep in mind that f−|ξ| = 1−f|ξ|.
It is useful to rewrite Eq. (4) in terms of exact single
particle Green functions,
G
R/A
ξ (r, r
′) =
∑
n
φn(r)φ
∗
n(r
′)
ξ − ξn ± iδ , (7)
as follows,
S =
e2
4m2
ˆ
drdr′dξdξ′
(2pi)2L2z
Lξξ′∆Gξ←→∇
←→∇′∆Gξ′ , (8)
where we introduced a notation, ∆Gξ ≡ GRξ (r, r′) −
GAξ (r, r
′) and ∆Gξ ≡ GRξ (r′, r)−GAξ (r′, r), and the mean-
ing of the double arrowed gradient symbol can be inferred
from Eq. (5).
The variance of the superconducting density,
〈δS2〉 =
ˆ
dξ1dξ2dξ3dξ4Lξ1ξ2Lξ3ξ4F (9)
using Eq. (4) can be written in terms of a correlator,
F ≡ W 216
[
〈pαξ1ξ2pβξ1ξ2pα
′
ξ3ξ4
pβ
′
ξ3ξ4
〉 − 〈pαξ1ξ2pβξ1ξ2〉〈pα
′
ξ3ξ4
pβ
′
ξ3ξ4
〉
]
,(10)
W ≡ e2m2 1(2pi)2L2z .
A similar correlator to F appears in the variance of
conductance fluctuations in the normal metal for which
a perturbation theory in kF `  1 was developed and
used extensively15. The main order contribution in this
perturbation series may be written in terms of the dia-
grams shown in Fig. 1. In the case of a superconductor
the diagrams will have a similar form.
It is instructive therefore to compare expressions
Eqs. (8, 9, 10) with the normal case. The amplitude
of normal state conductance fluctuations contains only
the diagrams shown in Fig. 1. It has been shown
4a) b)
AR
R
A
A
A R
R
FIG. 1. (a), (b) Diagrams contributing to mesoscopic sample-
to-sample fluctuations of superconducting density. Solid lines
represent disorder averaged Green function; short wavy lines
stand for current vertexes. The shaded regions in (b) indicate
appropriately renormalized Hikami boxes, see text and Fig. 4.
Long wavy lines stand for diffuson/Cooperon impurity ladders
D(x1, x2), see discussion after Eq. (19).
rigorously30 that dissipative normal state conductance is
fully determined by products of one retarded and one ad-
vanced Green functions averaged together GRGA, com-
pare Eq. (8). Therefore expanding the normal state ana-
log of the Eq. (8) in terms of GR and GA (in other
words the formula for conductance) the products of two
retarded or two advanced Green functions in Eq. (8)
that describe non-dissipative diamagnetic currents van-
ish. A normal state analog of the correlator F in
Eq. (10) contains therefore only the averages of the type
〈GRGAGRGA〉 resulting in the diagrams in Fig. 1 being
the only diagrams contributing to conductance fluctua-
tions. In contrast to the normal phase, the superfluid
density is a thermodynamic property of a superconduc-
tor and despite Anderson theorem relating it to the nor-
mal state conductivity the same arguments do not apply.
One has to be cautious and take into account a num-
ber of additional diagrams shown in Fig. 2 which vanish
in a normal state yet give non-zero contribution in the
superconducting phase. These diagrams originate form
the terms of the form GRGR in the superconducting den-
sity Eq. (8). A more detailed discussion of the standard
procedure of constructing the diagramatic perturbation
theory can be found in Appendix A.
The diagrams in Figs. 1 and 2 can be simplified in
the standard way15,31 by identifying two types of blocks
characterized by distinct length scales: the mean free
path ` and the coherent diffusion length scale ζ  `.
For the diagram in Fig. 1(a) such separation is done as
follows,
F1a ≡W 2
´ ∏4
i=1 dxij(x1, x2)j(x3, x4)D(x1, x3)D(x4, x2)
× exp(iξ1t1 − iξ3t3 + iξ4t4 − iξ2t2), (11)
where xi ≡ (ri, ti). We introduced the ’Hikami
boxes’ j(x1, x2) and the diffuson/Cooperon propagators
D(x1, x2), see Fig. 1. In the main order in pF `  1
and ζ/`  1 these blocks can be averaged over disorder
independently of each other.
The diffusion propagator is defined as a joint
average of two Green functions D(x1, x2) =
1
2piντ2 〈GR(x1, x2)GA(x2, x1)〉 and describes the long-
range coherent diffusion of electrons on the scales
|r1 − r2|  `31. The diffuson propagators are repre-
sented diagramatically by impurity ladders of diffuson
and Cooperon type31 and satisfy Dyson-like equa-
c) d)
a) b)
f)e)
g)
FIG. 2. Diagrams obtained originating from the contributions
of the form GR(x1, x2)G
R(x2, x1) to each of the superfluid
densities Eq. (8) in the correlator Eq. (9). These diagrams
cancel in the case of normal state conductance calculation
yet contribute to the superfluid density.
tions Figs. 3(a). In the diffusive regime Figs. 3(a)
reduces to the standard diffusion equation. To model
a realistic conductor this diffusion equation has to
be supplemented with boundary conditions. We set
D = 0 at the contacts and ∇D = 0 at the sur-
face of the wire. The diffusion propagators can be
written in terms of the eigenmodes of the diffusion
equation Φq(r) =
√
23
LxLyLz
sin qxx cos qyy cos qzz,
q =
[
pinx
Lx
,
piny
Ly
, pinzLz
]
, nx = 1, 2, .. ny, nz = 0, 1, 2...,
D(t, r, r′) = 1
2piντ2
∑
q
e−Dq
2tΦq(r)Φq(r
′), (12)
where t ≥ 0 stands for the diffusion time, D is the diffu-
sion coefficient for electrons and ν is the density of elec-
tronic states. Averaging over the wire volume in Eq. (11)
of the product of orthogonal eigenfunctions Φq(r) gives
rise to the momentum conservation condition (and this
is true also for all other diagrams). As a result all diffu-
sion propagators in each diagram in Figs. 1, 2 have the
same momentum q. Sums over q may be approximated
by integral in the case ζ/Li  1, i = x, y, z,∑
q
→ Ωd
pidζd
ˆ ∞
0
dki, (13)
where Ωd = [V, LzLy, Lz] for d = 3, 2, 1. We define
5= +
= +
b)
a)
FIG. 3. Dyson equations for diffusons/Cooperons (shaded re-
gions) in time reversal symmetric case. Vertical dashed lines
stand for the disorder correlator 〈u(r)u(r′)〉 = 1
2piντ
δ(r− r′),
solid lines correspond to disorder averaged Green functions.
(a) Corresponds to static impurity configuration. (b) Corre-
sponds to the case when a fraction of impurities have moved
between different measurements. The additional “diamond”
vertex corresponds to the correlator 〈(uri+δr − uri)uri〉.
dimensionality d of the sample with respect to the coher-
ence length, i.e. d = 3 corresponds to Lx, Ly, Lz  ζ,
d = 2 corresponds to Lx, Lz  ζ > Ly and d = 1 corre-
sponds to Lz  ζ > Lx, Ly.
The following relation will be useful,∑
q
q2me−Dq
2t ≈ κm
2dpid/2
1
(t∆)d/2+m
Ωd
ζd
1
ζ2m
, (14)
where m = 0, 1, 2 and κm = 1,
1
2 ,
3
4 respectively. In
the absence of magnetic fields the Cooperon and diffu-
son propagators are identical and we will not distinguish
them in the following, instead including a factor of 2 in
front of all the diagrams.
The second type of blocks that we introduced in
Eq. (11) are Hikami boxes j(x1, x2). There are four types
shown in Fig. 4, where straight lines represent disorder
averaged Green functions. j(x1, x2) decays exponentially
on the short length scales of the order of the mean free
path |r| ∼ `  Lx, Ly and therefore can be approxi-
mated by a delta function j(x1, x2) ≈ j0δ(x1 − x2). The
constant factor j0 can be calculated in momentum space
using disorder averaged Green functions. The result of
this calculation for each of the vertexes in Fig. 4(a)-(d)
reads,
ja ≈ 4piντ
3p2F
d
, (15)
jb ≈ 2piντ
3p2F
d
, (16)
jc ≈ −2piντ
3p2F
d
, (17)
jαd ≈ ±
4piντ3p2F
d
qα
m
, (18)
where the expression for the last vertex depends explicitly
on the momentum of the diffusion eigenmodes q.
Using the short range character of the current vertexes
we simplify Eq. (11) for the diagram in Fig. 1 (a),
F1a ≡W 2j2a
´
drdr′dtdt′D(t, r, r′)D(t′, r′, r)
× exp(−i(ξ1 − ξ4)t− i(ξ3 − ξ2)t′). (19)
R
A R
A
= +
R
A A
R
R
R
ARA
R
R d)c)
a) b)
FIG. 4. Four types of Hikami boxes appearing in the diagrams
in Figs. 1 and 2.
Note that all energy dependence in the above expres-
sion is contained in Fourier factors. As a result after
substituting Eq. (19) into Eq. (9) we can take integrals
with respect to energy in Eq. (9). The expression for
the diagram in Fig. 1(a) therefore can be rewritten using
Eqs. (9,19,14),
〈δS2〉1a = 2
−dpi−
d
2W 2j2a∆
2
(2piντ2)2
Ωd
ζd
ˆ ∞
0
dλdλ′
(
Θ
(−)
λ+λ′
)2
(λ+ λ′)d/2
,
(20)
and introducing the Fourier integral,
Θ
(−)
λ+λ′ ≡
1
∆
ˆ
dξdξ′Lξξ′eiξ λ∆−iξ′ λ
′
∆ = −2pi
ˆ ∞
λ+λ′
dxK0(x),
(21)
where Kn(x), n = 0, 1, 2, .. is the modified Bessel
function32 and we introduced a dimensionless time λ ≡
t∆ measured in units of 1/∆. See Appendix B for details
of Fourier integration. Note that the integral over λ, λ′
in the right hand side of Eq. (20) is dimensionless and
therefore simply represents a numerical coefficient.
It is instructive to show the calculation of the diagram
in Fig. 1(b),
j2b
´
drdr′D(t, r, r′)D(t′, r′, r))
× exp(−i(ξ1 − ξ4)t− i(ξ1 − ξ4)t′).
Including the coherence factors in Eq. (9) and using
Eq. (14) we get,
〈δS2〉1b = 2
−dpi−
d
2W 2j2b∆
2
(2piντ2)2
Ωd
ζd
ˆ ∞
0
dλdλ′
(λ+ λ′)d/2
(
Θ
(0)
λ+λ′
)2
,
(22)
where crucially the Fourier integral has a distinct form
from that in Eq. (21),
Θ
(0)
λ+λ′ ≡ 1∆
´
dξdξ′Lξξ′eiξ (λ+λ
′)
∆
= −pi ´∞
λ+λ′ dx
(
K0(x) +
1−xK1(x)
x2
)
. (23)
6Note that here we switched to dimensionless time λ ≡ ∆t.
The details of the integration are shown in Appendix B.
The rest of the diagrams can be computed in the anal-
ogous way noting that the diagrams in Fig. 2 contain
the third type of the Fourier transform of the coherence
factor,
Θ
(+)
λ+λ′ ≡ 1∆
´
dξdξ′Lξξ′eiξ λ∆ +iξ′ λ
′
∆
= −2pi ´∞
λ+λ′ dx
1−xK1(x)
x2 . (24)
Note that the long range asymptotic, x  1, of the
Bessel function is proportional to an exponent Kν(x) ≈√
pi
2xe
−x. This means that the Fourier transform of the
coherence factor Eq. (6) Θ
(−)
λ ∼ e−λ determines the
roughly exponential phase relaxation in the diagram in
Fig. 1(a), Eq. (20). This diagram corresponds to the fluc-
tuations in the transmission coefficient of electrons in the
superconductor. In contrast, in the diagram in Fig. 1(b),
Eq. (22), Θ
(0)
λ ∼ 1λ and therefore the coherent diffusion
is only suppressed by a slow power law phase relaxation
rather than an exponent. An analogous slow relaxation
of diffusion modes is described by the diagrams in Fig. 2.
Note that the non-exponential relaxation of the diffu-
sion modes is precisely the reason why the diagrams in
Fig. 2 give non-zero contribution in contrast to the nor-
mal metal case. This can be seen by replacing each of the
Fourier integrals Θ
(−)
λ , Θ
(0)
λ , Θ
(+) with an exponent e−λ
in which case the sum of the diagrams in Fig. 2 vanishes,
see Appendix A for details. The consequences of non-
exponential relaxation is two-fold: (i) due to both the
contribution of the numerous additional diagrams and
slow-decaying non-exponential integrands the amplitude
of the superfluid density fluctuations is enhanced; (ii) as
we will see in the following the noise amplitude acquires
non-linear dependence on the effective impurity strength
in one and two dimensions.
Summing all the diagrams in Figs. 1,2 including the
appropriate symmetry factors, see Appendix A, we arrive
at,
〈δS2〉
S2
= Cd
1
(pF `)4
ζ4−d`2Ωd
V 2
, (25)
Cd ≡ 21−d9pi−d/2
(IRA + 2IRR) . (26)
where Ωd = [V,LzLy, Lz] for d = 3, 2, 1. The explicit
form of the integrals in Eq. (26) reads,
IRA =
ˆ ∞
0
dλ1dλ2
(
Θ−λ1+λ2
)2
+ 12
(
Θ0λ1+λ2
)2
(λ1 + λ2)d/2
Aλ1+λ2 ,
(27)
corresponding to the contribution of the diagrams in
Fig. 1, and
IRR =
ˆ ∞
0
dλ1dλ2
((
Θ+λ1+λ2
)2
+ 32Θ
+
λ1+λ2
Θ0λ1+λ2
)
Aλ1+λ2
(λ1 + λ2)d/2
−2
ˆ ∞
0
dλ1dλ2dλ3
(
Θ+λ1+λ2+λ3
)2
Aλ1+λ2+λ3
(λ1 + λ2 + λ3)d/2+1
−2
ˆ ∞
0
dλ1dλ2dλ3
Θ+λ1+λ2+λ3Θ
0
λ1+λ2+λ3
Aλ1+λ2+λ3
(λ1 + λ2 + λ3)d/2+1
+
ˆ ∞
0
dλ1dλ2dλ3dλ4
9
(
Θ+λ1+λ2+λ3+λ4
)2
Aλ1+λ2+λ3+λ4
(λ1 + λ2 + λ3 + λ4)d/2+2
,
(28)
corresponding to the contribution of the diagrams in
Fig. 2. The factor Aλ = 1 in Eq. (25). We estimate
the coefficients in Eq. (25) by numerically taking the in-
tegrals in Eqs. (27, 28) C3 ≈ 25, C2 ≈ 60, C1 ≈ 200.
III. NOISE AMPLITUDE
A model of tunneling two level (bistable) defect, i.e.
an impurity fluctuating between two spatial positions, is
used to describe noise in a wide range of materials. For
simplicity we use this model to give a precise meaning to
the amplitude of the noise calculated here. All of the re-
sults can be easily generalized for a more generic dynam-
ics of impurities13. In the presence of a single bistable
defect superfluid response demonstrates significant fluc-
tuations. The noise amplitude for a single defect is given
by the correlator,
〈δS2δr〉 = 〈δS2〉 − 〈δSri+δrδSri〉. (29)
The first term on the right hand side of Eq. (29) is simply
the fluctuation amplitude Eq. (25), δS ≡ S − 〈S〉. The
second term corresponds to the diagrams in Figs. 1 and 2
with one of the response kernels δSri+δr containing the
disorder configuration with one defect shifted from ri by
a distance δr, and the other δSri containing the bistable
defect in its original position ri. This shift introduces an
effective dephasing rate cutting off the diffusion modes.
To show this we recalculate the diffuson/Cooperon in the
presence of the shifted bistable defect. The Dyson equa-
tion for the diffuson/Cooperon has to be modified by
including an additional vertex shown in Fig. 3(b) as an
impurity line with a diamond14,33. This new vertex cor-
responds to the correlator 〈(uri+δr − uri)uri〉. It is ob-
tained in the perturbation expansion in the small param-
eter, 〈(uri+δr − uri)uri〉/〈uriuri〉. In momentum space
the last term in Fig. 3(c) reads,
u20
ˆ
dpdp′
(2pi)6
|GRp |2|GAp′ |2 (cos [(p− p′)δr]− 1)D(q),
(30)
7where we keep only the main contribution in the gradient
expansion of the diffusion mode. This gives,(
−iω +Dq2 + τ−1eff
)
D(q) = 1, (31)
τ−1eff =
1
τ
α(kF δr), (32)
α(kF δr) ≡
(
1− sin
2 (kF δr/2)
(kF δr/2)2
)
. (33)
In the presence of more than one thermally activated
defect their contributions simply add up for small enough
concentration of such defects γT ,
τ−1eff ≈ γT
1
τ
〈α(kF δr)〉, (34)
which includes an average over characteristics of bistable
defects 〈α(kF δr)〉. For defects characterized by kF δr 
1, 〈α(kF δr)〉 ≈ 1. The effect of bistable defects on the
vertex parts of the diagrams j(r1, r2) is small as `/ζ, and
therefore we neglect it in the following. The main order
amplitude of the noise in the superfluid density Eq. (29) is
given by the same diagrams in Figs. 1, 2. However, in the
case of the second term in Eq. (29) we need to include the
dephasing effect of thermally activated defects Eq. (34).
The result is,
δ2K = C˜d
1
(pF `)4
ζ4−d`2Ωd
V 2
, (35)
C˜d ≡ 9pi−d/221−d
(IRA(τeff ) + 2IRR(τeff )) , (36)
where the integrals IRA(τeff ), IRR(τeff ) are given by
Eq. (27, 28) with the factor At modified to include the
effect of bistable defects,
Aλ ≡ 1− e−λ/(∆τeff ). (37)
The first and the second term in Eq. (37) correspond to
the first and the second terms in Eq. (29). The factor Ωd
has the same meaning as in Eq. (25).
The amplitude of the noise in d = 3 can be estimated
by expanding the exponent in Eq. (37), Aλ ≈ λ∆τeff ,
resulting in,
δ2K ≈ 60γT
1
(pF `)4
ζ3
V
, (38)
where we took the integrals in Eq. (36) numerically to
estimate the value of the coefficient.
In lower dimensions the simple expansion of the fac-
tor in Eq. (37) is not possible since the integral over
t diverges. Instead we keep only the main asymptotic
contribution in the parameter ∆τeff = 3ζ
2/(γT `
2)  1
which gives,
δ2K =
297
4pi
γT log
[
3ζ2
γT `2
]
1
(pF `)4
ζ4
V Ly
, (39)
in effective two dimensional superconductor, Ly . ζ 
Lx, Lz, and
δ2K = 99 (3γT )
1
2
1
(pF `)4
ζ4`
V S⊥
, (40)
in effective one dimension, Lx, Ly . ζ  Lz. The results
Eqs. (38-40) are valid only in the limit of very small rel-
ative concentration of bistable defects γT  1 such that
the noise amplitude is much smaller than the sample-to-
sample fluctuation Eq. (25) which sets the upper limit on
the noise amplitude. At high concentration of fluctuat-
ing defects the noise amplitude saturates at the value of
sample-to-sample fluctuations Eq. (25).
IV. CONCLUSION
We have performed the detailed analysis of kinetic
inductance fluctuations caused by motion of impurities
in the superconductor and enhanced by the mesoscopic
quantum interference. We found that the effect is closely
related to the universal conductance fluctuations in nor-
mal metals with an important distinction that the su-
perconducting coherence length determines the scale of
coherent diffusion, in contrast to the inelastic scattering
length in the normal metal. We found that the phase
relaxation in superconductors has slow non-exponential
character which results in the enhanced amplitude of the
noise and non-linear scaling of the amplitude with the
density of fluctuating impurities. Our estimates of the
magnitude of the noise suggest that the effect is likely
to dominate inductance noise in small devices. Experi-
mentally, the interference contribution to the inductance
noise can be unambiguously identified by driving super-
currents close to critical in magnitude through the wire.
In presence of strong supercurrent the superconducting
order parameter phase changes by 2pi on the scale of the
coherence length which results in strong suppression of
the quantum interference and therefore the noise ampli-
tude.
The upper limit of the noise amplitude is given by the
mesoscopic fluctuation amplitude. We estimate this am-
plitude for an Al wire with dimensions 100nm×100nm×
10µm using Eq. (25),
√
〈δK2〉
K ∼ 10−5.
In normal state metals the mesoscopic noise amplitude
was found to be roughly temperature independent. This
was attributed to a rough cancellation of the temper-
ature dependence of the density of thermally activated
defects γT ∝ T and the temperature smearing of the
mesoscopic fluctuation which roughly suppresses the am-
plitude as ∝ 1/T 20. In contrast, in the very low temper-
ature regime of transport in disordered superconductors
considered here the mesoscopic noise is limited by the su-
perconducting coherence length which demonstrates very
weak temperature dependence away from the transition
temperature. As a result we expect the mesoscopic noise
8in the kinetic inductance of disordered superconducting
wires in presence of thermally activated impurity dynam-
ics to scale linearly with with temperature ∝ T in the
effective d = 3 case and ∝ T log T in d = 2 and ∝ √T in
d = 1. This prediction could be tested experimentally in
superconducting thin films and wires.
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Appendix A: Details of the diagrams evaluation
Fig. 1a 1b 2a 2b 2c 2d 2e 2f 2g
factor 2 4 4 8 8 8 16 8 12
TABLE I. Combinatorial factors corresponding to diagrams
of different topologies shown in Fig. 1, 2 contributing to the
kinetic inductance fluctuations and the noise amplitude.
Fluctuations of the superfluid response are given by
the disorder, spatial and energy average of a correlator
F (see Eq. (9)) of four matrix elements of the current
operator. This correlator can be rewritten in terms of
four imaginary parts of the exact Green functions, see
Eq. (8),
9F ∝
〈
∆G
←→∇←→∇′∆G∆G←→∇←→∇′∆G
〉
(A1)
The diagrams in Figs. 1, 2 are constructed by pairing
Green functions to form diffuson and Cooperon ladders,
which are products of one retarded and one advanced
Green functions averaged over disorder
〈
GRGA
〉
. All
possible such connections give rise to the diagrams in
Figs. 1, 2. In particular, the average of the form,
〈
GR
←→∇←→∇′GAGR←→∇←→∇′GA
〉
(A2)
gives rise to the two diagrams shown in Fig. 1(a),(b).
These are the diagrams that correspond to normal state
conductance fluctuations15,30,31. The averages of the
form,
〈
GA
←→∇←→∇′GAGR←→∇←→∇′GR
〉
(A3)
give rise to the diagrams in Figs. 2(a),(b),(d),(f) and (g).
Finally, the averages of the form,
−
〈
GR
←→∇←→∇′GAGR←→∇←→∇′GR
〉
(A4)
give rise to the diagrams shown in Fig. 2(c) and (e). Cru-
cially, the latter expression comes with a different sign
from expanding the expression in Eq. (A1).
Each diagram in Figs. 1 and 2 comes with a different
“combinatorial factor” reflecting the number of times it
occurs in the perturbation expansion of
〈
δS2
〉
. This fac-
tor counts the number of ways to choose pairs of 〈GRGA〉
such that the two Green functions are parts of different
superfluid density loops. The corresponding factors are
summarized in Table I.
In the case of mesoscopic fluctuations of the normal
state conductance it has been shown30 that only the di-
agrams constructed from GRGA loops (Eq. (A2) and
Fig. 1) give non-zero contribution. Since the symme-
try factors and the Hikami boxes in all of the diagrams
constructed using GRGR loops (Fig. 2) are the same as
in the normal state we expect exact cancellation of the
contribution of such diagrams to the normal state con-
ductance fluctuations. To very that this contribution in-
deed vanishes we set all Fourier transformed coherence
factors to be equal to an exponent Θ
(0)
λ ,Θ
(+)
λ ,Θ
(−)
λ →
e−λ/τϕ describing the effect of decoherence due to inelas-
tic electron-electron or electron-phonon collisions oper-
ational in the normal state. The resulting sum of the
integrals vanishes exactly IRR(τϕ) = 0. Note that the
non-exponential decay of Θ
(0)
λ ,Θ
(+)
λ ,Θ
(−)
λ is precisely the
reason for non-vanishing contribution of the diagrams in
Fig. 2 to the superfluid response fluctuations.
Appendix B: Fourier integrals of the coherence
factor
1. First type integral
In the following we calculate the Fourier integral,
Θ
(−)
t+t′ =
1
∆
ˆ ∞
−∞
dξdξ′δLξξ′e−iξt+iξ′t′ , (B1)
in Eq. (20), see also Ref. 29. Note that in this appendix
we perform the calculations using the real time as op-
posed to the dimensionless time λ. We introduce the lat-
ter at the end of the calculation. We introduce notations
symmetric with respect to ξ → −ξ,
Lξξ′ = 1
2
F (ξ)− F (ξ′) + ξξ′ [G(ξ)−G(ξ′)]
ξ2 − ξ′2 . (B2)
where the symmetric functions F (ξ) = F (−ξ) and
G(ξ) = G(−ξ) are defined as,
F (ξ) =
(
E + ∆
2
E
)
[1− 2f(E)]− ξ [1− 2f(ξ)] , (B3)
G(ξ) = 1E [1− 2f(E)]− 1ξ [1− 2f(ξ)] , (B4)
note that f(−ξ) = 1− f(ξ).
Using Eqs. (B2,B3,B4) we write,
Θ
(−)
t+t′ =
2
∆
´∞
0
dξdξ′
cos ξt cos ξ′t′[F (ξ)−F (ξ′)]
ξ2−ξ′2
+ 2∆
´∞
0
dξdξ′
ξξ′ sin ξt sin ξ′t′[G(ξ)−G(ξ′)]
ξ2−ξ′2 (B5)
We replace the integral in the above expression by two
principal value (at point ξ = ξ′) integrals,
A1 = 2 lim
a→0,b→∞
P ′
ˆ b
a
ˆ b
a
dξdξ′
cos ξt cos ξ′t′F (ξ)
ξ2 − ξ′2 ,
(B6)
A2 = 2 lim
a→0,b→∞
P ′
ˆ b
a
ˆ b
a
dξdξ′
ξξ′ sin ξt sin ξ′t′G(ξ)
ξ2 − ξ′2 .
(B7)
Since F (ξ) → 0 as ξ → ∞ the value of the integral does
not depend on the way the upper limit is approached.
Therefore we can set b → ∞ right away. Care must be
taken with the lower limit, for the integral in Eq. (B6),
ˆ ∞
a
dξ′
cos ξ′t′
ξ2 − ξ′2 =
ˆ ∞
0
dξ′
cos ξ′t′
ξ2 − ξ′2 −
ˆ a
0
dξ′
1
ξ2 − ξ′2 ,
(B8)
where in the last expression we assumed a small enough
so that cos ξ′t ≈ 1. We evaluate the second term in
Eq. (B8),
ˆ a
0
dξ′
1
ξ2 − ξ′2 =
1
2ξ
ln
ξ + a
ξ − a, (B9)
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which is possible since ξ > a. In the first term in Eq. (B8)
the principal value integral gives,
P ′
ˆ ∞
0
dξ′
cos ξ′t′
ξ2 − ξ′2 =
pi
2
sin ξt′
ξ
, (B10)
A similar integral in Eq. (B7) gives,
P ′
ˆ ∞
0
dξ′
ξ′ sin ξ′t′
ξ2 − ξ′2 = −
pi
2
cos ξt′. (B11)
So that
A1 +A2 = − lima→0
´∞
a
dξ
ξ F (ξ) ln
ξ+a
ξ−a (B12)
+ 2 lima→0
´∞
a
dξ cos ξtF (ξ)pi2
sin ξt′
ξ (B13)
+ 2 lima→0
´∞
a
dξξ sin ξtG(ξ)
(−pi2 cos ξt′) . (B14)
Similar expressions arise in Eq. (B5) where the integral
over ξ is taken first. Combining all the results we get,
Θ
(−)
t+t′ = −
2
∆
lim
a→0
ˆ ∞
a
dξ
ξ
F (ξ) ln
ξ + a
ξ − a (B15)
+
pi
∆
lim
a→0
ˆ ∞
a
dξF (ξ) cos ξt
sin ξt′
ξ
(B16)
− pi
∆
lim
a→0
ˆ ∞
a
dξξG(ξ) sin ξt cos ξt′ (B17)
+
pi
∆
lim
a→0
ˆ ∞
a
dξF (ξ) cos ξt′
sin ξt
ξ
(B18)
− pi
∆
lim
a→0
ˆ ∞
a
dξξG(ξ) sin ξt′ cos ξt, (B19)
where we have replaced ξ′ with ξ in the last two terms.
Simplifying this expression we get,
Θ
(−)
t+t′ = − 2∆ lima→0
´∞
a
dξ
ξ F (ξ) ln
ξ+a
ξ−a (B20)
+ pi∆ lima→0
´∞
a
dξ
[
F (ξ)− ξ2G(ξ)] (B21)
× cos ξt′ sin ξt+sin ξt′ cos ξtξ . (B22)
In the first term in the latter, as we take the limit we
can take F (ξ) → F (0) = 2∆ [1− 2f(∆)] and calculate
the integral,
ˆ ∞
1
dx
1
x
ln
x+ 1
x− 1 =
pi2
4
. (B23)
In the second term we take into account that,
F (ξ)− ξ2G(ξ) = 2∆
2
E
[1− 2f(E)] . (B24)
We get,
Θ
(−)
t+t′ = −pi2∆ [1− 2f(∆)] (B25)
+ 2∆2pi lima→0
´∞
a
dξ [1−2f(E)]E
sin ξ(t+t′)
ξ . (B26)
where the limit operation can be dropped in the last ex-
pression. At T = 0 this simplifies further to,
Θ
(−)
t+t′ = −pi2 (B27)
+ 2∆pi
´∞
0
dξ 1E
sin ξ(t+t′)
ξ . (B28)
The second term in the last expression can be expressed
in terms of a modified Bessel function,
B1(x) ≡
ˆ ∞
0
dξ
1√
ξ2 + ∆2
sin ξx
ξ
, (B29)
taking the derivative w.r.t. x,
∂
∂x
B1 =
ˆ ∞
0
dξ
1√
ξ2 + ∆2
cos ξx = K0(∆x). (B30)
Therefore we get,
Θ
(−)
t+t′ = −pi2 + 2∆pi
ˆ t+t′
0
dxK0(∆x) (B31)
= −2pi
ˆ ∞
∆(t+t′)
dxK0(x). (B32)
Introducing the dimensionless time λ ≡ ∆t we arrive
at the expression in the main text.
2. Second type integral
We show details of the Fourier integral of the coherence
factor shown in Eq (22),
Θ
(0)
t =
1
∆
ˆ
dξdξ′Lξξ′e−iξt, (B33)
see also Ref. 29. As above we perform the calculations
using the real time as opposed to the dimensionless time
λ and introduce the latter at the end of the calculation.
Using the symmetric notations for the coherence factor
Lξξ′ we write,
Θ
(0)
t =
2
∆
ˆ ∞
0
dξdξ′
F (ξ)− F (ξ′)
ξ2 − ξ′2 cos ξt, (B34)
where the integral is taken in the principal value sense at
ξ = ξ′,
P
ˆ ∞
0
dξdξ′... = lim
a→0
ˆ ∞
a
dξdξ′...
In the first term in Eq. (B34) we can integrate right away,
P ′
ˆ ∞
0
dξdξ′
F (ξ)
ξ2 − ξ′2 cos ξτ = −
pi2
8
F (0). (B35)
The second term can be integrated over ξ,
P ′ lim
a→0
ˆ ∞
a
dξdξ′
F (ξ′)
ξ2 − ξ′2 cos ξτ
= − lim
a→0
ˆ ∞
a
dξ′F (ξ′)
[
pi
2
sin ξ′τ
ξ′
− 1
2ξ′
ln
ξ′ + a
ξ′ − a
]
=
pi2
8
F (0)− pi
2
ˆ ∞
0
dξ′F (ξ′)
sin ξ′τ
ξ′
. (B36)
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Substituting Eqs. (B35,B36) into Eq. (B34) we get,
Θ
(0)
t = −
pi2
2∆
F (0) +
pi
∆
ˆ ∞
0
dξ′F (ξ′)
sin ξ′t
ξ′
. (B37)
The last integral can be taken explicitly at T = 0,
simplifying,
Θ
(0)
t = −pi2
+ pi∆
´∞
0
dξ
[√
ξ2 + 1− ξ + 1√
ξ2+1
]
sin(ξt∆)
ξ .
Using modified Bessel functions to represent the
integrals32,
ˆ ∞
0
dξ
cos ξx
ξ +
√
ξ2 + 1
=
1− xK1(x)
x2
, (B38)
ˆ ∞
0
dxK1(x) =
pi
2
, (B39)
we obtain,
Θ
(0)
t = −pi
ˆ ∞
∆t
dx
[
K0(x) +
1− xK1(x)
x2
]
. (B40)
Introducing dimensionless time λ ≡ ∆t we arrive at
Eq. (23).
The third type of the Fourier integral of the coherence
factor arising in Eq. (24) is obtained in the analogous
way.
