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ABSTRACT
This article discusses variants of Chebyshev’s methods to solve a nonlinear equation.
Analytically, it is shown that the methods are of four order. Numerical comparisons
show that the proposed methods are better than Newton’s method, Chebyshev’s
method, Chebyshev-Halley’s method, and Jarratt’s method in performance, in terms
of succeeding in obtaining the root.
Keywords: efficiency index, family of Chebyshev’s method, nonlinear equation, order
of convergence, variants of Chebyshev’s method.
ABSTRAK
Artikel ini membahas variasi metode Chebyshev dengan orde kekonvergenan opti-
mal untuk menyelesaikan persamaan nonlinear. Secara analitik ditunjukkan bahwa
metode ini mempunyai kekonvergenan berorde empat. Perbandingan numerik dari
beberapa metode iterasi seperti merode Newton , metode Chebyshev, metode
Chebyshev-Halley, metode Jarat, famili metode Chebyshev, dan variasi metode
Chebyshev, menunjukkan keunggulan metode yang dibahas dalam mendapatkan
akar yang dicari.
Kata kunci: indek efisiensi, metode famili Chebyshev, persamaan nonlinear, orde
konvergensi, dan variasi metode Chebyshev.
1. PENDAHULUAN
Persoalan matematika yang sering dijumpai adalah bagaimana menemukan akar dari
persamaan nonlinear yang dinyatakan dengan
f(x) = 0. (1)
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Formula untuk mendapatkan penyelesaian persamaan (1) secara analitik terkadang
tidak tersedia, sehingga digunakan metode numerik yang berbentuk metode iterasi
untuk mendapatkan solusi aproksimasi.
Banyak metode numerik yang dapat digunakan untuk menyelesaikan per-
samaan nonlinear (1). Salah satunya adalah metode iterasi yang diperkenalkan
oleh Hernandez [2] merupakan metode Chebyshev-Halley, dengan bentuk iterasinya
xn+1 = xn − f(xn)
f ′(xn)
(
1 +
αf (2)(xn)f(xn)
2αf ′(xn)2 − f (2)(xn)f(xn)
)
. (2)
Metode pada persamaan (2) mempunyai kekonvergenan orde tiga [2]. Untuk men-
dapatkan metode yang berorde lebih tinggi Ramandeep Behl dan V. Kanwar [1]
menggunakan variasi metode Chebyshev untuk menyelesaikan persamaan nonlin-
ear, yang didiskusikan dalam artikel mereka yang berjudul ”Variants of Chebyshev’s
Method with Optimal Order of Convergence” [1]. Metode yang dikemukakan Ra-
mandeep Behl dan V. Kanwar inilah yang direview pada tulisan ini.
Pada artikel ini di bagian dua membahas variasi metode Chebyshev dengan
orde kekonvergenan optimal, kemudian dilanjutkan pada bagian tiga dibahas analisa
kekonvergenan metode famili Chebyshev dan variasi metode Chebyshev, dan pada
bagian empat melakukan uji komputasi.
2. VARIASI METODE CHEBYSHEV DENGAN ORDE
KEKONVERGENAN OPTIMAL
Pada bagian ini didiskusikan famili metode Chebyshev dan variasi metode Cheby-
shev.
2.1 Famili Metode Chebyshev
Penurunan metode famili Chebyshev dengan menggunakan ekspansi Taylor.
Misalkan x∗ akar dari persamaan (1) dan x = x0 tebakan awal yang diketahui,
dengan mengasumsikan
x1 = x0 + h, |h| < 1.
Dengan mengekspansi fungsi f(x1) di sekitar x1 = x0 menggunakan Teorema Taylor,
dan mempertahankan O(h2), maka
f(x1) = f(x0) + f
′(x0)
(x1 − x0)
1!
+ f (2)(x0)
(x1 − x0)2
2!
. (3)
Setelah melakukan penyederhanaan pada persamaan (3), diperoleh
h = − f(x0)
f ′(x0)
− h
2
2
f (2)(x0)
f ′(x0)
. (4)
Selanjutnya dengan menggunakan persamaan yang telah dikembangkan oleh Schroder
[4] diperoleh
x1 = x0 − f(x0)f
′(x0)
(f ′(x0))
2 − αf(x0)f (2)(x0)
,
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dengan memisalkan
x1 − x0 = h = − f(x0)f
′(x0)
(f ′(x0))
2 − αf(x0)f (2)(x0)
. (5)
Kemudian dengan mengaproksimasi h pada ruas kanan pada persamaan (4), dengan
persamaan (5) setelah dilakukan penyederhanaan, diperoleh
h = − f(x0)
f ′(x0)
− 1
2
(f(x0))
2 f ′(x0)f (2)(x0)(
(f ′(x0))
2 − αf(x0)f (2)(x0)
)2 .
Karena h = x1 − x0 maka bentuk persamaan (6) menjadi
x1 = x0 − f(x0)
f ′(x0)
− 1
2
(f(x0))
2 f ′(x0)f (2)(x0)(
(f ′(x0))
2 − αf(x0)f (2)(x0)
)2 .
Lalu, rumus umum untuk aproksimasi berurutan dapat ditulis
xn+1 = xn − f(xn)
f ′(xn)
− 1
2
(f(xn))
2 f ′(xn)f (2)(xn)(
(f ′(xn))
2 − αf(xn)f (2)(xn)
)2 . (6)
Persamaan (6) merupakan metode iterasi famili Chebyshev.
2.2 Variasi Metode Chebyshev dengan Orde Kekonvergenan Optimal
Diberikan iterasi metode berbentuk Newton dengan suatu parameter a ∈ R
yn = xn − a f(xn)
f ′(xn)
, (7)
selanjutnya persamaan (6) dimodifikasi dengan metode famili Chebyshev yaitu
mengganti f (2)(xn) dengan f
(2)(yn) maka diperoleh
xn+1 = xn − f(xn)
f ′(xn)
− 1
2
(f(xn))
2 f ′(xn)f (2)(yn)(
(f ′(xn))
2 − αf(xn)f (2)(yn)
)2 . (8)
Persamaan (8) adalah rumus iterasi dari variasi metode Chebyshev.
3. ANALISA KEKONVERGENAN
Teorema 1 (Orde Konvergensi Famili Metode Chebyshev) Misalkan x∗ ∈ I
akar sederhana dari fungsi f : I ⊂ R → R yang terdiferensial secukupnya pada
interval buka I. Jika x0 cukup dekat ke akar x
∗, maka orde kekonvergenan famili
metode Chebyshev pada persamaan (6) berorde tiga untuk α = 1
2
.
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Bukti: Perhatikan persamaan (6) misalkan en = xn − x∗, dengan x∗ adalah akar
dari f(x) = 0, dengan menggunakan Teorema Taylor untuk mengekspansi f(xn)
dan f ′(xn) di sekitar xn = x∗, dengan mengabaikan suku yang memuat (xn − x∗)j
untuk j ≥ 4, dan f(x∗) = 0, f ′(x∗) 6= 0, diperoleh
f(xn) =f(x
∗) + f ′(x∗)
(xn − x∗)
1!
+ f (2)(x∗)
(xn − x∗)2
2!
+ f (3)(x∗)
(xn − x∗)3
3!
+ f (4)(x∗)
(xn − x∗)4
4!
+O(e5n).
Karena f(x∗) = 0 dan xn − x∗ = en, maka diperoleh
f(xn) = f
′(x∗)
(
en +
f (2)(x∗)
f ′(x∗)2!
e2n +
f (3)(x∗)
f ′(x∗)3!
e3n +
f (4)(x∗)
f ′(x∗)4!
e4n +O(e
5
n)
)
, (9)
atau
f(xn) = f
′(x∗)
(
en + c2e
2
n + c3e
3
n + c4e
4
n +O(e
5
n)
)
, (10)
dengan menyatakan ck =
f (k)(x∗)
f ′(x∗)k! . Jika f
′(xn) diekspansikan dengan Teorema Taylor
disekitar xn = x
∗, maka
f ′(xn) =f ′(x∗) + f (2)(x∗)
(xn − x∗)
1!
+ f (3)(x∗)
(xn − x∗)2
2!
+ f (4)(x∗)
(xn − x∗)3
3!
+O(e4n).
f ′(xn) =f ′(x∗)
(
1 +
2
2
f (2)(x∗)
f ′(x∗)
(xn − x∗)
1!
+
3
3
f (3)(x∗)
f ′(x∗)
(xn − x∗)2
2!
+
4
4
f (4)(x∗)
f ′(x∗)
(xn − x∗)3
3!
+O(e4n)
)
. (11)
Selanjutnya dengan melakukan penyederhanaan pada persamaan (11), diperoleh
f ′(xn) =f ′(x∗)
(
1 + 2c2en + 3c3e
2
n + 4c4e
3
n +O(e
4
n)
)
. (12)
Selanjutnya dengan cara yang sama untuk f (2)(xn) diekspansikan dengan Teo-
rema Taylor di sekitar xn = x
∗, sehingga diperoleh
f (2)(xn) = f
′(x∗)
(
2c2 + 6c3en + 12c4e
2
n +O(e
5
n)
)
. (13)
Kemudian persamaam (10) dibagi dengan persamaan (12) diperoleh
f(xn)
f ′(xn)
=
f ′(x∗)
(
en + c2e
2
n + c3e
3
n + c4e
4
n +O(e
5
n)
)
f ′(x∗)
(
1 + 2c2en + 3c3e2n + 4c4e
3
n +O(e
5
n)
) . (14)
Dengan menggunakan formula deret geometri pada persamaan untuk melakukan
penyederhanaan pada persamaan (14) dengan r = 2c2en + 3c3e
2
n + 4c4e
3
n, sehingga
diperoleh
f(xn)
f ′(xn)
= en − c2e2n + (2c22 − 2c3)e3n − (4c32 − 7c2c3 + 3c4)e4n +O(e5n). (15)
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Untuk menghitung
(
f(xn)
)2
digunakan dari persamaan (10), diperoleh(
f(xn)
)2
=
(
f ′(x∗)
)2(
e2n + 2c2e
3
n + 2c3e
4
n + c
2
2e
4
n +O(e
5
n)
)
. (16)
Selanjutnya dengan mensubtitusikan persamaan (10), (12), (13), (15), dan per-
samaan (16) ke persamaan (6), setelah penyederhanaan diperoleh
en+1 = (2c
2
2 − 4αc22 − c3)e3n +O(e4n). (17)
Jadi, dapat disimpulkan bahwa untuk setiap α ∈ R, persamaan (6) konvergen kubik.
Dengan mengambil α = 1
2
, maka diperoleh
en+1 = −c3e3n +O(e4n). (18)
Dari definisi orde konvergensi [3, h.77] diperoleh famili metode Chebyshev memiliki
kekonvergenan orde tiga, maka Teorema 1 terbukti. 
Metode famili Chebyshev memiliki kekonvergenan orde tiga, dengan tiga kali
evaluasi fungsi pada setiap iterasi. Berdasarkan definisi indek efisiensinya [5, h.12]
adalah 3
1
3 = 1.442.
Teorema 2 (Orde Konvergensi Variasi Metode Chebyshev) Misalkan x∗ ∈
I akar sederhana dari fungsi f : I ⊂ R→ R yang terdiferensialkan secukupnya pada
interval buka I. Jika x0 cukup dekat dengan ke akar x
∗, maka orde kekonvergenan
metode pada rumus (8) adalah empat jika (α, a) = (1
2
, 1
3
).
Bukti: Misalkan en = xn − x∗ sehingga xn = x∗ + en, dan sn = yn − x∗, dengan
mensubtitusikan persamaan (15) ke persamaan (7), diperoleh
yn = x
∗ + en − a
(
en − c2e2n + (2c22 − 2c3)e3n − (4c32 − 7c2c3 + 3c4)e4n +O(e5n)
)
. (19)
Dari pemisalan sn = yn − x∗, maka diperoleh
sn =(1− a)en + ac2e2n − a(2c22 − 2c3)e3n − a(4c32 + 7c2c3 − 3c4)e4n +O(e5n). (20)
Kemudian dihitung ekspansi Taylor f(yn) di sekitar yn = x
∗ sampai turunan kelima
f(yn) =f(x
∗) + f ′(x∗)
(yn − x∗)
1!
+ f (2)(x∗)
(yn − x∗)2
2!
+ f (3)(x∗)
(yn − x∗)3
3!
+ f (4)(x∗)
(yn − x∗)4
4!
+O(e5n). (21)
Dari pemisalan sn = yn − x∗, dan f(x∗) = 0, lalu persamaan (21) menjadi
f(yn) = f
′(x∗)
(
sn +
f (2)(x∗)
f ′(x∗)2!
s2n +
f (3)(x∗)
f ′(x∗)3!
s3n +
f (4)(x∗)
f ′(x∗)4!
s4n +O(e
5
n)
)
,
atau
f(yn) = f
′(x∗)
(
sn + c2s
2
n + c3s
3
n + c4s
4
n +O(e
5
n)
)
, (22)
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dengan menyatakan ck =
f (k)(x∗)
f ′(x∗)k! . Selanjutnya dengan cara yang sama untuk f
(2)(yn)
diekspansikan dengan Deret Taylor di sekitar yn = x
∗, sehingga didapat
f (2)(yn) = f
′(x∗)
(
2c2 + 6c3sn + 12c4s
2
n +O(e
5
n)
)
. (23)
Dengan mensubtitusikan persamaan (20) pada persamaan (23), maka diperoleh
f (2)(yn) = f
′(x∗)
(
2c2 + (6c3 − 6a c3)en + (6a c2c3 + 12c4 + 12a2 c4 − 24a c4)e2n
+
(
24ac2c4(1− a) + 20c5 + 12a(c23 − c2)− 60ac5(1− a− a2)
)
e3n
+(24ac32c3 − 42ac2c23 + 66ac3c4 − 48ac22c4 − 48a2c3c4 + 60a2c22c4
− 120a2c23 + 60a3c2c5 + 30c6(1− 4a− 60a2 − 40a3 + a4))e4n
+O(e5n)
)
. (24)
Kemudian dengan menghitung
(
f(xn)
)2
f ′(xn)f (2)(yn), dari persamaan (12), (16),
dan (24), setelah penyederhanaan diperoleh
(
f(xn)
)2
f ′(xn)f (2)(yn) =
(
f ′(x∗)
)4(
2c2e
2
n + (8c
2
2 − 6ac3 + 6c3)e3n
+(10c32 − 18a c2c3 + 12a2c4
− 24ac4 + 34c2c3 + 12c4)e4n +O(e5n)
)
. (25)
Selanjutnya dengan menggunakan persamaan (10), (12), dan persamaan (24), untuk
menghitung,
(
f ′(xn)
)4
+ α2
(
f(xn)
)2(
f (2)(yn)
)2 − 2αf(xn)(f ′(xn))2f ′′(yn), dengan
notasi V1 diperoleh
V1 =
(
f ′(x∗)
)4(
1 + (8− 4α)c2en + (24− 20α + 4α2)c22e2n
+ (12 + 12α + 12αa)c3e
2
n + 72c2c3e
3
n + 16c
3
4e
3
n
+ 32(1− α + 8α2)c32e3n − 24α(1− 2a+ a2)c4e3n
+ (48αa− 88α− 24α2a+ 24α2)c2c3e3n
+
(
96c2 + (16− 16α + 4α2)c22
+ (144− 184α + 56α2 + 160αa− 120αa2 + 40αa3)c22c3
+ (54− 84α + 36α2 + 36α2a2 − 72α2a+ 60αa)c23
− (156α− 192αa+ 72αa2 + 96α2a− 48α2a2 − 48α2)c2c4
+ (16− 16α + 4α2)c42
)
e4n +O(e
5
n)
)
. (26)
Selanjutnya dengan menghitung
1
V1
((
f(xn)
)2
f ′(xn)f (2)(yn)
)
dari persamaan (25),
dan persamaan (26), dan dengan penyederhanaan menggunakan deret geometri,
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diperoleh(
f(xn)
)2
f ′(xn)f (2)(yn)
1
V1
= 2c2e
2
n + (6c3 − 8c22 − 6ac3 + 8αc22)e3n
+(48αc2c3 − 38c2c3 + 30ac2c3 − 48αac2c3
+ 26c32 + 24α
2c32 − 56αc32 + 12c4 − 24ac4
+ 12a2c4)e
4
n +O(e
5
n). (27)
Kemudian dengan mensubtitusi persamaan (15) dan persamaan (27), pada per-
samaan (8), dan setelah melakukan penyederhanaan diperoleh
en+1 =
(
(1− 2α)2c22 − (1− 3a)c3
)
e3n +
(
(28α− 12α2 − 9)c32
+ (12− 24α− 15a+ 24aα)c2c3 − (3− 12a+ 6a2)c4
)
e4n +O(e
5
n). (28)
Dengan mengambil nilai α = 1
2
dan a = 1
3
, maka diperoleh
en+1 =
(
2c32 − c2c3 +
1
3
c4
)
e4n +O(e
5
n). (29)
Dari definisi orde konvergensi [3, h.77] diperoleh variasi metode Chebyshev memiliki
kekonvergenan orde empat, maka Teorema 2 terbukti. 
Variasi metode Chebyshev memiliki kekonvergenan orde empat dan memer-
lukan tiga kali evaluasi fungsi pada setiap iterasi. Berdasarkan definisi indek efisiensinya
[5, h.12] adalah 1.587.
4. UJI KOMPUTASI
Berikut ini akan dilakukan uji komputasi untuk membandingkan banyak iterasi dari
metode. Dalam melakukan perbandingan ini, persamaan nonlinear yang digunakan
adalah:
f1(x) = e
x − 4x2, x∗ = 0.7148059123627778,
f2(x) = x
3 + 4x2 − 10, x∗ = 1.3652300134140968,
f3(x) = cos(x)− x, x∗ = 0.7390851332151606,
f4(x) = x
2 − ex − 3x+ 2, x∗ = 0.2575302854398608,
f5(x) = xe
x2 − sin(x2) + 3 cos(x) + 5, x∗ = −1.2076478271309189,
f6(x) = sin
2(x)− x2 + 1, x∗ = 1.4044916482153412.
Dalam menentukan solusi numerik dari keenam persamaan nonlinear di atas, di-
gunakan tebakan awal x0 yang berbeda, karena tebakan awal berpengaruh terhadap
keberhasilan dalam menghampiri akar dan juga terhadap jumlah iterasi yang di-
hasilkan. Hasil komputasi yang dilakukan dengan menggunakan metode Newton
(MN), metode Chebyshev (MC), metode Chebyshev-Halley (MCH), metode Jarat
(MJ), famili metode Chebyshev (MFC), dan Variasi metode Chebyshev (MVC).
Perbandingan hasil komputasi keenam metode untuk keenam fungsi di atas meng-
gunakan program komputer Maple 13.
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Tabel 1: Perbandingan Uji Komputasi untuk MN, MC, MCH, MJ, MFC, dan MVC
Metode f1 f2 f3
0.5 1.0 2.0 1.0 1.5 2.0 0.0 0.5 1.5
MN 5 5 6 5 5 6 6 5 5
MC 4 4 5 4 3 4 4 3 4
MCH 4 4 5 4 3 4 4 3 4
MJ 3 3 4 3 3 3 3 3 3
MFC 3 3 4 3 3 3 4 3 3
MVC 3 3 4 3 3 3 3 3 3
Tabel 2: Perbandingan Uji Komputasi untuk MN, MC, MCH, MJ, MFC, dan MVC
Metode f4 f5 f6
−0.5 0.0 1.0 −1.5 −1.0 −0.5 0.5 1.0 3.0
MN 5 4 4 6 6 10 8 6 6
MC 3 3 4 4 4 - - 5 5
MCH 3 3 4 4 4 6 - 4 5
MJ 3 2 3 3 3 4 5 3 4
MFC 3 3 4 4 4 5 6 4 4
MVC 3 3 3 3 3 5 6 4 4
Pada Tabel 1 dan Tabel 2 kolom pertama menyajikan metode, kolom kedua
sampai kesembilan menyajikan jumlah iterasi dari fungsi berserta nilai tebakan
awal. Pada fungsi pertama sampai fungsi yang ke empat dengan setiap tebakan
awalnya dapat dilihat bahwa metode yang berorde empat lebih cepat dibandingkan
metode yang berorde tiga dan dua dalam menghampiri nilai akar. Pada fungsi ke-
lima dari Tabel 2 terlihat bahwa ada metode yang gagal dalam menghampiri akar
pada tebakan awal x0 = −0.5 yaitu metode Chebyshev(MC). Untuk fungsi yang
keenam terdapat juga kegagalan metode dalam menghampiri akar pada tebakan awal
x0 = 0.5 yaitu metode Chebyshev(MC) dan metode Chebyshev-Halley (MCH).
Untuk setiap fungsi yang diberikan dengan tebakan awal yang berbeda famili
metode Chebyshev (FMC), dan Variasi metode Chebyshev (VMC) selalu berhasil
menghampiri akar. Berdasarkan Orde konvergensi, dan Indek Efisiensi maka metode
Chebyshev yang memiliki orde kekonvergenan tiga [6, h.88] dan indek efisiensinya
adalah 1.442, metode Chebyshev-Halley memiliki orde kekonvergenan tiga [2] dan
indek efisiennya sama dengan 1.442, dan metode famili Chebyshev memiliki kekon-
vergenan orde tiga, dan indek efisiensinya adalah 1.442. Sedangkan variasi metode
Chebyshev memiliki kekonvergenan orde empat dan indek efisiensinya adalah 1.587
terlihat bahwa metode variasi metode Chebyshev lebih optimal dibandingkan metode
Chebyshev, metode Chebyshev-Halley dan metode famili Chebyshev.
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