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Abstract 
This master thesis work concerns fault detection and isolation (FDI) of an electro-mechanical servo using analytical redundancy. The 
purpose is to reduce the number of sensors used in today’s fault detection schemes and at the same time keep the level of redundancy in 
the system. The report will start with a comparison between physical and analytical redundancy. 
Whichever design method that is selected for the detection scheme, there will be a need for a mathematical model of the servo. The 
report will show two ways of deriving such a model, one more theoretical and one derived from specifications of the desired servo. The 
model that eventually was used was the latter one, not that it should matter assuming that the parameters of the real servo is known. 
There is a number of different methods that can be used for FDI. A few different methods, both parameter- and state estimation, will be 
presented in the report. Among these methods are Fault Detection Filters, Parity space and observer schemes. One of these methods is 
selected to generate residuals for evaluation by some kind of logic. There is a number of ways to do this evaluation. The two main 
ideas, threshold logic and statistical tests, will shortly be presented. 
The method that was finally used was one with an observer scheme and threshold logic. The main reason for this was a desire to keep 
the FDI as simple as possible. There is a possibility that added complexity will compromise the fault-detection. The reason for this is 
that a complex system can be harder to tune and thus it might miss detections or detect false detections. The main idea with an observer 
scheme is to design a number of observers (how many is up to the designer) and feed them with the same reference signal as the plant 
as well as the plant’s output(s). The difference between the plant’s and the observers’ outputs (the residuals), as well as the observers’ 
internal states, can then be used to detect faults. The idea is to try to find a characteristic pattern in one (or more) residual(s) when, and 
only when, a specific fault occurs. When these patterns are found (if they exist) it is not that hard to design logic that compares the 
residual with a predefined threshold-value to determine whether the system is working properly or not. 
After the design has been explained there will be an evaluation a simulation model of the system. The focus will lie on three main areas: 
(1) correct detection and isolation of all faults, (2) no false detections of faults when the system is running in normal mode and (3) 
detection-times. The evaluation shows that a system based on observers and threshold-logic can be used for FDI with good results. All 
faults have been correctly detected and there have not been any false detections when the system has been running in normal mode. The 
size of the different detection -times is a matter of parameter adjustment. By changing settings such as the threshold-value in the block 
“feltid-räknare” lower detection-times, compared to these presented, can be achieved without compromising the correctness of the 
detections.  
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6 INLEDNING 
I framtida servosystem för flygande farkoster kommer hydrauliska i allt större utsträckning att 
ersättas av elektroniska. Trenden kan redan ses inom bilindustrin. Vinsterna med att använda 
elektromekaniska servon framför hydrauliska servon är många, bl.a.: 
 
1. lägre vikt 
2. mindre volym 
3. flexiblare lösningar 
 
Med flexiblare lösningar menas att elledningarna till ett elektromekaniskt servo kan dras lite 
hur som helst medan hydraulledningars dragning och utformning måste kalkyleras noga.  
 
Om antalet sensorer/givare i det elektromekaniska servot kan hållas nere kan ännu större 
vinster göras då sensorer både är dyra och kan öka felintensiteten. Om endast en sensor ska 
användas för att mäta en given signal, istället för tre som är normalt idag, det att ett 
övervakningssystem av något slag designas för att tillförlitligheten ska bibehållas. I detta 
examensarbete ska ett förslag till ett övervakningssystem tas fram.  
 
 
7 FÖRORD 
Examensarbetet har utförts vid SaabTech AB i Jönköping och ingår som en del av en 
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forskarassistent Anders Robertsson.  
 
Ett stort tack riktas framför allt till Anders Robertsson och Anders Ekelund, men även till alla 
andra som hjälp till på alla olika sätt.  
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8 SAMMANFATTNING 
I tidigare servosystem har företrädesvis trippla uppsättningar av redundanta sensorer/givare 
använts för feldetektering. Det är önskvärt att minska antalet sensorer i systemet då dessa dels 
kostar mycket pengar och dels utgör ytterligare en felkälla samt ökar vikten och volymen hos 
systemet. 
 
Ett sätt att, med bibehållen redundans i systemet, sköta feldetekteringen med endast en givare 
för varje signal som önskas mäta är att utnyttja den analytiska redundansen som redan finns i 
systemet. Det finns flera olika metoder som kan användas. Ett urval bland dessa presenteras 
kortfattat i rapporten. Efter att ha granskat de olika metoderna utifrån kriterierna som finns 
uppställda på systemet bedöms en observerarbaserad lösning som den bästa. En observerare är 
i praktiken en matematisk modell av ett dynamiskt system, i det här fallet en servomotor med 
tillhörande mekanisk växel. Till observeraren skickas sedan samma insignal(er) som till det 
system som ska övervakas. Dessutom återkopplas observeraren, via en återkopplingsmatris, 
med skillnaden mellan aktuatorns och observerarens utsignaler för att önskad prestanda hos 
observeraren ska uppnås. Skillnaden mellan aktuatorns och observerarens utsignaler kallas 
residualer och kan användas för att detektera fel i aktuatorn. Under normal drift är 
residualerna idealt noll, men det kommer de inte att vara här då inga bruskällor finns tillagda i 
observeraren. 
 
I själva verket kommer flera observerare att designas utifrån olika felfall (felmoder) och 
samlas i en observerarbank. Ett flertal olika designer på observerarbanken har tagits fram med 
allt ifrån 4 till 9 observerare. I rapporten redovisas en lösning med 5 observerare.  
 
Det är viktigt de försäkra sig om att det system som tas fram är stabilt. Rapporten innehåller 
en grundlig stabilitetsanalys där fokus ligger på de återkopplade observerarna. I analysen 
undersöks de återkopplade observerarnas egenvärden samt påverkan av eventuella pol-
nollställes-förkortningar.  
 
När väl observerarna designats och residualerna finns tillgängliga är det dags att designa logik 
för själva feldetekteringen. Två huvudsakliga principer finns: tröskelvärdestest och statistiska 
test. Av dessa är tröskelvärdestesten i regel mindre komplexa varför de kommer att användas.  
 
Avslutningsvis görs en utvärdering av det kompletta systemet med avseende på parametrar 
som korrekt detektering och detekteringstid. Utvärderingen visar att ett system med 
observerare och tröskelvärdeslogik kan användas för feldetektering med goda resultat. Alla fel 
detekterades och identifierades korrekt. Det gjordes inte heller några falskdetekteringar under 
normal drift och detekteringstiderna bedöms som tillräckligt korta. Detekteringstiden är i stor 
utsträcknig en inställningsfråga. Genom att ändra parametrar i ”feltid-räknarna” kan 
detektionstiderna både ökas och minskas. Simuleringar har gjorts med betydligt snabbare 
”feltid-räknare” utan att problem uppstått med varken missade detekteringar eller 
falskdetekteringar.  
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9 ARBETSPAKET (SYFTE) 
Examensarbetet har delats in i följande arbetspaket: 
 
1. Studera olika metoder baserade på analytisk redundans för identifiering av felmoder i 
ett elektromekaniskt system. 
2. Konstruera en matematisk modell av systemet. 
3. Konstruera en observatör för systemet. 
4. Implementera och simulera den kompletta modellen, inklusive observatör, i 
simuleringsverktyget MATLAB/SIMULINK från MathWorks. 
 
 
10 MÅL 
Målet med studien är att utifrån givarsignaler och andra mätbara signaler hitta lämpliga 
metoder baserade på analytisk redundans för att detektera olika felmoder i systemet. Exempel 
på felmoder kan vara 
 
1. Trasig givare (felaktig givarsignal). 
2. Offset (bias) i givare. 
3. Låsning/kärvning av mekaniken i systemet. 
4. Kortslutning/avbrott i elmotorlindning eller drivsteg. 
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11  ANALYTISK VS. FYSISK REDUNDANS 
11.1 Analytisk redundans 
Tanken bakom FDI är att utnyttja den analytiska, eller funktionella, redundansen i ett system 
snarare än den fysiska redundansen. Med detta menas att de statiska och dynamiska 
relationerna mellan systemets insignaler och de uppmätta utsignalerna utnyttjas för att felsöka 
systemet.  
 
Det finns flera uppenbara fördelar med felövervakning baserad på analytisk redundans. En 
tilltalande aspekt är att den analytiska redundansen redan finns inneboende i systemet och kan 
utnyttjas utan att extra fysiska instrument, som t.ex. sensorer, behöver läggas till. Möjligheten 
till att kunna designa ett generellt felövervakningssystem som sedan lätt kan anpassas till 
olika specifika applikationer är en annan stor fördel. Med andra ord blir det ett väldigt 
flexibelt system. 
 
Nackdelen är att det behövs en matematisk modell av den del av systemet som skall felsökas. 
Vidare kan det krävas avancerade tekniker för tillståndsskattning, parameterskattning, adaptiv 
filtrering, variabel tröskelvärdeslogik, statistisk beslutsteori, mönsterigenkänning och diverse 
logiska operationer. Vilka av dessa tekniker som används beror på vilken designmetod som 
väljs för FDI.  
 
Detta innebär att det kan krävas en hel del tunga beräkningar i realtid för att modellera 
systemet. Dagens processorteknik gör dock att detta inte är något större problem. Vad som 
kan vara ett större problem är FDI-systemets känslighet för modelleringsfel. Det är ingen idé 
att inbilla sig att dessa fel går att undvika i verkligheten. Det finns ett antal olika 
designmetoder som är olika känsliga för modelleringsfel. Ett urval av dessa metoder kommer 
kortfattat att gås igenom i kapitel 15, innan en metod väljs för designen av 
feldetekteringssystemet. 
 
 
11.2 Fysisk redundans 
För att kunna använda sig av fysisk redundans krävs det att det finns flera, vanligtvis tre, 
sensorer som mäter samma sak. Sedan används logik för att avgöra om någon sensor är t.ex. 
trasig.  Sensorsignalerna kan även medelvärdesbildas för att ett tillförlitligt mätvärde ska 
erhållas. Den stora fördelen med att använda sig av fysisk redundans är att det inte kräver lika 
avancerade beräkningar. 
 
Det finns förstås flera nackdelar med att använda sig av fysisk redundans. 
 
1. Stor kostnad men trippla uppsättningar sensorer på varje mätpunkt. 
2. Utrymmeskrävande. 
3. Viktkrävande. 
4. Ökad felintensitet (fler sensorer som kan gå sönder). 
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12 MATEMATISK MODELL AV ETT SERVO 
För att kunna designa en övervakningsenhet krävs det att det finns en matematisk modell av 
systemet som skall övervakas. I det här fallet rör det sig om ett servo som består av en 
elektrisk motor och en mekanisk växel med tillhörande rodermekanik. Den elektriska motorn 
är en borstlös DC-motor och den mekaniska växeln består av en kulskruv. Det behövs även en 
regulator som reglerar motorn. 
 
I rapporten kommer två modeller att tas fram. Den första, en ”teoretisk”, presenteras i detta 
kapitel (kapitel 12) och är framtagen med hjälp av de matematiska samband som gäller för en 
elmaskin. Den andra, en ”praktisk”, presenteras i kapitel 13 och är baserad på en uppsättning 
krav som specificerats på tänkt elmotor. Modellerna är likvärdiga. Designen av 
övervakningsenheten kommer dock att baseras på den senare av de två modellerna. 
 
Först kommer en modell för den elektriska motorn (separatmagnetiserad likströmsmaskin) att 
tas fram och sedan kommer en modell för själva mekaniken att tas fram. Avslutningsvis 
sammanfogas de båda modellerna till en slutgiltig aktuatormodell för hela systemet (verkliga 
systemet). 
 
 
12.1 Modell av borstlös DC-motor 
För att få en överblick börjar arbetet med att göra en enkel principmodell över en 
likströmsmotor från inspänning till vinkelhastighet. För en mer detaljerad genomgång av en 
DC-motor hänvisas läsaren till ref.[1]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figur 1: Principskiss av borstlös DC-motor 
 
Variabler 
 
Vt Motorspänning 
Raq Motorresistans 
Laq  Motorinduktans 
Ia Motorström 
ea Spänning uppkommen av fältströmmen If vid hastigheten ωm (mot-emk). 
 Raq Laq 
Ea 
Vt 
ωm 
T
TL
Ia 
If 
+ 
- 
B, J 
 10
ωm Vinkelhastighet 
T Motormoment 
TL Lastmoment 
B Viskös friktion 
J Tröghetsmoment 
If Fältström 
 
Vissa av variablerna (som t.ex. Raq och Laq) kan tänkas vara temperaturberoende, men det 
kommer inte att beaktas här. Nedanstående ekvationer är baserade på nominella värden. 
 
DC-motorn har följande basekvationer om magnetisk linjäritet antas: 
mmmffa
amaff
KiKe
iKiiKT
ωω ⋅=⋅⋅=
⋅=⋅⋅=
         
)2.1.12(
)1.1.12(
 
 
där Km är både momentkonstant och spänningskonstant som är unik för varje motor. 
Laplacetransformering av ekv. (12.1.1-2) ger: 
 
)()(
)()(
sKsE
sIKsT
mma
am
ω⋅=
⋅=
           
)4.1.12(
)3.1.12(
 
 
Spänningsekvationen för motorn kan skrivas som: 
 
dt
diLKiRV aaqmmaaqt ⋅+⋅+⋅= ω          )5.1.12(  
 
vilken får följande utseende efter Laplacetransformering: 
 
)()()()( sIsLsKsIRsV aaqmmaaqt ⋅⋅+⋅+⋅= ω         )6.1.12(  
 
Följande dynamiska modell gäller för motorn: 
 
L
m
Lm Tdt
dJTJ
dt
dT +⋅=+⋅= ωω )(        )7.1.12(  
 
där J är rotorns tröghetsmoment och TL är det pålagda mekaniska lastmomentet. Eventuellt 
skulle en term för den viskösa dämpning, mB ω⋅ , tas med i ekv.(12.1.7), med den kan 
försummas (se delkapitel 12.2).  
 
Ekv. (12.1.7) får följande utseende efter Laplacetransformering: 
 
)()()( sTssJsT Lm +⋅⋅= ω         )8.1.12(  
 
Eftersom DC-motorn ska modelleras från inspänning, Vt, till vinkelhastighet, ωm, bryts ωm ut 
ur (12.1.8) vilket tillsammans med (12.1.3) ger: 
 
sJ
sTsIK
sJ
sTsTs LamLm
⋅
−⋅
=
⋅
−
=
)()()()()(ω           )9.1.12(  
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Ur ekv. (12.1.6) kan Ia lösas ut: 
 
aqaq
at
aqaq
mmt
a RsL
sEsV
RsL
sKsVsI
+⋅
−
=
+⋅
⋅−
=
)()()()()( ω           )10.1.12(  
 
Med hjälp av dessa två ekvationer kan ett blockschema skapas med spänning, Vt, som insignal 
och vinkelhastighet, ωm, som utsignal.  
Motorn som ska modelleras är lite speciell i det att den har 2-kanalig kraftmatning. Dessa två 
kanaler är redundanta och driver vardera hälften av lindningarna. Styrelektroniken gör att de 
två kanalerna samverkar. Förenklat kan motorn ses som två separata motorer beträffande 
momentutvecklingen som modellen visar. Momenten från de två kanalerna slås sedan 
samman till ett moment som representerar ”hela” motorns utmoment.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figur 2: Teoretisk motormodell med redundant 2-kanalig kraftmatning. Modellen överför en spänning till en 
vinkelhastighet. 
 
Modellen som tagits fram är linjär även om denna motor i verkligheten inte är det. Framför 
allt är det mättningen av motorströmmen Ia som medför betydande olinjäriteter. Ytterligare 
olinjäriteter tillkommer via lastmomentet TL.  
 
 
12.2 Modell av mekanisk växel och rodermekanik 
För att överföra motormomentet Tm till en linjärkraft F, för att t.ex. styra en roderyta, används 
en kulskruv. Detta är en vanligt förekommande lösning även om andra lösningar också finns. 
Kraften F överför i sin tur ett moment till rodret via ett stag av längden d. Detta mekaniska 
arrangemang kan jämföras med en vanlig kuggväxel. En schematisk skiss visas nedan.   
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Figur 3: Schematisk skiss av rodermekanik 
 
Den matematiska modellens momentekvationer kan nu ställas upp: 
 
df
Lm
TBTJ
TBTJ
+⋅−=⋅
−⋅−=⋅
θθ
ϕϕ
θθ
ϕϕ
&&&
&&&
              
)2.2.12(
)1.2.12(
    
 
där Tf är rodermomentet som bestäms av dFTf ⋅= . 
Td är störningens moment som påverkar rodret.  
Vinkeln θ är rodervinkeln och ϕ är rotorvinkeln. Jθ och Jϕ är tröghetsmoment och Bθ och Bϕ 
är viskösa friktionskonstanter. Vinklarna ϕ och θ har ett inbördes förhållande enligt: 
 
θϕ ⋅= N            )3.2.12(  
 
Även momenten är relaterade till varandra, precis som i en vanlig kuggväxel, via N enligt: 
 
Lf TNT ⋅=         )4.2.12(  
 
Från ekv. (12.2.1) – (12.2.4) kan följande momentekvation för rodervinkeln härledas: 
 
N
TBTJ dm +⋅−=⋅ ϕϕ &&&             )5.2.12(  
 
där 
θϕ
θϕ
BNBB
JNJJ
+⋅=
+⋅=
2
2
             
)7.2.12(
)6.2.12(
 
 
Ekv. (12.2.5) är tröghetsmomentet med avseende på rodret. Om det är momentekvationen för 
rotoraxeln som är intressant kommer N2 termen i (12.2.6) och (12.2.7) istället att divideras 
med Jϕ respektive Bϕ.  
 
För att sätta ihop motormodell och mekanikmodell räcker det att ersätta värdena för J och B i 
ekv. (12.1.9) med ekv. (12.2.6) respektive (12.2.7). Den viskösa friktionen, B, kan dock 
försummas enligt tidigare erfarenheter och har inte heller tagits med i ekv. (12.1.9). 
 
Motor 
Kulskruv 
Tm 
TL
θ
d F
ϕ 
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12.3 Förenklingar 
För att förenkla den kommande implementeringen i Simulink kan det vara en god idé att baka 
samman alla mekaniska konstanter i den kompletta modellen till en enda mekanisk konstant, 
Kmek. I denna konstant ingår alla mekaniska tröghetsmoment med tillhörande utväxlingar, 
både från motor och från rodermekanik. Som nämnts tidigare kommer ingen hänsyn att tas till 
den viskösa friktionen då dess påverkan enligt erfarenhet kan försummas. Ekvationen får 
följande utseende: 
 
cglgglggglt
gv
mek JKJKJKJJ
K
K
+⋅+⋅⋅+⋅+
= 2
3
2
2
2 )9.0()(
 
 
Kgv Kuggväxelns verkningsgrad 
Jt Motorns tröghetsmoment 
Jgl Tröghetsmoment från kugghjul på motoraxel 
Kg Utväxling motor-kugghjul 
Jg2 Tröghetsmoment från kugghjul på mellanaxel 
Jg3 Tröghetsmoment från kugghjul och kulskruv 
Kgl Utväxling kugghjul-kulskruv 
Jc Rodrets tröghetsmoment 
 
Konstanten 0.9 är verkningsgraden i utväxlingen kugghjul-kulskruv. 
 
 
12.4 Komplett aktuatormodell 
Eftersom Kmek beskriver rodrets tröghetsmoment måste motorns moment växlas upp med Kg. 
Vidare måste även rodrets vinkelhastighet växlas upp till motorns vinkelhastighet med hjälp 
av Kg. Till sist behövs en integrator som överför vinkelhastigheten till en vinkel. 
 
Det behövs också införas ett block som modellerar momentökningen som uppkommer av det 
aerodynamiska momentet på rodret vid drift. Denna momentökning, Td, kan ses som en 
fjäderlast och får följande utseende: 
 
θ⋅= aerodynd KT    
 
där Kaerodyn är fjäderkonstant. 
 
Alla delarna till den kompletta aktuatormodellen är nu klara för att fogas samman. Modellen 
har stora likheter med den rena motormodellen. Förändringarna ligger främst i behandlingen 
av systemets olika tröghetsmoment. Dessa förändringar medför att utväxlingar måste läggas 
till i modellen. 
 
Momentökningen Td kan förutom aerodynamiska störningar representera olika former av 
laststörningar som t.ex. gravitationspåverkan på rodret.  
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Figur 4: Komplett teoretisk motormodell med tillhörande mekanik. Modellen överför en spänning till 
lägesangivelse.   
 
 
12.5 Olinjäriteter 
Det finns två huvudsakliga olinjäriteter som måste beaktas i modellen. Den första är 
mättningen av spänningen som beror på att det inte går att ställa ut hur stor spänning som 
helst. Den andra är strömbegränsningen som uppkommer av att strömmen inte kan bli hur stor 
som helst. I många fall är det mättningen av spänningen som sätter gränsen även för 
strömbegränsningen. 
 
Troligtvis finns det fler olinjäriteter än dessa. En är att steget mellan regulatorns utsignal och 
den spänning som matas till motorn troligtvis innehåller vissa olinjäriteter. En annan är den 
tröskelspänning som vanligtvis finns vid uppstart av en DC-motor på grund av 
motorfriktionen. Den senare kan tas om hand av mjukvara och kommer sålunda inte att vidare 
beaktas. 
 
Dessa olinjäriteter har inte tagits med i den nyss framtagna motormodellen, men de kommer 
att beaktas i den modell som tas fram i nästkommande kapitel. De som kommer att beaktas är 
mättning av spänning, ström och moment i motorn. 
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13 MOTORMODELL 
I det kommande kapitlet kommer en motormodell att tas fram som är baserad på en 
uppsättning krav som specificerats för en tänkt borstlös DC-motor med tillhörande mekanisk 
växel. Då denna modell kommer att användas i den kommande designen av 
övervakningsenheten behövs även någon form av enkel styrning utformas. Detta görs genom 
att återkoppla en lägessignal. 
 
Först kommer en 1-kanalig modell för den återkopplade elektriska motorn att tas fram. Denna 
modell kommer sedan att byggas om så att den på ett tydligare sätt modellerar den 2-kanaliga 
kraftmatningen. För att modellen ska stämma överens med verkligheten kommer modeller av 
störningar att designas och läggas till i den slutgiltiga modellen.   
 
13.1 Förutsättningar 
Första steget i framtagandet av servomodellen är att designa en återkopplad modell utifrån de 
krav som finns på systemet. Följande krav har specificerats för elmotorn: 
 
Roderhastighet 45 grader/s vid ett lastmoment på 1000 Nm. 
Upplösning < 0.005 grader. 
Spänningsförsörjning 270 VDC. 
 
Rodermekaniken har följande parametrar: 
 
Rodervinkelauktoritet: ± 30grader. 
Roderhävarm: 100 mm. 
Roderfriktion: 4 Nm. 
Längd x diameter: 215 x 95 mm. 
Vikt: 2.5 kg. 
 
För att klara ovan nämnda krav har följande parametrar avseende motor och mekanisk växel 
specificerats: 
 
Momentkonstant för motorn: 1.12 Nm/A. 
Mot-emk: 133 V vid 2250 rpm. 
Masströghetsmoment: 4.74 kg(cm)2. 
Rullskruv för linjär rörelse med utväxling 2 mm/varv: 
Total utväxling från motor till rodervinkel: 300 ggr. 
Drivelektroniken för motorströmmen ger pulsbreddsmodulerad spänning med 20 kHz. 
 
Vid dimensioneringen av servoloopen har följande antaganden gjorts: 
 
Servoloopen skall ha en bandbredd om minst 3 Hz. 
Viskös friktion i transmission m.m. antas vara ca 10 Nm vid full hastighet. 
Maximalt roderläge motsvaras av 10 V signalspänning i servoelektroniken. 
Linjär funktion mellan rullskruvrörelse och rodervinkel används. 
Lastmomentet antas vara linjärt mot rodervinkeln. Två alternativa värden används som 
dimensionerande: 1000 Nm vid 30 grader roder respektive 1000 Nm vid 7.5 grader roder. 
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13.2 Definition av loop-konstanter för 1-kanalig motor 
Det elektromekaniska servot kommer att designas som en serie konstanter och integratorer. 
Konstanterna är framräknade ur ovan framställda specifikation. Servoloopen sluts genom 
återkoppling av rotorläget ϕ (kallad fi i figurer). Konstanternas definition och storlek blir: 
 
K6: Statisk förstärkning från insignal till domkraftrörelse. 30 grader med 0.1 m hävarm ger 
0.05 m slaglängd och ska motsvaras av 10 V => k6 = 10/0.05 = 200 V/m. 
 
K11: Förstärkning från slaglängd till rodervinkel. 30 grader motsvaras av 0.05 m =>  
k11 = 30/0.05 = 600 grader/m (=10.47 rad/m) 
 
K3: Motormoment som funktion av motorström. Momentkonstanten är enligt föregående 
kapitel 1.12 Nm/A => k3 = 1.12 Nm/A. 
 
K8: Mot-emk, spänning som funktion av motorvarvtalet (hastigheten). Enligt föregående 
kapitel är mot-emk 133 V vid 2250 rpm (= 235.6 rad/s) => k8 = 133/235.6 = 0.565 V/rad/s. 
 
K4: Accelerationskonstanten = 1/tröghetsmomentet => k4 = 1/(4.74*10-4) = 2128 rad/s/Nm. 
 
K5: Utväxling motoraxelvinkel till linjär rörelse är enligt föregående kapitel 2 mm/varv =>  
k5 = 0.002/(2π) = 3.183*10-4 m/rad. 
 
K9: Moment som funktion av roderläge, omräknat till motoraxeln. Två alternativa värden 
används:  
1000 Nm vid 30 grader roder respektive 1000 Nm vid 7.5 grader roder. Utväxlingen är enligt 
föregående kapitel 300 ggr =>  
k9 = 1000/30/300 = 0.111 Nm motor/ grad roder (= 6.367 Nm motor/rad roder) alt 
k9 = 1000/7.5/300 = 0.444 Nm motor/ grad roder (= 25.468 Nm motor/rad roder). 
K7: Moment som funktion av varvtal (hastighet), antas till 10 Nm på roder för 45 grader/s 
roder. Utväxlingen 300 ger 10/300 Nm på motor för 45*300 grader/s på motor => 
k7 = 10/300/(45*300) =2.47*10-6 Nm motor / grad/s motor (=1.41*10-4 Nm motor / rad/s 
motor). 
 
K2: Strömförstärkning, ”kraftspänning” till ström. Enligt föregående kapitel: 
Motemk är 133 V för 2250 rpm. Maxmoment 1000 Nm och utväxlingen 300 ggr ger max 
moment på motoraxeln blir 1000/300 = 3.3 Nm. Motorn kan alltså ge 3.3 Nm vid 2250 rpm 
då matningsspänningen är 270 V. Momentkonstanten k3 = 1.12 Nm/A =>  
k2 = 3.3/1.12/(270-133) = 0.022 A/V. 
 
K1: Spänningsförstärkning, signalspänning till kraftspänning, bestäms av vald 
lägesloopförstärkning (bandbredd). Bandbredden ωb = 3 Hz ≅ 20 rad/s. 
ωb = k1*(1/k8)*k5*k6 => k1 = ωb*k8/(k5*k6) = 20*0.565/(3.183*10-4*200) = 177.5 
Vkraft/Vsignal. 
 
K0: Förstärkning från kommenderad rodervinkel till signalspänning. 10 V motsvarar 30 
grader => k0 = 10/30 = 0.333 V/grad roder. 
 
Beräkningarna resulterar i nedanstående modell.  
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Figur 5: 1-kanalig servomodell baserad på kravspecifikation. Insignalen är en lägesangivelse i grader och 
utsignalen representerar den uppmätta rodervinkeln (i grader). 
 
Vid simuleringar visar det sig att stegsvaret inte når sitt börvärde samt att stegsvaret har en 
översläng. I dessa simuleringar används ett steg från 0 till 3 grader samt  
k9 = 0.444 Nm/grad. Stegsvarets slutvärde blir 2.3 grader, dvs. en minskning med 0.7 grader 
för det moment på rodret som erhålls vid 2.3 grader roder. Detta moment räknas ut som 
2.3*0.444 = 1.02 Nm på motoraxeln vilket motsvarande 1.02/1.12 = 0.910 A motorström. 
Sammantaget ger detta att 0.910 A skall öka roderläget med 0.7 grader genom att minska 
signalspänningen med 0.7*10/30 = 0.233 V i lägesåterkopplingen. 
 
K10: Förstärkningen i återkopplingen för offsetspänning som funktion av ström blir  
k10 = 0.233/0.910 = 0.256 V/A. 
 
För att få bort överslängen i stegsvaret studeras Bode-diagrammet för den öppna loopen. Ett 
sätt att få bort överslängen är att införa en fasavancerande länk (lead länk) för att hålla 
fasvinkeln så konstant som möjligt genom 0-dB-passagen på amplitudkurvan. Väljs t.ex. 
tidskonstanterna (brytpunkterna) till 0.035 s för högpassdelen och 0.040 s för lågpassdelen så 
försvinner överslängen utan att fasmarginalen påverkas nämnvärt.  
 
Servomodellen får nu följande utseende.  
 
 
Figur 6: 1-kanalig servomodell baserad på kravspecifikation med kompenserande länk. I övrigt samma signaler 
som i figur 5. 
 
 
13.3 2-kanalig motormodell 
För att servomodellen ska stämma bättre överens med den verkliga motorn kommer modellen 
nu designas om så att den får två kanaler med separat kraftmatning. Detta är även nödvändigt 
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för att övervakningsenheten ska kunna märka om det uppstår några skillnader mellan de två 
olika kanalerna.  
 
Det krävs inga större förändringar för denna omdesign. Det enda som ändras är att 
momentkonstanten, k3, halveras. Den nya strömförstärkningen blir således k3 = 0.56 Nm/A. 
 
Den 2-kanaliga servomodellen får följande utseende. 
 
Figur 7: 2-kanalig servomodell baserad på kravspecifikation.  
 
 
13.4 Störningar 
I verkligheten finns det störningar av olika typ som påverkar servot. Dessa störningar kan t.ex. 
vara akustiskt brus eller elektromagnetiskt brus. Det finns inte några mätningar på hur 
störningarna i form av brus ser ut i verkligheten för detta servo utan vissa antaganden måste 
göras. 
 
 
13.4.1 Brus 
Eftersom det inte finns några mätdata på hur bruset ser ut för det tänkta servot i en given 
applikation måste en brusmodell ansättas. Följande brusmodell har ansatts. 
 
Den mest betydande bruskällan för det elektromekansika servot kommer med största 
sannolikhet från drivelektroniken, som använder 20 kHz pulsbreddsmodulerad spänning. 
Resonansfenomen, samt eventuella vikningsfenomen (se ref. [4] och [7]) vid sampling, gör att 
det är troligt att de frekvenser med vilket bruset påverkar servomodellen ligger i området 1 
kHz och uppåt. 
 
För att skapa en sådan bruskälla för simuleringsändamål filtreras vitt brus genom ett lämpligt 
filter för att färga bruset så att det får önskad karakteristik. Målet med brusmodellen är att den 
ska leverera obetydligt med brus under 1 kHz för att sedan kraftigt öka brusamplituden. Det är 
alltså ett högpassfilter som ska designas. Detta kan relativt enkelt göras i Simulink med hjälp 
av en överföringsfunktion av typen  
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där k är filtrets förstärkning, n är filtrets ordning, a är brytpunkten för att bryta upp kurvan och 
b är brytpunkten för att bryta ned kurvan. 
 
Ju högre ordning filtret har desto brantare blir dess lutning. Ett tredje ordningens filter (n = 3) 
räcker i detta sammanhang. Eftersom filtret ska bryta upp ungefär vid 1 kHz väljs a till 5500 
rad/s vilket motsvarar 875 Hz. Valet av b spelar inte lika stor roll utan kan laboreras fram så 
att överföringsfunktionen får önskat utseende i ett Bode-diagram. Det visar sig att b = 12500 
rad/s (1990 Hz) blir ett bra val. Hur k, som kallas bk i Simulink-modellerna, väljs beror på var 
bruset kommer in i modellen, något som tas upp lite längre fram. 
 
Följande modell byggs upp i Simulink 
 
Figur 8: Filter för att skapa färgat brus. Figuren visar hur LTI Viewerns Input- och Output 
Point kopplas in för att ett Bode diagram ska kunna tas fram för bruset. 
 
Genom att välja ”Linear analysis” i menyn ”Tools” i Simulinkfönstret startar verktyget LTI 
Viewer. Med hjälp av detta tas ett Bode-diagram fram för filtret. 
 
 
Figur 9: Bode-diagram för det färgade bruset. 
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Amplitudkurvan visar att frekvenser under 1 kHz undertrycks med en faktor 10 medan 
frekvenser över 20 kHz släpps igenom obehindrat. Detta stämmer väl med den karakteristik 
som ansatts för bruset.  
 
För att lägga till störningarna i servomodellen skapas små block, s.k. ”subsystem”, i Simulink 
där störningarna kommer in i modellen. Dessa störningsblock kallas ”brus/avbrott” och är 
uppbyggda på följande vis. 
  
 
Figur 10: Blocket ”brus/avbrott”. I figuren syns hur bruset kommer in i modellen samt hur felen 
avbrott och bias på sensorsignalen simuleras. 
 
Med hjälp av omkopplarna kan brus läggas till den återkopplade lägessignalen, som är 
insignal till blocket. Det går även att simulera sensorbortfall och bias på sensorsignalen, något 
som ska återkommas till i delkapitel 17.3.2 och 17.3.3. Störningar i form av brus antas endast 
komma in i modellen genom sensorerna, dvs. i återkopplingen av ϕ (fi). 
  
Det är nu dags att välja filterförstärkningen bk för att bruset ska få rimlig amplitud. Det har 
antagits att brusamplituden inte kommer att vara större än max 10% av signalamplituden för 
den signal till vilken det aktuella bruset adderas. Det finns två möjligheter att påverka brusets 
amplitud, dels genom konstanten bk och dels genom parametern ”noise power” i blocket 
”White Noise”. Tillsammans väljs dessa två parametrar så att brusamplituden för frekvenser 
över 20 kHz uppgår till max 10 % av signalamplituden. I de simuleringar som gjorts har bk 
hållits konstant lika med 0.1 och brusamplituden har istället styrts av parametern ”noise 
power”. 
 
En viktig detalj att komma ihåg är att se till att ändra parametern ”seed” inne i blocket ”White 
Noise” så att alla ”White Noise” block i en modell har olika ”seed”. Görs inte detta kommer 
bruskällorna att generera likadant brus vilket inte är fallet i verkligheten. 
 
 
13.4.2 Brusreducerande filter 
När väl brus har lagts till i modellen är det dags att försöka filtrera bort det mesta av det igen. 
Ett lågpass-filter som trycker ner alla frekvenser över 1 kHz vore den optimala lösningen. Då 
det i nuläget inte är känt inom vilket frekvensområde som den nyttiga signalen ligger kommer 
ett filter som släpper igenom ett så stort frekvensband som möjligt att designas. Detta kan 
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givetvis medföra att mer brus än optimalt kommer att passera filtret. Bedömningen har dock 
gjorts att det är bättre att släppa igenom brus än att filtrera bort delar av den nyttiga signalen. 
Dessutom är det ju så att ju mer brus systemet klarar av att hantera desto bättre är det. 
 
Filtret designas som en överföringsfunktion av typen 
n
bs
k 


+
1  
där k är filtrets förstärkning, n är filtrets ordning och b är brytpunkten för att bryta ned kurvan. 
För att få en lite brantare lutning har ett andra ordningens (n =  2) filter valts. Det är önskvärt 
att filtret har lågfrekvensförstärkningen 1 vilket medför att k = bn. I Simulink-modellen 
benämns k som kf. Vidare är det önskvärt om filtrets förstärkning för frekvenser över 1 kHz är 
nära 0. Efter att ha provat olika värden på b har det visat sig att b = 500 rad/s (= 80 Hz) ger 
bra resultat.   
 
Följande modell byggs upp i Simulink. 
 
 
Figur 11: Brusreducerande filter. Figuren visar hur LTI Viewerns ”Input- resp. 
Output Point” kopplas in för att ett Bode diagram ska kunna tas fram för 
bruset. 
  
På samma sätt som tidigare tas ett Bode-diagram fram för filtret. 
 
 
Figur 12: Bode-diagram för brusreducerande filter.  
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Filtret släpper igenom alla frekvenser upp till ca 10 Hz helt obehindrat och frekvenser upp till 
50 Hz utan större undertryckning. I de simuleringar som gjorts har det visat sig fungera bra. 
Det mesta bruset försvinner utan att den nyttiga signalen påverkas. 
 
 
13.5 Fel 
Som nämndes i kapitel 10 är det fyra olika fel som ska kunna detekteras. Dessa är avbrott på 
sensorsignalen (sensorbortfall), bias (offset) på sensorsignalen, avbrott på motorströmmen och 
kärvning i mekaniken. För att kunna simulera dessa fel måste block skapas som tillfogar dem.  
 
 
13.5.1 Sensorbortfall och bias på sensorsignalen 
Som nämndes i delkapitel 13.4.1 används samma block som lägger till bruset i modellen för 
att simulera felen avbrott och bias på sensorsignalerna till de båda kanalerna.  
 
Sensorbortfall simuleras genom att slå om omkopplarna så att signalen ut ur blocket är noll. 
Bias simuleras genom att slå om omkopplaren längst till vänster så att en biasstörning adderas 
till sensorsignalen. Simuleringar har gjorts med både konstanta värden på bias och med bias i 
form av ramper. I figur 10 i delkapitel 13.4.1 syns hur en konstant bias på 0.005 adderas till 
sensorsignalen.  
 
 
13.5.2 Avbrott på motorströmmen 
Störningsblocket för att modellera avbrott på motorströmmen kallas ”avbrott” och har 
följande utseende. 
 
 
Figur 13: Avbrott på motorströmmen. 
 
Genom att slå om omkopplaren sätts utsignalen till noll vilket är liktydigt med ett avbrott. 
 
 
13.5.3 Kärvning i mekanik 
Det sista felfallet som ska behandlas är kärvning i mekaniken. För att modellera detta slås 
omkopplaren före den första integratorn om så att den står ”nedåt” (se figur 14 nedan som är 
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en del av figur 15 i delkapitel 13.7). Vi ska nu ta en närmare titt på denna del av 
servomodellen (efter omslag). 
 
 
 
Figur 14: Kärvning i mekanik. Figuren visar hur omkopplaren står när kärvning simuleras. 
En loop sluts kring integratorn vilket i förlängningen medför att utsignalen ur 
servomodellen ”låses” till det värde den hade när omkopplaren slogs om. 
 
Vad som händer när omkopplaren slås om är att en mindre, sluten, loop bildas kring den 
första integratorn. Utsignalen ur denna loop, y1, kommer i kontinuerlig tid att beskrivas av  
 
( )Tyety Ttkk 1)(41 )( ⋅= −⋅−   
 
där y1(T) är värdet på signalen på omkopplarens övre vänstra ben vid omslagstillfället 
multiplicerat med k4. Termen )(4 Ttkke −⋅−  kommer att gå mot noll med tiden. Detta medför att 
när signalen sen integreras i nästa integrator kommer dess utsignal, y2, att gå mot y1(T)⋅k4⋅k5. 
Kontentan av det hela blir att y2 blir konstant, den låses vid det värde den hade vid 
omslagstidpunkten.  
 
Detta är precis det som vi vill åstadkomma. Denna kärvning kan symbolisera både att ett 
roder fastnar eller att kulskruven skär ihop.  
 
Med konstanten k styrs hur snabbt )(4 Ttkke −⋅−  går mot noll och således även hur snabbt y2 går 
mot sitt konstanta värde. Ett större k ger snabbare konvergens. I simuleringar har k = 0.1 
använts. 
 
 
13.6 Algebraiska loopar 
När ett system återkopplas finns det en risk att en algebraisk loop uppstår vid simuleringar. 
Innebörden av dessa är att ett cirkulärt beroende hos en samling parametrar har uppstått i 
Simulink-modellen. Detta kan medföra att resultaten från simuleringarna inte riktigt stämmer 
eftersom Matlab inte vet var det ska börja räkna. Dessa loopar är inget större problem 
emellertid då de är lätta att ta bort genom att införa ett filter på något lämpligt ställe i den 
algebraiska loopen.  
 
I detta fall får det bli ett lågpassfilter, eftersom det är i det lägre frekvensområdet som den 
nyttiga signalen huserar. Väljs filtrets brytfrekvens tillräckligt hög kommer filtret inte att 
begränsa systemet på något sätt. Ett rimligt val är att sätta detta filters brytfrekvens till 100 
ggr högre än brytfrekvensen för det brusreducerande filtret, dvs. 50000 rad/s (= 7950 Hz). 
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Dessa filter finns givetvis inte i ett ”verkligt” (fysiskt) system utan tas endast med för att bryta 
de algebraiska looparna i simuleringsmodellerna.  
 
 
13.7 2-kanalig servomodell med störningar 
Det är nu dags att sammanfoga de olika delarna till en komplett servomodell. Givetvis är det 
så att de olika delarna inte tagits fram oberoende av varandra, utan att de har utprovats 
tillsammans kontinuerligt.  
 
Servomodellen får följande utseende.  
 
 
Figur 15: Komplett 2-kanalig servomodell med störningar. I figuren finns ett antal lokala in- och utsignaler 
definierade som kommer att användas längre fram när servomodellen ska skrivas på tillståndsform. 
 
Förutom de förändringar som har beskrivits i delkapitel 13.4 till 13.6 har även begränsningar 
på spänning, ström och moment lagts till i servomodellen. Dessa begränsningar finns givetvis 
i verkligheten då det inte finns några elmotorer som har oändlig kapacitet. Med 
begränsningarna inlagda stämmer servomodellen bättre med verkligheten men priset är att 
modellen blir olinjär. 
 
För att avgöra om systemet är stabilt eller inte finns det många olika sätt att gå till väga. Ett 
sätt är att räkna ut systemets nollställen och poler. Det absolut enklaste sättet är att låta 
Simulink-verktyget LTI Viewer göra arbetet. Det är bara att högerklicka i plot-fönstret och 
välja ”Pole/Zero” under rubriken ”Plot type”. Ett annat sätt är att definiera ett antal olika 
tillstånd i systemet och ta fram överföringsfunktionerna ( nästa-tillståndsfunktionerna) för 
dessa och bygga upp överföringsmatriserna. Överföringsfunktionerna kan sedan räknas fram 
för hand, vilket kan vara lite mödosamt och ta lite tid. I gengäld ger det en viss insikt i, och en 
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viss känsla för, hur systemet hänger ihop rent matematiskt. När väl systemet är beskrivet på 
tillståndsform kan dess egenvärden räknas ut med Matlab med hjälp av kommandot eig().  
 
Båda sätten har använts för att verifiera varandra. Dessutom är det så att en beskrivning av 
systemet på tillståndsform kommer att behövas vid designen av övervakningsenheten. Hur 
tillstånden definieras och vilka överföringsfunktionerna blir kommer att visas längre fram. 
Tillsvidare räcker det med att säga att systemet är stabilt eftersom alla polerna ligger i vänster 
halvplan, vilket är förutsättningen för stabilitet i kontinuerlig tid.  
 
Bode-diagrammet för servomodellen har följande utseende. 
 
 
 Figur 16: Bode-diagram för servomodellen. Vid förstoring kring punkten –3 
dB kan systemets bandbredd avläsas till 3.83 Hz, dvs. något högre 
än vad specifikationen kräver.  
 
Systemets bandbredd avläses i den punkt där amplitudkurvans värde är –3 dB. Bandbredden 
för systemet blir 3.83 Hz, vilket är något högre än vad specifikationen kräver. 
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Följande illustration visar hur brus påverkar sensorsignalen, här kallad ϕ. Plotarna visar från 
vänster till höger: ϕ, brus, ϕ + brus, ϕ + brus filtrerat 
 
 
Figur 17: Illustration av hur brus påverkar sensorsignalen. Insignal till servomodellen var ett steg vid tidpunkten 
1 sekund. Vid en jämförelse av hur sensorsignalen ser ut opåverkad (längst till vänster) och efter det att 
brus lagts till och sedan filtrerats (längst till höger) framgår det att det brusreducerande filtret fungerar 
väl för den brusmodell som ansatts. 
 
Som framgår av plottarna fungerar det brusreducerande filtret väl. 
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14 SELEKTERINGSKRAV PÅ FELDETEKTERINGSSYSTEMET 
Det feldetekteringssystem som ska tas fram ska vara så generellt som möjligt. Detta för att det 
ska kunna anpassas i framtiden till specifika applikationer. Vidare gäller att:  
 
1. systemet ska klara av både linjära och olinjära processer/aktuatorer. 
2. systemet ska klara av att hantera modelleringsfel. 
3. systemet ska vara robust för okända insignaler. 
 
Dessutom är det önskvärt att hålla nere komplexiteten hos systemet så mycket som möjligt för 
att beräkningstiden ska minimeras. Vidare kan komplexa beräkningar leda till räknefel, t.ex. 
avrundningsfel, som i sin tur kan generera fel.  
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15 ANALYS AV MODELLBASERADE FDI METODER 
Feldetekteringen kan delas upp i två huvudsakliga delar: 
 
1. Residualgenerering, dvs. generering av funktioner/vektorer som innehåller information 
om eventuella fel. 
 
2. Metod för att avgöra om fel uppstått (detektion) och i så fall var (isolation). 
 
Residualgenerering kan huvudsakligen göras på två sätt, dels genom tillståndsestimerande 
metoder och dels genom parameterestimerande metoder. 
Genom åren har flera olika metoder för FDI presenterats. De flesta kan dock härledas tillbaka 
till något av följande grundkoncept (ref. [2]): 
 
1. detecion filters 
2. innovation test med hjälp av antingen ett eller flera Kalmanfilter eller Luenberger 
observererare 
3. parity space approach  
4. parameterskattning 
 
De tre första koncepten tillhör kategorin tillståndsestimerande metoder medan det sista tillhör 
de parameterestimerande metoderna. 
 
 
15.1 Residualgenerering med parameterestimerande metoder 
Parameterestimerande metoder bygger på att fel i dynamiska system reflekteras i fysiska 
parametrar som t.ex. friktion, resistans, induktans och kapacitans. Idéen är att upptäcka fel 
genom att skatta den matematiska modellens parametrar enligt följande schema (se ref. [2]): 
 
(1) Välja parametermodell. Normalt används linjära modeller med insignal/utsignal-
differensekvationer av typen 
 
 )()()()( )(01
)( tubtubytyatya mm
n
n ⋅+⋅⋅⋅+⋅=+⋅+⋅⋅⋅+⋅ &  
 
(2) Bestämma förhållandet mellan modellparametrarna θi och de fysikaliska 
parametrarna pj 
 
 )( pf=θ  
 
(3) Identifiera modellparametervektorn θ med hjälp av insignalen u och utsignalen y 
från det verkliga systemet. 
 
(4) Bestämma den fysikaliska parametervektorn p 
 
 )(1 θ−= fp  
 
(5) Beräkna skillnadsvektorn ∆p från dess nominella värde, taget från den nominella 
modellen. 
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(6) Analysera fel utifrån relationen mellan fel och ändringar i de fysikaliska 
parametrarna ∆pi. 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figur 18: Principskiss för parameterestimerande residualgenerering. Insignalen f är 
en vektor som innehåller alla fel och d är en vektor med okända insignaler.  
 
Parameterestimering kan vara speciellt användbart vid detektering av fel som utvecklas sakta 
såsom bias.  
 
För en utförlig beskrivning av olika parameterestimerande metoder hänvisas läsaren till ref. 
[3]. 
 
 
15.2 Residualgenerering med tillståndsestimerande metoder 
Det finns flera olika metoder som faller under kategorin tillståndsestimerande residual-
generering. Här följer ett urval av metoder som ska studeras lite närmare.  
 
Figur över grundkonfigureringen för residualgenerering med tillståndsestimering. 
 
 
 
 
 
 
 
 
 
 
 
 
Figur 19: Schematisk skiss över residualgenerering med tillståndsestimering. Insignalen f är en 
vektor som innehåller alla fel, d är en vektor med okända insignaler och r är residualen. 
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15.2.1 Fault Detection Filters (FDF) 
FDF kallas ibland även fault sensitive filters.  
FDF är en observerarstruktur där alla tillstånd estimeras. För att observerarstrukturen ska bli 
ett FDF måste observerarens återkopplings matris H väljas på ett speciellt sätt. Hur H-
matrisen ska väljs beskrivs längre ned i denna del.   
  
Ansätt följande tillståndsekvationer för systemet som skall övervakas  
)()()(
)()()(
tfktxCty
tfktuBtxAx
jj
ii
⋅+⋅=
⋅+⋅+⋅=&
     
)2.1.2.15(
)1.1.2.15(
 
 
där ki är en vektor som innehåller riktningarna för olika fel och som kan användas till att 
modellera fel i aktuatorer och komponenter. Fi(t) är en vektor innehållande skalärer där fi =0 
innebär att inget fel inträffat i komponent/aktuator nr. i. För att modellera t.ex. ett fel i den i:te 
komponenten sätts ki = bi där bi är den i:te kolumnen i B.  
Fel i sensorer kan modelleras genom jk  och jf , där jk  är felets riktning för den j:te sensorn 
och jf  är felets status dvs. jf =0 innebär att inget fel inträffat i sensor nr. j. 
 
Motsvarande observerarekvationer blir 
xCy
yHuBxCHAyyHuBxAx
ˆˆ
ˆ)()ˆ(ˆˆ
⋅=
⋅+⋅+⋅⋅−=−+⋅+⋅=&       
)4.1.2.15(
)3.1.2.15(
 
 
H-matrisen väljs så att residualvektorn yyr ˆ−=  får vissa riktningsegenskaper då ett speciellt 
fel inträffar. Följande riktningsegenskaper gäller: 
 
Komponent-aktuator fel ska ligga i samma riktning som ikC ⋅   
sensorfel ska ligga i samma plan som *jfC ⋅  och 
*
jkC ⋅ , där 
*
jf är riktningen på felet i sensor 
nr. j så att jj kfC =⋅
*  och *** jjj ffAk ⋅−⋅= α  , där α är en godtycklig skalär.    
 
En bra egenskap hos ett FDF är att den viktiga informationen för detekteringen av fel är 
residualens riktning. Detta innebär att ett FDF inte behöver känna till om ett fel inträffat eller 
inte för att fungera. Fel detekteras då någon eller några komponenter i residualvektorn är 
tillräckligt stora. Om de är tillräckligt stora kan avgöras t.ex. med hjälp av förbestämda 
tröskelvärden.  
 
En stor nackdel är att den här metoden inte tar hänsyn till störningar, parametervariationer 
eller mätbrus vilket gör att den kräver precis modellering.  
 
För en mer utförlig beskrivning av metoden hänvisas läsaren till ref. [2] och ref. [6]. 
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Exempel: I följande exempel skall vi visa hur det finns möjlighet att påverka residualens 
riktning vid ett aktuatorbortfall. Vi använder oss av en diskrettidsmodell för en DC-motor 
hämtad från ref.[3]. Systemet beskrivs av differensekavationen 
 
)()(
)()()(
khxCkhy
khuBkhxAhkhx
⋅=
⋅+⋅=+
 
 
där h är samplingsintervallet. I vårt fall har vi 
 




=
67.00
33.01
A , 



=
33.0
07.0
B , 



=
10
01
C  och h = 0.4  
 
Som tidigare används en observerare med strukturen 
 
)(ˆ)(ˆ
)ˆ()()(ˆ)(ˆ
khxCkhy
yyHkhuBkhxAhkhx
⋅=
−⋅+⋅+⋅=+
 
 
Vid normalfallet utan fel konvergerar residualen mot 0. 
Vid aktuatorbortfall kan observerarfelet xxe ˆ−=  och residualen yyr ˆ−=  beskrivas med 
 
)()()(
)()()()(ˆ)()(
khkheCkhr
khuBkhCHAhkhxhkhxhkh
ε
εε
=⋅=
⋅−⋅⋅−=+−+=+
 
 
Riktningen hos de olika elementen i residualen för utsignalen r beror alltså på 
riktningen hos elementen i vektorn för tillståndsfelet ε. För system med endimensionell 
utsignal finns vid observerbarhet för paret (A, C) endast ett val av observerarförstärkning H 
för givna observerarpoler. För system med flera utsignaler finns större frihet (fler 
koefficienter i observerarförstärkningen) och i dessa fall kan både egenvärden och 
egenvektorer påverkas, vilket vi skall åskådligöra nedan. Om vi kan välja H så att 
 




−=⋅
2
1
0 λ
λ a
ACH  
 
vilket vi i detta fall kan eftersom C är inverterbar, så blir egenvärdena för systemmatrisen 
{ }21,)( λλ=⋅− CHA  oberoende av parametern a. Däremot blir det stor skillnad i systemets 
beteende och residualernas uppförande vid aktuatorbortfall eftersom parametern a påverkar 
egenvektorernas riktning. 
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Figur 20: Simuleringsmodell för aktuatorbortfall. 
 
Om vi väljer a = 0 och λ1 = λ2 kommer vi få tillståndsformen 
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Tidssvaret för residualen blir 
 
( ) ( ) ( ) ( )


⋅⋅−+⋅⋅−⋅= ∑
=
k
m
mk mhuCHACHACkhr
1
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Eftersom ( ) ICHA kk ⋅=⋅− 1λ  kommer tillstånden ε, och därmed residualen r, att ha samma 
riktning som invektorn (matrisen) B, men ändra sig i storlek beroende på u(kh). I figur 20 
ovan visas en Simulinkmodell för DC-motorn ovan. Vi har placerat observerarpolerna 
5.021 == λλ  (innanför enhetscirkeln) och simulerat avbrott för olika värde på parametern a. 
Som kan ses i figur 21 nedan kommer residualerna 



==
2
1
ε
ε
εr  (oberoende av 
referensstyrsignal) att konvergera till att röra sig längs med riktningen för insignalvektorn 




=
33.0
07.0
B  om a = 0, men annars inte. Med ett noggrant val av observerarförstärkning kan 
alltså inte bara egenvärde för konvergens väljas, utan även en tydlig indikation på vilket fel 
som inträffat (då fel uppstått) kan fås. 
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Figur 21: Fall 1 (överst): a = 0 Aktuatorbortfall och residualerna 
rör sig längs med vektorn B=[0.07 0.33]T. Fall 2: a = 0.1 
Samma egenvärden som i fall 1, men andra egenvektorer. 
Fel detekteras i och med att residualerna avviker från 0, 
men ej lika tydlig indikering på aktuatorbortfall som i fall 1.  
 
 
15.2.2 Parity space approach 
Tanken bakom denna metod är att titta på pariteten, dvs. följdriktigheten, hos de matematiska 
samband som styr/definierar det system som ska övervakas genom att använda de faktiska 
mätvärdena. 
 
Antag att det finns redundanta mätvärden som kan modelleras som 
 
yxCy ∆+⋅=   
 
där ∆y är en felvektor av dimension (q × 1) och y är mätvärdesvektorn av dimension (q × 1).   
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För att detektera ∆y kan y kombineras med en uppsättning linjärt oberoende paritets-
ekvationer 
 
yVp ⋅=  
 
där p är paritetsvektorn av dimension ((q-n) ×1) och V är projektionsmatrisen av dimension 
((q-n) ×q). V kan bestämmas ur följande matematiska samband 
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0
 
 
När väl paritetsvektorn p har beräknats kan ∆y lösas ut ur uttrycket yVp ∆⋅= .  
Ett fel kan detekteras och isoleras genom att jämföra komponenterna i ∆y med ett förbestämt 
tröskelvärde, dvs. om ∆yi > bi så har ett fel inträffat i den i:te variabeln som mäts. 
 
En utförlig beskrivning av ’parity space’-metoden finns i ref. [3]. Notationen är lite 
annorlunda men idén är densamma.  
 
 
15.2.3 Innovation test using Kalman filter/filters 
Dedicated observer approach (se ref. [2]) är en metod som använder både estimeringsfelet och 
tillståndsändringarna till att skapa residualer för detektering och isolering av fel. Grundidéen 
är att rekonstruera utsignalen/utsignalerna för det system som ska övervakas (det verkliga 
systemet) genom att mata en observerare dels med samma insignal som till det verkliga 
systemet och dels med den uppmätta utsignalen från det verkliga systemet (se figur 19 i 
delkapitel 15.2). Det är väl känt från observerarteorin att både linjära och olinjära observerare 
kan konstrueras och således kan även både linjära och olinjära system övervakas med hjälp av 
observerare. Eftersom en linjär modell är lättare att förklara kommer den fortsatta 
beskrivningen att baseras på en sådan. 
  
Det verkliga systemet (linjärt) beskrivs av 
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där x är tillståndsvektorn, u är insignalsvektorn, y är den uppmätta utsignalvektorn och  A, B 
och C är kända matriser av lämplig storlek.   
Termen dE ⋅  modellerar okända insignaler till aktuator och komponenter. 
Termen fK ⋅  modellerar aktuator- och komponentfel.  
Termen dF ⋅  modellerar okända insignaler till sensorerna. 
Termen fG ⋅  modellerar sensorfel. 
Matriserna E, F, G och K är antingen givna eller väljs på lämpligt sätt. 
 
Observeraren beskrivs av 
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där H är observerarens återkopplingsmatris som väljs för att uppnå önskade prestanda hos 
observeraren.  
 
Uttrycken för tillståndsestimeringsfelet, xx ˆ−=ε , och utsignalsestimeringsfelet, yye ˆ−=   , 
kan med hjälp av ekvationerna (15.2.3.1 till 15.2.3.4) skrivas som: 
 
fGdFCe
fGHdFHfKdECHA
⋅+⋅+⋅=
⋅⋅−⋅⋅−⋅+⋅+⋅⋅−=
ε
εε )(&
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Det följer av ekvationerna (15.2.3.5) och (15.2.3.6) att e är en funktion av f och d men inte av 
u. Detta innebär att e kan användas som en residual för att detektera och isolera fel. Då inget 
fel uppstått är f = 0 och residualen (dvs. e) påverkas endast av den okända insignalen d. När 
ett fel inträffar, f ≠ 0, kommer absolutbeloppet av residualen att öka. Det är alltså möjligt att 
upptäcka fel genom att titta på residualens ökning orsakad av f.  
 
Det finns flera olika sätt att designa/konfigurera en tillståndsestimator. Här följer ett urval 
(ref. [2]): 
 
1. Enkel estimator (single estimator): hela utsignalen återskapas med hjälp av 
mätsignalen från endast en sensor och systemets insignal. Denna konfiguration är den 
enklaste vid detektering av sensorfel. 
 
2. Bank av estimatorer (estimator scheme): var och en av observerarna/Kalmanfiltren 
designas utifrån en felhypotes, t.ex. H0: inget fel, H1: bias i sensor 1; etc. Hypoteserna 
kan sedan testas med hjälp av t.ex. likelihood-funktioner. 
 
3. Dedicated observer scheme: varje sensor driver en observerare, tillägnad endast denna 
sensor, som försöker återskapa hela, eller så många komponenter som möjligt av 
utsignalen y. På detta vis är det möjligt att detektera och isolera multipla fel som 
inträffar samtidigt genom att använda någon form av tröskelvärdeslogik. 
 
4. Generalized observer scheme: liknar dedicated observer scheme men med skillnaden 
att varje observerare drivs av alla sensorer utom den som den är tillägnad till. Med 
denna metod går det endast att detektera och isolera ett sensorfel åt gången men 
metoden har fördelen att den är robustare med avseende på okända insignaler. 
  
 
15.2.4 Unknown Input Observer (UIO) 
Som nämnts tidigare kväver FDF-metoden att den matematiska modellen för systemet som 
skall övervakas är exakt. I praktiken är det omöjligt att ta fram helt perfekta modeller. Även 
parity space metoden har vissa svagheter som t.ex. att den inte tar hänsyn till känsligheten för 
olika fel. Båda dessa problem kan undvikas med UIO. 
 
UIO-teorin har tagits fram som ett sätt att skapa robusta observerare genom att placera 
observerarens egenvärden så att (ref [2]): 
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1. effekten av olika fel skiljs från varandra. 
2. residualen blir oberoende av okända insignaler (dk i ekvationerna nedan). 
 
Det ska dock påpekas att observerare som inte är designade enligt denna teori även de kan 
vara robusta.  
 
Tag modellen för det verkliga systemet som presenterades i delkapitel 15.2.3 (ekvationerna 
(15.2.3.1) och (15.2.3.2)) och skriv om dem på diskret form 
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med initialtillståndet 00 xxk == . 
Som tidigare representerar kfK ⋅  komponent- och aktuatorfel och kfG ⋅  sensorfel. 
UIO:n representeras av följande ekvationer 
 
kkk
kkkk
yLzLr
uJySzRz
⋅+⋅=
⋅+⋅+⋅=+
21
1  
)4.4.2.15(
)3.4.2.15(
 
 
med initialtillståndet 00 zzk == . 
rk är residualen och måste ha följande egenskaper 
 
(1) 0lim =
∞→
kk
r  för alla u och d och för alla initialtillstånd xo och zo och fk = 0. 
(2) rk ≠ 0 om fk ≠ 0 
  
(3) Dessutom måste UIO:ns tillstånd vara linjärkombinationer av det verkliga systemets 
tillstånd enligt kk xTz ⋅=  då inga fel inträffat och då effekterna av att de olika systemen (det 
verkliga och UIO:n) har befunnit sig i olika tillstånd har klingat av.  
 
Ekvationen för estimeringsfelet blir 
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För att skapa en robust design måste följande ekvationer lösas (vara uppfyllda): 
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Kombineras ekvationerna för de två systemens utsignaler, dvs. ekv. (15.2.4.2) och (15.2.4.4), 
med ekv. (15.2.4.5) kan följande tre ekvationer härledas 
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Lösningen till dessa ekvationer ger en robust generering av residualer. 
Ofta är det svårt att tillfredsställa kraven som ställs på residualen rk ((1) och (2) ovan) samt 
kravet på UIO:ns tillstånd ((3) ovan). I sådana fall kan optimala skattningar göras med 
avseende på prestandakrav som tar hänsyn till både känsligheten för störningar, d, och till 
känsligheten för fel, f. Detta kan göras både i frekvens- och i tidsdomänen. 
 
Här följer en redogörelse för hur en optimal skattning i tidsdomänen görs. 
Skriv om ekv. (15.2.4.1) och ekv. (15.2.4.2) som 
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där s är tidshorisonten och 
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Den skalära residualen, rk, beräknas i realtid vid varje sampel enligt 
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Vektorn vT kallas residualgeneratorn och väljs så att följande krav uppfylls. 
 
1. 0=
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v M , för att rk ska vara oberoende av alla initialtillstånd xk-s. 
2. 03 ≠⋅ Hv
T , för att rk ska påverkas av felen. 
3. 02 =⋅ Hv
T , för att rk inte ska påverkas av vektorn, d, med okända insignaler. 
 
När väl vT valts och uppfyller ovanstående krav finns alla komponenter för att generera en 
robust residual enligt UIO-metoden. 
 
För en beskrivning av hur tidshorisonten, s, ska väljas hänvisas läsaren till ref. [2]. 
 
 
16 SELEKTERING/METODVAL 
Det är nu dags att välja designmetod för feldetekteringssystemet. Som nämndes i kapitel 14 
finns det ett antal olika faktorer som måste beaktas när valet görs. Dessa är: 
  
1. minimering av komplexitet/beräkningstid 
2. hantering av modelleringsfel 
3. hantering av olinjära processer 
4. robusthet mot okända insignaler 
 
Bedömningen har gjorts att både UIO och parity space-metoderna är onödigt komplexa. Båda 
metoderna kräver att ett antal matematiska samband ska vara uppfyllda för att metoden ska 
fungera. Dessa samband är inte alltid så lätta att uppfylla utan optimala skattningar kan 
behöva göras. Ingen av metoderna har några uppenbara fördelar som uppväger de tyngre 
beräkningarna.  
 
I parameterestimerande metoder är det stora problemet att finna en bra funktion, f, som 
beskrivet förhållandet mellan modellparametrarna, θ, och de verkliga parametrarna, p, så att 
)( pf=θ . Vidare ska det gå att hitta en invers till denna funktion så att sambandet 
)(1 θ−= fp  kan lösas. Eftersom det inte finns någon riktig motor att tillgå så kan funktionen f 
inte bestämmas och således kan inte en parameterestimerande metod heller användas. 
 
Det är som bekant praktiskt omöjligt att undvika modelleringsfel, dvs avvikelser mellan den 
matematiska modellen och verkligheten. Det går helt enkelt inte att skapa exakta modeller för 
det system som ska övervakas. Av denna anledning är det väldigt viktigt att den metod som 
används klarar av att hantera modelleringsfel. Av de metoder som kortfattat finns beskrivna i 
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kapitel 15 är det bara FDF (Fault Detection Filter) som kräver exakt modellering eftersom den 
inte tar hänsyn till varken störningar, parametervariationer eller mätbrus. Av denna anledning 
kan inte FDF-metoden användas. 
 
Av de metoder som kortfattat presenterats tidigare i rapporten verkar en observerarbaserad 
metod, liknande ”Dedicated observer approach” i delkapitel 15.2.3, vara lämplig. En 
observerarbaserad lösning är mycket flexibel i det avseendet att designen/konfigurationen av 
observerarna kan varieras. Observerare är inte särskilt komplicerade att designa och de kan 
designas för både linjära och olinjära processer (se ref.[5]). Vidare kan de göras robusta mot 
okända insignaler (stabila) och de behöver inte heller exakt modellering. De uppfyller alltså 
de krav som ställts på systemet. 
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17 RESIDUALGENERERING MED OBSERVERARE 
Den metod som valts för att generera residualer baseras i stor utsträckning på metoden 
dedicated observer approach som behandlas i delkapitel 15.2.3. Ett flertal observerare 
designas utifrån olika driftsfall och bildar tillsammans en observerarbank. 
Observerarkonfigurationen liknar den som presenteras under punkt 2 i delkapitel 15.2.3. 
  
De typer av fel som ska upptäckas är: 
 
1. Avbrott i sensorsignalen (sensorbortfall), dvs. sensorsignalen är noll. 
2. Bias, eller offset, på sensorsignalen. 
3. Avbrott i motorströmmen, dvs. motorströmmen är noll. 
4. Kärvning i mekaniken, som t.ex. kan uppkomma av att kulskruven eller 
rodermekaniken låser sig. 
 
För att generera residualer som kan användas för att upptäcka dessa fel behövs alltså ett antal 
observerare. Under arbetets gång har ett flertal olika lösningar tagits fram. Här följer ett urval: 
 
1) 4 observerare: en för normalfallet, en för sensorbortfall, en för avbrott på motorströmmen 
och en för bias på sensorsignalen. I denna lösning används normalfallsobserveraren för att 
detektera kärvning. 
 
2) 5 observerare: en för normalfallet, en för sensorbortfall, en för avbrott på motorströmmen, 
en för bias på sensorsignalen och en för kärvning i mekaniken. 
 
3) 7 observerare: en för normalfallet, två (en per kanal) för sensorbortfall, två (en per kanal) 
för avbrott på motorströmmen, en för bias på sensorsignalen och en för kärvning i mekaniken. 
 
4) 9 observerare: I denna metod har observerarna designats utifrån ”halva” servomodellen. 
Med detta menas att varje observerare övervakar en av motorkanalerna samt hela mekaniken. 
Till detta används nio observerare: två för normalfallet, två för sensorbortfall, två för avbrott 
på motorströmmen, två för bias på sensorsignalen och en för kärvning i mekaniken. 
 
Den sista metoden (4) är den mest arbetsamma att designa utifrån. Förutom att fler 
observerare behöver designas så blir återkopplingen av observerarna komplicerad. Själva 
återkopplingen kan göras på minst tre olika sätt, vilka alla har provats, och en hel del tid går åt 
för att försäkra sig om att de återkopplade observerarna blir stabila. Denna metod (4) kommer 
inte berörs vidare i denna rapport. Det räcker med att säga att det går att få den att fungera lika 
bra som de andra metoderna (1, 2 och 3), men eftersom den inte uppvisat några uppenbara 
fördelar får den anses som onödigt komplicerad. 
 
De andra tre metoderna har visat sig likvärdiga i de flesta avseenden. Möjligen är de första två 
(1 och 2) är lite snabbare och lite enklare att räkna fram. Det som skiljer dessa två åt är att i 1 
används normalfallsobserveraren för att detektera kärvning istället för en 
kärvningsobserverare. De observerare som metod 1 och 2 har gemensamt designas på precis 
samma sätt. I denna rapport kommer observerardesignen för samtliga observerare i metod 2 
att beskrivas. 
 
Residualgenereringen baseras som sagt på fem observerare, en för vart och ett av följande 
driftsfall:  
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Normal, sensorbortfall, avbrott på motorströmmen, bias på sensorsignalen samt kärvning.  
 
Dessa fem observerare samlas i en observerarbank. 
  
 
17.1 Insignaler, utsignaler och tillstånd 
Först måste servomodellens in- och utsignaler identifieras samt dess tillstånd definieras. 
Systemet har följande utseende i Simulink: 
 
 
Figur 22: Komplett 2-kanalig servomodell, samma som figur 15. 
 
Insignalen är lägesreferensen, V0, som kommer in i modellen via In1 längst till vänster. För att 
utnyttja all tillgänglig information har alla signaler som kan mätas på den verkliga fysiska 
servomotorn tagits med som utsignaler i servomodellen. Dessa är rodrets position (Yut1), 
positionssensorernas utsignaler (Yut2 och Yut3) samt motorströmmarna (Yut4 och Yut5). 
Servomodellen har alltså fem utsignaler. 
  
Nästa steg är att definiera lämpliga tillstånd för systemet. Tillstånden ”sätts ut” på de ställen 
där det finns dynamik i modellen, dvs. där det finns överföringsfunktioner. Detta görs genom 
att definiera lokala in- och utsignaler (u och y) till de block som innehåller funktioner av 
Laplaceoperatorn s. Dessa block är de rena integratorerna före k4 (y1, u1) och k5 (y2, u2), de 
både överföringsfunktionerna före k10 (y3, u3 samt y4, u4), de brusreducerande filtren före k6 
(y5, u5 samt y6, u6) samt filtren för att bryta de algebraiska looparna efter k1 (y7, u7 samt y8, 
u8). 
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17.2 Tillståndsform för normalfallet 
Det är naturligt att utgå från normalfallet. Från delkapitel 15.2.3 hämtas de ekvationer som 
beskriver systemet på tillståndsform (ekv. (15.2.3.1) och ekv. (15.2.3.2)) : 
 
Verkliga systemet (linjärt) 
 
)()()()(
)()()()()(
tfGtdFtxCty
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⋅+⋅+⋅+⋅=&
     
)2.2.15(
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där x är tillståndsvektorn, u är insignalsvektorn, y är den uppmätta utsignalvektorn och  A, B 
och C är matriser av lämplig storlek som kan räknas ut.   
Termen dE ⋅  modellerar okända insignaler till aktuator och komponenter. 
Termen fK ⋅  modellerar aktuator- och komponentfel.  
Termen dF ⋅  modellerar okända insignaler till sensorerna. 
Termen fG ⋅  modellerar sensorfel. 
 
Matriserna E, F, G och K kommer inte att tas med eftersom tillståndsformen av 
servomodellen i sig inte är intressant då den inte kommer att användas i 
simuleringsmodellerna. Den enda anledningen till att tillståndsformen tas fram är att 
servomodellens A och C matriser behövs när observerarnas återkopplingsmatriser (H-
matriser) ska räknas ut (se figur 19 i delkapitel 15.2).  
 
Det första som ska göras är att ta fram överföringsfunktionerna för de ”dynamiska blocken”, 
dvs. överföringsfunktionerna från de lokala insignalerna, u, till de lokala utsignalerna, y. För 
de rena integratorerna görs detta lätt för hand. För de övriga kan Matlab-kommandona ss() 
och tf() vara till stor hjälp. För en närmare beskrivning av hur dessa kommandon fungerar kan 
help-funktionen i Matlab utnyttjas. 
 
Följande överföringsfunktioner erhålls 
 
u1 till y1: 
11
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1
4
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⋅=&
 
 
u2 till y2: 
22
22
1
5
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ukx
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u3 till y3 (samma för u4 till y4): 
>> ss(tf([0.035 1],[0.04 1]))  
 
ger 
333
333
875.0562.1
225
uxy
uxx
⋅+⋅=
⋅+⋅−=&
 
och 
444
444
875.0562.1
225
uxy
uxx
⋅+⋅=
⋅+⋅−=&
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u5 till y5 (samma för u6 till y6): 
>> ss(tf(250000,[1 1000 250000]))  
 
ger 
2,55
1,52,5
52,51,51,5
26.15
1024
161.2441000
xy
xx
uxxx
⋅=
⋅=
⋅+⋅−⋅−=
&
&
 
och 
2,66
1,62,6
62,61,61,6
26.15
1024
161.2441000
xy
xx
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⋅=
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&
&
 
 
u7 till y7 (samma för u8 till y8): 
>> ss(tf(50000,[1 50000]))  
 
ger 
77
777
3.195
25650000
xy
uxx
⋅=
⋅+⋅−=&
 
och 
88
888
3.195
25650000
xy
uxx
⋅=
⋅+⋅−=&
 
 
Det behövs således tio tillstånd (x1, x2, x3, x4, x5,1, x5,2, x6,1, x6,2, x7, x8) för att skriva 
servomodellen på tillståndsform. 
 
Det är nu dags att skriva om de lokala överföringsfunktionerna så att tillståndsderivatorna 
endast är uttryckta i andra tillstånd eller insignaler. Följande uttryck kan tas fram för 
( )′= 872,61,62,51,54321 xxxxxxxxxxx &&&&&&&&&&& : 
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841184444 23.19522582)822(225225 xkxxkkykkykxuxx ⋅⋅⋅+⋅−⋅⋅−=⋅⋅−⋅⋅+⋅−=⋅+⋅−=&  
 
22,51,552,51,51,5 161.2441000161.2441000 xxxuxxx ⋅+⋅−⋅−=⋅+⋅−⋅−=&  
 
1,52,5 1024 xx ⋅=&  
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22,61,662,61,61,6 161.2441000161.2441000 xxxuxxx ⋅+⋅−⋅−=⋅+⋅−⋅−=&  
 
1,62,6 1024 xx ⋅=&  
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Utsignalerna, Yut1 till Yut5, kan skrivas som 
221 1111 xkykyut ⋅=⋅=  
 
222 xyyut ==  
 
333 xyyut ==  
 
71174 23.19582)8(2 xkxkkykykyut ⋅⋅+⋅⋅−=⋅−⋅=  
 
81185 23.19582)8(2 xkxkkykykyut ⋅⋅+⋅⋅−=⋅−⋅=  
 
A (10x10) och C (5x10) matriserna kan nu definieras som 
 
A5n = [-2*k2*k3*k4*k8-k4*k7 –k4*k9*k11 0 0 0 0 0 0 k2*k3*k4*195.3 
k2*k3*k4*195.3; 
    k5 0 0 0 0 0 0 0 0 0; 
    -2*k2*k8 0 –25 0 0 0 0 0 2*195.3*k2 0; 
    -2*k2*k8 0 0 –25 0 0 0 0 0 2*195.3*k2; 
    0 16 0 0 –1000 –244.1 0 0 0 0; 
    0 0 0 0 1024 0 0 0 0 0; 
    0 16 0 0 0 0 –1000 –244.1 0 0; 
    0 0 0 0 0 0 1024 0 0 0; 
    -4*64*0.875*k1*k2*k8*k10 0 4*64*1.562*k1*k10 0 0 –4*64*15.26*k1*k6 0 0 
–10*5000+4*64*0.875*195.3*k1*k2*k10 0; 
    -4*64*0.875*k1*k2*k8*k10 0 0 4*64*1.562*k1*k10 0 0 0 –4*64*15.26*k1*k6 
0 –10*5000+4*64*0.875*195.3*k1*k2*k10]; 
 
C5n = [0 k11 0 0 0 0 0 0 0 0; 
    0 1 0 0 0 0 0 0 0 0; 
    0 1 0 0 0 0 0 0 0 0; 
    -k2*k8 0 0 0 0 0 0 0 195.3*k2 0; 
    -k2*k8 0 0 0 0 0 0 0 0 195.3*k2]; 
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17.3 Observerare 
Det är nu dags att vända blickarna mot observerarna. Observerarna byggs upp i flera lager och 
det kan bli komplicerat att följa signalvägarna genom de olika lagren. 
 
Observerarna kommer att baseras på en kopia av servots Simulink-modell. Ett alternativt sätt 
att implementera observerarna är att konstruera dem som ss-modeller (modeller på 
tillståndsform) i ’LTI system’-block. Dessa block hittas i Control Systems toolbox i Simulink. 
För att göra detta behöver servomodellens B- och D-matris tas fram. Att implementera 
observerarna på detta sätt ger en elegantare lösning som är lättare att följa men den har en stor 
nackdel. Tillståndsmodellen i ’LTI system’-blocket ska vara linjär vilket servomodellen inte 
är på grund av mättningarna på spänning, ström och moment. Dessa olinjäriteter går att fånga 
upp men då blir lösningen inte lika lätt att följa längre. De båda sätten att implementera 
observerarna på är helt ekvivalenta, förutsatt att olinjäriteterna beaktas i varianten med ss-
modeller.  
 
Förutom normalfallsobserveraren ska alltså fyra felfallsobserverare designas. Hur mycket de 
skiljer sig från normalfallet, och följaktligen hur stor grad av omdesign som krävs, är lite 
olika. Tillvägagångssättet är givetvis detsamma som för normalfallet. En genomgång av 
normalfallsobserveraren ska nu göras och sedan kommer de olika felfallen att tas upp var för 
sig och eventuella skillnader gentemot normalfallet kommer då att beskrivas. 
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17.3.1 Normalfallet 
Här kommer en redogörelse för hur normalfallsobserveraren är uppbyggd. I figuren nedan 
över observerarbanken syns det översta lagret observerarna. 
  
 
Figur 23: Observerarbanken. I figuren syns bl.a. det översta lagret av de fem observerarna samt fem block som 
samlar residualer för motsvarande signaler från de olika observerarna.  
 
Insignalerna är: 
In1 servomodellens utsignal för roder position (Yut1). 
In2 servomodellens sensor utsignal för kanal 1 (Yut2). 
In3 servomodellens sensor utsignal för kanal 2 (Yut3). 
In4 servomodellens utsignal för motorströmmen i kanal 1 (Yut4). 
In5 servomodellens utsignal för motorströmmen i kanal 2 (Yut5). 
In6 referenssignalen (servomodellens insignal). 
 
Öppnas blocket ”Observerare norm” fås följande modell upp. 
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Figur 24: Normalfallsobserveraren. Figuren visar normalfallsobserverarens näst 
översta lager.  
 
Insignalerna till detta block är desamma som till observerarbanken. 
 
Utsignalerna från blocket är de fem residualerna, dvs. skillnaderna mellan servomodellens och 
observerarnas utsignaler: 
 
Out1 Residualen för utsignalen (rodrets position). 
Out2 Residualen för sensorsignalen i kanal 1. 
Out3 Residualen för sensorsignalen i kanal 2. 
Out4 Residualen för motorströmmen i kanal 1. 
Out5 Residualen för motorströmmen i kanal 2. 
 
I blocket ”Observerare” i figur 24 ovan återfinns det innersta lagret av observeraren, i stort 
sett en kopia av servomodellen, som har nedanstående utseende.  
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Figur 25: Innersta lagret i normalfallsobserveraren. I grunden är detta en kopia av servomodellen. Skillnaden är 
de åtta extra insignalerna (In2 till In9) som är återkopplingssignalerna till tillstånden. Att det är åtta 
istället för tio, som antalet tillstånd, framgår av texten nedan. 
 
Modellen har som synes nio insignaler, vilka är: 
 
In1 Referenssignalen. 
In2 Återkoppling av tillstånd x1. 
In3 Återkoppling av tillstånd x2. 
In4 Återkoppling av tillstånd x3. 
In5 Återkoppling av tillstånd x4. 
In6 Återkoppling av tillstånd x5,1 och x5,2. 
In7 Återkoppling av tillstånd x6,1 och x6,2.  
In8 Återkoppling av tillstånd x7. 
In9 Återkoppling av tillstånd x8. 
 
Utsignalerna är samma som för servomodellen. 
 
Återkopplingssignalerna kommer via blocket ”Återkoppling” som innehåller 
återkopplingskonstanterna. Blocket ”Återkoppling” har följande uteende. 
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Figur 26: Återkopplingsblocket visar hur 
återkopplingsvektorerna multipliceras för 
återkoppling till respektive tillstånd. 
 
Hur konstanterna (L1n till L10n) räknas ut kommer att tas upp i delkapitel 17.4 som behandlar 
återkoppling. Att signalerna för återkoppling av x1 (Out8) respektive x2 (Out7) delas med k4 
respektive k5 beror på att när dessa tillstånd definierades så inkluderades konstanterna i 
respektive tillstånd och således måste de skalas innan återkopplingen sker. Som synes 
multipliceras inte signalerna för återkoppling av tillstånden x5,1 och x5,2 (Out4) respektive x6,1 
och x6,2 (Out3) direkt med några återkopplingsvektorer i detta block. Anledningen till detta är 
att i observerarna så implementeras dessa brusreducerande filter på tillståndsform med hjälp 
av ss-modeller (state space) i LTI system. Detta medför att återkopplingsvektorerna kan 
läggas in direkt i modellen och sen ges residualvektorn som insignal till ss-modellen. Detta 
förklarar även varför återkopplingen till dessa tillstånd ”muxas” med, istället för adderas till, 
insignalen till de berörda tillstånden. För närmare beskrivning se delkapitel 17.4.1. 
 
 
17.3.2 Sensorbortfall 
Ett sensorbortfall simuleras genom att sätta sensorsignalen till noll. Detta görs genom att slå 
om omkopplarna så utsignalen till blocket ”brus/avbrott” i den yttre återkopplingsloopen i 
servomodellen blir konstant lika med noll. Hur detta block ser ut inuti visades i figur 10 i 
delkapitel 13.4.1. 
 
För kanal 1 innebär ett sensorbortfall att överföringsfunktionen för tillstånd x5,1 ändras 
gentemot normalfallet eftersom den lokala insignalen u5 är noll. Denna förändring medför att 
överföringsfunktionen för x5,1 blir  
 
2,51,51,5 1.2441000 xxx ⋅−⋅−=&  
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För kanal 2 innebär motsvarande fel att tillstånd x6,1 påverkas på motsvarande sätt så att dess 
överföringsfunktion blir 
 
2,61,61,6 1.2441000 xxx ⋅−⋅−=&  
 
För observeraren, som ska generera residualer för båda felen, kommer givetvis båda dessa 
ändringar att införas. Dessa är de enda förändringarna, beträffande överföringsfunktionerna, 
gentemot normalfallet för respektive kanal. Ändringarna i överföringsfunktionerna medför att 
värdena i återkopplingsmatrisen blir annorlunda gentemot normalfallet, även om metoden för 
att räkna fram dem är densamma. Hur detta går till kommer att visas i delkapitel 17.4.  
 
En annan skillnad gentemot normalfallet är att omkopplarna i båda ”brus/avbrott” blocken ska 
slås om så att deras utsignaler är lika med noll. Detta måste göras innan LTI Viewer används 
för att undersöka eventuella pol – nollställes förkortningar. 
 
 
17.3.3 Bias på sensorsignalen 
Observeraren som ska detektera bias på sensorsignalen är den observerare som skiljer sig 
mest från normalfallsobserveraren. Den största förändringen är att två nya tillstånd, s.k. 
integratortillstånd, ett på varje sensorsignal, införts för att upptäcka det ”extra bidrag” som 
bias på sensorsignalen utgör. Hur dessa tillstånd förs in visas i figuren av det innersta lagret av 
biasobserveraren nedan 
 
 
Figur 27: Innersta lagret av biasobserveraren. I figuren syns de extra tillstånden som de båda integratorerna 
under blocken ”brus/avbr” på respektive sensorsignal. 
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De nya tillstånden förs in genom att lägga till en integrator parallellt med blocket 
”brus/avbrott” på respektive sensorsignal. Så länge som ingen bias finns på sensorsignalen 
kommer de lokala utsignalerna ut ur integratorerna, y9 respektive y10, att vara noll (idealt). 
Eventuella biastillskott på sensorsignalen kommer att fångas upp av integratorerna och slå 
igenom i y9 respektive y10. Genom att titta på uppdateringarna av dessa tillstånd kan således 
bias upptäckas. 
 
Ett system med bias kan beskrivas av följande ekvationer 
 
extrxxCy
uBxAx
+⋅=
⋅+⋅=&
 
 
där xextr är de extra tillstånden. Systemekvationerna kan skrivas om till 
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
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Om extrx&  inte är konstant noll (idealt), som i fallet då bias i form av en rampfunktion används, 
stämmer inte den utökade A-matrisen, Ae, fullt ut. Det medför att den tillagda biasen inte 
fångas, eller återskapas, helt korrekt i biastillstånden. Det spelar emellertid ingen roll eftersom 
detektion av en sådan bias ändå är möjlig. 
 
Biastillstånden, xextr , påverkar tillstånd x5,1 respektive x6,1 på samma vis som tillstånd x2. A-
matrisen expanderas genom att lägga till två kolonvektorer med följande utseende 
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Biasen kommer även att synas på utsignalerna, vilket medför att C-matrisen måste expanderas   
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De extra tillstånden medför även att återkopplingsmatrisen måste expanderas. Hur detta går 
till kommer att tas upp i delkapitel 17.4.1. 
 
 
17.3.4 Avbrott på motorströmmen 
Avbrott på motorströmmen för endera kanal simuleras genom att slå om omkopplaren i 
blocket ”avbrott” på den kanal där strömmen önskas brytas. Blockets placering, framför 
förstärkningen k3 i servomodellen, syns i figuren över servomodellen i delkapitel 17.1. 
När omkopplaren slås om kommer signalen ut ur ”avbrott” att vara noll. Detta innebär stora 
ändringar i servomodellens överföringsfunktioner. 
 
För observeraren som simulerar avbrott på motorströmmarna i båda kanalerna samtidigt 
innebär detta att överföringsfunktionerna för tillstånd x1, x3, x4, x7 och x8 kommer att påverkas 
enligt: 
 
211211 119474)7119(44 xkkkxkkykykkkukx ⋅⋅⋅−⋅⋅−=⋅−⋅⋅−⋅=⋅=&  
 
[ ] 33333 250225 xuuxx ⋅−===⋅+⋅−=&  
 
[ ] 44444 250225 xuuxx ⋅−===⋅+⋅−=&  
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I övrigt är överföringsfunktionerna desamma som för normalfallet. 
  
 
17.3.5 Kärvning i mekaniken 
För att simulera kärvning slås omkopplaren framför den första integratorn om så att den ”lilla 
loopen” kring integratorn sluts (som beskrevs i delkapitel 13.5.3). Detta medför endast att 
tillstånd x1 påverkas gentemot normalfallet och får följande utseende. 
 
 1111 444 xkkykkukx ⋅⋅−=⋅⋅−=⋅=&  
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I övrigt är överföringsfunktionerna desamma som för normalfallet. 
 
 
17.4 Generellt om återkoppling 
Återkopplingen av observerarna görs för att observerarna ska bli framför allt stabila och i 
regel även snabbare än systemet de observerar. Generellt gäller att ju snabbare observeraren 
är desto bättre följsamhet vid ändringar har den. Dessvärre innebär detta att observerarna 
också blir känsligare för störningar. En tumregel är att göra observerarna dubbelt så snabba 
som systemet de ska övervaka. Hur detta går till ska nu visas. 
 
Följande ekvationer gäller för observerarna 
 
)(ˆ)(ˆ
)()()(ˆ)())(ˆ)(()()(ˆ)(ˆ
txCty
tyHtuBtxCHAtytyHtuBtxAtx
⋅=
⋅+⋅+⋅⋅−=−⋅+⋅+⋅=&      
 
där H är observerarnas återkopplingsmatris. 
 
Tumregeln är som sagt att välja H så att observerarens systempoler blir dubbelt så snabba som 
systempolerna till systemet den övervakar. Med andra ord ska H väljas så att polerna till 
)( CHA ⋅−  ligger dubbelt så långt från origo som polerna till A. Detta görs lättast med hjälp 
av kommandot place() i Matlab på följande vis: 
 
>> P=2*eig(A); 
 
>> H=[place(A',C',P)]'; 
 
I P anges var polerna till )( CHA ⋅−  ska placeras. Kommandot place() räknar sedan ut H så 
att polerna till )( CHA ⋅−  hamnar i P. För en närmare beskrivning skriv help place vid 
prompten i Matlab.  
 
Anledningen till att vissa av matriserna måste transponeras är för att kommandot place är 
framtaget för att beräkna L så att egenvärdena till )( LBA ⋅−  hamnar i P. Genom att 
transponera A- och C-matrisen kan place() användas för att beräkna återkopplingsmatrisen H 
till )( CHA ⋅−  eftersom TTTT HCACHA ⋅−=⋅− )( . Sedan måste place(A',C',P) 
transponeras för att rätt dimension på H ska erhållas. H måste vara en (10x5)-matris eftersom 
C har dimensionen (5x10) och multiplikation av dessa ska resultera i en (10x10)-matris för att 
subtraktion mot A-matrisen ska vara möjlig.  
 
 
17.4.1 Återkoppling av normalfallsobserveraren 
H beräknas med hjälp av A- och C-matriserna i Matlab enligt: 
 
>> P5n=2*eig(A5n); 
 
>> H5n=[place(A5n',C5n',P5n)]'; 
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Det som skiljer systemekvationerna för servomodellen och observerarna är 
återkopplingstermen ))(ˆ)(( tytyH −⋅  som består av följande delar: 
 
Återkopplingsmatrisen H 
 












=
105104103102101
9594939291
3534333231
2524232221
1514131211
hhhhh
hhhhh
hhhhh
hhhhh
hhhhh
H MMMMM  
 
och residualvektorn 
 
( ))(ˆ)()(ˆ)()(ˆ)()(ˆ)()(ˆ)())(ˆ)(( 5544332211 tytytytytytytytytytytyty utututututututututututut −−−−−=−
 
 
som består av skillnaderna i utsignal (Yut) mellan servomodellen och observerarna.. 
 
I översta raden av H finns de konstanter som multipliceras med vektorn och läggs till tillstånd 
x1, i andra raden finns de konstanter som multipliceras med vektorn och läggs till tillstånd x2, 
osv.  
 
 
De element ur H som ska användas för återkoppling till ett givet tillstånd plockas ut ur H och 
läggs in i en återkopplingsvektor L. Varje L-vektor är således unik för varje tillstånd. L-
vektorerna blir enligt exemplet ovan: 
 
Tillstånd x1: ( )15141312111 hhhhhnL =   
Tillstånd x2: ( )25242322212 hhhhhnL =   
Tillstånd x3: ( )35343332313 hhhhhnL =  
Tillstånd x4: ( )45444342414 hhhhhnL =  
Tillstånd x5,1: ( )55545352515 hhhhhnL =  
Tillstånd x5,2: ( )65646362616 hhhhhnL =  
Tillstånd x6,1: ( )75747372717 hhhhhnL =  
Tillstånd x6,2: ( )85848382818 hhhhhnL =  
Tillstånd x7: ( )95949392919 hhhhhnL =  
Tillstånd x8: ( )10510410310210110 hhhhhnL =  
 
De två extra tillstånden i biasobserveraren ska även de återkopplas vilket medför att P-vektorn 
med den önskade polplaceringen för systemmatrisen måste utökas. I detta fallet kommer 
utökningen att göras med handpåläggning, dvs. två önskade polplaceringar läggs ”manuellt” 
in sist i P-vektorn. För att försäkra sig om stabilitet väljs polplaceringen till –10 för de båda 
nytillkomna tillstånden. Den expanderade P-vektorn får följande utseende 
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( )10;10);(2 −−⋅= AeigPe  
 
och uttrycket för uträknandet av återkopplingsmatrisen H, med hjälp av place(), får 
nedanstående utseende 
( )( )Teeee PCAplaceH ,, ′′=  
 
Anledningen till att återkopplingsvektorer till tillstånden x5,1, x5,2, x6,1 och x6,2 (L5n till L8n) 
inte syns i figuren över blocket ”Åtekoppling” i delkapitel 17.3.1 är att dessa tillstånd 
realiseras med ss-modeller. Hur återkopplingen av dessa tillstånd går till ska nu visas. Först 
ska ss-modeller göras med hjälp av kommandona ss() och tf() i Matlab vilket ger 
 
>> ss(tf(250000, [1 1000 250000])) 
  
a =  
           x1      x2 
   x1   -1000  -244.1 
   x2    1024       0 
  
  
b =  
       u1 
   x1  16 
   x2   0 
  
  
c =  
          x1     x2 
   y1      0  15.26 
  
  
d =  
       u1 
   y1   0 
 
I observerarmodellen infogas ”LTI system block” ur Control System Toolbox för att ersätta 
blocken ”Brusfilter” i servomodellen. I LTI-blocken ska brusfiltrets tillståndsmatriser matas 
in, dvs. a-, b-, c- och d-matriserna som räknats fram ovan. För observerarna tillkommer bidrag 
från återkopplingstermen ))(ˆ)(( tytyH −⋅  till varje tillstånd. Detta innebär att b-matrisen 
måste utökas med återkopplingsvektorerna L5n och L6n (för den övre kanalen), och med L7n 
och L8n (för den undre kanalen). För den övre kanalen blir den utökade b-matrisen bext, som 
blir en (2x6)-matris, 



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nLb
nLb
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2
1  
 
Matriserna kan nu matas in i LTI blocket på följande vis 
 
ss(a, bext, c, d) 
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Insignalen till blocket måste givetvis även den utökas så att den får rätt dimension. Detta görs 
genom att ”muxa” residualvektorn med den ursprungliga insignalen. 
 
Beräkningarna i detta delkapitel måste göras för alla felfallen var för sig. Anledningen är att 
de olika driftsfallen har olika systemmatriser vilket påverkar beräkningarna av H-matriserna.  
 
 
17.5 Observerarbank 
Inne i observerarbanken ryms inte bara alla de enskilda observerarna utan även ett antal andra 
block som ska beskrivas här. Observerarbanken har som bekant följande utseende. 
 
 
Figur 28: Observerarbanken, samma som figur 23. 
 
Blockförklaringar 
 
Omkopplingar: Det långsmala blocket ”omkopplingar” mitt i figuren har som enda uppgift att 
sammanbinda insignaler med utsignaler. Blocket behövs egentligen inte men utan det skulle 
det vara ett ”virrvarr” av signalvägar mellan observerarna och residualblocken.  
 
Residualblock: De är fem stycken till antalet (”residual ut”, ”residual läge1” och ”residual 
läge2”, ”residual ström1” och ”residual ström2”) och har skapats för att samla residualerna för 
samma signal från de olika observerarna på ett och samma ställe. Inne i blocken finns ”scope” 
kopplade till residualerna så att de kan beskådas. Vissa residualer passerar genom 
residualblocken för utvärdering i logikblocket som ligger utanför observerarbanken. Vilka 
dessa residualer är och hur de väljs ut kommer att beskrivas längre fram i kapitel 19 som 
behandlar logikblocket.   
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18 STABILITET 
Det är väldigt viktigt att försäkra sig om att de återkopplade observerarna är stabila. Det första 
som bör undersökas är var observerarnas systempoler hamnar genom att titta på egenvärdena 
till )( CHA ⋅− , som alla måste ha negativ realdel. Det räcker dock inte med denna 
undersökning. Det kan förekomma olyckliga pol - nollställe förkortningar i systemet som 
leder till numeriska problem vid simuleringarna. För att undersöka detta utnyttjas åter 
verktyget LTI Viewer i Matlab/Simulink. En stabilitetsanalys kommer nu att göras för 
normalfallsobserveraren. 
 
 
18.1 Stabilitetsanalys 
Det första som ska undersökas är de återkopplade observerarnas egenvärden. Detta görs i 
Matlab med kommandot eig() enligt 
 
>> eig_n=eig(A5n-H5n'*C5n) 
 
eig_n = 
 
  1.0e+004 * 
 
  -1.2583           
  -1.2157           
  -0.1038 + 0.0175i 
  -0.1038 - 0.0175i 
  -0.0987           
  -0.1013           
  -0.0288           
  -0.0000           
  -0.0036           
  -0.0086 
 
Vi närmare undersökning avläses det åttonde egenvärdet ovanifrån till –0.1685. Alla 
egenvärden är negativa, dvs. ligger i vänster halvplan (VHP), vilket är kriteriet för stabilitet 
för slutna system (ref. [4]). Anledningen till att H-matrisen transponerats i beräkningen ovan 
är att den inte transponerades när den beräknades i Matlab-scriptet och alltså måste det göras 
här istället. 
 
Vi ska nu undersöka eventuella pol – nollställe förkortningar med LTI Viewer. Först öppnas 
observerarmodellen i Simulink och i Tools-menyn väljs Linear Analysis så att LTI Viewer 
öppnas. Sedan sätts en Input Point ut där referenssignalen kommer in (In6) och en Output 
Point på utsignalen Yut1 (se bilden nedan) 
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Figur 29: Normalfallsobserverare med Input- och Output point till LTI Viewer. 
Figuren visar hur Input- och Output point till LTI Viewer placeras för 
stabilitetsanalysen. 
 
I LTI Viewer väljs nu Get Linearized Model under Simulink-menyn så att modellen hämtas 
in. Genom att högerklicka i plotfönstret kan ”I/O Pole/Zero” väljas under ”Plot Types” och 
modellens poler och nollställen visas i fönstret. För att kunna undersöka dem närmare 
exporteras modellen till Matlab. Detta görs genom att välja ”Export” under ”File-menyn”. I 
fönstret som kommer upp väljs den modell ut som ska exporteras och sedan är det bara att 
klicka på ”Export To Workspace”-knappen. 
 
Väl i Matlab kan eig(modellnamn) användas. Resultatet blir 
 
>> lti_eig_n=eig(simmod5_1) 
 
lti_eig_n = 
  1.0e+006 * 
 
  -3.9635           
  -1.7802           
  -0.0010           
  -0.0005           
  -0.0005 + 0.0000i 
  -0.0005 - 0.0000i 
  -0.0005           
  -0.0000           
  -0.0000           
  -0.0000   
 59
 
Vid en närmare titt kan de tre sista egenvärdena avläsas till -0.2217, -26.8216 och -25.2509. 
Samtliga egenvärden är alltså stabila. 
  
För att upptäcka eventuella pol – nollställe förkortningar används kommandot minreal() som 
tar fram en minimal realisering av systemet. Sedan används eig() för att räkna ut egenvärdena 
för denna realisering. Resultatet blir (förtydligade värden inom parentes)  
 
>> min=eig(minreal(simmod5_1)) 
2 states removed. 
 
min = 
 
  1.0e+006 * 
 
   -3.9635 
   -1.7802 
   -0.0010 
   -0.0005 
   -0.0005 
   -0.0000 (-0.2217) 
   -0.0000 (-26.8216) 
   -0.0000 (-25.2509) 
 
Två pol - nollställe förkortningar har alltså inträffat men de resulterade inte i några numeriska 
problem. Slutsatsen kan dras att den här återkopplade observeraren är stabil.  
 
Dessa undersökningar måste göras för varje enskild återkopplad observerare för att försäkra 
sig om stabilitet. Metoden är givetvis densamma som för normalfallet varför dessa 
beräkningar inte kommer att redovisas i denna rapport. Alla de återkopplade 
felfallsobserverarna är stabila med ett undantag som kommer att belysas nedan.  
 
När felfallet kärvning undersöktes upptäcktes att ett av egenvärdena till den återkopplade 
observeraren var instabilt. Det var placerat mycket nära origo i höger halvplan (HHP). Detta 
beror sannolikt på att ett av egenvärdena till A5k ligger i origo och när polplacering till dubbla 
egenvärdena görs så ”knuffas” ett egenvärde till (A5k-H5k*C5k) in i HHP. Vid undersökning 
med LTI Viewer uppvisade den återkopplade observeraren dock stabil karakteristik så det var 
nog inget problem egentligen. För att vara på den säkra sidan valdes en ny polplacering 
genom att placera polen, som tidigare låg i origo, på samma ställe på negativa reella axeln 
som de långsammaste systempolerna (-0.1685) 
 
>> P5k=2*eig(A5k); 
 
>> P5k(9)=P5k(2); 
 
>> H5k=[place(A5k',C5k',P5k)]'; 
 
När denna återkoppling användes hamnade alla egenvärden till (A5k-H5k*C5k) i VHP och 
även undersökningarna med LTI Viewer visade på stabilitet.  
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19 LOGIK – UTVÄRDERING AV RESIDUALER 
Som nämndes i kapitel 15 består feldetektering av två huvudsakliga delar, där generering av 
residualer är den första. Vi har nu kommit till den andra delen, nämligen själva detektionen 
och isoleringen av de eventuella felen.  
 
Det finns två huvudsakliga principer när det gäller att utvärdera residualer. Dessa är 
 
1. tröskelvärdestest 
2. statistiska test 
 
De båda metoderna har båda för- och nackdelar.  
 
Tröskelvärdestest fungerar på så vis att om en given signal/residual överskrider ett förbestämt 
värde så anses ett fel ha uppstått. Det handlar alltså rent matematiskt om en enkel jämförelse. 
Den stora fördelen med metoden är att den inte innehåller så krävande beräkningar som tar tid 
och därför leder till snabb detektion och isolering av fel. Den stora nackdelen är att det inte är 
säkert att tröskelvärdena som tas fram är giltiga för alla insignaler (referenssignaler). Det går 
dock att göra tröskelvärdena adaptiva, dvs. de ändras med olika insignaler, om så krävs. 
 
Statistiska test kan utformas på olika sätt. Vanligtvis undersöks varians, medelvärde eller 
liknande egenskaper hos residualerna. Dessa test är i regel matematiskt mer komplexa än 
tröskelvärdestest men de är i gengäld inte beroende av insignalen på samma sätt som 
tröskelvärdena kan vara (ref. [3]). 
  
I detta examensarbete kommer fokus att ligga på tröskelvärdestest. Anledningen till detta är 
främst en önskan om att hålla nere komplexiteten i beräkningarna. Om det visar sig att 
tröskelvärdes test inte fungerar tillfredställande kommer ett nytt system baserat på statistiska 
test att designas. 
 
 
19.1 Simuleringar 
Först måste några ord om simuleringarna nämnas. Vid utvecklingen av logikenheten har 
samma insignal använts i alla simuleringar, nämligen en sinussignal med amplituden 1 och 
frekvensen 1 rad/sekund. Tanken är att designa ett fungerande utvärderingssystem utifrån 
detta och sedan anpassa det om så krävs för att klara av andra insignaler. Vidare har den 
numeriska lösaren ode 15s med variabel steglängd använts. 
 
Utvecklingsarbetet började med att köra igenom ett par simuleringsrundor där alla fel 
inkluderas. Detta görs genom att starta simuleringen och sedan slå om omkopplarna för de 
respektive felen i tur och ordning medan simuleringen fortskrider. Sedan är det bara att 
fokusera på ett fel i taget och studera alla de residualer som finns tillgängliga för att se om det 
går att upptäcka några typiska drag som återkommer varje gång ett givet fel simulerats. Detta 
är ett väldigt tidskrävande arbetet men det måste göras. En simulering av de olika felen 
kommer nu att visas. I simuleringen har felen kopplats in och ur vid följande tidpunkter. 
 
Feltyp  Starttid Stoptid 
Sensorbortfall kanal 1 (a1) 6.0 9.0 
Sensorbortfall kanal 2 (a2) 15.0 18.0 
Bias på sensorsignal kanal 1 (b1) 24.0 27.0 
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Bias på sensorsignal kanal 2 (b2) 33.0 36.0 
Avbrott motorström kanal 1 (sa1) 42.0 45.0 
Avbrott motorström kanal 2 (sa2) 51.0 54.0 
Kärvning (k) 60.0 63.0 
 
Här visas ett utdrag av de mer intressanta residualerna. 
 
 
Figur 30: Lägesresidualerna från observeraren för sensorbortfall på de två kanalerna. 
 
 
Figur 31: Strömresidualerna från observeraren för avbrott på motorströmmen på de två kanalerna. 
 
 
Figur 32: Lägesresidualerna från observeraren för bias på sensorsignalen på de två kanalerna. 
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Figur 33: Utresidualen för normalfallsobserveraren. 
 
Ett mycket stort antal simuleringar liknande denna har gjorts. Felen har kopplats in och ur vid 
alla tänkbara tidpunkter och i alla möjliga ordningar. Resultaten har hela tiden varit 
konsekventa vilket gör att kommande slutsatser kunnat dras beträffande de olika felen. 
 
1. Då avbrott på sensorsignalen simuleras kommer lägesresigualerna (läge1_a respektive 
läge2_a) från avbrottsobserveraren att bli noll för den kanal där avbrottet sker. 
 
2. Då bias på sensorsignalen simuleras kommer uppdateringen av tillstånd x9 och x10 i 
biasobserveraren inte längre pendla kring noll utan biasen fångas upp i det tillstånd 
som tillhör den kanal där biasen läggs på. Liknande fenomen kan inträffa då avbrott 
simuleras men genom att ge det senare felfallet högre prioritet i logikenheten så blir 
det inga problem med feldetektering. 
 
3. Då avbrott på motorströmmen simuleras kommer strömresidualen (ström1_sa 
respektive ström2_sa) från strömavbrottsobserveraren att bli noll för den kanal där 
strömavbrottet sker. 
 
4. Då kärvning simuleras kommer absolutbeloppet av utresidualen från 
normalobserveraren (ut_norm) att växa snabbt. 
 
Det är alltså endast i bias- och kärvnings-fallen som det rör sig om ett tröskelvärde i egentlig 
mening som residualen ska hålla sig inom (bias) eller överskrida (kärvning) för att felet ska 
detekteras och isoleras. I de övriga fallen ”letas nollor” (se tabell 1 i delkapitel 19.2) och 
dessa kommer med stor sannolikhet inte att vara beroende av vilken referenssignal som ges. 
Den ”stora nackdelen” med tröskelvärdestest har alltså sannolikt undvikits vid två av fyra 
feltyper. En undersökning av behovet av adaptiva tröskelvärden kommer att göras i delkapitel 
20.1.  
 
Värt att notera är även att ingen av residualerna som visas ovan kommer från 
kärvningsobserveraren. Felfallet kärvning detekteras istället genom utsignalen (ut_norm) från 
observeraren för normalfallet. En kärvningsobserverare behövs alltså egentligen inte. Vid 
framtagandet av blocket ”Logik” härnäst och i kapitel 20 om utvärdering har inte 
kärvningsobserveraren tagits med utan en design med fyra observerare (som i metod 1 i 
kapitel 17) har använts. 
 
 
 63
19.2 Logikblocket 
Det är nu dags att design själva detekteringslogiken. För detta ändamål skapas blocket 
”Logik” som placeras i det översta lagret i den kompletta modellen enligt 
 
 
Figur 34: Komplett system med servomodell, observerarbank och logik för utvärdering av residualerna. 
 
Från observerarbanken skickas de residualer som, enligt delkapitel 19.1, visat sig vara 
intressanta till logik-blocket. Logikblocket är uppbyggt på följande vis. 
 
 
Figur 35: Logikblocket. Figuren visar det översta lagret i utvärderingen av residualerna. Utvärderingen sker 
i flera steg från vänster till höger i figuren. Först skapas en diskret felsignal i blocket ”disk.felsign. 
x” som skickas till en räknare, ”feltid räknare”. När feltid räknaren har nått ett bestämt värde 
ställer den ut den slutgiltiga felsignalen. En prioritering mellan felen bias på sensorsignalen och 
kärvning måste också göras. Slutligen summeras de enskilda felsignalerna. 
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Insignalerna matas direkt in i de block som undersöker om ett specifikt fel inträffat. Det finns 
ett sådant block för varje fel. Dessa block lägger ut en diskret felsignal (1 för fel, 0 annars). 
 
 För att se hur detta går till öppnar vi blocket ”disk. felsign. a” som undersöker sensorbortfall.    
 
 
Figur 36: Diskret felsignal. Figuren visar blocket disk. felsign. a som avgör om 
felet sensorbortfall inträffat eller inte. Om felet inträffat på endera 
kanalen sätts utsignalen ur blocket till 1 för den berörda kanalen. 
 
Så länge som insignalerna In1 (läge1_a) respektive In2 (läge2_a) är noll läggs en 1:a ut på 
Out1 respektive Out2, annars läggs 0 ut.  
 
Det finns ett sådant här block för varje fel och det enda som skiljer dem åt, förutom deras 
insignaler, är vid vilket värde på residualerna som 1:an läggs ut. I detta avseende skiljer sig 
”disk. felsign. b” (bias på sensorsignalen) och ”disk. felsign. kärvning” (kärvning) från ”disk. 
felsign. a” (sensorbortfall) och ”disk. felsign. sa” (avbrott på motorströmmen) enligt 
nedanstående tabell. 
 
Block Utställande av disk. felsignal då residualen är 
”disk. felsign. A” 0 
”disk. felsign. sa” 0 
”disk. felsign. b” >0.00005 eller < -0.00005 
”disk. felsign. kärvning” > 0.002 eller < -0.002  
Tabell 1: Tröskelvärden för diskret felsignal. 
 
För att feldetektionen inte ska bli känslig för glapp eller ge felsignal varje gång som 
residualerna passerar noll konstrueras en räknare per diskret felsignal som styr när den 
slutgiltiga felsignalen läggs ut (en alternativ metod med filter visas i ref.[3]). De har alla 
samma principiella utseende så vi kan ta den för sensorbortfall på kanal 1, dvs. den som är 
kopplad till Out1 i ovanstående figur. 
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Figur 37: Feltid räknare. Blocket tar emot den diskreta felsignalen och en räknare börjar öka i 
värde då felet inträffar. När ett förbestämt tröskelvärde passeras ställs den slutgiltiga 
felsignalen, som är specifik för varje fel, ut.  
 
I den vänstra halvan kontrolleras om insignalen till blocket är 0 eller 1. Om den är 0, dvs. 
inget fel har inträffat, händer ingenting. Om den är 1 blir if-satsen sann och ”If Action 
Subsystem” aktiveras. Inne i detta block läggs en 1:a till insignalen (som ju är 1) som sedan 
skickas ut igen. Utsignalen återkopplas via en fördröjning tillbaka och adderas till insignalen 
som går in i blocket på nytt där en 1:a adderas till signalen igen. Detta fortskrider så länge 
som if-satsen är sann. Utsignalen från ”If Action Subsystem” kommer att se ut som en trappa 
som ökar med steg om två så länge som if-satsen är sann. Då if-satsen inte är sann nollställs 
räknaren eftersom utsignalen till ”If Action Subsystem” är noll då blocket inte är aktivt. 
 
I den högra halvan sköts själva utställandet av felsignalen. Hur långt räknaren ska räkna och 
vilken signal som läggs ut skiljer sig mellan de olika feltidräknarna enligt nedanstående tabell. 
 
Feltyp If-block tröskelvärde Felsignal 
Sensorbortfall kanal 1 (a1) >= 30 1 
Sensorbortfall kanal 2 (a2) >= 30 -1 
Bias på sensorsignal kanal 1 (b1) >= 80 2 
Bias på sensorsignal kanal 2 (b2) >= 80 -2 
Avbrott motorström kanal 1 (sa1) >= 30 4 
Avbrott motorström kanal 2 (sa2) >= 30 -4 
Kärvning (k) >= 25 3 
Tabell 2: Tröskelvärden för slutgiltig felsignal samt belopp på slutgiltig felsignal. 
 
Tiden det tar från det att ett fel inträffar tills det att felsignalen ställs ut kan styras dels genom 
värdet på tidsfördröjningen som återkopplar räknaren och dels genom värdet som måste 
överskridas i det sista if-blocket. Anledningen att värdena i if-blocken skiljer sig åt är att det 
till exempel anses viktigare att upptäcka kärvning snabbt medan det inte är så stor brådska att 
upptäcka bias på sensorsignalen. Då inget fel inträffat lämnar feltid räknarna en 0:a som 
utsignal. I simuleringarna har tidsfördröjningen valts till 0.01 vilket medför att felsignalen för 
sensorbortfall ställs ut cirka 0.15 sekunder efter det att felet först upptäcktes. 
 
Som antyddes tidigare kan felet bias på sensorsignalen upptäckas när det i själva verket är 
felet sensorbortfall som inträffat. För att lösa detta införs blocket ”Prioritering” i ”Logik”-
blocket.  
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Figur 38: Prioritering. Avgör om felsignal för kärvning och bias på 
sensorsignalen är utställda samtidigt. Om så är fallet prioriteras 
kärvning. 
 
Vad blocket gör är att det undersöker om felsignalerna för sensorbortfall och bias på 
sensorsignalen indikerar fel samtidigt. Om så är fallet läggs felsignalen för sensorbortfall ut.  
 
Avslutningsvis summeras alla felsignalerna och skickas ut ur blocket ”Logik” för grafisk 
beskådning via scopet ”fel”. 
 
 
20 UTVÄRDERING 
I alla simuleringar som hittills gjorts har en sinussignal med amplituden 1 och frekvensen 1 
rad/sekund använts som referenssignal. Det är naturligtvis så att systemet måste klara av att 
detektera fel vid andra referenssignaler. Innan simuleringarna redovisas måste ett par saker 
påpekas. 
 
1. Examensarbetet behandlar endast detektering och isolering av fel, dvs när och var ett 
fel inträffar. Vad som inträffar efter ett fel belyses inte i denna rapport, det viktiga är 
att alla fel detekteras och isoleras korrekt. 
 
2. I utvärderingen kommer sinussignaler med olika amplitud och frekvens att användas 
eftersom det bedömts som troligt att en verklig referenssignal hela tiden ändrar sig lite, 
precis som en sinussignal. 
 
 
De intressanta amplitud- och frekvensintervallen för sinussignaler kan härledas från delkapitel 
13.1 till: 
 
Amplitud 0 → 30 
Frekvens (rad/sekund) 0 → 3.2 
 Tabell 3: Amplitud- och frekvensomfång av sinussignal som referenssignal. 
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Att maxamplituden är 30 kommer från att roderaktoriteten är 30 grader. Att maxfrekvensen är 
3.2 rad/sekund kommer från att den maximala roderhastigheten är 45 grader/sekund (0.8 
rad/sekund). Eftersom frekvensen avser sinuskurvans frekvens måste 0.8 multipliceras med 4 
(det är 4 förflyttningar från 0 till vändläge eller vise versa under en period) vilket ger 3.2.  
 
 
20.1 Simuleringar med olika referenssignaler 
Ett antal simuleringar har körts med olika referenssignaler. De olika referenssignalerna som 
använts är: 
 
 Signaltyp Amplitud Frekvens 
1. sinus 0.1 0.1 
2. sinus 0.1 1 
3. sinus 0.1 3.2 
4. sinus 1 0.1 
5. sinus 1 1 
6. sinus 1 3.2 
7. sinus 10 0.1 
8. sinus 10 1 
9. sinus 10 3.2 
10. sinus 30 3.2 
11. sinus 0.05 0.01 
 Tabell 4: Referenssignaler. I tabellen visas de olika referenssignaler (av 
sinus-typ) som använts under utvärderingen. 
 
Vid alla körningar har felen simulerats vid samma tidpunkter och i samma ordning för att 
rättvisa jämförelser ska kunna göras. Fokuseringen under körningarna har legat på tre 
områden, nämligen 
 
1. Alla fel ska detekteras korrekt. 
2. Inga fel ska detekteras under normaldrift. 
3. Detekteringstiden ska hållas nere. 
 
Vi börjar med att titta på detektionstiderna. Nedanstående detekteringstider uppmättes (alla 
tider är angivna i sekunder). 
 
fel tid 1 2 3 4 5 6 7 8 9 10 11 
a1 3.0→5.0 0.2 0.15 0.15 0.15 0.15 0.15 0.2 0.15 0.2 0.2 0.15 
a2 10.0→12.0 0.2 0.15 0.2 0.2 0.2 0.15 0.15 0.15 0.15 0.15 0.2 
b1 17.0→19.0 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
b2 25.0→27.0 0.7 0.7 0.65 0.65 0.7 0.7 0.7 0.7 0.7 0.7 0.7 
sa1 32.0→34.0 0.15 0.15 0.2 0.25 0.2 0.15 0.2 0.2 0.15 0.15 0.15 
sa2 39.0→41.0 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.15 0.2 0.15 
k 45.0→47.0 0.35 0.25 0.25 0.3 0.3 0.15 0.25 0.2 0.2 0.15 0.35 
Tabell 5: Detektionstider då sinussignaler använts som referenssignal. 
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Till att börja med kan konstateras att det inte är någon större skillnad i detekteringstid för 
samma fel mellan de olika körningarna. Typiska detekteringstider för en sinussignal med 
amplituden 1 och frekvensen 1 (signalen som systemet designats utifrån) är: 
 
 a1, a2 0.15 till 0.2 
 b1, b2 0.7 
 sa1, sa2 0.15 till 0.2 
 k 0.15 till 0.3 
 
Det finns flera olika parametrar med vilka detekteringstiden kan ökas eller minskas. Bland 
dessa finns tröskelvärdena vid bias- och kärvningsdetektering och värdet som feltid räknarna 
måste komma upp i innan felsignal ställs ut. Detektionstiderna i sig är alltså inte så intressanta 
utan mätningarna är framför allt gjorda för att se om det finns några markanta skillnader 
mellan de olika körningarna, vilket det inte kan påstås vara. Det bör även sägas att det inte är 
så väldigt stor noggrannhet i mätningarna, men fullt tillräcklig för att kunna urskilja 
eventuella trender.  
 
I samtliga körningar detekterades alla fel korrekt och det förekom inte heller några detektioner 
av fel under normaldrift. Dessa är de två viktigaste kriterierna som måste uppfyllas av 
feldetekteringssystemet. Slutsatsen kan alltså dras att adaptiva tröskelvärden inte behövs för 
att feldetekteringssystemet ska klara av korrekt detektering utan felaktig detektering vid 
normaldrift. 
 
För att försäkra sig om att tidpunkten för felets inträffande inte har någon betydelse för att 
detektionssystemet ska uppfylla punkterna ovan har ytterligare simuleringar gjorts där varje 
fel har simulerats vid olika tidpunkter. Det är omöjligt att redovisa alla körningarna då det rör 
sig om 5 till 10 körningar per fel och referenssignal. Resultaten visar dock att tidpunkten inte 
har någon som helst betydelse vare sig för korrekt detektering, ingen feldetektering vid 
normaldrift eller detekteringstiden.  
 
Det har även gjorts körningar med konstanta referenssignaler. Samma tidpunkter för de olika 
felen har använts som för sinussignalerna. De referenssignaler som använts är 0, 5, -5, 10 och 
–10 med följande detektionstider. 
 
Fel Tid 0 5 -5 10 -10 
a1 3.0→5.0 0.2 0.2 0.15 0.15 0.15 
a2 10.0→12.0 0.15 0.15 0.2 0.15 0.15 
b1 17.0→19.0 0.7 0.7 0.7 0.7 0.7 
b2 25.0→27.0 0.7 0.7 0.7 0.7 0.7 
sa1 32.0→34.0 0.15 0.15 0.2 0.15 0.2 
sa2 39.0→41.0 0.15 0.15 0.15 0.15 0.15 
K 45.0→47.0 0.35 0.2 0.25 0.5 0.5 
Tabell 6: Detektionstider för konstanta referenssignaler. 
 
Detektionstiderna är de samma som för sinussignalerna ovan med två undantag, nämligen de 
för kärvning (K) och referenssignalen 10 (oavsett tecken). Det finns en enkel förklaring till 
detta. Om vi tittar på residualen med vilken vi detekterar kärvning (ut_norm) så ser vi att den 
drar iväg för att sedan vända och dra iväg åt andra hållet (se figur nedan för referenssignalen -
10). Den första feldetektionen görs redan efter 0.2 sekunder men den ”tappas” efter ytterligare 
0.15 sekunder och återkommer inte förrän efter ytterligare 0.15 sekunder. Det tar alltså 0.5 
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sekunder till dess att en ”stabil” felsignal läggs ut. Det är inga problem för en verklig motor 
att arbeta under kärvning i 0.5 sekunder så det anses inte vara ett problem att felsignalen 
dröjer lite. 
 
 
Figur 39: Utresidual för normalfallsobserveraren 
 
Liknande fenomen iakttogs i mindre utsträckning även för referenssignalerna 5 och –5 men 
även där kan det inte anses som ett problem av samma anledning som för referenssignalerna 
10 och –10. Under körningarna gjordes inga feldetekteringar under normaldrift och alla fel 
detekterades och isolerades korrekt. 
 
Beträffande felfallet bias måste en sak nämnas. I simuleringarna har olika typer av bias 
använts, både konstanta och rampfunktioner. Flera olika värden på konstant bias har nyttjats 
liksom olika lutningar på rampfunktionerna. I samtliga fall har korrekta detekteringar gjorts 
och detektionstiderna har varit likvärdiga med dem som redovisats för felet bias i tabellerna 
ovan. 
 
För att undersöka systemets förmåga att hantera modelleringsfel har ändringar i 
servomodellen, men inte i observerarna, gjorts på ett antal olika ställen. De ändringar som 
gjorts är: 
 
1. En konstant med värdet 0.5 har adderats till signalen som lämnar konstanten k2 i 
motorns ”övre” kanal. 
 
2. Värdet på k2 har ökats med 50% på den ”övre” kanalen. 
 
3. Värdet på k8 har ökats med 50% på den ”övre” kanalen. 
 
4. Värdet på k7 har ökats med 50%. 
 
5. Värdet på k9 har ökats med 50%. 
 
Simuleringar, där samtliga fel kopplats in och ur, har gjorts med var och en av dessa 
ändringar. Vid simuleringar med de första fyra ändringarna ovan har varken falskdetektioner 
eller missade detektioner av några fel gjorts. Detektionstiderna har inte heller avvikit från dem 
som uppmätts tidigare. När systemet simulerades med den sista ändringen (nr. 5) uppstod 
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problem med falsdetektioner av kärvning vid normal drift. Slutsatsen blir således att systemet 
kan hantera de flesta typer av modelleringsfel. 
21 SLUTSATSER 
Syftet med examensarbetet var att undersöka möjligheterna med ett feldetekteringssystem 
baserat på analytisk redundans. Resultaten visar att ett sådant system kan konstrueras med god 
tillförlitlighet. Hur bra det fungerar i en verklig applikation går det inte att säga så mycket om 
i nuläget, men att det finns stor potential råder det ingen tvekan om. Det finns flera olika 
metoder för att designa ett FDI-system. I detta arbete valdes ett system baserat på en 
uppsättning observerare som samlas i en observerarbank. 
 
Fler detekteringssystem än det som beskrivits i rapporten har tagits fram. Kompletta designer 
baserade på 4, 5, 7 och 9 observerare i observerarbanken har gjorts. Alla har inte utvärderats 
lika grundligt som det system som presenteras i rapporten, men de har alla visat att de kan 
fungera. Vilka residualer som används för detektionen och isoleringen av felen beror i viss 
mån på vilken design som används. Det finns givetvis även flera olika kombinationer av 
residualer som kan användas för en och samma design. Det system som presenterats i 
rapporten har visat sig fungera mycket väl men det betyder inte att det inte finns ett annat sätt 
som fungerar minst lika bra. 
 
Att valet föll på ett system med 4 observerare där residualerna utvärderas med något som kan 
likna tröskelvärdeslogik beror i stor utsträckning på önskemålet om att hålla nere 
komplexiteten så mycket som möjligt. Eftersom resultaten varit bra har det inte funnits så stor 
anledning att designa en mer avancerad metod för att utvärdera residualerna. Några 
beräkningar av medeltiden mellan falska detekteringar eller missade detekteringar har inte 
kunnat göras då ingendera har inträffat. Det är möjligt att detta beror på att designen är ” för 
konservativ”. Det handlar om en ”trade off” mellan prestanda och felkänslighet, där valet har 
fallit på en design med lägre prestanda vilket fått lägre felkänslighet som följd.  
 
Det ska påpekas att den servomodell som använts inte är baserad på en existerande motor. 
Hur vida servomodellen stämmer med någon verklig motor, vilken som helst, spelar 
egentligen ingen roll. Poängen har som sagt varit att visa att det går att övervaka en process 
med t.ex. en uppsättning observerare tillsammans med någon form av logik.  
 
Det framtagna systemet har fungerat väldigt bra i utvärderingen. Inga fel har undgått 
detektion. Det har inte heller förekommit några falskdetektioner då det inte varit några fel, 
med ett undantag som vi återkommer till. Detektionstiderna är olika för olika typer av fel. 
Detta är en ren inställningsfråga. Det går att få ner detektionstiderna betydligt genom att ändra 
värdet som feltidräknarna måste uppnå för att ställa ut felsignalen. En annan möjlighet är att 
låta feltidräknarna räkna snabbare genom att minska tidsfördröjningen i återkopplingen av 
dem. Det har inte framställts några formella krav på detektionstiderna från SaabTechs sida, 
men antydningar har gjorts att de detektionstider som uppmätts under simuleringarna i 
delkapitel 20.1 är tillräckligt låga. Om justeringar görs på systemet för att minska 
detektionstiderna är risken att problem uppstår så att falskdetekteringar görs under normal 
drift. 
 
Den enda gången som falskdetektioner förekommit har varit när ett modelleringsfel tillfogats 
genom att öka servomodellens värde på konstanten k9 med 50%. De övriga typer av 
modelleringsfel som testats har systemet klarat av på ett bra sätt. Det är möjligt att det går att 
undvika falskdetektioner av kärvning vid modelleringsfel av k9 om detektionen av kärvning 
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kan göras med hjälp av en annan residual än den som i nuläget används. Detta har dock inte 
testats så några definitiva uttalanden kan inte göras i nuläget.  
 
I det feldetekteringssystem som tagits fram är alla observerare ”aktiva” hela tiden. Det är 
önskvärt att felfallsobserverarna endast är ”aktiva” när ett fel inträffat för att minimera de 
tidskrävande beräkningarna. Med andra ord skulle det vara bra om detektion kunde göras på 
ett enkelt sätt och först då koppla in hela observerarbanken för att isolera var felet inträffat. 
Försök att designa ett sådant system, där normalfallsobserveraren använts för detektion, har 
gjorts på en av de tidigare modellerna (med 9 observerare i observerarbanken) med lovande, 
men inte fullt tillfredställande, resultat. Till den modell som presenterats i rapporten finns 
dock inte något liknande system framtaget. 
  
Det feldetekteringssystem som presenteras i rapporten är nödvändigtvis inte det bästa i alla 
anseenden. Det är möjligt att vissa typer av fel skulle kunna detekteras på ett enklare sätt. Det 
går givetvis att kombinera delar av olika FDI-system till ett komplett FDI-system. Det går 
givetvis även att bygga om FDI-systemet så att andra fel än de som fokus i denna rapport har 
legat på kan detekteras och isoleras. 
 
 
22 FRAMTIDA ARBETE 
Det finns flera intressanta områden inom vilka förbättringar av det framtagna FDI-systemet 
skulle kunna göras. Bland annat skulle det vara intressant att se om det går att göra en 
effektivare design genom att sköta identifieringen med statistiska test istället för 
tröskelvärdestest. 
 
För att få en väsentligt snabbare design krävs det att detektionsdelen och identifieringsdelen 
separeras. Det är onödigt att hela observerarbanken är ständigt inkopplad. Stora vinster 
beträffande beräkningstider finns sannolikt i att skapa ett system där isoleringen av fel endast 
görs då vi vet att ett, men inte vilket, fel har inträffat. 
 
Klara förbättringar av designen skulle kunna göras om exaktare brusmodeller fanns 
tillgängliga. Med tillgång till bra brusmodeller skulle effektivare filter kunna designas, vilket i 
sin tur medför att designen skulle kunna göras ”mindre konservativ”. 
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