ABSTRACT We model the energy transfer and trapping kinetics in PSI. Rather than simply applying Fö rster theory, we develop a new approach to self-consistently describe energy transfer in a complex with heterogeneous couplings. Experimentally determined spectral densities are employed to calculate the energy transfer rates. The absorption spectrum and fluorescence decay time components of the complex at room temperature were reasonably reproduced. The roles of the special chlorophylls (red, linker, and reaction center, respectively) molecules are discussed. A formally exact expression for the trapping time is derived in terms of the intrinsic trapping time, mean first passage time to trap, and detrapping time. The energy transfer mechanism is discussed and the slowest steps of the arrival at the primary electron donor are found to contain two dominant steps: transfer-to-reaction-center, and transfer-to-trap-from-reaction-center. The intrinsic charge transfer time is estimated to be 0.8;1.7 ps. The optimality with respect to the trapping time of the calculated transition energies and the orientation of Chls is discussed.
INTRODUCTION
Photosynthesis provides almost all the energy for life on Earth. At the core of photosynthesis in cyanobacteria, algae, and green plants are the two reaction centers (RCs) and their associated light harvesting complexes, i.e., Photosystem I (PSI) and Photosystem II (PSII). These complexes contain a large number of Chlorophyll (Chl) molecules that absorb visible light and efficiently transfer the excitation energy to the RCs where the energy is trapped and electron transfer takes place. The mechanism and path of the energy flow has been the subject of much research Fleming and van Grondelle, 1997; Karapetyan et al., 1999; Melkozernov, 2001) . In this article we will focus on energy transfer and trapping dynamics in Photosystem I.
Unique to PSI are antenna Chls that absorb slightly to the red of the special pair (P700) in the RC . The origin of the red shift of these Chls has been proposed to be excitonic interaction (Gobets et al., 1994; Engelmann et al., 2001; Jordan et al., 2001; Zazubovich et al., 2002) , as well as a combination of excitonic interactions and energetic shifts induced by the protein (Damjanovic et al., 2002) . The role of these red Chls is unclear, although several have been suggested: to protect the complex in high light conditions (Karapetyan et al., 1999) , to broaden the antenna absorption cross-section as an evolutionary advantage to adapt the system to spectrally filtered light (Trissl, 1993; Rivadossi et al., 1999) , or to increase the efficiency of energy transfer to the RC (Holzwarth et al., 1993; Trissl, 1993; van Grondelle et al., 1994) . The last is plausible only when the red Chls are located at a position guiding the excitations to the RC. In a trimer of a cyanobacteria Synechococcus elongatus, the location of the far red Chls absorbing at 719 nm is believed to be at the trimeric interface region since the monomeric unit is characterized by a reduced content of the spectral form (Palsson et al., 1998) . suggested that the red Chls may simply be a consequence of the relatively dense packing of Chls in PSI.
Time-resolved experiments have revealed several timescales of energy transfer in PSI. When the red Chls are selectively excited, rapid (380-1600 fs; see Melkozernov et al., 2000; Gobets et al., 2002a) energy transfer is observed from the red Chls to either the bulk or the RC Chls. When the peak of the Chl Q y band is excited directly, three timescales have been observed for Synechocystis sp. PCC 6803 monomers and trimers (Melkozernov et al., 2000 Gobets et al., 2002a) and Synechococcus elongatus (Kennis et al., 2001; Gobets et al., 2002a) . The shortest timescale, between 300 and 500 fs, has been attributed to bulk Chl equilibration. The second timescale, between 1 and 5 ps, corresponds to equilibration between bulk antenna Chls and those Chls absorbing further to the red. In Synechococcus elongatus another timescale of 9.6 ps was found. This also has been attributed to energy transfer from the bulk to the red Chls. Finally, the longest timescale, largely insensitive to excitation wavelength, is the species-dependent trapping time ranging from 22-67 ps .
While these timescales provide invaluable information, many questions about the design principles of the PSI core antenna remain. Have the transition frequencies and orientations of the PSI antenna Chls been optimized to facilitate energy transfer to the electron transfer chain by creating specific pathways for energy flow? Does any kind of energy funnel exist? Does a parallel exist between PSI and the purple bacterial LHI/RC system, where the final energy transfer step to the primary electron donor is the slowest step in the overall trapping process? In this context, do the socalled linker Chls (Jordan et al., 2001 ) serve a key role in connecting the PSI antenna to the electron transfer chain? What is the influence of the red Chls on the trapping process? To answer these questions, calculations incorporating both the spatial and energetic structures of PSI are required. Early studies were made in the absence of any structural information, and most calculations were performed based on simple kinetic models (Somsen et al., 1996; Jennings et al., 1997; Melkozernov et al., 2001) , or lattice models (Hemenger et al., 1972; Pearlstein, 1982; Owens et al., 1987; Jean et al., 1989; Beauregard et al., 1991; Jia et al., 1992; Werst et al., 1992; Gobets et al., 2002b) .
Early discussions of the trapping dynamics were couched in terms of diffusion-limited (Owens et al., 1987) vs. traplimited (Holzwarth et al., 1993) trapping. A more elaborate picture, the transfer-to-trap-limited model, was proposed by Timpmann et al. (1995) and Valkunas et al. (1995) and, in our view, all these viewpoints can be reconciled by introducing an inhomogeneous medium in the model of Owens et al. (1987) and by redefining the trap in the model of Holzwarth et al. (1993) . In other words, the apparently contradictory pictures arise from the use of over-simplified models. Lattice models were also used to address the role of red pigments by Holzwarth (1994, 1996) and Gobets et al. (2002b) , but the uncertainty in the relationship of spectral and spatial positions of the individual Chls makes it difficult to assess the reliability of the conclusions.
Even without spectral assignments it is clearly an improvement to base models on the actual spatial structure of PSI. Beddard and co-workers (White et al., 1996; Beddard, 1998) carried out transient absorption experiments after excitation of mainly the primary electron donor and modeled the kinetics based on the 6-Å resolution x-ray structure (Krauss, 1993) , Gobets et al (1998) calculated time resolved fluorescence for 89 Chls constituting three pools of Chls; bulk Chls absorbing light at 680 nm, P700 at 700 nm, and a few red Chls based on the 4-Å resolution x-ray structure (Krauss et al., 1996) . The Förster overlap integral using absorption and emission data from solution spectra was used to calculate the pair wise transfer rate while all the other parameters including the orientation factor and the refractive index were contained in a single floating parameter. From the calculation they obtained four timescales which are comparable with their experimental data.
The recently determined 2.5-Å resolution crystal structure of PSI from Synechococcus elongatus (Jordan et al., 2001) raised the possibility of calculating energy transfer and trapping dynamics in PSI in a more realistic way. The structure is shown in Fig. 1 . Byrdin et al. (2002) used exciton coupling theory to study the spectra and energy transfer rates of PSI based on the real structure. Förster theory was used to calculate energy transfer rates. Individual site energies were assigned by fitting spectra assuming excitonic interactions only. Over 1000 different assignments of Chl site energies were made and were used to follow excitations through the antenna using Monte Carlo simulations. Sener et al. (2002) also calculated energy transfer rates using full Coulomb coupling in the master equation where the couplings are calculated based on the 2.5-Å structure. Both homogeneous and heterogeneous site energies were modeled by comparing their calculation for exciton splitting with hole burning experiments. In the case of heterogeneous site energies, red Chls were assigned based on excitonic coupling only. The other Chls were randomly assigned based on a fixed value for the distribution of site energies and an ensemble of effective Hamiltonians was created. The full-width at halfmaximum of the site energy distribution was set to be 424 cm ÿ1 , which is significantly smaller than the width of our calculated distribution (;565 cm ÿ1 ; Damjanovic et al., 2002) . In our previous article (Damjanovic et al., 2002) , we found that the presence of specific amino acids, especially charged ones, in addition to excitonic interactions spectrally shifted Chls significantly and hence should be included in the assignment of red Chls.
In this work we take these calculations one step further by including the spectral heterogeneity of PSI using our previous calculations of the excitation energies of the Chls in PSI (Damjanovic et al., 2002) . We will call this Article I. In that FIGURE 1 Structure of a monomeric unit of PSI. Only the 96 chlorophyll molecules are drawn as Mg-chlorin rings, lacking the phytyl tail. The Chls in the RC are colored in red and the two linker Chls are in blue. The other antenna Chls are sectioned into three parts: central (gray) and peripheral (black) coordinated by protein units PsaA and PsaB (Jordan et al., 2001) . The Chls in green are antenna Chls coordinated by other protein units. P700 was calculated to be a single Chl a located at the center of the RC in Article I.
article, the Q y excitation energy of each of the 96 Chls in the complex was calculated by a semi-empirical method, and as a test, for a smaller number of Chls with an ab initio electronic structure method. In addition to the transition energies, interChl electronic coupling energies were also determined by use of quantum chemistry calculations for pairs of molecules with a separation smaller than the size of a Chl and by use of the dipole-dipole interaction for pairs of molecules with a larger separation. This makes a calculation incorporating both spectral and spatial location of the dynamics occurring in PSI feasible. Our previous calculation of the low temperature absorption spectrum of PSI was in agreement with the experimental spectrum, leading us to believe our calculated spectral assignment of the Chls should lead us to a more incisive model of the energy transfer dynamics in PSI. An additional feature of the PSI system that makes calculation of the energy transfer dynamics challenging is the presence of groups of moderately or strongly interacting pigments, along with pigments spaced by distances such as to make a weak coupling picture appropriate. To handle such a system selfconsistently a theoretical approach that is capable of interpolating correctly between the weak and strong coupling limits is necessary. We have recently shown that the modified form of Redfield theory developed by Mukamel and coworkers (Zhang et al., 1998) provides such an approach (Yang and Fleming, 2002) , and this method is applied to PSI in the present article.
Spectral hole burning of PSI from Synechococcus elongatus (Zazubovich et al., 2002) determined three red Chl states at 708, 715 (both states assigned to dimers/ trimers), and at 719 nm. The Chls absorbing at 719 nm were determined to have the strongest electron-phonon coupling and a large change in permanent dipole moment, although the location of these Chls is still unknown. Moreover, the electron-phonon coupling was shown to be very large for the primary electron donor (Gillie et al., 1989a) . It was also proposed that antenna Chls in PSI and PSII absorbing longer wavelength light have larger electron-phonon coupling strengths (Zucchelli et al., 1996; Croce et al., 1998; Gobets et al., 1998) . The difference in electron-phonon coupling observed by the hole-burning experiments is taken into account in our calculation. All the necessary static and dynamical quantities are well defined in our model from calculation or from experiments. The only freely adjustable parameter is the refractive index used to calculate the dipoledipole interaction between two Chls. Since this scales the energy transfer rate as a fourth power, an accurate determination of its value is important for quantitatively accurate prediction of trapping kinetics.
Our goal is to calculate energy transfer dynamics as realistically and accurately as possible for the given spectroscopic and theoretical information. Within the model, we study the absorption spectrum and fluorescence kinetics at room temperature and compare the results with experimental data. The detailed energy transfer mechanism and the roles of some special Chls (the red and linker Chls) are discussed. We derive a formally exact expression for the mean trapping time. Based on this expression combined with a microscopic model calculation and the experimental trapping time, we estimate a timescale of electron transfer from the primary donor to a primary acceptor. We conclude with a discussion of the optimality of the energy configuration and orientation of the Chls with respect to the energy transfer process.
THEORY AND METHODS

Molecular aggregate Hamiltonian
To describe transition energies of a Chl aggregate in which the chromophores are coupled through Coulombic interactions, we use the Frenkel molecular Hamiltonian 
je n ie n he n j;
where N ¼ 96 is the number of Chls. Here, je n i represents the excited electronic states of the n th monomer. Within the monomer n, e n is its excited state energy, and u n the electron-phonon coupling which is assumed to be independent from one Chl to another. The excitation energies, e n , were determined through the semi- 
where J nm is the Coulombic coupling between je n i and je m i. For a small number of closely spaced Chls in PSI (which are thus, in most cases, strongly coupled), we determined the Coulombic couplings through the INDO/S method in Article I. For most of the Chl pairs in PSI, the Coulombic couplings can be approximated by dipole-dipole couplings:
Here, the vectorr r nm connects the centers of chlorophylls n and m, and is expressed in Å . The vectord d n is the magnitude of the Q y transition dipole moment of Chl n. Using the absorption spectrum of Chl in peridininchlorophyll protein and a value of the extinction coefficient of 110 mM ÿ1 cm ÿ1 (Kleima et al., 2000) we calculated d n as 5.2384 Debye. (This value is different from the one used in Article I which corresponds to a Chl in vacuum. The main concern of that article was to estimate a reasonable absorption spectrum profile which is insensitive to the dipole strength. In this article, we need a more accurate value of the dipole strength in the protein environment and we obtained this value following the procedure mentioned in text.) n nm is the site-dependent refractive index, and we introduce a field model for this as follows. Chls in PSI are held in place by the protein scaffold. Fig. 2 shows the spatial distribution of the trans-membrane a-helices in PSI. Inspired by this distribution we have constructed a simple ''field'' model of the protein in which a-helices are represented with a cylinder, as shown in white in Fig. 2 . We use this model to define the refractive index n nm : if the line connecting the Mg atom of Chl n and the Mg atom of Chl m intercepts one of these cylinders, n nm ¼ 1.2; otherwise, n nm ¼ 1. While this model neglects possible screening by the Chl phytyl tails, and treats the protein in a simple way, we prefer it to a homogeneous model, in which all Chl interactions are screened, and n nm is assigned a single value (usually ranging between 1.2 and 1.6). Within the field model, there is no screening between pairs of Chls that is not directly intercepted by the protein. Furthermore, Hsu et al. (2001) have observed that, for closely spaced Chls, a dielectric medium can both enhance or decrease the couplings, depending on the orientation and alignment between the two chromophores. As stressed above, for a small number of the most closely spaced Chls, the latter geometrical factors are accounted for by employing the couplings derived from quantum calculations in Article I.
Energy transfer in a complex with heterogeneous Coulombic coupling
The theoretical description of energy transfer dynamics is usually based on perturbation theory. In a dimer system with weak Coulombic coupling between the two molecules, the well-known Förster theory can be successfully applied. However, when the Coulombic coupling is greater than the electronphonon coupling strength, Redfield theory is more appropriate. Recently, we have shown how the Redfield and Förster theories can be combined to reasonably describe energy transfer dynamics over a wide range of parameters. The static Hamiltonian of the present system calculated in Article I shows that there are some Chl pairs with quite strong Coulombic coupling (see Table 3 (Gillie et al., 1989b) . For practical reasons, we pick a value of J cutoff ¼ 120 cm ÿ1 . So the Hamiltonian (Eq. 1) is written as
Next, we will express the Hamiltonian (Eq. 6) in the basis set of exciton states. This basis set is obtained when the electronic Hamiltonian H el 1 H Coul,S is numerically diagonalized to give an eigenvalue E m and an eigen exciton state 
In the diagonal part of Eq. 8, hmjH elÿph jmi and hmjH Coul;W jmi are responsible, respectively, for the energy fluctuation and energy shift of the state m. These diagonal parts are treated in a nonperturbative way. Energy transfer between the exciton states is induced by the off-diagonal Hamiltonian. The magnitude of the off-diagonal Hamiltonian is controlled not only by the strength of the coupling u n and J nm , but also the overlap of the two exciton wavefunctions u mn u m9n . Thus a perturbative approach is justified even when the couplings u n and J nm are large, if the overlap of the exciton wavefunctions is small.
The energy transfer rate constant from a state m9 to a state m, k m m9 is calculated by the Fermi golden rule (Schatz and Ratner, 1993) :
where Tr q denotes a trace over nuclear degrees of freedom and r eq m9 ¼ e ÿbH 0 m9 =Tr q ðe ÿbH 0 m9 Þ with the Boltzmann factor b. By use of the generating function method (Yang and Fleming, 2002) , we can derive an expression for Eq. 10 in terms of the line broadening functions of the Chls. The expression is presented in Appendix A. It can be analytically proved that the forward and backward rate constants between two exciton states satisfy the detailed balance condition
where
Coul;W mm ÿ l mm;mm corresponds to the 0-0 transition energy of the state m. Here l mm,mm is the reorganization energy (see Eq. A6). In our FIGURE 2 Field model of the protein. Within this model, the protein medium (i.e., the medium with the refractive index of n ¼ 1.2) is represented with a set of cylinders. The cross-section of these cylinders is shown with white circles. The real location of the trans-membrane part of a-helices in PSI is shown in turquoise, with the tube representation. Chlorophylls are presented in green as Mg-chlorin rings, lacking the phytyl tail. Chlorophyll Mg atoms are shown in van der Waals representation.
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calculations, a downhill energy transfer rate is evaluated from numerical integration of Eq. A1 obtained from Eq. 10 and the reverse, uphill, transfer rate for the same pair of Chls is obtained using Eq. 11.
When the exciton states are localized on individual Chls, Eq. 10 reduces to the well-known Förster formula (see Appendix A). In the case when J cutoff ! ', this is true for all of the transfer rates. For illustrative purpose, in Fig. 3 we show the pair-wise energy transfer rate between individual Chls, calculated from Eq. 10 with J cutoff ! '.
Heterogeneous spectral density
Charge transfer interactions arise in closely spaced Chl pairs. The latter usually exhibit strong Coulombic coupling. In addition to the heterogeneity of the Coulombic couplings, the magnitudes of the electron-phonon couplings have been shown to be heterogeneous. Small and co-workers have shown that there are, at least, two types of Chl a molecules in the PSI complex which are characterized by different spectral densities (with larger electron-phonon couplings) from the bulk of Chl a because of charge transfer (CT) character in their electronic excited states (Gillie et al., 1989a; Zazubovich et al., 2002) . The mean frequencies and Huang-Rhys (HR) factors for the low frequency phonon modes that are associated with the Chl a molecules with CT character are presented in Table 1 . To account for this type of heterogeneity, we will introduce three different spectral densities: one for P700, the primary electron donor, g P (t); one for molecules with CT character, g CT (t); and one for the majority of molecules without CT character, g(t). For convenience, we identify the pairs with CT characters as Chl pairs with a Coulombic coupling strength greater than our cutoff frequency of 120 cm ÿ1 and assign them the line broadening function g CT (t). For all the other monomers except for P700, we assign an identical line broadening function, g(t).
With a simplified model for nuclear motion, a line broadening function at room temperature can be obtained from the spectral density determined at very low temperature Mukamel, 1995; Nagasawa et al., 1997) . Gillie et al. (1989b) determined the frequencies and HR factors for 42 vibrational modes plus a low frequency phonon mode coupled to the optical transition of the Chl a molecules in PSI from a hole-burning spectroscopy at 1.6 K. The HR factors for these 43 modes are presented in the second column of Table 2 . To test whether this spectral density could be applied effectively to room temperature dynamics, first we tried to simulate the absorption spectrum of the PSI complex at room temperature with the low temperature spectral density. The absorption spectrum is calculated by an expression based on the cumulant expansion technique (See Eq. 16 in Ohta et al., 2001) .
Following this procedure we obtained an absorption spectrum with more intensity in the region of the vibronic band (700 cm ÿ1 ) than the experimental data. A similar result was obtained by Zucchelli et al. (2002) in their calculation of the room temperature absorption bandshape for a single Chl a molecule. The authors concluded that a change of coordination number of the Chl molecule as the temperature changes from low to room temperature requires modification of the spectral density in the region of vibronic transitions. They fit the room temperature absorption spectrum by taking the HR factors of the 43 modes including the dissipative phonon mode as floating parameters. The resulting values are presented in the third column of Table 2 . We used these values to construct a model spectral density for Chl a with no CT character at room temperature. A comparison of the absorption spectra calculated by the two spectral densities is shown in Fig. 4 a.
To incorporate the heterogeneity in the electron-phonon coupling strength discussed above into the spectral density of Zucchelli et al. (2002) , we simply replaced the frequencies and HR factors for the dissipative phonon modes with those in Table 1 . A similar modification for g P (t) was also made by referring to Gillie et al. (1989a) . The absorption spectra of a single Chl a calculated using the three spectral densities are shown in Fig. 4 b. Finally, a comparison of the simulated absorption spectrum for the PSI complex with the experimental data is given in Fig. 4 c. The energies of all Chls are blueshifted by 1185 cm ÿ1 to match the experimental absorption maximum. (In the present article, we employ realistic spectral densities including vibronic transitions. The vibronic transitions red-shift the absorption peak compared to its vertical transition energy as we can see in Fig. 4 , a and b. Therefore, a larger energy shift than in Article I is necessary to match the calculated absorption spectrum to the experimental one.) Other than being a little bit wider than the experimental spectrum, the simulated spectrum matches the experimental one quite well.
Excitation transfer kinetics
In this article, we assume the intensity of external light perturbation to be sufficiently weak that any excitation annihilation processes can be ignored. In this case, the decay of the fluorescence intensity arises from two pathways. One is unimolecular dissipative decay due to internal conversion or fluorescence emission. The rate constant of this pathway is denoted by k S which is usually assumed to be uniform over all the Chls. As a result of the assumption, the effect of the unimolecular decay can be easily taken into account at the final step by adding e ÿkSt and thus we assume k S ¼ 0 hereafter. The other process is decay of excitation energy population due to trapping of the energy at P700 and subsequent initiation of the electron transfer chain. Recombination of the electron to P700 is ignored and thus the excitation decay due to the charge separation at P700 is assumed to be an irreversible process. For the excitation energy absorbed by antenna Chls to be trapped at P700, a series of energy transfers from one Chl to another must occur before trapping. Such processes are described by the following master equations for the population of excitation energy, proportional to the corresponding calculated physical quantity. Rates were determined with Förster formula, Eq. A8. k m n P n ðtÞ for m $ 2; (13) where P m (t) is the population of excitation existing on state m at time t. k trap 0 is the intrinsic trapping (in this case, the charge transfer) rate constant at P700 denoted by m ¼ 1 (hereafter, we will call this the trap). k m v is the excitation energy transfer rate constant from state n to state m which is calculated by Eq. A1.
is the depopulation rate constant of the state m due to energy transfer to other exciton states. In vector notation, Eqs. 12 and 13 are written as
FIGURE 4 (a) Absorption spectra calculated by the two spectral densities for a Chl a, data from Gillie et al. (1989b) (dashed) and Zucchelli et al. (2002) (solid) . (b) Absorption spectra calculated from the three spectral densities for a bulk Chl a (solid), a Chl a with charge transfer character (dashed), and for P700 (dotted). For high frequency modes, the spectral density of Zucchelli et al. (2002) is used. The HR factors and the frequencies are given in Tables 1 and 2 . Zero energy in a and b corresponds to the vertical transition energy associated with each spectral density. (c) Comparison of the calculated (solid line) and experimental (solid circles) absorption spectra of the PSI complex at room temperature. Gillie et al. (1989b) . y From Fig. 7 of Zuchelli et al. (2002) . These values are used for a bulk Chl a in the present article. z For P700 and Chls with CT character, this mode is replaced by those given in Table 1 .
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where hmjPðtÞi ¼ P m ðtÞ. The rate matrix K is
which is assumed to be time-independent. The formal solution of Eq. 14 is given by jPðtÞi ¼ e Kt jPð0Þi where jPð0Þi is a normalized initial distribution of excitation energies.
In Fig. 5 we show a few snapshots of the evolution of excitation initially created on a single Chl (PL01) in the peripheral region on the stromal side. The intrinsic trapping rate constant at P700 is set to be 1 ps ÿ1 in this figure.
The populations at each time are normalized with respect to total population at the time. The figure shows that 10;50 ps elapses before an excitation on one side of the peripheral antenna reaches the other peripheral region. The stromal sides of the PsaA and PsaB peripheral regions are not directly connected to each other in terms of excitation transfer. An excitation created in the peripheral region of the stromal side in PsaA first diffuses to the central (PsaA) region and then extends to the lumenal side via the central (PsaA) region. The excitation then further diffuses to the lumenal side of the PsaA peripheral or of the PsaB central regions. When excitation reaches the PsaB lumenal side it finally diffuses to the stromal side of the PsaB peripheral region.
Usually the excitation kinetics is experimentally probed by measuring fluorescence intensity which can be written in terms of our equations as
where 0 # f m # 1 is a weighting factor of the m th state to experimentally measured fluorescence. Eq. 16 in terms of the eigenvalues and eigenvectors of the rate matrix K is rewritten as
where ÿt ÿ1 m is the m th eigenvalue of K. The amplitude a m is given by
where Q is a similarity transformation matrix constructed by the eigenvectors of the rate matrix K; i.e., Q ÿ1 KQ is a diagonal matrix whose elements are the eigenvalues of K. The fluorescence amplitudes are determined by the various experimental conditions such as pulse shape and bandwidth as well as by the rate matrix. The survival probability of the excitations, SðtÞ [ + N m¼1 P m ðtÞ; is also given by a multiexponential function, Eq. 17; now, however, the amplitudes are determined by the rate matrix only. The rate matrix constructed above yields amplitudes of nearly zero for all the time components except for the longest one. The kinetic equation for the survival probability can be simply written as
where the time-dependent trapping coefficient is defined by
Therefore, single exponential behavior obtained from our calculation implies that the trapping coefficient given in Eq. 20 becomes timeindependent very rapidly to
RESULTS
We calculate the time components and the amplitudes for fluorescence decay after an excitation of a subset of Chls which are located on the blue side of the spectrum (640-660 nm). Fig. 6 a shows the amplitudes of the time components at four different detection windows when k trap 0 ¼ 1 ps ÿ1 . Since the excitation and detection schemes in the present article are roughly defined, the calculated amplitudes may not match exactly with that from experiment. We note, however, that FIGURE 5 Snapshots of top (left) and side (right) views of the excitation at five times (0.1, 0.5, 3, 10, and 50 ps from top to bottom). Chl PL01 indicated by arrows drawn at 0.1 ps is excited at time zero. The surface area of a sphere is proportional to the population staying at that site normalized by the total population at that time. The arrow drawn on the side view at 50 ps shows the location of P700. The charge transfer time at P700 is 1 ps for these figures.
the 96 time components are determined within the model independently of the experimental conditions and we believe that, if the model reasonably represents the actual system, the experimental time components can be extracted even with the rough excitation and detection schemes.
We see a few dominant time components which are categorized into four groups; sub-100 fs, 0.3 ps, 2;3 ps, and 35;40 ps. Interestingly, the experimentally observed time components (360 fs, 3.6 ps, 9.6 ps, and 38 ps; see Kennis et al., 2001) are remarkably similar to those predicted by our calculation. In our calculation, the time component of 9.6 ps is not amplified. This component is similar to the 12-ps component measured in fluorescence and transient absorption experiments by Holzwarth et al. (1993) . They assigned this component to an equilibration process between bulk Chls and far red Chls absorbing at 719 nm which are believed to be caused by interaction between two monomeric PSI complexes. The excitation dynamics involving the far red Chls might not be properly simulated in our model because our Hamiltonian was obtained for the monomeric complex in Article I. This may be the reason for the lack of 9.6-ps component in our calculation. Finally, the time resolution of the up-conversion experiment might not be adequate to capture the sub-100-fs component. Our prediction of such ultrafast dynamics may be tested by higher time resolution experiments.
In Fig. 7 , we show the so-called decay-associated spectrum (DAS) with 10 nm resolution for six groups of time components: sub-100-fs, 0.1;0.5 ps, 0.5;1.5 ps, 1.5;5 ps, 5;10 ps, and 35;40 ps. The 0.5;1.5-ps time components are related to the intrinsic trapping constant (1 ps ÿ1 ) we employed. When the experimental fluorescence decay is given by a multiexponential function, e.g.,
where l em is an emission wavelength and n is the number of measured time components, a DAS for the i th component is obtained as a plot of a i (l em ) vs. l em . A positive (negative) amplitude of a DAS means decay (rise) behavior of the fluorescence. In our calculation, an amplitude for the DAS at a wavelength l is calculated from Eq. 18, when E m corresponds to a small range of wavelength l 6 5 nm and FIGURE 6 Distribution of the calculated time components of fluorescence decay at four different detection windows after excitation at 660;640 nm. The charge transfer time is 1 ps.
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f m ¼ 0 otherwise. It is again noted that these spectra should not be exactly matched with experimental DAS since our excitation and detection schemes are not the same as those in a real experiment. The sub-100-fs component (solid squares) appears as a decay component in the 650-670-nm window and as a rise component in the 670-690-nm and even in the 690;710-nm windows. This shows that extremely fast energy transfer on the sub-100-fs timescale which might not have been detected by experiments occurs from the blue Chls to a wide range of redder Chls. The 0.3-ps component (solid circles) also shows up as a decay component in the 650-670-nm windows and as a major rise component at 680-700 nm. The 2;3-ps component appears as a decay component in the intermediate region (660;690 nm) and a rise component in the 690-710-nm region for the case of a selective excitation (all the Chls are equally excited) in Fig. 7 a. For blue side excitation (Fig. 7 b) , the 2;3-ps component appears only as a rise term in the 690;710-nm window. The disappearance of the 2;3-ps component in the 660;690-nm region of Fig.  7 b reflects a steady flow of excitation from the blue to red region via the 660;690 nm region for this time period. The 5;10-ps group does not appear for all wavelengths. Finally the longest timescale of 35;40 ps is a minor component \670 nm but shows up as a major decay component in all other wavelengths. This reflects the fact that a steady state in the spectral distribution is attained before the longest timescale and, in this steady state, excitation energy has been depleted in the bluest region of the spectrum. We note that the spectra of the longest time component for the two different excitation conditions are different. This suggests that the steady state is not a thermodynamic equilibrium and that the kinetics are not purely trap-limited in which the trapping process takes place from a thermal equilibrium distribution of the excitations. The reasonable predictions of the absorption spectrum and fluorescence time components to be consistent with the experimental values suggests that our calculated system provides a good model for the real system. Thus encouraged, we use the model to speculate on the microscopic details of the energy transfer processes.
DISCUSSION
Mechanism of energy transfer (rate-determining step)
In Fig. 8 , we plot the distribution of the decay time components for the survival probabilities after excitation of Chls, separately, in two different spatial regions corresponding to peripheral and central Chls as shown in Fig. 1 . In these calculations, the excitations decay away instantaneously as soon as they arrive at a), any Chl of the RC including P700; or b), at P700. For the two different initial distributions of excitations, the majority of the total excitation decay is described by a single exponential of 19 ps for the case a), arrival at the RC; and of 35 ps for the case b), arrival at P700. We will refer to these timescales as the arrival time, respectively, at the RC and at P700. The single exponential decay found independently of the initial conditions implies that a steady-state spatial distribution of the excitations around the sink (RC or P700) is achieved before any major transfer of the excitation to the sink takes place. This steady- state distribution is not necessarily that of a thermodynamic equilibrium state and has been called a transfer-equilibrium state by Laible et al. (1994) . Fig. 9 compares spatial distributions of excitations (normalized to total population) after 50 ps from their equal creation over all Chls when the charge transfer process is on (with a rate constant of 1 ps ÿ1 ) or turned off. These two distributions (transfer equilibrium vs. Boltzmann distribution) near the trap are different but the distributions in the antenna regions are quite similar. Of course this conclusion depends on the value of the intrinsic trapping constant. When this is small, the two distributions should be the same. The timescale required to achieve the transfer-equilibrium state appears to be \5 ps, which is consistent with experimental observations (Hastings et al, 1994 (Hastings et al, , 1995 Kennis et al., 2001; Melkozernov et al., 2001; Gibasiewics et al., 2002) .
Primary rate-determining step (RDS)
Arriving at the RC (with a timescale of 19 ps) is a slower process than the spatial equilibration outside the RC (with a timescale \5 ps) and is called the primary RDS. This RDS may result from either the spatial separation between the two units, or the excitation trapping by the red Chls located in the antenna (A32-B07 and B24-B25 as suggested in Article I, and B37-B38 newly obtained by the ÔfieldÕ model introduced in Theory and Methods). To test the second possibility, we removed the red Chls and the arrival times in this case were obtained as, respectively, 23 ps (RC) and 36 ps (P700). Other than these changes, the major feature of the kinetics, i.e., the single exponential dominated kinetics, does not change. Based on this result, the second possibility is excluded, and the spatial separation between the RC and the antenna does seem to be the origin of the primary RDS. From the small increases in the timescales resulting from the removal of the red Chls, we conclude that the red Chls act to gather excitation energy in the reaction center region. However, since the changes of timescales (at room temperature) are very small, these Chls do not seem to play a significant role in focusing excitation toward the RC.
Secondary RDS
Even though the spatial separation between the antenna and the RC causes the arrival time at the RC to be slow, another 16 ps is needed for the excitations to reach P700. We refer to the processes responsible for this additional time as the secondary RDS, and will discuss the physical origin below.
Comparison with transfer-to-trap-limited mechanism
Based on the observation that there are two distinct distance scales (inter-Chls distance in the antenna, ;9 Å ; and distance between the primary electron donor and the antenna Chls, 42.6 Å ) in the light harvesting complex of purple bacteria (Hu and Schulten, 1998) , the transfer-to-trap-limit mechanism was proposed (Timpmann et al., 1995; Valkunas et al., 1995) . When this model was suggested, a wellresolved structure for PSI was not available and the authors assumed that the spatial and spectral isolation of the primary electron donor from the antenna Chls as is found in the purple bacteria would be a general feature of photosynthetic systems. In this mechanism, the effective transfer rate from the antenna to the primary electron donor is the slowest step in determining the global trapping time of the excitations.
However, the recent structural data of PSI shows that the analogy between the ring structure of the RC antenna complex of the purple bacteria and PSI may not be so strong. The antenna Chls are separated from the RC Chls by not less than 18 Å and distances between antenna Chls range between 7 and 16 Å , and, more importantly, there are the so-called linker Chls located between the RC and the antenna FIGURE 9 Comparison between the normalized populations at 50 ps with the charge transfer ON (upper panel) and OFF (lower panel). The population at P700 in the thermal equilibrium (lower panel) is greater than that calculated in Article I because the reorganization energy of P700 in the present article is set larger than those of other Chls. In this case, the excited state of P700 is lower than in Article I, in which the same electron-phonon coupling was assumed for all Chls.
Energy Transfer in Photosystem I
(linkers are 11;13 Å from their closest RC Chls; Jordan et al., 2001 ). In addition, unlike the purple bacteria, the energies of the antenna Chls are similar to those of the RC Chls and thus energy transfer between the RC Chls and the antenna Chls can occur. Then we should not expect the distance between P700 and the antenna to be such a dominant component of the RDS in PSI as it is in purple bacteria. Due to the existence of the RC Chls as a mediator, the overall trapping time seems to be controlled by the two RDSs discussed above.
Linker Chls
It has been suggested that the linker Chls mediate the energy transfer between the RC and the antenna (Krauss et al., 1996; Schubert et al., 1997) . To examine the role of these linker Chls, we compare the arrival times of the excitations at the RC and at P700 starting from the antenna Chls (central 1 peripheral domains) with and without the linkers. The calculated arrival times at the RC and at P700 become longer, respectively, changing from 19 ps to 29 ps and from 35 ps to 40 ps, when the linkers are removed. From this result, we see that the linkers do enhance, to a certain degree, energy transfer from the antenna to the RC (34% improvement in the arrival time) but their existence does not seem essential. A significant fraction of excitations directly transfer from the antenna to the RC Chls even without the linkers. Actually, if we remove the RC Chls other than P700 in the network, the arrival time at P700 greatly increases to 145 ps and pathways involving the other RC Chls seem essential to get such a short arrival time (35 ps) at P700.
The arrival time at the RC is more affected by the linker than is the arrival time at P700. In other words, the gap between the arrival times at the RC and at P700, which is the timescale for the secondary RDS, is reduced from 16 ps to 11 ps by removing the linker Chls. The linkers reduce the timescale of the primary RDS (from 29 ps to 19 ps) but increase the timescale of the secondary RDS (from 11 ps to 16 ps). Both of these effects are believed to be caused by the enhanced connectivity between the RC and the antenna via the linkers. The increase of the secondary RDS is because excitations having arrived at the RC have more chances to move back to the antenna in the presence of the linkers. If the downhill transfer to P700 occurring after the excitations arrive at the RC was the entire secondary RDS, the timescale of the secondary RDS should not be influenced by the linker Chls. From this, we conclude that the secondary RDS is very likely to be related to the back transfer process from the RC Chls to the antenna. Our calculation shows that the arrival kinetics of excitations at P700 is equally limited by the primary and the secondary RDSs. In addition to these two RDSs, of course, if the charge transfer time is very long, the intrinsic trapping at the trap can be one of the RDSs of the global trapping.
Intrinsic and global trapping times
A single quantity representing the excitation decay timescales is the trapping time defined by t trap [ R ' 0 dt SðtÞ. In Appendix B, we derive the survival probability of the reversible kinetics in terms of the survival probabilities of irreversible kinetics. From the result, Eq. B11, of the derivation, we can obtain an exact expression of the trapping time in the presence of back-transfer from the trap:
where t mfpt [ R ' 0 dt S 2 ðtÞ; t mfpt ðSÞ [
trap are, respectively, the detrapping time from the trap and the intrinsic trapping time. t mfpt describes the timescale for the excitation, initially created by an external perturbation, to arrive at the trap for the first time (mean first passage time of initial excitation), and t mfpt (S) is a similar mean first passage time but for the excitations created by back-energy transfer from the trap. Formal expressions for them in terms of the rate matrix can be obtained from Appendix B. Here, S 2 (t) and S 2 (tjS) are survival probabilities of an irreversible trapping problem for two different initial conditions defined in Appendix B. The second term in the curly bracket of Eq. 22 is responsible for processes following back-energy transfer from the trap. Since we define P700 as the trap, the sum of the two timescales for the primary and the secondary RDS is considered as t mfpt . If, instead, we define the RC Chls including P700 as a trap, the timescale of the primary RDS can be considered as t mfpt and the timescale of the secondary RDS can be considered as the first two terms of Eq. 22.
With P700 as the trap in our rate matrix, we obtained t mfpt ¼ 34 ps for an initial distribution with all the Chls equally populated, t detrap ¼ 11 ps, and t mfpt (S) ¼ 14 ps. Since the trap energy was calculated in Article I to be lower than any other Chls and, furthermore, the reorganization energy of P700 is set larger than other Chls (see Table 1 ), the excited state of P700 is stabilized so that the detrapping time is calculated to be fairly large. For this configuration, if t trap 0 \ 2.7 ps, we have t trap % t mfpt in PSI and exclude the possibility of trap(P700)-limited kinetics.
Due to the difficulties in isolation of the RC and spectral congestion of the RC Chls with antenna Chls, the intrinsic trapping time has not been accurately determined yet. From the calculated three microscopic times, i.e., t mfpt , t detrap , and t mfpt (S), and experimentally measured trapping time, we may estimate the intrinsic trapping time by use of Eq. 22 (in this case, t trap ¼ 2:3t 0 trap 134 ps). Considering that an experimental trapping time of ;36;38 ps has been reported Kennis et al., 2001) , the intrinsic trapping time is estimated to be 0.87;1.7 ps. This is in the same order of magnitude as the charge transfer time in the purple bacteria (Woodbury et al., 1985; Breton et al., 1986; Martin et al., 1986 ) and similar to the charge transfer time in PSI estimated by others (Owens et al., 1987; Hastings et al., 1994; Kumazaki et al., 1994; DiMagno et al., 1995) . A shorter time (0.5;0.8 ps) was also reported recently (Kumazaki et al., 2001) . A similar charge transfer time (1.1 ps) was predicted by a simulation of Byrdin et al. (2002) . Of course this kind of quantification from our calculation should be sensitive to the Hamiltonians and spectral densities adopted for the calculation and also on the experimental trapping time.
One of the most crucial factors influencing the calculated trapping timescales could be the energy of the trap. We plot the dependence of the microscopic timescales on the energy of the trap in Fig. 10 a. As we might expect, the back-transfer rate is strongly dependent on the trap energy, but the two mean first passage times are more or less insensitive to the trap energy, showing a minimum at ;14,350 cm ÿ1 (697 nm). This insensitivity reflects the fact that the major component of the RDS of the trapping kinetics is not the final step of the trapping process, i.e., the transfer from the RC Chls to P700. With these results and Eq. 22, we calculate intrinsic trapping times as a function of the trap energy for three arbitrary values of the global trapping time (37, 40, and 45 ps) in Fig. 10 b. The variation of the resulting intrinsic trapping time, t trap 0 , for t trap ¼ 37 ps, is within the range of 0.2;1.8 ps and if the energy of P700 is 700 nm, our calculation estimates the intrinsic charge transfer time of 1 ps. We now reverse the calculation and obtain the global trapping time as a function of the trap energy for four different intrinsic trapping times in Fig. 10 c. In the lower energy regime (\14,000 cm ÿ1 (714 nm)), the back-energy transfer process (which may constitute another RDS for the trapping process, the tertiary RDS) does not contribute much and so the trapping time is almost independent of the intrinsic trapping time. It is interesting that the trapping time is insensitive to a change of trap energy from 719 nm (calculated in Article I) to 700 nm when t trap 0 ¼ 1 ps. Fig. 10 a shows that this change of energy reduces the arrival times at P700 (t mfpt ) and the detrapping time (t detrap ), respectively, by ;6 and 9 ps. Cancellation between the reduced arrival time at P700 (secondary RDS), and the increase of timescale associated with the tertiary RDS, results in little change in the trapping time when t trap 0 ¼ 1 ps.
Optimality of design
An overall trapping time of 30;40 ps in a system with ;100 Chl molecules represents an extremely high quantum yield of trapping ([97%) . It is natural to ask if the locations, energies, and orientations of the individual antenna molecules have been selected by evolution to produce a highly optimal system. To investigate this question we have carried out two different types of simulations. In the first we vary the energies of specific sets of Chls (e.g., the entire system aside from P700) and calculate the trapping time for 1000 different sets of energies. In the second calculation we consider variation of the Coulombic couplings between the Chls via FIGURE 10 (a) Dependence of the three microscopic timescales on the trap energy for the calculated energies of the other Chls. (b) Variation of intrinsic trapping time calculated by Eq. 22 as a function of trap energy for the three trapping times written on the curves. (c) Dependence of the trapping time on the trap energy for four different intrinsic trapping times shown on the curves. In these figures, the arrow on the bottom axis of ''trap energy'' dictates the trap energy calculated in Article I. For reference we place another arrow on the top axis at 700 nm. The trap energy is defined as the energy corresponding to absorption peak of the trap.
variation of the orientations of the transition moments of individual Chls, keeping each molecule at the geometry of the crystal structure.
Variation of excitation energies
In the first calculation, the energies of all the Chls except Chl EC-A1 (which is assumed to be P700) are randomly shuffled. The mean value of the trapping times averaged over the 1000 realizations is 59.4 ps with a standard deviation of 18.9 ps. The ratio of the standard deviation to the mean value is 0.32. Fig. 11 a shows the distribution of trapping times obtained for this ensemble. The trapping times are distributed in an asymmetric way with a tail extending to long trapping times. The arrow in the figure shows the location of the trapping time (35.9 ps) for the energy configuration obtained in Article I and, interestingly, it is near the lowest bound of the distribution. This calculation suggests to us that the assignment of static energies determined in Article I is highly optimized for P700 for the given distribution of static energies.
Another 1000 different sets of energies are obtained by random shuffling of the energies of the antenna Chls while the energies of the RC Chls and the linker Chls are fixed at their calculated values in Article I. The distribution of trapping times for this case is shown in Fig. 11 b. In contrast with Fig. 11 a, the distribution is much more symmetric and significantly narrower. The mean and standard deviation are, respectively, 38.8 ps and 3.7 ps, and the ratio of the standard deviation to the mean value is only 0.095. Clearly the variation in the trapping times over the different samples is much reduced when we fix the energies of the RC and the linker Chls.
From these two results, we suggest that the calculated energy configuration of the RC and the linker Chls is highly optimized and that the energy configuration of the antenna Chls is less important in obtaining an optimal trapping time. The optimality associated with the RC and the linker Chls seems to result from a quasi-funnel structure around the RC. . We show the energy landscapes of the optimized (as calculated in Article I) configuration and one of the configurations which give a long trapping time ([100 ps) in Fig. 12 . In the long-lifetime configuration, high energies are assigned to the RC Chls, EC-A2, and EC-A3, and the energy of the linker B39 is lowered. As a result, the P700 is spectrally isolated from the antenna Chls.
Since in Fig. 11 b the ratio of the standard deviation to the mean value is very small and the mean value is quite close to 35.9 ps, it does not appear that any optimality in design is involved in the energy configuration of the antenna Chls for the given RC energies. Rather than a situation in which the static energies of the antenna Chls provide an optimal configuration for excitation flow, any given set of excitation energies seem to find optimal pathways by exploiting the higher connectivity of the structure. This conclusion is consistent with the observation of the robustness of the energy transfer network which has been ascribed to the multiple connections among the Chls by Byrdin et al. (2002) . Sener et al (2002) also found that the trapping time is insensitive to removal of individual Chl molecules. In this aspect PSI differs significantly from the antenna systems of purple bacteria, i.e., LH1 and LH2, where the connectivity is pseudo-one-dimensional.
The introduction of disorder to the antenna Chls (rather than just change of the configuration of the disordered energies), however, does influence the energy transfer kinetics. For example, a trapping time of 25.4 ps is obtained when the energies of the antenna Chls are set homogeneous at their mean value (14,787 cm ÿ1 ) and the quasi-funnel structure around the RC remains as calculated. This means that the amount of energetic disorder of the antenna Chls estimated in Article I reduces the efficiency of photosynthe- sis slightly as a result of the increases in trapping time from 25.4 ps to 35.9 ps. Against this cost, the system gains total absorption cross-section by extending the absorption region (Trissl, 1993) . However the details of the disordered energetic configuration does not influence the trapping efficiency as discussed in connection with Fig. 11 b.
Variation of orientations of Chls
Now we examine optimality associated with the Coulombic couplings. For a full examination of this we need to calculate Coulombic couplings for various configurations of orientations of the Chls and inter-Chls distances which are, of course, coupled to their excitation energies. To reduce computational expense without loss of generality, we constructed Coulombic couplings including only the dipole-dipole couplings for the fixed positions of the Chls obtained from the x-ray structure and the refractive index values are determined by the field model discussed above. In this case only the directions of the transition dipoles of the Chls remain as random variables for the Coulombic coupling. The spectral density of each monomer is not altered from one sample to another. First we calculate the trapping time when the orientations of transition dipoles are determined based on the x-ray structure. In this case we obtained t trap ¼ 28 ps, which is a little bit (;20%) shorter than the trapping time (36 ps) when quantum chemistry is used to obtain the Coulombic coupling.
Next, the orientations of the RC and the linker Chls are fixed to those of the x-ray structure and the other Chls are randomly oriented. In this case we obtain the mean trapping time of 37 ps and a standard deviation of 4 ps. A histogram for this calculation is shown in Fig. 13 . Interestingly, the trapping time for the x-ray structure (28 ps) lies on the lower bound of the distribution. This observation leads us to conclude that, in contrast with the diagonal energies, the actual orientations of the antenna Chls are in an optimized configuration for efficient trapping.
REMARKS ON TRAPPING TIME
When the first two terms of Eq. 22 are much greater than t mfpt , the kinetics is usually called trap-limited. The other case with t mfpt ) t trap 0 f1 1 t mfpt (S)/t detrap g, as in the present calculation, is called diffusion-limited in a homogeneous medium. In a disordered medium such as PSI, transfer dynamics in a specific subdomain (e.g., for our calculation, in the primary and the secondary RDS) may be much slower than the diffusion process in another domain (e.g., in the antenna Chls). In such a case, even if t mfpt ) t trap 0 , the conventional concept of diffusion-limited kinetics may not be appropriate. For instance, as discussed above, in our calculation t mfpt consists of two main timescales for the primary and the secondary RDSs.
Since t mfpt (S), t detrap , and t mfpt are independent of the intrinsic trapping time t trap 0 , we can see that the global trapping time given by Eq. 22 is a linear function of the intrinsic trapping time. When the kinetics is dominated by a single exponential decay, the trapping time is the same as the inverse of the steady-state trapping rate constant defined in Eq. 21:
In Eq. 23, the trapping time is an apparent linear function of the intrinsic trapping time with an intercept of zero. However, since the factor SðtÞ=P 1 ðtÞj ss in Eq. 23 should implicitly depend on the intrinsic trapping time, one usually expects the trapping time will be a complicated function of the intrinsic trapping time (Laible et al., 1994) . Interestingly, we re-obtained the linear dependence in Eq. 22 but with a nonzero intercept equal to t mfpt . Actually a similar linear dependence has been derived by Pearlstein (1982) , based on a regular lattice model, and Eq. 22 is a generalization to energy-trapping systems arbitrary in their spatial and spectral structures.
In trap-limited kinetic systems where the spatial distribution of excitations satisfy the Boltzmann distribution, Eq. 23 simplifies to ,
In the absence of an exact expression such as Eq. 22, the trapping time for general cases has been approximated as a sum of two terms Holzwarth, 1996, 1997) :
The first term is for purely trap-limited thermal equilibrium kinetics and the second term is for purely diffusion-limited kinetics. However, the correct expression is not given by just the sum of the two extremes as in Eq. 25 but, in addition, the effects of the intrinsic trapping and diffusion rates should be convoluted as in the second term in the curly bracket of Eq. 22 to incorporate the transfer-equilibrium effect (Laible et al., 1994) . Another type of exact expression called the sojourn expansion for the trapping time was derived by Sener et al. (2002) . In this expansion, the trapping time is given by an infinite series of timescales and the series is resumed to give a closed expression. As a result, the trapping time is separated into various orders of repeated detrapping and the linear dependence of t trap on t trap 0 found in Eq. 22 is not obvious from the sojourn expansion.
CONCLUDING REMARKS
The transfer of excitation to, and the trapping at, P700 of Photosystem I is an exceedingly efficient process. Overall it differs substantially from the same process in purple bacteria, which is well studied, and in Photosystem II where atomic resolution structural data is not yet available. In looking at a two-dimensional projection of the PSI structure it is tempting to conclude that a similar isolation of the antenna from the electron transfer components exists in PSI as in purple bacteria (RC 1 LH1). Three important differences between these two systems are: 1), the quasi-threedimensional structure of PSI vs. the quasi-one-dimensional structure of the RC/LH1 structure; 2), the fact that all six members of the RC Chls are energetically accessible from the antenna system in PSI, whereas only the primary electron donor is accessible in purple bacteria; and 3), the presence of the linker Chls in PSI.
In this article, we have developed a self-consistent approach to describe energy transfer dynamics in a complex system with both strong and weak Coulombic coupling such as PSI. A model of energy transfer in PSI has been constructed using microscopic Hamiltonian (excitation energies and Coulombic coupling) calculated in Article I and the spectral densities of the Chls determined by independent experiments. Using the model, we can reasonably reproduce experimental absorption and fluorescence timescales at room temperature and have arrived at the following conclusion about the mechanism of energy flow to P700, and the design principles at work in Photosystem I.
1. The overall trapping timescale (;40 ps) in PSI has two main contributions when the charge transfer time is shorter than 2.7 ps: i) excitation energy diffusion in the antenna and transfer from the antenna to the RC Chls for the first time, which we refer to as the primary ratedetermining step (RDS); this contributes ;54% of the total timescale. ii) subsequent processes leading to the arrival of excitation at P700, occurring after the excitations have arrived at the RC, the secondary RDS. This includes back-transfer from the RC to antenna. This contributes ;46% of the total timescale. Since the energy of P700 was calculated very low and furthermore, its excited electronic state is more stabilized by electronphonon coupling than other Chls, the detrapping process is almost negligible (irreversible trapping at P700). If the energy of P700 is arbitrarily shifted up to 700 nm, the timescale of secondary RDS reduces, but the timescale of tertiary RDS (which is associated with the detrapping process) increases, to make the trapping time invariant if the charge transfer time is shorter than 1 ps. 2. Spectral equilibration occurs within the antenna in less than 5 ps and leads to a state characterized as a transfer equilibrium state rather than a thermodynamic equilibrium state. By this we mean that single exponential fluorescence kinetics is observed at all detection wavelengths on timescales longer than 5 ps. 3. The energy configuration of the six RC Chls and two linker Chls is highly optimized for efficient trapping at P700 by forming a quasi-funnel structure. 4. The energy configuration of the remaining 88 Chls of the antenna does not (at room temperature) influence the overall trapping time greatly. This arises from the high connectivity (dimensionality) of the PSI antenna which mitigates against trapping of excitation on energetically unfavorable antenna sites. 5. The orientation of the antenna pigments (via its influence on the Coulombic coupling) does influence the efficiency of trapping to a moderate extent. 6. Our model suggests an electron transfer timescale of 0.87;1.7 ps from P700 to the primary electron acceptor and that this timescale does not have a strong influence on the overall trapping timescale.
APPENDIX A
The functional form of the rate constant obtained by use of the generating function method (Yang and Fleming, 2002 u an u bn u gn u dn l n :
Here, g n (t) is a line broadening function of the n th Chl a molecule which characterizes the fluctuation dynamics of the molecule caused by the electron-phonon coupling: (A7) and l n is the reorganization energy of Chl n. e ph n is a phonon Hamiltonian associated with Chl n. F m9 (t) given by Eq. A3 is the kernel of fluorescence line shape function of the exciton state m9 and A m (t) given by Eq. A4 is the kernel of absorption line shape function of the exciton state m. g ab , gd (t) and l ab , gd are, respectively, the renormalized line broadening functions and reorganization energies associated with the exciton states dictated by the subscripts. The dot and double-dot on the various g(t) functions in Eq. A1 denote first and second time derivatives, respectively. When J cutoff ! ', all the Coulombic coupling terms are treated as H and then H Coul,W ¼ 0. In this case, Eq. A1 reduces to the expression for the rate constant derived from the modified Redfield theory (see Eq. 49 of Yang and Fleming, 2002) .
APPENDIX B
We define a nontrapping probability as DðtÞ [ hDje Kt jPð0Þi;
and a trapping probability as
where hDj [ + N m¼2 hmj: The sum of the two probabilities equals to the survival probability.We consider an integral expression of the propagator
Using the property + N m¼1 hmjKjni ¼ ÿk 0 trap d n1 from Eq. B3 we obtain a relation between the survival probability and trapping probability 
which describes the population conservation. Eq. B4 can be turned into a relation between the nontrapping and trapping probabilities in the Laplace transform domainT
TðzÞ ¼ ð1 ÿ zD DðzÞÞ=ðz 1 k 
and so the survival probability is given in terms of the nontrapping probabilityŜ 3 ½f _ g g m9m;mm ðtÞ ÿ _ g g m9m;m9m9 ðtÞ ÿ 2il m9m;m9m9 g 1 f _ g g mm9;mm ðtÞ ÿ _ g g mm9;m9m9 ðtÞ ÿ 2il mm9;m9m9 g;
wheref f ðzÞ [ R ' 0 dt e ÿzt f ðtÞ is the Laplace transform of a function f(t). We introduce a submatrix of K defined by hmjKj1i is the rate constant of back-energy transfer from the trap. jSi can be thought of as an acceptor vector receiving excitation energy by the back-energy transfer from the trap.
Operating hDj and jPð0Þi on Eq. B8, we havê D DðzÞ ¼Ŝ S 2 ðzÞ 1 k detrapŜ S 2 ðzjSÞT TðzÞ;
whereŜ S 2 ðzÞ [ hDjðz ÿ K 2 Þ ÿ1 jPð0Þi andŜ S 2 ðzjSÞ [ hDjðz ÿ K 2 Þ ÿ1 jSÞ: Eq.
B9 separates the dynamics into two parts: irreversible trapping of an initial population (first term) and the irreversible trapping of the population newly created by the detrapping process (second term). InsertingT TðzÞ given by Eq. B5 into Eq. B9, we obtain the total nontrapping probability written aŝ 
Inserting Eq. B10 into Eq. B6, we have the survival probability of the reversible trapping problem in terms of two survival probabilities in the irreversible trapping problem 
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