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In [K], M. Knopp defined a generalization of Eichler cohomology by consider-
ing rational functions as possible periods for the action, by way of the usual slash
operator, of a Fuchsian group upon functions defined on the upper half-plane. This
theory of rational period functions already enjoys a rich history. A significant step
was made by A. Ash [A], who applied cohomological techniques in the setting of
the finite index subgroups of the modular group to provide a classification of their
rational period functions. Here we show that Ash's theorem, with appropriate
adjustments, is valid for all finitely generated Fuchsian groups of the first kind with
parabolic elements. Ash's proof relies heavily upon the BorelSerre compactification
for arithmetic groups. We show that this compactification is valid in our wider
setting and proceed to give a simplified version of the Ash proof. Applications to
the classification of rational period functions of the Hecke groups are provided.
 1996 Academic Press, Inc.
1. Introduction
In [K], M. Knopp defined a generalization of Eichler cohomology by
considering functions F(z) on the upper half-plane satisfying F | #&F=r#
for the usual slash operator, with # running through a Fuchsian group G
and each r# a rational function in z.
As a function of #, the r are referred to as rational period functions, or
r.p.f. One can ask for the set of possible r under reasonable restrictions. For
G=PSL(2, Z), Knopp [K2, K3] and various others, including Choie
Parson [CP, CP2] and Hawkins [H], made steps towards a full classifica-
tion of the possible rational period functions. The slash operator makes the
rational functions into a G-module, with the r.p.f. being 1-cocycles. A. Ash
[A] emphasized this cohomological aspect in order to complete this work.
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Since then, ChoieZagier [CZ] and Parson [P] have given more explicit
derivations of the classification.
A Fuchsian group of the first kind is a group acting discretely by linear
fractional transformations on the upper half-plane such that the limit set of
its orbits is all of the real line. In the present work, we show that the
techniques of Ash can be adjusted so as to give virtually identical results
for all finitely generated Fuchsian groups of the first kind which have
parabolic elements. One surprising aspect of this is that almost all of these
groups are non-arithmetic, whereas Ash's proof relied heavily upon
the BorelSerre compactification for arithmetic groups. In fact, in 92 we
show that the BorelSerre compactification is applicable in this wider set-
ting. With the compactification results in hand, we end 92 by giving the
standard derivation of a short exact sequence involving both the homology
and the parabolic cohomology of a group.
The proof of our main result is based upon Ash's observation that the
dual of a rather natural sub-module of the rational functions is isomorphic
to the homomorphisms from the dualizing module arising from the Borel
Serre compactification to the module of polynomials of appropriate degree
and 1-action. However, by applying functoriality of cohomology and con-
sidering the structure of the exact sequences arising, we are able to avoid
the deep result of [GM], used in Ash's work. Furthermore, by explicitly
stating the form of our dualizing module in Theorem 2, we avoid direct
application of the theory of local coefficients. On the other hand, the theory
of 1-bundles can be seen as underlying all of the mathematics being studied
herewe have suppressed this aspect so as to increase accessibility.
Since a criticism which arises towards the use of cohomological tech-
niques to replace more explicit calculation is that there tends to be an
obfuscation, we have attempted to keep clarity at a maximum. Apologies
are thus extended to the cognoscenti of (co)homology theorymore details
are presented in the proofs than may seem necessary. In particular, the
proof of Theorem 1 is presented in such a manner that one need only
understand the Snake Lemma and basic concepts of duality and of
functoriality as explained in, say, [B].
We end the paper in 94 with an explanation of the existence of various
families of rational period functions for the Hecke triangle groups.
Thanks go to M. Knopp, D. Rosen and M. Sheingorn for raising the
author's interest in this and related mathematics. This work was begun
at Macquarie University, with thanks to A. van der Poorten. A. Ash and
L. A. Parson are thanked for helpful comments on a draft of this work;
A. Ash kindly pointed out the existence of [So]. The referee is thanked
for suggested improvements in the presentation of this paper. The
actual impetus for the paper was to honor Marvin Knopp on his 60th
birthday.
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1.1 The Main Results
In the succeeding subsection we will give fuller motivation for the desire
to calculate the parabolic cohomology of a Fuchsian group with the
rational functions as coefficient module. Notation: let A$ denote the
algebraic dual, i.e. the module of linear maps from a module A to C. We
state our main result.
Theorem 1. Let G be a finitely generated Fuchsian group of the first
kind with parabolic elements. Let 1 be of finite index in G. Let k>2 be an
even positive integer, hyp denote the hyperbolic 1 equivalence classes in H,
and Sk be the cusp forms of weight k for 1. Then the following sequence of
1-modules is exact.
0  H 1par(1, C(z))  
hyp
C  (Sk Sk)$  0. (V)
The proof will be given in 92 and 93. The result for G=PSL(2, Z) was
given by A. Ash [A]. Although we present only the case of even integral
weight k>2, the cases of negative weight, odd weight or weight k=2 can
all be calculated as here. In fact, the reader can translate the Ash results
directly via the dictionary which is implicit in the present work.
The main technique used to derive the above result is the BorelSerre
compactification. The basic idea of which, in the context of Fuchsian
groups, is to intelligently add a boundary to the Poincare upper half-plane
H. Recall that an EilenbergMacLane space, K(G, 1) for a group G, is a
topological space with fundamental group isomorphic to the group G and
with all higher homotopy groups being trivial. To state the next result, we
recall that reduced homology, H
*
, only differs from usual homology, H
*
,
in that H0 is changed due to chains considered being extended by an
augmentation map (see [B. p. 211]). We also let G() represent the set of
all numbers c # P1(R)=R _ [] for which the stabilizer, StabGc is infinite
(and hence infinite cyclic, with a parabolic generator).
Theorem 2. Let G be a finitely generated Fuchsian group of the first
kind with parabolic elements. Then there exists HG #H such that for all
finite index torsion-free subgroups 1 of G,
(1) 1"HG is a compact K(1, 1);
(2) D0 :=H 0(HG)$Ker(G() Z  Z), where 1 acts trivially on Z
and acts as a subgroup of G on G() Z;
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(3) 1 is a 1-dimensional BieriEckmann duality group, with D0 as
dualizing module: For all 1-modules M,
Hi (1, M)$H1&i (1, D0 M), Hi (1, M)$H 1&i (1, Hom(D0 , M)).
All of the above under the restriction that G be arithmetic is well-known.
For a text book presentation, see [B] or [B2].
1.2. From Rational Period Functions to Parabolic Cohomology
Initial motivation for the study of the parabolic cohomology with coef-
ficients in the rational functions arose from the desire to classify the
rational period functions. The ur-example of a rational period function is
given by observing that the function
E(z)= $
m, n # Z
(mz+n)&2, (1)
where as usual $ indicates that m=n=0 is not included in the sum, has
the properties that
E(z+1)=E(z) and z&2E(&1z)=E(z)+1(2?iz). (2)
When discussing elements of PSL(2, R), we use the standard abuse of
not differentiating between the element and either of its lifts into SL(2, R).
The reader can check that this sign ambiguity is innocuous. Recall that the
modular group, PSL(2, Z), is generated by S : z  z+1 and T : z  &1z;
PSL(2, R) acts on the Poincare upper half plane H by Mo bius transfor-
mations: M=( ac
b
d) takes z to (az+b)(cz+d ) and the traditional slash
operator for elements of PSL(2, R) acting on functions: ( f |k M)(z)=
(cz+d)&kf (Mz). Hence it was quite reasonable for M. Knopp to define a
modular integral as a function F(z) such that
(F |kS)(z)=F(z) and (F | k T )(z)=F(z)+r(z), (3)
where r(z) is some rational function. The function r(z) is the rational period
function of F.
It is easily checked that ( f |k M)|k N= f |k MN. It follows that for any
modular integral, (F |kM)(z)=F(z)+rM(z), where rM is a rational func-
tion. From the identities of the group PSL(2, Z), (ST )3=T 2=I, one has
that any rational function r(z) arising as the rational period function of a
modular integral F satisfies
r(z)|(I+T )=r(z)|(I+ST+(ST )2)=0, (4)
where we have extended the slash operator to the group ring
Z[PSL(2, Z)] in the natural manner. We suppress the weight k as there is
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no possibility of ambiguity, thus we consider throughout a fixed positive
even integer k>2.
M. Knopp [K] showed that every function satisfying the above iden-
tities (with standard growth restrictions) does arise from some modular
integral. Thus, interest then focused upon the possible set of r.p.f. The
notion of the rM shows that each rational period function defines a map
from PSL(2, Z) to the rational functions C(z), which is related to the
PSL(2, Z)-module structure of this latter given by the slash-operator. One
has a co-cycle relation on the rM :
rM |N=rMN&rN for all M, N # PSL(2, Z) (5)
A trivial way to obtain such a relationship is to have the co-boundary
co-boundary: rM=r~ &r~ |M, (6)
for some rational function r~ . A cohomology class is then a collection of co-
cycles modulo co-boundaries. Two rational period functions rT and r$T are
in the same cohomology class when all of the induced rM and r$M differ by
a fixed co-boundary from some r~ . But, rS=r$S=0, hence r~ =r~ | S. Since the
only periodic rational functions are the constants, r~ is a constant. That is,
different r.p.f. can lie in the same cohomology class, but they then differ by
c&c|T for some constant c. Now, since rS is required to be zero, the
rational period functions actually lie inside a rather special cohomology,
that known as parabolic cohomology. Roughly speaking, parabolic coho-
mology is defined as the kernel in the cohomology of the full group for the
restriction map to the (direct sum of) cohomology groups corresponding to
the parabolic conjugacy classes. For PSL(2, Z), there is exactly one such
parabolic conjugacy class, the stabilizer of infinity, generated by S. Thus,
as can be made quite precise, rS=0 implies that the cohomology class
[[rM]; M # PSL(2, Z)] lies in H 1par(PSL(2, Z), C(z)).
2. Parabolic Cohomology and the Homology of 1
2.1. Compactification for Finitely-Generated Fuchsian Groups of the First
Kind with Parabolic Elements
In this section, we provide the proof of Theorem 2. This result is
probably well-known to experts; however, the author was unable to find an
explicit statement of our result in the standard references on the Borel
Serre technique: [B], [B2], [Ro]. (Indeed, after this work was completed,
A. Ash pointed out the note of C. Soule [So], where the existence of such
a compactification is implicit.)
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Given G/PSL(2, R), the oriented isometry group of the Poincare upper
half-plane H, one can consider the Riemann surface S=1"H. Tradi-
tionally, one compactifies S by adding a point for every 1-equivalence
class in G(). The Borel-Serre compactification when 1 is an arithmetic
subgroup of PSL(2, R) adds a circle for each such equivalence class. We
show how to do this for any 1 of finite index and torsion-free in any G.
We now fix G, a finitely-generated Fuchsian group of the first kind with
parabolic elements and 1/G torsion free and of finite index.
We first add a boundary to H. This new simply connected space, HG ,
will have quotient by 1, Y=1"HG , a compact EilenbergMacLane space
K(1, 1). We form HG by adding to H a boundary component Bc for each
c # G(). Each component Bc is a line, each point of which represents the
cusp c and a geodesic direction into that cusp. Indeed, Bc may be thought
of as the limit of the horocycles about c as the radius decreases. For a
graphic representation of this in the case of G3 , see [St]. Let bc(x) # Bc be
the point corresponding to the geodesic from x # R to the cusp c; thus
if c=, then bc(x) is the vertical line through x in H. Given # # 1,
# } bc(x)=b#c(#x) # B#c . Thus letting HG=c # G() Bc , we see that 1 fixes
HG . Now, 1 is torsion-free and acts discretely on H. The stabilizer in 1
of any point in G() does not fix any other point in R. It follows that 1
acts properly and fixed point freely on HG :=H _ HG . Thus, Y=1"HG
has ?1(Y)$1. Indeed, Y is the compact K(1, 1) which we seek. Theorem 2
now follows from [B. p. 220] and [B 2, pp. 186188], interpreting the
results in the wider setting in which we have shown the compactification
techniques to be valid.
We mention the following corollaries which, as Proof b of Corollary 2
indicates, are actually well-known.
Corollary 1. Let G be a finitely generated Fuchsian group of the first
kind with parabolic elements. Let 1 be a torsion-free finite index subgroup of
G. Then 1 has cohomological dimension 1.
Proof. This is immediate from Theorem 2. K
Corollary 2. Every torsion-free finite index subgroup of a finitely
generated Fuchsian group of the first kind with parabolic elements is a free
group.
Proof a. This follows from the above and the theorem of Stallings and
Swan that all groups of cohomological dimension 1 are free. K
We give a second, more elementary, proof of Corollary 2.
Proof b. A group 1 satisfying the hypotheses acts discretely and fixed-
point freely on the simply connected H. Therefore, the quotient space,
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S=1"H has fundamental group ?1(S)$1. Since 1 is a finitely
generated Fuchsian group of the first kind with parabolic, but without
elliptic, elements, this surface is simply a closed Riemann surface with a
finite number of punctures and it is an exercise in elementary topology to
show that its fundamental group is free. Indeed, roughly speaking, the
parabolic conjugacy classes correspond to punctures which kill off the
2-skeleton, but all relations come from the 2-skeleton. K
Recall that a group G is said to have virtual cohomological dimension n if
all finite index torsion-free subgroups of G have cohomological dimension n.
Corollary 3. Every finitely generated Fuchsian group of the first kind
with parabolic elements has virtual cohomological dimension 1.
Proof. It is a well-known result that every such group contains a
torsion-free finite index subgroup. By the above, such a subgroup has
cohomological dimension 1. K
2.2. Parabolic Cohomology and the BorelSerre Compactification
From this point on, we fix a 1/G satisfying the hypotheses in Theorem
2. We label the 1-equivalence classes of G() as }1 , }2 , ..., }h . The con-
jugacy classes of the stabilizer in 1 of these comprise the parabolic classes
of 1. There is a restriction map in cohomology from 1 to each of these sta-
bilizers, and therefore to their direct sum. We denote the 1 stabilizer of a
point z simply by Stab(z). we define the parabolic cohomology of 1 with
coefficients in a 1-module M as
H 1par(1, M) :=ker \H 1(1, M)  
h
i=1
H1(Stab(}i), M)+ . (7)
One checks that this is independent of choice of representatives for the cusps.
A proof of the exactness of the following sequence can be found in [A], [B],
[B2], or in the present form [W]. We apply H*(1, Hom( } , M)) to the
basic sequence
0  D0  
G()
Z  Z  0
and using Theorem 2, we have:
0 wwH 0(1, M) wwres 
h
i=1
H0(Stab(}i), M) wwH 1(1, M)
(8)
0ww H 1(1, M)ww 
h
i=1
H1(Stab(}i), M)wwres H
1(1, M)
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Now, when M is C(z) with the slash operator giving the action of 1,
there are no invariant elements of M, thus the first term in sequence (8) is
zero. Furthermore, we will show in 93 that H0(Stab(}i), M) is generated by
some fi . Thus, we deduce from sequences (7) and (8) the following exact
sequence.
0  
h
i=1
C } fi  H1(1, C(z))  H 1par(1, C(z))  0. (9)
Thus, finding H1(1, C(z)) will finish the calculation of H 1par(1, C(z)).
3. Homology to Find Parabolic Cohomology
In this section we provide the proof of Theorem 1. While generalizing,
we also simplify the proof given by Ash for PSL(2, Z). Although more
detail is added and the generalization to a wider class of groups requires
some care, we follow Ash's proofwhich in turn, of course, relied upon the
explicit calculations referred to in the introductionuntil our Lemma 7.
This lemma is purposely weaker than the corresponding statement in Ash's
work so that we may show in Lemma 8 that the deep results of Goldman
and Millson can be avoided.
3.1. First Steps
We wish to evaluate H1(1, C(z)) so as to combine this with sequence
(9). For any exact sequence of 1-modules,
0  R  M  MR  0, (10)
one obtains long exact sequences in homology,
0 ww H1(1, R) ww H1(1, M) ww H1(1, MR)
(11)
0 ww H0(1, MR) ww H0(1, M) ww H0(1, R),
and in cohomology
0 ww H0(1, R) ww H0(1, M) ww H0(1, MR)
(12)
0 ww H1(1, MR) ww H1(1, M) ww H1(1, R),
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The fact that each of these has only six terms is caused by our having
proved that torsion-free 1 are of cohomological dimension 1. Indeed, even
if 1 admits torsion elements, if the modules in question are naturally
C[1]-modules, i.e. if the action of the group ring extends that of 1 itself
without changing the underlying set of M, then once again Hn(1, M)=
Hn(1, M)=0 for all n>1. This follows from the fact that 1 admits a sub-
group of finite index without torsion, 1 $, and Hn(1, M)=H n(1 $, M)11 $,
see [B. p. 85]. Thus, we allow 1 to have torsion, but discuss only modules
for which the action of the group ring extends that of 1 itself. Our goal is
to study sequence (11) when M is the module of rational functions, so as
to complete our understanding of sequence (9) and thereby of parabolic
cohomology.
3.2. Partial Fractions Considerations
In what follows, M will denote the 1 module C(z) with 1 acting on a
function r(z) by the slash operator, (r | #)(z)=(cz+d )&k r(#z). Define
C :=C _ []. We concentrate attention on the poles of the functions. This
is particularly sound, in light of the following
Lemma 1. For y # C, let My denote the set of rational functions which
vanish at infinity and have poles only at y. Let M be the set of poynomials.
Then
M$ 
y # C
My .
Proof. Given an f # M, f has poles at finitely many y # C . Write out f in
terms of partial fractions. This is the isomorphism. K
Lemma 2. Let y # C and let # # Stab( y). If f vanishes at , has poles
only at y and at worst of order k&1 in G(), then f |# has poles at worst
at y and of order k&1 in G().
Proof. As # # 1/G, this is a calculation to check that a factor of
(cz+d) is cancelled. K
We now have a good choice for the 1-module R. Let
R=[ f # M | f has poles at worst of order k&1 in G(), and f ()=0].
(13)
Let O$ denote a set of orbit representatives for the 1-orbits in C . For
w # O$, let M 0w denote (Mw+R)R. From Lemmas 1 and 2,
58 THOMAS A. SCHMIDT
File: 641J 193310 . By:CV . Date:30:01:00 . Time:16:09 LOP8M. V8.0. Page 01:01
Codes: 2347 Signs: 1364 . Length: 45 pic 0 pts, 190 mm
MR$ 
y # C
(My+R)R
$ 
w # O$
M 0w | 1
$ 
w # O$ \ ( y # Stab(w)"1 ) M
0
w | #+ . (14)
Now, this last line has exactly the form of an induced module, we deduce
that MR$w # O$ Ind(Stab(w), 1, M 0w) (see [B] for a discussion of
induced modules).
Lemma 3. Let O/O$ be the union of the cusps and the hyperbolic orbits
of 1. Then
H1(1, MR)$ 
w # O
H1(Stab(w), M 0w).
Proof. If w # O$&O, then Stab(w) is finite and H1(Stab(w), M 0w)$
H2(Stab(w), M 0w) [B, p. 58]. Of course, this last is trivial. Thus, the
Lemma follows from Shapiro's Lemma, see [B]. K
Define j(M, z): =cz+d if M=( ac
b
d). We have the
Lemma 4. Let w # O$ and s be in Stab(w). Then j(s, w)=\1 if and only
if w # G().
Proof. Recall that w # G() if and only if s is parabolic; thus, if and
only if |Trace s|=2. But, w is a solution to the fixed point equation via the
Mo bius action of s on z # H. An application of the quadratic formula
proves the result. K
We call f monic at w if it is expressible as a monic polynomial in
(z&w)&1 or simply as a monic polynomial if w=. Furthermore, any
equalities involving such f are to be regarded as statements of f modulo R.
Lemma 5. Let w # O and let s be a generator of Stab(w). Suppose that f
in M 0w is monic at w, and is such that f | s= f.
(1) If w=, then f=1;
(2) if s is parabolic and w not 1-equivalent to , then f=(z&w)&k;
(3) if s is hyperbolic, then f exists uniquely and has a pole at w of
order k2.
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Proof. Since a periodic polynomial is constant, (1) is clear. Thus, let f
have Laurent expansion f= :(m)(z&w)&m, summing over all positive
integral m. Hence,
f |s&f=: :(m)(z&w)&m[(a&cw)&m(cz+d )m&k&1], (15)
where s=( ac
b
d).
In case (2), Lemma 4 applied to s and its inverse gives cw+d=
&cw+a=\1. Thus, for each m other than m=k, the quantity in square
brackets has a zero at z=w. A first derivative shows that each such zero
is of first order. Hence, the term of coefficient :(m) has a pole at w of order
m&1 unless m=k. When m=k, the term is identically zero. Since f | s&f
is in R, :(m)=0 unless m=k.
In case (3), s is in 1, hence cz+d has its zero in G(). A partial frac-
tions computation shows that modulo R, for 1mk&1,
(z&w)&m(cz+d )m&k#(z&w)m (cw+d )m&k+ :
m&1
i=1
;(m, i)(z&w)&i. (16)
Hence, using that j (M&1, z)=( j(M, z))&1,
f | s&f# :
mk
:(m)(z&w)&m[(a&cw)&m (cz+d )m&k&1]
+:(0)[(cz+d )&k&1]
+ :
k&1
m=1
:(m)(z&w)&m[(cw+d )2m&k&1]
+ :
k&1
m=1
:(m) \ :
m&1
i=1
;(m, i)(z&w)&i+ . (17)
Since f |s&f is in R, :(m)=0 for mk and for m=0. Since s is hyper-
bolic, cw+d{ \1. Hence, one recursively shows that :(m)=0 for
k&1mk2. As f is monic, we set :(k2)=1, and solve recursively for
the unique solutions of :(m), k2>m. K
Pairs of the form [s, f ] as above can be considered, via the tensor
product of the two entries, as 1-cycles within H1(Stab(w), M 0w). In general,
Goldman and Millson [GM] call a homology class containing such a
cycle a decomposable class. The next Lemma shows that each of certain
homology groups is spanned by a such a class.
Lemma 6. Let w, s and f be as in Lemma 5. Then H1(Stab(w), M 0w) has
dimension one and is spanned by the 1-cycle [s, f ].
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Proof. Since Stab(w) is infinite cyclic, H1 $H 0, see [B. p. 58 Examples
1 and 2]. But, H0 is the group invariants of the coefficient module. Hence,
Lemma 5 gives that this is just the multiples of f. The isomorphism between
the co- and homology groups is such that f corresponds to the homology
class [s, f ]. K
Lemma 3 and Lemma 6 combine to give
H1(1, MR)$ 
w # O
C. (18)
3. Duality Applied
In order to evaluate H1(1, M), we must find the four remaining
unknown terms of sequence (11). The first of these is H1(1, R). Here we
utilize Ash's key step in the case of PSL(2, Z): R is dual to the homo-
morphisms from the degree zero divisors of the boundary of the Borel
Serre compactification to the polynomials of a specific degree. Let P be the
C-vector space of polynomials of degree k&2 with a different 1-action:
( p|#)(z)=p(#z)(cz+d )k&2. There is a 1-invariant non-degenerate bilinear
form on P which induces a 1-module isomorphism between P and its
dual P$. This 1-module of polynomials is well-known from its role in the
EichlerShimura isomorphism between parabolic cohomology of the module
and (two copies of) the cusp forms of 1.
The following lemma generalizes a weakened form of Ash's Lemma 9; in
fact all of his lemma goes through in our setting, but we show that this full
strength is not necessary in order to prove our main Theorem. In par-
ticular, we avoid both the result of [GM] which states that the decom-
posable classes generate H1(1, P) and [AS; Theorem 4.2] which relates
cohomology of 1 modules to cohomology of (the analog of) 1-bundles
over 1"HG ; i.e. the theory of local coefficients is avoided here. For ease of
notation, in what follows, we let D represent G() Z.
Lemma 7. There exist maps r, s, t, t0 and ? with
t0 : Hom C (D0 , P)  R$
such that the following diagram of 1 modules is commutative with exact
rows:
0 ww P ww
s
HomC (D, P) ww
r
Hom C (D0 , P) ww 0
? t t0 (19)
0 ww (MR)$ M $ R$ 0.
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Proof. Ash's construction of a 1-invariant pairing from R_HomC (D0 , P)
to C goes through here. Briefly, recall that given a meromorphic 1-form,
|, on the Riemann sphere, by taking the divisor defined by the sum of
each residue times the polar point, we get a 0-divisor, res(|). Now, given
+ # HomC (D0 , P) and f # R, by use of the isomorphism of D0 with the zero
divisors in HG under the action of 1, we define the map
*( f, +): P  P
p [ +(res( f (z) } p(z) dz)).
Now define the pairing
( f, +) =Trace *( f, +).
In the case of 1/PSL(2, Z), Ash [A, p. 43] gives a detailed proof that
this is indeed a pairing. It is easily checked that the proof holds true in our
wider setting. Thus, we define t0(+) to be ( } , +) , and as + runs through
all of Hom C (D, Pk&2) this does indeed give R$.
Our horizontal maps are s: P  HomC (D, P) by [s( p)](d )=deg (d ) } p;
and r, which is simply restriction to D0 .
We define the map t analogously to t0 , but via the trace of the extension
to M_HomC (D, P) of the above *( f, +). To this end, we let resG()(|) :=
z # G() resz(|) z. The map *G() on M_HomC (D, P) is now given by
using resG()(|), and we let t=Trace *G()( f, +).
Of course, ? has its definition by way of its location in the diagram. For
this to be well-defined, we need that t b s vanishes on R. Suppose that f # R,
hence for any p # P, f } p dz has its poles only in G(); therefore its G()-
residual divisor will have degree zero. But then for any q # P, s(q) applied
to this divisor will be zero. That is, (t b s)(q) applied to f # R is the trace of
an operator which vanishes identically. K
Lemma 8. The following is an isomorphism of 1-modules:
H 1par(1, P)$Image[H
0(1, R$)  H1(1, (MR)$)].
Proof. We first apply the cohomology functor to sequence (16). By
duality, the long exact sequence in cohomology coming from the top row
of sequence (16) is exactly that of sequence (8) with M replaced by P.
Thus, H 1par(1, P)$Image[H1(1, P)  H1(1, P)]. Furthermore, we can
restrict ?
*
to this module, and ?~
*
mapping to Image[H0(1, R$) 
H1(1, (MR)$)]. For economy of space in the next diagram, we refer to
this latter as Im, to H0(1, HomC (D, P)) as H 0(H), to H 1par(1, P) as
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H 1p(P), to H
0(1, (MR)$) as H0(C$), and suppress 1 throughout the nota-
tion. Thus, we have the following commutative diagram of exact sequences.
0 ww H 0(P) ww H0(H) ww H1(P) ww H 1p(P) ww 0
?
*
t
*
$ ?~
* (20)
0 ww H0(C$) ww H 0(M$) ww H0(R$) Im 0.
By the Snake Lemma applied to sequence (16), Ker ? $ Ker t and
Coker ?$Coker t. Functoriality of cohomology gives that Coker[?
*
: H0(1, P)
 H0(1, (MR)$)] and Coker[t
*
: H 0(1, HomC (D, P))  H 0(1, M$)] are
also isomorphic. Another Snake Lemma argument now gives that ?~
*
is
injective. Surjectivity of ?~
*
is easily verified. K
We now finish our calculations of H1(1, C(z)).
Lemma 9. The following is an exact sequence of 1-modules:
0  H1(1, C(z))  
w # O
C  [H 1par(1, P)]$  0. (21)
Proof. This follows from sequence (11), equation (14), and taking duals
in Lemma 8. K
The proof of Theorem 1 is completed by applying the Eichler-Shimura
isomorphism, H 1par(1, P)$Sk Sk and taking sequence (9) vertically with
sequence (21) horizontally and completing to a diagram for which the
Snake Lemma gives the result.
4. The Hecke Groups
As an application of the above, we clarify certain results in the literature
for the Hecke groups. E. Hecke [He] introduced the groups
Gq=(S, T) , where Sq=\10
*q
1 +
and
T=\01
&1
0+ , *q=2 cos ?q for q=3, 4, 5, ... . (22)
These are Fuchsian groups of the first kind, each is maximal and has a
unique parabolic conjugacy class, generated by the element Sq . A. Leut-
becher [L1, L2] showed that the only pair-wise commensurable Gq are
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G3 , G4 and G6 . Recall that a group is called arithmetic if it is commen-
surable with SL(2, O), for O the ring of integers of some number field. Since
G3=PSL(2, Z), these three groups are arithmetic. Leutbecher also showed
that of all Gq , only these are arithmetic.
When q is taken to be , one obtains the theta group, G% . These groups
can be expressed as free products, Gq $Z2Z C ZqZ and G% $Z2Z C Z.
Label the homomorphism sending S% to Sq and T to T as ,q . Then the
pull-back ,q*H 1par(Gq , C(z)) lies in the kernel of the restriction map from
H1(G% , C(z)) to H1(StabG# (), C(z)). Thus, as Hawkins and Knopp
[HK] state, a rational period function for any Gq is automatically an r.p.f.
for G% . Of course, there are many r.p.f. for this latter group which are not
r.p.f. for any Gq . Since a Gq has exactly one cusp, the non-zero poles of an
r.p.f. for a Gq must lie at the fixed points of some hyperbolic element. In
particular, such poles are real. However, one easily constructs r.p.f. for G%
with poles at, say, z=i.
A deeper phenomenon is that there are families of r.p.f. for all Gq .
L. A. Parson and K. Rosen [PR] gave the first such example: for each
k#2 mod 4, the hyperbolic SqTS &1q T leads to r.p.f. for Gq depending only
upon q. This was extended in [S] and by E. Gethner [G]. Here we note
that this phenomenon is explained by two facts. Ash has pointed out that
whenever w and its `conjugate' w* (i.e., w* is the other fixed point of the
hyperbolic elements which fix w) lie in different orbits under the group,
then fw+(&1)kf *w has trivial image in [H 1par(1, P)]$. Furthermore, if k#2
mod 4 with w and w* in the same orbit, then fw by itself is in this kernel.
Thus, in these cases there is a lifting to give an element of H 1par(1, C(z))
and thereby an r.p.f. Secondly, every element of Gq defines a word in Sq
and T; the word for primitive hyperbolics continue to define primitive
hyperbolics as q is increased (this phenomenon is referred to as the q-prin-
ciple in [SS], but see [Wo] for an earlier discussion of related aspects of
the Gq). Thus, one has families of primitive hyperbolics which give rise to
families of r.p.f. for the Gq . This explains the known examples of families
of r.p.f. for the Gq . It would be quite interesting to see if there are other
families of r.p.f. for the Hecke groups.
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