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Abstract
For finite-dimensional problems, stochastic approximation meth-
ods have long been used to solve stochastic optimization problems.
Their application to infinite dimensional problems is less understood,
particularly for nonconvex objectives. This paper presents conver-
gence results for the stochastic proximal gradient method applied to
Hilbert spaces, motivated by optimization problems with partial dif-
ferential equation (PDE) constraints with random inputs and coeffi-
cients. We study stochastic algorithms for nonconvex and nonsmooth
problems, where the nonsmooth part is convex and the nonconvex part
is the expectation, which is assumed to have a Lipschitz continuous
gradient. The optimization variable is an element of a Hilbert space.
We show almost sure convergence of strong limit points of the random
sequence generated by the algorithm to stationary points. We demon-
strate the stochastic proximal gradient algorithm on a tracking-type
functional with a L1-penalty term constrained by a semilinear PDE
and box constraints, where input terms and coefficients are subject
to uncertainty. We verify conditions for ensuring convergence of the
algorithm and show a simulation.
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1 Introduction
In this paper, we focus on stochastic approximation methods for solving a
stochastic optimization problem on a Hilbert space H of the form
min
u∈H
{f(u) = j(u) + h(u)}, (P)
where the expectation j(u) = E[J(u, ξ)] is generally nonconvex with a Lips-
chitz continuous gradient and h is a proper, lower semicontinuous, and convex
function that is generally nonsmooth.
Our work is motivated by applications to PDE-constrained optimization
under uncertainty, where a nonlinear PDE constraint can lead to an ob-
jective function that is nonconvex with respect to the Hilbert-valued vari-
able. To handle the (potentially infinite-dimensional) expectation, algorith-
mic approaches for solving such problems involve either some discretization
of the stochastic space or an ensemble-based approach with sampling or care-
fully chosen quadrature points. Stochastic discretization includes polynomial
chaos and the stochastic Galerkin method; cf. [45, 32, 28, 23]. For ensemble-
based methods, the simplest method is sample average approximation (SAA),
where the original problem is replaced by a proxy problem with a fixed set
of samples, which can then be solved using a deterministic solver. A number
of standard improvements to Monte Carlo sampling have been applied to
optimal control problems in, e.g., [1, 52]. Another ensemble-based approach
is the stochastic collocation method, which has been used in optimal con-
trol problems in e.g. [45, 50]. Sparse-tensor discretization has been used for
optimal control problems in, for instance, [26, 27].
The approach we use is an ensemble-based approach called stochastic
approximation, which is fundamentally different in the sense that sampling
takes place dynamically as part of the optimization procedure, leading to an
algorithm with low complexity and computational effort when compared to
other approaches. Stochastic approximation originated in a groundbreaking
paper by [44], where an iterative method to find the root of an unknown
function using noisy estimates was proposed. The authors of [24] used this
idea to solve a regression problem using finite differences subject to noise.
Basic versions of these algorithms rely on positive step sizes tn of the form∑∞
n=1 tn =∞ and
∑∞
n=1 t
2
n <∞. The (almost sure) asymptotic convergence
of stochastic approximation algorithms for convex problems is classical in
finite dimensions; we refer to the texts by [31, 16].
There have been a number of contributions with proofs of convergence
of the stochastic gradient method for unconstrained nonconvex problems;
see [55, 48, 6, 7]. Fewer results exist for constrained and/or nonsmooth
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nonconvex problems. A randomized stochastic algorithm was proposed by
[20]; this scheme involves running a stochastic approximation process and
randomly choosing an iterate from the generated sequence. There have been
some contributions involving constant step sizes with increasing sampling;
see [33, 43]. Convergence of projection-type methods for nonconvex problems
was shown in [30] and for prox-type methods by [13].
As far as stochastic approximation on function spaces is concerned, many
contributions were motivated by applications with nonparametric statistics.
Perhaps the oldest example is from [53]. Goldstein [21] studied an infinite-
dimensional version of the Kiefer-Wolfowitz procedure. A significant con-
tribution for unconstrained problems was by [57]. Projection-type methods
were studied by [38, 12, 10, 3].
In this paper, we prove convergence results for nonconvex and nonsmooth
problems in Hilbert spaces. We present convergence analysis that is based on
the recent contributions in [7, 33, 13]. Applications of the stochastic gradient
method to PDE-constrained optimization have already been explored by [18,
35]. In these works, however, convexity of the objective function is assumed,
leaving the question of convergence in the more general case entirely open.
We close that gap by making the following contributions:
• For an objective function that is the sum of a smooth, generally noncon-
vex expectation and a convex, nonsmooth term, we prove that strong
accumulation points of iterates generated by the method are stationary
points. For completeness, we also give a proof for an objective without
nonsmooth terms.
• We show that convergence holds even in the presence of systematic
additive bias, which is relevant for the application in mind.
• We demonstrate the method on an application to PDE-constrained
optimization under uncertainty and verify conditions for convergence.
The paper is organized as follows. In Section 2, notation and background
is given. Convergence of three related algorithms is proven in Section 3. In
Section 4, we introduce a problem in PDE-constrained optimization under
uncertainty, where coefficients in the semilinear PDE constraint are subject
to uncertainty. The problem is shown to satisfy conditions for convergence,
and numerical experiments demonstrate the method. We finish the paper
with closing remarks in Section 5.
3
2 Notation and Background
We recall some notation and background from convex analysis and stochastic
processes; see [4, 11, 36, 42].
Let H be a Hilbert space with the scalar product 〈·, ·〉 and norm ‖·‖. The
symbols → and ⇀ denote strong and weak convergence, respectively. The
set of proper, convex, and lower semicontinuous functions h : H → (−∞,∞]
is denoted by Γ0(H). Given a function h ∈ Γ0(H) and t > 0, the proximity
operator proxth : H → H is given by
proxth(u) := argmin
v∈H
(
h(v) +
1
2t
‖v − u‖2
)
.
We recall that for a proper function h : H → (−∞,∞], the subdifferential
(in the sense of convex analysis) is the set-valued operator
∂h : H ⇒ H : u 7→ {v ∈ H : 〈y − u, v〉+ h(u) ≤ h(y) ∀y ∈ H}.
For any h ∈ Γ0(H), the subdifferential ∂h is maximally monotone. The
domain of h is denoted by dom(h). The indicator function of a set C is
denoted by δC , where δC(u) = 0 if u ∈ C and δC(u) = ∞ otherwise. The
sum of two sets A and B with λ ∈ R is given by A + λB := {a + λb : a ∈
A, b ∈ B}. The distance of a point u to a nonempty, closed set A is denoted
by d(u,A) := infa∈A‖u− a‖ and the diameter of A is denoted by the symbol
diam(A) := supu,v∈A‖u− v‖. For a nonempty and convex set C, the normal
cone NC(u) at u ∈ C is defined by
NC(u) := {z ∈ H : 〈z, w − u〉 ≤ 0, ∀w ∈ C}.
We set NC(u) := ∅ if u /∈ C. If C is convex, it is Clarke regular and
∂δC(u) = NC(u) for all u ∈ C. If h1, h2 ∈ Γ0(H) and dom(h1)∩dom(h2) 6= ∅,
then ∂[h1(u)+h2(u)] = ∂h1(u)+∂h2(u). If h is proper and u ∈ dom(h), then
∂h(u) is closed and convex. We recall that the graph of ∂h for a function
h ∈ Γ0(H), given by the set gra(∂h) = {(u, ∂h(u)) : u ∈ H}, is sequentially
closed in the strong-to-weak topology, meaning that for un → u, ζn ∈ ∂h(un),
and ζn ⇀ ζ , it follows that ζ ∈ ∂h(u). The normal cone NC(u) is strong-to-
weak sequentially closed if C is convex.
Throughout, (Ω,F ,P) will denote a probability space, where Ω represents
the sample space, F ⊂ 2Ω is the σ-algebra of events on the power set of Ω,
denoted by 2Ω, and P : Ω→ [0, 1] is a probability measure. Given a random
vector ξ : Ω → Ξ ⊂ Rm with distribution P, we write ξ ∈ Ξ to denote a
realization of the random vector (distributed according to P). The operator
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E[·] denotes the expectation with respect to this distribution; for a random
functional J : H × Ξ→ R, this is defined as the integral over all elements in
Ω, i.e.,
E[J(u, ξ)] =
∫
Ω
J(u, ξ(ω)) dP(ω).
Sometimes we use the notation Eξ[·] to emphasize that the integral is com-
puted with respect to ξ. A filtration is a sequence {Fn} of sub-σ-algebras of
F such that F1 ⊂ F2 ⊂ · · · ⊂ F . We define a discrete H-valued stochastic
process as a collection of H-valued random variables indexed by n, in other
words, the set {βn : Ω→ H |n ∈ N}. A sample path of the stochastic process
will sometimes be denoted by the sequence {βn(ω)}.1 The stochastic process
is said to be adapted to a filtration {Fn} if and only if βn is Fn-measurable
for all n. The natural filtration is the filtration generated by the sequence
{βn} and is given by Fn = σ({β1, . . . , βn}).2 If for an event F ∈ F it holds
that P(F ) = 1, or equivalently, P(Ω\F ) = 0, we say F occurs almost surely
(a.s.). Sometimes we also say that such an event occurs with probability one.
A sequence of random variables {βn} is said to converge almost surely to a
random variable β if and only if
P
({
ω ∈ Ω : lim
n→∞
βn(ω) = β(ω)
})
= 1.
For an integrable random variable β : Ω→ R, the conditional expectation is
denoted by E[β|Fn], which is itself a random variable that is Fn-measurable
and which satisfies
∫
A
E[β(ω)|Fn] dP(ω) =
∫
A
β(ω) dP(ω) for all A ∈ Fn.
Almost sure convergence of H-valued stochastic processes and conditional
expectation are defined analogously. A sequence {βn} in L1(Ω, X) is called
a martingale if a filtration {Fn} exists such that βn is Fn-measurable and
E[βn+1|Fn] = βn is satisfied for all n.
Given a random operator F : X × Ω → Y , where X and Y are Banach
spaces, we will sometimes use the notation Fω := F (·, ω) : X → Y for a
fixed (but arbitrary) ω ∈ Ω. For a Banach space (X, ‖·‖X) and a (strongly)
measurable function u : Ω→ X , the Bochner norm is defined by
‖u‖Lp(Ω,X) :=
{
(
∫
Ω
‖u(ω)‖pX dP(ω))1/p, p <∞
ess supω∈Ω‖u(ω)‖X, p =∞
.
For an open subset U of a Banach space X and a function Jω : U → R, we
denote the directional derivative at u ∈ U in the direction v ∈ X by dJω(u; v).
1In this setting, ω should be thought of as a sequence of realizations from the probability
space, i.e. ω = (ω1, ω2, . . . ) and βn(ω) = βn(ωn).
2For a subset A ⊂ Ω, the induced σ-algebra is given by σ(A) := {∅,Ω, A,Ω\A}.
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The Fre´chet derivative at u is denoted by J ′ω : U → L(X,R), where L(X,R)
is the set of bounded and linear operators mapping X to R. We recall
this is none other than the dual space X∗ and we denote the dual pairing
by 〈·, ·〉X∗,X . Furthermore, J ′′ω : U → L(X,L(X,R)) denotes the second
Fre´chet derivative. For an open subset U of a Hilbert space H and a Fre´chet
differentiable function j : U → R, the gradient ∇j : U → H is the Riesz
representation of j′ : U → H∗, i.e., it satisfies 〈∇j(u), v〉 = 〈j′(u), v〉H∗,H for
all u ∈ U and v ∈ H. The Hessian ∇2j : U → L(H,H∗) is the derivative of
∇j, which satisfies 〈∇2j(u)(v), w〉 = j′′(u)(v)(w) for all u ∈ U and v, w ∈ H .
Given an operator A ∈ L(X, Y ), A∗ ∈ L(Y,X) stands for its adjoint operator.
In Hilbert spaces, the Riesz representation relates elements of the dual space
to the Hilbert space itself, allowing us to drop the dual pairing notation and
use simply 〈·, ·〉.
The notation C1,1L (U) is used to denote the set of continuously differen-
tiable functions on U ⊂ H with an L-Lipschitz gradient, meaning
‖∇j(u)−∇j(v)‖ ≤ L‖u− v‖
is satisfied for all u, v ∈ U. The following lemma, proven in Section A, gives
a classical Taylor estimate for such functions.
Lemma 2.1. Suppose j ∈ C1,1L (U), U ⊂ H open and convex. Then for all
u, v ∈ U ,
j(v)+〈∇j(v), u−v〉−L
2
‖u−v‖2 ≤ j(u) ≤ j(v)+〈∇j(v), u−v〉+ L
2
‖u−v‖2.
3 Asymptotic Convergence Results
In this section, we show asymptotic convergence results for three variants of
the stochastic proximal gradient method in Hilbert spaces for solving Prob-
lem (P). Let G : H×Ξ→ H be a random operator (the stochastic gradient)
approximating (in a sense to be specified later) the gradient ∇j : H → H
and let tn be a positive step size. All algorithms in this section will share the
basic iterative form
un+1 := proxtnh(un − tnG(un, ξn)).
The following assumptions will be in force in all sections.
Assumption 3.1. Let {Fn} be an increasing sequence of σ-algebras and let
{un} and {G(un, ξn)} be sequences of iterates and stochastic gradients. We
assume
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(i) The sequence {un} is a.s. contained in a bounded set V ⊂ H and un is
adapted to Fn for all n.
(ii) On an open and convex set U such that V ⊂ U ⊂ H , the expectation
j ∈ C1,1L (U) is bounded below.
(iii) For all n, there exists an H-valued random variable rn adapted to Fn
such that
rn = E[G(un, ξn)|Fn]−∇j(un)
and for Kn := ess supω∈Ω‖rn(ω)‖,
∑∞
n=1 tnKn < ∞ and supnKn < ∞ are
satisfied.
(iv) For all n, there exists an H-valued random variable wn such that
wn = G(un, ξn)− E[G(un, ξn)|Fn].
Remark 3.2. The assumption that the sequence {un} stays bounded with
probability one is by no means automatically fulfilled, but can be verified or
enforced in different ways. We refer to [6, Section 5.2] and [13, Section 6.1]
for conditions on the function, constraint set, and/or regularizers that ensure
boundedness of iterates. The conditions in Assumption 3.1 allow for additive
bias rn in the stochastic gradient in addition to zero-mean error wn. The
requirement that un and rn are adapted to Fn is automatically fulfilled if {Fn}
is chosen to be the natural filtration generated by {ξ1, . . . , ξn}. Together,
Assumption 3.1(iii) and Assumption 3.1(iv) imply
G(un, ξn) = ∇j(un) + rn +wn
and E[wn|Fn] = 0. Notice that for independent samples ξn, ξ1n, . . . , ξmnn ∈ Ξ,
since
E[G(un, ξn)|Fn] = 1
mn
E
[
mn∑
i=1
G(un, ξ
i
n)|Fn
]
,
a single realization ξn can be replaced by mn independently drawn realiza-
tions (sometimes also called a “batch”), which clearly reduces the variance
of the stochastic gradient.
We use classical martingale techniques for Section 3.1 and Section 3.2.
Both sections rely on the following lemma, a proof of which can be found in
[41, Appendix L].
Lemma 3.3 (Robbins-Siegmund). Assume that {Fn} is an increasing se-
quence of σ-algebras and vn, an, bn, cn nonnegative random variables adapted
to Fn. If
E[vn+1|Fn] ≤ vn(1 + an) + bn − cn,
and
∑∞
n=1 an < ∞,
∑∞
n=1 bn < ∞ a.s., then with probability one, {vn} is
convergent and
∑∞
n=1 cn <∞.
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The result in Section 3.1 covers the stochastic gradient method for smooth
objectives; the result in Section 3.2 shows asymptotic convergence of the
proximal gradient method with constant step sizes and increasing sampling.
In Section 3.3, we switch to the versatile ordinary differential equation (ODE)
method to prove convergence of the stochastic proximal gradient method with
decreasing step sizes.
3.1 Stochastic Gradient Method with Decreasing Step
Sizes
We will show under which conditions the stochastic gradient method con-
verges to stationary points for smooth objectives. This corresponds to Prob-
lem (P) with h ≡ 0. We assume that the chosen step sizes satisfy the
(Robbins-Monro) conditions
tn ≥ 0,
∞∑
n=1
tn =∞,
∞∑
n=1
t2n <∞. (3.1)
The algorithm is presented below.
Algorithm 1 Stochastic Gradient Method
Initialization: u1 ∈ H
for n = 1, 2, . . . do
Generate ξn ∈ Ξ, independent of ξ1, . . . , ξn−1
Choose tn satisfying (3.1)
un+1 := un − tnG(un, ξn)
end for
For asymptotic convergence of Algorithm 1, we consider the following
assumptions in addition to Assumption 3.1.
Assumption 3.4. Let {un} and {G(un, ξn)} be generated by Algorithm
Algorithm 1. There exists a function M : H → [0,∞), that is bounded on
bounded sets, such that
E[‖G(u, ξ)‖2] ≤M(u).
Remark 3.5. Since we assume that {un} is a.s. bounded by Assumption 3.1(i),
Assumption 3.4 covers standard conditions on the growth of the second mo-
ment, such as the conditions E[‖G(u, ξ)− ∇j(u)‖2] ≤ σ or E[‖G(u, ξ)‖2] ≤
M1 +M2‖u‖2 for given constants σ,M1,M2.
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For the proof, we will make use of the following result, which can be found
in [36, Theorem 9.4]. We use the notation β− := max{0,−β}.
Lemma 3.6 (Quasimartingale convergence theorem). Let {Fn} be an in-
creasing sequence of σ-algebras and vn be a (real-valued) random variable
adapted to Fn. If supn E[v−n ] <∞ and
∞∑
n=1
E
[|E[vn+1 − vn|Fn]|] <∞,
then {vn} converges a.s. to a P-integrable random variable v∞ and
E[|v∞|] ≤ lim inf
n
E[|vn|] <∞
is satisfied.
Theorem 3.7. Let Assumption 3.1 and Assumption 3.4 hold. Then,
1. The sequence {j(un)} converges a.s. and lim infn→∞‖∇j(un)‖ = 0 a.s.
2. If F (u) := ‖∇j(u)‖2 satisfies F ∈ C1,1LF (U), then limn→∞∇j(un) =
0 a.s. In particular, every (strong) accumulation point of {un} is a
stationary point with probability one.
Proof. By Assumption 3.1(ii), there exists a j¯ := infu∈U j(u). W.l.o.g. as-
sume j ≥ 0; otherwise make the same arguments for j˜ := j − j¯ ≥ 0. Since
j ∈ C1,1L (U), by Lemma 2.1, with gn := G(un, ξn), it follows that
j(un+1) ≤ j(un)− tn〈∇j(un), gn〉+ Lt
2
n
2
‖gn‖2. (3.2)
By Assumption 3.1(iii), Assumption 3.1(iv), and Assumption 3.4, it holds
that E[gn|Fn] = ∇j(un) + rn and E[‖gn‖2|Fn] = Eξ[‖G(un, ξ)‖2] ≤ M(un).
Notice that for all n,
‖∇j(un)‖ ≤ ‖∇j(un)−∇j(u1)‖+‖∇j(u1)‖ ≤ L diam(V )+‖∇j(u1)‖ =: M1.
Thus, taking the conditional expectation with respect to Fn on both sides of
(3.2) and using that un and rn are Fn-measurable, we get
E[j(un+1)|Fn] ≤ j(un)− tn〈∇j(un),E[gn|Fn]〉+ Lt
2
n
2
E[‖gn‖2|Fn]
≤ j(un)− tn〈∇j(un),∇j(un) + rn〉+ LM(un)t
2
n
2
≤ j(un)− tn‖∇j(un)‖2 +M1tnKn + LM(un)t
2
n
2
.
(3.3)
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Observe that by Assumption 3.1(i), the sequence {un} belongs to the bounded
set V almost surely, and by Assumption 3.4, M(·) is bounded on bounded
sets. Therefore, M(un) is uniformly bounded for all n with probability one.
Now, assigning vn = j(un), an = 0, bn = M1tnKn + (LM(un)t
2
n)/2, and
cn = tn‖∇j(un)‖2, we get by Lemma 3.3 that {j(un)} converges and further-
more,
∑∞
n=1 tn‖∇j(un)‖2 < ∞ with probability one. Due to the step size
condition (3.1), it follows that lim infn→∞‖∇j(un)‖ = 0 a.s. This proves the
first claim.
For the second claim, we first show that
∞∑
n=1
tnE[‖∇j(un)‖2] <∞. (3.4)
This can be seen by taking the expectation and summing on both sides of
(3.3). Indeed, after rearranging, we get
N∑
n=1
tnE[‖∇j(un)‖2] ≤
N∑
n=1
(
E[j(un)]− E[j(un+1)] +M1tnKn + LM(un)t
2
n
2
)
≤ E[j(u1)]− j¯ +
N∑
n=1
(
M1tnKn +
LM(un)t
2
n
2
)
.
(3.5)
By Assumption 3.1(iii) and the condition (3.1), the right-hand side of (3.5)
is bounded as N → ∞. Therefore, since the left-hand side is monotonically
increasing in N and bounded above, (3.4) must hold.
Now, with F (u) = ‖∇j(u)‖2, we get by Lemma 2.1 that
F (un+1)− F (un) ≤ −tn〈∇F (un), gn〉+ LF t
2
n
2
‖gn‖2,
F (un)− F (un+1) ≤ tn〈∇F (un), gn〉+ LF t
2
n
2
‖gn‖2.
(3.6)
By the chain rule, with E(u) := ‖u‖2, H(u) := ∇j(u), and F (u) = E(H(u)),
we have F ′(u) = E ′(H(u))H ′(u). Since E ′(u)v = 〈2u, v〉 and H ′(u)v =
∇2j(u)v, we get that F ′(u)v = 〈2∇j(u),∇2j(u)v〉 = 2〈(∇2j(u))∗∇j(u), v〉.
Additionally, by Lipschitz continuity of∇j and boundedness of {un}, we have
that ‖(∇2j(un))∗‖ = ‖∇2j(un)‖ ≤ L. Taking the conditional expectation
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with respect to Fn on both sides of (3.6), we obtain
|E[F (un+1)|Fn]− F (un)|
≤
∣∣∣∣−tn〈∇F (un),E[gn|Fn]〉+ LF t2n2 E[‖gn‖2|Fn]
∣∣∣∣
≤ | − tn〈2(∇2j(un))∗∇j(un),∇j(un) + rn〉|+ LFM(un)t
2
n
2
≤ 2Ltn‖∇j(un)‖2 + 2LM1tnKn + LFM(un)t
2
n
2
.
(3.7)
Now we can verify the conditions of Lemma 3.6 with vn := F (un). By
(3.7), we have
∞∑
n=1
E[|E[vn+1|Fn]− vn|]
≤
∞∑
n=1
E
[
2Ltn‖∇j(un)‖2 + 2LM1tnKn + LFM(un)t
2
n
2
]
,
where the right-hand side is finite by Assumption 3.1(iii), the condition
(3.1), and (3.4). Naturally, supn E[v
−
n ] = 0. Thus we get by Lemma 3.6 that
F (un) = ‖∇j(un)‖2 converges a.s., which by the first part of the proof can
only converge to zero. We obtain that limn→∞∇j(un) = 0 a.s.
3.2 Variance-Reduced Stochastic Proximal Gradient
Method
In this section, we show under what conditions the variance-reduced stochas-
tic proximal gradient method converges to stationary points for Problem (P).
With ξn = (ξ
1
n, . . . , ξ
mn
n ), the stochastic gradient is given by the average
G(un, ξn) =
∑mn
i=1G(un, ξ
i
n)
mn
over an increasing number of samples mn. The algorithm is presented below,
which uses constant step sizes tn ≡ t depending on the Lipschitz constant L
from Assumption 3.1(ii).
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Algorithm 2 Variance-Reduced Stochastic Proximal Gradient Method
Initialization: u1 ∈ H , 0 < t < 12L
for n = 1, 2, . . . do
Generate independent ξ1n, . . . , ξ
mn
n ∈ Ξ, independent of ξ11 , . . . , ξmn−1n−1
un+1 := proxth
(
un − t
∑mn
i=1G(un,ξ
i
n)
mn
)
end for
Remark 3.8. If h(u) = δC(u) and πC denotes the projection onto C, then the
algorithm reduces to
un+1 := πC
(
un − t
∑mn
i=1G(un, ξ
i
n)
mn
)
,
i.e., the variance-reduced projected stochastic gradient method.
In addition to Assumption 3.1, the following assumptions will be in force
in this section.
Assumption 3.9. Let {un} and {G(un, ξn)} be generated by Algorithm 2.
We assume
(v) The function h satisfies h ∈ Γ0(H).
(vi) For all n, there exists a H-valued random variable wn such that
wn :=
∑mn
i=1G(un, ξ
i
n)
mn
−∇j(un)
and there exists an M ≥ 0 such that E[‖wn‖2|Fn] ≤ Mmn and
∑∞
n=1
1
mn
<∞.
Remark 3.10. We use assumptions similar to those found in [33], but we
do not require the effective domain of h to be bounded; we instead use
boundedness of the iterates by Assumption 3.1(i). Notice that wn = rn+wn
from Assumption 3.1(iv), hence Assumption 3.9(vi) also provides a condition
on the rate at which rn and wn must decay.
Lemma 3.11. Let u ∈ U and t > 0. Suppose v := proxth(u− tg) ∈ U for a
given g ∈ H. Then for any z ∈ U ,
f(v) ≤ f(z) + 〈v − z,∇j(u)− g〉+
(
L
2
− 1
2t
)
‖v − u‖2
+
(
L
2
+
1
2t
)
‖z − u‖2 − 1
2t
‖v − z‖2.
(3.8)
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Proof. We first claim that for all y, z ∈ H , t > 0 and p = proxth(y),
h(p) +
1
2t
‖p− y‖2 ≤ h(z) + 1
2t
‖z − y‖2 − 1
2t
‖p− z‖2. (3.9)
This follows by definition of the prox operator. Indeed, for t > 0, p =
proxth(y) if and only if for all z ∈ H ,
h(z) ≥ h(p) + 1
t
〈y − p, z − p〉. (3.10)
It is straightforward to verify the following equality (the law of cosines)
‖z − y‖2 = ‖z − p‖2 + ‖p− y‖2 − 2〈y − p, z − p〉. (3.11)
Multiplying (3.11) by 1
2t
and adding it to (3.10), we get (3.9). Now, since
j ∈ C1,1L (U), it follows by Lemma 2.1 for u, v, z ∈ U that
j(v) ≤ j(u) + 〈∇j(u), v − u〉+ L
2
‖v − u‖2, (3.12)
j(u) ≤ j(z) + 〈∇j(u), u− z〉 + L
2
‖z − u‖2. (3.13)
Combining (3.12) and (3.13), we get
j(v) ≤ j(z) + 〈∇j(u), v − z〉+ L
2
‖v − u‖2 + L
2
‖z − u‖2. (3.14)
Now, by (3.9) applied to v = proxth(u− tg),
h(v) +
1
2t
‖v − (u− tg)‖2 ≤ h(z) + 1
2t
‖z − (u− tg)‖2 − 1
2t
‖v − z‖2
if and only if
h(v) +
1
2t
‖v − u‖2 + 〈v − u, g〉
≤ h(z) + 1
2t
‖z − u‖2 + 〈z − u, g〉 − 1
2t
‖v − z‖2.
(3.15)
Finally, adding (3.14) and (3.15), and using that f = j+h, we get (3.8).
In the following, we define
u¯n+1 := proxth(un − t∇j(un)) (3.16)
as the iterate at n+ 1 if the true gradient were used.
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Lemma 3.12. For all n,
E[f(un+1)|Fn] ≤ f(un)−
(
1
2t
− L
)
‖u¯n+1 − un‖2 + t
2
E[‖wn‖2|Fn] a.s.
(3.17)
Proof. Using Lemma 3.11 with v = u¯n+1, u = z = un, and g = ∇j(un), we
have
f(u¯n+1) ≤ f(un) +
(
L
2
− 1
t
)
‖u¯n+1 − un‖2. (3.18)
Again using Lemma 3.11, with v = un+1, z = u¯n+1, u = un, and g =
∇j(un) + wn, we get
f(un+1) ≤ f(u¯n+1)− 〈un+1 − u¯n+1, wn〉+
(
L
2
− 1
2t
)
‖un+1 − un‖2
+
(
L
2
+
1
2t
)
‖u¯n+1 − un‖2 − 1
2t
‖un+1 − u¯n+1‖2.
(3.19)
By Young’s inequality,
〈un+1 − u¯n+1, wn〉 ≤ 1
2t
‖un+1 − u¯n+1‖2 + t
2
‖wn‖2,
so combining (3.18) and (3.19), we obtain since 0 < t < 1
2L
that
f(un+1) ≤ f(un) +
(
L− 1
2t
)
‖u¯n+1 − un‖2 +
(
L
2
− 1
2t
)
‖un+1 − un‖2
+
t
2
‖wn‖2
≤ f(un) +
(
L− 1
2t
)
‖u¯n+1 − un‖2 + t
2
‖wn‖2.
(3.20)
Taking conditional expectation on both sides of (3.20), and noting that
u¯n+1 is Fn-measurable by Fn-measurability of un, we get (3.17).
Remark 3.13. Any bounded sequence {un} inH contains a weakly convergent
subsequence {unk} such that unk ⇀ u for a u ∈ H. Generally this convergence
is not strong, so we cannot conclude from
‖u¯n+1 − un‖2 → 0
that there exists a u˜ such that, for a subsequence {unk}, limk→∞ u¯nk+1 =
limk→∞ unk = u˜. Therefore, to obtain convergence to stationary points, we
will assume that {un} has a strongly convergent subsequence.
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We are ready to state the convergence result for sequences generated
by Algorithm 2.
Theorem 3.14. Let Assumption 3.1 and Assumption 3.9 hold. Then
1. The sequence {f(un)} converges a.s.
2. The sequence {‖u¯n+1 − un‖} converges to zero a.s.
3. Every (strong) accumulation point of {un} is a stationary point with
probability one.
Proof. The sequence {un} is contained in a bounded set V by Assump-
tion 3.1(i). By Assumption 3.9(v), h ∈ Γ0(H) must therefore be bounded
below on V [4, Corollary 9.20]; j is bounded below by Assumption 3.1(ii).
W.l.o.g. we can thus assume f ≥ 0. Since 1
2t
> L and
∑∞
n=1E[‖wn‖2|Fn] <∞
by Assumption 3.9(vi), we can apply Lemma 3.3 to (3.17) to conclude that
f(un) converges almost surely. The second statement follows immediately,
since by Lemma 3.3,
∞∑
n=1
‖u¯n+1 − un‖2 <∞ a.s., (3.21)
which implies that for almost every sample path, limn→∞‖u¯n+1 − un‖2 = 0.
For the third statement, we have that there exists a subsequence {unk}
such that unk → u. We argue that then u¯nk+1 → u. Since {u¯nk+1} is
bounded, there exists a weak limit point u˜ (potentially on a subsequence
with the same labeling). Then, using weak lower semicontinuity of the norm
as well as the rule 〈an, bn〉 → 〈a, b〉 for an ⇀ a and bn → b,
0 = lim
k→∞
‖u¯nk+1 − unk‖2 = lim
k→∞
‖u¯nk+1‖2 − 2〈u¯nk+1, unk〉+ ‖unk‖2
≥ lim inf
k→∞
‖u¯nk+1‖2 − 2〈u¯nk+1, unk〉+ ‖unk‖2
= ‖u˜‖2 − 2〈u˜, u〉+ ‖u‖2 = ‖u˜− u‖2 ≥ 0,
implying u = u˜. It follows u¯nk+1 → u by assuming limk→∞‖u¯nk+1‖2 6= ‖u‖2
and arriving at a contradiction. Now, by definition of the prox operator,
u¯nk+1 = proxth(unk − t∇j(unk))
= argmin
v∈H
{
h(v) +
1
2t
‖v − unk + t∇j(unk)‖2
}
= argmin
v∈H
{
h(v) + 〈∇j(unk), v〉+
1
2t
‖v‖2 − 1
t
〈v, unk〉 =: H(v)
}
.
15
Clearly, ∂H(v) = ∂h(v) +∇j(unk) + 1t (v− unk). By optimality of u¯nk+1 (see
Fermat’s rule, [4, Theorem 16.2]), 0 ∈ ∂H(u¯nk+1), or equivalently,
−1
t
(u¯nk+1 − unk) ∈ ∇j(unk) + ∂h(u¯nk+1).
Taking the limit as k → ∞, and using continuity of ∇j, we conclude by
strong-to-weak sequential closedness of gra(∂h) that
0 ∈ ∇j(u) + ∂h(u), (3.22)
so therefore u is a stationary point.
3.3 Stochastic Proximal Gradient Method - Decreas-
ing Step Sizes
In this section, we observe Problem (P) with
h(u) := η(u) + δC(u).
For asymptotic arguments, it will be convenient to treat the term δC sepa-
rately. To that end, we define
ϕ(u) := j(u) + η(u)
and note that f(u) = ϕ(u)+δC(u). The stochastic gradient G(u, ξ) : H×Ξ→
H can be comprised of one or more samples as in the unconstrained case;
see Remark 3.2. However, thanks to the variance reduction afforded by the
step size rule (3.1), the number of samples need not increase indefinitely as
for Algorithm 2. The algorithm is now stated below.
Algorithm 3 Stochastic Proximal Gradient Method
Initialization: u1 ∈ C
for n = 1, 2, . . . do
Generate ξn ∈ Ξ, independent of ξ1, . . . , ξn−1
Choose tn satisfying (3.1)
un+1 := proxtnh (un − tnG(un, ξn))
end for
To prove convergence of Algorithm 3, we will use the ordinary differential
equation (ODE) method, which dates back to [34, 31]. While we use many
ideas from [13], we emphasize that we generalize results to (possibly infinite-
dimensional) Hilbert spaces and moreover, we handle the case when j is the
expectation.
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We define the set-valued map S : C ⇒ H by
S(u) := −∇j(u)− ∂η(u)−NC(u).
Additionally, we define the sequence of (single-valued) maps Sn : C → H for
all n by
Sn(u) := −∇j(u)− 1
tn
E[u− tnG(u, ξ)− proxtnh(u− tnG(u, ξ))].
In addition to Assumption 3.1, the following assumptions will apply in
this section.
Assumption 3.15. Let {un} and {G(un, ξn)} be generated by Algorithm 3.
We assume
(vii) The set C is bounded, convex, closed, and has a nonempty interior.
(viii) The function η ∈ Γ0(H) is locally Lipschitz and bounded below on C,
and there exists a function Lη : H → R, which is bounded on bounded sets,
satisfying
Lη(u) ≥ sup
z:η(z)≤η(u)
η(u)− η(z)
‖u− z‖ . (3.23)
(ix ) There exists a function M : H → [0,∞), which is bounded on bounded
sets, such that
E[‖G(u, ξ)‖2] ≤M(u).
(x ) For any strongly convergent sequence {un}, Eξ[supn‖G(un, ξ)‖] < ∞
holds.
(xi) The set of critical values {f(u) : 0 ∈ ∂f(u)} does not contain any
segment of nonzero length.
Remark 3.16. To handle the infinite-dimensional case, we use assumptions
that are generally more restrictive than in [13]; we restrict ourselves to the
case where C and η are convex and we assume higher regularity of j in
Assumption 3.1(ii) to handle the case j(u) = E[J(u, ξ)]. However, we allow
for bias rn, which is not covered in [13]. The requirement that C has a
nonempty interior from Assumption 3.15(vii) is an assumption needed to
guarantee solutions to the differential inclusion in Theorem 3.25. We note
that C does not need to be bounded if η is Lipschitz continuous over C.
Assumption 3.15(viii) is satisfied if dom(η) = H and ∂η maps bounded sets
to bounded sets; see also [4, Proposition 16.17] for equivalent conditions. The
last assumption is technical but standard; see [47, Assumption H4].
The main result is the following, which we will prove in several parts.
Throughout, we use the notation gn := G(un, ξn).
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Theorem 3.17. Let Assumption 3.1 and Assumption 3.15 hold. Then
1. The sequence {f(un)} converges a.s.
2. Every (strong) accumulation point u of the sequence {un} is a station-
ary point with probability one, namely, 0 ∈ ∂f(u) a.s.
Lemma 3.18. The sequence {un} satisfies the recursion
un+1 = un + tn(yn − rn + wn), (3.24)
where yn = Sn(un) and wn = − 1tnE[proxtnh(un − tngn)|Fn] + 1tnproxtnh(un −
tngn).
Proof. Note that un and rn are Fn-measurable, so E[gn|Fn] = ∇j(un) + rn.
Then
un+1 − un = proxtnh(un − tngn)− un
= −tnE[gn|Fn]− E[un − tngn − proxtnh(un − tngn)|Fn]
− E[proxtnh(un − tngn)|Fn] + proxtnh(un − tngn)
= tnSn(un)− tnrn − E[proxtnh(un − tngn)|Fn] + proxtnh(un − tngn),
where we used that ξn is independent from ξ1, . . . , ξn−1, so
E[un − tngn − proxtnh(un − tngn)|Fn]
= Eξ[un − tnG(un, ξ)− proxtnh(un − tnG(un, ξ))].
(3.25)
By definition of yn and wn, we get the conclusion.
Lemma 3.19. For any u ∈ C, g ∈ H and t > 0, we have for u¯ = proxth(u−
tg) that
1
t
‖u¯− u‖ ≤ 2Lη(u) + 2‖g‖.
Proof. By definition of the proximity operator,
η(u¯) + δC(u¯) +
1
2t
‖u¯− (u− tg)‖2 ≤ η(u) + δC(u) + 1
2t
‖u− (u− tg)‖2,
or equivalently (note u¯, u ∈ C),
η(u¯) +
1
2t
‖u¯− u‖2 + 〈u¯− u, g〉 ≤ η(u).
By (3.23), in the case η(u) ≥ η(u¯), we obtain
1
t
‖u¯−u‖2 ≤ 2(η(u)−η(u¯))−2〈u¯−u, g〉 ≤ 2Lη(u)‖u¯−u‖+2‖u¯−u‖‖g‖. (3.26)
Notice that the last inequality (3.26) is trivial whenever η(u) ≤ η(u¯). This
yields the conclusion.
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Lemma 3.20. The sequence {yn} is bounded a.s.
Proof. By the characterization of yn = Sn(un) from Lemma 3.18 and (3.25),
followed by Jensen’s inequality, and the application of Lemma 3.19 in the
fourth inequality, we get
‖yn‖ ≤ ‖∇j(un)‖+ ‖ 1tnE[un − tngn − proxtnh(un − tngn)|Fn]‖
≤ ‖∇j(un)‖+ E
[‖ 1
tn
(
un − tngn − proxtnh(un − tngn)
)‖|Fn]
≤ ‖∇j(un)‖+ E[‖gn‖|Fn] + E
[‖ 1
tn
(
un − proxtnh(un − tngn)
)‖|Fn]
≤ ‖∇j(un)‖+ E[‖gn‖|Fn] + 2Lη(un) + 2E[‖gn‖|Fn]
≤ ‖∇j(un)‖+ 3
√
M(un) + 2Lη(un).
(3.27)
The last step follows by E[‖gn‖|Fn] = Eξ[‖G(un, ξ)‖] and Assumption 3.15(ix )
with Jensen’s inequality. We have from Assumption 3.1(i) that {un} is
bounded a.s.; therefore, all terms on the right-hand side of (3.27) are bounded
a.s. (Notice that the gradient of j can be bounded as in the proof of Theo-
rem 3.7).
For Lemma 3.22, we need the following result, which is a generalization of
a convergence theorem for quadratic variations from [56, p. 111] to Bochner
spaces. The proof can be found in Section A.
Lemma 3.21. Let {vn} be an H-valued martingale. Then {vn} is bounded
in L2(Ω, H) if and only if
∞∑
n=1
E[‖vn+1 − vn‖2] <∞, (3.28)
and when this is satisfied, vn → v∞ a.s. as n→∞.
Lemma 3.22. The series
∑N
j=1 tjwj a.s. converges to a limit as N →∞.
Proof. Recall the elementary inequality E[‖X−E[X|Fn]‖2|Fn] ≤ E[‖X‖2|Fn],
which holds for any random variable X . By Lemma 3.18 with
X := 1
tn
(proxtnh(un − tngn)− un),
followed by Lemma 3.19 and Assumption 3.15(ix ), we get
E[‖wn‖2|Fn] ≤ 1t2nE[‖proxtnh(un − tngn)− un‖
2|Fn]
≤ 4(Lη(un))2 + 4M(un) <∞.
(3.29)
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Let vn :=
∑n
j=1 tjwj. We show that vn is a square integrable martin-
gale, i.e., vn ∈ L2(Ω, H) for every n and supn E[‖vn‖2] < ∞. It is clearly a
martingale, since for all n, E[wn|Fn] = 0 and thus
E[vn|Fn] = E[tnwn|Fn] +
n−1∑
j=1
tjwj = vn−1.
To show that vn is square integrable, we use (3.29) and the fact that E[vn] = 0
for all n to conclude that its quadratic variations are bounded. Indeed,
An :=
n∑
j=2
E[‖vj − vj−1‖2|Fj] =
n∑
j=2
t2jE[‖wj‖2|Fj].
Because of the condition (3.1), we have that supn E[An] < ∞. We have
obtained that {vn} is square integrable, so by Lemma 3.21, it follows that
{vn} converges a.s. to a limit as n→∞.
Lemma 3.23. The following is true with probability one:
lim
n→∞
‖un+1 − un‖ = 0. (3.30)
Proof. This is a simple consequence of (3.24) and a.s. boundedness of yn,
rn, and wn for all n by Lemma 3.20, Assumption 3.1(iii), and Lemma 3.22,
respectively.
Lemma 3.24. For any sequence {zn} in C such that zn → z as n → ∞, it
follows that
lim
m→∞
d
(
1
m
m∑
n=1
Sn(zn), S(z)
)
= 0 a.s. (3.31)
Proof. Notice that C is closed, so z ∈ C. The fact that S(z) is nonempty,
closed, and convex follows by these properties of ∇j(z), ∂η(z), and NC(z).
We define gξn := G(zn, ξ) and
S˜n(zn, ξ) := −∇j(zn)− 1tn (zn − tngξn − proxtnh(zn − tngξn)). (3.32)
Clearly, Eξ[S˜n(zn, ξ)] = Sn(zn). Now, by Jensen’s inequality and convexity of
the mapping u 7→ d(u, S(z)),
d
(
1
m
m∑
n=1
Sn(zn), S(z)
)
≤ 1
m
m∑
n=1
d(Sn(zn), S(z))
≤ 1
m
m∑
n=1
Eξ
[
d(S˜n(zn, ξ), S(z))
]
.
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Notice that z¯ = proxth(u) if and only if 0 ∈ ∂η(z¯) + NC(z¯) + 1t (z¯ − u), so
with
z¯n := proxtnh(zn − tngξn), (3.33)
there exist ζη,n ∈ ∂η(z¯n) and ζC,n ∈ NC(z¯n) such that
− (ζη,n + ζC,n) = 1tn (z¯n − zn + tngξn). (3.34)
Because {zn} converges, it is contained in a bounded set. Hence, by Lemma 3.19,
we get
‖ζη,n + ζC,n‖ = 1tn‖z¯n − zn + tngξn‖ ≤ 2Lη(zn) + 3‖gξn‖, (3.35)
which must be almost surely finite by Assumption 3.15(x ). Now, by (3.32)
and (3.33), followed by (3.34),
d(S˜n(zn, ξ), S(z)) = d(−∇j(zn) + 1tn (z¯n − zn + tngξn), S(z))
= d(−∇j(zn)− ζη,n − ζC,n, S(z)).
By the simple rule d(u+ v, A+B) ≤ d(u,A) + d(v, B) for sets A and B and
points u, v ∈ H , we get by definition of S(z) that
d(S˜n(zn, ξ), S(z)) ≤ ‖∇j(zn)−∇j(z)‖ + d(ζη,n, ∂η(z)) + d(ζC,n, NC(z)).
By strong-to-weak sequential closedness of gra(∂η) and gra(NC) as well as
continuity of ∇j, it follows that
lim
n→∞
d(S˜n(zn, ξ), S(z)) = 0 a.s. (3.36)
We show that d(S˜n(zn, ξ), S(z)) is almost surely bounded by an integrable
function M˜(z) for all n. Using elementary arguments and (3.35) in the third
inequality,
d(S˜n(zn, ξ), S(z))
≤ d(−∇j(zn)− ζη,n − ζC,n, S(z))
≤ ‖∇j(zn)−∇j(z)‖+ d(ζη,n + ζC,n, ∂η(z) +NC(z))
≤ ‖∇j(zn)−∇j(z)‖+ 2Lη(zn) + 3‖gξn‖+ d(0, ∂η(z) +NC(z))
≤ sup
n∈N
{‖∇j(zn)−∇j(z)‖ + 2Lη(zn) + 3‖gξn‖+ d(0, ∂η(z) +NC(z))} ,
which is almost surely bounded by Assumption 3.15(viii) and Assumption 3.15(x ).
By the dominated convergence theorem, it follows by (3.36) that as n→∞,
Eξ[d(S˜n(zn, ξ), S(z))]→ 0. Finally, (3.31) follows from the fact that if an → 0
as n→∞, it follows that 1
m
∑m
n=1 an → 0 as m→∞.
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Now we will show a compactness result, adapted from [15], namely that
in the limit, the time shifts of the linear interpolation of the sequence {un}
can be made arbitrarily close to trajectories of the differential inclusion
z˙(t) ∈ S(z(t)). (3.37)
For I ⊂ R, let W 1,1(I,H) be the set of (equivalence classes of) functions
z ∈ L1(I,H) whose weak derivatives satisfy z˙ ∈ L1(I,H). The unique
solution to (3.37) is guaranteed by the following result.
Proposition 3.25. For every z0 = z(0) ∈ C there exists a unique solution
z ∈ W 1,1([0,∞), H) to the differential inclusion (3.37).
Proof. The operator A := −∂η−NC is maximally monotone and B := −∇j
is Lipschitz continuous. Therefore, by [8, Proposition 3.13], the statement
follows.
For a fixed T > 0, a trajectory is an absolutely continuous function
z : [0, T ] → H , differentiable a.e., satisfying (3.37) for almost all t ∈ [0, T ].
We set sn :=
∑n−1
j=1 tj and define the linear interpolation u : [0,∞) → H of
iterates as well as the piecewise constant extension y : [0,∞) → H of the
sequence {yn} via
u(t) := un +
t− sn
sn+1 − sn (un+1 − un), y(t) := yn, ∀t ∈ [sn, sn+1), ∀n ∈ N.
(3.38)
The set C(I,H) denotes the space of continuous functions from I to H . The
time shifts of u(·) are denoted by u(·+τ) for τ > 0. We define uτ : [0,∞)→ H
by
uτ (t) := u(τ) +
∫ t
τ
y(s) ds (3.39)
as the solution to the ODE
u˙τ (·) = y(·), uτ(τ) = u(τ),
which is guaranteed to exist by [9, Theorem 1.4.35]. For the next result,
we will need the following infinite-dimensional version of the Arzela`-Ascoli
theorem, cf. [54, Theorem A.2.1].
Theorem 3.26 (Arzela`-Ascoli). A subset A of C([0, T ], H) is relatively com-
pact if and only if
(i) A is equicontinuous on [0, T ] and
(ii) there exists a dense subset I of [0, T ] such that, for each t ∈ I, A(t) =
{F (t) : F ∈ A} is relatively compact in H.
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Theorem 3.27. For any T > 0 and any nonnegative sequence {τn}, the
sequence of the time shifts {u(·+τn)} is relatively compact in C([0, T ], H). If
τn →∞, all limit points u¯(·) of the time shifts {u(·+ τn)} are in C([0, T ], H)
and there exists a y¯ : [0, T ] → H such that y¯(t) ∈ S(u¯(t)) and u¯(t) =
u¯(0) +
∫ t
0
y¯(s) ds.
Proof. Relative compactness of time shifts. We first claim that for all
T > 0,
lim
τ→∞
sup
t∈[τ,τ+T ]
‖uτ(t)− u(t)‖ = 0 a.s. (3.40)
We consider a fixed (but arbitrary) sample path ω = (ω1, ω2, . . . ) throughout
the proof. Let p := min{n : sn ≥ τ} and q := max{n : sn ≤ t}. By (3.39)
and (3.38),
uτ (t) = u(τ) +
∫ t
τ
y(s) ds = u(τ) +
∫ sp
τ
y(s) ds+
q−1∑
ℓ=p
tℓyℓ +
∫ t
sq
y(s) ds.
(3.41)
Notice that due to the recursion (3.24),
q−1∑
ℓ=p
tℓyℓ = uq − up −
q−1∑
ℓ=p
tℓ(wℓ − rℓ). (3.42)
Plugging (3.42) into (3.41), we get
uτ(t)− u(t) = u(τ) + uq − up − u(t) +
∫ sp
τ
y(s) ds
−
q−1∑
ℓ=p
tℓ(wℓ − rℓ) +
∫ t
sq
y(s) ds.
Therefore,
‖uτ(t)− u(t)‖ ≤
∥∥∥∥u(τ)− up +
∫ sp
τ
y(s) ds
∥∥∥∥+
∥∥∥∥∥uq − u(t) +
∫ t
sq
y(s) ds
∥∥∥∥∥
+
∥∥∥∥∥
q−1∑
ℓ=p
tℓwℓ
∥∥∥∥∥+
∥∥∥∥∥
q−1∑
ℓ=p
tℓrℓ
∥∥∥∥∥ .
Note that by (3.38), it follows that
‖u(τ)− up‖ ≤ ‖up−1 − up‖ = tp−1‖yp−1 − rp−1 + wp−1‖,
‖uq − u(t)‖ ≤ ‖uq − uq+1‖ = tq‖yq − rq + wq‖.
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Moreover, by (3.38), we have
∥∥∥∥
∫ sp
τ
y(s) ds
∥∥∥∥ ≤ tp−1‖yp−1‖ and
∥∥∥∥∥
∫ t
sq
y(s) ds
∥∥∥∥∥ ≤ tq‖yq‖.
Therefore,
‖uτ(t)− u(t)‖ ≤ tp−1(2‖yp−1‖+ ‖rp−1‖+ ‖wp−1‖)
+ tq(2‖yq‖+ ‖rq‖+ ‖wq‖) +
∥∥∥∥∥
q−1∑
ℓ=p
tℓwℓ
∥∥∥∥∥+
∥∥∥∥∥
q−1∑
ℓ=p
tℓrℓ
∥∥∥∥∥ .
(3.43)
We take the limit p, q → ∞ on the right-hand side of (3.43) and observe
that by Lemma 3.20, limn→∞ supm≥n tm‖ym‖ = 0 and by Lemma 3.22, we
have limn→∞ supm≥n‖
∑m−1
ℓ=n tℓwℓ‖ = 0 as well as limn→∞ supm≥n tm‖wm‖.
By Assumption 3.1(iii), we have limn→∞ supm≥n
∥∥∑m−1
ℓ=n tℓrℓ
∥∥ = 0. We have
shown (3.40), so it follows that the set
A := {uτ (·) : τ ∈ [0,∞)}
is a family of equicontinuous functions.
To invoke Theorem 3.26, we first show that the set
A(t) := {uτ(t) : τ ∈ [0,∞)}
is relatively compact for all t ∈ [0, T ], T > 0. We show this by proving that
arbitrary sequences in A(t) have a Cauchy subsequence, which converge in
H by completeness of H . To this end, let ε > 0 be arbitrary and observe
first the case τn →∞. Let nk be the index such that τk ∈ [snk , snk+1) and
uτk(t) = unk +
τk − snk
snk+1 − snk
(unk+1 − unk) +
∫ t
τk
y(s) ds.
Similarly, let mj be the index such that τj ∈ [smj , smj+1). Thus we have
‖uτk(t)− uτj(t)‖
≤
∥∥∥∥ τk − snksnk+1 − snk (unk+1 − unk)−
τj − smj
smj+1 − smj
(umj+1 − umj)
∥∥∥∥
+
∥∥∥∥unk − umj +
∫ τj
τk
y(s) ds
∥∥∥∥ .
(3.44)
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Using (3.42), we get (w.l.o.g. τk ≤ τj)∥∥∥∥unk − umj +
∫ τj
τk
y(s) ds
∥∥∥∥ ≤ ‖unk − unk+1‖+
∥∥∥∥
∫ snk+1
τk
y(s) ds
∥∥∥∥
+
∥∥∥∥∥
∫ τj
smj
y(s) ds
∥∥∥∥∥+
∥∥∥∥∥
mj−1∑
ℓ=nk+1
tℓ(wℓ − rℓ)
∥∥∥∥∥ .
(3.45)
Combining (3.44) and (3.45), and observing that
∣∣∣ τk−snksnk+1−snk
∣∣∣ ≤ 1 as well as∣∣∣ τj−smjsmj+1−smj
∣∣∣ ≤ 1, we obtain
‖uτk(t)− uτj (t)‖ ≤ 2‖unk+1 − unk‖+ ‖umj+1 − umj‖+ tnk‖ynk‖
+ tmj‖ymj‖+
∥∥∥∥∥
mj−1∑
ℓ=nk+1
tℓ(wℓ − rℓ)
∥∥∥∥∥ . (3.46)
By Lemma 3.23 as well as convergence of the other terms on the right-
hand side of (3.46), for ε > 0 there exists a N such that for all k, j >
N , ‖uτk(t) − uτj (t)‖ ≤ ε for all k, j > N and thus {uτn(t)} has a Cauchy
subsequence for τn →∞. Now we observe the case where the sequence {τn}
is bounded. Then τn → τ¯ for some τ¯ > 0 at least on a subsequence (with the
same labeling). By convergence of {τn} we get that mj = nk for k, j ≥ N
and N large enough. Therefore (3.44) reduces to
‖uτk(t)− uτj (t)‖ ≤
∣∣∣∣ τk − τjsnk+1 − snk
∣∣∣∣ ‖unk+1 − unk‖+
∥∥∥∥
∫ τj
τk
y(s) ds
∥∥∥∥ . (3.47)
We can bound terms on the right-hand side of (3.47) as before to obtain that
{uτn(t)} has a Cauchy subsequence. We have shown that A(t) is relatively
compact for all t ∈ [0, T ], T > 0, so by Theorem 3.26, it follows that the set
A is relatively compact.
Now, the relative compactness of the set of time shifts {u(· + τ) : τ ∈
[0,∞)} follows from the relative compactness of the set A. Indeed, for any
sequence {uτn(·+τn)} there exists a convergent subsequence such that uτnk (·+
τnk) → u¯(·) for some u¯(·) ∈ C([0, T ], H). Now, for the time shift u(·+ τnk),
we have
sup
t∈[0,T ]
‖u(t+ τnk)− u¯(t)‖
≤ sup
t∈[0,T ]
‖u(t+ τnk)− uτnk (t+ τnk)‖+ sup
t∈[0,T ]
‖uτnk (t+ τnk)− u¯(t)‖,
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so it follows that u(·+τnk)→ u¯(·) in C([0, T ], H) as τnk →∞ by convergence
of uτnk (·) and (3.40). If τnk → τ¯ , then u(· + τnk) → u(· + τ¯) by uniform
continuity of u(·) on [0, τ¯ + T ].
Limit points are trajectories of the differential inclusion. Let
{τn} be a sequence such that as τn → ∞, uτn(· + τn) → u¯(·) in C([0, T ], H)
(potentially on a subsequence). The sequence {y(·+ τn)} ⊂ L2([0, T ], H) is
bounded by boundedness of {yn}, and since L2([0, T ], H) is a Hilbert space,
there exists a subsequence {nk} such that y(· + τnk) ⇀ y¯(·) in L2([0, T ], H)
for some y¯ ∈ L2([0, T ], H). Notice that for {τnk}, by (3.39) it follows that
uτnk (t+ τnk) = u
τnk (τnk) +
∫ t
0
y(s+ τnk) ds. (3.48)
By (3.40), uτnk (·+ τnk)→ u¯(·) in C([0, T ], H) as k →∞. Taking k →∞ on
both sides of (3.48) we get, due to y(·+ τnk) ⇀ y¯(·) for t ∈ [0, T ], that
u¯(t) = u¯(0) +
∫ t
0
y¯(s) ds.
Now, we will show that y¯(t) ∈ S(u¯(t)) for a.e. t ∈ [0, T ]. By the Banach-Saks
theorem (cf. [40]), there exists a subsequence of {y(· + τnk)} (where we use
the same notation for the sequence as its subsequence) such that
lim
m→∞
1
m
m∑
k=1
y(·+ τnk) = y¯(·). (3.49)
Recall that yn = Sn(un) by Lemma 3.18 and set ℓ
t
k := max{ℓ : sℓ ≤ t+ τnk}.
Then we have
y(t+ τnk) = y(sℓtk) = yℓtk = Sℓtk(uℓtk).
Therefore, since t + τnk ∈ [ℓtk, ℓtk + 1],
‖u(sℓt
k
)− u¯(t)‖ ≤ ‖u(sℓt
k
)− u(t+ τnk)‖+ ‖u(t+ τnk)− u¯(t)‖
≤ ‖u(sℓt
k
)− u(sℓt
k
+1)‖+ ‖u(t+ τnk)− u¯(t)‖
≤ tℓt
k
(‖yℓt
k
‖+ ‖rℓt
k
‖+ ‖wℓt
k
‖) + ‖u(t+ τnk)− u¯(t)‖,
(3.50)
which a.s. converges to zero as k → ∞, since u(·+ τnk) → u¯(·) and the fact
that tn → 0 by (3.1) (combined a.s. boundedness of yn, rn, and wn for all n
by Lemma 3.20, Assumption 3.1(iii), and Lemma 3.22, respectively). Now,
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using y(t+ τnk) = yℓtk , we get
d(y¯(t), S(u¯(t)))
≤
∥∥∥∥∥ 1m
m∑
k=1
y(t+ τnk)− y¯(t)
∥∥∥∥∥+ d
(
1
m
m∑
k=1
y(t+ τnk), S(u¯(t))
)
≤
∥∥∥∥∥ 1m
m∑
k=1
y(t+ τnk)− y¯(t)
∥∥∥∥∥+ d
(
1
m
m∑
k=1
Sℓt
k
(u(sℓt
k
)), S(u¯(t))
)
,
which converges to zero as m → ∞ by (3.49) and Lemma 3.24, where we
note that u(sℓt
k
) → u¯(t) as k → ∞ by (3.50). Since S(u¯(t)) is a closed set
and the sample path was chosen to be arbitrary, we have that the statement
must be true with probability one.
Now, we show that there is always a strict decrease in ϕ along a trajectory
that originates in a noncritical point z(0).
Lemma 3.28. Whenever z : [0,∞) → C is a trajectory satisfying the dif-
ferential inclusion (3.37) and 0 6∈ S(z(0)), then there exists a T > 0 such
that
ϕ(z(T )) < sup
t∈[0,T ]
ϕ(z(t)) ≤ ϕ(z(0)). (3.51)
Proof. We modify the proof from [13, Lemma 5.2]. It is straightforward to
show that ϕ ◦ z : [0,∞) → R is absolutely continuous as a composition of
a locally Lipschitz map ϕ with an absolutely continuous function z and the
fact that C is bounded. Therefore, by Rademacher’s theorem, it is almost
everywhere differentiable. On the other hand, notice that since η is locally
Lipschitz near z(t) and convex, it is Clarke regular, so the chain rule ∂(η ◦
z)(t) = ∂η(z(t)) ◦ z˙(t) holds by [11, Theorem 2.3.10]. The chain rule for
j holds by differentiability. Therefore for almost every t, it follows for all
v ∈ ∂ϕ(z(t)) that
(ϕ ◦ z)′(t) = ∂(ϕ ◦ z)(t) = (∇j(z(t)) + ∂η(z(t))) ◦ z˙(t) = 〈v, z˙(t)〉. (3.52)
We now observe the following property for the subdifferential of δC , namely,
〈v, z˙(t)〉 = 0 ∀v ∈ NC(z(t)). (3.53)
Indeed, since z(·) takes values in C and by definition of subdifferential, for
all r ≥ 0 it follows that
0 = δC(z(t + r))− δC(z(t)) ≥ 〈v, z(t+ r)− z(t)〉.
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Hence,
0 ≥ lim
r→0+
〈
v,
z(t + r)− z(t)
r
〉
= 〈v, z˙(t)〉.
The reverse inequality can be obtained by using the left limit of the difference
quotient, and we get (3.53). By (3.52) and (3.53), we obtain for a.e. t that
〈v, z˙(t)〉 = ∂(ϕ ◦ z)(t) ∀v ∈ −S(z(t)). (3.54)
We now show that ‖z˙(t)‖ = d(0, S(z(t))). Trivially, d(0, S(z(t))) ≤ ‖ζ − 0‖
for all ζ ∈ S(z(t)), so it follows that d(0, S(z(t))) ≤ ‖z˙(t)‖. Notice that for all
v, w ∈ ∂ϕ(z(t)), by (3.52), 0 = 〈v − w, z˙(t)〉. Setting W := span(∂ϕ(z(t)) −
∂ϕ(z(t))), we get z˙(t) ∈ W⊥. Clearly, −z˙(t) ∈ (−z˙(t)+W )∩W⊥ so ‖z˙(t)‖ ≤
d(0,−z˙(t)+W ). Since ∂ϕ(z(t)) ⊂ z˙(t)+W , it follows ‖z˙(t)‖ ≤ d(0, ∂ϕ(z(t)))
and we get ‖z˙(t)‖ = d(0, S(z(t))).
Now, notice that by (3.54) and the fact that z˙(t) ∈ S(z(t)), we have for
a.e. t that
∂(ϕ ◦ z)(t) = −‖z˙(t)‖2 = −d(0, S(z(t))).
Since ϕ ◦ z is absolutely continuous,
ϕ(z(t)) = ϕ(z(0))−
∫ t
0
d(0, S(z(s)))2 ds. (3.55)
This yields that ϕ(z(0)) ≥ ϕ(z(t)) for all t > 0. To finish the proof, we
must find some T > 0 such that ϕ(z(T )) < supt∈[0,T ] ϕ(z(t)). Suppose that
d(0, S(z(t))) = 0 for a.e. t ∈ [0, T ] for all T > 0. Since ‖z˙(t)‖ = d(0, S(z(t)))
then z ≡ z(0). This is a contradiction, since z˙(·) ∈ S(z(·)) and 0 6∈ S(z(0)).
By (3.55), we conclude that there exists a T > 0 such that (3.51) holds.
The following proof is standard, but we need to make several arguments
differently in the infinite-dimensional setting. We will proceed as in [13]. We
define the level sets of ϕ as
Lr := {u ∈ H : ϕ(u) ≤ r}.
Proposition 3.29. For all ε > 0 there exists a N such that for all n ≥ N ,
if un ∈ Lε, then un+1 ∈ L2ε a.s.
Proof. First, we remark that ϕ is uniformly continuous on V , since η(·)
satisfies (3.23) and, in turn, is Lipschitz continuous on V , as well as the fact
that j is Lipschitz continuous on V . Therefore, for any ε > 0 there exists
a δ > 0 such that if ‖un+1 − un‖ < δ, then |ϕ(un+1) − ϕ(un)| < ε. Now,
we choose N such that ‖un+1 − un‖ < δ for all n ≥ N , which is possible
by Lemma 3.23. Then it must follow that |ϕ(un+1) − ϕ(un)| < ε for all
n ≥ N as well. Now, since un ∈ Lε, it follows that ϕ(un+1) ≤ 2ε, so therefore
un+1 ∈ L2ε.
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Lemma 3.30. The following equalities hold.
lim inf
n→∞
ϕ(un) = lim inf
t→∞
ϕ(u(t)) and lim sup
n→∞
ϕ(un) = lim sup
t→∞
ϕ(u(t)).
(3.56)
Proof. We argue that lim infn→∞ ϕ(un) ≤ lim inft→∞ ϕ(u(t)); the other direc-
tion is clear by construction of u(·) from (3.38). Let {τn} be a sequence such
that τn →∞, limn→∞ u(τn) = u¯ for some u¯ ∈ H , and lim infn→∞ ϕ(u(τn)) =
ϕ(u¯). With kn := max{n : tk ≤ τn}, we get
‖ukn − u¯‖ ≤ ‖ukn − u(τn)‖+ ‖u(τn)− u¯‖ ≤ ‖ukn − ukn+1‖+ ‖u(τn)− u¯‖,
which converges to zero as n→∞ by (3.30) and convergence of the sequence
{u(τn)}. Therefore ukn → u¯ and so by continuity of ϕ, it follows that
lim inf
t→∞
ϕ(u(t)) = ϕ(u¯) = lim
n→∞
ϕ(ukn) ≥ lim inf
n→∞
ϕ(un).
Analogous arguments can be made for the claim
lim sup
n→∞
ϕ(un) = lim sup
t→∞
ϕ(u(t)).
Lemma 3.31. Only finitely many iterates {un} are contained in H\L2ε.
Proof. We choose ε > 0 such that ε /∈ ϕ(S−1(0)), which is possible for
arbitrarily small ε by Assumption 3.15(xi), where we note that ϕ(S−1(0)) =
f(S−1(0)). We construct the process given by the recursion
i1 := min{n : un ∈ Lε and un+1 ∈ L2ε\Lε},
e1 := min{n : n > i1 and un ∈ H\L2ε},
i2 := min{n : n > e1 and un ∈ Lε},
and so on. We argue by contradiction and recall that sn =
∑n−1
j=1 tj . Suppose
infinitely many {un} are in H\L2ε, then it must follow that ij → ∞ as
j →∞. By Theorem 3.27, {u(·+ sij )} is relatively compact in C([0, T ], H)
for all T > 0 and there exists a subsequence (with the same labeling) and limit
point z(·) such that z(·) is a trajectory of (3.37). Now, since by construction
ϕ(uij) ≤ ε and ϕ(uij+1) > ε, it follows that
ε ≥ ϕ(uij) = ϕ(uij+1) + (ϕ(uij)− z(0))− (ϕ(uij+1)− z(0))
≥ ε+ (ϕ(uij)− z(0))− (ϕ(uij+1)− z(0)).
(3.57)
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Recall that limj→∞ uij = u(·+ sij) = z(0). Taking the limit j →∞ on both
sides of (3.57), by continuity of ϕ, we get
lim
j→∞
ϕ(uij) = ϕ(z(0)) = ε,
meaning z(0) is not a critical point of ϕ. Thus we can invoke Lemma 3.28
to get the existence of a T > 0 such that
ϕ(z(T )) < sup
t∈[0,T ]
ϕ(z(t)) ≤ ϕ(z(0)) = ε. (3.58)
By uniform convergence of u(·+ sij ) to z(·), it follows for j sufficiently large
that
sup
t∈[0,T ]
|ϕ(u(t+ sij))− ϕ(z(t))| < ε,
so
sup
t∈[0,T ]
ϕ(u(t+ sij )) ≤ sup
t∈[0,T ]
|ϕ(u(t+ sij ))− ϕ(z(t))| + sup
t∈[0,T ]
ϕ(z(t)) ≤ 2ε.
Therefore it must follow that
seij > sij + T (3.59)
for j sufficiently large. We now find a contradiction to the statement (3.59).
This is done by observing the sequence ℓj := max{ℓ : sij ≤ sℓ ≤ sij + T}.
From (3.58), we have that there exists a δ > 0 such that ϕ(z(T )) ≤ ε − 2δ.
Observe that
‖uℓj − u(T + sij)‖ = ‖u(sℓj)− u(T + sij )‖ ≤ ‖uℓj − uℓj+1‖ → 0 as j →∞.
Therefore uℓj → u(T + sij ) and hence uℓj → z(T ) as j →∞. By continuity,
we get limj→∞ ϕ(uℓj) = ϕ(z(T )). Thus ϕ(uℓj) < ε− δ for j sufficiently large,
a contradiction to (3.59).
Proposition 3.32. The limit limt→∞ ϕ(u(t)) exists.
Proof. W.l.o.g. assume lim inft→∞ ϕ(u(t)) = 0; this is possible by the fact
that j and η are bounded below. Choosing ε > 0 such that ε /∈ ϕ(S−1(0)),
we have by Lemma 3.31 that for N sufficiently large, un ∈ L2ε for all
n ≥ N . Since ε can be chosen to be arbitrarily small, we conclude that
limt→∞ ϕ(u(t)) = 0.
30
Proof of Theorem 3.17. The fact that {ϕ(un)} converges follows from
Proposition 3.32 and Lemma 3.30. Since {un} ⊂ C, it trivially follows that
{f(un)} converges a.s. Let u¯ be a limit point of {un} and suppose that
0 /∈ S(u¯). Let {unk} be a subsequence converging to u¯ and let z(·) be the
limit of {u(·+ snk)}. Then, by Lemma 3.28, there exists a T > 0 such that
ϕ(z(T )) < sup
t∈[0,T ]
ϕ(z(t)) ≤ ϕ(u¯). (3.60)
However, it follows from Proposition 3.32 that
ϕ(z(T )) = lim
k→∞
ϕ(u(T + snk)) = limt→∞
ϕ(u(t)) = ϕ(u¯),
which is a contradiction to (3.60).
4 Application to PDE-Constrained Optimiza-
tion under Uncertainty
In this section, we apply the algorithm presented in Section 3.3 to a non-
convex problem from PDE-constrained optimization under uncertainty. In
Section 4.1, we set up the problem and verify conditions for convergence of
the stochastic proximal gradient method. We show numerical experiments
in Section 4.2.
4.1 Model Problem
We first introduce notation and concepts specific to our application; see
[51, 17]. Let D ⊂ Rd, d ≤ 3 be an open and bounded Lipschitz domain. The
inner product between vectors x, y ∈ Rd is denoted by x · y =∑di=1 xiyi. For
a function v : Rd → R, let ∇v(x) = (∂v(x)/∂x1, . . . , ∂v(x)/∂xd)⊤ denote the
gradient and for w : Rd → Rd, let ∇·w(x) = ∂w1(x)/∂x1+ · · ·+∂wd(x)/∂xd
denote the divergence. We define the Sobolev space H1(D) = {u ∈ L2(D)
having weak derivatives ∂u/∂xi ∈ L2(D), i = 1, . . . , d} and the closure of
C∞c (D) in H
1(D) by H10 (D). The space H
1
0 (D) is a Hilbert space with inner
product defined by 〈v, w〉H1
0
(D) =
∫
D
v(x)w(x) dx+
∫
D
∇v(x) · ∇w(x) dx and
induced norm ‖v‖2
H1
0
(D)
:= 〈v, v〉H1
0
(D). We also use the notation |v|2H1
0
(D)
:=∫
D
|∇v(x)|2 dx for the H10 (D)-seminorm.
We will focus on a semilinear diffusion-reaction equation with uncertain-
ties, which describes transport phenomena at equilibrium and is motivated
by [39]. We assume there that exist random fields a : D × Ω → R and
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r : D × Ω → R, which are the diffusion and reaction coefficients, respec-
tively. To facilitate simulation, we will make a standard finite-dimensional
noise assumption, meaning the random field has the form
a(x, ω) = a(x, ξ(ω)), r(x, ω) = r(x, ξ(ω)) in D × Ω,
where ξ(ω) = (ξ1(ω), . . . , ξm(ω)) is a vector of real-valued uncorrelated ran-
dom variables ξi : Ω → Ξi ⊂ R. The support of the random vector will be
denoted by Ξ :=
∏m
i=1 Ξi. We consider the following PDE constraint, to be
satisfied for almost every ξ ∈ Ξ:
−∇ · (a(x, ξ)∇y(x, ξ)) + r(x, ξ)(y(x, ξ))3 = u(x), (x, ξ) ∈ D × Ξ,
y(x, ξ) = 0, (x, ξ) ∈ ∂D × Ξ.
(4.1)
Many variants of (4.1) are possible, including different boundary condi-
tions and additional terms, see [51, Chapter 4] or [22, Section 1.3.1.3] for
variants in the deterministic setting.
We define a linear form lu : H
1
0 (D) → R, and a bilinear form bξ(·, ·) :
H10 (D)×H10 (D)→ R and semilinear form nξ(·, ·) : H10 (D)×H10 (D)→ R for
each ξ via
lu(v) :=
∫
D
uv dx, bξ(y, v) :=
∫
D
a(x, ξ)∇y · ∇v dx,
nξ(y, v) :=
∫
D
r(x, ξ)y3v dx.
Additionally, we define the semilinear form sξ(y, v) := bξ(y, v)+nξ(y, v). The
weak formulation of (4.1) is given for a fixed ξ ∈ Ξ by: find y = y(·, ξ) ∈
H10 (D) such that
sξ(y, v) = lu(v) ∀v ∈ H10 (D). (4.2)
Now we formulate the model problem. Optimal control problems with
semilinear PDEs involving random coefficients have been studied in, for in-
stance, [25]. We include a nonsmooth term as in [14] with the goal of obtain-
ing sparse solutions. In the following, we assume that λ1 ≥ 0, λ2 ≥ 0, and
yD ∈ L2(D). The model problem we solve is given by
min
u∈C
{
f(u) :=
1
2
E[‖y(ξ)− yD‖2L2(D)] +
λ2
2
‖u‖2L2(D) + λ1‖u‖L1(D)
}
s.t. −∇ · (a(x, ξ)∇y) + r(x, ξ)y3 = u(x), (x, ξ) ∈ D × Ξ,
y = 0, (x, ξ) ∈ ∂D × Ξ,
C := {u ∈ L2(D) : ua(x) ≤ u(x) ≤ ub(x) a.e. x ∈ D}.
(P’)
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We define
J˜(u, y) :=
1
2
‖y − yD‖2L2(D) +
λ2
2
‖u‖2L2(D), η(u) := λ1‖u‖L1(D).
The following assumptions will apply in this section. In particular, we do not
require uniform bounds on the coefficient a(·, ξ), which allow for modeling
with log-normal random fields.
Assumption 4.1. We assume yD ∈ L2(D), ua, ub ∈ L2(D), and ua ≤ ub
such that C has a nonempty interior. There exist amin(·), amax(·) such that
0 < amin(ξ) < a(·, ξ) < amax(ξ) < ∞ in D a.s. and a−1min, amax ∈ Lp(Ξ) for
all p ∈ [1,∞). Furthermore, there exists rmax(·) such that 0 ≤ r(·, ξ) ≤
rmax(ξ) <∞ a.s. and rmax ∈ Lp(Ξ) for all p ∈ [1,∞).
The following Lemma 4.2–Proposition 4.6 involve well-posedness of Prob-
lem (P’). The proofs are to be found in Section B.
Lemma 4.2. For almost every ξ ∈ Ξ, (4.2) has a unique solution y(ξ) =
y(·, ξ) ∈ H10 (D) and there exists a positive random variable C1 ∈ Lp(Ξ) for
all p ∈ [1,∞) independent of u such that for almost every ξ ∈ Ξ,
‖y(ξ)‖L2(D) ≤ C1(ξ)‖u‖L2(D). (4.3)
Additionally, for y1(ξ) and y2(ξ) solving (4.2) with u = u1 and u = u2,
respectively, we have for almost every ξ ∈ Ξ that
‖y1(ξ)− y2(ξ)‖L2(D) ≤ C1(ξ)‖u1 − u2‖L2(D). (4.4)
By Lemma 4.2, the control-to-state operator T (ξ) : L2(D)→ H10 (D), u 7→
T (ξ)u is well-defined for almost every ξ and all u ∈ L2(D). Its differentiability
follows from the next proposition.
Proposition 4.3. For almost every ξ ∈ Ξ, the mapping T (ξ) : L2(D) →
H10 (D) is continuously Fre´chet differentiable.
By Proposition 4.3, it is possible to define the reduced functional J :
L2(D)×Ξ→ R, which is defined by J(u, ξ) := J˜(u, T (ξ)u). The existence of
solutions to Problem (P’) follows by Lemma 4.2.
Proposition 4.4. Problem (P’) has an optimal solution u¯.
Proposition 4.5. J : L2(D)× Ξ→ R is continuously Fre´chet differentiable
and the stochastic gradient is given by
G(u, ξ) := λ2u− p(·, ξ), (4.5)
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where, given a solution y = y(·, ξ) to (4.1), the function p = p(·, ξ) ∈ H10 (D)
is the solution to the adjoint equation
−∇ · (a(x, ξ)∇p) + 3r(x, ξ)y2p = yD − y, (x, ξ) ∈ D × Ξ
p = 0, (x, ξ) ∈ ∂D × Ξ. (4.6)
Furthermore, for almost every ξ ∈ Ξ, with the same C1 ∈ Lp(Ξ) for all
p ∈ [1,∞) as in Lemma 4.2,
‖p(·, ξ)‖L2(D) ≤ C1(ξ)‖yD − y(ξ)‖L2(D). (4.7)
Additionally, for p1(ξ) and p2(ξ) solving (4.6) with y = y1(ξ) and y = y2(ξ),
respectively (where yi(ξ) solves (4.2) with u = ui),
‖p1(ξ)− p2(ξ)‖L2(D) ≤ C1(ξ)‖y1(ξ)− y2(ξ)‖L2(D). (4.8)
We define j : L2(D)→ R by j(u) := E[J(u, ξ)] for all u ∈ L2(D) and show
that it is continuously Fre´chet differentiable in the following proposition.
Proposition 4.6. The function j : L2(D) → R is continuously Fre´chet
differentiable and E[G(u, ξ)] = ∇j(u) for all u ∈ L2(D).
Now, we present the main result of this section.
Theorem 4.7. Let Fn = σ(ξ1, . . . , ξn) be the natural filtration induced by
i.i.d. samples ξ1, . . . , ξn generated by Algorithm 3 and assume rn ≡ 0 for
all n. Then, Problem (P’) satisfies Assumption 3.1 as well as Assump-
tion 3.15(vii)–Assumption 3.15(x).
Proof. Assumption 3.1(i) and Assumption 3.15(vii) are obviously satisfied;
the iterates {un} are bounded by boundedness of C. For Assumption 3.1(ii),
we note that by Proposition 4.6, j is continuously Fre´chet differentiable and
E[G(u, ξ)] = ∇j(u) for all u ∈ L2(D). Now, for arbitrary u1, u2 ∈ L2(D), we
have by Jensen’s inequality, (4.5), and Ho¨lder’s inequality applied to (4.8)
and (4.4) that
‖∇j(u1)−∇j(u2)‖ ≤ E[‖G(u1, ξ)−G(u2, ξ)‖L2(D)]
≤ E[‖λ2(u1 − u2)− (p1(ξ)− p2(ξ))‖L2(D)]
≤ λ2‖u1 − u2‖L2(D) + E[‖p1(ξ)− p2(ξ)‖L2(D)]
≤ λ2‖u1 − u2‖L2(D) +
(
E[(C1(ξ))
2]
)1/2 (
E[‖y1(ξ)− y2(ξ)‖2L2(D)]
)1/2
≤ λ2‖u1 − u2‖L2(D) + ‖C1‖2L2(Ξ)‖u1 − u2‖L2(D).
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Since ‖C1‖2L2(Ξ) <∞ it follows that j ∈ C1,1L (L2(D)) with L := λ2+‖C1‖L2(Ξ).
For Assumption 3.15(viii), we have that the function η(u) = λ1‖u‖L1(D) ∈
Γ0(L
2(D)) and is clearly bounded below. It holds that η is globally Lipschitz,
since for all u, z ∈ L2(D) and |D| := ∫
D
1 · dx,
η(u)− η(z) = λ1(‖u‖L1(D) − ‖z‖L1(D)) ≤ λ1‖u− z‖L1(D)
≤ λ1
√
|D|‖u− z‖L2(D).
Thus with Lη := λ1
√|D| we have (3.23). For Assumption 3.15(ix ), we have
by (4.5), (4.7), and (4.3) the bound
‖G(u, ξ)‖L2(D) ≤ λ2‖u‖L2(D) + C1(ξ)‖yD‖L2(D) + (C1(ξ))2‖u‖L2(D) (4.9)
and furthermore E[‖G(u, ξ)‖2L2(D)] =: M(u) < ∞ by integrability of ξ 7→
C1(ξ). Assumption 3.15(x ) follows for any u ∈ C (and hence any convergent
sequence {un} in C) by (4.9).
The last assumption from Assumption 3.15 is technical and difficult to
verify for general functions in infinite dimensions. Indeed, [29] gave an exam-
ple of a C∞-function whose critical values make up a set of measure greater
than zero. In finite dimensions the story is easier: the Morse-Sard theorem
guarantees that Assumption 3.15(xi) holds if f : Rn → R and f ∈ Ck for
k ≥ n. In infinite dimensions, certain well-behaved functions, in particular
Fredholm operators, see [49], satisfy this assumption.
4.2 Numerical Experiments
In this section, we demonstrate Algorithm 3 on Problem (P’). Simulations
were run using FEniCS by [2] on a laptop with Intel Core i7 Processor (8 x 2.6
GHz) with 16 GB RAM. Let the domain be given by D = (0, 1)× (0, 1) and
the constraint set be given by C = {u ∈ L2(D) | −0.5 ≤ u(x) ≤ 0.5 ∀x ∈ D}.
We modify [14, Example 6.1], with yD(x) = sin(2πx1) sin(2πx2) exp(2x1)/6,
λ1 = 0.008, and λ2 = 0.001. We generate random fields using a Karhunen-
Loe`ve expansion, with means a0 = 0.5 and r0 = 0.5, number of summands
m = 20, and ξa,i, ξr,i ∼ U(−√0.5,√0.5), where U(a, b) denotes the uniform
distribution between real numbers a and b, a < b. The eigenfunctions and
eigenvalues are given by
φ˜j,k(x) := 2 cos(jπx2) cos(kπx1), λ˜k,j :=
1
4
exp(−π(j2 + k2)l2), j, k ≥ 1,
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where we reorder terms so that the eigenvalues appear in descending order
(i.e., φ1 = φ˜1,1 and λ1 = λ˜1,1) and we choose correlation length l = 0.5. Thus
a(x, ξ) = a0 +
m∑
i=1
√
λiφiξ
a,i, r(x, ξ) = r0 +
m∑
i=1
√
λiφiξ
r,i. (4.10)
For Algorithm 3, we generate samples with ξn = (ξ
a,1
n , . . . , ξ
a,m
n , ξ
r,a
n , . . . , ξ
r,m
n )
at each iteration n. The step size is chosen to be tn = θ/n with θ = 100,
where the scaling was chosen such that θ ≈ 1/‖G(u1, ξ1)‖. The initial point
was u1(x) = sin(4πx1) sin(4πx2).
A uniform mesh T with 9800 shape regular triangles T was used. We
denote the mesh fineness with h = maxT∈T diam(T ). The state and adjoint
were discretized using piecewise linear finite elements, (where Pi denotes the
space of polynomials of degree up to i), given by the set
Vh := {v ∈ H10(D) : v|T ∈ P1(T ) for all T ∈ T }.
For the controls, we choose a discretization of L2(D) by piecewise constants,
given by the set
Uh := {u ∈ L2(D) : v|T ∈ P0(T ) for all T ∈ T }, Ch := Uh ∩ C.
We use the L2-projection Ph : L
2(D)→ Uh defined for each v ∈ L2(D) by
Ph(v)
∣∣
T
:=
1
|T |
∫
T
v dx.
This is done to project the stochastic gradient onto the L2(D) space as
in [19]. Hence, the last line of Algorithm 3 is given by the expression
un+1 := proxtnh (un − tnPhG(un, ξn)) . For the computation of of the proxim-
ity operator proxt(η+δC )(z) = argmin−0.5≤v≤0.5{λ1‖v‖L1(D) + 12t‖v − z‖2L2(D)},
we use the formula from [5, Example 6.22], defined piecewise on each element
of the mesh. For each T ∈ T , it is given by
proxt(η+δC )(z|T ) = min{max{|z|T | − tλ1, 0}, 0.5}sgn(z|T ).
For convergence plots, we use a heuristic to approximate the objective func-
tion and the measure of stationarity by increasing sampling as the control
reaches stationarity. To be more precise, we use a sequence of sample sizes
{mn} with mn = 10⌊ n50⌋ + 1 newly generated i.i.d. samples (ξn,1, . . . , ξn,mn)
and compute
fˆn :=
1
mn
mn∑
j=1
J(un, ξn,j) + η(un),
rn :=
∥∥∥∥∥un − proxη+δC
(
un − 1
mn
mn∑
j=1
PhG(un, ξn,j)
)∥∥∥∥∥
L2(D)
.
36
Figure 1: The control u after 251 iterations.
Figure 2: Behavior of the objective function (left) and the stationarity mea-
sure (right).
The algorithm is terminated for n ≥ 50 if rˆn :=
∑n
k=n−50 rn ≤ tol with
tol = 2e−4. A plot of the control after termination is shown in 1. The
effect of the sparse term η as well as the constraint set C can be seen clearly.
Decay of the objective function value and the stationarity measure are shown
in 2. We see convergence of the objective function values and the stationarity
measure tends to zero as expected.
Additionally, we conduct an experiment to demonstrate mesh indepen-
dence of the algorithm by running the algorithm once each for different
meshes and comparing the number of iterations needed until the tolerance
tol is reached. In 1, we see that these iteration numbers are of the same
order. The estimate for the objective function fˆN is also included at the
final iteration N , demonstrating how solutions become more exact on finer
meshes.
5 Conclusion
In this paper, we presented asymptotic convergence analysis for three variants
of the stochastic proximal gradient algorithm in Hilbert spaces. The main
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h # triangles objective function fˆN # iterations N until rˆN ≤ tol
7.1e−2 800 4.160e−2 191
4.7e−2 1800 4.157e−2 295
3.5e−2 3200 4.157e−2 233
2.8e−2 5000 4.156e−2 257
2.4e−2 7200 4.156e−2 271
2.0e−2 9800 4.155e−2 251
Table 1: Experiment showing mesh independence.
results address the asymptotic convergence to stationary points of general
functions defined over a Hilbert space. Moreover, we presented an appli-
cation to the theory in the form of a problem from PDE-constrained opti-
mization under uncertainty. Assumptions for convergence were verified for a
tracking-type problem with a L1-penalty term subject to a semilinear elliptic
PDE with random coefficients and box constraints. Numerical experiments
demonstrated the effectiveness of the method.
The ODE method from Section 3.3 allowed us to prove a more general
result with weaker assumptions on the objective function. We note that
the covergence result from Section 3.3 covers the result Section 3.1 with
even weaker assumptions on the objective function. However, we needed to
introduce an assumption on the set of critical values in the form of Assump-
tion 3.15(xi). While we did not verify this assumption for our model problem,
it would be interesting to know whether this assumption is verifiable for this
class of problems. We had to be slightly more restrictive on the nonsmooth
term in Section 3.3 than we were in Section 3.2. The advantages in terms
of computational cost of Algorithm 3 over Algorithm 2 are clear: the use of
decreasing step sizes in Algorithm 3 means that increased sampling is not
needed. Additionally, there is no need to determine the Lipschitz constant
for the gradient, which in the application depends on (among other things)
the Poincare´ constant and the lower bound on the random fields, and thus
lead to a prohibitively small constant step size. This phenomenon has been
demonstrated in [19].
How to scale the decreasing step size tn remains an open question. In
practice, the scaling of the step size can be tuned offline. An improper choice
of the scaling c in the step size tn = c/n
α for 0.5 < α ≤ 1 can lead to arbi-
trarily slow convergence; this was demonstrated in [37]. While this was not
the focus of our work, efficiency estimates for nonconvex problems might also
be possible following the work by [20, 7, 33]. In lieu of efficiency estimates,
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it would be desirable to have better termination conditions that do not rely
on increased sampling as our heuristic did in the numerical experiments. Fi-
nally, it would be natural to investigate mesh refinement strategies as in [19].
For more involved choices of nonsmooth terms, the prox computation is also
subject to numerical error and should be treated.
A Auxiliary Results
Proof of Lemma 2.1
Proof. Notice that since U is convex, v + t(u− v) ∈ U . By the fundamental
theorem of calculus, and the fact that j′ is continuous,
j(u)− j(v) =
∫ 1
0
d
dt
j(v + t(u− v)) dt =
∫ 1
0
dj(v + t(u− v); u− v) dt
= 〈∇j(v), u− v〉+
∫ 1
0
〈∇j(v + t(u− v))−∇j(v), u− v〉 dt
≤ 〈∇j(v), u− v〉+
∫ 1
0
‖∇j(v + t(u− v))−∇j(v)‖‖u− v‖ dt
≤ 〈∇j(v), u− v〉+
∫ 1
0
tL‖u− v‖2 dt
= 〈∇j(v), u− v〉+ L
2
‖u− v‖2.
Similarly,
j(v)− j(u) = −〈∇j(v), u− v〉 −
∫ 1
0
〈∇j(v + t(u− v))−∇j(v), u− v〉 dt
≤ −〈∇j(v), u− v〉+ L
2
‖u− v‖2.
To prove Lemma 3.21, we first need the following result.
Proposition A.1. For 1 ≤ p ≤ ∞, every H-valued martingale that is
bounded in the Bochner space Lp(Ω, H) converges a.s.
Proof. Since H is a Hilbert space, it is reflexive and therefore has the Radon–
Nikodym property by [42, Corollary 2.11]. The rest of the proof can be found
in [42, Theorem 2.5].
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Proof of Lemma 3.21
Proof. It is straightforward to show that
E[‖vn‖2] = E[‖v1‖2] +
n−1∑
k=1
E[‖vk+1 − vk‖2],
and therefore boundedness of vn for all n follows from (3.28) and vice versa.
Supposing now that (3.28) holds, the fact that {vn} converges to a limit v∞
follows by Proposition A.1.
B Auxiliary Proofs for Application
In the following proofs, we denote the Poincare´ constant with Cp > 0, which
is independent of ξ and recall the Poincare´ inequality; see, e.g., [17].
Proof of Lemma 4.2
Proof. We fix an arbitrary ξ ∈ Ξ and make pointwise arguments. Clearly,
under Assumption 4.1, for all y, v ∈ H10 (D), bξ(·, ·) is coercive and bounded,
since
bξ(y, y) ≥ amin(ξ)|y|2H1
0
(D) and bξ(y, v) ≤ amax(ξ)‖y‖H10(D)‖v‖H10 (D).
The semilinear form nξ(·, ·) is continuous with respect to the first variable
and t 7→ nξ(y + tv, v) is continuous. We have that nξ(·, ·) is monotone with
respect to the first variable, meaning
nξ(y, y − v)− nξ(v, y − v) ≥ 0 ∀u, v ∈ H10 (D).
We now follow the arguments from the proof in [39, Theorem 2.3]. The
mapping v 7→ sξ(y, v) is linear and continuous. Therefore, there exists a
unique nonlinear operator R(ξ) : H10 (D)→ H−1(D) such that
sξ(y, v) = 〈R(ξ)y, v〉H−1(D),H1
0
(D)
for all y, v ∈ H10 (D). Similarly, v 7→ lu(v) is linear and continuous, so there
exists a unique operator Lu ∈ H−1(D) such that lu(v) = 〈Lu, v〉H−1(D),H1
0
(D)
for all v ∈ H10 (D). Thus (4.2) can be written as R(ξ)y = Lu. The mapping
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t 7→ 〈R(ξ)(y+tv), v〉H−1(D),H1
0
(D) is continuous, implying that R(ξ) is radially
continuous. Using coercivity of bξ(·, ·) and monotonicity of nξ(·, ·), we get
〈R(ξ)y − R(ξ)v, y − v〉H−1(D),H1
0
(D)
= bξ(y − v, y − v) + nξ(y, y − v)− nξ(v, y − v)
≥ amin(ξ)|y − v|2H1
0
(D) ≥
amin(ξ)
C2p + 1
‖y − v‖2H1
0
(D).
(B.1)
Therefore, R(ξ) is strongly monotone. Notice that R(ξ)(0) = 0 by definition
of sξ(·, ·). In particular, with (B.1), we get coercivity of R(ξ), since
〈R(ξ)y, y〉H−1(D),H1
0
(D) ≥
amin(ξ)
C2p + 1
‖y‖2H1
0
(D).
Now, by the Minty-Browder theorem [46, Theorem 2.18], since R(ξ) is ra-
dially continuous, monotone and coercive, it follows that R(ξ) is surjective,
implying that there exists a solution y = y(·, ξ) to the equation R(ξ)y = Lu.
Since R(ξ) is strongly monotone, the solution is indeed unique. To show
(4.3), note that
amin(ξ)|y|2H1
0
(D) ≤ bξ(y, y) ≤ sξ(y, y) ≤ ‖u‖L2(D)‖y‖L2(D).
By the Poincare´ inequality, ‖y‖2L2(D) ≤ C2p |y|2H1
0
(D)
, so
amin(ξ)
C2p
‖y‖2L2(D) ≤ ‖u‖L2(D)‖y‖L2(D)
and hence we have (4.3) with C1(ξ) := C
2
p/amin(ξ). By assumption on amin(·),
we have C1 ∈ Lp(Ξ) for all p ∈ [1,∞). To show (4.4), notice that y1 = y1(ξ)
and y2 = y2(ξ) satisfy
sξ(y1, v) = 〈u1, v〉L2(D), sξ(y2, v) = 〈u2, v〉L2(D) ∀v ∈ H10 (D).
Subtracting the equations, we get by linearity with respect to v, monotonicity
of nξ(·, ·) with respect to the first variable, and v = y1 − y2, that
bξ(y1− y2, y1− y2) ≤ sξ(y1, y1− y2)− sξ(y2, y1− y2) = 〈u1− u2, y1− y2〉L2(D).
We follow that amin(ξ)|y1−y2|2H1
0
(D)
≤ ‖u1−u2‖L2(D)‖y1−y2‖L2(D), and again
invoking the Poincare´ inequality, we obtain (4.4).
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Proof of Proposition 4.3
Proof. We verify [22, Assumption 1.47] for a fixed ξ ∈ Ξ to get that the
mapping u 7→ T (ξ)u is continuously Fre´chet differentiable by the implicit
function theorem. (1) Clearly, C is nonempty, closed, and convex. (2) It is
clear that J˜ : L2(D)×H10(D)→ R is continuously Fre´chet differentiable. Let
Aξ : H
1
0 (D) → H−1(D) be the linear operator associated with the bilinear
form bξ(y, v) =
∫
D
a(x, ξ)∇y · ∇v dx and let Nξ : L6(D) → L2(D), y 7→
r(·, ξ)y3. Then the weak form of the state equation (4.2) can be expressed as
eξ(u, y) := Aξy +Nξy − u = 0.
We prove that the mapping Nξ : L
6(D) → L2(D) is continuously differen-
tiable with (N ′ξy)v = 3r(·, ξ)y2v. First, it is Fre´chet differentiable, since
‖r(·, ξ)(y + v)3 − r(·, ξ)y3 − 3r(·, ξ)y2v‖L2(D)
= ‖3r(·, ξ)yv2 + r(·, ξ)v3‖L2(D)
≤ rmax(ξ)‖3yv2 + v3‖L2(D)
≤ rmax(ξ)(3‖y‖L6(D)‖v‖2L6(D) + ‖v‖3L6(D))
≤ O(‖v‖2L6(D)) = o(‖v‖L6(D))
for ‖v‖L6(D) → 0. For continuity, we have
‖(N ′ξ(y + v)−N ′ξy)v‖L2(D)
= ‖3r(·, ξ)(y + v)2 − 3r(·, ξ)y2)v‖L2(D)
= ‖3r(·, ξ)v(2y+ v)v‖L2(D) ≤ 3rmax(ξ)‖2y + v‖L6(D)‖v‖L6(D)‖v‖L6(D).
Thus,
‖N ′ξ(y + v)−N ′ξ(y)‖L2(D),L6(D)≤ 3rmax(ξ)‖2y + v‖L6(D)‖v‖L6(D) → 0
as ‖v‖L6(D) → 0. In sum, the mapping eξ : L2(D) × H10 (D) → H−1(D) is
continuously Fre´chet differentiable with
Dyeξ(u, y)v = Aξv + 3r(·, ξ)y2v, Dueξ(u, y)w = −w,
where Dx denotes the partial derivative with respect to the x variable. (3)
The state equation eξ(u, y) = 0 has a unique solution y = y(u) ∈ H10 (D) by
Lemma 4.2. (4) Now, we prove that Dyeξ(u, y(u)) has a bounded inverse.
This is obvious, since by the Lax–Milgram lemma, the equation
Aξv + 3r(·, ξ)y2v = u
has a bounded solution operator T˜ξ : H
−1(D)→ H10 (D), u 7→ v.
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Proof of Proposition 4.4
Proof. Recall that f(u) = j(u) + η(u) + δC(u). Clearly, f is bounded below
on C; therefore, there exists
f¯ := inf
u∈C
f(u).
Let {un} ⊂ C be a minimizing sequence such that limn→∞ f(un) = f¯ . Since C
is nonempty, convex, closed, and bounded, there exists a subsequence (we use
the same indices) such that un ⇀ u¯ for some u¯ ∈ C. Now, for a fixed ξ ∈ Ξ,
Lemma 4.2 implies that the control-to-state map T (ξ) : L2(D) → H10 (D) is
well-defined. Using identical arguments as in [51, Theorem 4.15], it is possible
to show that with the sequence defined by yn = T (ξ)un, there exists a weakly
convergent subsequence (with the same labeling) and a y¯ = y¯(·, ξ) ∈ H1(D)
such that yn ⇀ y¯ in H
1(D). Using the compact embedding H1(D) →֒→֒
L2(D), on a further subsequence, again with the same labeling, it follows
that yn → y¯ ∈ L2(D). It is straightforward to show that y¯ = S(ξ)u¯.
Now, we show that u¯ is a minimizer. The mapping u 7→ 1
2
‖y − yD‖2L2(D)
is continuous in L2(D). The mapping u 7→ λ2
2
‖u‖2L2(D)+λ1‖u‖L1(D) is convex
and therefore weakly lower semicontinuous. Now, using Fatou’s Lemma in
the first inequality,
f¯ = lim
n→∞
f(un)
= lim
n→∞
(
E[1
2
‖T (ξ)un − yD‖2L2(D)] + λ1‖un‖L1(D) + λ22 ‖un‖2L2(D)
)
≥ E[lim inf
n→∞
1
2
‖T (ξ)un − yD‖2L2(D)] + λ1‖u¯‖L1(D) + λ22 ‖u¯‖2L2(D)
= E[1
2
‖y¯ − yD‖2L2(D)] + λ1‖u¯‖L1(D) + λ22 ‖u¯‖2L2(D).
Therefore u¯ must be a minimizer.
Proof of Proposition 4.5
Proof. Continuous differentiability of J(·, ξ) : L2(D) → R follows from
Proposition 4.3 and the fact that (u, y) 7→ J˜(u, y) = 1
2
‖y − yD‖2L2(D) +
λ2
2
‖u‖2L2(D) is continuously Fre´chet differentiable. The stochastic gradient
(4.5) is obtained by the expression, cf. [22, p. 59],
DuJ(u, ξ) = (Dueξ(u, T (ξ)u))
∗p+DuJ˜(u, T (ξ)u),
where p = p(u, ξ) is the solution to the adjoint equation
(Dyeξ(u, T (ξ)u))
∗p = −DyJ˜(u, T (ξ)u),
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which is equivalent to (4.6).
To show (4.7), we define
b˜ξ(p, v) :=
∫
D
a(x, ξ)∇p · ∇v + 3r(x, ξ)y2pv dx
and notice that by Assumption 4.1, r(·, ξ) > 0 a.s. Since bξ(·, ·) is coercive
with coercivity constant amin(ξ), it follows by (4.6) that
amin(ξ)|p|2H1
0
(D) ≤ bξ(p, p) ≤ b˜ξ(p, p) ≤ ‖yD − y‖L2(D)‖p‖L2(D).
By the Poincare´ inequality, ‖p‖2L2(D) ≤ C2p |p|2H1
0
(D)
, so after rearranging we
get
amin(ξ)
C2p
‖p‖L2(D) ≤ ‖yD − y‖L2(D)
and therefore (4.7).
To show (4.8), notice that p1 and p2 satisfy
b˜ξ(p1, v) = 〈yD − y1, v〉L2(D), b˜ξ(p2, v) = 〈yD − y2, v〉L2(D) ∀v ∈ H10 (D).
Subtracting the equations, we get with v = p1 − p2
bξ(p1 − p2, p1 − p2) ≤ b˜ξ(p1 − p2, p1 − p2) = 〈y2 − y1, p1 − p2〉L2(D).
The rest of the proof follows as in the proof for Lemma 4.2.
Proof of Proposition 4.6
Proof. We verify the conditions of Lemma C.3 from Section C. Fre´chet dif-
ferentiability of J : L2(D)× Ξ→ R for almost every ξ follows from Proposi-
tion 4.5. The function j is well-defined and finite-valued for all u ∈ L2(D),
since
j(u) =
1
2
E[‖y − yD‖2L2(D)] +
λ2
2
‖u‖2L2(D)
≤ E[‖T (ξ)u‖2L2(D)] + ‖yD‖2L2(D) +
λ2
2
‖u‖2L2(D) <∞
by T (ξ)u = y(ξ) and (4.3) along with the assumption that yD ∈ L2(D). Now,
for every v ∈ C, there exists a yv(ξ) satisfying (4.2) with u = v and a pv(ξ)
satisfying (4.6) with y = yv(ξ). Thus by (4.7) followed by (4.3),
‖G(v, ξ)‖L2(D) = ‖λ2v − pv(ξ)‖L2(D) ≤ λ2‖v‖L2(D) + C1(ξ)‖yD − yv(ξ)‖L2(D)
≤ λ2‖v‖L2(D) + C1(ξ)‖yD‖L2(D) + (C1(ξ))2‖v‖L2(D) =: C(ξ).
Notice that C ∈ Lp(Ξ) for all p ∈ [1,∞) by nature of the mapping ξ 7→ C1(ξ).
Therefore, the conditions of Lemma C.3 are satisfied and we have proven
Fre´chet differentiability of j.
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C Differentiability of Expectation Function-
als
Let (X, ‖·‖X) be a Banach space and let J : X × Ω → R be a random
functional. We summarize under what conditions we can exchange the in-
tegral and the derivative for the functional j : X → R, where j(u) =∫
Ω
J(u, ω) dP(ω).
The following definition gives the minimal requirement for exchanging
the derivative and expectation, namely, requiring J : X × Ω → R to be
L1-Fre´chet differentiable.
Definition C.1. A p-times integrable random functional J : X × Ω →
R is called Lp-Fre´chet differentiable at u if for an open set U ⊂ X there
exists a bounded and linear random operator A : U × Ω → R such that
limh→0‖Jω(u+ h)− Jω(u) + A(u, ω)h‖Lp(Ω)/‖h‖X = 0.
By Ho¨lder’s inequality, if u 7→ J(u, ·) is Lp-differentiable and 1 ≤ r < p,
then it is also Lr-differentiable with the same derivative. This implies that
j : X → R is Fre´chet differentiable at u.
The condition in C.1 might be difficult to verify directly. For this reason,
we consider other assumptions on an open neighborhood U of X containing
u. We denote the functional J(·, ω) : X → R for a fixed realization ω ∈ Ω
by Jω : X → R.
Assumption C.2. (xii) The expectation j(v) is well-defined and finite-
valued for all v ∈ U.
(xiii) For almost every ω ∈ Ω, the functional Jω : X → R is Fre´chet differen-
tiable at u. Moreover, there exists a positive random variable C(·) ∈ L1(Ω)
such that for all v ∈ U and almost every ω ∈ Ω,
‖J ′ω(v)‖X∗ ≤ C(ω). (C.1)
Lemma C.3. Suppose Assumption C.2 holds. Then j is Fre´chet differen-
tiable at u and
j′(u) = E[J ′ω(u)]. (C.2)
Proof. By the mean value theorem, for h close enough to u, there exists a z
within the neighborhood containing u+ h and u that satisfies
|Jω(u+ h)− Jω(u)| ≤ ‖J ′ω(z)‖X∗‖h‖X .
Now, we have for almost every ω ∈ Ω that
|Jω(u+ h)− Jω(u)− J ′ω(u)h|
‖h‖X ≤
|Jω(u+ h)− Jω(u)|
‖h‖X +
|J ′ω(u)h|
‖h‖X
≤ ‖J ′ω(z)‖X∗ + ‖J ′ω(u)‖X∗ ≤ 2C(ω).
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By Assumption C.2(xiii), C(·) is integrable, so by Lebesgue’s dominated
convergence theorem, it follows that
lim
h→0
∫
Ω
|Jω(u+ h)− Jω(u)− J ′ω(u)h| dP(ω)
‖h‖X
=
∫
Ω
lim
h→0
|Jω(u+ h)− Jω(u)− J ′ω(u)h|
‖h‖X dP(ω) = 0,
(C.3)
where the last equality follows by Assumption C.2(xiii). Now consider the
mapping F : h 7→ ∫
Ω
J ′ω(u)h dP(ω). It is straightforward to show that this
is a bounded and linear operator. Therefore, we use Assumption C.2(xii) to
get
lim
h→0
| ∫
Ω
Jω(u+ h) dP(ω)−
∫
Ω
Jω(u) dP(ω)− F (h)|
‖h‖X
= lim
h→0
| ∫
Ω
(Jω(u+ h)− Jω(u)− J ′ω(u)h) dP(ω)|
‖h‖X = 0,
where the second equality holds by the triangle inequality and and (C.3).
Therefore j is Fre´chet differentiable at u with derivative F =
∫
Ω
J ′ω(u) dP(ω).
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