Differential Matrix Riccati Equations (DMREs) appear in several branches of science such as applied Physics and Engineering. For example, these equations play a fundamental role in Control Theory, optimal control, filtering and estimation, decoupling and order reduction, etc. In this paper a new method based on a theorem proved in this paper is described for solving DMREs by a piecewise-linearized approach. This method is applied for developing two block-oriented algorithms based on Diagonal Padé Approximants. MATLAB versions of the above algorithms are developed, comparing, under equal conditions, accuracy and computational costs with other piecewise-linearized algorithms implemented by the authors. Experimental results show the advantages of solving stiff or non-stiff DMREs by the implemented algorithms.
Introduction
This paper presents a methodology for solving Differential Matrix Riccati Equations (DMREs) based on a piecewise-linearized method which uses Padé approximants to compute the exponentials of two block-defined matrices. These equations have the forṁ X = A 21 (t) + A 22 (t)X − XA 11 (t) − XA 12 (t)X, t 0 ≤ t ≤ t f ,
(1) X = X(t) ∈ R m×n , X(t 0 ) = X 0 ∈ R m×n , where A 11 (t) ∈ R n×n , A 12 (t) ∈ R n×m , A 21 (t) ∈ R m×n , A 22 (t) ∈ R m×m .
DMREs play an important role in the electrodynamic theory of stratified media, in the theory of multimode electric power lines, in the hydraulics of pipe lines, etc. They also appear in Control Theory, for example in the timeinvariant linear quadratic optimal control problem, in the estimation of the system parameters and in the system state, etc.
Since the mid seventies, many different methods have been proposed: linearization methods [1] [2] [3] , Chandrasekhar method [4] , superposition methods [5, 6] , BDF methods [7] [8] [9] [10] [11] , Hamiltonian methods [12] , unconventional reflexive numerical methods [13] , Piecewise-linearized methods [14] , etc.
In [14] we developed a piecewise-linearized method based on the Conmutant and we implemented efficient block-oriented algorithms for solving DMREs. In this paper a new piecewise-linearized method for solving DMREs is presented based on Theorem 3 in Section 4, and two block-oriented algorithms based on this method have been developed. This paper is structured as follows. Section 2 describes a numerical integration of ODEs based on a piecewise-linearized method [15] , which has served as the basis for the methods that are described in the following sections. Section 3 describes a piecewise-linearized method developed by the authors [14] which solves DMREs by the Con mutant Equation. Section 4 presents another piecewise-linearized method based on a theorem proved in this paper (Theorem 3) and two block-oriented algorithms. A theoretical study in terms of flops requirements is included. The experimental results of the MATLAB implementations are shown in Section 5. Finally, some conclusions and future work are outlined in Section 6.
Solving ODEs by a Piecewise-linearized Method
In this section we show a piecewise-linearized method to solve ODEs [15] which is used in Sections 3 and 4. A family of one step methods for solving ODEs are the piecewise-linearized methods [16, 17, 15] . These methods solve an IVP by approximating the right hand-side of the ODE by a degree one Taylor polynomial. The resulting approximation can be integrated analytically to obtain the solution in each subinterval and yields the exact solution for linear problems.
be an ODE with initial value x(t 0 ) = x 0 ∈ R n , so that the first order partial derivatives of f (t, x) are continuous on [t 0 , t f ] × R n . Given a mesh t 0 < t 1 < • • • < t l−1 < t l = t f , the ODE (2) can be approximated by a set of Linear Differential Equations (LDEs) obtained as a result of a linear approximation of f (t, x(t)) at each subinterval,
where
The LDE associated to the first subinterval,
is solved considering the initial value y(t 0 ) = y 0 = x 0 . Its solution is given by
Thus, it is possible to compute y 1 = y(t 1 ).
By proceeding in the same way, the solution of the LDE associated to the subinterval i, i = 1, . . . , l − 1, is
If f (t, x) is a Lipschitz function on [t 0 , t f ] × R n and its second order partial derivatives are bounded on that region, the above piecewise-linearized method converges [16, pp. 281] . If the (1,1) Padé approximation is used to compute e J i (t−t i ) , the above method is consistent of order 2 for autonomous ODEs and 1 for non autonomous ODEs, and linearly stable [18, pp. 26] .
Theorem 1 ([15])
The solution of the LDĖ
, where
If t is replaced by t i+1 in (4), the approximate solution of the ODE (2) at t i+1 is given by
13 (Δt i )g i . Therefore, the solutions of the ODE (2) at t 1 , t 2 , . . . , t l = t f can be computed by using the above expression.
Solving DMREs by a Piecewise-linearized Method based on the Conmutant Equation
This section describes a piecewise-linearized method developed by the authors [14] , which is compared with the piecewise-linearized method developed in this paper. Let us suppose that the right-hand side of (1) ,
is a Lipschitz function on [t 0 , t f ]×R m×n and its second order partial derivatives are bounded on that region. If vec operator [19, p. 244 ] is applied to DMRE (1), thenẋ (t) = f (t, x(t)), x(t 0 ) = vec(X 0 ), where
and
which can be expressed as
If we consider the mesh t 0 < t 1 < • • • < t l−1 < t l = t f , and we apply the piecewise-linearized process explained in Section 2, the following LDEs are obtainedẏ
mn and its second order partial derivatives are bounded on that region, the above piecewise-linearized process converges [16] . If we apply Theorem 1, the solution of (5) at t i+1 is
where E 
If mat m×n operator [20, p. 2104 ] is applied to (6) , the approximate solution of (1) at t i+1 can be obtained from expression
Based on the Conmutant Equation, the authors proved in [14] the following theorem and corollary which allow to compute matrix Y i+1 in (9).
Theorem 2
If matrices A i and B i of (8) do not have eigenvalues in common, then the matrix Y i+1 in (9) can be computed from 
and W i satisfies the AMSE
As (11), (12) and (13) 
where W f is the solution of the AMSE
4 A Piecewise-linearized Method for Solving DMREs based on Padé Approximants
As the solution of LDE (5) associated to subinterval [t i , t i+1 ] is
then the approximate solution of DMRE (1) at t i+1 can be obtained as
Theorem 3 The matrix Y i+1 , which appears in (17), can be computed as follows
22 (Δt i ) are (1,2) and (2,2) blocks of matrix e C i Δt i ,
Proof. If we define s = τ − t i and θ = t − t i , vector y(t) in (16) can be expressed as
If property (4) of Section 1 is applied, Y (t) = mat m×n (y(t)) is obtained as
In order to compute the first integral in (22), let us consider
and the exponential of matrix C i θ,
Since de
Equating blocks (1,1), (1,2) and (2,2) of both members of the previous equation and considering that e
the following LDEs are obtained
Solving (23) and (24), then (25), the following LDE is obtained
In order to compute the second integral that appears in expression (22) , let
, and exponential of matrix D i θ,
Equating the corresponding blocks of both members of the previous equation and considering that e D i θ θ=0
= I m+2n , the following LDEs can be obtained
The solutions of (27), (28) and (29) are
33 (θ) = e B i θ , the solutions of (30) and (31) are
13 (0) = 0 m×n , whose solution is
Considering the previous expressions and H
If t is replaced by t i+1 in the previous expression, we obtain
where Δt i = t i+1 − t i .
Algorithm based on Padé approximants with scale-squaring
The (s, t) Padé approximation to e A is defined by
Non-singularity of D st (A) is assured if s and t are large enough or if the eigenvalues of A are negative. The problem with this method is that it only provides good approaches near the origin [21, p.573].
Scaling-squaring method is one of the most widely used methods for computing the matrix exponential [22, 23] and avoids that problem by exploiting the equality
The idea is to choose j so that e Since diagonal blocks (1,1) and (2,2) of matrices e C i Δt and e D i Δt are equal, it is possible to obtain a block-oriented algorithm based on Algorithm 1 which allows to compute simultaneously F (20) and (21) . This is done in Algorithm 3. Algorithm 3 (dauvdreplpa) is a double precision auxiliary algorithm that computes the approximate solution at t i+1 of time-varying DMRE (1) using a piecewise-linearized method based on Padé approximants. Lines 4-7 of this algorithm avoid overflow problems by controlling that the norms of Δt i C i or Δt i D i (see expressions (20) and (21)) are lower than a prefixed constant M .The approximate computational cost of this Algorithm 2 (dgevdreplpa) solves, for double precision general matrices, timevarying DMREs by a piecewise-linearized method based on Padé approximants. The approximate cost by iteration of this algorithm is 8m 2 n + 6mn 2 + cost(data) + cost(datad) + cost(Algorithm 3) flops. Algorithms 2 and 3 can easily be adapted for time-invariant DMREs : it is sufficient to evaluate the coefficient matrices A ij once, considerȦ 22 = 0, and therefore eliminate matrix G from these algorithms. The adapted algorithms for time-invariant will be denoted as dauidreplpa and dgeidreplpa respectively.
Numerical experiments
In this section the algorithms shown in the previous sections are compared with the algorithms presented in [14] . The implementations were tested on Algorithm 2 solves time-varying DMREs by means of a piecewise-linearized method based on diagonal Padé approximants of the exponential function.
Function {Y i } = dgevdreplpa(data, datad, t 0 , X 0 , t f , Δt, s) Inputs: Function data(τ ) that computes the matrices A 11 (τ ) ∈ R n×n , A 12 (τ ) ∈ R n×m , A 21 (τ ) ∈ R m×n and A 22 (τ ) ∈ R m×m , (τ ∈ R), of time-varying DMRE (1); function datad(τ ) that computes the derivativeṡ
of the above matrices; initial condition (t 0 , X 0 ), t 0 ∈ R, X 0 ∈ R m×n ; final time t f ∈ R; step size Δt ∈ R; order s ∈ N of the diagonal Padé approximation of the exponential function Outputs: Solution matrices {Y i } (Y i ∈ R m×n ) at t 0 , t 0 + Δt, t 0 + 2Δt,. . . 
[A 11 , A 12 , A 21 , A 22 ] = data(t i )
10:
A 22 = A 22 − Y i A 12 11: F = A 21 + A 22 Y i 12: F = F − Y i A 11
13:
A 11 = A 11 + A 12 Y i 14:
Algorithm 3
15:
t i+1 = t i + Δt 16: end for an Intel Core 2 Duo T9400 at 2.52 GHz with 4 GB main memory, using 7.7 (R2008b) MATLAB version. The implemented algorithms are available online at [24] .
To test the algorithms a set of six case studies were considered, all with wellknown solutions. For each case study, the values of parameters which offer better accuracy and lower computational cost were determined. Three kinds of tests were carried out varying Δt, t f and the dimension of the problem.
In all case studies, the following results are shown:
• Tables which contain the relative error
where X * is the computed solution and X is the analytic solution.
Algorithm 3 computes the approximate solution of DMRE (1) 
Algorithm 5 of [14] 6:
18:
19:
20:
21:
22: Below is a short description of compared algorithms:
• dgevdreplpa (Algorithm 2) and dgeidreplpa: They solve time-varying and time-invariant DMREs by the piecewise-linearized method based on the diagonal Padé approximants presented in this paper.
• dgevdreplce (Algorithm 7 of [14] ) and dgeidreplce: They solve timevarying and time-invariant DMREs by the piecewise-linearized method based on the Conmutant Equation explained in Section 3.
Case Study 1
The first time-invariant DMRE is taken from a two-point boundary value problem [25] . This DMRE is defined for t ≥ 0 by the coefficient matrices
and the initial condition
If t is large, the solution of the previous DMRE is approximately equal to
In this case study s=1 was used for dgeidreplpa and dgeidreplce. In the only test done, final time t f = 30 was considered and Δt was varied between 0.1, 0.05 and 0.01. Tables 1 and 2 show the results.
Considering the same step size, the conclusions for this case study are:
• Both functions have similar accuracy. • Relative errors decreased as Δt decreased.
• dgeidreplpa has the shorter execution time.
Case Study 2
The second case study [26, 7] consists of the following time-invariant DMRĖ
where A 11 = 0 n , A 12 = A 21 = αI n , (α > 0), A 22 = 0 n , and X 0 ∈ R n×n .
The exact solution is given by
For this case study we considered s=1 both for dgeidreplpa and dgeidreplce. Table 3 and Figure 1 show execution times for α = 100 (stiff problem), Δt = 0.1, t f = 1 and the dimension of problem equal to 50, 100, 150 and 200. For two implementations, the relative errors were 0.
• Both functions achieved very high accuracy.
• dgeidreplce execution times are longer than dgeidreplpa execution times.
Case Study 3
The third case study [27] consists of the following time-invariant DMRE 
The matrices T 2 k are generated recursively as follows:
The solution is given by where ω = (α + 1)
The parameters of problem were α = 100 (stiff problem) and X(0) = I. The order of Padé approximants for the two implementations was s = 2. In tests t f = 5 was considered, varying the dimension of the problem between 32, 64, 128 and 256, and step sizes between 0.1, 0.05, 0.01, 0.005 and 0.001. Both functions achieved smaller relative error for Δt = 0.1. Tables 4 and 5 and Figure 2 show the results for Δt = 0.1. In this case study dgeidreplpa and dgeidreplce achieved very high accuracy for Δt = 0.1 with similar execution times. Table 6 Case study 4: Relative error (Er) with n = 1, Δt = 0.1 and t f variable.
dgevdreplpa 4.999e-7 2.500e-7 1.667e-7 1.250e-7 1.000e-7 dgevdreplce 4.999e-7 2.500e-7 1.667e-7 1.250e-7 1.000e-7 Table 7 Case study 4: Execution time (Te) with n = 1, Δt = 0.1 and t f variable. 
Case Study 4
This scalar time-varying DMRE is a widely used for testing stiff problems, known as the "knee problem" ( [28, 7] ), defined aṡ
associated to the coefficient matrix
The reduced solution x ∼ = t is stable before 0 and x ∼ = 0 is stable past it.
In the tests done ε = 10 −5 (stiff problem) and the same order of the diagonal Padé approximants (s = 1) was considered. Both functions achieved smaller relative error for Δt = 0.1. Tables 6 and 7 and Figure 3 show relative errors and execution times for Δt = 0.1 and t f variable. In this case study, dgevdreplpa and dgevdreplce achieved smaller relative error for Δt = 0.1, with similar execution times.
Case study 5
This stiff time-varying DMRE [29, 7] comes from a stiff two-point boundary value problem. This DMRE is defined as The solution has an initial layer and then it approaches
For t away from 0, there is a smooth transition around the origin and then
In the tests ε = 10 −5 (stiff problem), and the same order of the diagonal Padé Table 8 Case study 5: Relative error (Er) with n = 2, Δt = 0.1 and t f variable. Table 9 Case study 5: Execution time (Te) with n = 2, Δt = 0.1 and t f variable. approximants (s = 1) was considered. In the tests t f was variable with step size Δt = 0.1. Tables 8 and 9 and Figure 4 show that both implementations achieved high accuracy with a similar execution time.
Case study 6
This equation corresponds to a time-varying DMRE [27] defined aṡ
where X(t) ∈ R 2 k , and
are generated recursively as follows 
where a(t) = cos t and b(t) = sin t. The analytic solution is
In this case study an order of Padé approximants s = 2 was selected. Tables 10  and 11 show the results for n = m = 16 (k=4), t f =1 and Δt variable. Tables  12 and 13 and Figure 5 show the results for Δt=0.01, t f = 5 and dimension of problem variable. The following conclusions can be emphasized:
• Considering the same step size, both implementations have similar accuracy, but dgevdreplpa has the shorter execution time.
• For both implementations, relative error decreased as Δt decreased.
• As dimension of problem is increased dgevdreplce execution time increased quicker than dgevdreplpa execution time: For n = 8 the execution time ratio is Table 14 show a comparison of execution times for the six case studies analyzed, when the implementations have similar accuracy. For each case study, problem stiffness (S= stiff problem, NS=non-stiff problem) is indicated.
Summary of results
• In general, for the same step size, the relative errors of all implementations were similar.
• In three case studies, dgeidreplpa-dgevdreplpa execution times were lower than dgeidreplce-dgevdreplce execution times.
• All implementations showed a good behavior in stiff problems.
Conclusions and future work
In this paper a method for solving DMREs has been developed. This method is based on Theorem 3 in Section 4 which allows an efficient computation of the integral that appears in the piecewise-linearized methods.
Two MATLAB implementations have been developed based on the piecewiselinearized method developed in Section 4. In order to verify the benefits of these implementations, numerous tests were made on six case studies, comparing, under equal conditions all implementations.
Possible future lines of research are:
• To develop other methods to solve DMREs based on the piecewise-linearized approach. A possibility consists in computing the product of a matrix exponential by a vector using Krylov subspaces (this case will be suitable for higher dimension problems).
• To include adaptive selection of the step size in the algorithms developed in this paper.
• To adapt the implementations for special DMREs such as DMREs with sparse coefficient matrices.
