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ARTÍCULOS
Cómo citar este documento:
ACOTACION DEL RANGO DE UNA SUMA? DE UNA
DIFERENCIA Y DE UN PRODUCTO DE MATRICES
ROLANDO F. -OREAN
Recordaremos previamente algunos conceptos referentes a:
TRANSFORMACIONES Lll'ffiALES,·. Una transformación lineal- T de
un espacio vectorial Vm en un espacio vectorial V,;, definidos sobre
el mismo cuerpo R, es una aplicación de _Vmen Vnpara la cual
se verifica:
T(aX+ bY) = aT(X) + bT(Y)
El símbolo T (X) = Y significa que la ÍInagen del vector X
segun la transformación T es el vector Y. Simbolizamos una trans-
formación lineal T de un espacio Vmen otro Vn del síguíerité.módo.
T : Vm -7 Vn
. símbolo que leeremos: transformación T que aplica Vm enVn.
Teorema 1.- a) La imagen de cualquier vector X pertene-
ciente a un espacio Vm según una transformación lineaL T queda
unívocamente determinada cuando se conocen las imágenes de los
vectores de una base de Vm segun dicha transformación.
En efecto, si se supone que una base de Vm es El, E2" .. , E m
y X e Vm , tenemos:
X = x.E, + x2E2+ ..... + xmEm
Por lo tanto, si llamamos Y a la imagen de X según T: _
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o sea:
por definición de transformación lineal. De modo que si se conocen
'I'(Ei ), T(E2), ..... , T(Em); tenemos conocida T(X).
b) El conjunto de imágenes según una transformación lineal T
de un-espacio Vm en un espacio Vn es un subespacio de Vn•
Surge' esta conclusión de la expresión (1). Simbolizamos con
RT la resultante de la transformación T. Según (1) está formada
por todas las combinaciones lineales que pueden realizarse con los
vectores T(El), T(E2), ..... , T(En.); y el conjunto de todas las
combinaciones lineales posibles de realizarse con un subconjunto de
un espacio vectorial es. un subespacio vectorial.
Como caso particular tenemos: la imagen de un subespacio de
Vm según una transformación lineal T es un subespacío de Vn-
c) Las imágenes de los vectores de una base de un espacio
(subespacío ) según una transformación lineal genera latmagen de
dicho espacio (subespacio). Surge inmediatamente de (1).
d )dim. Vm dim. RT dím.V,
Laprimerarelacióll se debe a que los vectores T(El), T(E2},
..T(Em) generan RT según e), luego dim. RT <m = dím. V';;.
La segunda, a que RT es un subespacio de Vn según b).
Teorema 2.- Elegida.una base, .El,. E2, ... , E; para. Vm, •y otra
Fl, F2, ... , Fn para Vn , existe una correspondencia biunívoca entre
el conjunto de transformaciones. lineales de Vm en V n y el de matrices
A . [aljl,. i = 1, 2, ... , n; j 1=1 1, 2, ... , m, siendo all elemento
del cuerpo. sobre el cual están definidos Vm y V n •
. En efecto: como en cualquier base las componentes de un
vector están unívocamente determinadas, si X E:Vm, tenemos:
X = x, El + X2 E2 + .... + Xm E m
y por definición de transformación líneah
y = T(X) = xlT(El) + x2T(E2) + .... + xmT(Em ) = .~ xjT(Ej)j=l
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Como T(E;) tiene a su vez componentes unívocamente deter-
minadas en la base F
"
F2, .. , " Fn, tenemos:
Luego:
, D1 n 'um
y = T(X) = ~ x, ~ aljFi=~ ( ~ aijXj) F,
j=l i=l i=' j=l
lo. qlle significa que las componentes. Yi del vector Y en la base
Fl,F2, .... , Fn son: .
m
Yi= ~ aljXj
j=l
i = 1, 2, .... , n (2)
conjunto de igualdades -que convenirrios en representar enuna sola
igualdad matricial:
siendo:
Y' 1 r-allY2 I a2lI
I
Y I A I- II II II II I
Yn ) l anl
aím ') ( Xl 1I ,
a2m I I X2 II I ,, I II
X I
I
I I II I II I ,I I I
a:mj l Xmj
Est.e convenio quedará [ustífícado cuando se obtenga la defi-
nición del producto de matrices a partir de la défíñícíón. del pro-
ducto de transformaciones lineales.
Recíprocamente, cada matriz A = [alj]; i = 1, 2, ..... , n;
j = 1, 2, .... , m, determina una transformación si_convenimos que
la componente Y' de la imagen está dada por la _igualdad (2); se
demuestra de inmediato que la transformación es lineal: sean los
vectores
r Xll 1 r X,i ')I , ,
I X21 I I X22 II I I I
I I , I
X, I I X2 "
,
- I I
-
I I
I I I ,
I I I ~ "- I
I I I I
I I l X~ jl Xml)
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cuyas imágenes respectivas suponemos que son:
r Yll 1 r Y12 1
i Y21 I 1 Y221
1"1 1 IY11 1 Y2 - 1 I
I • 1
1
i 11
1 I 1 1l Yol J L Y02 J
ObtenemoJ" aplicando (2), la imagen de la combinación lineal
C1X1 + C.X2; ll~mamos Z¡ a la componente genérica de, díchaiíma-
g~m:
m m m
Z¡ = ~ a¡j (CIXjl + C2Xj2). = e, ~ a¡jXjl + C2 ~ aljXj2j=l j=1 j=1
donde se advierte que la imagen de la combinación lineal de. los
vectores X, y X2 es la combinación lineal de las imágenes de los
mismos, por lo cual la transformación es lineal.
Teorema 3.- La dimensión de la resultante de una transfor-
mación lineal es igual al. rango de la matriz de la misma.
En efecto: la expresión (2). puede expresarse también en la
siguiente forma: ;
r Yl 1 r all 1 r a12 I r alm ")1 11 Y2 I a21 1 1 a22 I 1 a2m 1I I 1 I I I 1 I1 I 1 1 I 1 I1 1 Xl i i+ X2! + .... +Xm 1 I1- 1= I I 11 1 I 1 1 1 1 I
1 I I I 1 I
I 1
I 1 1 1 1 1 I
L Yo J l aOl 1 L a02 J I aomJJ l
o más brevemente:
y -x1 N
siendo Aj la columna j-ésíma de la matriz A; de donde resulta que
el conjunto RT de imágenes según la transformación T se obtiene
realizando todas las combinaciones lineales posibles con las colum-
nas de la matriz y con elementos del cuerpo R. Si suponemos que
el conjunto de vectores
A\A2 , •••• , Am
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tiene rango r y que los r primeros son linealmente independien-
tes, con lo cual no se pierde generalidad, los restantes
pueden, ser expresados en' función de los r primeros, y tenemos:
y = X'I Al + X/2 A2 + .... + s', Ar
En la hipótesis sentada, cualquier vector perteneciente a RT
puede expresarse como combinación lineal de N, A\ .... , Ar y co-
mo son linealmente independientes, constituyen una base de RT •
Por lo tanto:
siendor(A) el rango de las columnas de la matriz A, que es igual
al rango de las filas, por lo cual en lo sucesivo diremos simple-
mente rango de una matriz.
Núcleo. Se llama núcleo de una transformación lineal T de
un espacio Vm en un espacio Vn al subconjunto de vectores de Vm
que según T tienen por imagen al vector nulo de Vn, que simboli-
zaremos en' Es decir, llamando NT al núcleo de la transformación
T, tenemos:
Teorema 4.- El núcleo de una transformación lineal T de Vm
en Vn es un subespacio vectorial de Vm'
En efecto: sean dos vectores X, y X2 pertenecientes al núcleo
NT de una transformación lineal T de Vm en Vn :
X, e NT luego: T(XI ) en
X2 e NT " T(X2 ) - en
Por lo tanto:
de modo que alXI + a2X2 pertenece a Nr, por definición de núcleo,
y en consecuencia éste es un subespacio vectorial de Vm'
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Teorema 5.- En toda transformación lineal se verifica la si-
guiente igualdad:
dím.N, + dím.B, = dím, dominio
Sea s la dimensión del núcleo y El, E2, ..., Es una base del
mismo. A dicha base del núcleo es posible agregarle los vectores
Es+l, .... , Emhasta completar una base de Vm, por cuanto por el
teoremaanterior NT es un subespacio de Vm. El conjunto deirnáge-
nes T(El), T(E2), .... , T(Em) genera R'I según el teorema 1 c);
peroeomo
resulta que solamente T(Es+l), .... , T(Em) generan RT • Si de-
mostramos que son independientes, tendremos demostrado. que
constituyen una base de RT y que por lo tanto este subespacio eS
de dimensión ro-s.
Supongamos que existen escalares a¡ no todos nulos tales que:
ás+tT(Es+t) + as+2T(Es+2) + .... + amT(Em) = Bn
o sea:
T(as+tEs+l + as+2ES+2 + .... + amEm) = Bn
Esto significa que el vector
aS+1Es+l + as+2Es+2 + ..... + amEm
pertenece al núcleo NT , es decir, que existen escalares b.tales que:
i alE¡ = i bjEj
i=s+l j=l
porque por hipótesis El, E2 , •• _,., Es constituyen una base del nú-
cleo; la igualdad anterior equivale a:
- i a$¡ + i bjEj = e,
i=s+l j=l
para escalares no todos nulos, en contra de la hipótesis que El, E2'
., E; constituyen una base de Vm' Luego
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constituyen una base de RT y la dimensión de éste es m-s. De
modo que:
dím.N, + dím.R, = s + m --- s - m = dim.dominio
Suma de transjormacionee lineales. Sea T una transformación
lineal de Vm en Vn ala cual corresponde la matriz A = [a;j], y U
otra transformación líneal de Vm en Vn cuya matriz suponemos que
es B = [blj]' Definimos. ala transformación T + U como aquella
transformación según la cual la imagen de cualquier vector X es la
suma de las imágenes de dicho vector según T y según U:
(T +U) (X) - T(X) +U(X)
Si T(X) y Y U(X)....--Z, llamando Yi y Z¡ a las componentesge-
nérícas de Yy Z respectivamente, tenemos, según el teorema 2:
m
y. = :2. aljXj
j=l
Por definición de suma de transformaciones lineales, la compo-
nente genérica de la imagen de X según la transformación T+U es:
de modo que la matriz de la transformación T +U es [a., be] ,
que vamos a definir como la suma de las matrices A = [alj] y
B.= [blj].
Multiplicación de una transfo1'1nación lineal po,; un escalas.. El
producto de una transformación lineal T por un escalar k se de-
fine mediante la igualdad:
(kT) (X) = k T(X)
es decir, que la imagen del vector X según la transformación kT es
igual a la imagen del mismo vector según la transformación T mul-
tiplicada por el escalar k.
89
REVISTA DE ECONOMIA y ESTADISTICA
Si Y, de componente genérica y., es la imagen de X según T,
cuya matriz suponemos que es A = [a i ; ] , de acuerdo a la definición
de producto de una transformación lineal por un escalar, tenemos
que la componente genérica de la imagen de X según kT es:
lo que significa que la matriz correspondiente a la transformación
kT es aquella cuyos elementos son ka;;, matriz que vamos a definir
como el producto del escalar k por la matriz A: kA = [ka;;];
Producto de transiormaciones -lineales. Sea T una trans-
formación lineal de.V; en Vu y U una transformaciónlineal de Vn
en Vp • Se llama producto de las transformaciones lineales T y U, en
ese orden, que vamos a simbolizar con TU, a una transformación de
Vm en Vp según la cual la imagen de un vector X e Vm en el espacio
Vp es la imagen según la transformación U en Vp de la imagen de
X en Vn según T. Simbólicamente:
(TU) (X) = U [T(X)]
Deduciremos cuál es la matriz correspondiente a la transforma-
ción TU en función de las matrices de T y de U. Supongamos que
Z E Vp es la imagen de Y E Vn según la transformación U, a cuya ma-
triz llamamos A y es de orden pxIl; por lo tanto:
i= 1,2, .... , P
Si se supone además que Y es la imagen de X E Vm Según la
transformación T, cuya matriz es B, de orden nxm, entonces:
j = 1,2, •. o., n
y reemplazando en z¡:
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de modo que el elemento genérico de la matriz correspondiente a
la transformación TU es:
i = 1, 2, , P
k = 1,2, , m
Dicha. matriz será llamada producto de las matrices A y B en
ese orden:
i = 1,2, , P
k - 1,2, , m
Con estos elementosestamos en condiciones de abordar el ob-
'. . \jeto Rrincipal de esta monografía, que es el estudio del rango de
una suma, una diferencia y un producto de matrices. Este estudio
se reduce arde la dimensión de la. resultante de una suma,una
diferencia y un producto de transformaciones lineales, en virtud del
teorema 3. Comenzamos con el:
Rango del producto de una matriz por un escalar. Supongamos
que la dimensión de la resultante RT de· una transformación lineal
es r y que una base de la misma está constituida por los vectores
Yf,Yz, •••• ,Yr-. SeaZun vector:perten~cientea la resultante R¡¡T
delproducto de la transformación T por el escalar k; si llamamos Y
a la imagen del vector X según la transformación T, tenemos:
Z= (kT)(X) = kT(X)kY - k(brYl+bzYz+ +brYr)
= (kb1)Y1 + (kbz)Yz+ + (kbr)Yr
Resulta entonces que, como. cualquier vector perteneciente a
RkTpuedeexpres~rsecomocombinación linealde Y1, Yz, •••• , r, y
éstos son independientes por ser una base de RT, tenemos:
dim .Rh'r = dím ,RT ; k :#:0
y por lo tanto:
dim.NkT - dím iN,
Si A es la matriz correspondiente a la transformación, tenemos:
r(kA) _ r(A)
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y si. k=-l:
dím.R» = dim.R,
y
r(-A) = r(A)
Imponemos la condición k =1= °porque para k = 0, la trans-
formación kT tiene por matriz auna· cuyos elementos son todos
nulos y la imagen de cualquier vector X según la misma eselvector
nulo, f)n, de modo que la resultante ROT se compone únicamente de
dicho vector nulo y su dimensión por 10 tanto es cero.
Acotación del rango. de una suma y de unadifer~n.cia .de tna-
iricesr-« En. est¡:} punto debe tenerse presente la. definición de sUIlla
y de intersección de subespacios vectoriales: Si V' Y V" son dos
subespacios .vectoríales de un mismo espacio V,~enemos:
V/+V"= {X' +X"/X' € V/yX"€ vr/}
vn V" = {XIX € V' YX € V"}
También debe tenerse presente que:
dím, (Y'+Y/) + dím, (V' Il V") • dim.Y' +dím, V"
Para. continuar con nuestro tema específico, demostraremos
RT+U e RT+Ru
En efecto: supongamos que Y€ RT+u; luego:
Y(T +U)(X) _ T(X) + U(X) T(X)) e RT U(X) € Ru
Como Y esla suma de dos vectores, un0perteneciente a B.~}'.otro
a Ru, por definición de suma de subespacios vectoriales, Y perte-
nece a RT Ru; es decir:
y €R~·+u Y€RT Ru
Luego:
RT+U e RT+Rtl
y por lo tanto:
dim.RT+U < dím . (RT+ Ru) = dím.B; + dim.Ru-dim. (RTilRu)
92
HOMENAJE AL DR; CEFERINO· GARZON MACEDA
de donde:
dím .RT +U < dim .RT + dím.R,
y en consecuencia, si suponemos que A y B son las matrices de
las transformaciones T y U respectivamente, tenemos:
. .
r(A+B) < r(A) +r(B)
Hallamos la: cota inferior del rango de una suma de matrices
aplicando la propiedad asociativa de dicha operación y la cota
superior que acabamos de encontrar:
r(A)-r[(A+B)+ (-B)] <r(A+B) r(-B) =r(A+B)+r(B)
de donde:
r(A) __ r(B) <r(A+B)
Por otra parte:
r(B) . r[(A+B) + (-A)] <r(A+B)+r(A)
o sea:
r(B)-r(A) <r(A+B)
De modo entonces que la acotación del rango de una suma de
matrices es la siguiente:
Ir(A)-r(B)I<r(A+B) <r(A) +r(B)
Ll acota.ción para el"rango de tina diferencia de matrices es
la misma que para la suma, según puede demostrarse fácilmente:
r(A - B) '- r[A+ (-B)] < r(A) + r( -B)-- r(A) + r(B)
Además:
r(A) =r[(A-B) +B] <r(A-B) r(B)
de donde:
r(A) -r(B) < r(A-B)
Por otra parte:
r(B) =r[A-:(A-B)] <r(A) +r[-(A-B)] =r(A) +r(A-B)
y de allí:
r(B) -r(A) < r(A-B)
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En consecuencia, y en resumen, podemos escribir:
Ir(A) -r(B)! <: r(A -;- B) <: r(A) + r(B)
La acotación del rango.de una suma de h matrices se obtiene
aplicando las cotas ya obtenidas del rango de una suma de dos ma-
trices, la propiedad asociativa de la operación mencionada y el
príneípío de inducción completa. Veamos en primer lugar el caso
de tres sumandos:
Ir(A+B) -r(C)1 <:r[(A+B)+C] <:r(A+B) +r(C)
o sea:
-;- [r(A+ B) -r(C)] <: r(A + B+ C) <: r(A) +r(B) + r(e)
reemplazando en el tercer miembro r(A + B) por su cota superior.
Consideramos en primer lugar el signo más del primer miembro y
reemplazamos r(A +B) sucesivamente por su cotas inferiores:
r(A) ~r(B) -r(C) <T(A +B + C) <: r(A) +r(B)+ r(C)
r(B) -r(A) -r(C) <: r(A + B + C) <: r(A) +r(B) + r(C)
Ahora consideramos el signo menos y reemplazamos en este
caso r(A + B) por su cota superior:
rCC) - r(A) -:-r(B) <: r(A + B + C) <: r(A) + r(B) + r(C)
De las tres cotas inferiores obtenidas para r(A + B + C) Co-
rresponde adoptar evidentemente la mayor, y será de alguna utilidad
únicamente sí es positiva, porque el rango de una matriz no nula eS
un número positivo. -
Supongamos válida la acotación obtenida en el caso en que tu-
viéramos h matrices:
( h 1 h hm~x'l r(A;) - ~~ r(A;) J <: r(i~' Ai ) <: i~' r(A;)
l:;r::J
94
jI, 2, ... , h
HOMENAJE AL DR. CEFERINO GARZON MACEDA
Por lo tanto, si aplicamos la propiedad asociativa de la suma de
matrices y la acotación del rango de una suma de dos matrices, te-
nemos:
o sea:
-+- [ r(;~ A,) -r(Ah+1) J < r( ~:A) < ~>(Al) (4)
Consideramos el signo más del primer miembro y reemplazamos
h
r ( :s A) por su cota inferior dada por la hipótesis (3):
i=l
, h 1 h+1 h+1
max. rr(Aj) -:s r(A,) I -r(Ah +1 ) < r( :s Al) < :s r(A,) ; j = 1,2, ... , h
j I ;=1 I ;=1 i=1
L ;r-j )
Comor(Ah +1 ) no contiene j puede ser incorporado al-sumatorío:
r h+l 1 h+lh+lmáx, r (A j ) - :s r (A,) I < r ( :s A,) < :s r (A) ; j = 1, 2, ... , h
j l ~=~ JI i=l i=l
l'l=J
Consideramos ahora el signo menos de (4) Y reemplazamos.
h
r( :s A,) por su cota superior de la hipótesis inductiva (3):
i=l
(5)
(6)
Las acotaciones (5 ) Y (6) pueden ser reunidas en una sola
porque la (6) es nada más que la (5) en la cual se da a j el valor
h+1:
m? [r(Aj)-~;r(Al)J <l'(~:Al) <:~>(Al)
l::r.:J
j = 1, 2, ... , h + 1
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siendo válida en consecuencia la acotación (3). Nuevamente el
primer miembro será de alguna utilidad práctica únicamente si es
positivo.
Acotación del fango de un producto de matrices.:-: Sea T una
transformación lineal de Vmen Vn, de. matriz B:
Sea además U una transformación lineal de Vn en Vp, de matriz A:
. Ru = {ZjZ = AY; Y e Vs} e v,
Por definición de producto de transformaciones lineales, la
transformación TU aplica Vm en Vp de modo que la imagen de un
vector X e Vm en Vp es la imagen según U de la imagen según T
de X:
RT U = {ZjZ = AY; Y € RT e Vs} e a,
r(AB) < r(A)
Para demostrar que r(AB) < r(B) consideramos cualquier vec-
tor Z perteneciente a RTU , que puede expresarse en la forma:
Z -AY=ABX A(x,B' +x2B2 + .... + xmBm)
siendo B' la columna j-ésíma de la matriz B; si suponemos que el
rango de esta matriz es s y que sus primeras s columnas constitu-
yen una base para las columnas, con lo cual no se pierde generali-
dad, tenemos:
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De las relaciones:
dím.R«, < s = r(B) = dím.R,
r(AB) < r(B)
dim.RTU + dim. (NuilRT) dím.R,
dim.RTU- dím.B, - dím, (NuilRT )o sea:
dím.Rs = dím.R,
dim.(RTilNu) dím.N,
Obtenemos una cota inferior de la dimensión del producto de
transformaciones lineales, del siguiente modo:
Si como dominio>de una transformación T de Vm en Vn se
considera no todo el. espacio Vm síno el subespacio V', el núcleo
de-la transformación T entendida de ese modo ya no es NT sino
NTIl V'. Aplicamos el teorema 5 a esta transformación y tenemos:
dím.R'; + dim.(NTil V') = dím.V'
r(AB) < mín.[r(A), r(B)]
Por lo tanto:
T: v: -? v,
U v, -? v,
TU: v; -? V;
la resultante RTU se obtiene aplicando la. transformación U nada
más que a RT, que es un subespacio de Vn; el núcleo de la trans-
formación U. aplicada a RT es N uIl RT. De modo entonces que,
nuevamente por aplicación del teorema 5:
siendo R' T la resultante de la transformación T aplicada a V'.
pe modo similar, si:
y simbolizando con C' el producto AB\ nos queda:
Z =x'lC1 +X'2C2+ .... + x'.cs
Como cualquier vector perteneciente a RTU se expresa como
combínacíón lineal de s vectores, tenemos:
o sea:
obtenemos:
Por lo tanto:
REVISTA DE ECONOMIA y ESTADISTICA
dím.R, + dim. (RTilNu) < dím.R, + dím.Ne = n
dím.R, + dím.R, + dím. (RTilNu) :::; n + dím.B;
dim.RT"+ dim.Ru:'-n < dím.R, -dim.(RT.DNu) -dim.RTu
es decir, que~ r(A) +r(B)-n<r(AB)
siendo n el-número de columnas de A y, desde luego, de filas de B.
Hemos hallado en consecuencia la cota inferior de r(AB). Por lo
tanto, tenemos:
r(A) + r(B) -n < r(AB) < mín.[r(A), r(B)]
Las cotas de un producto de dos matrices que 4!emos obtenido
se pueden extender al caso de más de dos. factores .. Suponemos en
primer lugar que los factores son tres y aplicamos la propiedad aso-
ciativa del producto de matrices y las cotas ya obtenidas para el
rango de un producto. de dos matrices.
Sean las matrices A, B Y C, de órdenes mm, fi."'ql ypxq, res-
pectivamente:
r(AB) +r(C)-p<r(ABC) =r[(AB)Cl <mín.[r(AB), r(C)]
En el primer miembro reemplazamos r(AB) por su cota infe-
rior y en el tercero por su cota superior:
reA) +r(B) +r(C) -n-p r(ABC) <mín.{mín.[r(A),r(B)],r(C)
=mm. [r(A), r(B), r(C)]
Aplicamos ahora el principio de inducción completa para dedu-
cir las cotas en el caso de un producto de cualquier número de
factores. Supongamos que la acotación obtenida también es válida
en el caso del producto de h matrices: Al, de orden no x n., A2, de
orden n, x n2; .... ; Ah, de orden. nh-l x llh: .
; i = 1, 2, .... , h (7)
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i= 1,2, ... ,h
RT= {YjY = T (X) = BX ; X" Vm} e Vn
Ro= {ZjZ=U(Y) =AY; Y"Vn} ~ Vp
RTu= {ZjZ=AY ; Y"RT cv.: e Ru
< mín.{mín.[r(A i ) J, r(Ah+!) }
i
T:Vm~Vo
U: v, ~ v.
Si suponemos que RT= Vil> Y por lo tanto que dím.R; = r(B) =
= n, tenemos:
i = 1,2, .... , h + 1
Esto significa que las cotas establecidas en (7) son realmente
verdaderas.
Otras reglas rejerentes al mngo. Sean nuevamente las transfor-
maciones:
TU: Vm~ v, ; RTU= {ZjZ= AY ; Y "RT= Vn} = Ro
En este caso escribimos RTU= Ro porque la transformación U
se aplica a todo Voy no solamente a un subconjunto suyo como en
el caso general. Luego:
si RT= Vn, entonces: dim. RTu = dim.R,
h h-l
~ r'(A,) - ~ ni + r(Ah+l ) -nh < r(A1A•... Ah+! ) <
i=l i=l
o sea:
r(A1A•...Ah) + r(Ah+l ) -nh < r[(A1A•...Ah)Ah+1J <
< mín. [r(A1A•... Ah), r(Ah+! ) J
Reemplazamos en el primer miembro r(A1A. ",.Ah) por su
cota inferior de la hipótesis inductiva (7) y en el tercero, por su
cota superior:
De acuerdo a la acotación obtenida para el rango de un pro-
ducto de dos matrices, tenemos:
o bien:
REVISTA DE ECONOMIA y ESTADISTICA
si r(B) =n, entonces r(AB) =r(A)
siendo, como se ha dicho, n el número de filas de la matriz B. Po-
demos entonces enunciar la siguiente regla referente al rango de
un producto de matrices:
- Cuando el rango del primer factor es igual al número de
sus filas, el rango del producto es igual al del primer factor.
Como la trasposición de una matriz no altera su rango, podemos
decir:
si r(B') =n, entonces r(B'A') =r(A')
y de aquí deducimos otra regla:
- Cuando el rango del prímer factor es igual al número de
sus columnas, el rango del producto es igual~l del segundo
factor.
Como caso particular de las dos reglas enunciadas, tenemos:
- Si uno de los factores es regular, el rango del producto es
igual al del otro factor.
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