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Abstract
We consider the oblique derivative problem for linear nonautonomous second order parabolic equations
with bounded measurable coefficients on bounded Lipschitz cylinders. We derive an optimal elliptic-type
Harnack inequality for positive solutions of this problem and use it to show that each positive solution expo-
nentially dominates any solution which changes sign for all times. We show several nontrivial applications
of both the exponential estimate and the derived Harnack inequality.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following oblique derivative problem for a linear nonautonomous parabolic
equation
−ut +Lu = 0 in Ω × J,
Mu = 0 on ∂Ω × J, (1.1)
where
Lu = aij (x, t)Diju+ bi(x, t)Diu+ c0(x, t)u (1.2)
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Mu = βi(x, t)Diu+ β0(x, t)u. (1.3)
Here, Ω ⊂ RN is a bounded Lipschitz domain, J is an open interval in R and we take x =
(x1, . . . , xN) ∈ Ω (or x ∈ ∂Ω) and t ∈ J . The summation over repeated indices is used and Di
denotes the spatial derivative with respect to xi . The coefficients aij , bi , c0, i, j = 1, . . . ,N , are
real-valued functions in L∞(Ω×R) satisfying conditions (1.10), (1.11) stated below. We assume
that the vector field β and the function β0 are defined (pointwise) everywhere on ∂Ω ×R with
values in RN and R, respectively, and such that conditions (1.8) and (1.9) specified below are
satisfied.
In this paper we study properties of solutions of (1.1) that are analogous to properties of prin-
cipal eigenfunctions of time-independent or time-periodic parabolic problems. We emphasize
that we do not assume any special dependence (like periodicity or almost periodicity) of the co-
efficients on t . Moreover, no continuity hypotheses are imposed on the coefficients of L or M
(except for a suitable uniform obliqueness condition on M). Thus, to some extent, this paper is an
oblique derivative counterpart of [4], where the authors deal with similar problems for Dirichlet
boundary condition.
The main result of this paper is Theorem 2.1 on exponential separation between sign-changing
and positive solutions of (1.1). In fact, Theorem 2.1 is shown to be a consequence of estimate
(2.4) in Theorem 2.5 below, which is an elliptic-type Harnack inequality for positive solutions
of (1.1). As we shall see, this inequality has several other nontrivial consequences (see Proposi-
tions 2.7 and 2.8).
Before stating our results let us quantify our hypotheses on the domain Ω , vector field β , and
the coefficients of the equation.
We assume that Ω is Lipschitz. This means that there are positive constants r0 and m0 such
that for each x0 ∈ ∂Ω there is an orthogonal coordinate system centered at x0 in which
Ω ∩ B(x0, r0) =
{
x = (x′, xN): x′ ∈RN−1, xN > φx0(x′), |x| < r0
}
, (1.4)
and φx0 is a Lipschitz function satisfying
‖Dφx0‖L∞ m0. (1.5)
Here and below B(x, r) denotes the ball in RN of center x and radius r > 0.
In case ∂Ω is smooth, denoting by ν its unit inner normal, we say that M (or the vector
field β) is oblique if β · ν > 0. If ∂Ω is merely Lipschitz, one can still define what it means for β
to be oblique. We shall state the related definitions following [7]. We say that the vector β(x0, t0)
is oblique at a point (x0, t0) ∈ ∂Ω × R if there is a coordinate system (x′, xN) = (x1, . . . , xN)
centered at x0 such that β(x0, t0) is parallel to the positive xN -axis and if there is a Lipschitz
function ω(x0,t0) such that for some r > 0
Ω ∩ B(x0, r) =
{
x ∈RN : xN > ω(x0,t0)(x′), |x| < r
}
. (1.6)
We assume the following of the vector field β and the function β0 in (1.3). Fix positive constants
ω0, μ0, and 0 ∈ (0,1) such that
ω0μ0  1 − 0. (1.7)
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in (1.6) with r = r0, r0 as in (1.4), such that sup |Dω(x0,t0)| ω0, and
∣∣β ′(x, t)∣∣ μ0βN(x, t) for (x, t) ∈ (∂Ω ∩B(x0, r0))× (t0 − r20 , t0]. (1.8)
In addition, we assume that there exists a positive constant μ1, independent of (x0, t0) ∈ ∂Ω ×R,
such that in the above chosen coordinate system we have
0 β0(x, t)−μ1βN(x, t) on
(
∂Ω ∩B(x0, r0)
)× (t0 − r20 , t0]. (1.9)
We note that, in the sense of [7], the above assumptions imply that the vector field β is uniformly
oblique on ∂Ω ×R with modulus of obliqueness less than or equal to 1 − 0. Thus all the results
of that paper are available to us. We will use this observation later.
As for the coefficients of the equation we always consider uniformly parabolic equations:
there exists α0 > 0 such that
aij (x, t)ξiξj  α0|ξ |2, (x, t) ∈ Ω ×R, ξ ∈RN. (1.10)
Fix a constant d0 > 0 and define
Bd0 :=
{
f ∈ L∞(Ω ×R): ‖f ‖L∞(Ω×R)  d0
}
.
We shall assume that all the coefficients are in Bd0 :
aij , bi, c0 ∈ Bd0, i, j = 1, . . . ,N. (1.11)
Denote
R0 = diamΩ. (1.12)
For the remainder of this paper, we keep the constants r0, m0, ω0, μ0, 0, μ1, α0, d0, and R0
fixed. Note that we may assume that m0  ω0 and thus the dependence of various constants in
our estimates on the Lipschitz constant of Ω can be expressed in terms of ω0.
In the following, we say that a function u is a solution of (1.1) on Ω × (0, T ) if u ∈
W
2,1
N+1,loc(Ω × (0, T ))∩C(Ω¯ × [0, T ]), the equation −ut +Lu = 0 holds almost everywhere in
Ω × (0, T ) and Mu = 0 everywhere on ∂Ω × (0, T ]. Here, we need to understand the equality
Mu = 0 in the following generalized sense. We recall first that the operator M can be de-
fined in terms of the directional derivative, i.e., we write β(x0, t0) · Du(x0, t0)  h for a point
(x0, t0) ∈ ∂Ω ×R and a number h if
lim sup
τ→0+
u(x0 + τβ(x0, t0), t0)− u(x0, t0)
τ
 h.
The inequality β(x0, t0) · Du(x0, t0) h and the equality β(x0, t0) · Du(x0, t0) = h are defined
similarly. For future use we also define
(Mu)+(x0, t0) = inf
{
h > 0: β(x0, t0) · Du(x0, t0)−β0(x0, t0)u(x0, t0)+ h
}
and similarly for (Mu)−.
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We say that a function changes sign if it assumes both positive and negative values. Below we
shall often abuse the notation slightly and omit (some) arguments of the functions considered,
for example, we write u(t) = u(·, t) for a solution of (1.1). This should cause no confusion. The
following theorem states that sign-changing solutions are exponentially dominated by positive
solutions.
Theorem 2.1. Let u be a solution of (1.1) on Ω × (s, T ) such that u(t) changes sign for all
t ∈ [s, T ]. Let, moreover, v be a positive solution of (1.1) on Ω × (s − 1, T ). Then there are
constants C0, γ0 > 0, depending only on N , r0, ω0, μ0, 0, μ1, α0, d0, and R0, such that one has
‖u(t)‖L∞(Ω)
‖v(t)‖L∞(Ω)  C0e
−γ0(t−s) ‖u(s)‖L∞(Ω)
‖v(s)‖L∞(Ω) , t ∈ [s, T ]. (2.1)
In fact, we can take γ0 = − log(1−1/C2), where C is the constant from Theorem 2.5 below with
δ0 set equal to 1 in that theorem.
Remark 2.2. Let us emphasize that we admit T = ∞ in all the results stated in this section.
We refer to estimate (2.1) as an exponential separation between sign-changing and positive
solutions of (1.1). To see the natural connection of Theorem 2.1 with the properties of principal
eigenvalues and eigenfunctions of elliptic and time-periodic parabolic problems, we refer the
reader to [3] (see also [4,9,10]). Earlier results on exponential separation for the oblique deriv-
ative problem include [8–12]. Similarly as in [4], our proof of Theorem 2.1 does not rely on
limiting contradiction arguments (as opposed to the proofs in [8–12]), hence we do not need
any compactness condition on the coefficients. Moreover, we do not assume any continuity of
the vector field either. Thus, our result provides a major improvement of the previous works on
exponential separation for the oblique derivative problem. We have been informed that J. Mier-
czyn´ski and W. Shen have also proved a new theorem on exponential separation for the oblique
derivative problem which is being prepared for publication. We give a proof of Theorem 2.1 in
Section 4.
As we have already indicated, an important aspect of this paper is that the constants appearing
in our estimates, in this case in (2.1), depend only on the specific bounds in conditions (1.4),
(1.5), (1.7), (1.9), (1.10)–(1.12), and the dimension N . As an interesting application of this fact,
we prove the existence of a universal gap between the first (principal) eigenvalue and the rest of
the spectrum for uniformly elliptic operators with Robin boundary condition. To our knowledge,
this result is new in this generality. Let us also note that the author of the present paper together
with P. Polácˇik and M. Safonov prove an analogous result for elliptic operators complemented
with Dirichlet boundary condition (see [4]).
Proposition 2.3. Let L and M be as in (1.2) and (1.3), respectively, with coefficients independent
of t . Let λ1 be a real number such that the eigenvalue problem
−Lu = λu in Ω,
Mu = 0 on ∂Ω, (2.2)
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is any other eigenvalue of (2.2), then
Re(λ)− λ1  γ0 > 0, (2.3)
where γ0 = γ0(N, r0,ω0,μ0, 0,μ1, α0, d0,R0) is as in (2.1).
Remark 2.4. Notice that we have formulated Proposition 2.3 in a somewhat prudent way. This
is because, in general, λ1 may not exist. Indeed, consider (2.2) with L = 	, 	 being the Laplace
operator and Ω = B(0,1/π), where B(0,1/π) is the ball in R2 of radius 1/π centered at the
origin. For x ∈ ∂Ω define (Mu)(x) = ∂u(x)
∂ν(x)
+ β0(x)u(x), where ν(x) is the unit inner normal
to ∂Ω at the point x and β0(x) is equal to 0 when the length of the arc in ∂Ω joining x and
e1 = (1/π,0) is rational and equal to −1 otherwise. It is easy to check that M satisfies all the
assumptions imposed in the Introduction. Suppose now that there were a real λ1 such that (2.2) is
solvable for λ = λ1 with a positive eigenfunction ϕ1. Any rotation around the origin by an angle
θ = qπ , where q is rational, leaves the equation and boundary condition invariant. Since λ1 is
simple and the origin stays fixed the (normalized) eigenfunction ϕ1 must also be invariant with
respect to all such rotations. Density of rationals in R and continuity of ϕ1 then imply that ϕ1
must be radially symmetric. However, radial symmetry of ϕ1 in combination with positivity of
ϕ1 in Ω¯ (which follows from the maximum principle, see Lemma 3.2) and the definition of M
would give that ϕ1 satisfies the homogeneous and inhomogeneous Neumann boundary condition
at the same time, which is impossible. This example of nonexistence of λ1 extends easily to any
dimension N  2.
Let us note that the existence of λ1 assuming the highest order coefficients of L are continuous
on Ω¯ , ∂Ω is C2 and the vector field is smooth is proved in [1].
Proof of Proposition 2.3. Since the proof is exactly the same as in [4] we omit it. 
As we have mentioned above, the exponential separation theorem is proved via an elliptic-
type Harnack inequality for positive solutions of (1.1). In the form we state it, this inequality
does not seem to have appeared explicitly in the literature. For notational convenience, in the
following, we state the results on intervals (0, T ), with T > 0, but it is obvious that they apply to
any intervals (cf. Remark 2.2).
Theorem 2.5. Let T  δ0 > 0 and let v be a nonnegative solution of (1.1) on Ω × (0, T ). Then
for all t ∈ [δ0, T ] the following estimate holds
sup
x∈Ω
v(x, t)C inf
x∈Ω v(x, t), (2.4)
with a constant C depending only on δ0, N , r0, ω0, μ0, 0, μ1, α0, d0, and R0.
Let us comment a little bit on this estimate. Note that this is in some sense the best possible
Harnack inequality one can have for nonnegative solutions of (1.1) since it claims that the values
of such solutions are mutually comparable in the whole domain Ω . Moreover, an example in
[7, Section 5] shows that this estimate cannot be true even if the coefficients are smooth if we
admit 0 = 0 in (1.7). In this sense, Theorem 2.5 is an optimal result. We would like to point out
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is proved in [7]. Some related results for nonnegative solutions of divergence form elliptic and
parabolic equations can be found in [5]. We will prove Theorem 2.5 in Section 3.
A first immediate consequence of Theorem 2.5 is the following corollary.
Corollary 2.6. Let T  δ0 > 0 and let v be a nonnegative solution of (1.1) on Ω × (0, T ). Then
there are positive constants C1, γ1, depending only on δ0, N , r0, ω0, μ0, 0, μ1, α0, d0, and R0,
such that for any s ∈ [δ0, T ] one has
∥∥u(t)∥∥
L∞(Ω)  C1e
−γ1(t−s)∥∥u(s)∥∥
L∞(Ω), t ∈ [s, T ].
Proof. This follows in a straightforward way from Theorem 2.5 and Proposition 3.7. 
To show the power of Theorem 2.5, we present two other nontrivial applications. The first one
is a very simple proof of the uniqueness (up to scalar multiples) of positive solutions of (1.1)
defined on Ω ×R; we refer to such solutions as positive entire solutions.
Proposition 2.7. If u1 and u2 are positive entire solutions of (1.1), then there is a constant q such
that u1 ≡ qu2.
Proof. For any t ∈ R define min(t) := infΩ u1(t)u2(t) . This expression is well defined in view of
Theorem 2.5. Fix t0 ∈R and set w(x, t) = u1(x, t) − min(t0)u2(x, t) in Ω¯ × [t0,∞). Note that
w is a solution of (1.1) on Ω × (t0,∞) and w(x, t0) 0 for x ∈ Ω by our choice of min. Thus,
by the maximum principle (see Lemma 3.2), w  0 in Ω × (t0,∞). Note that nonnegativity
of w implies min(s)  min(t0) for s  t0. This means, as t0 ∈ R was arbitrary, that the func-
tion min(s) is nondecreasing in s, s ∈ R. Assuming ‖u1(·,0)‖L∞(Ω) = ‖u2(·,0)‖L∞(Ω) = 1,
we shall prove that then necessarily u1 ≡ u2 on Ω × R. This assumption implies that for each
t < 0 there exists x(t) ∈ Ω such that u1(x(t), t) = u2(x(t), t) for if, say, u1(x, t) > u2(x, t) for
all x ∈ Ω and some t < 0, then by the strong maximum principle (see Lemma 3.2) we would
have u1(x,0) > u2(x,0) for all x ∈ Ω¯ , contradicting our normalization assumption. Now, by the
above observation and Theorem 2.5, we derive that for any t < 0 one has
1 = u1(x(t), t)
u2(x(t), t)
 min(t) = inf
Ω
u1(t)
u2(t)
 infΩ u1(t)
supΩ u2(t)
 1
C2
supΩ u1(t)
infΩ u2(t)
 1
C2
u1(x(t), t)
u2(x(t), t)
= 1
C2
,
where C is the constant from Theorem 2.5 (with δ0 set equal to 1 in that theorem, for definite-
ness). Therefore 1/C2  min(t) 1 for any t < 0 and we also know that min(t) is a nondecreas-
ing function. Let a = limt→−∞ min(t). Then a ∈ [1/C2,1]. Set v(x, t) = u1(x, t) − au2(x, t)
on Ω¯ ×R. By definition of a, the function v is a nonnegative solution of (1.1) on Ω ×R. Again
by Theorem 2.5, for each t < 0, we have, on the one hand,
inf
Ω
v(t) 1
C
sup
Ω
v(t) 1
C
v
(
x(t), t
)= 1
C
(
u1
(
x(t), t
)− au2(x(t), t))
= 1
C
(1 − a)u2
(
x(t), t
)
 1
C2
(1 − a) supu2(t). (2.5)Ω
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t  t0() there exists x˜(t) ∈ Ω with u1(x˜(t), t)/u2(x˜(t), t) a+, i.e., v(x˜(t), t) u2(x˜(t), t).
This fact and (2.5) imply (1 − a)/C2  . Since this is true for any  > 0, we must have a  1,
hence a = 1. This means that u1(x, t)  u2(x, t) for all (x, t) ∈ Ω × R. Interchanging the rôle
of u1 and u2, we get the other inequality, completing the proof of uniqueness. 
The uniqueness of positive entire solutions is also proved in [8,11]. The proof in [8], how-
ever, is much more complicated and the author assumes much more smoothness of the data of
the problem. A simpler proof in [11] still requires sufficient smoothness of the coefficients, the
domain and the vector field. This way, we have improved the cited results considerably.
We point out that a positive entire solution of (1.1) may not exist. Indeed, considering (1.1)
with the same L, M , and Ω as defined in Remark 2.4 and using the arguments of that remark
along with Proposition 2.7, one concludes that in that case there is no positive entire solution
of (1.1). Let us also mention that in the smooth case (the data of the problem are smooth), one
can prove the existence of a positive entire solution of (1.1) by a limiting argument based on the
existence of solutions of suitable related periodic-parabolic problems. For the details we refer
the reader to [3, Section 4].
Another consequence of Theorem 2.5 deals with the oscillation in the space domain Ω
of the quotient of two positive solutions of (1.1). We denote oscΩ f (t) := supx∈Ω f (x, t) −
infx∈Ω f (x, t) for any continuous function f : Ω¯ ×R→R.
Proposition 2.8. There exists a constant μ ∈ (0,1) such that if u1, u2 are two nonnegative solu-
tions of (1.1) on Ω × (0, T ), u2 ≡ 0, then the following estimate holds
osc
Ω
u1(t + 1)
u2(t + 1)  μoscΩ
u1(t)
u2(t)
, t ∈ (0, T − 1].
One can in fact take μ = 1 − 1
C2
, where C is the constant from Theorem 2.5 with δ0 set equal
to 1.
Proof. Assume u1, u2 are as in Proposition 2.8. Fix t0 ∈ (0, T − 1]. For any s ∈ (0, T ] set
min(s) := inf
Ω
u1(s)
u2(s)
, max(s) := sup
Ω
u1(s)
u2(s)
and
w(x, t) = u1(x, t)− min(t0)u2(x, t) in Ω¯ × [t0, T ].
In exactly the same way as we did for min in the proof of Proposition 2.7, one proves that
max(s) is a nonincreasing function of s (s ∈ (0, T ]) and w is a nonnegative solution of (1.1) on
Ω × (t0, T ). Now the definition of w, estimate (2.4), and monotonicity of max imply
osc
Ω
u1(t0 + 1)
u2(t0 + 1) = oscΩ
w(t0 + 1)
u2(t0 + 1) = supΩ
w(t0 + 1)
u2(t0 + 1) − infΩ
w(t0 + 1)
u2(t0 + 1)
 sup
Ω
w(t0 + 1)
u2(t0 + 1) −
infΩ w(t0 + 1)
supΩ u2(t0 + 1)
 sup w(t0 + 1)
u (t + 1) −
1
C2
supΩ w(t0 + 1)
inf u (t + 1)Ω 2 0 Ω 2 0
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(
1 − 1
C2
)
sup
Ω
w(t0 + 1)
u2(t0 + 1) =
(
1 − 1
C2
)(
max(t0 + 1)− min(t0)
)

(
1 − 1
C2
)(
max(t0)− min(t0)
)=
(
1 − 1
C2
)
osc
Ω
u1(t0)
u2(t0)
,
where C is as in (2.4) with δ0 set equal to 1. Since t0 ∈ (0, T − 1] was arbitrary, the proof is
complete. 
Let us mention here that Proposition 2.8 also holds in case of Dirichlet boundary condition,
that is, when Mu = u in (1.3). In that case, one has to face additional difficulties since Theo-
rem 2.5 cannot hold. However, it is proved in [4] that a version of Theorem 2.5 still holds if we
replace v in (2.4) by a quotient of two positive solutions of (1.1) (with Mu = u). This theorem is
then used in the proofs of the corresponding versions of Theorem 2.1, Propositions 2.7 and 2.8.
Finally, let us note that in this paper we do not establish the principal Floquet bundles and
their perturbations as is done in [4]. One of the reasons is that, as we have seen above, under
our weak smoothness assumptions the existence of a positive entire solution of (1.1) cannot be
guaranteed. Second, even in elliptic case with Neumann boundary condition, it is known that
the principal eigenvalue does not depend continuously on the perturbations of the domain. Thus,
the perturbation results would necessarily require further smoothness assumptions and we do not
pursue this direction here.
3. Proof of Theorem 2.5
In this section we will heavily rely on the results in [7]. In particular, we will make substantial
use of [7, Section 7].
Let us start with two immediate consequences of the strong maximum principle [7, Corol-
lary 7.3].
Lemma 3.1. Let u be a solution of (1.1) on Ω × (0, T ) and suppose that c0(x, t)  k on Ω ×
(0, T ). Then we have the following inequality
∥∥u(t)∥∥
L∞(Ω)  e
kt
∥∥u(0)∥∥
L∞(Ω), t ∈ [0, T ]. (3.1)
Lemma 3.2. Let u be a solution of (1.1) on Ω × (0, T ) such that u(x,0)  0 for x ∈ Ω . Then
u(x, t)  0 for (x, t) ∈ Ω¯ × [0, T ]. Moreover, if u(·,0) ≡ 0, then u(x, t) > 0 for (x, t) ∈ Ω¯ ×
(0, T ].
To state the next proposition, we need to introduce some notation and terminology. Let
D ⊂ RN+1 be a bounded domain. As in [7], we write PD, BD, and SD to denote the parabolic
boundary, bottom, and side of D, respectively. We define the upper contact set E(u) of a function
u to be the set of all X ∈ D¯ \PD such that there is ξ ∈RN with u(X)+ ξ · (y −x) u(Y ) for all
Y ∈ D with s  t . If |x| R in D and β0  0, we write E+(u) for the subset of E(u) on which
u > 0 and (R + β0)|ξ | < u(X) − ξ · x < supu+/2. For X0 ∈ PD, we say that a vector β ∈ RN
points into D¯ if there is a positive constant τ such that X0 + h(β,0) ∈ D¯ if 0 < h< τ . Set
B0 =
∥∥b/D1/(N+1)∥∥N+1 + + R + β0, (3.2)N+1,E (u)
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Proposition 7.1] as follows.
Proposition 3.3. Suppose β points into D¯ with β = 0 on BD, and suppose there are nonnegative
constants β0 and k such that
β0 < 0 and |β|−β0β0 on PD,
and c0  k in D. Suppose also that |x|R and 0 < t < T for (x, t) ∈ D. If B0 is given by (3.2),
then there is a constant c1(N) such that
sup
D
u ekT
(
sup
PD
(Mu)−
|β0| + c1B
N/(N+1)
0
∥∥∥∥ (−ut +Lu)
−
D1/(N+1)
∥∥∥∥
N+1,E+(u)
)
for any u ∈ W 2,1N+1,loc(D)∩ C(D¯).
Let now x0 ∈ ∂Ω be an arbitrary point. Without loss of generality, we will assume that x0
is the origin and the coordinate system is chosen as in (1.6). The following definitions come
from [7]. We define A = 2(1+20)−400 , where 0 is as in (1.7). For α ∈ (0,1), we define the
function G on RN × (0,∞) by
G(y, r) =
( |y′|2
r2
+ α
)(1+0)/2
+ |yN |
2
(Aω0r)2
, (3.3)
where ω0 is as in (1.7). If X˜ = (x˜, t˜ ) ∈RN+1, we define the function η to be
η(X) = 1 −G(x − x˜, r) + t − t˜
r2
, (3.4)
and set
P(X˜, r) = {X ∈ Ω × (−∞, t˜): η(X) > 0}. (3.5)
We also define a “standard” parabolic cylinder to be
Cr(X) = B(x, r) ×
(
t − r2, t),
and denote
Q = Ω ×R, S = ∂Ω ×R, Qr(X) = Q∩Cr(X).
With the above setting, we then have the following lemma.
Lemma 3.4. There exists a constant α1(0) ∈ (0,1) with the following property. If X˜ =
(0, x˜N , t˜) ∈ Q and r is so small that P(X˜, r) ⊂ Qr0(0, t˜) and
x˜N  (A− α1)ω0r,
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β ·D(ηq) q
4
0
2Aω0r
βNη
q for X ∈ S ∩ SP(X˜, r).
Proof. A proof of this lemma is contained in the proof of [7, Lemma 3.1] (see also the proof of
[7, Lemma 7.7]). 
Proposition 3.3 and Lemma 3.4 will help us establish the following important estimate.
Lemma 3.5. Let X0 = (x0, t0) be such that x0 ∈ ∂Ω and t0 ∈ (0, T ]. Let r < r1 = 14 min{r0,
√
t0}
and suppose that a nonnegative function v ∈ W 2,1N+1,loc(Qr(X0)) ∩ C(Q¯r(X0)) satisfies −vt +
Lv  0 almost everywhere in Qr(X0) and Mv  0 everywhere on S ∩ C¯r (X0). Then there is
a constant α2(0,ω0) ∈ (0,1) with the following property. For each p > 0, there is a positive
constant C2 depending only on p, N , r0, ω0, μ0, 0, r , α0, d0 such that
sup
Qα2r (X0)
v  C2
(
1
rN+2
∫
Qr(X0)
vp dX
)1/p
. (3.6)
Proof. Set r˜ = r/(1 + 2Aω0). Without loss of generality we may assume that x0 is the origin
and the coordinate system is chosen as in (1.6). Let X˜ = (0, x˜N , t0) with x˜N = (A − α1)ω0r˜ ,
where α1 is as in Lemma 3.4. With this X˜, we define η and P(X˜, r˜) as in (3.4) and (3.5), respec-
tively. Inspired by [6], we set w = ηqv on P¯ (X˜, r˜) and make preparations for an application of
Proposition 3.3 to w on P(X˜, r˜). We extend the vector field β to be zero in Q and set
b0(x, t) =
{−(q40βN(x, t))/2Aω0r˜ on S ∩ C¯r (X0),
−1 otherwise.
If we define the operator M∗ by M∗u = βiDiu + b0u, then Lemma 3.4 gives that on S ∩
SP(X˜, r˜) ⊂ S ∩ C¯r (X0) we have
M∗w = β ·D(ηq)v + ηqβ ·Dv + b0ηqv

q40
2Aω0r˜
βNη
qv − β0ηqv + b0ηqv = −β0ηqv  0.
Note that η and β vanish on the remaining part of PP(X˜, r˜) and therefore M∗w  0 on all of
PP(X˜, r˜). Simple computations show that for any X ∈ P(X˜, r˜) we have
∣∣Dη(X)∣∣
√
N
r˜
max
{
2,
2
Aω0
}
(3.7)
and, provided i, j < N , also
Dijη(X) =
(1 − 20
4
)( |x′|2
2 + α
)(0−3)/2
xixj −
(
1 + 0
2
)( |x′|2
2 + α
)(0−1)/2
δij .r˜ r˜ r˜ r˜
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q  2, we can estimate in P(X˜, r˜) as follows
−(ηq)
t
+L(ηq)
= −qηq−1ηt + aij
(
q(q − 1)ηq−2DiηDjη + qηq−1Dijη
)+ biqηq−1Diη + c0ηq
−qηq−1 1
r˜2
+ α0q(q − 1)ηq−2|Dη|2
+ α0qηq−1
(1 − 20
r˜4
)( |x′|2
r˜2
+ α
)(0−3)/2
|x′|2 − qηq−1 2d0
(Aω0r˜)2
− qηq−1(N − 1)d0
(
1 + 0
r˜2
)( |x′|2
r˜2
+ α
)(0−1)/2
− qηq−1Nd0|Dη| − d0ηq
−C(q,N,ω0, 0, d0, r0, α)η
q−1
r˜2
. (3.8)
Next, we set
β0 = (μ0 + 1)2Aω0r˜
q40
,
where μ0 is as in (1.8). We have |x| < r0 whenever (x, t) ∈ P(X˜, r˜). Corresponding to P(X˜, r˜),
β0, and R = r0, we define the upper contact set E+(w) as is done before Proposition 3.3. Since
|Dv| |Dw|/ηq +w|D(ηq)|/ηq and |Dw|w/β0 on E+(w), we have with the aid of (3.7)
|Dv| C(N,q,ω0, 0)v
r˜
on E+(w) (3.9)
for any q  2. Therefore, by (3.7)–(3.9), we have on E+(w)
−wt +Lw = v
(−(ηq)
t
+L(ηq))+ ηq(−vt +Lv − c0v)+ aij (Di(ηq)Djv + Dj (ηq)Div)
−C(q,N,ω0, 0, d0, r0, α)
r˜2
w
η
. (3.10)
Proposition 3.3 with M replaced by M∗ implies
sup
P(X˜,r˜)
w  ed0 r˜ c1BN/(N+1)0
∥∥∥∥ (−wt +Lw)
−
D1/(N+1)
∥∥∥∥
N+1,E+(w)
 C(q,N,ω0, 0, d0, r0, α0, α,μ0)
∥∥∥∥ wr˜2η
∥∥∥∥
N+1,P (X˜,r˜)
 C(q,N,ω0, 0, d0, r0, α0, α,μ0)
r˜N/(N+1)
(
sup
P(X˜,r˜)
w
)1− 1
q
(
1
r˜N+2
∫
˜
v(N+1)/q
)1/(N+1)
.P(X,r˜)
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in the above estimate to derive
sup
P(X˜,r˜)
w  C(p,N,ω0, 0, d0, r0, α0, α,μ0)
r˜N/p
(
1
r˜N+2
∫
P(X˜,r˜)
vp
)1/p
.
If p > (N +1)/2, we set q = 2 and use the Hölder inequality along with the fact that |P(X˜, r˜)|
(1 + 2Aω0)(2r)N+2 to obtain
sup
P(X˜,r˜)
w  C(N,ω0, 0, d0, r0, α0, α,μ0)
r˜2N/(N+1)
(
1
r˜N+2
∫
P(X˜,r˜)
vp
)1/p
.
Therefore, in each case, one has
sup
P(X˜,r˜)
w  C(p,N,ω0, 0, d0, r0, α0, α,μ0, r˜)
(
1
r˜N+2
∫
P(X˜,r˜)
vp
)1/p
.
We now fix α = α21/(32A2) in (3.3). Our choice of X˜ and α implies that if we take r¯ =
α1
8 min{ω0, 1A }r˜ , then Qr¯(X0) ⊂ P(X˜, r˜). Apparently, we also have P(X˜, r˜) ⊂ Q(1+2Aω0)r˜ (X0)= Qr(X0). It is easy to see that one can choose θ1 ∈ (0,1) sufficiently close to 1 (depending
only on 0 and ω0) such that Qr¯/2(X0) ⊂ P(X˜, θ1r˜). Notice that there is a positive constant θ2,
determined only by 0, ω0, and θ1, such that η θ2 on P(X˜, θ1r˜). The above facts imply that
sup
Qr¯/2(X0)
v  C(p,N,ω0, 0, d0, r0, α0,μ0, r˜)
θ
max{N+1
p
,2}
2
(
1
r˜N+2
∫
Qr(X0)
vp
)1/p
.
Noting that r˜ = r/(1 + 2Aω0), we obtain (3.6) if we set α2 = α116(1+2Aω0) min{ω0, 1A }. The proof
is complete. 
We will also need the following weak Harnack inequality, which is a simplified version of a
more general result [7, Theorem 7.10].
Proposition 3.6. Let X0 = (x0, t0) be such that x0 ∈ ∂Ω and t0 ∈ (0, T ]. Let r < r1 =
1
4 min{ r01+2Aω0 ,
√
t0} and suppose that a nonnegative function v ∈ W 2,1N+1,loc(Q4r (X0)) ∩
C(Q¯4r (X0)) satisfies −vt + Lv  0 almost everywhere in Q4r (X0) and Mv  0 everywhere
on S ∩ C¯4r (X0). Then there are positive constants C3 and p depending only on N , r0, ω0, μ0,
0, μ1r , α0, d0 such that
(
1
rN+2
∫
Qr(X1)
vp dX
)1/p
 C3 inf
Qr(X0)
v, (3.11)
where X1 = (x0, t0 − 2r2).
J. Húska / J. Differential Equations 226 (2006) 541–557 553For any (sufficiently small) constant r > 0, we set
Ωr = {x ∈ Ω: dist(x, ∂Ω) > r}.
The following proposition is the usual interior Harnack inequality (see, e.g., [2, Theorem 2.2]).
Proposition 3.7. Let v be a nonnegative solution of (1.1) on Ω × (0, T ). Suppose δ ∈ (0, T ] is
such that δ  r0/2 and let X = (x, t), Y = (y, s) be such that x, y ∈ Ωδ , s  δ2, and t − s  δ2.
Then there is a positive constant C4, depending only on δ, T , N , α0, d0, R0 such that one has
v(Y ) C4v(X). (3.12)
We are ready to give a proof of Theorem 2.5.
Proof of Theorem 2.5. Let v, δ0, T be as in Theorem 2.5. We may assume that v > 0 in
Ω¯ × (0, T ], for otherwise by Lemma 3.2 v ≡ 0 and everything is trivial. Let X0, X1 be as in
Proposition 3.6 with t0 ∈ [δ0, T ] and fixed
r = 1
16
min
{
r0
1 + 2Aω0 ,
√
δ0
}
.
Using that proposition, we obtain
(
1
rN+2
∫
Qr(X1)
vp dX
)1/p
 C3 inf
Qr(X0)
v, (3.13)
with positive constants C3 and p depending only on δ0, N , r0, ω0, μ0, 0, μ1, α0, d0. Applying
(3.6) to the left-hand side of (3.13), we derive the following inequality
C−12 sup
Qα2r (X1)
v  C3 inf
Qr(X0)
v, (3.14)
where the positive constant C2 depends only on δ0, N , r0, ω0, μ0, 0, α0, d0. An easy geometric
argument shows that if we set α3 = (α2/2)min{1,1/m0}, m0 as in (1.5), then for each X =
(x, t) ∈ ∂Ω ×R one has
Q¯α2r (X)∩
(
Ωα3r × {t}) = ∅. (3.15)
This fact and (3.14) give
C−12 inf
Ωα3r
v
(
t0 − 2r2
)
 C3 inf
Qr(X0)
v, (3.16)
and applying (3.12) to the left expression in (3.16) then implies
C−14 C
−1
2 sup
α r
v
(
t0 − 3r2
)
 C3 inf
Q (X )
v, (3.17)Ω 3 r 0
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d0, R0. Once again applying the observation made in (3.15) to the left-hand side of (3.17), we
obtain that for any x2 ∈ ∂Ω one has
C−14 C
−1
2 inf
Qr(X2)
v  C3 inf
Qr(X0)
v, (3.18)
where X2 = (x2, t0 − 3r2). The left side of (3.18) can be estimated using similar arguments as
those leading to (3.14). This then implies
C−13 C
−1
4 C
−2
2 sup
Qα2r (X3)
v  C3 inf
Qr(X0)
v, (3.19)
where X3 = (x2, t0 − 5r2). Note that now, the points x0 and x2 are arbitrary points on ∂Ω . Using
(3.12) on the left-hand side of (3.17), we also obtain
C−24 C
−1
2 sup
Ωα3r
v
(
t0 − 5r2
)
 C3 inf
Qr(X0)
v. (3.20)
It is easy to see that
Ω ⊂
⋃
x∈∂Ω
(
B(x,α2r) ∩Ω
)∪Ωα3r . (3.21)
Therefore, the inequalities (3.19) and (3.20) imply that for each x0 ∈ ∂Ω one has
C−13 C
−2
4 C
−2
2 sup
Ω
v
(
t0 − 5r2
)
C3 inf
Qr(X0)
v. (3.22)
Next, employing (3.12), an elementary inequality, a shifted version of (3.22) and estimate (3.1),
we derive
C3 inf
Ωα3r
v(t0) C−14 C3 sup
Ωα3r
v
(
t0 − 2r2
)
 C−14 C3 inf
Qr(X1)
v
 C−13 C
−3
4 C
−2
2 sup
Ω
v
(
t0 − 7r2
)
 e−2d0r2C−13 C
−3
4 C
−2
2 sup
Ω
v
(
t0 − 5r2
)
. (3.23)
Taking (3.21) into account and using (3.22) and (3.23), one arrives at the following inequality
C5 sup
Ω
v
(
t0 − 5r2
)
 C3 inf
Ω
v(t0), (3.24)
with some positive constants C3 and C5 depending only on δ0, N , r0, ω0, μ0, 0, μ1, α0, d0, R0.
Finally, (3.1) gives
C3 inf
Ω
v(t0) C3 supv(t0) e5d0r
2
C3 supv
(
t0 − 5r2
)
. (3.25)Ω Ω
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sup
Ω
v(t0) e5d0r
2
C3C
−1
5 inf
Ω
v(t0). (3.26)
The constant C = e5d0r2C3C−15 depends only on δ0, N , r0, ω0, μ0, 0, μ1, α0, d0, R0. Since
t0 ∈ [δ0, T ] was arbitrary, the proof of Theorem 2.5 is finished. 
4. Proof of Theorem 2.1
Proof of Theorem 2.1. Let u and v be as in Theorem 2.1. Without any loss of generality we
may assume s = 0; it will be apparent that the proof is independent of this assumption.
Let us start with an elementary estimate. Let xΩ ∈ Ω be a point with dist(xΩ, ∂Ω) 
(r0/2)min{1,1/m0}. The existence of such a point follows from (1.4) and (1.5). Let θ ∈
[0,min{1, T }]. Inequalities (3.12), (2.4), and (3.1) imply
∥∥v(θ)∥∥
L∞(Ω)  v(xΩ, θ) C
−1
4 v(xΩ,−1/2) C−14 C−1
∥∥v(−1/2)∥∥
L∞(Ω)
 e−
d0
2 C−14 C
−1∥∥v(0)∥∥
L∞(Ω), (4.1)
with some positive constants C and C4 depending only on N , r0, ω0, μ0, 0, μ1, α0, d0, R0.
Thus, applying (3.1) to u and (4.1) to v, we obtain
‖u(t)‖L∞(Ω)
‖v(t)‖L∞(Ω)  C6
‖u(0)‖L∞(Ω)
‖v(0)‖L∞(Ω) , t ∈
[
0,min{1, T }], (4.2)
where C6 = C4Ce
3d0
2
. Obviously, this proves the theorem in case T  1.
Suppose now T > 1. For t ∈ [0, T ] we define
a+(t) := inf
{
a > 0: a v(x, t)− u(x, t) 0, x ∈ Ω}. (4.3)
Note that a+(t) is well defined since by Theorem 2.5 the function v(·, t) is bounded below by
a positive constant. Fix now t0 ∈ [0, T − 1] and define w(x, t) = a+(t0)v(x, t) − u(x, t) for any
(x, t) ∈ Ω¯ × [t0, T ]. The definition of w, a+(t0), and Lemma 3.2 imply that w is a nonnegative
solution of (1.1) on Ω × (t0, T ). Our assumption on u being sign-changing implies that for each
t ∈ [0, T ] there is x(t) ∈ Ω such that
u
(
x(t), t
)= 0.
Using the above facts and applying repeatedly Theorem 2.5, we get the following estimate
inf
Ω
w(t0 + 1) C−1 sup
Ω
w(t0 + 1)C−1w
(
x(t0 + 1), t0 + 1
)
= C−1a+(t0)v
(
x(t0 + 1), t0 + 1
)
 C−2a+(t0) supv(t0 + 1), (4.4)Ω
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a+(t0)
(
1 − 1
C2
)
v(x, t0 + 1)− u(x, t0 + 1) 0, x ∈ Ω.
This inequality and (4.3) imply that
a+(t0 + 1)
(
1 − 1
C2
)
a+(t0), t0 ∈ [0, T − 1].
Denote by u+ (u−) the positive (negative) part of u. Note that by definition of a+(t), for each
t ∈ [0, T ] there exists a point x¯(t) ∈ Ω¯ such that a+(t)v(x¯(t), t) − u(x¯(t), t) = 0. This fact and
Theorem 2.5 give
∥∥u+(t)∥∥L∞(Ω)  u+(x¯(t), t)= a+(t)v(x¯(t), t) 1C a+(t)
∥∥v(t)∥∥
L∞(Ω).
Moreover, we have from (4.3) that a+(t)‖v(t)‖L∞(Ω)  ‖u+(t)‖L∞(Ω). Thus, altogether, we get
the following inequality
‖u+(t)‖L∞(Ω)
‖v(t)‖L∞(Ω)  a+(t) C
‖u+(t)‖L∞(Ω)
‖v(t)‖L∞(Ω) , t ∈ [0, T ].
Defining now for any t ∈ [0, T ]
a−(t) := inf
{
a > 0: av(x, t)+ u(x, t) 0, x ∈ Ω},
one derives analogously as above that
a−(t0 + 1)
(
1 − 1
C2
)
a−(t0), t0 ∈ [0, T − 1],
and
‖u−(t)‖L∞(Ω)
‖v(t)‖L∞(Ω)  a−(t) C
‖u−(t)‖L∞(Ω)
‖v(t)‖L∞(Ω) , t ∈ [0, T ].
Since we have already proved estimate (2.1) for t  1, we may now assume t ∈ [1, T ]. In the
following estimates [k] stands for the integer part of k ∈ R. Using the previous estimates, we
conclude
‖u(t)‖L∞(Ω)
‖v(t)‖L∞(Ω) = max
{‖u+(t)‖L∞(Ω)
‖v(t)‖L∞(Ω) ,
‖u−(t)‖L∞(Ω)
‖v(t)‖L∞(Ω)
}
max
{
a+(t), a−(t)
}

(
1 − 1
C2
)[t]
max
{
a+(t − [t]), a−(t − [t])
}
 C
(
1 − 12
)[t] ‖u(t − [t])‖L∞(Ω)
∞C ‖v(t − [t])‖L (Ω)
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(
1 − 1
C2
)[t] ‖u(0)‖L∞(Ω)
‖v(0)‖L∞(Ω)
 C6C
(
1 − 1
C2
)−1(
1 − 1
C2
)t ‖u(0)‖L∞(Ω)
‖v(0)‖L∞(Ω)
= C0e−γ0t ‖u(0)‖L∞(Ω)‖v(0)‖L∞(Ω) ,
where C0 = C6C(1 − 1/C2)−1 and γ0 = − log(1 − 1/C2). The proof of Theorem 2.1 is com-
plete. 
Acknowledgment
I thank Peter Polácˇik for his helpful comments concerning this paper.
References
[1] S. Cano-Casanova, J. López-Gómez, Properties of the principal eigenvalues of a general class of non-classical mixed
boundary value problems, J. Differential Equations 178 (2002) 123–211.
[2] E.B. Fabes, M.V. Safonov, Y. Yuan, Behavior near the boundary of positive solutions of second order parabolic
equations II, Trans. Amer. Math. Soc. 12 (1999) 4947–4961.
[3] J. Húska, P. Polácˇik, The principal Floquet bundle and exponential separation for linear parabolic equations, J. Dy-
nam. Differential Equations 24 (2004) 1312–1330.
[4] J. Húska, P. Polácˇik, M. Safonov, Harnack inequalities, exponential separation, and perturbations of principal Flo-
quet bundles for linear parabolic equations, Ann. Inst. H. Poincaré Anal. Non Linéaire, in press.
[5] D. Le, H. Smith, Strong positivity of solutions to parabolic and elliptic equations on nonsmooth domains, J. Math.
Anal. Appl. 275 (2002) 208–221.
[6] G.M. Lieberman, Local estimates for subsolutions and supersolutions of oblique derivative problems for general
second order elliptic equations, Trans. Amer. Math. Soc. 304 (1987) 343–353.
[7] G.M. Lieberman, Pointwise estimates for oblique derivative problems in nonsmooth domains, J. Differential Equa-
tions 173 (2001) 178–211.
[8] J. Mierczyn´ski, Globally positive solutions of linear PDEs of second order with Robin boundary conditions, J. Math.
Anal. Appl. 209 (1997) 47–59.
[9] J. Mierczyn´ski, The principal spectrum for linear nonautonomous parabolic PDEs of second order: Basic properties,
J. Differential Equations 168 (2000) 453–476.
[10] J. Mierczyn´ski, W. Shen, Exponential separation and principal Lyapunov exponent/spectrum for ran-
dom/nonautonomous parabolic equations, J. Differential Equations 191 (2003) 175–205.
[11] P. Polácˇik, On uniqueness of positive entire solutions and other properties of linear parabolic equations, Discrete
Contin. Dyn. Syst. 12 (2005) 13–26.
[12] P. Polácˇik, I. Terešcˇák, Exponential separation and invariant bundles for maps in ordered Banach spaces with
applications to parabolic equations, J. Dynam. Differential Equations 5 (1993) 279–303, Erratum in: J. Dynam.
Differential Equations 6 (1) (1994) 245–246.
