Using Browder-Minty's surjective theorem from the theory of monotone operators, We consider the exact internal controllability for the semilinear heat equation. We show that the system is exactly controllable in L 2 (Ω) if the nonlinearities are globally Lipschitz continuous. Furthermore, we prove that the controls depend Lipschitz continuously on the terminal states, and discuss the behaviour of the controls as the nonlinear terms tend to zero in some sense. A variant of the Hilbert Uniqueness Method is presented to cope with the nonlinear nature of the problem.
Introduction
Of recent years, there has been some study on the problem of approximate controllability for the semilinear heat equation. Combining a variational approach and the Kakutani's fixed point theorem, Fabre, Puel, and Zuazua [5] studied the approximate controllability for the semilinear heat equation In (1.1) , Ω is a bounded domain (nonempty, open, and connected) in lR n with suitably smooth boundary Γ = ∂Ω (say C 2 ). Q = Ω × (0, T ) and Σ = Γ × (0, T ) for T > 0. y(0) = y(x, 0). h = h(x, t) represents the control function, ω is an open and nonempty subset of Ω, and χ ω is the characteristic function of ω . They proved that this system is approximately controllabel if f is globally Lipschitz.
Naturally, we would ask: Is the semilinear heat equation exactly controllable? That is to say, for suitable T > 0, is it possible, for every initial and final data y to the state z 0 at time T , i.e., such that the solution y = y(x, t; h) of (1.2) satisfies
in Ω?
In (1.2), we have allowed f to depend on t as well as y .
It is the purpose of this chapter to positively answer this question. To achieve this goal, we will introduce a Monotone Operator Method (abbreviated to MOM). The idea of this method is to first construct a nonlinear, monotone, and continuous operator by coupling a linear heat equation with a semilinear heat equation, and then apply the famous Browder-Minty's surjective theorem (see [12] , p.557) from the theory of monotone operators.
Throughout this paper let Ω be a bounded domain (nonempty, open, and connected) in lR n with suitably smooth boundary Γ = ∂Ω (say C 2 ). Let T > 0 and set Q = Ω × (0, T ) and Σ = Γ × (0, T ).
In the sequel, H s (Ω) always denotes the usual Sobolev space and · s denotes its norm for any s ∈ lR. Let X be a Banach space. We denote by C k ([0, T ], X) the space of all k times continuously differentiable functions defined on [0, T ] with values in X , and write
We make the following hypothesis on f :
(H) Assume the function f (t, y) is continuous in t on [0, T] and globally Lipschitz continuous in y on lR, that is, there exists a positive constant l such that
The main result of this paper is as follows.
Theorem 1.1. Assume (H) holds. Then there exists a T 0 > 0 such that for 0 < T ≤ T 0 system (1.2) is exactly controllable in L 2 (Ω) at time T , that is, for any initial state y 0 and any terminal state z 0 ∈ L 2 (Ω), there exists an internal control function h(x, t) = h(x, t; y
is Lipschitz continuous.
As remarked in [6] , if ω is a proper subset of Ω, the exact internal controllability for the (linear) heat equation is going to be impossible. Thus we can not expect the exact internal controllability for the semilinear heat equation if ω is a proper subset of Ω.
Compared with existing results, the result obtained here is essentially different from Fabre, Puel, and Zuazua's results [5] since we here consider the exact controllability. In addition, they generalize the relevant theorems of [1, 6, 8, 10] from the linear to the nonlinear case.
The rest of this paper is organised as follows. For completeness, in section 2 we present some notions and a main theorem about monotone operators. Then we construct a nonlinear operator F in section 3 and prove the monotonicity of the operator F in section 4. Theorem 1.1 is proved in section 5. Finally, we discuss the behaviour of controls as the nonlinear terms tend to zero in some sense in section 6.
Preliminaries
For convenience, we recall some basic notions and a main result about monotone operators. For details, we refer to [4] (Chapter 3) and [12] (Chapter 25-26).
Definition 2.1 (see [12] , p.472 and p.500) Let X be a real Banach space, X * its dual space, and ·, · the duality pairing between X and X * , and let F : X → X * be an operator. Then
(ii) F is called strictly monotone iff
(iii) F is called strongly monotone iff there is a α > 0 such that
Obviously, strong monotonicity implies coercivity.
Theorem 2.2 (Browder-Minty, see [12] , p.557) Let X be a real reflexive Banach space, and F : X → X * be a monotone, coercive, and hemicontinuous operator. Then F is onto X * . Furthermore, if F is strongly monotone, then the inverse operator F −1 : X * → X exists and is Lipschitz continuous.
Construction of a Nonlinear Operator
We construct a nonlinear operator F . To do this, we first consider the following problem with a given terminal state u T (x):
Concerning problem (3.1), the following results are classical. n with a Lipschitz boundary Γ. Then for all u T ∈ L 2 (Ω) there exists a unique solution u = u(x, t) of (3.1) with
Moreover,
(ii) Let Ω be a bounded domain in lR n with a boundary Γ of class C 2 . Then for all u T ∈ D(∆) with
there exists a unique solution u = u(x, t) of (3.1) with
Moreover, there exists a constant c independent of T such that
Using the solution u of (3.1) we then consider the problem with any fixed initial state
It follows from the assumption (H) and the classical semigroup theory ( [11] , Theorem 1.2, p.1184) that problem (3.7) admits a unique weak solution
Now we define for any fixed initial state
Monotonicity of the Nonlinear Operator F
We will prove that the operator F defined by (3.8) is Lipschitz continuous and strongly monotone. 
Proof. Let u 1 and u 2 be solutions of (3.1) with terminal states u T 1 and u T 2 ∈ D(∆), and y 1 and y 2 be the solutions of (3.7) corresponding to u 1 , y
Multiplying (4.2) by y 2 − y 1 and integrating over Q t = Ω × (0, t), we obtain
Thus,
Gronwall's inequality (see [7] , p36) gives
But there exists a positive constant c such that
Therefore, (4.1) follows from (4.5) and (4.6).
Remark 4.2. By Lemma 4.1, for any fixed
Then it follows from Lemma 4.1 that
It is clear that F (y 0 , u T ) is independent of the choice of the sequence {u T n }. Furthermore, it is easy to show that the extension of F (y 0 , ·) is still Lipschitz. From now on, F is thought of as an operator defined on
To prove the strong monotonicity of F (y 0 , ·) for any fixed y 0 ∈ L 2 (Ω), we need the exponential decay rate for solutions of the heat equation. Lemma 4.3. Let u be the solution of (3.1). Then there is a constant δ > 0 such that
Proof. Since
Here we have used the Poincaré's inequality (see [2] , p.127) and β is Poincaré's constant. This is valid for the solution u of (3.1) by the definition of D(∆).
Lemma 4.4. Assume (H) holds. Suppose l or T is so small that
Proof. We first assume u 
Thus, it follows from Lemma 4.3 that
By taking a limit, we can show (4.9) holds for any u
(Ω). Thus we have proved A(y 0 , ·) is strongly monotone. 
Proof of Theorem 1.1
Lemma 4.4 shows that the constant l is required to be small enough so that F is strongly monotone. To overcome this drawback, we introduce a Domain Expansion Method to prove the following theorem. This method is general and can be applied to other situations.
Proof of Theorem 1.1. For τ > 0, we introduce a function f τ by
and a domain Ω(τ ) = {τ x : x ∈ Ω}.
Set
Instead of (3.1) and (3.7), we consider
Then the operator F defined by (3.8) becomes
The constant l in (H) for f τ now is l τ 2 , and the constant M defined by (4.8) now is
. It therefore follows from Lemmas 4.1 and 4.4 that F is continuous and strongly monotone on L 2 (Ω(τ )). It then follows from Theorem 2.2 that for any
where
is Lipschitz continuous. Then we solve problem (5.2) with the terminal state u 1 . Thus we have found an internal control function
such that the solution of (5.3) satisfies
then y satisfies (1.2) and
Then we have proved that for 0 < T = 1
Furthermore, it follows from (5.7) and the Lipschitz continuity of F −1 that (the following c's denoting various constants) h(x, t; y 0 , z
We call the method of the above proof as the Domain Expansion Method.
Remark 5.1. It should be understood that the solution of (5.
, where w n are the weak solutions of (5.3) with u replaced by the solutions u n of (5.2) with terminal states u
6. Behaviour of Controls as f → 0 Let c 1 , c 2 with c 1 < c 2 be two fixed constants. It is known from Theorem 1.1 that if ε ∈ [c 1 , c 2 ], then we can find T > 0 independent of ε such that for any terminal state z 0 ∈ L 2 (Ω) there exists an internal control h ε (x, t) such that the solution y ε , which depends on ε, of (6.1)
We now study the behaviour of h ε (x, t) as ε → 0 if 0 ∈ [c 1 , c 2 ]. This is a kind of nonlinear perturbation, which is motivated by the Lions' work [9] , where the problems of linear perturbation have been studied in detail.
Let f be replaced by εf in the proof of Theorem 1.1. Obviously, the operator F defined by (5.5) now depends on ε. So we write F ε for F . For a fixed z 0 ∈ L 2 (Ω), let u 
(F ε (w 0 , u (6.4) and (6.5) show that {u
, it follows from (5.7) that there exists a constant c > 0 such that
Moreover, by Theorem 3 of [3] (p.520), there is a constant c > 0 such that (6.7)
It therefore follows from (6.6), (6.7), and the boundedness of {u
. Let the subsequence {h ε i } of {h ε : c 1 ≤ ε ≤ c 2 } be such that h ε i → h weakly in L 2 (0, T ; H −1 (Ω)) as ε i → 0.
Let y be the solution of For any θ T ∈ L 2 (Ω), let θ be the solution of Therefore, letting ε i → 0 in (6.12), we obtain (6.14)
This implies (6.9) because θ T is arbitrary in L 2 (Ω).
In summary, we have proved Theorem 6.1. Let h ε be internal control functions obtained as in Theorem 1.1, driving system (6.1) from an initinal state y 0 ∈ L 2 (Ω) to a terminal state z 0 ∈ L 2 (Ω). Then for any fixed constants c 1 , c 2 with c 1 < c 2 , the set {h ε : c 1 ≤ ε ≤ c 2 } is relatively weakly compact in L 2 (0, T ; H −1 (Ω)). Furthermore, if 0 ∈ [c 1 , c 2 ]. then any weak limit h of a subsequence {h ε i } of {h ε : c 1 ≤ ε ≤ c 2 } in L 2 ([0, T ]; H −1 (Ω)) as ε i → 0 is an internal control function driving system (6.8) from the initinal state y 0 to the terminal state z 0 .
