In this paper we introduce a generating function F t sk (v)(z) which is a polynomial in terms of z whose coefficients are some intersection matrices. This provides a uniform framework in which several intersection matrices can be extracted from F t sk (v)(z). Several nice properties of F t sk (v)(z) are derived by applying the operator d/dz and studying the operator zd/dz. In the new framework some well-known identities on intersection matrices arise as natural consequences. As an application two new bases for the Johnson scheme are constructed and the eigenvalues of a family of intersection matrices which contains the adjacency matrices of the Johnson scheme are derived. Finally, we determine the rank of some intersection matrices.
Introduction
Let s, k, and v be integers satisfying 0 ≤ s ≤ k ≤ v. The inclusion matrix W sk (v) is a (0, 1)-matrix whose rows and columns are indexed by s-subsets and k-subsets of a v-set, respectively, and W sk (v)(S, K) = 1 if and only if S ⊆ K. This matrix has interesting properties and arise in many combinatorial problems particularly in design theory and extremal set theory (see [2, 5, 6, 12, 13, 15] ). It satisfies several nice identities among which is
which holds for i ≤ s ≤ k ≤ v (see, e.g., [12, 13, 15] ). A matrix which may be thought of as a dual for the inclusion matrix is the exclusion matrix:
W sk (v)(S, K) = 1, if S ∩ K = ∅; 0, otherwise.
Usually for simplicity we drop v from the notations of W sk (v), W sk (v), and similar matrices introduced later in this paper. The exclusion matrix is related to inclusion matrix in some ways. Firstly, the matrix W sk is obtained from W s,v−k by a permutation on its rows and columns. Secondly, it can be proved that the following nice identities hold:
Thirdly, these two matrices may be considered as intersection matrices in the sense that the entry (S, K) only depends on |S ∩ K|. In this viewpoint, a natural generalization of both matrices is the matrix U defined as Notice that in the definition of U ℓ sk the condition s ≤ k is no more required. In the case s = k the above matrix is well-studied; in fact the matrices U The matrix N t sk was introduced in [9] (under the name M s tk ) and more discussed in [11] as an auxiliary tool to speed up an algorithmic search for finding t-designs with given parameters. (In that context the parameters are restricted so that t < k and t < s; here we usually do not assume such restrictions on the parameters unless it is clear from the context or mentioned otherwise.) For the matrix A i sk one can observe that
The intersection matrices W sk , W sk , and N 
and it is easily seen that
(We remark that W sk = (−1) min(s,k) N min(s,k) sk .)
All the intersection matrices discussed above have appeared in different contexts in combinatorics including design theory, association scheme, extremal set theory, etc. The most significant properties of which making them a handy tool are the combinatorial identities they satisfy. The goal of the present paper is to introduce and investigate a more general framework in which the above intersection matrices arise as special cases and the identities involving them are derived more naturally. The structure of the paper is discussed in more details in the upcoming paragraphs.
In Section 2 an intersection matrix F t sk (v)(z) is introduced whose rows and columns are indexed by s-subsets and k-subsets of a v-set, respectively, and whose entries are polynomials in the indeterminate z. Indeed, F t sk (v)(z) can also be considered as a polynomial whose coefficients are some intersection matrices. This matrix is the most important tool to study other intersection matrices, their recursive structures and the identities satisfied by them.
. This matrix generalizes all other matrices mentioned in this introduction (according to Theorem 2 (ii)). Another useful matrix studied here is
Sections 3,4,5 and 6 are devoted to study some more facts about intersection matrices. In Section 3 we calculate the matrix product W 
where L si is expressed as a polynomial in terms of zd dz . The result is then helpful to calculate W sj F jk in Section 4 using equivalency of matrices. In Section 5 we obtain F t sk as a multiplication of a matrix X k st by W tk . In Section 6 we demonstrate the block decomposition of all intersection matrices appeared in this paper.
In Section 7 two bases for the Bose-Mesner algebra of the Johnson scheme are studied using previous intersection matrices. In Section 8 we consider matrices F t kk (z) and W ⊤ is F t ik as matrices with the entries in the field of rational function R(z), then obtain their eigenvalues. Also we compute the eigenvalues of matrices U 2 The matrices F t sk (v)(z) and U tℓ sk Equation (6) is a motivation to define the generation function F t sk (v)(z) as
When there is no danger of confusion, we drop v and/or z from the notation. The entry (S, K) of the above matrix is then computed as F This is a motivation to apply the same technique to the function F t sk . Write F t sk in terms of the powers of z + 1 and let U tℓ sk (v) be the coefficient of (z + 1) ℓ , i.e.
From (7) and (12), for 0 ≤ i, ℓ ≤ t, we have
where D = d dz . In the following we will see some results obtained by this technique. Applying (14) to (7) we obtain (15) . This can simply be inverted as (16) by applying (13) to (12) . This yields the following lemma:
The following identities hold to be true:
In the following theorem we give a closed form for the entries of the matrix U (ii) U (iii)
Proof. To prove (i), note that U tℓ sk (S, K) is computed in a similar way as a ℓ is done in the beginning of Section 2. Moreover, it is easy to see that this value is nonzero if and only if either θ = ℓ or t + 1 ≤ θ ≤ min(s, k). These prove (i). (ii) is an immediate consequence of (i). (iii) follows from (i) and (ii).
2
The matrices N 6,6 (13) had important roles in finding t-designs with related parameters (see [9] ). We consider these matrices in the following examples. These are discussed more in feature sections. 
The support of each row of this matrix is 2. Note that the rows of this matrix are included in the row-space of W 6,7 (14) and have minimum support among all vectors in this space. 
The support of each row of this matrix is 8 which is the same as the support of each row of W 5,6 (13) .
Hence
Proof.
(i) This is an immediate consequence of the definition of F t sk .
(ii) We have
are disjoint subsets of V with the same cardinality, there exists a permutation σ ∈ S v which maps K 1 \ K 2 to K 2 \ K 1 and vice versa and fixes the other points. We then have
(iv),(v) These are concluded from (iii).
2
For two matrices A and B, we write A ∼ B if A can be obtained from B by a permutation on rows and a permutation on columns. In this case, we say that matrices A and B are equivalent. For instance W sk ∼ W s,v−k . More generally, it is easily seen that
In the following, similarity of matrices is used to find a proof for the identity useful identity (18), given in [12, 13] , based on the definition of F sk (v)(z). The identities following (18) in this proposition are immediate results of it. These are used in future sections. We use the notation
Proposition 4.
This proves (17). Note that
If one applies simultaneously a same permutation on the columns of W ak and the rows of
concluding (18).(We note that the same ordering is used for the rows and the columns of both matrices.) To prove (19), replace a and k in (18) respectively by i and j. Then multiply the identity from left and right respectively by W ⊤ ia and W jc and use (1).
To prove (20), let A and C be respectively an a-subset and a c-subset of {1, . . . , v}. It is easily seen that
Let ℓ = |A ∩ C| and n = |A ∩ B ∩ C|. To construct B one should select n points out of A ∩ C, i − n points out of A \ C, j − n points out of C \ A and
In this section we obtain a formula for the matrix product W ⊤ sj F t jk . We mention that using the definition of F and previously mentioned equation one can compute this matrix product. However, we use another method which reveals the relationship between the operator zD and this matrix product and gives the result as an expression in terms of derivations of F as a natural consequence. This equality can be considered as a differential equation containing matrices. We remark that some recursive equations satisfied by intersection numbers are previously studied in another framework (See for instance [4] ).
Below some definitions and facts used in this section are listed. We frequently make use of the following identity which holds for nonnegative integers ℓ, m, n.
Following [10] we use the falling factorial notation
We recall that the Stirling numbers of the second kind, denoted by S(n, k), are the numbers of ways of partitioning an n-set into exactly k parts; and the Stirling numbers of the first kind are the number of permutations of S n having exactly k cycles. It is well-known that the following recursive identities hold for 1 < k ≤ n:
Moreover it is well-known that (4) and (1) we have
which proves (i). (i) ′ follows from (i) and Lemma 3(i).
(ii),(ii)
(iii),(iii) ′ By applying the operator D ℓ to (i) we get
Then using (14) we obtain (iii). The other one is proved similarly.
In part (iii) of the previous proposition the expression W 
Now by iterative use of proposition 5 (i) we obtain
With slight change of notation, we can write more briefly
where
To simplify L si , first we should study the operator zD. This is done in the following lemma.
Lemma 6. Let n be a positive integer. Then
Proof. (i) The proof is by induction on n using the identity S(n + 1, k) = kS(n, k) + S(n, k − 1).
(ii) By the definition of s(n, k),
(iii) Using the identities
which implies the result. 2 Proposition 7.
and L si can be expanded according to Lemma 6 as follows
(i ′ ) Considering Lemma 3(ii), the result is obtained by setting t = s in part (i).
(ii) Applying the operator
On the other hand, by Leibniz's rule
Thus,
Letting z = −1 in the above we get
(ii ′ ) Considering Lemma 3(ii), the result is obtained by setting t = s in part (ii). We give an alternative direct proof for this identity by calculating the (S, K) entry of the matrices. It is observed that 
Calculating W sj F jk
In this section we find the matrix product W sj F jk . We use equivalency of matrices to deduce directly the above matrix product from the results of the previous section.
Proposition 8. The following identity holds
where a p,ℓ is defined as
Proof. The main idea of the proof is similar to the one used to prove identity (18) of proposition 4. Note that W s,j ∼ W 
Since the rows (columns) of the last matrix has the same ordering as the rows (columns) of W sj F jk equality holds. Hence
where a p,ℓ is as defined in the lemma.
2

Factoring out W tk
In this section we factor out W tk form F t sk and study the resulting matrix.
By Equations (7), (4) and (1),
Hence X k st (z)(S, T ) = ξ k θ,t (z) where θ = |S ∩ T | and the function ξ is defined as
Note that in the definition of ξ the upper bound of the summation is θ instead of t. It is now worthwhile to study the function ξ k θ,t . This function satisfies the following recursive equations:
In the following lemma the value of ξ k θ,t (−1) is calculated. To simplify the obtained summation, we use high-order differences method (This method is discussed for instance in Sections 2.6 and 5.3 of [7] ).
Proof. By the definition of ξ, ξ 
On the other hand, it is easily proved (by induction on m) that for any nonnegative integer
which completes the proof. 2
Note that ξ t θ,t = (z + 1) θ and ξ t 0,t = 1. This is also follows from (30) if we simply eliminate the term k − t from nominator and denominator in the case θ = 0. With this convention, the condition (k − t, θ) = (0, 0) is not necessary in the above lemma. 
(by (30)) .
It turns out that
ℓ . Comparing (12) and (26) completes the proof.2
Block decompositions
It is well-known that the matrix W sk (v) has the following recursive structure:
.
This block decomposition played a significant role in determining a diagonal form for W sk (v) as well as in studying integral solutions of the system W sk x = b ( We mention that the integral solutions of W tk x = b are called 'signed t-designs'), see [6, 15] .
In this section, we study a recursive decomposition of F t sk (v)(z). We obtain general results which in turn induce decompositions on U tℓ sk .
Theorem 11. We have the following recursive structures:
Proof. (i) Clearly the first
v−1 s−1 s-subsets of {1, . . . , v} in the lexicographic ordering contain the element 1 and the rest of them do not contain 1. Using the similar fact about the columns, the matrix F is divided into four blocks. Now we determine the four blocks. We do this for the block (1, 1). Let 1 ∈ S and 1 ∈ K and let S ′ = S \ {1} and K ′ = K \ {1} and θ = |S ∩ K| and 
Johnson scheme
An association scheme with d classes is a set of d + 1 square (0, 1)-matrices X 0 , X 1 , . . . , X d which satisfy
The numbers p ℓ ij are called the intersection numbers of the association scheme. From (i) we see that the matrices X i are linearly independent, and by use of (ii)-(iv) we see that they generate a commutative (d + 1)-dimensional algebra of symmetric matrices with constant diagonal. This algebra is called the Bose-Mesner algebra of the association scheme.
The Johnson scheme J(v, k) is a k-class association scheme in which the rows and the columns of each X i is indexed by all k-subsets of a v-set and X i (K 1 , K 2 ) = 1 if and only if |K 1 ∩ K 2 | = k − i, for i = 0, 1, . . . , k. In other words, X i = U k−i k,k . In this section we introduce two new bases for the Bose-Mesner algebra of J(v, k) and obtain the associated intersection numbers. Remark 1. Since the matrices of the association schemes are (0, 1) square matrices, we have to consider square matrices in this section. But the equations (i) and (iii) at the beginning of this section have the following analogues for non-square matrices
The last equation is obtained by setting z = 0 in (7) and (12) . 
Define the intersection numbers r 
Eigenvalues and rank of intersection matrices
The eigenvalues of the matrix U k−ℓ k,k , for ℓ = 0, 1, . . . , k, of the Johnson scheme J(v, k) can be expressed in terms of "Eberlein polynomials" (see [1, 3] ) which are
In this section, we modify the Wilson's proof of Lemma I of [13] (cf. [12, 14] ) to obtain the eigenvalues of F The following lemma which gives the eigenvalues and the corresponding eigenvectors of A i kk is proved in [12] and its proof is based on Proposition 13. The following decomposition of R ( v k ) is used in the lemma: Fix k and let R j denote the row-space of W jk over the field R. As mentioned
Lemma 14.
With the above definitions, for any x j ∈ V j , one has A i kk x j ⊤ = λ j x j ⊤ , where
otherwise.
In other words, the vectors of R The following theorem determines the eigenvalues of F t kk (z). Before this we need some further definitions: Fix k and let R j (z) denote the row-space of W jk over the field of rational functions R(z). and let V 0 (z) = R 0 (z), and
It is easy to prove that a basis of R j (resp. V j ) can also be considered as a basis of R j (z) (resp. V j (z)). 
where the exponents indicate the multiplicity and
for j = 0, 1, . . . , t. Furthermore, with the above notations, the vectors in V j (z), 0 ≤ j ≤ t are eigenvectors for the value µ j , for j = 0, · · · , t. 
for j = 0, 1, . . . , t.
Proof. This corollary can be proved using (15) and Lemma 14. An alternative proof is obtained by using theorem 15: According to this theorem, the space of eigenvectors of a given eigenvalue of F t kk (z) has a basis independent of z. Thus the eigenvalues of In view of (32), the following follows from Lemma 14.
Corollary 17. Let ℓ > 0 and k ≤ v/2. The eigenvalues of U ℓ kk are
By Corollary 16, the eigenvalues of U t,0 kk are
The case k − t = 1 is discussed in the following. 
for j = 0, 1, . . . s. Hence
