Abstract. We study representations of simple alternative superalgebras B(1, 2) and B(2, 4). The irreducible bimodules and bimodules with superinvolution over these superalgebras are classified, and some analogues of the Kronecker factorization theorem are proved for alternative superalgebras that contain B(1, 2) and B(4, 2).
Introduction
The simple alternative superalgebras were classified in [6] and [5] . In particular, it was proved in [5] that a simple alternative superalgebra B = B 0 +B 1 , which is not just a Z 2 -graded alternative algebra, should necessarily have characteristic 3 and be isomorphic to one of the following superalgebras over a field F of characteristic 3.
1) B = B (1, 2) , where B 0 = F · 1, B 1 = F · x + F · y, with 1 being the unit of B and xy = −yx = 1, x 2 = y 2 = 0. 2) B = B (4, 2) , where B 0 = M 2 (F ), B 1 = F · m 1 + F · m 2 is the 2-dimensional irreducible Cayley bimodule over B 0 ; that is, B 0 acts on B 1 by e ij · m k = δ ik m j , i, j, k ∈ {1, 2}, (1) m · a = a · m, (2) where a ∈ B 0 , m ∈ B 1 , a → a is the symplectic involution in B 0 = M 2 (F ). The odd multiplication on B 1 is defined by 3) The twisted superalgebra of vector type B = B (E, D, γ) . Let E be a commutative and associative algebra over F, D be a nonzero derivation of E such that E is D-simple, and γ ∈ E. Denote by E an isomorphic copy of the vector space E, with an isomorphism mapping a → a. Consider the vector space direct sum B(E, D, γ) = E + E and define multiplication on it by the rules
where a, b ∈ E and ab is the product in E. A Z 2 -grading on B = B (E, D, γ) is defined by B 0 = E and B 1 = E. In any characteristic, B is a simple right alternative superalgebra; and when char F = 3, B is alternative.
In this work, we study birepresentations of B (1, 2) and of B (4, 2) . First, we classify the irreducible superbimodules over these superalgebras. It occurs that, besides a certain two-parametric series of bimodules V (λ, µ) over B (1, 2) , all the other unital irreducible superbimodules for these superalgebras are regular or opposite to them. As a corollary, we prove that every unital B (4, 2) -superbimodule is completely reducible. Besides, every alternative superalgebra B that contains B (4, 2) as a unital subsuperalgebra admits a graded Kronecker factorization B = B (4, 2) ⊗U for a certain associative commutative superalgebra U .
It was shown in [5] that both B (1, 2) and B (4, 2) admit J-admissible superinvolutions; that is, superinvolutions with symmetric elements in the nucleus. This was used in [5] for constructing new simple exceptional Jordan superalgebras of characteristic 3 as 3 × 3 Hermitian matrices over B (1, 2) and B (4, 2) . Motivated by the future study of representations of these Jordan superalgebras, we classify the irreducible bimodules with J-admissible superinvolution over B (1, 2) and B (4, 2) . In the case of B (4, 2) , the list of irreducible bimodules with superinvolution coincides with that of irreducible bimodules, and for B (1, 2) this list contains only regular supermodules and their opposites, while the supermodules V (λ, µ) do not enter in the list. As a corollary, every unital supermodule with J-admissible superinvolution over B (1, 2) is completely reducible; and every alternative superalgebra with J-admissible superinvolution that contains B (1, 2) as a unital subsuperalgebra admits a Kronecker factorization as above. Now, let us recall some definitions and fix certain notation. A superalgebra A = A 0 + A 1 over a field F is called alternative if it satisfies the superidentities
where (x, y, z) = (xy)z − x(yz), x, y, z ∈ A 0 ∪ A 1 , and d(r) stands for the parity index of a homogeneous element r : d(r) = i if r ∈ A i . In this case, it is easy to see that A 0 is an alternative algebra and A 1 is an alternative bimodule over A 0 . An A-superbimodule M = M 0 + M 1 is called an alternative superbimodule if the corresponding split extension superalgebra E = A + M is alternative.
For an A-superbimodule M , the opposite superbimodule
If M is an alternative A-superbimodule, then one can easily check that so is M op . A regular superbimodule, Reg A, for a superalgebra A, is defined on the vector superspace A with the action of A coinciding with the multiplication in A.
We will denote, for any homogeneous a and b,
If not stated otherwise, throughout the paper F will denote a field of characteristic 3. All the algebras and superalgebras will be considered over F .
2.
Representations of B (1, 2) In this section, we classify irreducible superbimodules over the superalgebra B (1, 2) , defined in the Introduction.
We start with the following general result. 
Proof. Let us show first that for any homogeneous a ∈ B the set [V, a] 
Recall two identities that are valid in alternative superalgebras (see [5, 7] ):
Since B is commutative and char B = 3, we have by (3) for any homogeneous Proof. It was proved above that, for any v ∈ V, z ∈ B 1 , the equality [[v, z] , z] = 0 holds. Linearizing it, we have [[v, x] ,
and similarly [[[V, B] , B], y] = 0, proving the corollary.
Denote by V (λ, µ), for λ, µ ∈ F , the commutative superbimodule over B (1, 2) 
and the action of x and y defined as follows. Let v stand for any of the elements v 0 , v 1 and v Proof. It is easy to see that in any commutative superalgebra the equality
holds. This implies easily that every right alternative commutative superbimodule over a commutative superalgebra is also left alternative. Hence, it suffices to prove that V (λ, µ) is right alternative. For this we need to check the following identities:
where u is any element of the base. Let us start with (5) 
which proves (5). Furthermore, by commutativity, (5) . Similarly, we have (7) . Finally, we have
which proves (8) and, similarly, (9). Hence, the module V (λ, µ) is alternative. One can easily check that if λ = 0 or µ = 0, then this module is irreducible.
Observe that the opposite bimodule (
It is also easy to see that the modules V (λ, µ) and V (λ , µ ) are isomorphic if and only if (λ, µ) = ±(λ , µ ). Theorem 2.1. Every irreducible unital alternative superbimodule V over B (1, 2) , in the case where the ground field F (of characteristic 3) is algebraically closed, is isomorphic to one of the bimodules:
Proof. According to Proposition 2.1, we can assume that V is commutative; so we may restrict ourselves to considering only the right actions ρ(x) and ρ(y) of x and y on V . Let us prove first that the elements ρ(x) 3 and ρ(y) 3 lie in the centralizer of V as a right B(1, 2)-module.
We will use in this proof non-graded (ordinary) commutators, which we will denote by [a, b] 0 := ab − ba, in order to distinguish them from the graded commutators, defined in the Introduction. By super-rightalternativity, we have for
Thus ρ(x) 3 lies in the centralizer of V , and similarly so does ρ(y) 3 . Consider the two possible cases separately.
Let us prove that in this case V is isomorphic to Reg B (1, 2) or to its opposite bimodule. Observe first that ρ(x) 2 = 0. In fact, we have by (10)
Observe that, by (10), (ux)y − (uy)x = −u = 0; hence uy = 0. Furthermore, (uy)x = (ux)y + u = u, ((uy)y)y = 0, ((uy)y)x = uy + ((uy)x)y = uy + uy = −uy.
Therefore, the elements u, uy, (uy)y span a B(1, 2)-submodule of V , which, by irreducibility, coincides with V . It it easy to check that if
It is easy to see that in this case
In particular, V is finite dimensional over Z 0 . Since V is a commutative supermodule, by [1, Proposition 4.2] , it is irreducible as an ordinary (non-graded) A-module. This implies, by the density theorem, that A = End Z0 V . Let us show 
Commuting z with ρ(x) again, we get α 2 ρ(y) = 0 and so
2 , where β 0 , β 2 ∈ E, β 1 ∈ Es. Commuting now z with ρ(y) and arguing as before, we obtain finally that z = β 0 ∈ E.
Thus, the field Z 0 is a finitely generated algebra over F . Since F is algebraically closed, this implies that Z 0 = F . We can now choose s ∈ Z 1 such that s 2 = 1. Let 0 = λ ∈ F be a root of the polynomial
These relations show that V is a homomorphic image of the module V (λ, µ). In order to prove that V is isomorphic to V (λ, µ), it suffices to prove that the elements v 0 , v 1 y, v 0 y 2 are linearly independent over F . It is easy to see that they are nonzero. Assume that
for some α, β, γ ∈ F . Applying s to this equality, we get
On the other hand, multiplying (11) by x, we get
which, by (12), gives
Applying s to (13), we get βv 0 + 2γv 1 y = 0, and multiplying (13) by x, we obtain
Thus γ = 0, which implies easily that β = α = 0 as well. This finishes the proof of the theorem.
Representations of B(4, 2)
We will use in this section certain results about alternative bimodules over composition algebras that were proved in [5] . For the convenience of the reader, we state these results below.
Recall that a bimodule V over a composition algebra C is called a Cayley bimodule if it satisfies the relation
where a ∈ C, v ∈ V , and a → a is the canonical involution in C. In this section we are going to prove the following theorems which describe the alternative superbimodules over the superalgebra B (4, 2) . Theorem 3.1. Let V be a unital irreducible alternative superbimodule over B (4, 2) . Then V is isomorphic to Reg(B (4, 2) ) or to Reg(B (4, 2) ) op .
Theorem 3.2. Every unital alternative superbimodule over B(4, 2) is completely reducible.
We divide the proof into a sequence of lemmas. 
Proof. Since V a , V c , and M are H-invariant, it suffices to prove, for the first part of the lemma, that the product of any H-invariant subspaces U and W in the split extension superalgebra E = B + V is again H-invariant.
We have and, by (26) ,
we have by (19) and (15) ( (vm) 
which holds in every alternative algebra (see [7] , Lemma 3.2) . Using the corresponding superidentity, we have for any u ∈ Z a , m, n ∈ M, a ∈ H,
by i) and (27). Therefore, [(Z a , M, M) , H] = 0, and by superized linearization of (28) we have
By (27) 
as well, and U = W . Since every bimodule u i · B is irreducible, U = W is completely reducible.
Bimodules with superinvolution
Recall that a linear even mapping * : A −→ A is called a superinvolution of a superalgebra A, if it satisfies the conditions (a * ) * = a, (ab)
for any homogeneous elements a, b ∈ A. Now, let V be a superbimodule over a superalgebra (A, * ) with superinvolution. By analogy with the non-graded case (see [2] ), we will call V an A-bimodule with superinvolution, if there exists a linear mapping − : V −→ V such that the mapping
is a superinvolution of the split null extension superalgebra E = A + V . Evidently, for a superalgebra with superinvolution A, the bimodules Reg A and (Reg A) op have the superinvolutions induced by that of A. It was shown in [5] that the superalgebras B (1, 2) and B (4, 2) admit the following superinvolutions:
In B (1, 2) , a 0 + a 1 → a 0 − a 1 ; and in B (4, 2) , a 0 + a 1 → a 0 − a 1 , where the mapping a → a is the symplectic involution of the matrix algebra M 2 (F ). Now, we will study the structure of superbimodules with superinvolution over B (1, 2) and B (4, 2) . Our first objective is to prove that every irreducible superbimodule with superinvolution over these superalgebras is of the type Reg B or (Reg B) op . In fact, we will consider the superbimodules with involution that satisfy the additional condition of so-called J-admissibility (see [2] ). A superbimodule with superinvolution (V, −) over a superalgebra with superinvolution (A, * ) is called Jadmissible if all the symmetric elements of the superalgebra with superinvolution E = A+V lie in the associative center (the nucleus) of E. In fact, only J-admissible bimodules are needed for applications to Jordan algebras. Reg B or to (Reg B) op .
Theorem 4.1. Every irreducible unital J-admissible superbimodule V with superinvolution over B = B(1, 2) is isomorphic to
Proof. Let V be a superbimodule under consideration, with a superinvolution v → v. Observe first that for any a ∈ B, v ∈ V , we have
This means that the subspace [V, a] is invariant with respect to the superinvolution and so is a subbimodule with superinvolution. Now, all the arguments of the proof of Proposition 2.1 are applied to our case, and we conclude that V is a commutative B-supermodule. It is clear that V = Sym V ⊕ Skew V , where, for any h ∈ Sym V, k ∈ Skew V , we have h = h, k = −k. Assume first that Sym V = 0 and choose some 0 = h ∈ Sym V . By J-admissibility, (h, B, B) = 0, and so we have
Therefore, the subspace U = F h + F (hx) + F (hy) is a B-subbimodule with involution of V , and hence U = V . It is clear that U ∼ = Reg B for even h, and
hence vx ∈ Sym V = 0. Similarly, vy = 0, and finally v = v(xy − yx) = (vx)y − (vy)x = 0, a contradiction. On the other hand,
Similarly, [y, h] = 0, and so [B, h] = 0. We can now apply the arguments from the proof of Theorem 4.1 which show that the elements h, hx, hy span an irreducible subbimodule with involution of V . So, in this case we are done. Now, let v = k ∈ Skew V . By the previous arguments, the subbimodule (Sym V )B generated by symmetric elements of V is completely reducible; so it suffices to prove that k ∈ (Sym V )B. Below, for v ∈ V we will write
It is easy to see that
Linearizing this relation on z, we have
Since the elements k, (k, x, y), (k • x)y are skewsymmetric, so is xk · y. We have
Comparing this relation with (31), we get
which yields (x, k, y) ≡ 0. Now, we have by (30), Now, if V is irreducible then, for any homogeneous 0 = u ∈ Z a we have V = uB, which is isomorphic to Reg B or to its opposite, according to the parity of u, under the isomorphism b → ub.
In the general case, it suffices to notice that every u i generates an irreducible subsuperbimodule which is invariant under the superinvolution and is isomorphic to Reg B or to its opposite.
Factorization theorems
In this section, we will prove for the superalgebras B (1, 2) and B(4, 2) some analogue of the Kronecker factorization theorem for Cayley algebras from [3] . (1, 2) , and we will show that this product is isomorphic to the tensor product we are looking for.
Consider the following identity, which is valid in any alternative algebra (see [7] ): Superlinearizing it, we have for any u, v ∈ U, a, b, c ∈ B (1, 2) [u, v](a, b, c) = ± [a, v](u, b, c) ± [u, b](a, v, c) ± [a, b](u, v, c) ± (u, v, (a, b, c)) ± (a, v, (u, b, c) ) ± (u, b, (a, v, c) ) ± (a, b, (u, v, c) 
It is easy to see that (B (1, 2) , B (1, 2) , B(1, 2)) = (B(1, 2)) 1 = F x + F y; hence [u, v] which shows that B is a homomorphic image of U ⊗B (1, 2) . Assume that u + vx + wy = 0 for some u, v, w ∈ U . Then u ∈ Sym B, vx + wy ∈ Skew B; hence u = vx+wy = 0. Moreover, we have 0 = (vx+wy)x = −w and 0 = (vx+wy)y = v. Therefore, B ∼ = U ⊗B (1, 2) . One can easily see that, since U and B (1, 2) are commutative superalgebras, so is B.
Theorem 5.2. Let B be an alternative superalgebra such that B contains B (4, 2) as a unital subsuperalgebra. Then B ∼ = U ⊗B (4, 2) for a certain commutative associative superalgebra U .
which implies easily that u 1 = u 2 = 0. Furthermore, 0 = (e ii w)e jj = u ij e ij , which yields easily u ij = 0 for all i, j.
