We demonstrate the number-resolved detection of individual strontium atoms in an optical tweezer. Using a long-working distance low numerical aperture (NA = 0.26) tweezer, we avoid parity projection due to light-assisted collisions, and are able to resolve up to N = 3 atoms within an imaging time of less than 300 µs. We also discuss the methods for the measurement of the atomic temperature and trap parameters.
Introduction
Methods for isolating and reading out individual quantum systems are at the heart of current developments in quantum science and technology. Individually trapped neutral atoms were first observed in a magneto-optical trap (MOT) [1] , and then in optical tweezers [2, 3] and optical lattices [4] . Since then, the optical tweezer approach has been developed to produce addressable arrays of arbitrary geometry [5] and dimensionality [6] [7] [8] [9] containing N ≈ 100 atoms. Applications include quantum simulation [10, 11] and computation [12] , as well as quantum chemistry [13, 14] .
A key recent development was the extension of tweezer array techniques from alkali-metal atoms to the divalent atomic species Sr [15, 16] and Yb [17] . These species have important applications in optical frequency standards [18] due to their extremely narrow (< 1 Hz) optical clock transitions. In combination with tweezer array technology, this highly coherent environment offers new perspectives in quantum-enhanced metrology and quantum simulation. Furthermore, narrow intercombination cooling transitions provide powerful new methods for loading [15, 16] and high-fidelity imaging in tweezer arrays [19] , as well as cooling to the motional ground state [16, 20] . In all tweezer array experiments so far, the tightly-focused tweezers were created with high-numerical aperture (NA > 0.5) lenses with working distances of < 15 mm. This inevitably leads to the presence of dielectric surfaces close to the trapped atoms, with the potential for unwanted systematic shifts of the ultra-narrow clock transitions [21, 22] .
In this paper we present the isolation and detection of individual strontium atoms in an optical tweezer with a working distance of 37 mm (NA = 0.26). Combined with a conductive coating on the lenses and in-vacuo electrodes, this system is designed to provide a tweezer array platform compatible with precision measurement, and in particular with our proposal to create non-classical states in optical atomic clocks using Rydberg states [23] . We observe that it is possible to load ultra-cold atoms into the tweezer directly from a magneto-optical trap operating on a narrow intercombination line, even when the differential AC Stark shift on the cooling transition is significant, in agreement with the results in [19] . By subsequently ramping adiabatically to much deeper traps, we show that the trapped atoms can be imaged without loss due to light-assisted collisions, avoiding the projection of the atom number in the trap onto either zero or one commonly observed in tweezer experiments. As a result we can distinguish states of N = 0 − 3 atoms in the tweezer within in 300 µs. Monitoring the decay of the trapped atom number could provide a route to quasi-deterministic preparation of single-atom states without transport, and with an overall efficiency that is comparable to the current state-of-the-art of 90% obtained using light-assisted collisions [24] [25] [26] .
2 Long-working distance optical tweezer A schematic of the experiment is shown in Fig. 1 , and a detailed description is provided in [27] . The optical tweezer is created by focusing a 532 nm trapping beam to a waist of 1.28(1) µm using a custom aspheric lens with a numerical aperture of 0.26, mounted inside an ultra-high vacuum (UHV) chamber. The lens has a broadband anti-reflection coating on the input side, and a transparent conductive indium tin oxide (ITO) coating on the side facing the atoms. Such ITO coatings have proven essential in reducing stray electric fields in previous experiments with Rydberg atoms in optical tweezers. The lens design was optimised for trapping at 532 nm and at the 813 nm magic wavelength for the clock transition, as well as for collection of the fluorescence at 461 nm.
Compared to similar optical tweezer setups based on in-vacuo lenses [15] , the working distance in our experiment (37 mm) is a factor of > 2 larger. The difference is even more significant compared to experiments based on air-side objectives and glass cells [16] , where the atom-surface distance may be only a few millimetres. This feature of our apparatus is important since the presence of nearby surfaces has been shown to lead to significant shifts in Rydberg energy levels [28, 29] and in optical atomic clock experiments [21] . Even for conductive surfaces, the presence of adsorbates may lead to significant unwanted fields [30] . Here we trade off this potential for a low-field environment against the numerical aperture of the objective. However as we show in section 6, we are still able to detect single atoms.
On the opposite side of the UHV chamber, an identical objective collects and recollimates the trapping light. Between the lenses, two planar arrays of 6 electrodes enable electric fields to be applied along all the available optical axes. A pair of coils mounted inside the vacuum provide a strong quadrupole field for the MOT, as well as the ability to apply static fields of up to 8 mT. The latter will enable us to exploit the clock transition in the bosonic isotopes of strontium [31] [32] [33] .
Avalanche Photodiode Array Detector
Conventionally, tweezer array experiments rely on either single-pixel Single Photon Avalanche Diode detectors (SPADs), or on intensified or electron-multiplying CCD cameras as detectors. Recently sCMOS cameras have also been investigated [34] . Single-pixel SPADs have the advantage of true photon counting and nanosecond time resolution, making them useful for experiments in quantum optics, but are difficult to scale to large numbers of traps. Conversely, CCD or sCMOS cameras have higher noise and relatively slow frame rates, but enable the simultaneous readout of arrays containing thousands of trap if required.
In this paper we follow a different approach, based on a commercially available SPAD array detector (Micro Photon Devices SPC3). The array consists of 64 × 32 pixels, each of which is an independent SPAD [35] . Independent counters are provided for each pixel that return the number of detected photons within the gated exposure time, which may be as short as 1.5 ns. Full-frame readout of the camera is possible at 9.6 × 10 4 frames per second. The measured dark count distribution is shown in Fig. 2 (a), with > 95% of the pixels having a dark count below 100 s −1 . The measured quantum efficiency at 461 nm is 36(2)%. Compared to CCD or sCMOS technology (see [34] for a useful comparison), the SPAD array detector provides better signal-to-noise ratio at extremely low light level, while maintaining a high readout speed. The sensitivity and low noise of this detector is an important factor in our ability to detect single atoms with our reduced NA. As we show in section 6, the fast readout enables real-time monitoring of the trap occupancy with sub-millisecond resolution for deterministic loading protocols.
An important difference between the SPAD array and an EMCCD camera is the pixel size. The SPAD pixels are large (150 µm × 150 µm), with an active area of 30 µm × 30 µm at the centre. An integrated microlens in front of each pixel boosts the collection efficiency to 85% of the chip surface. Nevertheless, the large pixel size means a substantial overall magnification is required. For the experiments presented here with a single tweezer, we use an overall magnification of ten, giving an effective pixel size in the object plane of 15 µm. Thus all the light from the dipole trap is concentrated on a single pixel. For future experiments with trap arrays, the magnification will be boosted by an additional telescope. In tandem with control over the array spacing using spatial light modulators, the SPAD array should provide a flexible readout device for arrays of > 1000 traps.
Loading the tweezer
The optical tweezer is loaded from a narrow-line magneto optical trap (nMOT) operating on the 5s 2 1 S 0 → 5s5p 3 P 1 line at 689 nm. The nMOT itself is loaded using the conventional sequence of pre-cooling on the broad 5s 2 1 S 0 → 5s5p 1 P 1 transition at 461 nm, followed by transfer to a "broadband" cooling phase of duration 150 ms on the 689 nm transition. The tweezer beam is turned on throughout the nMOT phase, which lasts for 100 ms. To control the density of the nMOT, and hence the number of atoms loaded into the tweezer, we vary the duration of the pre-cooling step from 10 to 100 ms. After a variable hold time, atoms in the tweezer are imaged using a pulse of light on the 5s 2 1 S 0 → 5s5p 1 P 1 transition, with the resulting fluorescence collected and imaged onto the SPAD array as shown in Fig. 2 . For the data in this section and the next, where the trap was loaded with many atoms, the blue cooling beams were used as the imaging light. To get down to single atom sensitivity, we added an additional probe beam as shown in Fig. 1 which propagated orthogonal to the trap beam. Empirically we find that this alignment with the axis of tightest confinement is essential to avoid atoms being pushed along the trap axis during imaging. To our surprise, we found that very deep tweezers could be loaded directly from the nMOT, despite the differential AC Stark shift on the cooling transition far exceeding its linewidth, and despite the relatively small number of photons that can be scattered during the time it takes a 1 µK atom in the nMOT to cross the tweezer. We attribute this efficient loading to the presence of a substantial fraction of atoms in the tail of the Boltzmann distribution that are moving slowly enough to scatter many photons [27] . The attractive Sisyphus type cooling mechanisms described in [19] also play a role. We find that for trap depths U 0 /k B > 30 µK, atoms can also be loaded into subsidiary intensity maxima formed by diffraction of the trapping beam by the circular aperture of the aspheric lenses. These additional traps are directly visible as an increase in the size of the imaged atom cloud, and their presence was also apparent in the temperature measurements described below. To avoid these effects, we first loaded atoms into a tweezer of depth U 0 /k B = 10 µK, before ramping to the final tweezer depth U F over a time 1 s.
To measure the temperature of the trapped atoms, we extended two methods previously developed for alkali-metal atoms. The first is the conventional ballistic expansion technique. In order to achieve sufficient signal-to-noise, these experiments are carried out with a large number of trapped atoms, though the method has been applied to single atoms [36] . The second method is a release and recapture technique described in [37] . Here, the trap is turned back on at some point during the expansion to recapture the atoms. A temperature is extracted from the measured decay of the recaptured atom number as a function of expansion time using comparison with a Monte-Carlo simulation.
A typical release and recapture signal is shown in Fig. 3(a) , along with the best fit from the Monte-Carlo simulation which yields a temperature of 24.0(1.0) µK. This result is in excellent agreement with that obtained from the ballistic expansion method (24.8(4) µK) for the same trap. We note that this agreement is only found if the trap depth is ramped. For the case where atoms are loaded directly into deep traps, both methods yield unreliable results due to the presence of colder atoms trapped in subsidiary maxima, as illustrated for the ballistic expansion method in Fig. 3(b) .
Lastly, we note that due to the very efficient cooling that occurs during loading, and the adiabatic nature of the ramp, we are able to prepare very cold atoms in deep traps. We find that we can achieve a ratio U F /(k B T ) ≈ 50 for traps up to 5 mK deep.
Characterizing the tweezer
For cold atoms trapped in the harmonic part of the tweezer potential, the key parameters describing the trapping are the trap depth U F and the radial and axial trap frequencies ω r and ω z . Independent measurements of these quantities yield information on the trapping beam such as the waist size.
In recent work with Sr atoms, trap frequencies were empirically obtained by observing motional sidebands on the 5s 2 1 S 0 → 5s5p 3 P 1 transition [16] . However this technique only works well in a magic-wavelength trap, where the upper and lower states have the same polarizability (and hence the same harmonic energy level spacing). In larger dipole traps parametric heating is often used [38] , but we find in common with others that this method does not work so well for deep tweezer potentials with high axial confinement. Instead we generalize a release-and-recapture technique developed for alkali-metal atoms [39] .
The technique involves turning the trap off for two short periods of fixed duration t 1 and t 2 , separated by a variable duration ∆t where the trap is on. The first dark period t 1 imparts a well-defined phase to the oscillations in the trap; the subsequent probability of losing the atoms during t 2 depends on whether the atoms are at a turning point of their motion and hence on the trap frequency.
Examples of the resulting oscillations in the recapture probability are shown in the insets in Fig. 4 . Since the atoms are significantly colder than in previous work with Rb, the optimal release times were found to be longer with t 1 = 5µs (25µs) and t 2 = 20µs (60µs) for deep (shallow) trap depths. The data in Fig. 4 are well described by a damped sine wave, from which we obtain a measurement of the radial trap frequency after correcting for the damping. Fig. 4 shows ω 2 r as a function of the trap power P over a large range of trap depths. From the gradient it is possible to extract the trap waist w 0 . In the harmonic approximation, the trap frequency as a function of power is given by ω 2 r = 4α 0 P/(mπ 0 cw 4 0 ) where α 0 is the ground state polarizability. The value of α 0 is dominated by the strong 5s 2 1 S 0 → 5s5p 1 P 1 transition, and can be calculated to high accuracy. From the gradient of the fit in Fig. 4 we find w 0 = 1.28(1) µm. We exclude points at lower trap powers, as otherwise we obtain a poor fit to the data. We attribute the poor fit at lower trap powers to the small ratio of the atomic temperature to trap depth, rendering the harmonic approximation invalid. This is further highlighted by the insets, where significantly higher damping is seen at lower trap powers.
Number-resolved imaging
Previous work with tweezer arrays of Sr has focused on using narrow-line laser cooling to enable imaging in shallow traps. Here we take a different approach, and image the atoms directly in a deep trap without cooling. The probe beam shown in Fig. 1 is tuned to the AC Stark shifted resonance of the trapped atom(s) to maximise the scattering rate. The frequency shift is determined spectroscopically as a function of trap depth, with a measured shift of 26(1) (56(1)) MHz/mK for the |m j | = 1 (|m j | = 0) states. For the trap depths used here, the splitting between the magnetic sublevels is resolved. The vertically propagating imaging beam is linearly polarised in the horizontal direction, for maximal coupling to the |m j | = 1 state. The saturation parameter of the imaging beam, S = I/I sat is ∼ 0.14.
To image single atoms, we load into a U F /k B = 7.5 mK tweezer. The atom number is reduced to a single atom in the trap by reducing the duration of the pre-cooling stage to typically 18 ms. In Fig. 5(a) either zero or one atoms is loaded. The histogram shows the detected photons over a 1 ms imaging time, for ∼ 1000 experimental repeats. The two peaks correspond to the background level of 0.1 cts/ms and to the single atom fluorescence level of 15 cts/ms. In Fig. 5(b) the loading time of the blue MOT is increased by 2 ms. The histogram shows additional peaks which correspond to two and three atoms in the trap. The additional peaks imply that we image without loss due to light-assisted collisions, avoiding the projection of the atom number in the trap onto either zero or one. We believe that lightassisted collisions reported in other experiments with Sr [15, 16] are avoided here due to the larger trap volume and higher temperature in our experiment.
The fit to the histograms in Fig. 5 is based on a Poisson distribution for both the trapped atom number and the number of photons detected per atom in each experimental run. The resulting computer-generated distributions are corrected for one-body loss due to the weak decay channel 5s5p 1 P 1 → 5s4d 1 D 2 [40] . At 532 nm the 1 D 2 state is strongly anti-trapped, therefore any decay into this state leads to loss. To include this decay, a weighted average of histograms with different mean atom number is performed, with the weighting reflecting the exponential decay of the atom number during the imaging time. The free parameters are the initial mean atom numberN , the mean number of detected photons per atom, and the effective decay rateΓ D into the D state. Here a fitted decay constant ofΓ D = 3 ms was used for both plots. We note that is smaller than the measured branching ratio for decay to the D state would suggest for resonant scattering [15, 16] . We attribute this discrepancy to heating during imaging, which shifts the atoms out of resonance with the probe beam, reducing the scattering rate and hence the loss rate. The one-body loss can also be observed in real time, as shown in Fig. 5(c) and (d) , which show the time-resolved fluorescence for an individual run of the experiment. Here the 1 ms imaging time is split into ten 100 µs frames. In Fig. 5(c) the atom is lost after 0.6 ms of imaging time, where the detected signal drops to the background level. However for the trajectory shown in (d), we observe first loss of one, and then the other atom.
Monitoring the atom number in real time as in Fig. 5(d) could provide a way to deterministically load a single atom, without the need for additional lasers or atomic transport. Initially, a few atoms would be loaded into each tweezer. Once the signal from each site is observed to drop into the range corresponding to a single atom, then the imaging light at that site would be extinguished. This could be achieved using a modification of the addressing approaches described in eg [7, 41, 42] .
To maximise the fidelity, the probability P (0) of loading no atoms must be minimised. ForN = 1.8 as in Fig. 5 , P (0) = 0.17. This method would therefore already improve on the state-of-the-art demonstrated for Sr of P (0) = 0.5 [16, 19] . Reaching the current state-of-the-art for alkali-metal atoms (without transport) of P (0) = 0.1 would requireN = 2.3, whereas forN = 4 the probability of an empty site would be just 0.01. The fidelity may also be limited by the probability of losing more than one atom during a single imaging frame. For the data in Fig. 5 , the probability of losing the atom within each 100 µs frame is 0.03; the probability of losing both atoms therefore does not appear to be a significant limitation.
Experimentally, working with higher atom numbers requires further optimisation of the mean number of detected photons per atom. Currently we are not limited by our overall collection efficiency of η = 0.48%, but by heating, which leads to a reduction in the fluorescence signal for longer exposures. This is evident in the Fig. 5 , where 4 counts/atom are obtained for a 100 µs exposure but only 15 counts/atom for a 1 ms exposure. In the future this could be overcome by incorporating the Sisyphus cooling techniques developed in [19] . Further improvements could be obtained by also collecting light using the second objective. Repumping directly from the D state, or working at a trap wavelength where the D state is trapped (such as 813 nm [19] ) may also provide a way to optimise the balance between one-body loss and detected signal.
Conclusion and Outlook
In conclusion, we have demonstrated that it is possible to trap and detect individual strontium atoms in an optical tweezer with a working distance of 37 mm. In addition, we have generalised techniques for measuring the temperature and trap parameters developed for alkali-metal atoms. Surprisingly, we find that loading from a MOT working on a narrow intercombination line is very effective, enabling cold samples of atoms to be prepared in very deep traps.
We have also shown that by using a new type of detector based on a SPAD array, it is possible individually resolve up to 3 atoms in our tweezer, and to monitor the change in atom number due to one-body loss in real time. In future experiments we plan to explore whether imaging without parity projection can be combined with cooling techniques developed elsewhere [15, 19] . By adding a spatial light modulator, we will explore whether it can be used to fill reconfigurable trap arrays with high efficiency. By combining these methods with techniques such as Rydberg dressing [43, 44] , such a tweezer array could form an ideal platform for testing proposals to create highly entangled states of strontium atoms [23, 45] .
