Neural dynamics and information representation in microcircuits of motor cortex by Yasuhiro Tsubo et al.
NEURAL CIRCUITS
REVIEW ARTICLE
published: 03 May 2013
doi: 10.3389/fncir.2013.00085
Neural dynamics and information representation in
microcircuits of motor cortex
Yasuhiro Tsubo1, Yoshikazu Isomura2,3 and Tomoki Fukai 1,3*
1 Laboratory for Neural Circuit Theory, RIKEN Brain Science Institute, Wako, Saitama, Japan
2 Brain Science Institute, Tamagawa University, Machida, Tokyo, Japan
3 Core Research for Evolutional Science and Technology, Japan Science and Technology Agency, Sanbancho, Chiyoda-ku, Tokyo, Japan
Edited by:
Takehsi Kaneko, Kyoto University,
Japan
Reviewed by:
Yoshiyuki Kubota, National Institute
for Physiological Sciences, Japan
Fumitaka Kimura, Osaka University
Medical School, Japan
Yuji Ikegaya, The University of
Tokyo, Japan
*Correspondence:
Tomoki Fukai, Laboratory for Neural
Circuit Theory, RIKEN Brain Science
Institute, 2-1 Hirosawa, Wako,
Saitama 351-0198, Japan.
e-mail: tfukai@riken.jp
The brain has to analyze and respond to external events that can change rapidly from
time to time, suggesting that information processing by the brain may be essentially
dynamic rather than static. The dynamical features of neural computation are of significant
importance in motor cortex that governs the process of movement generation and
learning. In this paper, we discuss these features based primarily on our recent findings
on neural dynamics and information coding in the microcircuit of rat motor cortex. In
fact, cortical neurons show a variety of dynamical behavior from rhythmic activity in
various frequency bands to highly irregular spike firing. Of particular interest are the
similarity and dissimilarity of the neuronal response properties in different layers of
motor cortex. By conducting electrophysiological recordings in slice preparation, we
report the phase response curves (PRCs) of neurons in different cortical layers to
demonstrate their layer-dependent synchronization properties. We then study how motor
cortex recruits task-related neurons in different layers for voluntary arm movements
by simultaneous juxtacellular and multiunit recordings from behaving rats. The results
suggest an interesting difference in the spectrum of functional activity between the
superficial and deep layers. Furthermore, the task-related activities recorded from various
layers exhibited power law distributions of inter-spike intervals (ISIs), in contrast to a
general belief that ISIs obey Poisson or Gamma distributions in cortical neurons. We
present a theoretical argument that this power law of in vivo neurons may represent
the maximization of the entropy of firing rate with limited energy consumption of spike
generation. Though further studies are required to fully clarify the functional implications
of this coding principle, it may shed new light on information representations by neurons
and circuits in motor cortex.
Keywords: synchronization, gamma oscillation, juxtacellular, multiunit, neural code, irregular firing, cortical layer,
local circuit
Neocortical microcircuits have a stereotyped structure, compris-
ing a six-layered network of excitatory pyramidal neurons and
inhibitory interneurons. This structure is preserved across many
neocortical regions (an exception is agranular areas lacking layer
4: Shepherd, 2009), and is often considered to represent the func-
tional module of cortical information processing. Uncovering
how neurons in the different layers process information is a key
to understand the principles of cortical computations. Several
recent studies have begun to uncover how the dynamics of neural
populations underlie motor behavior (Churchland and Shenoy,
2007; Hatsopoulos and Suminski, 2011; Churchland et al., 2012).
Unlike the classical view of direction-tuned neurons during
reaching (Georgopoulos et al., 1986), direction tuning curves
scale with the velocity of arm movement only in a minority of
these neurons in primate motor cortex (Churchland and Shenoy,
2007; Hatsopoulos and Suminski, 2011). The results suggest that
the relationship between the activity of motor cortex neurons and
motor behavior is more divergent and heterogeneous than previ-
ously thought. Few studies, however, have evaluated the role of the
layered structure of motor cortex in such dynamics. In this paper,
we will review the results of our in vitro and in vivo recording
studies that attempt to clarify the characteristic features of neu-
ronal dynamics and information processing in different layers of
rat motor cortex.
The first part is devoted to slice recordings of the phase
response curves (PRCs) from motor cortex neurons in different
layers. The PRC shows the responses of single neurons to a pertur-
bative input and provides a useful mathematical tool for charac-
terizing synchronization properties of a weakly coupled network
of arbitrary oscillators (Reyes and Fetz, 1993a,b; Ermentrout,
1996; Ermentrout et al., 2001; Gutkin et al., 2005; Netoff et al.,
2005b; Goldberg et al., 2007). Various experimental studies have
shown that the local field potential (LFP) or unit activity of the
primary motor cortex exhibits gamma-band (30–80Hz) oscilla-
tions during behavior (Sanes and Donoghue, 1993; Murthy and
Fetz, 1996; Donoghue et al., 1998; Farmer, 1998). Though these
results are mainly from the primate, we also found strong gamma
oscillatory components of the LFP and neuronal firing in the
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motor cortex of behaving rats (Igarashi et al., unpublished obser-
vation). Therefore, it is of particular interest to clarify whether
the tendency of synchronized oscillatory firing is layer-dependent
in motor cortex. Our electrophysiological recordings from a slice
preparation of rat motor cortex revealed that the preference to
synchronization is layer- and frequency-dependent in rat motor
cortex.
In the second part, we explore the relationship between neu-
ronal activity in different cortical layers and motor behavior by
conducting simultaneous multiunit recordings and juxtacellular
recordings from the motor cortex of rats performing spontaneous
voluntary movement (Isomura et al., 2009). The recordings were
made in the forelimb area of the rat motor cortex (Donoghue
and Wise, 1982; Rouiller et al., 1993; Brecht et al., 2004), where
layer 2/3 pyramidal cells principally project to other cortical
areas, layer 5 pyramidal cells to subcortical structures such as
the spinal cord and the striatum, and layer 6 pyramidal cells to
thalamic nuclei. These excitatory pyramidal cells, along with the
star-like pyramidal cells in layer 4 of this area, also innervate
local cortico-spinal pyramidal cells in layer 5 via axon collater-
als (Cho et al., 2004a,b). An in vitro study of excitatory laminar
connectivity predicted that motor information would flow pri-
marily from layer 2/3 to layer 5 in the primary motor cortex
(Weiler et al., 2008). However, the flow of information in the
microcircuit of motor cortex requires clarification by record-
ings from behaving animals. The role of inhibition in motor
cortex also needs to be tested by experiment. For instance, the
traditional view suggests that inhibitory interneurons inhibit exci-
tatory neurons encoding antagonistic movements (i.e., lateral
inhibition). We addressed these issues by combining juxtacellular
and multiunit recordings, where the former technique provides
accurate spike events and morphological features for recorded
neurons (Pinault, 1996; Klausberger et al., 2003; Lee et al., 2004;
Mallet et al., 2006; de Kock et al., 2007) and the latter technique
enables a simultaneous access to spike events of many neurons
(Harris et al., 2000; Isomura et al., 2006; Merchant et al., 2008).
Our approach uncovered the functional diversity of pyramidal
cells and functional uniformity of fast-spiking (FS) interneu-
rons across all cortical layers in the expression of voluntary
movement.
In the third part, we interpret information coding by highly
irregular firing of a single motor cortex neuron in terms of
a variational principle. While the population signal such as
LFP often exhibits oscillatory behavior in the motor cortex
(and other cortical areas), activity of single neurons is gener-
ally highly irregular in various cortical areas including the pri-
mary motor cortex. Why local cortical circuits simultaneously
exhibit rhythmic oscillatory activity and stochastic irregular firing
remains unclear. However, findings on the biological machinery
for irregular firing, namely a balanced excitatory and inhibitory
synaptic input (Destexhe et al., 2003; Shu et al., 2003), suggest
that the stochastic nature of local cortical circuits is essential
for information processing by the brain (Rao et al., 2002; Ma
et al., 2006; Berkes et al., 2011; Buesing et al., 2011; Teramae
et al., 2012). We closely inspect the statistical properties of
the irregular spike generation by cortical neurons. Based on
our observations, we propose the constrained maximization
of firing-rate entropy (CMFE) as a hypothesis for the neu-
ral code.
PHASE RESPONSE CURVES: MOTOR CORTEX NEURONS
Neurons firing periodically can be regarded as an oscillator. The
PRC describes the response of an oscillator to a weak perturba-
tion given at a certain phase of oscillation θ = 2πt/T, where t
and T denote the time from the previous spike and the period of
repetitive firing, respectively (Kuramoto, 1984; Smeal et al., 2010).
Depending on the stimulus time, the subsequent spike will be
generated at an earlier or a later time. If a small perturbed cur-
rent injected to a neuron advances the time of spike firing in the
subsequent oscillatory cycle, the corresponding PRC takes a pos-
itive value at the phase angle. If the current delays the next spike,
the value of PRC is negative. The PRC of a neuron can be clas-
sified into type 1 or type 2 (Hansel et al., 1995), depending on
whether the curve almost always takes positive values (type 1) or
takes both positive and negative values (type 2).
The PRC is of interest from a viewpoint of the network
dynamics since it has crucial information about rhythmic syn-
chronization (Kuramoto, 1984; Hansel et al., 1995; Ermentrout,
1996; Ermentrout et al., 2001; Nomura et al., 2003; Galan et al.,
2005; Gutkin et al., 2005; Netoff et al., 2005a,b; Takekawa et al.,
2007; Tsubo et al., 2007b), and several methods have been pro-
posed for computing the PRC frommodel and experimental data
(Torben-Nielsen et al., 2010). In general, neurons with a type-2
PRC can easily be synchronized when they are mutually coupled
via fast excitatory synaptic connections, while those with a type-1
PRC may not perfectly be synchronized (Hansel et al., 1995).
However, the stable phase difference calculated with the type-1
PRC can be close to zero at low firing rates (Tsubo et al., 2007a).
Therefore, the relationship between the PRC types and the syn-
chronization properties is not strict. Experimentally, pyramidal
neurons in layer 5 of the cat motor cortex exhibited a type-1 PRC
(Reyes and Fetz, 1993a,b), whereas glutamatergic stellate cells in
layer 2 of the rat entorhinal cortex (Netoff et al., 2005b), pyrami-
dal neurons in rat hippocampal CA3 (Lengyel et al., 2005) and
fast spiking interneurons in somatosensory cortex (Tateno et al.,
2007) displayed a predominantly type-2 PRC. In mouse visual
cortex, the PRC of pyramidal neurons in layer 2/3 were switched
from type 2 to type 1 by cholinergic action (Stiefel et al., 2008).
Thus, neuromodulators can change the PRC type.
To obtain the PRC, we performed intracellular and whole-
cell patch-clamp recordings at the soma of layer 2/3 and layer
5 pyramidal neurons of the rat motor cortex (Tsubo et al.,
2007a) (Figure 1). Although cortical neurons showed a variety of
responses to a step current injection, we only examined those neu-
rons that displayed near-periodic firing patterns. We tested the
PRC of pyramidal neurons in theta (4–8Hz), alpha (8–13Hz),
beta (13–20Hz), and gamma (20–45Hz) frequency ranges. The
PRC depended on the range of firing rates and the cortical lay-
ers to which neurons belong. In the theta, alpha and gamma
frequency ranges, layer 2/3 or layer 5 pyramidal neurons tend
to possess type-2 or type-1 PRCs, respectively. In the beta fre-
quency ranges, the PRCs display type-1 properties in both layer
2/3 and layer 5 pyramidal neurons. However, simulations of cou-
pled oscillators showed that the stable phase difference almost
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FIGURE 1 | Phase response curves obtained from different layers.
(A) The morphological structure of a layer 2/3 pyramidal neuron was
reconstructed. (B) Phase response curves obtained in the alpha (blue;
9 Hz) and gamma (red; 24Hz) frequency ranges of the neuron described
in (A). The abscissa represents the phase at which the neuron was
stimulated by a perturbative input and the ordinate the phase response
to it. Each dot represents a noisy phase response to a stimulus.
Blue and red solid curves display the average PRC obtained by the
least-mean-square method. (C,D) The morphological structure of a layer 5
pyramidal neuron and its phase response curves obtained in the alpha
(blue; 9Hz) and gamma (red; 21Hz) frequency ranges. [Modified from
Tsubo et al. (2007a)].
vanishes at such low frequencies even if the PRC belongs to type 1
(Figure 2).
The implications of the above results for oscillatory synchro-
nization are as follows. In the gamma frequency range, which is
of particular cognitive importance (Ward, 2003; Herrmann et al.,
2004), recurrent AMPA synaptic connections possibly promote
synchronous neuronal firing of layer 2/3 pyramidal neurons, but
not that of layer 5 pyramidal neurons. Compared to the gamma
frequency range, the differences in the PRC type will not be cru-
cial for synchronous firing in the theta, alpha and beta frequency
ranges owing to the long time scales of the oscillation period
relative to the decay constant of the AMPA receptor-mediated
synaptic current.
In summary, the PRCs of the population of layer 5 pyramidal
neurons displayed no significantly negative phase in all frequency
ranges, suggesting that the PRC type of these neurons is primar-
ily type 1. In contrast, the phase responses recorded from layer
2/3 pyramidal neurons constitutes a heterogeneous mixture of the
two types. In the superficial layer, the type 2 is dominant phase
response type in the gamma frequency range and seems to be
dominant also in the theta frequency range. Both type 1 and type
2 appear equally often in the alpha and beta frequency ranges.
In 46% of the layer 2/3 neurons and 30% of the layer 5 neurons,
the PRC types were different in the different frequency ranges.
Implications of the heterogeneous mixture of the PRC types for
the dynamics of neuronal synchronization are found in Tsubo
et al. (2007b).
MOTOR CORTEX ACTIVITY DURING VOLUNTARY
MOVEMENTS
As described above, we found that the potential ability of sin-
gle neurons for synchronization is different between superficial
and deep layers of the rat motor cortex in vitro. Then, how do
FIGURE 2 | Simulations of neural oscillators coupled with a PRC obtained
for a motor cortex neuron. (A) Initial states and steady states were obtained
by numerical simulations of 30 neuronal oscillators coupled mutually via fast
AMPA synapses: a, 40Hz (type 2); b, 40Hz (type 1); c, 10Hz (type 1). Vertical
bars at the bottom of each raster plot represent all spikes of the 30 neurons in
one sequence to visualize the degree of synchrony. (B) How the degree of
synchrony evolved in the 30-neuron networks shown in (A)was presented
using the phase order parameters, which are equal to unity when all oscillators
are entrained into perfect in-phase synchronization, while it is zero when they
exhibit asynchronous oscillations. [Modified from Tsubo et al. (2007a)].
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the motor cortex neurons work cooperatively in order to exe-
cute a certain voluntary movement in vivo? For example, it is
possible that superficial layer neurons of motor cortex may partic-
ipate in preparation for the movement while deep layer neurons
participate in execution of it. It is also possible that excitatory
pyramidal cells of motor cortex may drive the movement while
inhibitory interneurons simply suppress it. However, it has been
technically difficult to morphologically identify an electrophys-
iologically recorded neuron, or even to distinguish excitatory
(pyramidal cells) and inhibitory (interneurons), in awake ani-
mals, especially in those performing an operant behavioral task.
To address this issue, we first developed an efficient task-training
system in which several rats simultaneously and independently
learned a behavioral task (e.g., an operant learning of lever
manipulation with forelimb) in a head-fixed condition (Isomura
et al., 2009; see also Kimura et al., 2012). This enabled us to
test a sufficient number of behaving animals for morphologi-
cal and electrophysiological experiments. We thus combined the
behavioral task system with a juxtacellular recording, which is a
unique electrophysiological technique to record spiking activity
of a single neuron accurately and stably, and later to visualize its
morphological structure (Pinault, 1996).
Our juxtacellular recordings from the forelimb area of motor
cortex during forelimb movements revealed that identified pyra-
midal cells increased their spiking activity at a variety of timing
around the onset of lever pull movement (Isomura et al., 2009).
Some of them showed sustained or slowly changing activation
in a lever hold period before the movement onset (Figure 3A;
namely, hold-related activity), which might be involved in motor
preparation or suppression, and others showed phasic activation
during the movement (Figure 3B; movement-related activity),
which might be involved in motor execution or sensory feedback.
Thus, the pyramidal cells of motor cortex participate in several
different functions for a voluntary movement. Importantly, we
revealed the pyramidal cells with hold-related activity were not
restricted to a specific layer, but in all the layers of motor cor-
tex except for layer 1. The pyramidal cells with movement-related
activity were also present in layers 2 through 6 of motor cor-
tex. Though recent work in primate motor cortex suggests that
relationships between neuronal activity and motor behavior are
generally complex (Churchland et al., 2012), the execution and
preparation phases of movement likely represent distinct task
demands and may be treated separately, as in the present task.
It is noteworthy that Weiler et al. (2008) indicated that an excita-
tory connection from superficial (2/3) layers to deep (5) layer is
the strongest pathway between distinct layers of the motor cortex.
Thus, the movement-related pyramidal cells in the layer 2/3 may
send their motor information to those in the layer 5 to execute the
movement.
Now we turn to the functional activity of a major subclass of
neocortical GABAergic interneurons, i.e., FS interneurons includ-
ing the basket cells and chandelier cells morphologically, and
often expressing the calcium-binding protein parvalbumin as an
FS neuron-specific marker (Markram et al., 2004). We obtained
juxtacellular recordings from the FS interneurons of motor cor-
tex during the voluntary movement. In contrast to the functional
diversity of pyramidal cells, most of the FS neurons dominantly
exhibited the phasic movement-related activity in relation to
the voluntary movement (Figure 3C; Isomura et al., 2009). It
is therefore unlikely that the FS neurons simply suppress actual
FIGURE 3 | Functional activity in identified motor cortex neurons.
(A) Juxtacellularly identified layer 5 pyramidal cell that exhibited hold-related
activity. Left, visualized soma and dendrites (black) and axons (red). Right,
recorded spike waveforms (top) and functional spike activity histogram
aligned with the onset of lever pull movement (0 s). (B) Layer 5 pyramidal cell
with movement-related activity. (C) Layer 5 fast-spiking (FS) basket cell with
movement-related activity. Bottom, fluorescent images for Neurobiotin (NB)
and parvalbumin (PV). [Modified from Isomura et al. (2009)].
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muscular movements through inhibitory synaptic transmissions.
One may consider two possibilities to account for their phasic
activation during voluntary movements. One possibility is “bal-
anced inhibition” (feedforward inhibition), in which inhibitory
FS neurons shape a motor command together with excitatory
pyramidal cells. This hypothetical function is similar to balanced
inhibition observed in the auditory cortex (Wehr and Zador,
2003) and somatosensory cortex (Okun and Lampl, 2008). The
other is “recurrent inhibition” (feedback inhibition), in which
excitatory pyramidal cells for a specific movement selectively
inactivate nearby neurons coding unnecessary movements via
collateral activation of inhibitory neurons (Georgopoulos and
Stefanis, 2007). In any case, the FS neurons do not extinguish a
voluntarymovement, but actively elaborate it in cooperation with
the pyramidal cells.
Furthermore, we analyzed multiunit activity in the motor cor-
tex to examine functional interactions among putative excitatory
and inhibitory cortical neurons during voluntary movements
(Isomura et al., 2009). In the multiunit analysis, spikes were auto-
matically isolated and clustered by our spike-sorting software
(Takekawa et al., 2010, 2012), and then we classified the spike clus-
ters into regular-spiking (RS) and FS neurons by the difference in
spike width. The RS neurons in the neocortex appear to bemainly
excitatory pyramidal cells, but also likely include inhibitory non-
FS interneurons. Conversely, some pyramidal cells were recently
shown to discharge thin spikes and may be misclassified as
interneurons (Suter et al., 2012). Figure 4 shows that an example
pair of one RS neuron and one FS neuron with movement-related
activity increased the probability of their synchronous spiking
within several milliseconds, which is represented by a single
short-latency peak in their cross-correlogram. The RS neuron dis-
played similar synchronous spiking with another RS neuron with
hold-related activity, too. Thus, motor cortex neurons discharged
synchronously with functionally similar or different neurons,
which happened in about 2% of possible neuron pairs. Such
synchronous spiking between two neurons can be driven directly
by monosynaptic excitation (Barthó et al., 2004) or indirectly by
common excitatory inputs from the third neuron. In both cases,
the highly effective synaptic excitation may be clarified by excep-
tional large-amplitude synaptic transmissions (Lefort et al., 2009;
Morishima et al., 2011).
IRREGULAR NEURONAL FIRING IN MOTOR CORTEX
In the former section, we showed the dynamical behavior of
neuronal networks in the primary motor cortex of rats perform-
ing a simple lever movement behavior. The results of in vivo
electrophysiological recordings demonstrated that motor cortical
neurons exhibit diverse functional neuronal subtypes in different
layers and each neuronal subtype is activated concurrently, rather
than sequentially, in the multiple layers. In this section, we turn to
yet another question about the implications of irregular firing of
a single motor cortex neuron for information coding. Namely, we
propose that firing of cortical neurons distribute their firing rates
to maximize the amount of total information represented by the
distributed firing rates under some constraints, which wemay call
“the CMFE” hypothesis.
We first explain key observations to the CMFE about the sta-
tistical property of irregular spike sequences in the motor cortex
of behaving rats. For given statistics of input spike trains, distri-
butions of inter-spike intervals (ISIs) represent a basic property
of the responses of neurons. Poisson distributions or gamma dis-
tributions are generally considered to well represent the ISI distri-
butions of cortical neurons. However, we recently found that the
ISI distributions of the majority of motor cortex neurons show
a power-law decaying long tail in behaving rats (Figure 5) (Tsubo
et al., 2012). The power law of ISI distributions was found inmore
than half of the motor cortex neurons we recorded irrespective of
their laminar locations and functional subtypes. Thus, a question
was raised about whether the power-law ISI distributions have
any implication for the information representation of cortical
FIGURE 4 | Synchronous spiking among motor cortex neurons.
Cross-correlograms (black, C.C.G.; 1ms bins) among a regular-spiking (RS)
neuron with movement-related activity (green), an FS neuron with
movement-related activity (gray), and another RS neuron with hold-related
activity (blue). Top, spike waveforms [scale bars, 1ms (the same for all spike
traces) and 0.1mV]. Bottom, pull-aligned (0 s) functional spike activity
histogram (colored; 20ms bins) in each neuron. Vertical bars indicate the
onset of lever-pull. Each arrow means the direction of delay suggested by the
peak in C.C.G. Y-axes indicate firing rate (Hz) in all the histograms. [Modified
from Isomura et al. (2009)].
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FIGURE 5 | Power-law ISI distributions of in vivo motor cortex neurons
in different layers. Juxta-cellular visualization and double-logarithmic plots of
the ISI histograms (blue curves) of pyramidal neurons (A) and fast-spiking
interneurons (B) recorded in layers 3, 4, 5, and 6 of rat motor cortex. The
plots were fitted by neuron-dependent beta-2 distributions (red), and light
micrographs display the morphological reconstruction of the eight neurons
obtained by DAB (3,3′ -diaminodbenzidine)-Nickel staining. The four neurons
in (B) expressed parvalbumin (PV), a fast-spiking interneuron specific marker
(blue: PV, green: biocytin or Neurobiotin). Inset of each panel represents the
ISI distributions constructed from the 1st (black) and 2nd (green) halves of
the same spike train. They prove the stationarity of the ISI distributions
during the recordings. [Modified from Tsubo et al. (2012)].
neurons. What message should we read out about cortical com-
putation from such ISI distributions?
To answer this question, we employ the following double
stochastic gamma (DSG)model and describe the ISI distributions
of in vivo motor cortex neurons as:
Pvivo(T) =
∫ ∞
0
q(T|r)Pvivo(r)dr, (1)
where T stands for ISI. This equation regards a neuron as a trans-
lator of its internal state into an irregular output spike train of
firing rate r, when irregular input spike trains set the neuron in the
specific internal state. Note that here the firing rate r is regarded
as a parameter that specifies neuron’s internal state. For the con-
sistency of the framework, the rate parameter should coincide
with the firing rate of the neuron for stationary synaptic input.
However, the value of r may vary dynamically and fluctuate in
time for non-stationary synaptic input. Then, Pvivo(r) is regarded
as the probability that input to the neuron sets the value of the
rate parameter equal to r, and q(T|r) refers to the ISI distribution
at given rate r and represents an intrinsic property of the neuron
in spike generation.
Wemay determine the expression of q(T|r) bymeasuring spike
sequences of pharmacologically isolated neurons responding to
a fluctuating input current that mimics balanced excitatory and
inhibitory synaptic input. We indeed performed such recordings
from a slice preparation of motor cortex and found that q(T|r)
is given as a gamma distribution for the mean rate r (Miura
et al., 2007). Then, Equation 1 implies that the ISI distribu-
tion of an in vivo cortical neuron is given as the convolution of
the ISI distribution of in vitro neurons and the distribution of
the instantaneous values of the rate parameter. This is a good
approximation if the rate parameter changes its value only slowly
compared to the cell’s instantaneous rate of spike generation. If we
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use the fact that Pvivo(T) is well expressed by a class of power-law
distributions called “generalized beta-2 distribution”:
Pvivo(T) ∼ Pβ2 (T) = τ
α(α+ κ)
(α)(κ)
Tκ−1
(T + τ)α+ κ , (2)
we can analytically show that Pvivo(r) is well described as
the gamma distribution with the mean R = α/κτ: Pvivo(r) =
[(α/R)α/(α)]rα− 1e−αr/R.
Now, an intriguing question arises. Why does Pvivo(r) assume
a form of the gamma distribution in the majority of motor cortex
neurons? Does it happen to be so or is there any profound reason
for that? In the next section, we show some evidence supporting
for the latter.
CMFE: A VARIATIONAL PRINCIPLE
Fundamental principles in physics and biology are often written
in terms of variational principles in mathematics. For instance,
in statistical physics the equilibrium state of a stochastic sys-
tem is represented as a solution that minimizes the free energy,
which is a function of the temperature and the microscopic vari-
ables describing the dynamical system. This view was also argued
for the nonlinear dynamics of neural networks (Friston, 2010).
In the present case, we consider the problem of minimizing the
following objective function:
J = −H[R] + λr
(
R¯ − Rmax
) + λe (H[T|R] − Hmax)
+λ0
(∫ ∞
0
Ps(r)dr − 1
)
. (3)
Below, we explain the meaning of each term in the right-hand side
of the above functional J.
The first term in Equation 3 expresses the negative entropy of
the time-varying firing rate of the neuron as a functional of the
stationary distribution of firing rate Ps(r):
H[R] = −
∫ ∞
0
Ps(r) ln Ps(r)dr. (4)
We note that minimizing J essentially implies the maximization of
the firing-rate entropy H(R). If this entropy is larger, the neuron
is considered to use a wider variety of firing rates in its output
spike train. The second term involves the average firing rate of the
neuron
R¯ =
∫ ∞
0
rPs(r)dr, (5)
and represents a constraint on the maximum value of the aver-
age firing rate. Since neuronal firing will require more energy
at a higher frequency, this term imposes a limitation on the
energy consumption of cell firing. The third term involves the
conditional response entropy:
H [T|R] = −
∫ ∞
0
Ps (r)
∫ ∞
0
q (T|r) log q (T|r) dTdr, (6)
which represents the average uncertainty of sequence of the ISIs
generated by the neuron. The above quantity was also called
“neuronal noise” (Borst and Theunissen, 1999). In this view,
the function q(T|r) describes the degree of irregularity in the
spike generation of the neuron at given firing rate r. Thus,
the smaller the conditional response entropy is, the more reli-
able the spike generation is (Stevens and Zador, 1998). The last
term in Equation 3 imposes the normalization condition on the
probability density function Ps(r).
To obtain the stationary firing-rate distribution Ps(r) in
CMFE, we have to find out such a Ps(r) that minimizes J with
Lagrange multipliers satisfying −∞ < λ0 < ∞ and λr,λe ≥ 0.
This minimization problem implies the maximization of the
entropy of the firing-rate distribution H[R] under the con-
straints on the energy consumption (the maximum of aver-
age firing rate) and the maximum conditional entropy H[T|R].
For a scale-invariant ISI distribution q(T|r)dT = f (Tr)rdT,
we can analytically solve the above maximization problem to
find Ps(r). Especially for the gamma ISI distribution q(T|r) =
[(κr)κ/(κ)]Tκ−1e−κrT(Miura et al., 2007), Ps(r) is also given as
a gamma distribution (Kuhn and Tucker, 1951): Ps(r) ∝ rλe e−λr r .
Thus, Ps(r) coincides with Pvivo(r) after appropriate redefinition
of the parameters.
IMPLICATIONS OF CMFE FOR NEURAL INFORMATION
TRANSMISSIONS
The hypothesis of CMFE describes a solution to solve the cost-
information trade-off in irregular neuronal firing. The CMFE
hypothesis is an extension of the “maximum entropy of firing
rate” with additional constraints on the conditional response
entropy, where the firing-rate entropy means the variety of firing
rates available for neuronal communication. The average energy
consumed by a neuron may increase proportionally with firing
rate. However, the conditional entropy will be increased for out-
put spike trains if neurons use lower firing rate more frequently.
Thus, our results imply that the firing rate values of motor cor-
tex neurons are distributed so as to balance the tradeoff between
the average uncertainty of output spike sequences and the energy
consumption in spike generation.
The CMFE hypothesis is different from the so-called mutual
information maximization (MIM). Mutual information between
two probability variables represents the amount of informa-
tion obtained for a variable by measuring the other. A widely
adopted hypothesis is that neurons maximize mutual informa-
tion between input and output (MacKay and McCulloch, 1952;
Stein, 1967; Linsker, 1986; Bell and Sejnowski, 1995). According
to MIM, noisy spiking neurons can maximize mutual informa-
tion at given average firing rate only when it takes discrete values
(Chan et al., 2005; Ikeda andManton, 2009). However, such a dis-
crete representation with firing rate does not seem to be consistent
with our observations in rat motor cortex, and the CMFE hypoth-
esis better accounts for the spike statistics of in vivo neurons in all
layers of motor cortex.
DISCUSSION
We reviewed the PRCs of RS pyramidal neurons in layers 2/3 and 5
recorded from slice preparations of the ratmotor cortex. The PRC
is of particular interest since it gives some information onwhether
neurons may be synchronized or desynchronized with given
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synaptic input. We have found that the intrinsic response prop-
erty of pyramidal neurons in oscillatory synchronization depends
on the range of firing rates and the cortical layers they belong
to. Interesting differences between cortical layers are observed
in the PRCs in gamma band. Namely, in the frequency range
from 20 to 80Hz, layer 2/3 or layer 5 pyramidal neurons tend to
possess type-2 or type-1 PRCs, respectively. These results imply
that recurrent AMPA synaptic connections possibly promote
synchronous neuronal firing of layer 2/3 pyramidal neurons in
gamma band, but not that of layer 5 pyramidal neurons. The PRC
type was also different in the theta frequency range. However,
numerical simulations of a network model showed that the stable
phase difference is close to 0 at low frequencies of 8–13Hz even
if the PRC belongs to type 1 (Tsubo et al., 2007a). Therefore, the
layer-dependence of the PRC type may play an active role in syn-
chronous firing at gamma frequencies, but not in other frequency
ranges in rat motor cortex.
We may speculate possible implications of the above find-
ings on PRCs for layer-specific cortical computations. The major
portion of excitatory synapses on layer 2/3 pyramidal neurons
originates from the surrounding layer 2/3 pyramidal neurons
(Thomson and Bannister, 2003; Binzegger et al., 2004). Then,
the layer 2/3 pyramidal neurons might serve as “resonant oscil-
lators” (Izhikevich, 2000, 2004) through the synergistic effects
of the rich recurrent synapses and the type-2 PRC. By contrast,
layer 5 pyramidal neurons might operate as “integrators” since
the type-1 neuron exhibits a continuous spectrum of firing rate
from very low to high frequencies (Hodgkin, 1948; Tateno et al.,
2004). These views seem to be consistent with the significant dif-
ferences in firing rate between the superficial and deep layers of
motor cortex in behaving rats.
Our observations in the microcircuit of motor cortex in
behaving rats undoubtedly excludes the “layer-by-layer activa-
tion” hypothesis in which each layer of motor cortex has its own
function for the movement phases, e.g., layers 2/3 for motor
preparation and layer 5 for motor execution; instead, it supports
“multi-layer activation” hypothesis that all the cortical layers
cooperatively participate in every phase of the voluntary move-
ment. Nevertheless, it is quite likely that a superficial layer circuit
and a deep layer circuit may process the same information by dif-
ferent circuitry algorithms or for different functional purposes,
since the spiking activity of deep layer neurons is generally much
higher than that of superficial layer neurons in the neocortex. In
fact, our preliminary data suggest that hold-related activity neu-
rons are not distributed uniformly along the motor cortex layers
(Igarashi et al., unpublished observation). Besides layer differ-
ences, it remains elusive whether the motor information simply
flows in a one-way direction from superficial to deeper layers
intracortically or reverberates for signal amplification or develop-
ment through cortico-cortical and cortico-subcortical loops [cf.,
Weiler et al. (2008) and Anderson et al. (2010) for layer-specific
connectivity in motor cortex]. In addition, we recently found that
most motor cortex neurons were phase-locked to gamma oscilla-
tions of LFP (Igarashi et al., unpublished observation). It suggests
that these neurons may communicate in a microcircuit through
spike synchronization on a specific phase of the gamma oscilla-
tions. As neocortical gamma oscillations are widely influenced by
the hippocampal theta activity (Sirota et al., 2008), synchronous
spiking during gamma oscillations may be a common mecha-
nism underlying neuronal communications in the neocortex and
hippocampus.
Finally, we have proposed CMFE to account for the power-law
statistics of irregular firing of motor cortex neurons. The hypoth-
esis of CMFE yields a novel view of the way neurons translate
information on firing rate into irregular spike trains. A signifi-
cant advantage of the brain over modern supercomputers is the
very low power consumption. While the storage and transmis-
sion of information should be very accurate in electric computers,
the CMFE does not require a very high accuracy. Artificial infor-
mation machines require the precision at the expense of the
amount of representable information, i.e., the entropy, whereas
the brain likely possesses a variety of communication windows
at the expense of the transfer information. The CMFE suggests a
mathematical principle for neural information coding alternative
to the maximization of mutual information.
Our results explained in this article have revealed some key
features of the layer-specific information processing in the micro-
circuit of motor cortex. However, the basic circuit design for this
information processing still remains largely unknown. In partic-
ular, we predict a link between the CMFE hypothesis for irregular
spiking and the multi-band oscillations observed in motor cor-
tex. In this respect, it is intriguing to examine whether the CMFE
hypothesis is valid for sensory cortices, which often display sig-
nificant gamma oscillations. What aspect of motor information
is processed in each layer? How does such information flow
between different layers? How does each layer of motor cortex
communicate with other cortical and subcortical regions? All
these questions should be answeredmore clearly in future studies.
ACKNOWLEDGMENTS
This work was partly supported by Grants-in-Aid for Scientific
Research on Innovative Areas (no. 22115013) to Tomoki Fukai
and Grants-in-Aid for Young Scientists (B) (22700323) to
Yasuhiro Tsubo.
REFERENCES
Anderson, C. T., Sheets, P. L., Kiritani,
T., and Shepherd, G. M. (2010).
Sublayer–specific microcircuits of
corticospinal and corticostriatal
neurons in motor cortex. Nat.
Neurosci. 13, 739–744.
Barthó, P., Hirase, H., Monconduit,
L., Zugaro, M., Harris, K.
D., and Buzsáki, G. (2004).
Characterization of neocortical
principal cells and interneurons by
network interactions and extracel-
lular features. J. Neurophysiol. 92,
600–608.
Bell, A. J., and Sejnowski, T. J. (1995).
An information–maximization
approach to blind separation and
blind deconvolution. Neural Compt.
7, 1129–1159.
Berkes, P., Orbán, G., Lengyel, M., and
Fiser, J. (2011). Spontaneous corti-
cal activity reveals hallmarks of an
optimal internal model of the envi-
ronment. Science 331, 83–87.
Binzegger, T., Douglas, R. J., and
Martin, K. A. (2004). A quantita-
tive map of the circuit of cat pri-
mary visual cortex. J. Neurosci. 24,
8441–8453.
Borst, A., and Theunissen, F. E.
(1999). Information theory and
neural coding. Nat. Neurosci. 2,
947–957.
Brecht, M., Krauss, A., Muhammad, S.,
Sinai–Esfahani, L., Bellanca, S., and
Margrie, T. W. (2004). Organization
of rat vibrissa motor cortex and
adjacent areas according to cytoar-
chitectonics, microstimulation and
Frontiers in Neural Circuits www.frontiersin.org May 2013 | Volume 7 | Article 85 | 8
Tsubo et al. Dynamics and information in motor cortex
intracellular stimulation of identi-
fied cells. J. Comp. Neurol. 479,
360–373.
Buesing, L., Bill, J., Nessler, B., and
Maass, W. (2011). Neural dynamics
as sampling: a model for stochastic
computation in recurrent networks
of spiking neurons. PLoS Comput.
Biol. 7:e1002211. doi: 10.1371/jour-
nal.pcbi.1002211
Chan, T. H., Hranilovic, S., and
Kschischang, F. R. (2005). Capacity–
achieving probability measure for
conditionally Gaussian channels
with bounded inputs. IEEE Trans.
Inf. Theory 51, 2073–2088.
Cho, R. H., Segawa, S., Mizuno, A., and
Kaneko, T. (2004a). Intracellularly
labeled pyramidal neurons in the
cortical areas projecting to the
spinal cord. I. Electrophysiological
properties of pyramidal neurons.
Neurosci. Res. 50, 381–394.
Cho, R. H., Segawa, S., Okamoto,
K., Mizuno, A., and Kaneko, T.
(2004b). Intracellularly labeled
pyramidal neurons in the cortical
areas projecting to the spinal cord.
II. Intra– and juxta–columnar
projection of pyramidal neurons
to corticospinal neurons. Neurosci.
Res. 50, 395–410.
Churchland, M. M., Cunningham, J.
P., Kaufman, M. T., Foster, J. D.,
Nuyujukian, P., Ryu, S., et al. (2012).
Neural population dynamics during
reaching. Nature 487, 51–56.
Churchland, M. M., and Shenoy, K.
V. (2007). Temporal complexity
and heterogeneity of single-
neuron activity in premotor and
motor cortex. J. Neurophysiol. 97,
4235–4257.
de Kock, C. P. J., Bruno, R. M., Spors,
H., and Sakmann, B. (2007). Layer–
and cell type–specific suprathresh-
old stimulus representation in rat
primary somatosensory cortex.
J. Physiol. (Lond.) 581, 139–154.
Destexhe, A., Rudolph, M., and Paré, D.
(2003). The high-conductance state
of neocortical neurons in vivo. Nat.
Rev. Neurosci. 4, 739–751.
Donoghue, J. P., Sanes, J. N.,
Hatsopoulos, N. G., and Gaál,
G. (1998). Neural discharge and
local field potential oscillations in
primate motor cortex during vol-
untary movements. J. Neurophysiol.
79, 159–173.
Donoghue, J. P., and Wise, S. P.
(1982). The motor cortex of the rat:
cytoarchitecture and microstimula-
tion mapping. J. Comp. Neurol. 212,
76–88.
Ermentrout, B. (1996). Type I mem-
branes, phase resetting curves,
and synchrony. Neural Comput. 8,
979–1001.
Ermentrout, B., Pascal, M., and Gutkin,
B. (2001). The effects of spike
frequency adaptation and negative
feedback on the synchronization of
neural oscillators. Neural Comput.
13, 1285–1310.
Farmer, S. F. (1998). Rhythmicity,
synchronization and binding in
human and primate motor systems.
J. Physiol. 509, 3–14.
Friston, K. (2010). The free–energy
principle: a unified brain theory?
Nat. Rev. Neurosci. 11, 127–138.
Galan, R. F., Ermentrout, G. B., and
Urban, N. N. (2005). Efficient esti-
mation of phase–resetting curves
in real neurons and its significance
for neural–network modeling. Phys.
Rev. Lett. 94, 158101.
Georgopoulos, A. P., Schwartz, A. B.,
and Kettner, R. E. (1986). Neuronal
population coding of movement
direction. Science 233, 1416–1419.
Georgopoulos, A. P., and Stefanis, C.
N. (2007). Local shaping of function
in the motor cortex: motor contrast,
directional tuning. Brain Res. Rev.
55, 383–389.
Goldberg, J. A., Deister, C. A., and
Wilson, C. J. (2007). Response
properties and synchronization of
rhythmically–firing dendritic neu-
rons. J. Neurophysiol. 97, 208–219.
Gutkin, B. S., Ermentrout, G. B., and
Reyes, A. D. (2005). Phase–response
curves give the responses of neurons
to transient inputs. J. Neurophysiol.
94, 1623–1635.
Hansel, D., Mato, G., and Meunier,
C. (1995). Synchrony in excitatory
neural networks. Neural Comput. 7,
307–337.
Harris, K. D., Henze, D. A., Csicsvari, J.,
Hirase, H., and Buzsáki, G. (2000).
Accuracy of tetrode spike separa-
tion as determined by simultane-
ous intracellular and extracellular
measurements. J. Neurophysiol. 84,
401–414.
Hatsopoulos, N. G., and Suminski, A.
J. (2011). Sensing with the motor
cortex. Neuron 72, 477–487.
Herrmann, C. S., Munk, M. H., and
Engel, A. K. (2004). Cognitive
functions of gamma–band activity:
memory match and utilization.
Trends Cogn. Sci. 8, 347–355.
Hodgkin, A. L. (1948). The local elec-
tric changes associated with repet-
itive action in a non–medullated
axon. J. Physiol. 107, 165–181.
Ikeda, S., and Manton, J. H. (2009).
Capacity of a single spiking neu-
ron channel. Neural Compt. 21,
1714–1748.
Isomura, Y., Harukuni, R., Takekawa,
T., Aizawa, H., and Fukai, T.
(2009). Microcircuitry coordina-
tion of cortical motor information
in self–initiation of voluntary
movements. Nat. Neurosci. 12,
1586–1593.
Isomura, Y., Sirota, A., Ozen, S.,
Montgomery, S., Mizuseki, K.,
Henze, D. A., et al. (2006).
Integration and segregation of
activity in entorhinal–hippocampal
subregions by neocortical slow
oscillations. Neuron 52, 871–882.
Izhikevich, E. M. (2000). Neural
excitability, spiking, and bursting.
Int. J. Bifurc. Chaos 10, 1171–1266.
Izhikevich, E. M. (2004). Which model
to use for cortical spiking neu-
rons? IEEE Trans. Neural Netw. 15,
1063–1070.
Kimura, R., Saiki, A., Fujiwara–
Tsukamoto, Y., Ohkubo, F.,
Kitamura, K., Matsuzaki, M.,
et al. (2012). Reinforcing operan-
dum: rapid and reliable learning
of skilled forelimb movements by
head–fixed rodents. J. Neurophysiol.
108, 1781–1792.
Klausberger, T., Magill, P. J., Márton,
L. F., Roberts, J. D., Cobden, P.
M., Buzsáki, G., et al. (2003). Brain
state– and cell type–specific firing of
hippocampal interneurons in vivo.
Nature 421, 844–848.
Kuhn, H. W., and Tucker, A. W. (1951).
“Nonlinear programming,” in
Proceedings of the Second Berkeley
Symposium on Mathematical
Statistics and Probability (Berkeley,
CA), 481–492.
Kuramoto, Y. (1984). Chemical
Oscillations, Waves, and Turbulence.
Berlin: Springer–Verlag.
Lee, M. G., Manns, I. D., Alonso,
A., and Jones, B. E. (2004). Sleep–
wake related discharge properties
of basal forebrain neurons recorded
with micropipettes in head–fixed
rats. J. Neurophysiol. 92, 1182–1198.
Lefort, S., Tomm, C., Floyd Sarria, J.
C., and Petersen, C. C. (2009). The
excitatory neuronal network of the
C2 barrel column in mouse primary
somatosensory cortex. Neuron 61,
301–316.
Lengyel, M., Kwag, J., Paulsen, O.,
and Dayan, P. (2005). Matching
storage and recall: hippocampal
spike timing-dependent plasticity
and phase response curves. Nat.
Neurosci. 8, 1677–1683.
Linsker, R. (1986). From basic net-
work principles to neural architec-
ture: emergence of orientationse-
lective cells. Proc. Natl. Acad. Sci.
U.S.A. 83, 8390–8394.
Ma,W. J., Beck, J.M., Latham, P. E., and
Pouget, A. (2006). Bayesian infer-
ence with probabilistic population
codes. Nat. Neurosci. 9, 1432–1438.
MacKay, D. M., and McCulloch, W.
S. (1952). The limiting information
capacity of a neuronal link. Bull.
Math. Biophys. 14, 127–135.
Mallet, N., Ballion, B., Le Moine, C.,
and Gonon, F. (2006). Cortical
inputs and GABA interneurons
imbalance projection neurons in
the striatum of parkinsonian rats.
J. Neurosci. 26, 3875–3884.
Markram, H., Toledo–Rodriguez, M.,
Wang, Y., Gupta, A., Silberberg, G.,
and Wu, C. (2004). Interneurons
of the neocortical inhibitory system.
Nat. Rev. Neurosci. 5, 793–807.
Merchant, H., Naselaris, T., and
Georgopoulos, A. P. (2008).
Dynamic sculpting of directional
tuning in the primate motor cortex
during three–dimensional reaching.
J. Neurosci. 28, 9164–9172.
Miura, K., Tsubo, Y., Okada, M., and
Fukai, T. (2007). Balanced exci-
tatory and inhibitory inputs to
cortical neurons decouple firing
irregularity from rate modulations.
J. Neurosci. 27, 13802–13812.
Morishima, M., Morita, K., Kubota, Y.,
and Kawaguchi, Y. (2011). Highly
differentiated projection–specific
cortical subnetworks. J. Neurosci.
31, 10380–10391.
Murthy, V. N., and Fetz, E. E.
(1996). Oscillatory activity in
sensorimotor cortex of awake
monkeys: synchronization of
local field potentials and relation
to behavior. J. Neurophysiol. 76,
3949–3967.
Netoff, T. I., Acker, C. D., Bettencourt,
J. C., and White, J. A. (2005a).
Beyond two–cell networks: exper-
imental measurement of neuronal
responses to multiple synaptic
inputs. J. Comput. Neurosci. 18,
287–295.
Netoff, T. I., Banks, M. I., Dorval, A.
D., Acker, C. D., Haas, J. S., Kopell,
N., et al. (2005b). Synchronization
in hybrid neuronal networks
of the hippocampal formation.
J. Neurophysiol. 93, 1197–1208.
Nomura, M., Fukai, T., and Aoyagi, T.
(2003). Synchrony of fast–spiking
interneurons interconnected by
GABAergic and electrical synapses.
Neural Comput. 15, 2179–2198.
Okun, M., and Lampl, I. (2008).
Instantaneous correlation of excita-
tion and inhibition during ongoing
and sensory-evoked activities. Nat.
Neurosci. 11, 535–537.
Pinault, D. (1996). A novel single–cell
staining procedure performed
in vivo under electrophysiologi-
cal control: morpho–functional
features of juxtacellularly labeled
thalamic cells and other central neu-
rons with biocytin or Neurobiotin.
J. Neurosci. Methods 65,
113–136.
Frontiers in Neural Circuits www.frontiersin.org May 2013 | Volume 7 | Article 85 | 9
Tsubo et al. Dynamics and information in motor cortex
Rao, R. P. N., Olshausen, B. A., and
Lewicki, M. S. (2002). Probabilistic
Models of the Brain. Cambridge,
MA: MIT Press.
Reyes, A. D., and Fetz, E. E. (1993a).
Two modes of interspike inter-
val shortening by brief transient
depolarizations in cat neocorti-
cal neurons. J. Neurophysiol. 69,
1661–1672.
Reyes, A. D., and Fetz, E. E. (1993b).
Effects of transient depolar-
izing potentials on the firing
rate of cat neocortical neurons.
J. Neurophysiol. 69, 1673–1683.
Rouiller, E. M., Moret, V., and Liang,
F. (1993). Comparison of the
connectional properties of the
two forelimb areas of the rat
sensorimotor cortex: support for
the presence of a premotor or
supplementary motor cortical
area. Somatosens. Mot. Res. 10,
269–289.
Sanes, J. N., and Donoghue, J. P. (1993).
Oscillations in local field poten-
tials of the primate motor cortex.
Proc. Natl. Acad. Sci. U.S.A. 90,
4470–4474.
Shepherd, G. M. G. (2009).
Intracortical cartography in an
agranular area. Front. Neurosci. 3:3.
doi: 10.3389/neuro.01.030.2009
Shu, Y., Hasenstaub, A., and
McCormick, D. A. (2003). Turning
on and off recurrent balanced
cortical activity. Nature 423,
288–293.
Sirota, A., Montgomery, S., Fujisawa,
S., Isomura, Y., Zugaro, M., and
Buzsáki, G. (2008). Entrainment
of neocortical neurons and gamma
oscillations by the hippocampal
theta rhythm. Neuron 60, 683–697.
Smeal, R. M., Ermentrout, G. B.,
and White, J. A. (2010). Phase-
response curves and synchronized
neural networks. Philos. Trans.
R. Soc. Lond. B Biol. Sci. 365,
2407–2422.
Stein, R. B. (1967). The information
capacity of nerve cells using a fre-
quency code. Biophys. J. 7, 797–826.
Stevens, C. F., and Zador, A. M.
(1998). Input synchrony and
the irregular firing of corti-
cal neurons. Nat. Neurosci. 1,
210–217.
Stiefel, K. M., Gutkin, B. S., and
Sejnowski, B. S. (2008). Cholinergic
neuromodulation changes phase
response curve shape and type
in cortical pyramidal neu-
rons. PLoS ONE 3:e3947. doi:
10.1371/journal.pone.0003947
Suter, B. A., Migliore, M., and
Shepherd, G. M. (2012). Intrinsic
electrophysiology of mouse corti-
cospinal neurons: a class-specific
triad of spike-related properties.
Cereb. Cortex, doi: 10.1093/cercor/
bhs184. [Epub ahead of print].
Takekawa, T., Aoyagi, T., and Fukai,
T. (2007). Synchronous and asyn-
chronous bursting states: role
of intrinsic neural dynamics.
J. Comput. Neurosci. 23, 189–200.
Takekawa, T., Isomura, Y., and Fukai,
T. (2010). Accurate spike–sorting
for multiunit recordings based on
wavelet transform and robust vari-
ational Bayes. Eur. J. Neurosci. 31,
263–272.
Takekawa, T., Isomura, Y., and Fukai,
T. (2012). Spike sorting of het-
erogeneous neuron types by
multimodality–weighted PCA
and explicit robust variational
Bayes. Front. Neuroinform. 6:5. doi:
10.3389/fninf.2012.00005
Tateno, T., Harsch, A., and Robinson,
H. P. (2004). Threshold firing
frequency–current relationships
of neurons in rat somatosensory
cortex: type 1 and type 2 dynamics.
J. Neurophysiol. 92, 2283–2294.
Tateno, T., Harsch, A., and Robinson,
H. P. (2007). Phase resetting curves
and oscillatory stability in interneu-
rons of rat somatosensory cortex.
Biophys. J. 92, 683–695.
Teramae, J. N., Tsubo, Y., and Fukai,
T. (2012). Optimal spike-based
communication in excitable net-
works with strong-sparse and
weak-dense links. Sci. Rep. 2:485.
doi: 10.1038/srep00485
Thomson, A. M., and Bannister, A.
P. (2003). Interlaminar connections
in the neocortex. Cereb. Cortex. 13,
5–14.
Torben-Nielsen, B., Uusisaari, M.,
and Stiefel, K. M. (2010). A com-
parison of methods to determine
neuronal phase-response curves.
Front. Neuroinform. 4:6. doi:
10.3389/fninf.2010.00006
Tsubo, Y., Isomura, Y., and Fukai,
T. (2012). Power–law inter–spike
interval distributions infer a con-
ditional maximization of entropy
in cortical neurons. PLoS Comput.
Biol. 8:e1002461. doi: 10.1371/jour-
nal.pcbi.1002461
Tsubo, Y., Takada, M., Reyes, A. D.,
and Fukai, T. (2007a). Layer and
frequency dependencies of phase
response properties of pyramidal
neurons in rat motor cortex. Eur. J.
Neurosci. 25, 3429–3441.
Tsubo, Y., Teramae, J. N., and Fukai,
T. (2007b). Synchronization of
excitatory neurons with strongly
heterogeneous phase responses.
Phys. Rev. Lett. 99:228101. doi:
10.1103/PhysRevLett.99.228101
Ward, L. M. (2003). Synchronous neu-
ral oscillations and cognitive pro-
cesses. Trends Cogn. Sci. 7, 553–559.
Weiler, N., Wood, L., Yu, J., Solla, S.
A., and Shepherd, G. M. (2008).
Top–down laminar organiza-
tion of the excitatory network in
motor cortex. Nat. Neurosci. 11,
360–366.
Wehr, M., and Zador, A. M. (2003).
Balanced inhibition underlies
tuning and sharpens spike timing
in auditory cortex. Nature 426,
442–446.
Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.
Received: 07 December 2012; accepted:
16 April 2013; published online: 03 May
2013.
Citation: Tsubo Y, Isomura Y and Fukai
T (2013) Neural dynamics and infor-
mation representation in microcircuits
of motor cortex. Front. Neural Circuits
7:85. doi: 10.3389/fncir.2013.00085
Copyright © 2013 Tsubo, Isomura and
Fukai. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are
credited and subject to any copyright
notices concerning any third-party
graphics etc.
Frontiers in Neural Circuits www.frontiersin.org May 2013 | Volume 7 | Article 85 | 10
