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Even though the necessity of water quality monitoring systems is increasing due 
to the degradation of surface water quality and concerns on health risk outcome, research 
on the design of water quality monitoring systems for surface water environments is 
limited. Also, mobile watery quality monitoring systems using the combination of 
automatic measuring devices and autonomous vehicles is becoming available, but 
research on effective deployment of such systems is almost non-existent. 
Since a water quality monitoring program is a costly endeavor, it must be 
implemented carefully to maximize its performance. Among various goals of water 
quality monitoring systems, early and reliable detection of possible contaminations are 
important ones, especially for early warning systems. To maximize these performance 
measures, many design factors of a water quality monitoring system can be adjusted, but 
locations or paths to take the measurement are one of the most important design factors 
which have not been fully investigated. Designing locations and paths in a two-
dimensional space to maximize two objectives is a complex multi-objective spatial 
optimization problem. 
To solve these optimization problems, multi-objective genetic algorithms based 
on NSGA-II (Non-dominated Sorting Genetic Algorithm-II) are proposed. Also, because 
water quality monitoring systems should respond to various conditions effectively, many 
possible scenarios were assumed and simulated to provide the background data of the 
optimization models. The simulation procedures consisted of hydrodynamics and 
contaminant transport models. These simulations of the physical models require great 
 xxi
amount of computational power so that parallel computational routines based on MPI 
(Message Passing Interface) were built to reduce computational time. 
The proposed optimization procedures were tested on hypothetical circular lakes 
with wind or tide and Lake Pontchartrain in order to obtain optimal monitoring locations, 
straight monitoring paths, and higher-order monitoring paths under various conditions. 
The effect of various parameters such as the number of monitoring locations, the speed of 
a monitoring vessels, the effect of weights, and etc. were also investigated. 
The results show that the distribution of possible spill locations is the most 
important factor that affects optimal solutions. Assuming most possible spill locations 
were located on the shore of closed water bodies, all of the optimal monitoring locations, 
monitoring lines and paths were placed close to the shore as well because wind-generated 
longshore currents, which transports contaminants, prevailed along the shorelines. Also, 
the performance of optimal monitoring locations was degraded under transient and 
realistic flow conditions. Optimal monitoring lines did not perform very well due to their 
incapability to cover the irregular boundaries of water bodies. Higher-order optimal 
monitoring paths overcame this difficulty and performed well even under transient 
realistic flow conditions. However, a monitoring vessel could cover only a part of a large 
domain so that one vessel was not enough to monitor a large domain effectively, even 





CHAPTER 1  
INTRODUCTION 
1.1. Surface water contamination and health risk 
Surface water environment plays a vital role in human lives as fresh water source, 
transportation media, and recreation location. Also coastal waters and freshwater coasts 
are home of natural resources and are rich with diverse species. Hence, surface water 
environment has been attracting people since the human history began. As of 1998, over 
half the population of the planet – about 3.2 billion – lives and works in a coastal strip 
just 200 km wide (Hinrichsen, 1999). In the United States, estimated 153 million people 
lived in coastal counties in 2003, which is more than 50 percent of the nation’s 
population (Crossett, Culliton, et al., 2004). The Great Lakes in the North America is 
home to more than one-tenth of the population of the United States and one-quarter of the 
population of Canada, and the world’s largest concentrations of industrial capacity are 
located in the region (Government of Canada and United States Environmental Protection 
Agency, 1995). Coastal tourism and recreation in the U.S. constitute some of the fasted 
growing business sectors, and they generated 1.67 million jobs and annual economic 
output of $29.5 billion in 2000 (Natural Resources Defense Council (NRDC), 2006). 
Simply put, human beings cannot survive without adequate access to clean water. 
However, surface ecosystems and their water quality are pressured by population growth 
and various human activities. In 2001, 44 percent of the U.S.’s estuarine areas were 
characterized by impaired human use or impaired aquatic life use (USEPA, 2001). Due to 
continuing increase in global population and socioeconomic development, the 
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degradation of water quality is one of the main problems among the environmental 
concerns. The degradation of water quality reduces the amount of water available for 
potable, agricultural, and industrial use, and causes human health risks. Despite efforts of 
world organization such as United Nations and international banks, human health due to 
water quality problems is substantial in many areas of the world (World Resources 
Institute (WRI), 2000). 
The contaminants that pollute surface water are as follows: Excess nutrients such 
as nitrogen and phosphorous are the most widespread pollution. They originate as runoff 
from agricultural land, animal feeding operation, and urban areas, discharges from 
wastewater treatment plan, storm sewer, and etc. These nutrients themselves are not toxic, 
but they cause oxygen depletion, toxic algal blooms, and so on. Oil is another major 
source of contaminant. In the U.S., more than 28 million gallons of oil from human 
activities enter North American waters and land-based runoff accounts for well over half 
of this (National Research Council (U.S.), 2003). Harmful human pathogens are a big 
concern as well. Pharmaceuticals and personal-care product (PPCPs), endocrine 
disrupters, and toxic substances such as pesticides and chlorinated hydrocarbons are 
getting more attentions recently. Some PPCPs are already being detected in water 
environment (Boyd, Palmen, et al., 2004). The Great Lakes in the United States has been 
experiencing pathogen problems, eutrophication, oxygen depletion, and threat from toxic 
contaminants such as pesticides (Government of Canada and United States 
Environmental Protection Agency, 1995). 
Contamination of surface water causes many human health risks. Across the globe, 
marine toxins afflict more than 90,000 people annually and are responsible for an 
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estimated 62 percent of all seafood related illnesses (U.S. Commission on Ocean Policy, 
2004). Because of pollution of the Great Lakes by PCBs (polychlorinated biphenyls), and 
DDT (dichlorodiphenyltrichloroethane), etc., consumption advisories for sport-caught 
fish were first issued by the Great Lakes states during the 1970s (Imm, Knobeloch, et al., 
2005), and breast cancer risk related to the contaminants from the fish of the Great Lakes 
was shown (McElroy, Kanarek, et al., 2004). 
Waterside activity is one of the most popular outdoor activities. In a survey of 
over 200 million people in the U.S., 1999, more than 97 million people over 16 years of 
age reported swimming in natural waters such as streams, lakes, ponds and oceans 
(USDA Forest Service and the University of Tennessee, 2000). Due to degraded water 
quality, human health is endangered by recreational use of surface water as well. Risk 
related to recreational water activities in coastal waters is increasing over the world 
(Corbett, Rubin, et al., 1993; Fleisher, Kay, et al., 1998; Pruss, 1998). During 2001-2002 
in the United States, a total of 65 waterborne-disease outbreaks associated with 
recreational water were reported by 23 states, and they caused illness among an estimated 
2,536 persons; 61 persons were hospitalized, eight of whom died (Yoder, Blackburn, et 
al., 2004).  
200 designated swimming beaches did not meet the public health standards at 
least 25 percent of the time, and, due to such health risks, the number of closing and 
advisory days at ocean, bay, and Great Lakes beaches in the U.S. topped 20,000. Some 
45 percent of U.S. waters assessed by state agencies were not clean enough for fishing or 
swimming, according to U.S. Environmental Protection Agency (USEPA) data from 
2000. Based on information for the 2002 swim season of the U.S., almost every coastal 
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and Great Lakes state reported having at least one beach where stormwater, runoff, 
and/or sewage is known source of pollution at or near bathing waters (Natural Resources 
Defense Council (NRDC), 2006). Eventually, degraded coastal waters are threatening not 
only human health but business sectors related to tourism and recreation as well, 
In response, researchers and public health managers have been seeking better ways to 
monitor and/or predict water quality to minimize health risk and maximize usage of 
surface water environment at the same time. These efforts include informing the public of 
any risk from adverse water quality clearly and promptly. In the U.S., through Beaches 
Environmental Assessment and Coastal Health (BEACH) Act of 2000 (2000), every 
coastal and Great Lakes state has a monitoring and public notification program in place 
(Natural Resources Defense Council (NRDC), 2006), and still the BEACH programs is 
on-going as of 2007. The roles of water quality monitoring are more than just for public 
health. Better technical information on status and trends in the aquatic environment is 
necessary to guide management and regulatory decision, verify the efficacy of existing 
programs, and help shape national policy. Modeling and monitoring share a close 
interdependence. Modeling enables one to synthesize the results of observation programs. 
As such, models provide important assistance for the development of monitoring arrays. 
On the other hand, modeling needs the initial conditions, boundary conditions, and 
forcing function from observations. Modeling also needs to be calibrated and verified 
with observations (National Research Council (U.S.). Committee on the Causes and 
Management of Coastal Eutrophication, 2000).  
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1.2. Water quality monitoring and its design 
Traditional way of water quality monitoring is spot (bottle or grab) sampling and 
is built around fixed devices and sampling schemes, which is not effective enough to 
obtain a good representative picture of water quality across a wide area over time. To 
overcome this shortcoming, many alternative methods are being developed and becoming 
available. There are three categories of the alternative tools for water quality monitoring, 
and they are in-situ, on-line and off-line methods (Greenwood, Mills, et al., 2007). 
Especially, recent advances in communication and sensor technology has expedited the 
progress of real time monitoring capabilities for water quality, and a few real-time remote 
monitoring programs over the world are already running (Glasgow, Burkholder, et al., 
2004). It is expected that these new methods improve water quality monitoring 
significantly in terms of temporal and spatial scales. For example, in-situ chemical sensor 
to measure dissolved gases such as oxygen, carbon dioxide, methane, pH, and etc. were 
developed and used for sustained and autonomous observations (Johnson, Needoba, et al., 
2007), and rapid water-quality indicators to predict gastrointestinal illness are being 
developed (Wade, Calderon, et al., 2006). 
With the development of alternative measuring methods, autonomous water 
vehicles are being developed concurrently, and they are being adopted to measure various 
constituents of water quality. An autonomous underwater vehicles (AUV) equipped with 
an optical phytoplankton discriminator (OPD) was developed to monitor and track 
harmful algal blooms (HABs) along the Florida coast. It overcame the shortcoming of 
satellite monitoring and improved the ability to investigate in small scales in conjunction 
with multiple parameters of the surrounding water column (Robbins, Kirkpatrick, et al., 
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2006). A sensor network and a mobile robotic boat for real-time in-situ measurements 
and analysis of chemical, physical and biologically phenomena governing 
microorganisms was tried (Dhariwal, Bin, et al., 2006). For example, MERHAB 
Autonomous Research Vessel for In-Situ Sampling, or MARVIN was developed for 
Monitoring and Event Response for Harmful Algal Blooms. Its equipment to monitor is 
solar powered and controlled by a computer program (Florida Fish and Wildlife 
Conservation Commission: Fish and Wildlife Research Institute, 2005). Even though the 
movement of the vehicle is not yet remotely controlled, it clearly shows the capability of 
this type of monitoring water vessels. In the near future, it is certain that autonomous 
vessels with measuring equipment will provide valuable quasi-continuous and/or real-
time information on water quality and environment. Eventually, it will be used to monitor 
water quality in order to respond to any health hazards in various surface environments. 
Even though the importance of water quality monitoring is well understood, and some of 
water quality monitoring systems is already running, designing monitoring programs is 
hard and still being studied.  The technical design of monitoring programs refers to the 
process of deciding what to measure; how, where, and when to take the measurements; 
and how to analyze and interpret the resulting data (National Research Council (U.S.). 
Committee on a Systems Assessment of Marine Environmental Monitoring, 1990). 
Among them, locations of measurements are one of the important factors, especially 
when an area to be monitored is large. 
1.3. Scope of this study and organization of the thesis 
Even though many rapid and in-situ or on-line methods are being developed and 
researched, how to design monitoring network or paths in a two-dimensional space of 
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surface water has not been studied despite its importance. Until now, monitoring 
locations or paths are decided by expertise rather than by a systematic approach. Hence, 
the goal of this research is developing systematic ways of designing water quality 
monitoring systems. 
The two main objectives of this study are developing methods to find the best 
locations and paths to monitor in 2-dimensional surface water environment. To achieve 
these goals, a numerical approach was used to simulate a range of hydrodynamics and 
contaminant transport. Genetic algorithms were adopted to find the optimized locations 
and paths to monitor using the simulation results. This process require enormous amount 
of computation, so parallel simulation routines were developed as a way to reduce 
computational time. 
Chapter 2 reviews literatures related to research topics of this study such as 
current water quality monitoring systems and design of them. In Chapter 3, an overall 
proposed procedure of the optimization of monitoring locations and paths is proposed. In 
Chapter 4, numerical simulations for hydrodynamics and contaminant transport are 
developed. In Chapter 5, an optimization model for monitoring locations is developed 
and tested. In Chapter 6 and 7, an optimization models for monitoring paths are 
developed and tested. Chapter 8 concludes the study and suggests the future direction of 
research. 
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CHAPTER 2  
Literature Review 
2.1. Introduction 
The ultimate goal of environmental monitoring including water quality 
monitoring is to protect the environment, living resources, and finally human health. 
Monitoring will be beneficial to achieving the goal once it turns into more effective 
management decisions. For example, monitoring data can trigger shutting down water 
treatment plants, giving out advisories or beach closures if necessary. In addition to direct 
management decisions, monitoring can provide valuable data for setting standards, 
verifying predictive models, and checking compliance with regulations, as well as 
enhancing our understanding and knowledge about ecosystems. Failure to obtain the 
information necessary for proper monitoring may cause environmental damage, human 
health effect, and eventually social and political damage. Hence, designing and running a 
monitoring program properly is extremely important. 
Traditional ways of water quality evaluation are based on costly, time- and labor-
intensive on-site sampling and data collection, and transport to land-based or shipboard 
laboratories for evaluation. Even though intensive efforts are applied to these traditional 
ways, results are typically limited on temporal and spatial scales. Much effort has been 
put into developing fast and reliable methods to measure contaminants in real-time and/or 
remotely (Glasgow, Burkholder, et al., 2004) such as pathogens from water (Wade, 
Calderon, et al., 2006). These new methods make continuous remote monitoring possible, 
which is very important for the public health sectors to react within an appropriate time 
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scale. However, some of them may not be fast enough to catch and react to rapid change 
of water quality. 
Another way is a predictive water quality simulation to estimate water quality 
change and it has been shown to be useful (Liu, Phanikumar, et al., 2006). However, 
systematic monitoring of water quality is still important since numerical models need 
input and calibration data and numerical simulations cannot replace actual monitoring. 
Regardless of the type of water quality monitoring, it is highly complex due to 
uncertainties in the nature of water quality and difficulties in the specification of the 
purpose of monitoring. The reasons of uncertainties in the nature of water quality are 
natural hydrologic cycle and man made effects. Difficulties in the specification of 
monitoring purposes are the social, economic, and legal constraints. These complexities 
make the designing process very challenging. Hence, a good designing procedure must 
encompass these complexities well. 
What needs to be considered in traditional water quality monitoring program 
design was well reviewed by Dixon et al (1996). The design factors from Dixon et al. are 
spatial distribution of sampling sites, sampling frequency, cost-effectiveness, etc. Similar 
topics were discussed in National Research Council (U.S.) (1990; National Research 
Council (U.S.). Committee on the Causes and Management of Coastal Eutrophication., 
2000) including a planning procedure. Many of those procedures and criteria can be used 
for the optimization of any types of water monitoring systems. 
Monitoring and detecting the spatial and temporal extent of contamination in 
surface water environment requires a scientifically designed monitoring network to 
perform up to its requirement. Also, setting up and running such monitoring systems are 
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very costly endeavor. The cost of monitoring system includes monitoring devices, labors, 
sample analysis cost, data collection and distribution cost, maintenance, and so on. Hence, 
a plan for water quality monitoring must be well-engineered to maximize the 
performance and to minimize the cost at the same time. This planning procedure is an 
optimal design problem with uncertainties as well. Sometimes, there are multiple 
objectives in the monitoring system design that conflict one another.  Furthermore, the 
design of a monitoring network needs to accommodate for periodic modifications to 
reflect any change in physics and goals. Hence, developing a solid strategy to design a 
better monitoring network is very crucial, and at the end it must help decision makers to 
select a sound plan that will protect environment and human health. 
Despite its importance, not much research has been done on how to design and 
optimize a monitoring network in surface water environment. On the other hand, good 
amount of research for the optimization of monitoring networks in a river system and 
long-term monitoring (LTM) of contaminant groundwater site has been done. Also, due 
to recently-heightened security concerns as the risk of terrorism increased, the 
optimization of monitoring networks for water distribution networks became a hot issue. 
Even though the optimizations for different fields are not directly applicable to the 
optimization of monitoring locations or paths in surface water, all of them have many 
common concepts. Hence, useful methods and procedures from the optimization of 
monitoring in river, groundwater, and water distribution network may be adopted for the 
optimization of monitoring in surface water. 
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2.2. Studies on monitoring network for rivers and watersheds 
The real applications of river water quality monitoring systems are not very 
common yet even in developed countries despite many related researches available. One 
of those real applications of such online and continuous river water quality monitoring 
systems is reported by Drage, Upton, et al. (1998). The system is not an extensive 
network, but it clearly shows what is possible with water quality monitoring and how 
much it costs. Trent River in the United Kingdom was planned to be used as drinking 
water source, and there was a need of a safeguard system because the river contained the 
treated sewage effluent making the river water quality highly variable. Hence, the 
automated monitoring system that can measure multi-parameter as indicators of gross 
changes was set up at the river. The indicators included pH, ammonia, dissolved oxygen 
(DO), conductivity, turbidity, temperature and nitrate. The system also has automated 
liquid chromatography and gas chromatography to measure more than 40 risk compounds 
such as herbicides. Capital costs were approximately £500,000 with annual revenue costs 
estimated at £250,000. Another example of river water quality monitoring systems is 
Nation Long-term Surveillance of Swiss Rivers (NADUF) (Jakob, Binderheim-Bankay, 
et al., 2002). It has 19 stations continuously measuring water level, temperature, pH, 
electrical conductivity, and oxygen concentration. Other chemicals are measured over 14-
day periods. 
Many researches were done on the optimization of river system monitoring with 
various methods. Early studies such as Sharp (1971) focused on the best sampling 
locations to find out possible contaminant sources with less cost. The cost of the study 
was the length of rivers to search source locations based on what is found from 
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monitoring. At that time, the methods were mathematical theories rather than 
computational practices due to lack of available data and computational capacity. In 
1990s, computational optimizations including heuristic methods were adopted widely for 
optimization problems in water resources fields as the computers advanced enough to 
handle heuristic methods with low cost. Dixon et al. (1999) adopted simulated annealing 
to optimize sampling sites in a river system. The objective was the expected cost of 
obtaining information subsequent of detection of a problem at a sample site. Their 
objective was rather simple, but real geographical data from a geographical information 
system (GIS) was used. Some of the recent studies used the genetic algorithms. Ning and 
Chang (2002) designed optimal expansion and relocation strategies of a water quality 
monitoring network in Kao-Ping River Basin, Taiwan. They used pre-emptive goal 
programming model and multi-objective optimization at the same time. They later 
expanded their work with the fuzzy logics (Ning and Chang, 2004). Icaga (2005) 
designed water quality network in Gediz river basin in Turkey using a genetic algorithm 
for a single objective. Park et al. (2006) applied the genetic algorithm to optimize water 
quality monitoring network for Nakdong River in South Korea with multiple objectives. 
They proposed 5 objectives; representativeness of a river basin, compliance with water 
quality standards, supervision of water use, surveillance of pollution sources, and 
examination of water quality change. Through their study, they suggested that only 35 of 
110 stations in the watershed coincide with their optimal solutions. Others used the fuzzy 
logic to select critical sampling points (Strobl, Robillard, et al., 2006; Strobl, Robillard, et 
al., 2006) as well. Strobl et al.’s objective was to develop a designing methodology 
within small agricultural-forested watersheds with minimal data. They considered many 
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factors such as slope, curvature, and sediment transport as well as some other 
components. Even though many researches are available, most of them do not consider 
river hydrology in depth, which may play an important role in terms of contaminant 
transport. 
2.3. Studies on monitoring network for a groundwater monitoring network 
For contaminated groundwater sites, long-term monitoring (LTM) is an important 
environmental issue. The attention to LTM has increased recently as the use of monitored 
natural attenuation has increased. However, LTM is costly due to the large number of 
sampling locations and number of constituents monitored. U.S. Department of Energy 
(DOE) estimated that the total coast may be up to $100 million per year for the sites 
where DOE has been mandated to conduct long-term stewardship (U.S. Department of 
Energy, 2001). Therefore, the optimization of LTM systems may save significant amount 
of money, and it has been a topic of many researches. 
Early works related to this topic was about selecting observation locations to 
minimize kriging variance (Carrera, Usunoff, et al., 1984; Hughes and Lettenmaier, 
1981; Loaiciga, 1989). Later studies in 1980s and early 1990s were focused on 
contaminant detection for landfill designs (McKinney and Loucks, 1992; Meyer and Brill, 
1988; Meyer, Valocchi, et al., 1994) considering uncertainties from the characterization 
of the subsurface and the nature of the contaminant source. For example, Meyer, et al. 
(1994) used Monte Carlo simulation and integer programming to optimize three 
objectives. Optimization of monitoring network for source-identification was also tried 
(Mahar and Datta, 1997). 
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In late 1990s, computational capacities grew enough to manage heuristic 
optimization methods that requires great amount of computation. Monte Carlo methods, 
genetic algorithms, simulated annealing, and etc. were adopted widely for the 
optimization. For examples, Reed, et al. (2000) used a genetic algorithm (GA) to reduce 
global mass estimates that were calculated using several plume interpolation methods. Li 
and Hilton (2007) used an ant colony optimization to reduce the number of monitoring 
wells. Dhar and Datta (2007) proposed a multi-objective nonlinear optimization models 
for dynamic ground water pollution monitoring using chance-constrained optimization 
model. 
Many different objectives for groundwater quality monitoring were suggested 
throughout the studies, and the most common ones were: minimizing the number of 
monitoring wells, maximizing the probability of detecting a contaminant, and minimizing 
the expected area of contamination at the time of detection. These objectives can be 
applied for water quality monitoring systems in different domains including the 
optimization of surface water monitoring. 
On the other hand, the major difference between groundwater and surface water is 
the time scales of the hydrodynamics. The hydraulics of groundwater is rather slow and is 
expressed in Darcy’s law, which is a linear system whereas the hydraulics of surface 
water changes rather fast and is highly nonlinear. 
2.4. Studies on monitoring network for a water distribution network 
After the tragic events of September 11 at New York City, the risk of terrorism 
changed the meaning of uncertainty and security in many areas over the World. Even 
before September 11, the Safe Drinking Water Act of the U.S. (US Congress, 1974) 
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required that the water quality in water distribution systems is to be sampled at locations 
that are representative of the system. Since drinking water is a crucial element in 
maintaining public health, it can be a target of intentional and malicious attacks. 
Traditionally, application of the optimization related to water distribution network has 
mainly been about the structural and quantitative aspects of water network such as 
network capacity. However, the recent changes of the circumstances mentioned above 
boosted research related to this topic. 
One of the early works on this topic was done by Lee and Deininger (1992) using 
integer programming. They combined pathway analysis, coverage matrices, and integer 
programming to maximize the demand covered by monitoring stations. Kessler et al. 
(1998) used all shortest paths algorithms to detect contamination within the maximum 
volume of contaminated water that is consumed prior to detection. Their works have been 
expanded extensively after the event on September 11 (Ostfeld, Kessler, et al., 2004; 
Ostfeld and Salomons, 2005).  
Other researches poured out at the same time (Berry, Hart, et al., 2006; Berry, 
Fleischer, et al., 2005; Carr, Greenberg, et al., 2006; Cozzolino, Mucherino, et al., 2006; 
Guan, Aral, et al., 2006; Kumar, Kansal, et al., 1999; Shastri and Diwekar, 2006) after 
the heightened concern about water security. The common objectives for the studies were 
minimization of detection time, minimization of consumed water volume before 
detection, and maximization of detection likelihood. Each research used different 
methods such as integer programming, combinatorial heuristics, stochastic programming, 
and genetic algorithms. Main difficulty in the optimization of water sensor networks has 
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been managing variable flow conditions, vast amount of candidate locations and possible 
contaminant source locations.  
Just like the other monitoring systems mentioned in the previous sections, even 
though the hydrodynamics of water distribution networks are different from that of 
surface water, many of the objectives and solving algorithms may be applicable for the 
optimization of water quality monitoring systems in surface water environments. 
2.5. Mobile water quality monitoring 
Due to recent advances in robotics, mobile water quality monitoring, which 
means measuring water quality constituents by a mobile vehicle on or in a water body, is 
becoming more available. A mobile water quality monitoring has a few merits over a 
fixed monitoring network. For example, a path to monitor can be adjusted easily 
whenever it is required. Also, one mobile unit may cover a wider area than a fixed 
monitoring unit. This means there is a possibility of cost reduction as well. Especially 
when a mobile unit is operated autonomously without manual control, it can monitor a 
wide area continuously with a fraction of cost required for a manned monitoring system. 
The most recent example of mobile monitoring in surface water environment by 
Li, Weeks, et al. (2007) clearly shows what is possible in water quality monitoring 
currently and in the near future. They developed an unmanned automated boat, which 
was preprogrammed to follow a certain path repeatedly and measures flow velocity, 
salinity, and temperature in a tidal channel continuously. The course was adjusted by 
itself using a high-resolution GPS (0.2m accuracy). This equipment can make continuous 
monitoring through a path with a fraction of the cost compared to those with a manned 
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boat. The same type of equipment can be adopted to monitor water quality easily, and it 
will open a whole new chapter in water quality monitoring. 
In oceanographic fields, autonomous underwater vehicles (AUV) are being 
adopted to replace expensive and possibly dangerous manned underwater vehicles. Many 
experiments, observing microbial activities, are being done successfully. (Dhariwal, Bin, 
et al., 2006; Robbins, Kirkpatrick, et al., 2006; Thomas, Sibenac, et al., 2003). For 
example, Robbins, et al. (2006) attached an optical phytoplankton discriminator (OPD) 
on REMUS (Remote Environmental Monitoring UnitS), which is a commercially 
available, about 3 meter-long rocket-shaped propulsion-driven AUV to study harmful 
algal blooms in the Gulf of Mexico. It traveled underwater in the west coast of Florida for 
about 2 hours for twice and collected temperature, salinity, and plankton index. These 
AUVs will be promising tools to measure water quality as well, especially when the 
difference of water quality over the depth is an important factor. 
As discussed in water quality monitoring with a fixed network in various 
environments, designing a monitoring path is important to make a monitoring program 
successful. Since the mobile water quality monitoring is not yet common, the designing 
of the monitoring plan is not well established to the best of the author’s knowledge. 
However, the path optimization has been studied in robotics, and some of the concepts 
from the robotics may be applied for the optimization of a path for water quality 
monitoring. 
2.5.1. Path optimization 
The optimization of paths has been the subject of great interests in many 
engineering fields. The most-well known problem of a path optimization is travel-
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salesman problem, often shortened to TSP. Even though the statement of the problem is 
simple – what is the shortest (or cheapest) round-trip route that visits each city exactly 
once, – the problem is known to be very hard to solve. It is a combinatorial optimization, 
which is shown to be nondeterministic polynomial-time hard. The problem is of 
importance in many real problems such as logistics so that is has been studied extensively 
(Applegate, 2007; Gutin and Punnen, 2002; Lawler, 1985). 
In mobile robotics, path planning has great importance so that it has been 
researched very thoroughly. Many of the studies focused on wheeled robots moving on 
surfaces. Recently, unmanned aerial vehicle (UAV) is being used in various fields 
including military, and path planning for this system is becoming a popular topic. Many 
of these studies are dynamic real-time optimizations by collecting information while a 
vehicle is moving. Also, most of objectives in these researches are avoiding obstacles 
under certain constraints (Kunchev, Jain, et al., 2006). Hence, some of them are not 
compatible for path optimization in a steady or non-real time environment, but the basis 
of the optimization from these studies can be adopted for path optimization for water 
quality monitoring as well. 
In one example of path optimization in underwater environment, Peter at al. 
(2007) proposed an efficient path-planning algorithms for autonomous underwater 
vehicles. Their objective was planning a path to avoid obstacles under influence of 
currents in 2-D trajectory solutions using Fast Marching (FM)-based approach.  
2.6. Summary 
It is crucial to set up and run a water quality monitoring system in many water 
environments to protect environment and public health. Without well-engineered 
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monitoring programs, water quality monitoring systems cannot meet the requirements 
and perform successfully. Designing an effective water quality monitoring in many 
environment is a challenging task due to its complexity of physics and many uncertainties. 
Hence, enormous amount of efforts has been put in to develop robust methods to plan 
water quality monitoring programs in various fields such as river, groundwater and water 
distribution system. The recent water quality degradation and increased concerns about 
security necessitate better water quality monitoring systems more than ever. However, 
designing water quality monitoring system in two-dimensional surface water 
environment has not been studied well despite its importance. 
One of most recent types of monitoring systems is mobile monitoring that often 
uses autonomous vehicles. A mobile monitoring system may reduce cost of monitoring 
while covering a wide area over a short time period. In the future, it will be common for 
water quality monitoring in two- and three- dimensional water environment. A mobile 
monitoring system requires a path to monitor that is subject to be designed in a scientific 
way, but it has not been studied much. 
The literature review showed that many different optimization methodologies 
were applied for different problems, but many of problem objectives and optimization 
methods are common. The common objectives of water quality monitoring programs are: 
fast detection of any adverse change of water quality, less failure in detection of change 
of water quality, less cost of monitoring, less consumption or exposure before detection, 
better representation of whole problem domain, and so on. 
Major difficulties in water quality monitoring systems are complexity and 
uncertainty in physics of the problems, which leads to simplification and stochastic 
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methods. Many of the reviewed problems were reduced into integer programming or 
combinatorial problems to make the problems more manageable. Popular methods in the 
optimization of water quality monitoring systems are heuristic methods that require 
intensive computation such as Genetic algorithms, Monte Carlo simulation, simulated 
annealing, and etc. To manage uncertainties, fuzzy methods are also quite commonly 
being used now. Recent advances in computer science greatly accelerate the utilization of 
computational methods. Among the various optimization methods, the genetic algorithms 
are very popular due to their flexibility and robustness. The genetic algorithms well 
manage multi-objective problems as shown in many studies. After some modifications, 
these methodologies can be adopted for two- and three-dimensional water environments. 
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CHAPTER 3  
THE DESIGN OF THE OPTIMIZATION PROBLEMS 
3.1. Introduction 
The technical design of water quality monitoring programs is a decision making 
process determining what to measure, how, where, and when to take the measurement, as 
well as how to analyze and interpret the resulting data. An appropriate technical design is 
critical to the success of monitoring program because it will provide meaningful 
information that will be useful to decision makers and eventually address public concerns, 
as some of the design factors rather belong to the area of public policies such as laws, 
regulations, and public expectations. 
The first step of monitoring programs is setting up their objectives. There are 
various goals of monitoring programs, for examples, early detection of water quality 
change, tracking the change of water quality over time, and better reconstruction of 
concentration contours.  
What to measure and how to take the measurements are decided based on the 
ultimate goal of a monitoring program and the available technologies. Where and when to 
take the measurements are decided by the combination of the physical transport 
phenomena and the goal of a monitoring program. In fact, all the factors are related so 
that it is not possible to separate them completely. For example, where to take the 
measurement may depend on what to measure.  
Among the various decision factors of a water quality monitoring system, 
deciding where to take the measurement is still a challenge because monitoring the entire 
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area is simply not possible most of the time. Recent adaptation of remote sensing such as 
satellite imaginary overcomes some of the spatial limitations, but they are still very 
limited. The placement of monitoring sites are often dictated by ease of access, or 
decided subjectively based on experience and expertise. However, in order to determine 
the best spatial distribution of monitoring sites or paths, it should be based on the goal of 
the program. Hence, the optimal design depends on the program goals. The most general 
goal of monitoring is to produce information that is useful in managing a problem. For 
example, a monitoring within a site concentrates on specific questions about the dispersal 
of disposed material to trigger a management action if the material spread beyond site 
boundary. The goal of a monitoring may not be very clear when a question is 
comprehensive. For instance, monitoring any change of indicators to study how they are 
impacted by human activities, and what will be adverse effect of them.  
Among various objectives and factors mentioned above, the goal of the 
monitoring program for this thesis is the earliest detection with highest reliability for an 
early water quality warning system because an early detection of change in water quality 
can maximize the utilization of water body while minimizing adverse human health 
effects and environmental damages. Secondly, where to take the measurement is the 
designing factor of an early-warning system in this study. 
To make monitoring designs successful in meeting the goals mentioned above, 
they must reflect cause-effect relationships while accounting for variability and 
uncertainty of the nature. In other words, a good design needs to be supporter by what 
happens in the area of interest such as physical and statistical studies. 
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3.2. Design of scenarios 
As mentioned in the previous section, a monitoring program must reflect cause-
effect relationship. Hence, where to take measurement also must reflect cause-effect 
relationship well. The major cause of spatial and temporal change of the water quality is 
governed mainly by transport phenomena based on which harmful chemicals and/or 
pathogens are spread. The contaminants travel from one place to another by two transport 
mechanisms called advection and dispersion: Advection is the transport of a property 
such as contaminant and heat by a moving mass of fluid, and dispersion is scattering of a 
property by random molecular motion and mechanical mixing by turbulence of fluid. In 
many cases when there is flow of the water, advection is the major mechanism of 
transport. The motion of fluid by these two phenomena is referred as hydrodynamics, and 
it is decided by many physical factors. For shallow water such as lakes and oceans, wind, 
tides and inflow/outflow are the major forces of hydrodynamics.  
Another cause of change in the water quality is the reactions of contaminants, but 
it is not considered in this study for simplicity. The time scale of an early warning system 
is relatively short, for example, less than one day so that reactions may not be very 
important in this time scale. However, some water quality constituents such as coliforms 
may involve fast change of concentration in a relatively short time period. In that case, 
additional consideration may be required. 
The other factor that affects the early warning system is where and how much a 
contaminant was released and spilled. If some sources at specific locations are more 
likely to happen than some others, then a monitoring system needs to reflect that. The 
effect of sediment as source and sink is ignored for simplicity. Thus, the causes that need 
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to be reflected in the design of an early warning system in this study are simplified into 
hydrodynamics and possible contaminant sources. 
In the real world, there are numerous possibilities of contaminant sources and 
transport since the conditions of natures are never constant over time, and the sources of 
pollution are random. The best way to consider the random nature of the problem would 
be to use a statistical method such as Monte Carlo simulation based on the probability. 
However, it is computationally infeasible, and also it is hard to know the probability 
distribution of pollutions. An alternative way is where representative or more likely cases 
of hydrodynamics and sources are selected and designed. If representative cases of 
hydrodynamics and transport are set up, an optimized solution of monitoring programs 
can be calculated with the cases. For convenience, a combination of hydrodynamics 
and/or contaminant spill will be referred as a 'scenario' from now on. 
A hydrodynamic scenario consists mainly of a combination of different wind and 
tidal conditions. For example, a spring tide and constant wind from east over the domain 
can be a hydrodynamics scenario. If necessary, other physical parameters such as bottom 
frictions can be changed and another scenario can be set up. Setting up a various possible 
scenarios, the optimization model can include uncertainties as well. Each scenario has its 
own weight that represents relative likeliness to happen. By adjusting the weight, a 
collection of scenarios can act like samples from some distributions. 
A contaminant scenario consists mainly of a location of contaminant release and 
corresponding hydrodynamics scenario. For instance, a contaminant can be released 
under easterly wind condition at the east corner of a lake because there is a factory. 
Generally, the more scenarios are included, the more comprehensive the optimization can 
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be. However, many scenarios will not necessarily give better solutions, and too many of 
them will increase computational time. If necessary, other physical parameters such as 
dispersion coefficient can be modified and another new scenario can be added. A 
contaminant scenario has also weight to adjust the likeliness. 
3.3. Simulation of hydrodynamics and contaminant transport  
After scenarios are designed using the knowledge on a problem domain, they 
need to be simulated numerically, and the result of the simulations is stored and used for 
the optimization of the monitoring program in the next step. The simulation can be 
divided into two steps: hydrodynamics and contaminant transport. The first step solves 
the hydrodynamics that determines advections of a contaminant. The second step solves 
the movement of a contaminant, which gives temporal and spatial concentration profiles 
in a problem domain.  
It is assumed that the contaminant transport is not density-driven for this research 
so that hydrodynamics and contaminant transport can be simulated separately. This 
approach can save computational burden because one result of hydrodynamics can be 
used several times for different contaminant settings. The details of simulations will be 
discussed in Chapter IV. 
3.4. Optimization of water quality monitoring systems 
The final step of the procedure is the optimization for water quality monitoring 
systems. To optimize a monitoring system mathematically, the objectives of the 
optimizations should be stated clearly in mathematical formulae. For example, to 
minimize the time between the time of contaminant release and that of detection is an 
objective that can be defined and calculated mathematically or numerically. Other factors 
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such as minimizing contaminated area, maximizing reliability, and minimizing cost to 
find a source location inversely are other possibilities that can be used as objectives for 
optimization. The objectives can be virtually anything depending on what researchers and 
decision makers need, and often the objectives should be optimized at the same time. 
Therefore, the objectives often conflict one other, which makes the problem a multi-
objective optimization. Since the main goal of this study is an early warning system, the 
minimization of the average detection time and the maximization of detection reliability 
are selected as two major objectives. The method of the optimization was genetic 
algorithms due to its flexibility and robustness. 
3.4.1. Two types of water quality monitoring systems 
Traditionally, water quality is monitored at fixed sampling or monitoring 
locations. Once locations for measurement are decided and/or devices are set up, they are 
used for a time period and adjusted afterward if necessary. This method is straightforward 
and measurements are taken continuously at given locations. In addition, determining 
monitoring locations is relatively easy. However, because the coverage by one 
monitoring location is limited, a system may require many monitoring locations to cover 
a large area, and the increased number of monitoring locations to set up means increased 
cost. Furthermore, sending out personnel to measure in many locations can be very costly. 
Relocation of continuous monitoring stations to respond to the changes in circumstances 
may be costly as well, making relocation difficult, in turn causing the flexibility to be low. 
The new method of mobile monitoring opens another possibility of monitoring. 
The major advantage of the mobile monitoring system against traditional fixed-location 
monitoring is the possibility of covering a wide area with flexibility. The path to monitor 
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can be easily adjusted to adapt changing situations. Whenever physical conditions and/or 
objectives change, a path can be designed and applied without paying major cost, 
whereas a monitoring network with immovable stations will cost much for relocations. 
Monitoring water quality using a manned research vessel has been used, but it is 
not very cost effective. Implementing a regular or continuous water quality monitoring 
using a manned monitoring vessel is even more prohibitive. These difficulties can be 
solved by adopting the autonomous monitoring vessel or vehicle. An autonomous vessel 
can be smaller and it can also be controlled by a person or a preprogrammed computer. 
Furthermore, it can be used continuously with a fraction of cost of a manned monitoring 
vessel. The fact that the size of an autonomous monitoring vessel can be much smaller 
than a manned one, also gives some advantage over manned vessel in terms of operations. 
Early trials on autonomous water vehicles are already being studied.  For example, Li and 
et al. (2007) manufactured and ran a 10-ft long unmanned boat controlled by an onboard 
computer with ADCP (Acoustic Doppler Current Profiler). Their vehicle was set to run 
round-the-clock repeatedly. 
The comparison of schematics from the two monitoring systems is presented in 
Figure 3.1. The main objectives for both monitoring systems are essentially the same, but 
some operational objectives may differ. For an instance, the path optimization may 
include different design factors such as the length of a path, and speed of the boat. 
The optimization procedures of fixed locations and paths are different because of 
different natures of the two systems. To evaluate a set of fixed monitoring locations one 
needs to consider only when a contaminant is detected at one of the monitoring locations, 
whereas to evaluate a monitoring path one needs to consider the location and the time of 
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a vehicle in the middle of a path at the same time. This makes the optimization of a path 
harder than that of a network of fixed monitoring locations. The detail of the two 
different types of optimization procedures will be discussed in Chapter 5, 6, and 7. 
3.5. Summary 
As described in the previous sections, the whole procedure of the optimization 
involves four major steps as presented in Figure 3.2: (1) Designing the contamination 
scenarios; (2) Simulating scenarios of hydrodynamics; (3) Simulating scenarios of 
contaminant transport; and, (4) determination of optimal monitoring locations or optimal 
monitoring path. Among these four steps, the second and third steps generally require 









Figure 3.1 Examples of Conceptual Schematics of Water Quality Monitoring Systems 











Figure 3.2 Overall design procedure for water quality monitoring system 
 31
CHAPTER 4  
HYDRODYNAMICS AND CONTAMINANT TRANSPORT 
To design a water quality monitoring system efficiently, a good understanding on 
hydrodynamics and contaminant transport is crucial, and a numerical simulation can be a 
good tool for it. Numerical simulation can manage many different hydrodynamic and 
contaminant transport cases within feasible computational time and cost limits. 
4.1. Simulation of hydrodynamics  
4.1.1. Governing equations 
Navier-Stokes equations are a set of equations that describe the motion of fluid 
based on the balance of forces acting at any given region of the fluid such as liquids and 
gases (Batchelor, 1973). Numerous phenomena in nature involve certain forms of fluids 
so that a set of Navier-Stokes equations are the most important and useful sets of 
equations that explain physics of processes in the nature such as weather phenomena and 
ocean currents. This means that solving the Navier-Stokes equations of a given physical 
problem is the first step to understand the problem and seek an answer for it. 
The continuity equation in rectangular coordinate of three dimensions is: 
 ( ) ( ) ( ) 0u v w
t x y z
ρ ρ ρρ ∂ ∂ ∂∂
+ + + =
∂ ∂ ∂ ∂
 (4.1) 
where ρ  is the density of fluid and u, v, and w are the velocity components in x, y, and z 
coordinates.  
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The equation of motion for Newtonian fluid with a constant viscosity in 
rectangular coordinate where z direction corresponds to gravity is: 
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where p  is the pressure, g  is the gravitational acceleration coefficient, xF , yF , and zF  
are the x, y, and z components of friction forces per unit mass. The first terms on the left 
hand side are change of momentum over time, and the second to fourth terms are 
momentum transfers by the flow. For a Newtonian fluid with constant density and 
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 (4.3) 
where μ  is the viscosity coefficient (Panton, 1996). These forces are called shear stresses 
and are very small, especially in a large water body. 
Another mechanism of momentum transfer is turbulence. Turbulence arises from 
the non-linear terms in the momentum equations due to small fluctuation of flow velocity. 
In a large scale simulation, however, average values are more of interest, not small 
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fluctuations of velocities. Through the derivation based on mean value over time or space, 
the transfer of the momentum due to turbulence, so called ‘Reynolds Stresses,’ can be 
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It is known that the Reynolds stresses act as viscous terms in the equation of 







where yA  is an eddy viscosity or eddy diffusivity. Generally, friction forces from 
viscosity and turbulence are combined, and the eddy diffusivity includes both of them. 
Under the assumption that the eddy viscosities are constant or vary slowly, Eqs. (4.2) can 
be written with average velocities as: 
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 (4.7) 
and they are called as ‘Reynolds-averaged Navier-Stokes equations’. 
Solving Eqs (4.7) in three dimensions numerically, however, is not feasible over a 
large scale of a water body due to enormous computational requirement. In addition, the 
scale in depth direction in shallow water is much smaller than one in horizontal directions, 
and the horizontal scale of the flow is more important relatively to small vertical flow. 
Secondly, the body force by the gravity balances closely against pressure gradient in the 
vertical direction, implying that vertical accelerations are negligible. In other words, the 
weight of the fluid balances the pressure so that the vertical velocity is negligible, and 
this is called as hydrostatic assumption.  
Considering these factors, the set of Reynolds-averaged Navier-Stokes equations 
can be vertically integrated and cab be averaged in order to simplify the equations into 
two dimensions. The result of the vertical averaging is often called ‘shallow water 
equation’ in two dimensions and is given as: 
 35
 









( ) ( ) ( )





( ) ( ) ( )
( ) ( ) ( )
H
H
hU hUU hUV hU hU h HA gh
t x y x y x
hV hVU hVV hV hV h HA gh
t x y x y y
∂ ∂ ∂ ⎡ ⎤∂ ∂ ∂ −
+ + = + −⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎣ ⎦
∂ ∂ ∂ ⎡ ⎤∂ ∂ ∂ −
+ + = + −⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎣ ⎦
 (4.9) 
where U , and V  are the vertically averaged horizontal velocities in x and y 
coordinates, h  is the total water column depth, H  is the bottom depth from a mean water 
level, HA  is the horizontal eddy viscosity coefficients. The pressure terms disappear due 
to the hydrostatic assumption. This form of shallow water equation is widely used for 
numerous studies in ocean and lake simulations and contaminant transport simulations as 
well. (Form now on, all the bars on the vertically averaged horizontal velocities will be 
dropped for notational convenience.) With the growth of computational capacity, three-
dimensional numerical simulation becomes popular. However, even in three-dimensional 
simulations, the set of shallow water equations are solved as part of simulations to reduce 
computational burden by separating a three-dimensional simulation into two separate 
modes, called as internal and external modes (Blumberg and Mellor, 1987). The 
governing equations are often written in vector form for simplicity as follows: 
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t
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U UU U  (4.10) 
where  








The horizontal eddy viscosity, HA , in open water is related to eddy spectrums. Generally, 
the order of the coefficient in lake is 102~104 m/sec (Lam and Jaquet, 1976). The value of 
the horizontal eddy viscosity for a numerical simulation is usually decided by the length 
scale of a mesh or grid in the model. The empirical formula between the length scale and 
the horizontal dispersion coefficient is given as: 
 4/3H DA A L=  (4.11) 
where L is the length scale in centimeter and DA  is the dissipation parameter of the order 
0.005 with HA  in cm
2/sec (Bowie, Mills, et al., 1985). 
In the nature, wind friction, bottom friction, and Coriolis force act as major 
external body forces on a large water body. After adding external body forces into 
equations above, they become very common shallow water equation: 
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 (4.12) 
where bxτ  and byτ  are bottom shear stress in x- and y-direction, and sxτ  and syτ  are 
surface shear stress in x- and y-directions. 
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The Coriolis Effect is an inertial force of moving objects in a rotating system. 
Usually, the effect of the Coriolis force is very small, but it is responsible for many large 
circulation phenomena on the Earth. The Coriolis parameter, f, is defined by: 
 ˆ2 sinf φ= Ω  (4.13) 
where Ω̂  is the rotation rate of the Earth (or angular speed of the Earth), and φ  is latitude. 
The spatial difference of atmospheric pressure can be ignored when an area of interest is 
not too large, but it may be important in specific conditions such as a storm surge that 
involves a very low pressure. In this study, the effect from atmospheric pressure was 
ignored. 
There are many available forms of wind and bottom friction equations. 
Commonly used form is a quadratic relationship to the velocity. The bottom shear 
equation with a quadratic form can be written as: 
 2 2 2 2;bx b by bc U V U c U V Vτ τ= + = +  (4.14) 
where bc  is dimensionless friction coefficient, which depends on many different factors, 
but mainly on the bottom roughness, and  the velocity of the water. The bottom friction 
coefficient, bc , can be expressed with the Chézy coefficient, Ĉ . The bottom shear 










where ( , )U V=U (Ramming and Kowalik, 1980). 
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The relationship between the Manning coefficient and the Chézy coefficient is 





=  (4.16) 
where n is the Manning’s roughness coefficient, which is a dimensionless parameter only 
depending on the material of a bottom. The range of the value n varies widely from 0.02 
and 0.1 in natural main streams according to the material of the bottom and roughness 
(Chow, 1959). 
Sometimes a linearized bottom stress is used to simplify the equation and obtain 
analytic solutions. The linearized equations of the bottom stress are given as: 
 ;    xb xyRU RVτ τ= =  (4.17) 
where R is the friction coefficient. The value of R is in the range of 10-5 to 10-6 in CGS 
units (Ramming and Kowalik, 1980). If R is derived from the velocity of the flow, the 
equation of the friction becomes quadratic as in Eqn (4.14). Some analytic solutions with 
linearized bottom friction were presented by Lynch and Gray (1978) and have been used 
for the evaluation of many numerical models. 
Wind stress is a major hydrodynamics forcing in a shallow water body such as a 
lake. For the wind stress on the water surface, a quadratic relationship is often used as 
well. The equations of the wind stress are given by:  
 2 2 2 2;sx a s w w w sy a s w w wc U V U c U V Vτ ρ τ ρ= + = +  (4.18) 
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where sc  is wind friction coefficient or drag coefficient, aρ and wU  and wV  are x and y 
components of the wind velocity at 10 m above the surface. Many empirical equations for 
the wind friction coefficient are derived. One of equations is given by Garratt (1977) as: 
 2 20.001(0.75 0.067 )s w wc U V= + + . (4.19) 
The coefficient equations for the wind friction equations are different from researches. 
The factors in the coefficients are the density of winds, temperature, etc. 
4.1.2. Implementation of the numerical model for hydrodynamics 
Finite Element Method is efficient numerical method for solving partial 
differential equations. Also, it can handle irregular boundaries and heterogeneity of 
domain properties better than finite difference methods. Due to such advantage, the finite 
element method is widely used in many scientific and engineering researches including 
simulation of surface water hydrodynamics. In the finite element method, a solution 
domain is discretized into a set of irregularly shaped element cells. Then, a given set of 
partial differential equations is transformed into algebraic equations based on the 
discretization (Zienkiewicz and Taylor, 1989). 
The methods to handle irregular boundaries in the surface water modeling should 
be chosen carefully to ensure overall satisfaction of mass conservation. Straight sided 
elements are often used for the finite element method due to its simplicity, but they have 
limitation for surface water simulation. It is impossible to specify parallel flow conditions 
at all locations on the boundary of an irregular system without leakage of water mass into 
or out of the system. In this method, to maintain the mass balance of water, the sum of 
the leakage is adjusted to be zero (Engelman, Sani, et al., 1982). However, it will not 
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solve the mass conservation issue of contaminants due to the leakage. The alternative to 
overcome the described difficulty with straight sided elements is adopting isoparametric 
elements which have continuous edges at inter-elemental boundary connections. The 
isoparameteric elements can be designed so that the flow on the boundary can be 
maintained without loss of continuity (King and Norton, 1978). For this study, the 
isoparametric elements on the boundary were designed using Bézier curves, which 
guaranteed smooth continuous edges. Once a mesh was designed to have unique normal 
direction on the boundary, appropriate rotating procedure and Dirichlet boundary 
conditions were imposed. The details of the procedure followed as described in Pinder 
and Gray (1977).  
The time derivatives were approximated by a finite difference technique, which 
uses the weighted average of the time derivatives of two consecutive time steps (Reddy, 
1984). Hence, the scheme becomes implicit or partially implicit depending on the 
coefficient of implicity. The three hydrodynamics equations – Continuity and Navier-
Stokes equations – were solved simultaneously. The linear solver is based on a Krylov 
solver from PETSc library (Balay, Buschelman, et al., 2004). Because the governing 
equations of hydrodynamics are nonlinear, a numerical method to manage the non-
linearity is necessary. To resolve non-linearity, Picard iterative method (Zienkiewicz and 
Taylor, 1989) was selected due to its simplicity. 
This numerical procedure required significant computational time depending on 
the degree of mesh refinement and complexity of the equations. Also, the optimization 
for the water quality monitoring problem requires numerous results from the simulations. 
In result, the overall procedure required great amount of computational capacity. Hence, 
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reducing computational time became crucial to finish simulations in feasible time scale. 
One way to overcome the computational burden without sacrificing the quality of 
solutions is adopting high performance computing. Parallel computing becomes common 
recently because using a large number of moderately fast processors is less expensive 
than using an expensive and fast single processor to achieve the same speed. There are 
various architectures of parallel computing (Parhami, 1999), and among them Message 
Passing Interface (MPI) (Message Passing Interface Forum, 2003) is getting popular due 
to its flexibility and ease of expansion. 
The definition of MPI is point-to-point message passing and collective operation 
over cluster of computers connected by network. MPI was introduced in early 1990s, and 
the second standard, MPI-2 was established in 1998. MPI itself is a language-independent 
communication protocol so that MPI is implemented into different computational 
languages by several groups. Since MPI works on computers connected by a network, 
memories of computers are not shared at all. This type of parallel computing is called a 
distributed memory system, and it requires data transactions among computers to 
synchronize data. This is a key role of MPI: several computers are connected over a 
network, and jobs are distributed, run, and collected to reduce computational time. MPI 
can be used also on computers with multiple CPUs often called multicore CPUs, which 
are very common and affordable now. MPI has become so popular that it is the de facto 
standard for communication for parallel programs on a distributed memory system. In 
fact, many of today’s supercomputers such as IBM’s BlueGene use MPI structure (Gara, 
Blumrich, et al., 2005) with very fast network connections. The schematic of MPI 
computing is shown in Figure 4.1. 
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The finite element method routines to solve the hydrodynamics and contaminant 
transport based on the parallel computing was written using libMesh (Kirk, Peterson, et 
al., 2006), which is a C++ library based on MPI and PETSc (Balay, Buschelman, et al., 
2001). The library, libMesh, has key components of FEM such as mesh handling and 
solvers. The platform for development was Linux RedHat with Intel-family multi-core 
processors, and the code was compiled with G++ (Free Software Foundation, 2006) since 




Figure 4.1 Schematic of parallel computing with MPI (Message Passing Interface) on 
multi-core computers 
 
4.1.3. Verification of the hydrodynamics model 
The hydrodynamics model was tested and compared with known analytical 
solutions to be evaluated. 
4.1.3.1. Wind setup in a rectangular basin 
When a wind blows steadily over a water body, the water level is sloped due to 
the stress from wind, which is often called wind setup or wind surge. Since the wind is a 
major factor of hydrodynamics of closed or semi-closed water body, this type of test is 
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done often for verification of hydrodynamics for a closed water body. When a wind setup 
is applied to a flat-bottomed, rectangular domain using 2-dimensional hydrodynamics 
equations, the hydrodynamics reaches a stationary state since the wind stress and water 
and hydrostatic force generated by a water surface slope are balanced out, and it is given 
mathematically as:  




where the water level, h Hη = − . An analytical solution of Eqn (4.20) is obtained by 
integration by part and it is given as: 
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= + + −  (4.21) 
where 0η  is the water level at 0x = . If the change of the water level is small relatively to 
water depth, i.e. Hη , the slope is almost linear. The water level does not depend on 
the bottom stress since the mass transport is equal to zero at the stationary state 
The numerical model for the wind setup was tested to check if the effect of the 
wind stress is applied correctly. The parameters used in the analytical and numerical 
solutions were: initial water depth, 0 5 mh = ; domain length, 10,000 ml = ; the density of 
air, 31.168 kg/maρ = ; the density of water, 
3
0 998 kg/mρ = ; wind speed, 10 m/su =  
from left to right. The initial condition of the numerical simulation was stagnant water 
body, which had no flow, flat water level. The numerical model reached a sloped water 
surface less than half a day of the simulation time. The numerical result was extracted on 




Figure 4.2 Comparison of numerical model results with the analytical solution of wind 
setup for a rectangular, flat-bottomed basin subject to a constant wind of 10 
m/s 
 
Figure 4.3 Comparison of numerical model results with the analytical solution of wind 




Both lines coincide so that they are indistinguishable. The surface slope was almost linear, 
and no flow was observed. Figure 4.3 shows a result with the same parameters but higher 
wind speed, 50 m/s. The analytical and numerical solutions are almost identical again, 
and this time the surface levels show the curvature of the square root function as in Eqn. 
(4.21). The winds of 10 m/s and 50 m/s are categorized as 4 and 12, or descriptively fresh 
breeze and hurricane respectively according to Beaufort scale. 
 
4.1.3.2. Tides in a canal 
A canal closed at one end and communicating at the other with an open sea under 
a periodic oscillation is tested to validate the model. The analytical solutions of the 
shallow water equations with a liniearized bottom friction in a rectangular geometry were 
provided by Lynch and Gray (1978). Although, the solutions by Lynch and Gray are 
based on the linearized version of the bottom frictions, they have been widely used to test 
models. The linearized bottom friction terms is given as: 
 ,bx bxRU RVτ τ= =  (4.22) 
where R is the linearized bed friction parameter. Eqn (4.22) is substituted for Eqn (4.15) 
in Navier-Stokes equations.  
The solutions of a canal with a flat bed under a tidal forcing at an right open end 
are given as: 
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To compare with this analytical solution, the numerical model was tested with 
linearized bottom friction terms. The numerical simulation started from a flat surface, 
stagnant state. Comparisons between the numerical and analytical solutions are presented 
in Figure 4.4 through Figure 4.7.  The numerical solutions were taken at the center line of 
the canal. The parameters used were: the length of the channel, 10 km; depth of the 
channel, 5 m; the bottom friction parameter, 32.3 10  m/s−× ; the tidal amplitude, 0.1 m; 
and the frequency of the tide, 30 min at the right end of the canal. The mesh used for the 
simulation had 756 nodes and 334 elements. The size of the time step was 30 seconds. 
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Figure 4.4 Surface level in a rectangular flat-bottom channel due to periodic forcing, 
0 0, 30min, 0.1m, 5mt n Hω ω η= = = =  
X (m)















Figure 4.5 Velocity in a rectangular flat-bottom channel due to periodic forcing,  
0 0, 30min, 0.1m, 5mt n Hω ω η= = = =  
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Figure 4.6 Surface level in a rectangular flat-bottom channel due to periodic forcing, 
0 0( 1/ 4) , 30min, 0.1m, 5mt n Hω ω η= + = = =  
X (m)













Figure 4.7 Velocity in a rectangular flat-bottom channel due to periodic forcing,  
0 0( 1/ 4) , 30min, 0.1m, 5mt n Hω ω η= + = = =   
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The numerical solutions for comparison were picked after 40 cycles of tides. The 
numerical solutions agreed well to the analytical solutions, and it verified the model’s 
ability for the bottom friction and tidal inputs. 
The same problem was solved with a linear bottom slope to check the effect of 
variable bottom elevation. The shape of the canal bottom is presented in Figure 4.8. The 
analytical solutions were also provided by Lynch and Gray(1978) as follows: 
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Figure 4.8 Shape of the sloped canal for the analytical solution 
  
The numerical settings including the initial and boundary conditions were the 
same as the previous flat bottom case. The length of the canal was 10 km, the slope was 
set 0.0002, and 1x  and 2x   were 15,000 and 25,000 m respectively. Then, the depths at 
the left end and right end of the canal become 3 and 5 m respectively. The results from 
the numerical solutions after 40 tidal periods are compared with the analytical ones in 
Figure 4.9 through Figure 4.12. The numerical solutions agreed with the analytical 
solutions. It can be noticed that the wave was delayed and the water surface elevation at 
the left end of the sloped-bottom canal was higher than that of the flat-bottom canal. This 


















Figure 4.9 Surface elevation in a rectangular sloped-bottom channel due to periodic 
forcing, 40, 30min, 0.1m, 2 10t n sω ω η
−= = = = ×   
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Figure 4.10 Velocity in a rectangular sloped-bottom channel due to periodic forcing, 
4
0, 30min, 0.1m, 2 10t n sω ω η

















Figure 4.11 Surface elevation in a rectangular sloped-bottom channel due to periodic 
forcing, 40( 1/ 4) , 30min, 0.1m, 2 10t n sω ω η



















Figure 4.12 Velocity in a rectangular sloped-bottom channel due to periodic forcing, 
4
0( 1/ 4) , 30min, 0.1m, 2 10t n sω ω η
−= + = = = ×  
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4.1.3.3. The effectiveness of parallel computing 
The purpose of introduction of parallel computing is to reduce computational time 
since the whole procedure of the optimization will require many simulations. Hence, the 
effectiveness of the parallel computing was evaluated. 
Selected problem for the test was the same one in the previous subsection, ‘tides 
in a canal’ with the same mesh and parameters. When only one processor was used for 
the simulation of one day period, the total running time was 12 minutes and 32 seconds. 
When four processors on a computer were used simultaneously, the same simulation 
ended in 6 minutes 14 seconds. Figure 4.13 shows the trend of normalized running time 
and normalized apparent computational capacity versus the number of processors used 
for the simulation. As it shows, the run time decreased as the number of processors 
increased. However, the run time did not follow the reciprocal of the number of 
processors. The reasons why it did not are mainly the overhead of data transactions and 
computational cost for input/output routines of a mater node. When multiple processors 
are used, a job must be distributed and collected at each iteration of a simulation, and the 
data passing for distribution and collection causes extra load. In addition, some of jobs 
cannot be distributed. For example, only one master computational node can collect data 
and write the result into files if necessary. While a master computational node is 
executing input/output routines, which are relatively slow, other computational nodes 
have to wait for next jobs. Hence, the overall speed of calculation does not increased 
linear-proportionally to the number of processors used. In this test with a coarse mesh, 
the improvement of overall speed with four processors was less than two fold as shown in 






Figure 4.13 Normalized running time and capability according to the number of 
processors on a computer 
(a) Normalized running time, and (b) normalized computational power for 
the test simulation 
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To check the effect of the overhead, the same problem was solved with a denser 
mesh, which has 3,349 nodes and 1,586 elements. With one processor, it took about 55 
minutes for the simulation to finish. However, because the dense mesh has 3 times more 
elements, the relative overhead from transaction and input/output to the calculation load 
for the dense mesh case became smaller than those from the coarse mesh case. In result, 
the running time of the dense mesh case with two processors almost halved that with one 
processor, whereas only 20% of the running time was reduced by two processors in the 
coarse mesh case as shown in Figure 4.13. Thus, this tells that the parallel computing 
with MPI will be more efficient with large and complex problems. 
4.1.4. Hydrodynamics of Lake Pontchartrain 
4.1.4.1. Introduction to Lake Pontchartrain 
Lake Pontchartrain is rather an estuary, not a lake, located in southeastern 
Louisiana, the United Sates. It covers 1,632 square km with an average depth of about 
4~5 meters. The shape of the lake is roughly oval, 64 km wide and 29 km from south to 
north. It has provided with a means of transportation, commerce and sources of food so 
that it has been important for New Orleans and surrounding communities. The lake is 
connected to Gulf of Mexico via the Rigolets strait and Chef Menteur Pass into Lake 
Borgne, which is a lagoon rather than a lake. Hence, Lake Pontchartrain communicates 
with an open sea, and it is under tidal changes. The Inner Harbor Navigation Canal 
(IHNC), which is referred to the ‘Industrial Canal,’ also connects the Mississippi River 
with the lake. Bonnet Carré Spillway sometimes diverts water from Mississippi River to 
the Lake Pontchartrain. The lake is partly blackish due to the ocean salinity. Salinity 
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varies almost zero at the west end of the lake to about half of the sea salinity at the east 




Figure 4.14 Satellite Image of Lake Pontchartrain Area 
(Modified from NASA Landsat image) 
 
 
Lake Pontchartrain is known by many environmental concerns. It suffers from 
loss of coastal wetlands, and pollution from runoff and sewage. Bacteria and viruses 
(pathogens) from animal and human wastes are a major source of pollution that prohibits 
from recreational use of the part of the lake. Heavy metals has been known another 
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pollutants in Lake Pontchartrain, especially in sediments (Manheim, 1998). In 2005, 
Hurricane Katrina hit New Orleans area and the city was flooded by the water from Lake 
Pontchartrain and Mississippi River. This event raised concerns about the pollution by 
the flooded water (EPA, 2006). 
The water quality of Lake Pontchartrain is monitored under EPA program in 
coordination with the Louisiana Department of Environmental Quality. Most recent water 
qualities are available online (Lake Pontchartrain Basin Foundation). 
4.1.4.2. Data preparation 
The outline and the bathymetry data of Lake Pontchartrain were obtained from 
GeoCommunity (MindSites Group. LLC) and a USGS report (Manheim and Hayes, 
2002) respectively, most of which are freely available. These geographical data were 
imported into geographical information system (GIS) software and their coordinates were 
converted into the states plane system. The bathymetry data is presented in Figure 4.16. 
The shallow area of the lake was adjusted to prevent too shallow elements. Then, the data 
were imported into an automatic mesh generator, ArgusONE (Argus Holdings. Ltd., 
1999), and irregular 6-node triangular meshes were generated as shown in Figure 4.15. 
The size of elements close to the boundary is smaller than that at the center of the lake to 
manage any effect of boundaries. The length scale of small elements was about 200m. 
The meshes were further modified in order to ensure smooth boundaries to conserve the 
mass well. The total number of nodes and elements in the mesh are 61,092 and 30,169 
respectively. It is known that the water column is generally well mixed, showing only 
weak stratification near the passes at certain times (Sikora and Kjerfve, 1985) so that one 
layer, two-dimensional model can readily be applicable. 
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Figure 4.16 Bathymetry of Lake Pontchartrain for the model 
(grey scale color indicates bottom elevation) 
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For the boundary conditions at the two channel that communicates with Gulf of 
Mexico, the astronomical tidal prediction were obtained from NOAA web site (Center for 
Operational Oceanographic Products and Services, 2007) since no observation is 
available at the locations. Wind data for the simulation were obtained from NOAA web 
site (National Climate Data Center, 2007). The nearest station to Lake Pontchartrain that 
has wind observation is at Lakefront Airport, City of New Orleans. Fresh water input into 
the lake was ignored. The Manning’s n of Lake Pontchartrain for the quadratic equations 
of bottom roughness was set as 0.02 uniformly. This is the same value used for 
background open-water area in post-Katrina study (Interagency Performance Evaluation 
Task Force (U.S.) and United States. Army. Corps of Engineers., 2006).  
For all the following simulations, the size of time step was 10 seconds and the 
coefficient of implicity was 0.67. The Corilois Effect was also included by applying the 
latitude 30 degree for the simulation. 
4.1.4.3. Constant wind-only Case 
Since it is known that the wind is the major force over Lake Pontchartrain, the 
effect of the wind over the lake was tested following the similar simulation carried 
(Hamilton, Soileau, et al., 1982) with wind speed 15 m/s. According to the historical 
wind data as shown in Figure 4.17, no dominant wind direction and speed exists. All the 




Figure 4.17 Rose diagram for the New Orleans area from years 1961~1980 
(Adopted from U.S. Geological Survey, 2002) 
 
The hydrodynamics reached to a steady state after about a day of the simulation as 
presented in Figure 4.18. The pattern of the flow had two-large gyres, which are typical 
in a closed water body under the wind drag. The flow along the shore was in the same 
direction to the wind, and the flow returned through the center of the lake. The velocities 
at the center and the shore of the lake were around 13 cm/s and 25 cm/s respectively. The 
surface setup by the wind was about 50 cm across the lake. The pattern of the flow was 
very similar to descriptions by other researchers (Hamilton, Soileau, et al., 1982; U.S. 
Geological Survey, 2002). The amount of the surface setup by the simulation was 
predicted less than that of Hamilton et al. (1983), which was up to 70 cm, but the pattern 
of the setup and the velocities are comparable. The reasons of the difference are mainly 
from different wind friction, bottom friction equations and corresponding parameters, and 
the different viscosity handling in the numerical models. 
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Figure 4.18 Circulation of Lake Pontchartrain by a constant wind, 15 m/s from 
southeast 
 
Figure 4.19 Circulation of Lake Pontchartrain by a constant wind, 10 m/s from 
southeast 
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The same simulation was tested with a slower wind speed to check the response to 
the different wind speed. The wind speed was set as 10 m/sec, and the wind direction was 
150 degree, the same as the previous case. As shown in Figure 4.19, the pattern of the 
flow was the same as that with 15 m/sec wind, but the water surface slope was less than 
half of that with 15 m/sec wind. The water velocity at the center of the lake and on the 
shore was about 7 cm/sec and 13 cm/sec respectively, which were also about half of the 
previous case. Even though the wind speed was reduced by one third, the effect of the 
wind speed change was more than one third in the hydrodynamics, because the wind 
stress was calculated by the quadratic relationship to wind speed. Hence, the effect of the 
wind stress is more important especially when the wind blows strongly. 
4.1.4.4. Real wind-only case 
To investigate the effect of the changing wind condition, a set of observed wind 
data was applied to the simulation. The wind data at Lakefront airport from March 1st to 
5th of 2008 were obtained from the NOAA website, and are presented in Figure 4.20. 
From 1st to 4th of March, the wind from southeast sustained. On March 5th, the wind 
direction changed from south to northwest gradually. The wind speed was over 10 m/s on 
March 4th. The initial condition of the model was stagnant. 
Two snapshots of hydrodynamics were presented in Figure 4.21 and Figure 4.22. 
Similarly to the constant wind case, two wind-driven gyres according to the wind 
direction were observed, but the shapes of the circulation were not as well defined as in 
the constant wind case because of the transient wind condition. These results showed that 
the circulation by the wind is important even under variable real wind conditions. Also, 
these results justify adopting average constant wind speed and direction if necessary 
 63








Figure 4.21 Circulation of Lake Pontchartrain by real wind condition at 12:00, March 
3rd (after 60 hrs of the simulation) 
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Figure 4.22 Circulation of Lake Pontchartrain by real wind condition at 04:00, March 
5th (after 100 hrs of the simulation) 
 
4.1.4.5. Tide-only case 
To check if the model reflects the tidal forces correctly in the Lake Pontchartrain, 
only astronomical tides were imposed as hydrodynamics forcing. This way, the effect of 
the wind over the lake can be separated. Lake Pontchartrain has two major waterways, 
Chef Menteur Pass and the Rigolets strait that communicate with Lake Borgne which is 
actually a part of the Gulf of Mexico. Thus, the two channels were selected as locations 
of tidal boundary conditions in the simulation. NOAA provides the prediction of 
astronomical tides around the U.S. through its website, including Chef Menteur pass, 
New Canal, and Tchefuncta river in Lake Pontchartrain. The locations of the three 
stations are presented in Figure 4.23. The tide at the Rigolets was assumed the same as 
that of Chef Menteur. Since the NOAA prediction only provides high and low tide so that 
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the shape of the tide was reconstructed, and the result is presented in Figure 4.24. This 
tidal prediction was used for the value of tide input for the model at the two channels, 
Chef Menteur pass and the Rigolets. The dates selected for the simulation were from 
March 1 to March 6, 2008. This period was spring tide period, which showed the large 
fluctuation of the tides. The initial condition was stagnant. To calibrate the model, the 
datum of the bathymetry was adjusted slightly. Because the velocity of flow is important 
for the contaminant transport, the model was calibrated mainly to match tidal fluctuation. 
Fresh water inputs from rivers were not included in the simulation because: (1) It was 
hard to find inflow rates from all the rivers, and (2) the effect of fresh water input is 
known to be relatively small to the effect to the tides. The tidal prism, which is the 
change in the volume of water by the tides, is about 81.56 10×  m3, and the tidal flows 
through the channels are about 20 times greater that the total river flow into the lake 
(Swenson and Chuang, 1983). The salinity from the tide was ignored. 
The result of the numerical model was compared with the NOAA predictions at 
Tchefuncta river station and New Canal station as shown in Figure 4.25. At the New 
Canal station, the water level from the numerical model was adjusted to MLLW (mean 
lower low water) of the station. The amount of fluctuation was quite close, but the 
numerical model predicted about 3 cm lower water level. Considering possible error in 
the datum, it was reasonably close. The NAGD 29 datum at the Tchefuncta river station 
is not provided from NOAA, the only fluctuation was compared after adjusting the water 
level. The amount of the fluctuation was a little less than the prediction, but they are close. 
The times of high tide at both locations agreed with each other, but the low tide of the 
numerical prediction at the both locations showed some lags. 
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Figure 4.26 shows the hydrodynamics at March 3rd 23:54, which is about 3 days 
after the simulation time when the water level at Menteur Pass was highest during the 
tides. The flow direction is from east to west, and the effect of the tides was quickly 
attenuated in the right bulge of the Lake, and the velocity at the center was less than 5 
cm/sec. The water level difference between the passes and the lake was less than 10 cm. 
Figure 4.27 shows the hydrodynamics at March 4th, 10:11 when the waver level at 
Menteur pass was lowest. The flow direction was west to east and the velocity at the 
center of the lake was again less than 5 cm/sec. According to the simulation, the effect of 
tide was mainly localized on the eastern part of the lake, but still the range of the tide 
fluctuation inside of the lake is about 20~30 cm especially at spring tides. 
Comparing with the result of the constant wind cases, the velocity generated by 
the tides was generally smaller than the velocity generated by the wind. Especially, the 
velocity generated by the wind along the shore of the major part of the lake was 10 times 
faster than the velocity generated by the tide. Hence, the effect of the wind was dominant 
over that of the tide on the most part of the lake, and this agrees with the previous 
researches (Hamilton, Soileau, et al., 1982; U.S. Geological Survey, 2002).  
 67
 
Figure 4.23 Locations of tide predictions from NOAA 
 
 








Figure 4.25 Comparison between the numerical model and prediction of Lake 
Pontchartrain 





Figure 4.26 Hydrodynamics snapshot at 21:54, March 3rd only with the tides 
 
 
Figure 4.27 Hydrodynamics snapshot at 10:48, March 4th only with the tides 
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4.1.4.6. Tide with constant wind case 
To check the effect of the combination of wind and tide, a simulation was 
designed and run with a constant wind and the predicted tides. The 10 m/sec constant 
wind from southeast (150º) was imposed. The overall pattern of flow was similar to the 
result under the wind-driven circulation, but distinctive two-gyre pattern was partly 
broken down because of the influence of the tides on the eastern part of the lake as shown 
in the streamlines of Figure 4.28 and Figure 4.29. The slope of the water surface also 
generally followed the water surface setup by the wind only cases.  However, because the 
water mass can be supplied through the two channels at the east end, the water surface 
level was higher than that of the wind-only case as shown in Figure 4.29. Overall, the 
major part of the lake was mainly under the effect of the wind. 
 




Figure 4.29 Hydrodynamics snapshot at 10:48, March 4th with the tides and constant 
wind 
 
4.1.4.7. Tide with real wind case 
For the last case, the tide prediction and the variable real wind data from March 
1st to 5th, 2008 were applied for the simulation to model the real situation closely. 
Ideally, using the observed tidal values at the boundary is the best option to model the 
real case if they are available. However, the tidal observations at Chef Menteur pass and 
the Rigolets are not available, and the tidal prediction at Menteur pass was used for the 
boundary conditions. 
Figure 4.30 shows the comparison of the observed and simulated water level at 
New Canal station in the lake. Due to the transient wind, the water surface did not change 
smoothly. The simulation result deviated from the observation from the beginning of day 
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2 of the simulation time, and the discrepancy sustained to the beginning of day 4 of the 
simulation. This was caused by a higher tide than the predicted one in Gulf of Mexico. 
Figure 4.31 is the comparison between the observed and predicted water level by NOAA 
at Bay Waveland Yacht Club on of coast the state of Mississippi, and it shows about 50 
cm higher observed tide than the predicted one. A sudden rise of the water level in the 
lake around at 3 day simulation time was observed from both of observation and 
numerical results. This surge around at the New Canal station the midnight of March 4th 
was caused by the change of the wind direction from southeast wind to northwest wind at 
the same hours (70 ~ 80 hours) as shown in the wind chart, Figure 4.20. 
The change of hydrodynamics from 10:11, March 3 to 10:48 March 4 is presented 
form Figure 4.32 and Figure 4.34. In this time period, the wind direction changed from 
southeast to east, and the effect of the change of the wind direction is well shown in the 
figures. Also, the figure shows the effect of the tides as well. The tides tended to control 
the water level all over the lake, and the wind controlled the circulation and surface slope. 
Overall, the simulation missed the high water level in the lake because the 
predicted astronomical tidal level, which was lower than actually surface level, was used 
as boundary conditions, but the model followed fluctuation of water surface level. As 
shown this simulation, the effect of the tides can be important depending on the tides 
conditions, but the wind still plays important roles especially at the center of the lake. 
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Figure 4.30 Comparison between the observed and simulated water level at New Canal 
station 
 
Figure 4.31 Comparison between the observed and predicted water level by NOAA at 
















According to the numerical simulations with the various conditions, the wind was 
the major factor on the hydrodynamics as reported by other researches. Typically, the 
wind generates large circulations, water surface slope, and water level over Lake 
Pontchartrain. The water surface slope and water velocity mainly depended on the wind 
speed. The water velocity along the shore was higher than that at the center of the lake. 
When the wind speed was around 10 m/sec, the water velocity at the center was less than 
10 cm/sec, and the water velocity along the shore was between 10 and 20 cm/sec 
generally. However, the tidal effect from the two channels on the east side of the lake 
affected the hydrodynamics over the eastern bulge of the lake, and changed the flow 
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pattern. The water velocity around the two channels was faster than that at the center of 
the lake. It increased more than 1 m/sec around the channels. 
The numerical model predicted the trend of water surface fluctuation well, and the 
pattern of hydrodynamics was comparable to previous studies, even though it has some 
limitation to represent real cases due to limited boundary conditions. 
4.2. Contaminant transport 
4.2.1. Governing equation 
Equation for contaminant transport can be derived in a similar way done for the 
hydrodynamics equations in the previous sections. The 3-dimensional form of 
contaminant transport equation without source/sink is given as: 
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 (4.28) 
where xxD , xyD , xzD , yxD , yyD , yzD , zxD , zyD , and zzD  are dispersion coefficients. 
Equation (4.28) can be vertically integrated for shallow water in the same fashion done 
the hydrodynamics equations. The generic transport equation in shallow water for a non-
reactive component is given as: 
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where C  is the vertically averaged concentration and HxxD , HxyD , HyxD , and HyyD  are 
horizontal dispersion coefficients. To simplify Eqn (4.29) further, the equation of water 
mass conservation, Eqn (4.8), can be substituted into Eqn (4.29). Then, Eqn (4.29) 
becomes: 
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 (4.30) 
which is a non-conservative form of the contaminant transport equation in shallow water. 
Both forms are used in numerical simulation of contaminant transport often, and the first 
form was used for the simulation of this study. 
In the surface water, the matrix of the dispersion coefficient is symmetric so that 
the longitudinal and transverse dispersion coefficients are used often instead of dispersion 
coefficient matrix, HxxD , HxyD , HyxD , and HyyD . The value of the dispersion coefficient 
depends on many physical factors such as the velocity of the flow, depth so on, and it is 
very hard to estimate an actual value. Many empirical equations for dispersion 
coefficients are suggested (Fischer, List, et al., 1979) mainly for man-made or natural 
channels, but they cannot be applied for Lakes or wide two-dimensional domains directly. 
Typical range of dispersion coefficients are also compiled (Schnoor, 1996). For example 
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as shown in Table 4.1, the ranges of longitudinal and transverse dispersion in a large river 
are 100 to 102 and 10-4 to 10-3 m2/s respectively. 
 
Table 4.1 Typical range of dispersion coefficient (Schnoor, 1996) 
 




Lakes – vertically 
Large rivers – lateral 
Large rivers – longitudinal 









In a numerical study for contaminant transport, the dispersion coefficients are 
characteristic not only of the flow conditions to be simulated, but more significantly of 
how the process is modeled (Bowie, Mills, et al., 1985). For example, the less detailed 
the flow field is modeled, the larger the dispersion coefficient of the model needs to be 
used for the spreading that would happen under actual circulation. Thus, the dispersion 
coefficients are actually model-dependent so that it is very hard to quantify in theoretical 
manner in general. In result, the best way to quantify the dispersion coefficients for a 
numerical model would be through the calibration started from estimation. However, 
concentration distribution in estuaries and streams are not sensitive to dispersion 
coefficients, and precise calibration usually is not critical (United States. Environmental 
Protection Agency. Office of Water., 1990). 
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Among many equations for dispersion coefficients, one set of expressions used 
for the dispersion coefficients in two-dimensional model was suggested as follows 
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and this set of equations were used for the simulation with adjustment for calibration. 
The contaminant interaction with sediment may be important for some 
contaminant such as hydrophobic components or bacteria, especially when a contaminant 
of interest is highly related to the sediment by deposition/re-suspension, but it is ignored 
in the simulation for the simplicity.  
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4.2.2. Implementation of the numerical model for contaminant transport 
The numerical implementation of the contaminant transport was done by Taylor-
Galerkin procedure, which is known to perform well for advection-dominated problems 
(Zienkiewicz and Taylor, 1989). Taylor-Galerkin method uses second-order expansion 
with respect to a time derivative term so that it achieves better results without too much 
increase of computational cost. In the study, the implicit Taylor-Galerkin method was 
adopted with the coefficient of implicity of 1/3, which is known to be optimal. 
The contaminant transport equation is linear whereas those of hydrodynamics are 
nonlinear. Hence, the simulation of contaminant transport does not require iterations for 
nonlinear solutions. The linear solver is the same Krylov solver as used in hydrodynamics. 
The velocity values for the advection terms were imported from the result of 
corresponding hydrodynamics simulation. The same mesh and the same time step size 
used for the hydrodynamics simulation were used in the contaminant transport model to 
avoid unnecessary interpolation of data. Hence, every time step of the contaminant 
transport read corresponding hydrodynamics simulation results: depths and velocities. 
The source of a contaminant input was given as slug injection into an element. To 
reduce oscillation from sudden mass introduction, mass was injected over some time 
period. 
4.2.3. Model verification 
4.2.3.1. Slug injection 
The contaminant transport model was tested with a slug injection case, which is a 
very similar case used for the optimization of this study. The analytical solution of slug 
injection of a tracer into a uniform flow with constant dispersion coefficients in two-
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dimensional domain is available to compare (Fetter, 1999; Schnoor, 1996), and the 
solution is given as: 
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This solution is widely used to verify models in groundwater hydrology and contaminant 
transport. 
A long rectangular domain was designed to simulate the slug injection test. Since 
the analytical solution is for a case that has a uniform flow with uniform depth, 
hydrodynamics conditions were adjusted accordingly. The depth and velocity was set as 
1 m and 1 m/s respectively. The direction of the flow was from left to right of the domain. 
The longitudinal and lateral dispersion coefficients were set constant as 100 m2/s and 1 
m2/s respectively. The contaminant was injected at (0, 0) of Cartesian coordinates, and 
the total mass was 1,000 kg. The size of the time step was 10 seconds. The results of the 
numerical simulation are presented in Figure 4.35. The analytical and numerical solutions 
were almost identical and not distinguishable, but the numerical solution shows small 
amount of oscillation at the tail of the plume. 
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Figure 4.35. Comparison between analytical and numerical solutions of slug injection 
(a) after 500 seconds, (b) after 1,000 seconds 
(solid line: analytical, dashed line: numerical) 
 
4.2.4. Contaminant transport in Lake Pontchartrain 
The contaminant transport model was test with Lake Pontchartrain. For the 
simulation, the dispersion coefficients must be estimated first. A typical way to estimate 
dispersion coefficients for a model is adopting an empirical equation. Many empirical 
equations of horizontal dispersion coefficients for rivers were developed, but they are not 
directly applicable for lakes due to different physical processes of turbulence. The other 
way is experimental values that were measured directly at a domain of interest. 
Unfortunately, not many values of horizontal dispersion coefficients at Lake 
Pontchartrain are available. One set of the values was obtained from Jin et al. (2003)  for 
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E. coli at the southwest part of Lake Pontchartrain, and the values are 0.85 and 0.88 m2/s 
for x and y directions respectively. Based on these values, Eqns (4.31) were adjusted by 
multiplying by a constant number to obtain similar numbers at the area. Since 
observations of contaminant transport for calibration were not available, calibration on 
the parameters was not done. The size of the time step was 30 seconds. 
4.2.4.1. Constant wind-only case 
The contaminant was released in Lake Pontchartrain driven only by the 15 m/s 
wind from southeast, which was one of the hydrodynamics conditions in the previous 
section. Figure 4.1 shows an example of the change of contaminant concentration over 
time. The 1 ton of contaminant was injected over 1 hour period at the mouth of 
Tchefuncta river. Because the flow velocity was less than or around 15 cm/sec along the 
shore, and the dispersion coefficient was also small – the longitudinal dispersion 
coefficient was around 1 m2/sec, – the contaminant did not travel far (relatively to the 
scale of the lake) from the source location. In this example, the contaminant plume 
traveled to the west from the source location in 12 hours. The flow developed along the 
shore of the lake, the contaminant was also transported along the shore. As shown in the 
figures, the contaminant only traveled into the lake when it met the circulation flow into 
the center of the lake. Since the limitation of the refinement in the mesh, some numerical 
oscillation was unavoidable, and the outline of the contaminant plume was not very 












Figure 4.36 Contours of a contaminant concentration over time in Lake Pontchartrain 
driven by the wind 
(a) 3 hours, (b) 6 hours, and (c) 12 hours after the spill at Tchefuncta River 
4.2.4.2. Tide with real wind case 
To see the effect of the tides and wind on the contaminant transport, a 
contaminant spill at Grand Lagoon, which is close to the tidal channels, was simulated 
under the combination of the predicted tides and observed wind as presented in the 
previous hydrodynamics sections. Unlike the case with the constant wind above, the 
hydrodynamics varied over time due to transient wind and tides. Hence, the time of a 
contaminant spill became a factor of a contaminant transport scenario even for the same 
location of spill. Figure 4.36 and Figure 4.37 show the two sets of series of concentration 
contours over time that were developed differently by two spill sceanrios with different 
spill times but at the same spill location. As it can be noticed, the contaminant in the 
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former case traveled into the lake as in Figure 4.36, but it in the latter case traveled to the 
tide channel, the Rigolets, as in Figure 4.37 because the former one was released at a 
flood tide period and the latter one was released at a ebb tide period. 
The flow speed around the spill location varied from less than 10 cm/sec to more 
than 50 cm/sec due to the effect of the tides. In result, the contaminant traveled farther 
from the spill location and dispersed more than it did in the wind-only case. In some of 
the ebb tide cases, the contaminant exited out of the lake through the channels. If a 
contaminant did not reach to the channel, it moved back and forth around a spill location 
and dispersed away. 
4.2.4.3. Summary 
The contaminant transports in Lake Pontchartrain with constant wind and the 
combination of tides and wind were simulated. As expected from the circulation from the 
hydrodynamics in the previous sections, if a contaminant was released on the shore, it 
traveled and dispersed along the shore generally. If a spill occurred at a place under a 
strong tidal influence, a contaminant released on the shore moved back and forth 
according to the tidal conditions. In some cases, the contaminant exited out of the lake 
through the tidal channels. Due to the relatively large size of the lake, a spill could not 



















Figure 4.37 Contours of contaminant concentration over time in Lake Pontchartrain 
under tide and wind effects, released at 12:00, March 3rd 













Figure 4.38  Contours of contaminant concentration over time in Lake Pontchartrain 
under tide and wind effects, released at 21:00, March 3rd 
(a) 3 hours, (b) 6 hours, and (c) 12 hours after the spill at Grand Lagoon 
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CHAPTER 5  
Optimal Design of Stationary Monitoring Locations 
The first and traditional water quality monitoring system is based on sampling or 
stationary (immobile) water quality monitoring stations as described in Chapter 3. One of 
the most important factors in the design of water quality monitoring locations is its spatial 
distribution. In this chapter, the genetic algorithm and its implementation for the solution 
of the optimization problem for finding the locations of stationary monitoring systems. 
5.1. Introduction on the genetic algorithms 
The origin of the idea of genetic algorithms (GAs) is dated back to 1950 and 60s 
(Sarker, Mohammadian, et al., 2002), and it was common among biologists in 60s and 
70s (Fraser and Burnell, 1970). However, the idea of population in the genetic algorithms 
was introduced later (Schwefel, 1981), the computational genetic algorithm became well-
known through Holland (1975), and current framework of GAs were established later. 
GAs started being widely adopted in 1980s in various fields because of the increase in 
computational power Hence, GAs are relatively new optimization techniques, and many 
improvement and modifications are still being made on this subject. 
GAs are heuristic search techniques based on the mechanics of natural selection, 
sometimes called Darwinian evolution, which combines survival of the fittest with 
genetic operations. The GAs are different from other traditional optimization and search 
methods: (i) GAs work with a coding of parameter sets;  (ii) GAs search from a 
population of points, not a single point; (iii) GAs use payoff (objective function) 
information, not derivatives or other auxiliary knowledge; and, (iv) GAs use probabilistic 
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transition rules, not deterministic rules (Goldberg, 1989). In result, GAs are simple but 
yet robust irrespective of the problem analyzed. Also, GAs do not require linearity, 
continuity, and gradient information based on the mathematical description of a problem. 
Thus they have become powerful algorithms for the optimization of complex nonlinear 
problems. 
GAs have been widely used in various fields such as: machine learning, optimal 
control and general search problems in business. GAs are also adapted in the water 
resource management including surface water and groundwater optimization problems. 
Assuming that a single-objective optimization problem that has only one objective 
value is described as: 
 max  (or min) ( )f x  (5.1) 
 ∈Ωx  (5.2) 
where x is a vector with n unknown decision variables, which may be continuous or 
discrete variables, Ω  is a solution space or domain, and ( )f x  is a map from solution 
domain to a set of real number. The function ( )f x  is often called as an objective function. 
The purpose of optimization is to search a solution * ∈Ωx  which maximizes or maximize 
the objective function. 
The idea of GAs for searching the optimal solution of the optimization problem is 
very straightforward. As inspired by evolutionary processes, a group of candidate 
solutions, called a population, undergo through environmental pressures to drive 
candidate solutions (populations in GAs) to an optimized status. Each individual in a 
population corresponds to a solution in the solution space. 
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The initial population is generated first, which are done often randomly. In many 
cases, a candidate solution, called as an individual or a building block, is encoded as a 
binary string, as a biological chromosome consists of four kinds of DNAs 
(Deoxyribonucleic acids). Starting with the initial population, three operations, selection, 
crossover, and mutation are applied to generate an improved new generation. The general 
procedure of GAs is presented in Figure 5.1. 
Generate the initial population (0)P  at random 
Loop  
 Evaluate the fitness of each individual in ( )P i  
Select two parents from ( )P i  
Crossover and mutate the parents 
Generate the next generation ( 1)P i +  
Until the population converges or the maximum generation is reached 
Figure 5.1 A general framework of genetic algorithms 
 
5.2. Multi-objective optimization 
Even though some real-world problems can be reduced to a single objective, it is 
often very hard to define many aspects of complex problems into a single objective. Also, 
defining multiple objectives gives a better idea of a problem, and multiple optimal 
solutions of multiple objectives may provide more information on relationship among 
different objectives. In result, decision makers can obtain better information without bias 
that may be involved in the reduction procedure to a single objective problem from a 
multi-objective one. 
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A general multi-objective optimization problem can be written in the form: 
minimize 1 2[ ( ), ( ), , ( )]nf f fx x x…  for k objective functions, :
n
if →  for 
2[ , , , ]i nx x x=x …  subject to several equality and inequality constraints. The optimization 
is to determine the set F of all vectors which satisfy all the constraints and also yields the 
optimum values for all the objective functions. 
A candidate solution could be better, worse or indifferent to another solutions 
with respect to the objective values. A better solution to another means a solution that is 
not worse in any of given objectives and at least better in one objective than another 
solution. This is expressed as ‘a better solution dominates a worse solution’ descriptively. 
Hence, the best solutions must not be dominated any other solutions, which means that 
the best solutions are not worse in any of objectives and at least better in one objective 
than any other candidate solutions. Such a solution is called Pareto-optimal, and the 
entire set of such optimal solutions is called a Pareto-optimal set. The mathematical 
definition of a Pareto solution for a minimization problem can be given as: A solution *x  
is called a Pareto solution if and only if there is no other solution x  such that 
*( ) ( )k kf f≤x x  for all k, where ( )kf x  is the k
th objective of solution x. The concept of 
Pareto-optima with two objectives is shown in Figure 5.2 for example. What an 
optimization procedure does is to find the approximation of a Pareto-set as closely as to a 
true global Pareto set. In many cases, a Pareto-set contains multiple optimal solutions, 
and one or a few solutions among Pareto optimal solutions needs to be picked by decision 
makers for the final choice if necessary. 
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Figure 5.2 Concept of Pareto optimality for a problem minimizing two objectives 
 
5.2.1. Multi-objective optimization with genetic algorithms 
There are many multi-objective optimization techniques including stochastic 
methods such as simulated annealing, tabu search, ant colony optimization, and so on, 
which could be used to generate an approximation set of Pareto-optimal. Genetic 
algorithms also can solve multi-objective optimization problems well and are being 
studied widely. 
GAs for multi-objective optimizations are often called multi-objective 
evolutionary algorithms (MOEA), and they are dated back to the mid-1980s (Schaffer, 
1985). Because GAs use a population, GAs for multi-objective optimizations can find 
several members of the Pareto-optimal set in a single run instead of performing a series 









Worst solutions, x’s 
Neither dominating x’s 
or dominated by x’s 
Neither dominating x’s 
or dominated by x’s 
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(Abraham, Jain, et al., 2005). In addition, GAs for multi-objective optimizations also 
keep well-known properties of single-objective GAs such as avoiding local minima 
successfully. 
Several genetic algorithms for multi-objective problems were proposed such as 
non-dominated sorting genetic algorithm page 117, niched-Pareto genetic algorithm 
(NPGA), strength Pareto evolutionary algorithm (SPEA) and so on. Among them, non-
dominated sorting genetic algorithm–II (NSGA-II) is one of widely-used algorithms now. 
Initially, Non-dominated Sorting Genetic Algorithm (NSGA) was proposed by Srinivas 
and Deb (1994). In this approach, a population is ranked on the basis of non-domination, 
and the ranks are used as the fitness for the selection. The original NSGA was revised 
and called NSGA-II (Deb, Pratap, et al., 2002), which is computationally more efficient 
and uses elitism and a crowded comparison operation that keeps diversity. The pseudo-
code of NSGA-II is presented in Figure 5.3, and the concept of crowding distance for 
two-objective optimization is shown in Figure 5.4. 
In the selection operation in NGSA-II, individuals in the best ranks are selected 
for mating. If individuals that are compared have the same rank, then the selection 
operation compares the crowding distances of individuals. For example in Figure 5.4, the 
crowding distance of individual i and j are the summations of the widths and heights of 
the cuboid constructed by individual i-1 and i+1, and j-1 and j+1 respectively. Since 
individual i and j are at the same rank, when two are compared for selection, individual j 
is selected due to its larger crowding distance.  This way, NSGA-II obtains a well-spread 
Pareto optimal frontier, which is desirable. 
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for each p P∈  
 pS =∅  
 0pn =  
 for each q P∈  
  if ( )p q≺  then 
   { }p pS S q= ∪  
  else if ( )q p≺  then 
   1p pn n= +   
 if 0pn =  then 
  1rankp =  
  1 1 { }F F p= ∪  
1i =  
while iF ≠ ∅  
 H =∅  
 for each ip F∈  
  for each pq S∈  
   1q qn n= −  
   if 0qn =  then 
    1rankq i= +  
    { }H H q= ∪  
 1i i= +  






if p dominates q  then 
include q  in pS  
if p  is dominated by q  then 
increment pn  
if no solution dominates p  then 






for each member p  in iF  
modify each member from the set pS  
decrement qn  by one 
if qn  is zero, q  is a member of a list H  
  







a set of solution that the solution  dominates





















l I=  
for each i , set distance[ ] 0I i =  
for each objective m  
 ( , )I sort I m=  
 distance distance[1] [ ]I I l= = ∞  
 for  2i =  to ( 1)l −   
number of solutions in I  
initialize distance  
 
sort using each objective value  
so that boundary points are always selected 
for all other points  
 
 max mindistance distance[ ] [ ] ( [ 1]. [ 1]. ) /( )m mI i I i I i m I i m f f= + + − − −  
 




[ ] crowding-distance of the -th indiviual in the set 
[ ]. -th objective function value of the -th individual in the set 
 and the maximum and minimum values of th objectivem m
I i i I







Figure 5.3 Pseudo-code of NSGA-II (Deb, Pratap, et al., 2002) 
(a) fast-non-dominated sort, and (b) crowding-distance-assignment 
 









Figure 5.4 Comparison by the crowding-distance for two-objective optimization 
(The black dots are on the Pareto frontier, i.e. with the best rank.) 
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5.3. Optimal model for a monitoring locations 
5.3.1. Implementation of the genetic algorithm for monitoring locations 
The first step of an optimization is to set up objective functions and constraints in 
mathematical forms. Because the main goal of the monitoring program in this study is for 
an early warning system, the selected main objectives of a monitoring network of 
stationary monitoring locations are: (1) detecting a contaminant in a water body as soon 
as possible in order to minimize the area affected by contamination till detection and to 
secure ample amount of time for appropriate response, and (2) maximizing detection 
likelihood, or reliability. In other words, the two objectives are stated as detecting as 
many contaminations as possible within the shortest time. The optimization problem with 
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Eqn (5.3) represents the weighted estimation of detection time, and Eqn (5.4) 
represents the weighted estimation of detection likelihood for a set of assumed scenarios. 
The range of the detection likelihood value, the value of the Eqn (5.4) is between zero 
and one. The detection time of a scenario s, ,d st , is calculated by subtracting the 
simulation time when a contaminant is released from the earliest simulation time when 
the contaminant is detected at one of the monitoring locations. A contaminant is detected 
when the concentration of a contaminant at a candidate monitoring location reaches over 
a given concentration threshold of detection. However, not every scenario may be 
detected by a candidate monitoring network within a given detection time limit in which 
a monitoring system should detect a contaminant. For example, when a monitoring 
network is designed to detect contamination within 2 hours since a spill accident, the 
detection of water quality change after 4 hours of a spill may be considered as failure and 
as non-detected case. In such cases, the calculation of the estimation of detection time 
may be problematic because the detection time cannot be defined. To resolve this issue, 
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two options can be considered: The first one is to ignore non-detected cases in the 
estimation of detection time. The second one is to adopt a penalty value instead for the 
detection time of a non-detected case. The problem of using the former one in the 
optimization is that the optimization may obtain numerous practically-useless solutions 
that have very low estimations of detection time but very low detection likelihood at the 
same time by ignoring non-detected scenarios. The latter one gets rid of such meaningless 
solutions out of an optimal solution set by adding a fictitious penalty detection time for a 
non-detected case. In results, the number of optimal solutions will be reduced, and this 
narrows down the choices for the decision makers at the end. The final optimal solutions 
will consist only of solutions with high detection likelihood, which is necessary attribute 
for an early warning system. Hence, the method with the penalty value is selected to 
manage non-detected cases. 
The decision variable X is a set of nodal indices of candidate monitoring locations 
in a discretized mesh instead of a set of coordinates of candidate monitoring locations. 
Using x- and y-coordinates for monitoring locations is straightforward, but it can be 
computationally expensive because this approach may require interpolation of values 
from the result of numerical simulations. An interpolation procedure must read the data 
from numerical simulations every time it is done. The amount of data from numerical 
simulations is vast in most of the cases, and eventually the computation burden to handle 
the data overwhelms the whole optimization procedure. An alternative approach that 
avoids such an interpolation is using nodal or grid values from numerical simulations 
directly without interpolation. The results of a numerical simulation are given as values 
on every node or point in a discretized mesh or grid. Hence, if candidate monitoring 
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locations are placed only on nodes or grid points in a mesh or a grid, interpolation is not 
necessary, and the values at nodes or grid points can be used directly for the optimization. 
Then, the earliest detection or arrival times – when the concentration reaches to detection 
threshold – at every node in a mesh for a numerical simulation can be calculated based on 
a given detection threshold in advance of a optimization procedure. The amount of these 
pre-calculated data of possible detection times at every node is much smaller than the 
whole results of numerical simulations. Furthermore, this set of possible detection times 
can be used in the optimization without any arithmetic. Because the heuristic 
optimizations typically involve many evaluation steps that calculate the quality of 
candidate solutions, such reduction of computational burden is crucial for heuristic 
optimization methods such as genetic algorithms  
After the preliminary step, the optimization routine becomes an integer 
programming to find the best integer combination, which is similar to the well-known 
knapsack problem – the maximization problem of the best choice that can fit into one bag 
to be carried. The knapsack problem is a combinatorial optimization of NP (non-
deterministic polynomial time) - hard class in terms of computational complexity theory, 
which means that we do not know any other exact solution techniques that can solve the 
problem in polynomial time other than a complete enumeration (in the worst case) of the 
solution space (Garey and Johnson, 1979). There are some techniques to save 
computations such as branch-and-bound, dynamic programming, and state space 
relaxation, but they are not very suitable to find global optima in large problems. Genetic 
algorithms also have shown to be very well suited for solving knapsack problems, so that 
it was chosen as the method of this study. As stated in the previous sections, GAs are 
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adaptable for multiobjective problems as well and flexible, which is the other reason why 
GAs are chosen. Since the problem is multi-objective, NSGA-II, which was introduced in 
the previous section, was adopted. 
The GAs were implemented using a C++ library, PARADISEO (Cahon, Melab, et 
al., 2004), which provides the backbones of GAs such as traditional crossover, mutation, 
selection, replacement strategies. However, most of GA routines in the optimization of 
this study were newly written or modified in order to meet the requirement of the 
problem. The code and the library were written and compiled by G++ on RedHat Linux 
platform with Intel-family CPUs.  
As mentioned above, a candidate solution contains nodal indices which are 
integer numbers. In the GAs, a candidate solution should be converted into a genetic form 
which can go through genetic operations. The converted form of a candidate solution is 
called an individual, building block, or chromosome. The traditional way of genetic 
conversion of candidate solutions is to use a binary string, which is a series of zeros and 
ones. This idea is based on the biological genetics that are coded in only 4 kinds of DNA 
(Deoxyribonucleic acid). However, to convert integer or real values into a binary string 
back and forth is cumbersome and often unnecessary. Hence, integer values are directly 
used as genes in a chromosome in this study. An example of genetic expression using 
nodal indices instead of coordinates is graphically presented in Figure 5.5. 
The sequence of genes in a chromosome is not important because the problem is a 
combinatorial problem. Since a gene in a chromosome represents a location of water 
quality monitoring location, it does not need to be repetitive. To prevent genes from 
 103
repeating, a post-processing may be necessary after genetic operations. They will be 
discussed in the genetic operation section as follows. 
Finally, individuals construct a population, and the genetic algorithm will put 





Figure 5.5 Example of genetic expression of a fixed location 
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5.3.2. Genetic operations for the monitoring locations 
The genetic algorithms involve four key operations: selection, crossover, mutation, 
and replacement. These steps make a population to evolve to global optima as if it 
happens in the nature. 
For selection mechanism, stochastic tournament selection was chosen for this 
study. Stochastic tournament allows inferior solutions can be selected by some 
probability. The idea behind the stochastic tournament is adjusting selection pressure so 
that it prevents a population from premature converging to sub-optimal solutions. By 
adjusting the rate of the stochastic tournament selection, it can be a deterministic 
tournament selection as well. The rate of selecting an inferior solution over a superior 
solution is usually kept very small. 
One-point crossover was selected for the crossover operation to exchange 
information between two individuals. A single point (or often called locus) crossover was 
selected, and all the data beyond this crossover point in either chromosome are 
exchanged. The crossover operation can generate infeasible individuals that have 
multiple identical genes in one individual. There are several ways to handle infeasible 
individuals generated by genetic operations in the GAs. Infeasible individuals can be 
completely rejected, repaired, or penalized. For the optimization of monitoring locations, 
repairing was adopted. Repairing is commonly used combinatorial optimization problems 
since it is easy to repair an infeasible solution of the integer combinations (Sarker, 
Mohammadian, et al., 2002). Repairing procedure depends on problems so that it must be 
designed according to a specific problem. If an individual has infeasible genes, which are 
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repeated genes in this case, then a repeated gene was slightly mutated not to be repeated. 
An example of the crossover operation and repairing is shown in Figure 5.6. 
A random uniform mutation that picks a random integer number uniformly within 
a certain mutation range from a current value was selected for the mutation operation. 
The mutation procedure was designed not to generate repeated or out-of-range genes. 
Examples of the mutation and repairing procedure are shown in Figure 5.6.  
For the replacement strategy to make a new generation from parents and offspring, 
a modified μ λ+ replacement strategies was adopted. The replacement strategy, μ λ+  
replacement, is a pseudo-elitist strategy, which is generally the part of NSGA-II 
algorithm. It takes into account both the parent and the offspring population and selects 
the best μ  individuals out of  μ λ+  candidates as the parents of the next generation 
(Abraham, Jain, et al., 2005). Since the optimization model of this study is a multi-
objective problem, optimal solutions from the algorithm usually do not converge to one 
optimal solution but form a Pareto-frontier as presented in Figure 5.2. However, if a 
penalty value is used, a population may converge into a single solution instead of a set of 
optimal solutions. This may cause a premature convergence easily. To prevent this 
adverse effect and to increase the diversity of a population, identical individuals to some 
of parents in offspring are kicked out by mutation operations. This will prevent the 



















Figure 5.6 Examples of crossover, mutations and repairing operation for monitoring 
locations 
(a) One-point crossover, (b) Mutation, and (c) Repairing  
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5.3.3. Evaluation of fitness for a combination of monitoring locations 
The evaluation procedure is basically the arithmetic averaging procedure of 
detection times and detection likelihood for all possible scenarios as in Eqn (5.3) and 
(5.4). Figure 5.7 shows the flow of the evaluation process.  
A preliminary step of the evaluation is to calculate the earliest arrival times or 
possible earliest detection time for all nodes in a mesh as described in 5.3.1. Since the 
configuration of monitoring locations will not affect the contaminant transport or earliest 
arrival time neither, and since it is assumed that the candidate monitoring locations are 
nodes in a mesh, it is possible to calculate the earliest arrival times at all nodes before the 
optimization procedure. Once all the earliest arrival times are calculated and stored, they 
can be used repeatedly for the evaluations. The amount data of all the concentration 
snapshots of every time step of every scenario is huge, and they cannot be handled 
efficiently in the optimization directly. Hence, this preliminary step is essential. 
The evaluation routine for the first objective compares the earliest arrival times at 
all monitoring locations of an individual and picks the minimum one as a detection time 
of a scenario. If a given combination of monitoring locations cannot detect a 
contamination within a given detection time limit, it is regarded as a failure and a penalty 
value is assigned to the detection time. Then, the average of all the detection times for all 


























Figure 5.7 Flowchart of Evaluation of fitness for a combination of monitoring 
locations 
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Also, the number of failure is counted while calculating the detection time. The 
number of failure can be converted into a detection rate, which represents the estimation 
of detection likelihood or reliability. The flowchart of the procedure is presented in 
Figure 5.7 This evaluation procedure is done for the entire parent and offspring 
population at every generation.  
5.4. Test problems 
5.4.1.  Circular lake with a variable bathymetry 
To test the optimization procedure on a simple representative case, a hypothetical 
circular lake with parabolic bathymetry was set up. The diameter of the lake is 10 km and 
the bathymetry has a parabolic corn shape as shown in Figure 5.8. The depth at the center 
is 5m, and the depth at the shoreline is 1 m. The lake is discretized with 1,230 6-node 
isoparametric triangular elements. The total number of nodes is 2,589. The size of the 
elements along the shore is smaller than that of the elements at the center in order to 
manage the effect from boundary. 
5.4.1.1. Constant Wind Case 
Hydrodynamics 
Only hydrodynamics forcing for this case was a constant wind from east with the 
speed of 10 m/s. The size of the time step was set as 30 seconds. The coefficient of 
implicity was 0.67. The eddy viscosity was set as 50 m2/s. The Manning’s n was 0.025. 




Figure 5.8 Bathymetry of the circular lake 
 
Figure 5.9 The mesh of the circular lake 
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The simulation started from stagnant water. The hydrodynamics reached to a 
steady state flow condition in about half a day of simulation time as shown in Figure 5.10. 
The distinctive two-gyre pattern, which is typical for a wind-driven lake with a round 
shape, was established well. A return flow was formed at the center against the wind 
direction. The value of the velocity at the center is about 4.5cm/sec. The surface setup is 
about 5 cm across the lake. 
 
 





All the elements on the shore of the lake were selected as possible source 
locations, which became 128 scenarios. The hydrodynamics of this case was steady so 
that the time of contaminant spill was not relevant. In other words, whenever the 
contaminant is released after the steady state is established, the development of a 
concentration profile will be identical. Hence, the time of spill for every scenario was set 
at day 1 of the simulation time, and the model was run for a day of the simulation time. 
The mass of released contaminant was 104 kg, and it was released at a constant rate over 
a time period, 30 minute in this case, to reduce the oscillation by sudden input of mass. 
The longitudinal and lateral dispersion coefficients were 10 and 5 m2/s respectively, 
instead of variable values. The size of the time step was 30 sec as the same as that of 
hydrodynamics, and the coefficient of implicity was 0.33. All the 128 scenarios were run 
in the same fashion. 
An example of the snap shots of the concentration profile is presented in Figure 
5.11. As shown in the figures, the contaminant was transported and dispersed along the 
shore of the lake and to the center of the lake according to the flow condition that has two 
circulations. Due to the larger longitudinal dispersion coefficient than the lateral one, the 
plume was elongated into the direction of the flow. Since there was no reaction or 
in/outflow either, the total mass could be checked easily. The total mass of the 
contaminant for the case shown in the figures was checked, and the error is 0.014%. The 
size of the concentration data for 128 scenarios was about 9.1 Gigabytes in the form of 
binary single-precision floating-point number files. Even though this was a simple case, 
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(a)      (b) 
 
(c)      (d) 
Figure 5.11 Example of concentration profile for one of the scenarios in the wind-driven 
circular lake 
(a) 2 hours after release, (b) 6 hours after release,  
(c) 12 hours after release, and (d) 24 hours after release 
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Optimization of monitoring locations 
The optimized monitoring locations under the previously described situation were 
obtained. The first case was against all 128 scenarios with the same possibility. When 
three monitoring locations needed to be chosen, the number of all possible combinations 
of monitoring locations was 2,589 3C =
92.889 10×  , which was already numerous to search 
by enumeration. Even though this problem is not extensively complex, obtaining global 
optima by an exhaustive search may be very hard. As the number of monitoring locations 
increases, the number of combination increases exponentially  
For the genetic algorithm, the maximum generation was 1,000. The detection 
threshold, which is the minimum concentration to be detected, was set 0.1 g/m3. The 
penalty value for a non-detected scenario was the same as detection time limit assuming 
that late detection close to the detection time limit was considered as a failure. 
The parameters for genetic algorithms were: the maximum generation was 500. 
The population was 50. The mutation rate was adjusted according to the number of 
monitoring stations to be optimized. Generally, the rate that causes about one mutation in 
an individual converges to the best solution set quickly. 
When the detection time limit was given as 24 hours, only one optimal solution 
was obtained even though the multi-objective optimization was implemented. The best 
results with 3 to 6 monitoring locations are shown in Table 5.1 and Figure 5.12. The 
reason why only one optimal solution with 100 % detection likelihood was obtained was 
the large value of the penalty used to penalize non-detected scenarios. When the penalty 
value is large, the estimation of detection time increases greatly even by adding just one 
penalty value by one failure. This effect rules out any solutions with less than 100 % 
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detection likelihood out of the optimal set. This also means that the two objectives did not 
conflict in this case. 
As shown in Table 5.1 and Figure 5.13, as the number of monitoring locations 
increased, the estimation of detection time decreased maintaining 100 % detection 
likelihood. If the number of monitoring locations is considered as another objective, 
which may represent the cost of the system, Figure 5.13 becomes a Pareto-frontier line 
between the estimation of detection time and the number of monitoring locations. 
Due to the symmetric flow pattern and contaminant sources distributed evenly 
around the shore, the monitoring locations tended to be placed along the shoreline evenly 
and symmetrically. The most selected location was on the west end of the lake where two 
flows from north and south shores of the lake met. A monitoring location at this location 
may have more chances to detect spills from the north and south shores of the lake so that 




Table 5.1 Estimation of detection time of the best solutions of monitoring locations in 
the circular lake driven by a constant wind with 24 hour detection time limit 
 
# of locations 3 4 5 6 7 








    (a)       (b) 
   
(c)      (d) 
Figure 5.12 The best solutions of monitoring locations in the circular lake driven by a 
constant wind with 24 hour detection time limit 




Figure 5.13 Tradeoff between the number of monitoring locations and the estimation of 
detection time in a circular lake driven by a constant wind with the 
detection time limit of 24 hours 
 
 
The detection time limit of one day is quite a loose constraint for an early warning 
system so that the detection time limit was reduced to 3 hours. The penalty value for a 
non-detected case was also adjusted to be 3 hours. However, as presented in Figure 5.11, 
the contaminant did not travel and disperse from the source locations within 3 hours, and 
it can be easily expected that the detection likelihood by a few monitoring location would 
not be 100 %. Table 5.2 and Figure 5.14 show some of optimal solutions for various 
number of monitoring locations. As the number of monitoring locations increased, the 
detection likelihood increased, and the estimation of the detection time decreased. The 
first 100 % detection likelihood was achieved with 10 monitoring locations. Unlike the 
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optimal solutions with 24 hours detection limits, multiple optimal solutions were obtained 
for 5 to 10 monitoring locations. For 10 monitoring locations, the optimization model 
obtained 8 optimal solutions so that only two solutions with best detection time and 
detection likelihood are presented in the table. (From now on, not all optimal solutions 
will be presented in a table if there are more than 3 optimal solutions.) The number of 
optimal solutions was small, unlike a typical multi-objective optimization, because of the 
effect of penalty value. 
 
Table 5.2 Optimal solutions in the circular lake driven by a constant wind with 3 hour 
detection limit 
 
The number of 
monitoring 
locations 
Estimation of the 






3 2.3488 34.4 Figure 5.14 (a)
4 2.1344 45.3  
1.9327 56.3 Figure 5.14 (b)
1.9304 55.5  5 
1.9297 54.7  
1.0352 100.0 Figure 5.14 (c)
   10 
0.9971 94.5  
11 0.8398 100.0  
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The distribution of 10 monitoring locations with 100% detection likelihood was 
again fairly even along the shore of the lake as shown in Figure 5.14. However, the 
monitoring locations of less than 10 were not distributed evenly. 
The flow velocity around the shore in this case was fairly uniform as shown in the 
hydrodynamics, and it means that some variance of a monitoring location along the shore 
would not change the estimation of detection time much because the variance will cause 
roughly the same amount of the gain from the scenarios upstream and loss from the 
scenarios downstream at the monitoring location. For example, two different optimal 
solutions for 5 monitoring locations are shown in Figure 5.15. The major difference 
between two solutions is that one monitoring location at the south shore moved to the 
north shore. However, the objective values of the two solutions did not differ much. The 
solution with the maximum reliability in Figure 5.15,(a) detected 2 more scenarios than 
the solution with the minimum detection time did, and the difference in the estimation of 
detection time between the two solutions was mere 10 seconds. This tells us that the 
adjustment of one location from the south shore and to the north cancelled out the loss 
and gain from the adjustment.  
 It must be noted that the estimations of detection time and detection likelihood 
are not absolute indicators because they vary much depending not only the distribution of 
locations but also on the mass of a spill, the detection threshold, and detection time limit. 
For example, an optimal solution with 100 % detection likelihood does not mean that it 
will detect every possible spill regardless of the amount of the spill or detection threshold. 
Thus, when some of values are adjusted in the optimization model, the optimal solutions 
may change consequently. However, it can be stated that high detection likelihood with a 
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certain mass of spill implies a good performance in general. Hence, a care must be given 
in order not to misunderstand the meaning of the detection time and likelihood from the 
optimization when the results are interpreted. 
 
      




Figure 5.14 The best solutions of monitoring locations in a circular lake driven by a 
constant wind with 3 hour detection time limit 
(a) 3 monitoring locations, (b) 5 monitoring locations (56.4% detection 
likelihood), and (c) 10 monitoring locations (100% detection likelihood) 
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(a)      (b) 
Figure 5.15 Comparison of two optimal solutions of 5 monitoring locations in a circular 
lake driven by a constant wind with 3 hour detection time limit 
(a) maximum detection likelihood and (b) minimum estimation of detection 
time 
` 
Effect of the Weights 
In the previous case, all the scenarios had the same weight, i.e. every spill had the 
same chance to happen. However, in a real situation, accidents do not happen with the 
same degree of chances. To check the effect of the weight of scenarios, one of scenarios 
was weighted more than other, and the results with 3 monitoring locations are presented 
in Figure 5.16. The detection time limit was 24 hours. As the weight of one of scenarios 
increased, one monitoring location that was placed downstream of the spill location of the 
weighted spill moved closer to the spill location to decrease the weighted estimation of 
the detection time. In this way, more likely scenario can be detected sooner than others 
by sacrificing other low-weighted scenarios. Hence, as shown here, if the relative 
probability of accidents at certain locations are known, one can assign appropriate weight 
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to each scenario, and an optimization routine may find better solutions that respond better 
to the reality. 
 
   
(a)      (b) 
Figure 5.16 Optimal monitoring locations with weights in a circular lake driven by a 
constant wind with 24 hour detection time limit 
(a) 10 times weight, 3 locations, (b) 20 times weight, 3 locations  
(The weight was given a spill at the circular dot) 
 
5.4.2. Circular lake with tide 
To test the effect of tidal forcing to the optimal locations, a circular lake with a 
tidal inlet was set up. The diameter of the lake was 10 km, and the depth was constant as 
5 m. The discretized domain is presented in Figure 5.17. The mesh has 5,152 nodes and 
2,508 elements. The two hypothetical tides were imposed on the mouth of the east side of 
the lake as boundary conditions to check the effect of the tidal amplitude, and they had 
semidiurnal 12 hour period, and 10 and 20 cm amplitude as shown in Figure 5.18. The 
Manning’s roughness, n, was 0.020. The Coriolis Effect was ignored. 
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Figure 5.18 Hypothetical tides on the inlet 
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Hydrodynamics 
The simulation started from a stagnant initial condition, and the hydrodynamics 
by the tides was well established after one tide cycle. The two hydrodynamics snapshots 
in the middle of a flood tide and ebb tide with 20 cm amplitude are presented in Figure 
5.19. The velocity of water flow with 20 cm amplitude tides reached almost 60 cm/sec at 
the tidal inlet, but it quickly attenuated as the tidal wave proceeded to the center of the 
lake. The velocity at the center did not reached up to maximum 10 cm/sec, and that at the 
left end of the lake was very close to zero. Because the scale of the domain was relatively 
small to the wave length, virtually no surface level slope was observed over the lake 
except around the inlet. When the tidal amplitude was 10 cm, the velocity at the inlet was 
around 20 cm/sec, which was about one third of the case with 20 cm tide, but the flow 
pattern was almost identical to the 20 cm tide case. 
Contaminant transport 
Unlike the previous wind-driven lake that reached a steady-state flow condition, 
the lake under the tidal effect had a transient-state flow, i.e. the flow condition changed 
over time. Under a transient flow condition, even though locations of spills are identical, 
the contaminant will be transported differently depending on the hydrodynamics 
condition at and after the time of spills. Hence, separate scenarios were prepared for 







Figure 5.19 Hydrodynamics snapshots of a circular lake under tidal effects 




The hydrodynamics of this problem repeated itself every tide cycle so that it is 
enough to set up a series of spill times within one period of the tide, 12 hours. 
Theoretically, having as many scenarios as possible with a small amount of time 
difference for a series of spill is better, but it will increase the number of scenarios 
quickly. The number of total scenarios will be decided by the number of candidate spill 
locations times the number of times in a spill time series. 
For this problem, 30 locations were picked evenly around the shore as shown in 
Figure 5.20 in order to reduce the number of scenarios, and the 8 spill times in a tidal 
period were selected such as 0, 1/8, … , 7/8 of the tide period. Hence, the total number of 
contaminant scenarios became 240 for one hydrodynamics case. The amount of the spill 
was 10 tons, and the longitudinal and lateral dispersion coefficients were 10 and 5 m2/sec. 
 
 
Figure 5.20 Source locations for a lake under tidal effects 
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Figure 5.21 shows comparisons between two spill cases that occurred at different 
times but at the same locations on the eastern shore of the lake in 20 cm tide cases. Due 
to the different hydrodynamics pattern after the spills as shown in the streamlines, the 
shapes of the contaminant plumes developed into different patterns. Eventually, it may 
affect the optimal solutions of the monitoring locations. Also, the flow was oscillating 
back and forth due to the tides so that the mass of the contaminant did not travel far away 
from the source locations. In result, the tides dispersed the contaminant rather than 
transported in more than a tidal cycle. A few scenarios that have source locations around 
the inlet lost the mass of the contaminant during ebb tides. The majority of the spills in 
the lake were governed by dispersion due to very slow flow velocity. 
Optimization of monitoring locations 
A set of monitoring locations were optimized against 240 scenarios proposed with 
20 cm and 10 cm tides. The detection time limit was set 24 hours. The detection threshold 
was 0.1 g/m3. The number of maximum generation was 1,000, and the population was 50. 
The results with 5, 6, and 7 monitoring locations were presented in Table 5.3 and 
Figure 5.23 for the 20 cm tides and Table 5.4 and Figure 5.25 for 10 cm tides. Multiple 
optimal solutions were obtained for each case, and not all solutions are presented in the 
tables. Because the flow velocity was very low inside the lake, and the flow direction 
changed back and forth depending on the tides over time, the contaminant was not 
transported far away from the source locations as shown in Figure 5.21. In result, many 
scenarios could not be detected by a few fixed monitoring locations. The detection 
likelihood was low even with 24 hours detection time limit, and at least 7 locations were 
necessary to achieve 100 % detection likelihood. 
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 (a)      (b) 
Figure 5.21 Comparisons of two spill cases at the same location at different times 
(a) spill at 1/4 period (left column) and (b) spill at 3/4 period (right column) 
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To see the trade-off between the detection time and the detection likelihood, the 
Pareto frontier of 5 monitoring locations is presented in Figure 5.22, and it showed a 
significant increase in estimated detection time with a small increase in the estimated 
detection likelihood. Because the spills that occurred on the left side of the lake traveled 
very slowly due to low flow velocity in the area, if monitoring locations gives up those 
cases, the estimation of detection time can be reduced by detecting other spills faster with 
some sacrifice on the detection likelihood. Figure 5.24 shows this effect. As shown in the 
figure, the solution with shorter average detection time placed monitoring locations closer 
to the tidal inlet on the east of the lake. 
The distribution of the 7 monitoring locations was fairly symmetric and evenly 
distributed along the shore, but the distribution of the 5 monitoring locations was not 
even because the detection likelihood was not 100%. 
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of solutions in 
the Pareto 
frontier 
The estimation of 






9.9328 82.92 Figure 5.23 (a) 
   5 7 
8.7819 79.17 Figure 5.1 (b) 
7.0533 96.67 Figure 5.23 (b) 
   6 7 
6.3733 92.08  
5.7636 100.00 Figure 5.23 (c) 
   7 8 
4.8567 95.42  
 
 





(a)       (b) 
 
(c) 
Figure 5.23 Optimal monitoring locations with the maximum detection likelihood in a 
lake with 20 cm tides 




   
(a) (b) 
Figure 5.24 Comparison between the solutions with maximum detection likelihood and 
minimum detection time for 5 monitoring locations in a circular lake with 
20 cm tides 
(a) a solution with maximum detection likelihood and (b) a solution with 
minimum detection time 
 
 
To compare the effect of the tidal amplitude, the same optimization with the tide 
with 10 cm amplitude was done. The estimation of detection times and detection 
likelihoods for 5 and 6 monitoring locations with the 10 cm tides were very close to those 
of the cases with the 20 cm tides. However, the estimation of the detection the 
distribution of 7 monitoring locations for 10 cm tides has one monitoring location at the 
inlet, and the corresponding detection time and detection likelihood were much better 
than those for 20 cm tides. For the case with 20 cm tides, it was not possible for one 
monitoring location at the center of the inlet to detect spills from the north and south of 
the inlet at the same time due to the high velocity, but it became possible for the case 
with 10 cm tides so that it was selected as one of the monitoring locations. In result, the 
performance of 7 monitoring locations in the case with 10 cm tides was better than the 
 133
case with 20 cm. These results show that optimal monitoring locations are sensitive to 
many factors such as dispersion coefficient and flow speed. In this test problem, constant 
dispersion coefficients were used, but the results would be different if variable dispersion 
coefficients were used. Hence, the model parameters need to be selected carefully, and 
simulations must be approached conservatively. 
 






of solutions in 
the Pareto 
frontier 
The estimation of 





9.8704 85.42 Figure 5.25 (a) 
   5 14 
8.8073 79.17  
7.2716 97.08 Figure 5.25  (b)
   6 12 
6.3830 92.03  
4.8327 100.0 Figure 5.25 (c) 
   7 4 




   (a)      (b) 
 
(c) 
Figure 5.25 Optimal monitoring locations with the maximum detection likelihood in a 
lake with 10 cm tides 
(a) 5 monitoring locations, (b) 6 monitoring locations, and (c) 7 monitoring 
locations 
 
5.5.  Lake Pontchartrain 
The optimization of monitoring locations for the Lake Pontchartrain was tried 
with 20 hypothetical contaminant source locations as shown in Figure 5.26 with the same 
chance of occurrence. The locations were either river mouths or canals assuming they are 
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most likely contaminant sources. All other hydrodynamics and contaminant transport 
simulations had the same parameters used in the previous chapter for the simulations. 
 
 
Figure 5.26 Selected source locations for Lake Pontchartrain 
 
 
5.5.1. Wind-only case 
To investigate the effect of the wind on the optimization, a constant wind with 15 
m/s speed from southeast was applied for the hydrodynamics. The hydrodynamics 
reached to a steady state less than one day so that only one spill time was set for all the 
locations. Hence, the number of scenarios in this case was 20, which is the same as the 
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number of possible selected spill locations. The mass of the spill was 1 ton, and the 
detection threshold was 0.1 g/m3. 
The various results of the optimal monitoring locations in Lake Pontchartrain 
under the constant wind are presented in Table 5.5. Five optimal monitoring locations 
were obtained with two detection time limits: 12 and 24 hours. Figure 5.27 and Figure 
5.28 present the solutions with the best detection likelihood for 12 and 24 detection time 
limits respectively. Three of the monitoring locations were placed on the New Orleans 
shoreline because it was assumed that the area had many possible source locations in the 
optimization. The many of selected monitoring locations were the same as the source 
locations, and they tend to be ones at the most downstream among source locations as 
shown in the southwestern side of the lake. When the detection time limit increased, the 
distance between monitoring locations increased as well in order to improve the detection 
likelihood. 
When the number of monitoring locations increased, the estimation of the 
detection time decreased, and the detection likelihood increased at the same time. The 





Table 5.5 Optimal monitoring locations in Lake Pontchartrain under the constant wind 
 




time limit (hr) 
The estimation of 
detection time 





5.778 75 Figure 5.27 
5.695 70  12 
5.607 65  
8.776 80 Figure 5.28 
5 
24 
9.609 75  
4.403 85  
12 
4.198 80  
7.793 90  
7 
24 
6.423 85  
3.481 95  
12 
3.035 90  9 
24 4.173 95  
3.071 100 Figure 5.29 
12 
2.399 95  10 
















































































































































































5.5.2. Site specific-wind data and tide case 
To investigate the effect of real wind and tide on the optimal monitoring locations, 
the optimization model was applied to the results with real wind and predicted tide as 
described in Chapter 4. The selected time period for the optimization was from 12:00 of 
March 3rd to 00:00 of March 5th because the direction of wind changes from southeast to 
northwest in this time period. Since the hydrodynamics was not steady, eight different 
spill times were assumed for each of 20 possible spill locations that were used in the 
previous section. Thus, total 160 contaminant spill scenarios were set up and simulated. 
The mass of spill was 1 ton, and the threshold for detection was 0.1g/m3, which are the 
same as the previous case. The detection time limit was set 12 hours uniformly in this 
case. Because of many scenarios and possible locations involved, longer generations up 
to thousand for the genetic algorithms were required to obtain high quality solutions. 
The results of the optimization are presented in Table 5.6. Just like previous 
problems, as the number of monitoring locations increased, the estimation of detection 
time decreased and the estimation of detection likelihood increased. The performance of 
the same number of optimal monitoring locations with variable wind and tide dropped, 
compared with the results for constant wind only case in the previous section, as shown 
in Table 5.7. First of all, when wind direction changes over time, the flow direction does 
not maintain over time. Then, the direction of contaminant transport depends on when a 
contaminant is spilled. Also, a contaminant does not travel into one direction over time. 
In fact, these effects are reflected into many scenarios. Secondly, even though the 
selected time period for the optimization was under strong wind as presented in Figure 
4.20, the wind speed was around between 10 and 13 m/sec, which was smaller in terms of 
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average than 15 m/sec constant wind for the previous case. These made complete 
detection by stationary monitoring locations very hard. To obtain 100 % detection 
likelihood with the given conditions, 16 monitoring locations were required. This result 
covered more than three fourths of 20 possible spill locations, and showed the difficulty 
of the detection again. 
The pattern of the optimal solutions also changed according to the degraded 
performance. Comparing Figure 5.27 and Figure 5.30, a monitoring location on the 
northeastern shore was abandoned in the result for real wind and tide, and instead a new 
location on the south shore was selected. The reasons why this happened are the same as 
described above. 
According to the results, it can be deduced that average flow pattern (or direction) 
and speed over time are the most influential factors of optimal solutions. When wind 
condition, which is most important forcing in a closed water body, changes over time, the 
average flow speed and direction may be close to stagnant water. Then, a contaminant 
will not be transported by advection, and detection of a contaminant will be very difficult 
eventually. However, because harmful effect from spills under these kinds of 
hydrodynamic conditions also becomes minimal, finding optimal solutions for these 
conditions may not be very meaningful either. Hence, it can be recommendable that the 
optimization of monitoring locations is done not against unrepresentative real conditions 
which does not have clear average flow pattern, but against representative hydrodynamic 
conditions which may cause large harmful effect. 
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Table 5.6 Optimal monitoring locations in Lake Pontchartrain under the real wind and 
predicted tide 
 
The number of 
monitoring 
locations 
The estimation of 
detection time with 
penalty (hr) 




6.815 58.13 Figure 5.30 
6.815 57.50  
6.790 56.88  
5 
6.790 56.25  
3.803 83.13 Figure 5.31 
3.778 81.88  10 
3.776 81.25  




Table 5.7 Comparison of performance among optimal solutions for constant wind 
cases and variable wind and tide cases 
 
The number of 
monitoring 
locations 
Solution with the best 
detection time for 
The estimation of 
detection time with 
penalty (hr) 
The estimation of 
detection likelihood 
(%) 
constant wind only 5.778 75 
5 
variable wind and tide 6.815 58.13 
constant wind only 3.071 100 
10 








































































































































The use of the genetic algorithm to find the best monitoring network in a lake 
environment is proposed and tested. Overall, the optimization model found optimal 
locations that could not be guessed easily due to complex hydrodynamics and many spill 
scenarios. 
In a closed water body such as lakes, wind is a major factor of hydrodynamics and 
subsequent contaminant transport. Wind generates circulations that have a longshore flow 
occurring along the shore and a return flow at the center against wind direction. 
Assuming that most of possible contaminant sources were on the shoreline of a lake such 
as rivers and urban settings, contaminants were transported along the shore of a water 
body. Consequently, optimal monitoring locations were placed on the shore. The 
distribution of monitoring locations on the shore depended mainly on the possible source 
locations used for the optimization. The weights of spills also affected the distribution. A 
scenario that has higher weight tends to attract a monitoring location. 
Since the flow speed in a lake was generally relatively small, many monitoring 
locations were necessary to achieve high detection likelihood in a short amount of time. 
This is especially troublesome when a domain of interest is huge and/or flow is weak. 
When the detection likelihood was not 100 %, the monitoring locations were selected 
where more spills could be detected by giving up others. The change of the tidal 
amplitude in the test case did not change the pattern of the optimal solutions much. 
The optimal solutions can be sensitive to parameters such as dispersion 
coefficients so that conservative parameters need to be used to obtain reliable solutions. 
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CHAPTER 6  
Optimal Design of Straight Monitoring Paths 
6.1. Optimal model for a straight water quality monitoring line 
A monitoring vessel for surface water quality can take the measurement of water 
quality constituent while it can move around on a water body. By doing so, a water 
quality monitoring program may overcome the spatial restriction that a network of 
stationary monitoring stations has. One major challenge of such a mobile monitoring 
system is deciding the optimal routes to follow. A route to monitor by a monitoring 
vessel can take any shape, but the simplest way is following a straight line. 
The objectives of a mobile monitoring system can be comprehensive, but two 
objectives – minimizing detection time and maximizing detection likelihood – were 
selected assuming we have an early warning system as discussed in the previous chapter 
for stationary water quality monitoring locations. 
6.2. Implementation of the genetic algorithm for a straight monitoring line 
The two objectives need to be defined in mathematical formulae for the 
optimization routines. A straight line segment to monitor water quality can be defined 
mathematically by two points: one is the start location and the other is the end location of 
a monitoring path. A path has a direction of motion so that a monitoring vessel travels 
from a start point to an end point. The velocity of a vessel may change, but it will be 
assumed constant for simplicity. The objectives of the optimization can be 
mathematically stated as: 
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The difference in the objective functions of a monitoring line, Eqn (6.1) and (6.2), 
from those for stationary monitoring locations in the previous chapter, Eqn (5.3) and (5.4), 
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is one more averaging summations with respect to the series of deploying times. What a 
monitoring vessel does is to move around to find the frontline of a contaminant plume as 
soon as possible. The time of contaminant release is not known to a monitoring vessel, 
and a monitoring vessel may start monitoring any time before or after the contaminant 
release. A plume of a contaminant may be developing differently when a monitoring 
vessel starts monitoring – this time will be referred to as the deploying time for 
convenience. Consequently, the detection time may change, or even a vessel may fail to 
detect a plume depending on the deploying time. For example, as shown in Figure 6.1, 
even though a vessel travels the same path, it may or may not detect the contamination 
depending on when the vessel starts to travel. Hence, it is necessary to calculate the 
average of detection time and detection likelihood considering the relative time 
difference between the time of release and the deploying time. 
Hence, several deploying times are picked, and the average of detection times is 
taken with respect to different deploying times. For the detection likelihood, the same 
averaging procedure is necessary. To the contrary to the monitoring line, the monitoring 
locations discussed in the previous chapter just sit and wait for incoming contaminants all 
the time so that the relative time difference does not need to be considered. 
For the genetic algorithm, a straight monitoring line needs to be converted into a 
form which can be used first. The genetic coding of a straight monitoring line consists of 
four real numbers that represent x and y coordinates of the start and the end points of a 
line segment. An example of the graphical representation for a line segment is shown in 
Figure 6.2. Unlike the genetic coding of the monitoring locations, the sequence or the 
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locus of each gene is meaningful. The first two genes are the coordinates of a start point, 








Figure 6.1 The effect of different deploying time for the same scenario and the same 
straight monitoring path 
(a) Successful case (deployment at time t1) and (b) unsuccessful case 








Figure 6.2 An example of a straight monitoring line defined by starting and ending 
points 
 
6.2.1. Genetic operations of a straight monitoring line 
A crossover operation of an individual of a straight monitoring line was designed 
with a simple one-point crossover. A mutation of an individual was a uniform mutation, 
which picks a random real numbers within a certain range from a current value. Hence, 
the mutation will generate a new point in a box that has a current point at the center, as 
shown in Figure 6.3. 
Like the genetic operations of the optimization of the stationary monitoring 
locations, the crossover and mutations on individuals for a straight monitoring line can 
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generate infeasible solutions. Firstly, when one of the start and the end points of a 
monitoring line is outside of a domain, the solution is infeasible. Secondly, even though 
both of end points of a monitoring line are inside of a domain, the line may intersect with 
the outline of a domain when the domain is not convex as shown in Figure 6.4. In nature, 
shapes of water body are hardly 100% convex, and this type of infeasible solutions can 
happen very often. 
For the optimization of straight monitoring lines, infeasible solutions are not 
repaired because the procedure is not simple. Instead, when they are evaluated, a penalty 




Figure 6.3 Mutation of starting and ending points 













Figure 6.4 Examples of an infeasible straight monitoring line defined by the start and 
end points 
(a) One of the end points is out of the domain, and 
(b) a monitoring line intersects with the domain boundary. 
End point 
(x2, y2) 











6.2.2. Evaluation of straight monitoring lines 
The evaluation of a straight line is similar to that of monitoring locations. The 
difference for straight monitoring lines is one more loop to take an average over series of 
deploying times. Also, a new preliminary step is necessary because the earliest arrival 
time for each node is not enough anymore.  
As a preliminary step of the evaluation, the detection time windows at each node 
of a mesh are calculated instead of the earliest arrival times. The detection time window 
at a node is the time window when the concentration at the node is over a certain 
detection threshold as shown in Figure 6.5. Without this preliminary step, it is almost 
impossible to manage the vast amount of concentration data directly at the evaluation 
step. Once all the detection time windows are calculated, they can be used repeatedly to 
evaluate all the monitoring lines in a population. 
After the preliminary step described above is finished, all the lines in a population 
can be evaluated based on the detection time window. First of all, the feasibility of a line 
is tested because the genetic operations may generate infeasible solutions. If a line is 
infeasible as described in the previous section, a penalty value is assigned and the 
evaluation is over. 
If a line is feasible, then it is divided into several locations and corresponding 
times for detection test as shown in Figure 6.6. These discretized points of a monitoring 
line will be called waypoints later on.  The speed of a vessel is assumed constant from the 
start point to the end point of a line without any interruption for simplicity. This 
assumption is reasonable because a vessel does not need to stop to measure if the 
measurement can be taken continuously using a continuous measuring device such as a 
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sensor. In the next step, the evaluation routine examines each waypoint on a monitoring 
line from the start point. One issue here is that the discretized waypoints to evaluate a line 
do not coincide with nodes in a simulation mesh where the concentration is known from 
the simulations.  
Ideally, the concentration value at a waypoint at a certain time can be calculated 
via an interpolation procedure, but this may be computationally infeasible due to the vast 
amount of concentration data and geometrical calculation for an interpolation. One way 
to overcome this difficulty is to choose simplest interpolation, i.e. the nearest-point 
interpolation as shown in Figure 6.7.  By adopting this interpolation, the complex 
interpolation that requires all the concentration data from the simulations can be avoided, 
and the detection time windows from the preliminary can be used directly. 
Hence, the evaluation routine loops through the waypoints of a monitoring line, 
finds the nearest node from each waypoint, and check if the corresponding time at the 
nearest node is in the detection time window. If it is in detection time window, the time 
becomes a detection time, and the value is added for the average. If a monitoring line 
does not detect till the end of the line, it is a failure, and a penalty value is assigned for 









Figure 6.6 Dicretization of a line for the evaluation 
 
 
Figure 6.7 Approximation using the nearest-point interpolation 
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Figure 6.8 Procedure of the evaluation of a straight monitoring line 
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6.3. Test problems of monitoring lines 
6.3.1. Circular lake 
The same circular lake driven by a constant wind was adopted for a straight line 
optimization as well. A constant wind of 10 m/sec from east was imposed over a circular 
lake, and the flow reached to a steady state with two circulations. Total 128 contaminant 
spills around the lake were simulated as the whole possible scenarios. 
Response to various numbers of scenarios 
To investigate the behavior of optimal solutions first, optimizations of monitoring 
lines for one, two, three, and 128 around-the-shore contaminant scenarios were done. The 
mass of contaminant spill was 10 ton, and the detection threshold was 0.1 g/m3, the 
detection time limit was 12 hours, the penalty for a detection failure was 12 hours, and 
the speed of the vessel was set 3 m/sec. The population in the genetic algorithm was 50, 
and the maximum generation was set as 200. 
The results are presented in Figure 6.9 and Table 6.1. As shown in the figure, if 
there was only one possible source location, a monitoring line started downstream from 
the source location and moved up to the spill location. If there were two candidate spill 
locations, a monitoring line started from one of the locations and ended at the other. If 
there were three possible spill locations, a line was formed mainly by two spill location, 
and it passed where two circulation flows met on the west side of the lake. The detection 
likelihood dropped to 73 percent by missing one of the spills often. The numbers of 
obtained optimal solutions for one, two, and three scenarios were one for each. 
If 128 spill scenarios around the shore were considered in the optimization, 
multiple optimal solutions were obtained, but all the solutions and their objectives were 
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very close. The comparison between the optimal solutions with the maximum detection 
likelihood and minimum detection time are presented in Figure 6.10. As it can be noticed, 
two solutions are very similar. Since the flow and possible contaminant spills were 




Table 6.1 Optimal monitoring lines for various numbers of spill scenarios in a wind 
driven circular lake  
The number of 
scenarios for the 
optimization 
Estimation of 






1 5.704 100.0 Figure 6.9 (a) 
2 6.066 97.9 Figure 6.9 (b) 
3 8.060 73.1 Figure 6.9 (c) 
9.609 49.12 Figure 6.10 (a) 
   
128 around the 
shore 









Figure 6.9 Optimal monitoring lines for various numbers of scenarios in a wind-driven 
circular lake 
(a) one scenario, (b) two scenarios, (c) three scenarios, (Triangles: Sources) 
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(a) (b) 
Figure 6.10 Comparison between the solutions with maximum detection likelihood and 
minimum detection time in a wind-driven circular lake with 128 scenarios 
around the lake 




Effect of the detection time limit 
To investigate the effect of the detection time limit on the optimal solutions, 6 and 
3 hours of the detection time limit were given to the optimization routine with the same 
other parameters used above. The penalties for detection failure were also adjusted to 6 
and 3 hours respectively. 
For 3 hour detection time limit, only one optimal solution was obtained. Multiple 
solutions for 6 and 24 hour detection time limit were obtained as shown Figure 6.1 and 
Table 6.2., but the objective values of the solutions were very close. In general, if the 
detection time limit was short, the detection likelihood was degraded quickly. Also, as 
detection time limit got shorter, an optimal monitoring line became shorter, and the 
solutions started and ended where a contaminant could be most likely detected, in this 
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case the west end of the lake. In other words, a monitoring line behaved like a stationary 
monitoring location. Hence, a very short detection time limit for the optimization of a 






Table 6.2 Optimal monitoring lines with respect to different detection time limit in a 





The estimation of 
detection time with 
penalty (hr) 
The estimation of 
detection likelihood (%) Figure 
3 2.648 23.31 Figure 6.11 (e) 
5.122 33.09 Figure 6.11 (c) 
5.121 32.23  6 
5.120 32.05 Figure 6.11 (d) 
17.17 69.45 Figure 6.11 (a) 
   24 
17.11 69.07 Figure 6.11 (b) 
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   (a)      (b) 
                  
   (c)      (d) 
               
   (e) 
Figure 6.11 Optimal monitoring lines with respect to different detection time limit in a 
wind-driven circular lake with 128 scenarios around the lake 
(a) detection time limit 24 hrs, maximum detection likelihood, 
(b) detection time limit 24 hrs, minimum detection time, 
(c) detection time limit 12 hrs, maximum detection likelihood, 
(d) detection time limit 12 hrs, minimum detection time, and 
(e) detection time limit 3 hrs 
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The objective values of the optimal monitoring lines can be compared with the 
stationary monitoring locations in the previous chapter. For example, the optimal 
solutions of monitoring locations and a monitoring line with the same 128 scenarios are 
compared and presented in Table 6.3. If a detection time limit was as short as 3 hours, the 
detection time of the three monitoring locations and the monitoring line were close, but 
the estimation of detection likelihood of three monitoring location was better by 10 % 
than that of the monitoring line. However, when the detection limit was 24 hours, the 
network of monitoring locations performed much better in both of the objectives than the 
monitoring line did. Hence, it can be stated that a straight monitoring line did not perform 
very well in this case. 
One reason why the monitoring line performed badly was mainly because of the 
geometrical constraint of a straight line to follow. In this problem, a contaminant was 
spilled on the shore, and it traveled along the shoreline. This means that a monitoring 
vessel should travel closely to the shoreline to detect the change of water quality, but it 
was not possible for a straight monitoring line due to the circular shape of the lake. 
However, only one monitoring vessel was used in this case, and a monitoring line is 
flexible so that it should not be underestimated. Furthermore, multiple vessels may be 
utilized at the same time, and the performance would be comparable to a network of 




Table 6.3 Comparison of the solutions of monitoring locations and monitoring path 
 
 The detection time limit (hr) 
The estimation of 
detection time with 
penalty (hr) 
The estimation of 
detection 
likelihood (%) 
3 2.349 34.4 
3 monitoring locations 
24 6.25 100.0 
3 2.648 23.3 
A monitoring line 
24 17.17 69.45 
 
 
Effect of the speed of a vessel 
Another design factor for a monitoring line is the speed of a vessel. To investigate 
the effect of the speed of a monitoring vessel, different speeds were applied for the 
optimization. The detection time limit was 6 hours. The other parameters were kept the 
same as the previous cases. 
The results are presented in Table 6.4 and Figure 6.12. As shown in the results, as 
the speed of a vessel increased, the estimation of the detection likelihood increased. 
When the speed of a vessel is high, the vessel can cover a long distance within a short 
amount of time, and the detection likelihood increases in result as shown in the table. 
However, the estimation of the detection time did no change much. Hence, high speed of 
a vessel is desirable especially in terms of detection likelihood. 
The pattern of the optimal lines did not change except when the speed of a vessel 
is very low. It suggests that the optimal monitoring lines are determined mainly by the 
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locations of contaminant sources not by the speed of a vessel. The estimation of detection 
time did not vary much by the different speed of a vessel. 
When the speed was very small, the vessel even could not travel enough distance 
in the given detection time limit and it became a constraint. For example, when the speed 
of the vessel was 0.1 m/sec, the maximum distance that the vessel could travel in 6 hours 
was 2.16 km, and this was one fifth of the diameter of the lake. In result, the optimal 
solutions with the speed of 0.1 m/sec were significantly shorter than the other solutions, 
and the patterns of them differed from the others as well. 
 
 
Table 6.4 Optimal monitoring lines with respect to different vessel speed in a wind-
driven circular lake 
The speed of a 
vessel (m/sec) 
The estimation of 
detection time with 
penalty (hr) 




5.374 14.52 Figure 6.12 (a) 
   0.1 
5.374 14.46  
5.115 28.71 Figure 6.12 (b) 
1 
5.112 28.70  




   
   (a)      (b) 
 
   (c) 
Figure 6.12 Optimal monitoring lines with respect to different vessel speed in a wind-
driven circular lake 
(a) 0.1 m/sec, (b) 1 m/sec, and (c) 10 m/sec 
 
Effect of the weight 
To investigate the effect of the weight of scenarios, one of 128 spill scenarios was 
given more weight as done in the previous chapter for the optimization of stationary 
monitoring locations. The location of the weighted spill was on the northwest shore 
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where was far from the optimal monitoring lines without weight. The detection time limit 
was 6 hours. 
The results are presented in Table 6.5 and Figure 6.13. Five optimal solutions 
were obtained for the case with 10 times weight, but all the solutions were very similar. 
Comparing these solutions with the previous case without weight in Table 6.2, no big 
difference in the locations of the lines was observed, but both of the objective values 
were slightly degraded due to missing the weighted spill scenario. When the weight was 
increased to 11, two different types of optimal solutions were observed among 9 optimal 
solutions. One was close to the solutions without weight, and the other was a new 
solution that ends at the location of the weighted spill. When the weight was increased to 
12, two different types of optimal solutions were observed among seven optimal 
solutions, but more than half of them were the new type of solutions that end at the 
location of the weighted spill. When the weight was increased to 20, which means that 
this spill scenario could happen 20 times more likely than the others, only one optimal 
solution was obtained, and the line ended around the location of the weighted spill. This 
solution is similar to the optimal solution for just one spill scenario. 
As it shown, the optimal lines changed rather abruptly from the optimal solution 
without weight to the optimal solution with weight. When a small weight was imposed on 
a spill, the optimal monitoring lines without weight were maintained. Once the loss in the 
objectives by missing the weight spill scenario overwhelmed the gain in the objectives by 







Table 6.5 Comparison of optimal monitoring line with respect to different weight 
 
Weight 
The estimation of 
detection time with 
penalty (hr) 




5.200 30.83 Figure 6.13 (a) 
   10 
5.157 28.06  
5.049 30.56 Figure 6.13 (b) 
   11 
5.136 28.63 Figure 6.13 (c) 
5.202 30.27  
   12 
5.121 29.19  




   (a)      (b) 
  
   (c)      (d) 
Figure 6.13 Comparison of optimal monitoring line with respect to different weight 
(a) 10 times weight and (b) 20 times weight on the spill at the dot 
 
Summary 
The optimization of a straight monitoring line was done in a wind-driven circular 
lake with possible spills all around the shore. To investigate the effect of parameters, 
parameters such as the speed of a vessel were adjusted for each optimization. 
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An optimal monitoring line tends to start or end where spills can be detected most 
likely. In this test case, it was the west end of the lake or where a high weight on a spill is 
given. If there was one spill scenario with high weight, a line was formed from 
downstream of the spill to the spill. Generally, the faster the speed of a vessel is the better 
optimal solutions perform because they can cover a wide area in a short amount of time. 
The weight on spill scenarios tends to change optimal solutions rather abruptly. The 
performance of a monitoring line was not high mainly due to the geometrical constraints, 
but it could be comparable with 3 or less monitoring locations when a short detection 
time limit was required.  
6.3.2. Circular lake with tides 
To investigate the effect of tides on the optimization of monitoring lines, the flat-
bottomed circular lake with tides from the previous chapter was used. Since this case was 
not steady state case, many different scenarios that had same spill locations but different 
spill times were assumed as described in the previous chapter. The one hydrodynamics 
condition with tides of 20 cm amplitude was considered in the optimization. Hence, the 
number of scenarios used for the optimization was 240. The mass of the spills was 10 ton, 
and detection threshold was 0.1 g/m3. 
The results with the vessel speed of 3 m/sec were presented in Table 6.6 and 
Figure 6.14. The detection likelihoods were even lower than those of the previous 
circular lake under the constant wind because the flow speed in this case was lower than 
the previous case, and some contaminant was lost through the tidal inlet. The change in 
the detection time limit did not improve the detection likelihood much either. In some 
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cases, multiple optimal solutions were obtained, but the differences among them were 
very small.  
To investigate the effect of the velocity of the vessel, the speed of 1 m/sec and 10 
m/sec were applied for the optimization. The detection time limit was 6 hours for both 
cases. The results are presented in Table 6.7 and Figure 6.15. Similarly to the 
optimization in the wind-driven lake, as the speed of a vessel increased, the detection 
likelihood increased. Even though multiple optimal solutions were obtained, the 
differenced were very small. Also, the pattern of the optimal lines was not affected by the 




Table 6.6 Optimal monitoring lines in the circular lake with tides 
 
The detection time 
limit (hr) 
The estimation of 
detection time with 
penalty (hr) 




3 2.707 19.78 Figure 6.14 (a) 
5.328 24.35 Figure 6.14 (b) 
   6 
5.320 23.51  
10.470 28.40 Figure 6.14 (c) 
   12 






   
   (a)      (b) 
 
   (c) 
Figure 6.14 Optimal monitoring lines in the circular lake under tidal effect 
(a) the best detection likelihood solution with 3 hr detection time limit, 
(c) the best detection likelihood solution with 6 hr detection time limit, and  
(d) the best detection likelihood solution with 12 hr detection time limit 
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Table 6.7 Comparison of optimal monitoring lines with respect to the speed of a 
vessel in the circular lake with tides 
 
The speed of a 
vessel (m/sec) 
The estimation of 
detection time with 
penalty (hr) 




5.314 22.31 Figure 6.15 (a) 
1 
5.300 21.98  
5.367 24.33 Figure 6.15 (b) 
   10 




   (a)      (b) 
Figure 6.15 Comparison of optimal monitoring lines with respect to the speed of a 
vessel in the circular lake with tide 





Because of the shape of the domain, slow transport of contaminant transport, and 
loss of the contaminant mass through the tidal inlet, the performance of the optimal 
solutions were low compared to the results of a wind-driven closed circular lake. 
Generally, optimal monitoring lines were obtained along the shore line near the tidal inlet. 
The direction of the monitoring was not critical. The detection likelihood increased as the 
speed of a vessel increased, but the effect was small.  
6.4. Lake Pontchartrain 
To apply the optimization routine for a real situation, Lake Pontchartrain was 
used. The same hydrodynamics and contaminant transport simulations described in the 
previous chapter were reintroduced for the optimization. 
6.4.1. Wind-only case 
As described in the previous chapter, wind is the major factor of hydrodynamics 
in Lake Pontchartrain. Hence, the optimization of monitoring lines was done with Lake 
Pontchartrain under a constant wind. A constant wind of 15 m/sec from southeast was 
given, and 20 possible source locations were selected as done in the previous chapter for 
the optimization of monitoring locations.  
The mass of the spills was 1 ton, and the detection time limit was 12 hours. Since 
the scale of Lake Pontchartrain is larger than the hypothetical circular lake, slow vessel 
speed such as 1 km/hour is not meaningful. Two speeds were selected: 3 m/sec and 10 
m/sec. With 10 m/sec, which is 36 km/hour, the optimization obtained one optimal 
solution with the detection likelihood of 31.60 % as shown in Table 6.8 and Figure 5.27. 
The line was formed where a straight line could pass near to as many source locations as 
possible. The direction of the monitoring line was against the flow direction. Even though 
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a monitoring line could travel from one end of the lake to the other in the given detection 
time limit, it did not happen. Instead, the optimal monitoring line picked where the most 
number of sources can be detected, and the length was restricted by the geometry of the 
lake. The effect of the velocity in this case was not significant as shown in Table 6.8. The 
pattern of the lines and the objective values were very similar as well. 
These results tell that the initial design of possible sources is very important. 
Straight monitoring lines have geometrical restriction so that they tend to pick a few 
sources and abandon others. In result, a straight monitoring line is determined by a 
distribution of possible scenarios. Hence, if possible sources are not correctly proposed, 
the result can be unreliable. 
 
 
Table 6.8 Optimal monitoring lines with respect to the speed of a vessel in Lake 
Pontchartrain under the constant wind 
 
The speed of a 
vessel (m/sec) 
The estimation of 
detection time with 
penalty (hr) 




3 9.9851 32.71 Figure 6.16 
10.091 32.78 Figure 6.17 
10 


















































































































































6.4.2. Site-specific wind and tide case 
The optimization of straight monitoring lines was done for Lake Pontchartrain 
with real wind and tide. The conditions for hydrodynamics were identical to the real-wind 
and predicted-tide case in Chapter 4. For contaminant scenarios, the same 20 possible 
spill locations as in the wind-only case of the previous section were selected. Then, 8 
different spill times were selected for each spill locations so that the number of all 
scenarios was 160. These were the same scenarios used for the optimization of 
monitoring locations in Lake Pontchartrain in Chapter 5. 
The results of the optimizations are presented in Table 6.9, and Figure 6.18. Only 
one optimal solution for each speed of a vessel was obtained. Similarly to the 
optimization of monitoring locations for Lake Pontchartrain in the previous chapter, the 
performance of the optimal monitoring lines with real wind and predicted tide was worse 
than those with constant wind because of many different scenarios. The optimal 
monitoring line with vessel speed of 3 m/sec under real wind and predicted tide was 
almost identical to that with constant wind. When the speed of the vessel increased, the 
performance maintained, but an optimal solution with different pattern was obtained as in 
Figure 6.18 (b). The optimization model chose this short line because other solutions had 
low performance as well.  
Overall, the optimal monitoring lines were not very sensitive to the change of 
flow conditions, and instead it tended to pass through as many source locations as 
possible. Hence, even though the hydrodynamics varied, the optimal solutions were not 




Table 6.9 Optimal monitoring lines with respect to the speed of a vessel in Lake 
Pontchartrain under the real wind and predicted tide 
 
The speed of a 
vessel (m/sec) 
The estimation of 
detection time with 
penalty (hr) 




3 10.371 26.43 Figure 6.18 (a) 








Figure 6.18 Optimal monitoring line in Lake Pontchartrain under the real wind and 
predicted tide with detection time limit of 12 hours 




To overcome the spatial restriction of stationary monitoring locations and to 
utilize advanced mobile monitoring system, an optimization routine to find the best 
straight monitoring line is proposed and tested. 
The optimization model found straight optimal monitoring lines that passed 
through as many source locations as possible. Due to the geometrical restriction of a 
straight path, a straight line could not follow irregular shorelines where source locations 
were located, and the performance of optimal solutions was not high. However, the 
performance of some results was comparable to that of a few stationary monitoring 
locations. 
The speed of a monitoring vessel was one important factor that affected the 
performance of optimal solutions in many cases. The higher the speed of a vessel was, 
the better performance of the solutions was obtained, generally. However, the 
improvement by increasing vessel speed did not show in Lake Pontchartrain cases. The 
effect of weights on optimal solutions was not large.  
The performance of optimal straight monitoring line was not high, especially for 
complex real situations, and the optimal solutions were not sensitive to change of 
parameters. 
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CHAPTER 7  
Optimal Design of Higher Order Monitoring Paths 
7.1. Optimization model for a water quality monitoring path 
Another type of mobile monitoring system that follows a free path instead of a 
straight line discussed in the previous section is what we call a higher order path that may 
be represented by a polynomial higher than a straight line although we are not going to 
use polynomials in defining these paths. Since a straight monitoring line has geometrical 
restriction, its performance is low especially when the shape of a domain is complex, and 
the contaminant is transported following the irregular boundary of the domain. A way to 
overcome this restriction is adopting a free form of a monitoring path that can follow any 
shape, thus the definition of a higher order monitoring path. 
7.2. Implementation of the genetic algorithm for a monitoring path 
The selected objectives of the design of a free monitoring path are: (i) detecting 
contaminants in a water body as soon as possible in order to minimize the area affected 
by contamination and to secure ample amount of time for appropriate response; and, (ii) 
maximizing detection likelihood. These are the same objectives for the previous 
monitoring location designs and straight monitoring line alternative discussed earlier. 
The optimization problem of a monitoring path with these two main objectives 
can be mathematically stated as: 
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The objective functions given above are identical to those for the straight 
monitoring line given in the previous chapter, but the decision variable is different. The 
length of a path is given as a constraint because the length of a path can be infinitely long 
without such a constraint. This was not a big concern for a straight monitoring line 
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because a straight monitoring line is always restricted by the geometry of the boundary of 
a domain. 
The decision variable for this case is a free monitoring path defined by a series of 
integer node indices in a mesh. There are many possible ways to define a free path in a 
two-dimensional domain, but a free path constructed from a connection of dots are one of 
the easy ways even though it would not generate a smooth path. The other reason why 
this representation of a free path was selected is that a discretized mesh used for the 
simulations already consists of many nodes (or points) where the concentration values are 
calculated. Hence, using nodes from a mesh directly as possible waypoints and 
monitoring points of a free monitoring path, which a vessel will follow and take 
measurement along this path one by one as shown in Figure 7.1, is a computationally 
efficient way for the optimal solution of this problem. The reason why this is 
computationally efficient is because it can avoid any interpolation similarly to the straight 
monitoring line case. Also, this method can allow the pre-calculation of detection time 
windows in advance of the optimization, which is crucial for computational efficiency. 
Then, the problem becomes similar to the famous traveling salesman problem 
(TSP) but with different objectives. In the case of TSP, the objective is usually travel 
length or cost of travel. TSP is a discrete or combinatorial optimization problem which is 
classified as NP-hard (nondeterministic polynomial hard, which means that no 
polynomial algorithm exists). Due to its complexity, many heuristic algorithms including 
genetic algorithms have been applied to solve it. The genetic algorithms have been used 
to solve TSP for a long time and have shown its capability very well (Goldberg, 1989).  
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The way of the genetic expression for a free monitoring path is based on series of 
nodal indices, which is similar to that used for the optimization of stationary monitoring 
locations in Chapter 5. The sequence of the nodes in a chromosome is not important for 
the optimization of monitoring locations, but it is important for the path optimization 
because a monitoring vessel will follow the nodes one by one. The number of genes in an 
individual chromosome can vary as well, and the maximum length constraint will limit 
the number of genes accordingly. Also, repetitive genes are allowed because a free path 
may have a loop. 
 
 
Figure 7.1 Example of a genetic expression of a path 
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Overall optimization procedure was written in C++ with PARADISEO library 
(Cahon, Melab, et al., 2004). The code was compiled with G++ on RedHat Linux with 
Intel-family CPUs as done in the previous chapters. 
7.3. Genetic operations for a monitoring path 
The idea of the crossover and mutations are exchanging good traits of parents and 
adding new random information. However, if the traditional one point crossovers and/or 
random mutations are applied on individuals for paths, the goals of crossover and 
mutation operations stated above cannot be achieved because they will break paths, and 
desirable traits will not be preserved. For example, the one-point crossover happens at the 
same gene location of two individuals, and this may generate sudden jump of waypoints 
in the middle of paths. These sudden jumps – two waypoints separated by a long distance 
– are not desirable because an abrupt jump in a path means a long travel between two 
waypoints without measurement according to the genetic coding. Similar degradation of 
paths may be caused by the traditional mutation operation as well. Hence, crossover and 
mutation for paths need to be designed specifically to preserve desirable characteristics of 
individuals without generating sudden jumps.  
The idea of a crossover operation to preserve the path trait is not new. In a routing 
problem such as the internet packet routing (Ahn and Ramakrishna, 2002), a crossover 
operation finds common genes of two selected parents first and exchanges information at 
one of the common gene locations. By selecting a common gene instead of a locus, a 
crossover operation can exchange information nicely without causing sudden jumps in 
offspring. In a traditional crossover operation on the other hand, a crossover operation 
picks random loci (locations in a chromosome) and exchanges information at the picked 
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loci, which generate abrupt jumps in offspring paths even though the parents do not have 
any abrupt jumps in themselves. A graphical example of the one-point crossover 
operation for paths is presented in Figure 7.2. As shown in the figure, the crossover 
operation may change the length of paths, but it maintains the geometrical traits of two 
parents well without generating abrupt jumps. 
The mutation operation for a free monitoring path also needs to consider the 
geometrical traits of a path. First, locations for a mutation are selected just like the 
traditional mutation does. To prevent sudden jumps in offspring, candidate nodes within a 
given mutation radius from a previous and next waypoints of a mutation location are 
chosen, and the mutation occurs only among the candidate nodes. If a mutation node is 
either one of end points, only a previous or next node is used to find candidate nodes. 
This method guarantees that the distance between any of two consecutive waypoints 
always stays in the mutation radius. The graphical representation of the mutation process 
is presented in Figure 7.3. 
Initial population is generated based on the same mutation rules described above. 
Then, all individuals in an initial population do not have sudden jumps. Consequently, as 
long as the crossover and mutation operations described above are applied on initial and 
subsequent populations, all generations will keep the same nice traits as well. 
The selection and replacement strategies are the same as those for the monitoring 










Figure 7.2 Example of the crossover operation for a path 





Figure 7.3 Example of the mutation operation for a path 
(Gray lines are an old path, Dark lines are a newly mutated path. The 
mutation radius is rm.) 
 
7.4. Evaluation of a path 
The evaluation procedure of monitoring paths is very similar to that of monitoring 
lines in the previous chapter. As a preliminary step, all detection time windows at every 
node are calculated before the optimization. The evaluation routine iterates from the first 
waypoint to the last waypoint and check if a contaminant can be detected at each 
waypoint. Waypoints in a free path are given by a chromosome directly so that waypoints 
do not need to be derived. For the previous optimization for straight monitoring lines, 
waypoints between start and end points are generated. Corresponding time at each 
waypoint can be calculated by adding traveling time from one waypoint to a next one 
sequentially. The velocity of a monitoring vessel is set constant again for simplicity, and 
the traveling time between two waypoints can be calculated easily with the distance 
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between two consecutive waypoints and the velocity. The flowchart of the evaluation 
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Figure 7.4 Flowchart of evaluation procedure for a monitoring path 
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7.5.  Test problems of monitoring paths 
7.5.1. Wind-driven circular lake 
The same circular lake case with a constant wind from east used in the previous 
chapter was adopted again to test the path optimization model. The diameter of the lake 
was 10 km, and the number of scenarios was 128. 
The effect of path length  
To investigate the effect of path length, the length constraint was adjusted, and 
other parameters were fixed. The speed of a monitoring vessel was set 3 m/sec, which is 
10.8 km/hr, and the detection time limit was 24 hours. The penalty value for a non-
detected scenario was set the same as the detection time limit, 24 hours. The minimum 
length was zero, and the two maximum lengths of 10.8 km and 21.7 km were selected. 
The two lengths were derived from the distance that a vessel can travel in one and two 
hours respectively by 3 m/sec speed. The results are presented in Table 7.1 and Figure 7.5. 
It can be easily noticed that the optimal paths followed the shoreline and passed 
the far left side of the lake, where two flows from north and south met. The optimization 
model obtained multiple solutions, but the shapes of all the solution paths were very 
similar, as shown in the figures despite different parameters. The detection likelihood of 
longer paths was better than that of shorter paths because long paths could cover wider 
area. Hence, the lengths of optimal paths were very close to the maximum length. 
It should be noted that the optimal monitoring paths performed better than the 
best straight monitoring lines did with similar parameters since a free path does not have 
a geometrical constraint. However, the optimal paths were not so simple that it may cause 
some trouble for a vessel to follow. 
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Table 7.1 Optimal solutions of monitoring paths with respect to different length 
restriction in the wind-driven circular lake with the detection time limit of 
24 hours 
 
Maximum length of 
the path (km) 
The estimation of 
detection time with 
penalty (hr) 




6.434 74.87 Figure 7.5 (a) 
   10.8 
5.484 66.81 Figure 7.5 (b) 
3.328 89.34 Figure 7.5 (c) 
   21.6 
3.028 83.51 Figure 7.5 (d) 
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   (a)      (b) 
   
   (c)      (d) 
Figure 7.5 Optimal monitoring paths in a circular lake driven under a constant wind 
with the vessel speed of 3 m/sec and 24 detection time limit with 128 
scenarios around the lake 
(a) a short path with best detection likelihood, 
(b) a short path with shortest detection time 
(c) a long path with best detection likelihood, and 
(d) a long path with shortest detection time 
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The effect of detection time limit 
To see the effect of detection time limit on the optimal solutions and their 
performance, the detection time limit was adjusted to 3 hours from 24 hours of the 
previous case. The penalty value was adjusted to 3 hours as well. The results are 
presented in Table 7.2 and Figure 7.6. The shapes of the paths were basically the same as 
the previous results with the detection time limit of 24 hours, but the detection likelihood 
dropped significantly. Hence, the detection time limit does not affect the shapes of 
optimal paths necessarily, but the detection likelihood drops with shortening detection 
time. 
 
Table 7.2 Optimal solutions of monitoring paths with respect to different length 
restriction in the wind-driven circular lake with detection time limit of 3 hr 
 
Maximum length of 
the path (km) 
The estimation of 
detection time with 
penalty (hr) 




2.043 38.25 Figure 7.6 (a) 
   10.8 
1.995 35.75 Figure 7.6 (b) 
1.839 61.84 Figure 7.6 (c) 
   21.6 





    
(a) (b) 
   
(c)      (d) 
Figure 7.6 Optimal monitoring paths in a circular lake driven under a constant wind 
with the vessel speed of 3 m/sec, the detection time limit of 3 hours, and 
128 scenarios around the lake 
(a) a short path with best detection likelihood, 
(b) a short path with shortest detection time 
(c) a long path with best detection likelihood, and 
(d) a long path with shortest detection time 
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The effect of the speed of a vessel 
Another factor in the monitoring path optimization is the speed of a vessel. To 
investigate the effect of the speed of a vessel, the speed of the vessel increased to 10 
m/sec, which is 36 km/h. The detection time limit was 3 hours. The other parameters 
were kept the same. 
The results are presented in Table 7.3 and Figure 7.7. As shown in the figure, a 
vessel now can travel 36 km per hour, and a vessel can travel more than the 
circumference of the lake with the diameter of 10 km in an hour. The optimal paths 
follow the shore of the lake. If a vessel can run two hours, the boat traveled twice around 
the lake. 
The optimal solutions with higher speed (10 m/sec) and shorter detection time 
limit (3 hours) had better performance than those with slower speed (3m/sec) and longer 
detection time limit (24 hours) as presented in Table 7.1 and Table 7.3. Hence, speeding 
up a monitoring vessel is a very good way to increase the performance of an early 
warning system because wide coverage in a short amount of time is crucial. With the high 
speed of 10 m/s, the performance of the monitoring system was comparable to a 





Table 7.3 Optimal solutions of monitoring paths with respect to different length 
restriction in the wind-driven circular lake with the vessel speed of 10 m/s 
 
Maximum length of 
the path (km) 
The estimation of 
detection time with 
penalty (hr) 




0.849 86.25 Figure 7.6 (a) 
   36 
0.797 81.66 Figure 7.6 (b) 
1.065 87.42 Figure 7.6 (c) 
   72 








   (c)      (d) 
Figure 7.7 Optimal monitoring paths in a circular lake driven under a constant wind 
with the vessel speed of 10 m/sec and the detection time limit of 3 hours 
(a) the best detection likelihood solution with the maximum length of 36 km, 
(b) the shortest detection time solution with the maximum length of 36 km, 
(c) the best detection likelihood solution with the maximum length of 72 km, 
and (d) the shortest detection time solution with the maximum length of 72 
km 
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Effect of weight on scenarios 
The probability of each contaminant source or spill may be different in a real 
situation. To investigate the effect of weight, one of the scenarios was selected, and its 
weight increases to 10 and 50 times of other scenarios. The detection time limit was 3 
hours, and the speed of a vessel was 3 m/sec. 
The results are presented in Table 7.4 and Figure 7.8. Because of the weight 
scenario, the locations of the optimal paths moved to the north side of the lake. The major 
part of the paths was downstream of the weighted source location along the shoreline, 
where the contaminant was transported. These results show that the weight of scenarios 
affect the optimal solution greatly. Hence, the probability of contaminant spills in a real 
situation need to be managed carefully to obtain reliable optimal solutions. 
 
Table 7.4 Optimal solutions of monitoring paths with respect to different weights in 
the wind-driven circular lake 
 
Weight 
The estimation of 
detection time with 
penalty (hr) 




2.081 37.37 Figure 7.8  (a) 
   10 
2.007 35.27  
1.821 50.40 Figure 7.8  (b) 
   50 
1.758 48.43  
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   (a)      (b) 
Figure 7.8 Optimal monitoring paths with respect to different weights  
(a) 10 times weight and (b) 50 times weight at a source location (triangle) 
 
7.5.2. Circular lake with tides 
To find out optimal paths in a lake under tidal effect, the same circular lake with 
tides from the previous chapters were adopted. The tidal amplitude was 20 cm at the 
mouth on the east side of the lake. The number of scenarios was 240. The speed of a 
vessel was set 3 m/sec, and the maximum length was 10.8 km and 32.4 km respectively. 
The detection time limit was 3 hours. The mass of the spilled contaminant was 10 tons, 
and the detection threshold was 0.1 g/m3. 
The results are presented in Table 7.5 and Figure 7.9. Multiple solutions for each 
case were obtained, but all of them were very similar. The optimal paths followed the 
shoreline again because the possible source locations were around the lake. When the 
length of a path was short, it picked one side of the lake and followed the shoreline. 
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In this case, even the performance with the high speed was not good compared 
with the previous closed lake cases. The reason of the low detection likelihood of this 
case was caused by the loss of the contaminant to the tidal lets. 
 
Table 7.5 Optimal solutions of monitoring paths in the circular lake under tidal effect 
 
Maximum length of 
a path (km) 
Estimation of 






2.155 33.68 Figure 7.9 (a) 
   10.8 
2.088 32.75  
0.917 83.78 Figure 7.9 (b) 
   32.4 
0.882 79.22  
 
 
   
(a)      (b) 
Figure 7.9 Optimal solutions of monitoring paths in the circular lake under tidal effect 
(a) the best detection likelihood solution with the maximum length of 10.8 
km, and (b) the best detection likelihood solution with the maximum length 
of 21.6 km 
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7.6. Lake Pontchartrain 
To apply the optimization model for a real case, Lake Pontchartrain was tested as 
done in the previous chapters. The same 20 source locations presented in Figure 5.26 
were chosen as possible spill sites. The mass of the contaminant spill was 1 ton, and the 
detection threshold was 0.1 g/m3. 
7.6.1. Wind-only case 
Because of the large scale of the lake, the speed of a vessel was set 10 m/sec. To 
see the effect of the maximum length of monitoring paths, the length was adjusted. The 
detection time limit was set 12 hours. The results are presented in Table 7.6 and Figure 
7.10 through Figure 7.12. 
The optimal paths started the west of the source location on the far southwestern 
parts of the lake, and traveled along the shore of the lake. Since the area has more than 
half of source locations mainly from New Orleans, the optimal paths stayed the area 
without trying to detect other contaminant on the north shore. This was similar results to 
the straight monitoring lines in the previous chapter. Even when the length of a path was 
increased up to a distance to travel the whole lake, a vessel did not go to the other side of 
the lake. Thus, about half of scenarios were missed, and the performance of the optimal 
solutions was not good. When a monitoring vessel was allowed to move around 3 hours, 
which is up to 216 km, the vessel wandered and moved back and forth around the 
southwestern shore. Also, the performance of optimal solutions did not improve much as 
the length of paths increased. 
This shows that the limitation of one vessel in a large domain clearly. When a 
domain is large, a monitoring vessel cannot cover the whole area. Thus, it chooses an 
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area where many contaminations are detected especially when sources are not evenly 
distributed. Hence, multiple monitoring vessels at the same time or combination with 
stationary monitoring locations need to be considered to improve performance in a large 
domain. 
 
Table 7.6 Optimal solutions of monitoring paths with respect to different length 
restriction in Lake Pontchartrain under the constant wind 
 
Maximum length 
of a path (km) 
Estimation of 






6.692 45.93 Figure 7.10 
36 
6.603 45.74  
6.288 52.41 Figure 7.11 
6.288 51.38  72 
6.288 50.86  
6.878 50.95 Figure 7.12 
216 






























































































































































































































































7.6.2. Site-specific wind and tide case 
The optimization of higher order monitoring paths was done for Lake 
Pontchartrain with real wind and tide. The conditions for hydrodynamics were identical 
to the real-wind and predicted-tide case in Chapter 4. For contaminant scenarios, the 
same 20 possible spill locations as in the wind-only case of the previous section were 
selected. Then, 8 different spill times were selected for each spill locations so that the 
number of all scenarios was 160. These were the same scenarios used for the 
optimization of monitoring locations in Lake Pontchartrain in Chapter 5 and 6. 
The results are presented in Table 7.7 and Figure 7.13. Compared with the wind-
only cases, the results with read wind and predicted tide showed even better performance. 
The direction of travel in the results of 36 and 72 km length limit was the opposite of that 
in the previous results with constant wind. However, the locations and patterns of all the 
optimal solutions were almost identical to those of the results with constant wind in the 
previous section. The solution with 216 km length limit again did not leave the southern 
shoreline of the lake. It departed from the southwestern corner of the lake, traveled to the 
most right possible spill locations on the south shore, wandered around there, and finally 
came back to where it departed. This solution is almost identical to the solution with 216 
km length under constant wind in the previous section. 
These results shows that the superiority of higher order monitoring paths clearly. 
The performance of higher order monitoring paths were twice better than straight 
monitoring paths for the same cases. Also, higher order monitoring paths did not suffer 
from performance degradation in the complex real situations where as the straight 
monitoring lines performed worse against the real situations. When the performance was 
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compared with the stationary monitoring locations, the performance of higher order 
monitoring paths was comparable to that of the five optimal stationary monitoring 
locations in Chapter 5. 
 
 
Table 7.7 Optimal monitoring paths with respect to the speed of a vessel in Lake 
Pontchartrain under the real wind and predicted tide 
 
Maximum length 
of a path (km) 
Estimation of 






6.540 46.81 Figure 7.13 (a) 
   36 
6.506 42.20  
5.881 55.78 Figure 7.13 (b) 
   72 
5.855 54.61  
6.324 57.89 Figure 7.13 (c) 
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Figure 7.13 Optimal monitoring paths in Lake Pontchartrain under the real wind and 
predicted tide with the speed of 10 m/sec and detection time limit of 12 
hours 
(a) Maximum length of 36 km, (b) Maximum length of 72 km, and (c) 




To overcome the geometrical constraint of a straight monitoring line path, an 
optimization model for a free monitoring path was proposed and applied for various cases. 
For the optimization model, the appropriate crossover and mutation operations were 
developed, and they found optimal solutions in relatively short amount of time despite the 
huge search space. 
Higher order monitoring paths showed better performance than straight 
monitoring lines because free monitoring paths could follow irregular domain boundaries 
very well. This is particularly important because it is likely that most source locations are 
located on the shoreline of a domain. The performance of optimal solutions was 
comparable to many fixed monitoring stations in a closed wind-driven lake especially 
when the speed of a vessel was high. The direction of travel was often against flow 
direction. Also, the performance of higher order monitoring paths did not get worse under 
complex real-wind and tide cases. 
When there is an outlet in a domain as shown in the circular lake with tides, a 
monitoring vessel may miss spills that will exit through the tidal outlet. This lowered the 
performance of optimal paths. However, missing these cases may not be critical in a 
practical point of view. 
The shapes of the optimal paths were not very smooth in some cases. This is 
mainly due to the limitation by adopting nodes of a mesh as possible waypoints of a path. 
Also because the speed of a vessel was set as constant, a monitoring vessel had to go 
around an area to slow down in some cases. When a path becomes very long like as 
shown in the Lake Pontchartrain cases, it becomes hard for the optimization model to 
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find a smooth solution as well. To avoid this problem a variable speed monitoring boat 
path can also be tested as an extension to this study. 
When the scale of a domain is large such as Lake Pontchartrain, one vessel cannot 
cover the whole area effectively so that a vessel stays where it can detect contamination 
the most. Hence, two or more monitoring vessels at the same time or combining with 
stationary monitoring locations may be alternatives to improve the performance of a 
monitoring system. 
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CHAPTER 8  
CONCLUSIONS 
The health risk from the degradation of surface water quality is increasing 
worldwide, and this problem necessitates public health managers implement water 
quality monitoring systems to protect public health and the ecosystem. The health risk 
from direct exposure such as recreational activities is also becoming a health issue as well. 
Thus, the need for an early warning system against adverse water quality conditions is an 
increasing concern. 
The goals of a water quality monitoring system is the development of a 
comprehensive monitoring system designed to address several concerns such as early 
detection, threshold detection, monitoring system design for fixed stations or monitoring 
system design for unmanned mobile detection devices and the like. Thus, in the design of 
a water quality monitoring program, many design factors such as what, when, where, and 
how to take the measurement must be decided within scientific limitations. Among them, 
where to make the measurement is very critical because inappropriate monitoring places 
may lead to redundant, incomplete and insufficient information for decision making. The 
locations for water quality monitoring stations are often decided by expertise rather than 
by engineering methods. 
Furthermore, due to recent advances in robotics and autonomous measuring 
techniques, autonomous mobile water quality monitoring, which takes measurement 
automatically while the mobile monitoring vehicle moves from one point to another, is 
becoming available, and this opens a whole new possibility of water quality monitoring 
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problems. However, how to design the optimal paths for these mobile water quality 
monitoring vehicles has not been investigated in detail at this time. 
The procedures of designing the monitoring locations or monitoring paths need to 
consider numerous factors such as uncertainty and different hydrodynamic situations, and 
they should pursue conflicting goals as well. These make the design problem to employ 
multi-objective optimizations methods requiring multiple computational steps, multiple 
objectives and constraints for a multitude of physical considerations. 
To consider various cases of hydrodynamics and random contaminant source 
possibilities into account, many possible scenarios were designed as representative 
realizations for the first step of the overall optimization procedure proposed in this thesis. 
The scenarios then were simulated numerically to find their fate, and the numerical 
simulations which required enormous amount of computational resource. Consequently, 
the computational time became a major issue. To resolve this issue, parallel simulation 
codes were developed, and computational time was reduced effectively. Even though a 
parallel computing was adopted, the computational time for the hydrodynamics and 
contaminant transport simulations was longer than that for the optimization procedures 
that utilized them, and they still remain to be a major obstacle for efficient solution of 
these problems. 
To solve the optimization problem using the results obtained from contamination 
scenarios, the genetic algorithm based on NSGA-II was implemented with specifically 
designed crossover and mutation operators. The main objectives of the optimizations 
were: (i) minimization of the detection time; and, (ii) maximization of detection 
likelihood. These objectives were selected by targeting an early water quality warning 
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system. To simplify the optimization procedures, the values at nodes in a discretized 
mesh were directly used. This approach made preliminary calculations of detection times 
and detection time windows at all the nodes in a mesh possible in advance of the 
optimization routines. 
The proposed methods were tested for a wind-driven lake circulation problem, a 
lake under tidal influence, and Lake Pontchartrain. It was shown that a closed water body 
that was affected mainly by the wind and the resulting wind-driven circulation was an 
important factor in determining the optimal monitoring station locations. This effect 
eventually was reflected in the contaminant transport and the optimization solutions of 
monitoring locations and monitoring paths. 
The genetic algorithm developed for this purpose solved the optimization problem 
very effectively. Even for the complex case such as Lake Pontchartrain, an optimization 
problem could be finished in less than an hour on an Intel-based workstation. 
In a closed water body, wind generated circulations that showed longshore flows 
with a return flow at the center. Assuming that possible source locations were on the 
shores, contaminants were transported on the longshore flows. Hence, monitoring 
locations were distributed on the shores. Also, monitoring lines and paths there were 
found as the optimal paths were located close to the shore of a water body as well.  
Even if there was the effect from tides, the circulatory flows were established 
along the shores so that the optimal solutions were located closely to the shores. However, 
the performance of monitoring systems dropped due to the loss of contaminant to the 
open sea for some cases. 
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Optimal monitoring locations coincided with some of source locations to 
minimize the estimation of detection time. If the direction of flows were constant, 
monitoring locations were placed mostly downstream of the sources. 
Straight monitoring lines are simple for a monitoring vessel to follow, but due to 
its geometrical constraint, their performances were generally low. Free forms of 
monitoring paths achieved higher performance than the straight monitoring lines because 
it did not have the geometrical restrictions. Optimal monitoring paths were obtained 
along the shoreline where the contaminant sources were located. In some cases, only one 
monitoring vessel could achieve comparable performance to several stationary 
monitoring locations. 
The shape of the lines and higher order monitoring paths were not very sensitive 
to monitoring parameters such as the speed of a vessel or detection time limit. Generally, 
the performance of the optimal solutions of monitoring lines and higher order monitoring 
paths increases as the speed of a boat increased. When the solution domain was large, and 
possible sources were not distributed evenly along the shores, optimal monitoring lines 
and higher order monitoring paths were formed where most of sources are distributed. 
In most of the cases, the locations of sources were the most influential factor, and 
hydrodynamics was also important. If contaminant spills did not have the same likelihood 
of occurrence, it affected the optimal solutions as well. Hence, well-designed 
hydrodynamics and contaminant spill scenarios that reflect real situations is very crucial 
in solving this problem. Also, the number of scenarios needs to be minimized to reduce 
computational time but this may affect the random nature of contaminant spill 
occurrences. 
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The adaptation of penalty value for non-detected scenarios got rid of practically 
meaningless solutions and reduced the number of optimal solutions greatly. Sometimes 
all the optimal solutions converged into one or a few solutions. Most of the optimal 
solutions had the highest detection likelihood possible because this approach put more 
weight on reliability of monitoring system. 
The proposed methods can overcome this difficulty by engaging complexities 
with numerical simulations and optimization in an engineered way. Eventually, the 
optimal solutions with the proposed method will increase the detection likelihood and 
decrease the detection time of a monitoring program at the same time. These objectives 
are hard to be achieved just by expertise due to the complexity of the problem. The 
methodologies developed in this thesis may be extended to other areas with more 
comprehensive models and more powerful computation devices. For example, the 
interaction with sediments and application with three-dimensional simulations are the 
ones among possible improvements. Accordingly, the optimization routines can be 
expanded to three dimensional spaces. When a domain to be monitored is large, it is 
found that one vessel may not achieve a high enough rate of detection. In the future, 
multiple vessel cases can be adopted to increase the efficiency, and an improved 
optimization routine that can manage multiple vessels will be necessary as well to 
manage multiple monitoring paths. Also, the same optimization method can be applied in 
different fields that require optimizing locations and paths such as early detection of 
attacks in chemical/biological warfare in water and atmosphere. Finally, adopting new 
objectives such as finding the best places for monitoring programs to achieve better 
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reconstruction or prediction of some values – data assimilation problems – can be another 
application of this optimization. 
The creatures in the nature always wander around to search a better place to find 
foods and a safer place to live. The design of monitoring locations and paths is actually 
solving similar problem to what is happening in the nature, and the genetic algorithm 
may be understood as one way inspired by them. We may find a better way to solve our 
problems through deeper understanding of the nature in future studies. 
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