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Abstract
Social-media platforms have created new ways for citizens to stay informed and participate in public debates. However, to
enable a healthy environment for information sharing, social deliberation, and opinion formation, citizens need to be exposed to
sufficiently diverse viewpoints that challenge their assumptions, instead of being trapped inside filter bubbles. In this paper, we
take a step in this direction and propose a novel approach to maximize the diversity of exposure in a social network. We formulate
the problem in the context of information propagation, as a task of recommending a small number of news articles to selected
users. We propose a realistic setting where we take into account content and user leanings, and the probability of further sharing
an article. This setting allows us to capture the balance between maximizing the spread of information and ensuring the exposure
of users to diverse viewpoints.
The resulting problem can be cast as maximizing a monotone and submodular function subject to a matroid constraint on
the allocation of articles to users. It is a challenging generalization of the influence maximization problem. Yet, we are able to
devise scalable approximation algorithms by introducing a novel extension to the notion of random reverse-reachable sets. We
experimentally demonstrate the efficiency and scalability of our algorithm on several real-world datasets.
I. INTRODUCTION
Over the past decade, the emergence of social-media platforms has changed society in unprecedented ways, completely
altering the landscape of societal debates and creating radically new ways of collective action. In this networked public sphere,
the members of society have access to a public podium where they can participate in public debate and speak up about topics
they deem to be of public concern. This emerging environment of participatory culture has made the diversity of citizens’
views more relevant than ever before.
While social-media platforms have the potential to expose individuals to diverse opinions, the platforms typically resort
to personalization algorithms that filter content based on social connections and previously expressed opinions, creating filter
bubbles [25]. The resulting echo chambers tend to amplify and reinforce pre-existing opinions, catalyzing an environment that
has a corrosive effect on the democratic debate.
In this paper we propose a novel approach to contribute towards breaking filter bubbles. We consider social-media discussions
around a topic that are characterized by a number of viewpoints falling in a predefined spectrum. Modeling the way social-
media platforms function, we assume that each viewpoint is represented by a number of items (articles, posts) propagating
through the network, via messages, re-shares, retweets etc. Furthermore, we assume that each individual is associated with a
predisposition towards the issue, which impacts whether they will further disseminate an article that they come across. We
think that this is a realistic assumption, since, for example, an individual with a conservative predisposition may be more
reluctant to share an article with a liberal leaning.
Considering that filter bubbles result from lack of exposure to diverse viewpoints regarding an issue, we measure the total
diversity exposure of all users in the network. The exposure score of each user depends on the leaning of the articles he
consumes (also called news diet) and his existing point of view on the matter. We assume that the diversity of exposure can
be increased through content recommendations made by the social-media platform. Our problem can be naturally defined in
an information propagation setting [18]: we ask to select a small number of seed users and articles so as to maximize the
overall diversity of exposure of the users in the network. Since recommended posts are inserted in the timeline of the users,
disrupting the organic flow of content in the network, the number of recommended posts should be limited.
An attractive aspect of our problem formulation is that it consolidates many aspects of the functionality of a real-life social
network. By incorporating article leanings, user leanings, and the probabilities of further sharing an article, we ask to find
the recommendations that give both a good spread and simultaneously maximize the diversity level of the users. To better
understand the interplay between spread and diversity, observe that assigning articles that match the users’ predisposition
ensures a higher spread but yields a minimal increase of diversity, while recommending articles that are radically opposing
to users’ predisposition, will ensure high diversity locally but hinder the spread of the articles. This trade-off highlights the
challenging nature of the problem.
We show that taking all the aforementioned components into account, the problem of maximizing the diversity of exposure
in a social network can be cast as maximizing a monotone and submodular function subject to a matroid constraint on the
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allocation of articles to users. We show that this problem is NP-hard and is far more challenging than the classical influence
maximization problem. We introduce a non-trivial generalization of random reverse-reachable sets (RR-sets) [6], which we call
random reverse co-exposure sets (RC-sets) for accurately estimating the diversity of exposure in a social network. We propose a
scalable approximation algorithm named Two-phase Diversity Exposure Maximization (TDEM) that leverages random RC-sets
and an adaptive sample size determination procedure, ensuring quality guarantee on the returned solution with high probability.
Although our approach belongs to a large body of work on information propagation and breaking filter bubbles, there are
significant differences and novelties. In particular:
• We are the first to address the problem of maximizing diversity of exposure and breaking filter bubbles using an item-aware
information propagation setting. We leverage several real-world aspects of social-media functionality, such as how users
consume and share articles, while considering user-article dependent propagation probabilities.
• We formally define the problem of maximizing diversity of exposure, prove its hardness, and develop a simple greedy
algorithm.
• We then introduce the notion of random reverse co-exposure sets and devise a scalable instantiation of the greedy algorithm
with provable guarantees.
• Our extensive experimentation on real-world datasets confirms that our algorithm is scalable and it delivers high quality
solutions, significantly outperforming natural baselines.
II. RELATED WORK
Our work relates to the emerging line of research on breaking filter bubbles on social media. To the best of our knowledge,
this is the first work to approach this problem from the point of view of increasing diversity of information exposure in an
item-aware independent cascade model
Filter bubbles and echo chambers. Recently, there have been a number of studies on the effects of “echo chambers” [3], [17],
where users are only exposed to information from like-minded individuals, and of “filter bubbles” [3], [25], where algorithms
only present personalized content that agrees with the user’s viewpoint. In particular, they observed that news stories containing
opinion-challenging informations spread less than other news [17].
The problem of diversifying exposure has different aspects, such as the questions of who to target, what viewpoints to
promote, or how best to present possibly opposing viewpoints to users [20]. Recent approaches focus on targeting users so as
to reduce the polarization of opinions and bridge opposing views [16], [22], [23]. These works consider an opinion-formation
model whereas our underlying model is an influence-propagation model. From this angle, the work by Garimella et al. [15] is
closest to our work. They consider an influence propagation setting, where two conflicting campaigns propagate in the network
and aim to maximize the number of users exposed to both campaigns. However, our setting is more fine-grained since we
consider items with a range of leanings rather than two opposing sides. Additionally, we also consider the leanings of users,
which affect the propagation probabilities. Since our goal is to identify assignments of items to users, we aim to identify both
the users to target and the viewpoint to expose them to.
Influence Maximization. Our problem is also related to work on influence maximization. Kempe et al. [18] formalized
the influence maximization problem and proposed two propagation models, the Independent Cascade model and the Linear
Threshold model. These models were subsequently extended to handle the case of multiple competing campaigns in a network,
e.g. [5], [8], [29]. As other authors have suggested [1], [2], [7], [15], we consider a central authority selecting the seed set.
Our setting is related to social advertising [1], [2], which also considers item-aware propagation models, aiming to allocate ads
so as to maximize the engagement of users. Techniques to provide scalable solutions for the influence maximization problem
have been developed recently [6], [11], [24], [27], [28]. We extend such ideas to our setting, and obtain an algorithm that
scales to very large datasets.
III. PROBLEM DEFINITION
Notation. The input to the problem of diversifying exposure consists of the following ingredients: (i) a directed social graph
G = (V,E), with |V | = n nodes and |E| = m edges — a directed edge (u, v) indicates that node v follows u, thus, v can see
and propagate the posts by u; (ii) a set H of (news) items on a (possibly controversial) topic, with |H| = h; (iii) item-specific
propagation probabilities piuv , for all items i ∈ H and edges (u, v) ∈ E, where piuv represents the probability that item i will
propagate from node u to node v; (iv) a leaning function ` : V ∪H → [−1, 1] that quantifies the opinion polarity of items or
nodes towards the given issue or topic.
Cascade model. We assume that the propagation of an item i ∈ H from node u to v follows the independent-cascade model
with parameter piuv , and is independent of the propagation of other items j ∈ H from u to v. Thus, once u becomes active
on item i at time t, the probability piuv that u succeeds to activate v on i at time t + 1 is independent of which other items
node u (or other in-neighbors of v) succeeded to activate v on, before (or at) time t+ 1. We incorporate the different tendency
of nodes to share items, with leanings different than or similar to their own, by allowing on each edge different propagation
probabilities specific to items. Hence, piuv implicitly takes into account the leanings of nodes u and v and of item i.
Quantifying diversity of exposure. We say that node v is exposed to item i if v is activated on item i, either by an in-neighbor
that is active on item i, or by directly being a seed node for item i. Consider a node v that is exposed to a set of items I ⊆ H .
It follows that node v is exposed to a set of leanings L(v, I) = {`(v)} ∪ {`(i) : i ∈ I}. We then define the level of diversity
exposure fv : 2H → [0, 2] of node v as
fv(I) = maxL(v, I)−minL(v, I), (1)
that is, the range of the set of leanings L(v, I). Notice that the diversity exposure levels of 0 and 2 denote “no exposure” and
“maximum exposure” to diverse opinions, respectively. Also note that fv(∅) = 0.
Assignment to seed nodes. We consider selecting a set of nodes in G as seed nodes, and expose them to a subset of items. Let
E = V ×H denote the set of all (node, item) pairs and let A ⊆ E denote an assignment such that the set Ai = {u : (u, i) ∈ A}
contains the seed nodes selected for initial exposure to item i and the set Au = {i ∈ H | (u, i) ∈ A} contains the items
assigned to seed node u. For each v ∈ V , we denote by Iv(A) the set of items that v is exposed to when the propagation
process started from assignment A converges. The diversity of exposure score F (A) of an assignment A is then defined as the
sum of diversity exposure levels of all the nodes resulting from the assignment A in G
F (A) =
∑
v∈V
fv(Iv(A)). (2)
Notice that the function fv(Iv) : 2E → [0, 2] is a composition fv(Iv) = fv ◦ Iv of the functions Iv : 2E → 2H and
fv : 2
H → [0, 2]. We will later use this fact to show that fv(Iv) is a submodular function over E .
Constraints on assignments. We assume that we are interested in assignments of size at most k ∈ N. Moreover, taking into
account the limited attention bound of users, which can be user-specific [21], we also limit the number of items that a user
can be seed with.1 We model this using an attention bound constraint ku ∈ N for each user u ∈ V . We say that an assignment
A is feasible if |A| ≤ k and |Au| ≤ ku, for each seed node u.
Assumptions. We assume that there exist e, e′ ∈ V ∪ H such that `(e) 6= `(e′). This weak assumption is simply a bare
minimum requirement on the diversity of the leanings of the nodes and items, aligned with the motivation of the problem. We
will use this assumption in the greedy approximation analysis to constrain the optimal values of expected diversity exposure
score to R+.
We are now ready to formally define our problem.
Problem 1 (Diversity Exposure Maximization). Given a directed social graph G = (V,E) with node leanings `(v), for all
v ∈ V , a set of items H with leanings `(i), for all i ∈ H , item-specific propagation probabilities piuv , for all (u, v) ∈ E and
all i ∈ H , positive integers ku for the attention bound constraints, for all u ∈ V , and a positive integer k, find a feasible
assignment A that maximizes the expected diversity exposure score
maximize
A⊆E
E [F (A)]
subject to |A| ≤ k,
|Au| ≤ ku, for all u ∈ V.
We use A∗ to denote the optimal solution of Problem 1, and OPT := E [F (A∗)] to denote its expected score in G.
IV. THEORETICAL ANALYSIS
A. Possible-world semantics
Given a probabilistic graph G = (V,E, p), a possible world is a deterministic graph obtained from G with edges sampled
independently according to p. We now introduce the possible-world model for our problem that can capture the co-exposure
of nodes to items resulting from any given assignment.
We start by defining a directed edge-colored multigraph G˜ = (V, E˜, p˜) from G = (V,E), by creating h copies of each
directed edge (u, v) ∈ E. For each item i ∈ H we create a parallel edge (u, v)i in G˜, having distinct color and associated
probability piuv . We interpret G˜ as a probability distribution over all subgraphs of (V, E˜), i.e., we sample each edge (u, v)i ∈ E˜
independently at random with probability piuv . The probability of a possible world g v G˜ is given by
Pr[g] =
∏
i∈H
∏
(u,v)i∈g
piuv
∏
(u,v)i∈E˜\g
(1− piuv). (3)
1Following [2], we don’t assume any attention bound on the number of items that non-seed users are exposed to, as these items are propagating to such
users from their in-neighbors that they voluntarily follow.
Let pathig(u, v) denote an indicator variable that equals 1 if node v ∈ V is reachable by node u via the colored edges of i
in g, and 0 otherwise. We say that a pair (u, i) can color-reach node v if pathig(u, v) = 1. For an assignment A and a node
v ∈ V let Igv (A) be the set of items that v is exposed to, due to A, in network g. It can be written as
Igv (A) = {i ∈ H | ∃ (u, i) ∈ A and pathig(u, v) = 1}.
The value of the objective E [F (A)] in Problem 1 is given by
E [F (A)] = E
[∑
v∈V
fv(I
g
v (A))
]
=
∑
gvG˜
Pr[g]
∑
v∈V
fv(I
g
v (A)). (4)
B. Hardness and approximation
We will first show that the objective function of Problem 1 is monotone and submodular.
Lemma 1. The function E [F (·)] is monotone and submodular.
Proof. To prove the lemma, we utilize the possible-world semantics. It is well known that a non-negative linear combination
of submodular functions is also submodular. Therefore, to prove submodularity of E [F (·)], it is sufficient to show that in any
possible world g v G˜, fv(Igv ) : 2E → [0, 2] is submodular. Similarly, it follows from Equation (4) that fv(Igv (A)) ≤ fv(Igv (B)),
for A ⊆ B ⊆ E , implies E [F (A)] ≤ E [F (B)]. Therefore, to prove monotonicity, it suffices to show the monotonicity of
fv(I
g
v ) in any possible world g.
We first show that fv(Igv ) is monotone by showing that fv(I
g
v (A)) ≤ fv(Igv (B)) for any A ⊆ B ⊆ E . It is
fv(I
g
v (A)) = maxL(v, I
g
v (A))−minL(v, Igv (A))
≤ maxL(v, Igv (B))−minL(v, Igv (B))
= fv(I
g
v (B)).
The inequality follows from the fact that minL(v, Igv (B)) ≤ minL(v, Igv (A)), and maxL(v, Igv (A)) ≤ maxL(v, Igv (B)), for
any A ⊆ B ⊆ E . Hence fv(Igv ) is monotone.
We now show that fv(Igv ) is submodular. Let fv(I
g
v ((w, j) | A)) denote the marginal increase in the diversity exposure level
of v in g when (w, j) is added to assignment A:
fv(I
g
v ((w, j) | A)) = fv(Igv (A ∪ {(w, j)}))− fv(Igv (A)).
To show that fv(Igv (·)) is submodular, we need to show that
fv(I
g
v ((w, j) | A)) ≥ fv(Igv ((w, j) | B)),
for any A ⊆ B ⊆ E and (w, j) 6∈ A.
First notice that if pathjg(w, v) = 0, then fv(I
g
v ((w, j) | A)) = fv(Igv ((w, j) | B)) = 0, which makes the analysis trivial.
Hence, let us assume that pathjg(w, v) = 1.
We first consider the case Igv (A) 6= ∅ and Igv (B) 6= ∅, i.e., there exists at least one (u, i) ∈ A, hence (u, i) ∈ B, such that
pathig(u, v) = 1. Next, we perform case-by-case analysis based on how `(j) compares to L(v, I
g
v (A)) and L(v, I
g
v (B)).
• If `(j) < minL(v, Igv (A)), then
fv(I
g
v ((w, j) | A)) = minL(v, Igv (A))− `(j)
≥ minL(v, Igv (B))−min {`(j),minL(v, Igv (B))}
= fv(I
g
v ((w, j) | B)).
• If minL(v, Igv (A)) ≤ `(j) ≤ maxL(v, Igv (A)), then
fv(I
g
v ((w, j) | A)) = fv(Igv ((w, j) | B)) = 0.
• If maxL(v, Igv (A)) < `(j), then
fv(I
g
v ((w, j) | A)) = `(j)−maxL(v, Igv (A))
≥ max {`(j),maxL(v, Igv (B))} −maxL(v, Igv (B))
= fv(I
g
v ((w, j) | B)).
Algorithm 1: Greedy Algorithm
Input : G˜ = (V, E˜, p˜); size constraint k; attention bound constraint ku for all u ∈ V ; leanings `(i) for all i ∈ H , and `(u) for all u ∈ V
Output: Greedy solution AG
1 AG ← ∅
2 while |AG| ≤ k do
3 (u∗, i∗)← arg max
(u,i)
E [F ((u, i) | AG)], subject to: |{i : (u, i) ∈ AG}| ≤ ku
4 AG ← AG ∪ {(u∗, i∗)}
5 return AG
We omit the analysis for the case Igv (A) = ∅ and Igv (B) 6= ∅ as it uses similar arguments. Similarly, we omit the analysis
for the case Igv (A) = I
g
v (B) = ∅ as it trivially follows that fv(Igv ((w, j) | A)) = fv(Igv ((w, j) | B)) = fv(Igv ({(w, j)})).
Theorem 1. Problem 1 is NP-hard.
Proof. We will show that Problem 1 contains the influence maximization problem as a restricted special case, which is shown
to be NP-hard [18]. Consider the case where H consists of a single item, which we denote by i′. Let `(i′) = 1 and `(v) = 0,
for all v ∈ V . Notice that since h = 1, the multiplicity of each edge in G˜ is 1. In any g v G˜, if a node v is exposed
to A then fv(Igv (A)) = |`(i′) − `(v)| = 1, while fv(Igv (A)) = 0 if v is not exposed to A. For any assignment A, define
the seed set S = {u | (u, i′) ∈ A}. Let Cg(S) denote the number of nodes reachable by S in g. Notice the equivalence
Cg(S) =
∑
v∈V fv(I
g
v (A)) in g. Now, let S
∗ ⊆ V denote the optimal solution to the influence maximization problem
with parameter k. The expected spread of S∗ is given by E [Cg(S∗)]. If S∗ is the seed set that maximizes E [Cg(S)], then,
A∗ = {(u, i′) | u ∈ S∗} is the assignment that maximizes E [∑v∈V fv(Igv (A))]. Thus, solving the influence maximization
problem and obtaining S∗, yields the optimal solution A∗ for Problem 1.
Given the monotonicity and submodularity of the objective function, a standard greedy algorithm can be used to solve
Problem 1. The pseudocode is given in Algorithm 1. Let E [F ((u, i) | A)] = E [F (A ∪ {(u, i)})] − E [F (A)] denote the
marginal increase in the expected diversity exposure score of an assignment A if (u, i) is added to A. Let AG denote the
greedy solution. At each iteration, the greedy algorithm chooses the feasible pair (u∗, i∗) that yields the maximum gain in the
expected diversity exposure score among all the feasible pairs.2 The algorithm terminates when |AG| = k.
Before we analyze the approximation guarantee of the greedy algorithm, we remind the reader the following notions.
Definition 1 (Matroid). A set system (E ,F), defined over a finite ground set E and a family F of subsets of E , is a matroid
M = (E ,F) if
(i) F is non-empty;
(ii) F is downward closed, i.e., X ∈ F and Y ⊆ X implies Y ∈ F; and
(iii) F satisfies the augmentation property, i.e., for all X,Y ∈ F with |Y | > |X|, there exists an element e ∈ Y \ X such
that X ∪ {e} ∈ F .
Definition 2 (Uniform Matroid). A matroid M = (E ,F) is a uniform matroid if F = {X ⊆ E : |X| ≤ k}.
Definition 3 (Partition Matroid). Let E1, · · · , EZ be a partition of the ground set E into Z non-empty disjoint subsets. Let dz
be an integer with 0 ≤ dz ≤ |Ez|, for each z = 1, . . . , Z. A matroid M = (E ,F) is a partition matroid if F = {X ⊆ E :
|X ∩ Ez| ≤ dz, for all z = 1, · · · , Z}. In other words, a partition matroid contains exactly the sets X ⊆ E that share at most
dz elements with each subset Ez .
Lemma 2. Given the ground set E = V × H of user× item assignments, an integer k, and integers ku, for all u ∈ V , let
F ⊆ 2E denote the set of feasible solutions to Problem 1. Then, M = (E ,F) is a matroid defined on E .
Proof. To prove this result, we will show that (i) the constraint |A| ≤ k corresponds to a uniform matroid defined on E , which
we denote by Mk; (ii) the constraints |{i : (u, i) ∈ A}| ≤ ku, for all u ∈ V , correspond to a partition matroid defined on E ,
which we denote by Mp; (iii) the intersection M =Mk ∩Mp is also a matroid defined on E .
Let Fk ⊆ 2E denote the set of assignments of size at most k, i.e., Fk = {A ⊆ E : |A| ≤ k}. It is easy to see that
Mk = (E ,Fk) is a uniform matroid.
2We say that a pair (u, i) is feasible if it can be added to the current assignment AG without breaking the attention bound constraint ku.
Let Fp ⊆ 2E denote the set of assignments that do not violate any user attention bound constraint, i.e., for all A ∈ Fp, we
have |{i : (u, i) ∈ A}| ≤ ku, for all u ∈ V . Define Eu = {(u, i) : i ∈ H}, for all u ∈ V . The sets Eu, with u ∈ V , form a
partition of E into n disjoint sets. Notice that an assignment A ⊆ E can belong in Fp if and only if
|A ∩ Eu| ≤ ku, for all u ∈ V.
Hence, Mp = (E ,Fp) is a partition matroid.
Notice that the set F of feasible solutions to Problem 1 is given by F = Fk ∩Fp. Hence, the set system (E ,F) corresponds
to the intersection of matroids Mk and Mp that are both defined on E . Note that the intersection of two matroids is not
necessarily a matroid in general. However, in this case we have the intersection of a matroid with a uniform matroid, which
is known to always result in a matroid; this operation is known as the truncation of a matroid [12] .
Theorem 2. Algorithm 1 achieves an approximation guarantee of 1/2.
Proof. As we have shown in Lemma 2, the constraints of Problem 1 correspond to a matroid defined on the ground set E .
Moreover, we have shown in Lemma 1 that the objective function of Problem 1 is monotone and submodular. Thus, Problem 1
corresponds to monotone submodular function maximization subject to a matroid constraint.
Therefore, the approximation guarantee of Algorithm 1 thus follows from the result of Fisher et al. [13] for submodular
function maximization subject to a matroid constraint.
V. SCALABLE APPROXIMATION ALGORITHMS
The efficient implementation of the greedy algorithm (Algorithm 1) is a challenge as the operation on line 3 translates to
a large number of expected spread computations: in each iteration, the greedy algorithm requires to compute the expected
marginal gain E [F ((u, i) | AG)] for every feasible pair (u, i), which in turn requires to identify the set Igv (A ∪ {(u, i)}) of
items that every v is exposed to in each g v G˜, which is akin to computing the expected influence spread when h = 1.
Computing the expected influence spread of a given set of nodes under the independent-cascade model is #P-hard [9]. A
common practice is to estimate the expected spread using Monte Carlo (MC) simulations [18]. However, accurate estimation
requires a large number of MC simulations.
Hence, considerable effort has been devoted in the literature to developing scalable approximation algorithms. Recently,
Borgs et al. [6] introduced the idea of sampling reverse-reachable sets (RR-sets), and proposed a quasi-linear time randomized
algorithm. Tang et al. improved it to a near-linear time randomized algorithm, called Two-phase Influence Maximization
(TIM) [28], and subsequently tightened the lower bound on the number of random RR-sets required to estimate influence with
high probability [27].
Random RR-sets are critical for efficient estimation of the expected influence spread. However, they are designed for the
standard influence-maximization problem, which is a special case of Problem 1. We introduce a non-trivial generalization of
reverse-reachable sets, which we name reverse co-exposure sets (RC-sets), and devise estimators for accurate estimation of the
expected diversity exposure score E [F (·)].
A. Reverse co-exposure sets
Recall that we can interpret G˜ as a probability distribution over all subgraphs of (V, E˜), where each edge (u, v)i ∈ E˜
is realized with probability piuv . Let g ∼ G˜ be a graph drawn from the random graph distribution G˜. Notice that, over the
randomness in g, the set Igv (A) can be regarded as a Multinoulli random variable with 2
h outcomes, where each outcome
corresponds to one of the subsets of H . Now, let R˜v,g ⊆ E denote the set of pairs in g that can color-reach v, i.e., R˜v,g =
{(u, i) ∈ E : pathig(u, v) = 1}. Also let
I(A ∩ R˜v,g) = {i ∈ H : (u, i) ∈ A ∩ R˜v,g}.
The following lemma establishes the activation equivalence property that forms the foundations of random reverse co-exposure
sets (RC-sets).
Lemma 3. Let I be a subset of H . For any assignment A and for all v ∈ V , we have
Prg∼G˜ (I
g
v (A) = I) = Prg∼G˜(I(A ∩ R˜v,g) = I).
Proof. Notice that in any possible world g, we have:
Igv (A) = {i ∈ H : ∃ (u, i) ∈ A such that pathig(u, v) = 1}
= {i ∈ H : (u, i) ∈ A ∩ R˜v,g}
= I(A ∩ R˜v,g).
Hence we have
Prg∼G˜ (I
g
v (A) = I) =
∑
gvG
Pr[g]1[Ig(A)=I]
=
∑
gvG
Pr[g]1[I(A∩R˜v,g)=I]
= Prg∼G˜(I(A ∩ R˜v,g) = I).
Next we formally define the concept of random RC-sets.
Random RC-sets. Given a probabilistic multi-graph G˜ = (V, E˜, p˜) and a set H of items, a random RC-set R˜v,g is generated
as follows. First, we remove each edge (u, v)i from G˜ with probability 1− piuv , generating thus a possible world g. Next, we
pick a target node v uniformly at random from V . Then, R˜v,g consists of the pairs that can color-reach v, i.e., all pairs (u, i)
for which pathig(u, v) = 1.
Sampling a random RC-set R˜v,g can be implemented efficiently by first choosing a target node v ∈ V uniformly at random
and then performing a breadth-first search (BFS) from v in G˜. Notice that a random RC-set Rv,g is subject to two levels of
randomness: (i) randomness over g ∼ G˜, and (ii) randomness over the selection of target node v ∼ V .
Lemma 4. For any random RC-set Rv,g , let the random variable w(A ∩ R˜v,g) = fv(I(A ∩ R˜v,g)) represent the diversity
exposure weight of A on R˜v,g . Then, E [F (A)] = n E
v,g
[
w(A ∩ R˜v,g)
]
, where the expectation is taken over the randomness in
v ∼ V and g ∼ G˜.
Proof. First, notice that over the randomness in g, fv(Igv (A)) is a function of a random variable I
g
v (A), hence, by the LOTUS
theorem [26], which defines expectation for functions of random variables, its expectation can be computed as
E
g
[fv(I
g
v (A))] =
∑
I∈2H
Pr
g
(Igv (A) = I) fv(I). (5)
Then, by Equation (5) and the activation equivalence property shown in Lemma 3, we have
E [F (A)] = E
g
[∑
v∈V
fv(I
g
v (A))
]
=
∑
v∈V
E
g
[fv(I
g
v (A))]
=
∑
v∈V
∑
I∈2H
Prg (I
g
v (A) = I) fv(I)
= n
∑
I∈2H
Prv,g(I(A ∩ R˜v,g) = I) fv(I)
= n E
v,g
[
fv(I(A ∩ R˜v,g))
]
.
Lemma 4 shows that we can estimate E [F (A)] by estimating nE
[
fv(I(A ∩ R˜v,g))
]
on a set of random RC-sets. This
suggests that if we have a sample R˜ of random RC-sets from which we can obtain, with high probability, accurate estimations
of E [F (A)] for every assignment A such that |A| ≤ k, then, we can accurately solve Problem 1 on the sample R˜ with high
probability, as we show next.
Given a sample R˜ of random RC-sets, let
WR˜(A) =
∑
R˜v,g∈R˜ w(A ∩ R˜v,g)
|R˜| ,
denote the diversity exposure weight of A on the sample. Notice that, as a direct consequence of Lemma 4, the quantity
nWR˜(A) is an unbiased estimator of E [F (A)].
Moreover, let
WR˜((u, i) | A) =WR˜(A ∪ {(u, i)})−WR˜(A),
denote the marginal increase in the diversity exposure weight of A if the pair (u, i) is added to A.
Algorithm 2: TDEM (G˜, k, l, , `)
1 R˜ ← Sampling(G˜, k, , `)
2 A˜← RC-Greedy(R˜, k, l)
3 return A˜
Algorithm 3: RC-Greedy(R˜, k, l)
1 A˜← ∅
2 while |A˜| ≤ k do
3 (u∗, i∗)← arg max(u,i)WR˜((u, i) | A˜), subject to: |{i : (u, i) ∈ A˜}| ≤ ku
4 A˜← A˜ ∪ {(u∗, i∗)}
5 return A˜
B. Two-phase Diversity Exposure Maximization
We now present our Two-phase Diversity Exposure Maximization algorithm (TDEM), which provides an approximate
solution to Problem 1. The pseudocode is shown in Algorithm 2. As it names suggests, TDEM operates in two phases: a
sampling phase and a greedy pair-selection phase. In the sampling phase, a sample R˜ of random RC-sets is generated (details
later). This sample is provided as input to RC-Greedy (Algorithm 3), which greedily selects feasible pairs (u, i) into A˜. The
algorithm terminates when |A˜| = k and it returns A˜ as a solution to Problem 1.
Theorem 3. Assume that the algorithm RC-Greedy receives as input a sample R˜ of random RC-sets such that for any
assignment A of size at most k it holds that ∣∣nWR˜(A)− E [F (A)]∣∣ < 2 OPT (6)
with probability at least 1−n−`/(nhk ). Then, RC-Greedy returns a ( 12−)-approximate solution to Problem 1 with probability
at least 1−n−`. The running time of RC-Greedy is O(∑R˜∈R˜|R˜|), that is, linear in the total size of the RC-sets in the sample.
Proof. First, notice that,WR˜(·) is a linear combination of submodular fv(·)’s, hence is also submodular. Moreover, the activation
equivalence property depicted in in Lemma 3 shows that we can approximately solve Problem 1 by finding the assignment
that maximizes WR˜(·) on a sample R˜ of RC-sets. Now, given that the size of R˜ is such that, the diversity exposure score of
any assignment of size at most k is accurately estimated w.p. at least 1− n−`/(nhk ), it follows, via union bound, that w.p. at
least 1− 1/n` we have:
E
[
F (A˜G)
]
≥ E [F (AG)]−  ·OPT (7)
where AG is the real greedy solution and A˜G is the approximate greedy solution that TDEM returns. Note that, n ·WR˜(A˜G) ≥
n · WR˜(AG) is the greedy solution obtained on R˜. The correctness of Equation 7 follows from the following case analysis:
(i) A˜G is the real greedy solution AG to Problem 1; (ii) A˜G is an assignment with E
[
F (A˜G)
]
> E
[
F (AG)
]
; or (iii) A˜G is
an assignment with E
[
F (A˜G)
]
< E
[
F (AG)
]
such that its maximum possible accurate estimate (that satisfies Equation 6) is
higher than the minimum possible accurate estimate of E
[
F (AG)
]
, hence is returned by RC-Greedy instead of AG, i.e.,
E
[
F (A˜G)
]
+

2
·OPT ≥ n · WR˜(A˜G)
≥ n · WR˜(AG)
≥ E [F (AG)]− 
2
·OPT
Obviously, the approximation guarantee does not deteriorate from (1/2) for the first two cases. For case (iii) we have:
E
[
F (A˜G)
]
≥ E [F (AG)]−  ·OPT
≥ (1/2) ·OPT−  ·OPT.
Therefore the result follows.
Now we analyze the running time of RC-Greedy. First, we remind that the running of the greedy algorithm on RR sets, for
approximately solving the influence maximization problem, follows from the running time of the maximum cover problem [28].
For the analysis of RC-Greedy, we use a similar reasoning and exploit a connection to the weighted version of the maximum
coverage problem. However, we note that our problem does not correspond to the weighted maximum coverage problem since
(i) we are interested in the weights of RC-sets even in the case when they have been already covered by a pair (u, i),3 (ii)
the weights of the ground set elements (which correspond to RC-sets) dynamically change based on the pairs that already
covered them. However, these differences do not affect the running time analysis since, the constant time operation to check
whether an RC-set is covered by a pair (u, i) is simply replaced by the constant time comparison of l(i) to the minimum and
maximum labels of the items that have previously covered this RC-set. Since this operation is independent of the seed node
u, the number of “covered” checks performed on each RC-set is upper-bounded by the size of the RC-set. Hence, the total
running time complexity of RC-Greedy is O(∑R˜∈R˜|R˜|).
Let θ∗ be the minimum sample size such that Equation (6) holds for all assignments of size at most k. Notice that since
the desired estimation accuracy is a function of OPT, the value of θ∗ also depends on OPT, which is unknown and in fact
NP-hard to compute. To circumvent the problem we follow a similar approach to TIM [28] and IMM [27]: we estimate a
lower bound on the value of the optimal solution, and use it for the determination of the sample size. We also generalize the
statistical test employed by IMM [27] for estimating a lower bound when working with random RC-sets. Note that the results
from influence maximization do not carry over to our case, therefore our extension of the technique is non-trivial.
C. Determining the sample size
Let R˜1, R˜2, . . . , R˜θ be the sequence of random RC-sets generated in the sampling phase of TDEM. For a given assignment
A, let wj denote its weight on the RC-set R˜j . Notice that the choices of v and g during the creation of R˜j are independent
of R˜1, . . . , R˜j−1. However, as we will see soon, the sampling phase of TDEM employs an adaptive procedure, in which the
decision to generate R˜j depends on the outcomes of R˜1, . . . , R˜j−1. This creates dependencies between the RC-sets in the
sample R˜. Thus, we can only use concentration inequalities that allow dependencies in the sample. We first introduce the
notions that are crucial in our analysis.
Definition 4 (Martingale). A sequence X1, X2, . . . of random variables is a martingale if and only if E[|Xj |] < +∞ and
E[Xj | X1, . . . , Xj−1] = Xj−1 for any j.
We now establish the connections to martingales. Let w = E [F (A)] /n. By Lemma 4 we have E[wj ] = w, for all j ∈ [1, θ].
Noting that the choice of v and g during the creation of R˜j is independent of R˜1, . . . , R˜j−1, we have
E[wj | w1, . . . , wj−1] = E[wj ] = w.
Let Mj =
∑j
z=1(wz − w), so E[Mj ] = 0, and
E[Mj |M1, . . . ,Mj−1] = E[Mj−1 + wj − w |M1, . . . ,Mj−1]
= Mj−1 − w + E[wj |M1, . . . ,Mj−1]
= Mj−1 − w + E[wj ]
= Mj−1,
therefore, the sequence M1, . . . ,Mθ is a martingale.
The following lemma from Chung and Lu [10] shows a concentration result for martingales, analogous to Chernoff bounds
for independent random variables.
Lemma 5. [Theorem 6.1, [10]] Let X1, X2, . . . be a martingale, such that X1 ≤ a, Var[X1] ≤ b1, |Xz − Xz−1| ≤ a for
z ∈ [2, j], and
Var[Xz | X1, . . . , Xz−1] ≤ bj , for z ∈ [2, j],
where Var[·] denotes the variance. Then, for any γ > 0
Pr (Xj − E[Xj ] ≥ γ) ≤ exp
(
− γ
2
2(
∑j
z=1 bz + aγ/3)
)
3We say that a pair (u, i) covers an RC-set R˜ if (u, i) ∈ R˜
We now discuss how to use this concentration result for the martingale M1, . . . ,Mθ. Notice that since wj ∈ [0, 2] for all
j ∈ [1, θ], we have |M1| = |w1 −w| ≤ 2 and |Mj −Mj−1| ≤ 2 for any j ∈ [2, θ]. We also have Var[M1] = Var[w1], and for
any j ∈ [2, θ]
Var[Mj |M1, . . . ,Mj−1] = Var[Mj−1 + wj − w |M1, . . . ,Mj−1]
= Var[wj |M1, . . . ,Mj−1]
= Var[wj ].
Recall that fv(Igv (A)) is a function of the Multinoulli random variable I
g
v (A), hence, w(A ∩ R˜v,g) = fv(I(A ∩ R˜v,g)).
Based on the LOTUS theorem [26] again, we have
E[fv(I(A ∩ R˜v,g))2] =
∑
I∈2H
Prv,g(I(A ∩ R˜v,g) = I) (fv(I))2.
Hence, we can bound the variance as follows
Var[fv(I(A ∩ R˜v,g))] = E[fv(I(A ∩ R˜v,g))2]− w2
≤ E[fv(I(A ∩ R˜v,g))2]
=
∑
I∈2H
Prv,g(I(A ∩ R˜v,g) = I) (fv(I))2
≤
∑
I∈2H
Prv,g(I(A ∩ R˜v,g) = I) fv(I) 2
= 2w,
where the last inequality follows from the fact that fv(·) is bounded by 2. Therefore, Var[wj ] ≤ 2w for all j ∈ [1, θ]. Then,
by using Lemma 5, for Mθ =
∑θ
j=1(wj −w), with E[Mθ] = 0, a = 2, bj = 2w, for j = 2, . . . , θ, and γ = δθw, we have the
following corollary.
Corollary 1. For any δ > 0,
Pr
 θ∑
j=1
wj − θw ≥ δθw
 ≤ exp(− δ24
3δ + 4
θw
)
.
Moreover, for the martingale −M1, . . . ,−Mθ, we similarly have a = 2 and bj = 2w for j = 1, . . . , θ. Note also that
E[−Mθ] = 0. Hence, for −Mθ =
∑θ
j=1(w − wj) and γ = θw we can obtain:
Corollary 2. For any δ > 0,
Pr
 θ∑
j=1
wj − θw ≤ −δθw
 ≤ exp(− δ24
3δ + 4
θw
)
.
We will use these corollaries frequently. We are now ready to start our analysis. We first provide a lower bound on the
sample size, which depends on OPT.
Lemma 6. Let θ = |R˜| denote the size of the random RC-sets returned by the sampling phase of TDEM. Suppose that θ
satisfies
θ ≥ 4n(2+ 12) ln
(
nh
k
)
+ ` lnn+ ln 2
32 OPT
. (8)
Then, for any assignment A of size at most k, the following holds with probability at least 1− n−`/(nhk )∣∣nWR˜(A)− E [F (A)]∣∣ < 2 OPT. (9)
Proof. For a given assignment A, let wA = E [F (A)] /n. We have
Pr
(∣∣∣nWR˜(A)− nwA∣∣∣ ≥ 2 OPT) = Pr
(∣∣∣θWR˜(A)− θwA∣∣∣ ≥ θ2n OPT
)
.
By using Corollaries 1 and 2 and letting δ =
OPT
2nwA
we obtain
Pr
(∣∣∣θWR˜(A)− θwA∣∣∣ ≥ δθwA) ≤ 2 exp(− δ24
3δ + 4
θwA
)
= 2 exp
(
− 3
2 OPT2
4n(2OPT + 12nwA)
θ
)
≤ 2 exp
(
− 3
2 OPT2
4n(2OPT + 12 OPT)
θ
)
= 2 exp
(
− 3
2 OPT
4n(2+ 12)
θ
)
,
where the last inequality above follows from the fact that for any assignment of size at most k we have nwA ≤ OPT. Finally,
by requiring
2 exp
(
− 3
2 OPT
4n(2+ 12)
θ
)
≤ 1
n`
(
nh
k
) ,
we obtain the lower bound on θ.
As stated in Theorem 3 the greedy pair selection phase of TDEM requires as input a sample R˜ of random RC-sets such
that Equation (6) holds for all assignments of size at most k. As shown in Lemma 6, this requirement translates to the lower
bound |R˜| ≥ λ/OPT, where
λ = 4n(2+ 12)
ln
(
nh
k
)
+ ` lnn+ ln 2
32
. (10)
Given that OPT is unknown and NP-hard to compute, our objective is to identify a lower bound on OPT, which is as tight
as possible, so as to reduce the computational cost of generating the sample R˜. To achieve this goal, we extend the technique
introduced by IMM and we perform a statistical test B(x), such that if OPT < x then B(x) = false with high probability.
Given that OPT ∈ (0, 2n] and using the value of the greedy solution as an indicator of the magnitude of OPT, we can identify
a lower bound on OPT by running the test B(x) on O(log2 2n) values of x, i.e., x = n, n/2, n/4, . . . , 2.
We now give details of our sampling algorithm, which first adaptively estimates a lower bound on the value of OPT by
employing the statistical test, and then it keeps generating random RC-sets into R˜ until |R˜| ≥ λ/LB.
The sampling algorithm — pseudocode provided in Algorithm 4 — first sets R˜ = ∅ and initializes LB to a naı¨ve lower
bound — which we will explain soon. Then, it enters a for-loop with at most log2 n iterations. In the i-th iteration, the
algorithm computes x = 2n/2i and derives
θi =
( 43+ 4)
(
ln
(
nh
k
)
+ ` lnn+ ln log2 2n
)
2
n
x
.
Then the Algorithm inserts more random RC-sets into R˜ until |R˜| ≥ θi and invokes RC-Greedy (Algorithm 3). If R˜ satisfies
the following stopping condition
nWR˜(A˜) ≥ (1 + )x, (11)
the algorithm sets the lower bound LB = nWR˜(A˜)1+ and terminates the for-loop. If this is the case, then algorithm generates
more random RC-sets into R˜ until |R˜| ≥ λLB and returns R˜. Otherwise, the algorithm proceeds with the (i+ 1)-th iteration. If
after O(log2 n) iterations the algorithm cannot set LB, then it uses the naı¨ve lower bound and generates random RC-sets into
R˜ until |R˜| ≥ λ/LB0. The naı¨ve bound LB0 corresponds to the minimum possible optimal solution for any positive integer
k, hence, we can set LB0 = max
(u,i)∈E
|l(u)− l(i)|.4
The following theorem gives the correctness of Algorithm 4.
Theorem 4. With probability at least 1− n−`, Algorithm 4 returns a sample R˜ such that |R˜| ≥ λ/OPT.
To prove Theorem 4, we first establish the following two lemmas.
4Notice that this is analogous to IMM’s naive lower bound for the influence maximization problem that is equal to 1.
Algorithm 4: Sampling(G˜, k, , `)
1 R˜← ∅ ;
2 LB← LB0 ;
3 for i = 1, . . . , log2 n+ 1 do
4 x← 2n/2i ;
5 θi ← (
4
3 +4) (ln (
nh
k )+` lnn+ln log2 2n)
2
n
x ;
6 while |R˜| ≤ θi do
7 R˜ ← R˜ ∪GenerateRC-Set;
8 A˜i ← RC-Greedy(R˜, k, l) ;
9 if nWR˜(A˜i) ≥ (1 + )x, then
10 LB← nWR˜(A˜)1+ ;
11 break;
12 θ ← λ/LB;
13 while |R˜| ≤ θ do
14 R˜ ← R˜ ∪GenerateRC-Set ;
15 return R˜
Lemma 7. Assume that we invoke algorithm RC-Greedy on a sample R˜ of θ random RC-sets such that
θ ≥
( 43+ 4)
(
ln
(
nh
k
)
+ ` lnn+ ln log2 2n
)
2
n
x
.
Let A˜ be the solution returned by the RC-Greedy. If nWR˜(A˜) ≥ (1 + )x, then OPT ≥ x with probability at least
1− n−`log2 2n .
Proof. Notice that the implication
nWR˜(A˜) ≥ (1 + )x =⇒ OPT ≥ x
is equivalent to
OPT < x =⇒ nWR˜(A˜) < (1 + )x.
Hence, to prove the lemma, we will show that when OPT < x, the probability that for any arbitrary assignment A of k pairs,
nWR˜(A) ≥ (1 + )x holds, is at most n
−`
(nhk ) log2 2n
. Now, assume that OPT < x and let wA = E [F (A)] /n for an arbitrary
assignment A of k pairs. We have
Pr
(
nWR˜(A) ≥ (1 + )x
)
= Pr
(
θWR˜(A) ≥
(1 + )x θ
n
)
= Pr
(
θWR˜(A)− θwA ≥
(1 + )x θ
n
− θwA
)
= Pr
(
θWR˜(A)− θwA ≥
(
(1 + )x
nwA
− 1
)
θwA
)
.
Let δ =
(
(1 + )x
nwA
− 1
)
. Notice that given OPT < x, we have
wA =
E [F (A)]
n
≤ OPT
n
<
x
n
. (12)
Moreover, by Equation (12), we have δ >
 x
nwA
> . Then, by Corollary 1 with δ =
(
(1 + )x
nwA
− 1
)
, we obtain:
Pr
(
θWR˜(A)− θwA ≥
(
(1 + )x
nwA
− 1
)
θwA
)
≤ exp
(
− δ
2
4
3δ + 4
θwA
)
= exp
(
− δ4
3 +
4
δ
θwA
)
≤ exp
(
− δ4
3 +
4

θwA
)
≤ exp
(
−  x
nwA
(
4
3 +
4

) θwA)
= exp
(
− 
2(
4
3+ 4
) x
n
θ
)
.
Finally, given that
θ ≥
( 43+ 4)
(
ln
(
nh
k
)
+ ` lnn+ ln log2 2n
)
2
n
x
,
we have
exp
(
− 
2(
4
3+ 4
) x
n
θ
)
≤ n
−`(
nh
k
)
log2 2n
.
To conclude, by the union bound, if OPT < x then we have nWR˜(A˜) < (1 + )x with probability at least 1− n
−`
log2 2n
.
Lemma 8. Assume x, , R˜, and A˜ are defined as in Lemma 7. If OPT ≥ x then nWR˜(A˜) ≤ (1 + ) OPT with probability
at least 1− n−`log2 2n .
Proof of Lemma 8. To prove this result we will show that when OPT ≥ x, then the probability that RC-Greedy returns an
assignment A such that nE
[WR˜(A)] > (1 + ) OPT is at most n−`(nhk ) log2 2n . Then, by the union bound, if OPT ≥ x, we
have nWR˜(A˜) ≤ (1 + ) OPT with probability at least 1− n
−`
log2 2n
. Recall that, as given by Lemma 7, we have
θ ≥
( 43+ 4)
(
ln
(
nh
k
)
+ ` lnn+ ln log2 2n
)
2
n
x
.
Then we have
Pr
(
nWR˜(A) > (1 + ) OPT
)
= Pr
(
θWR˜(A) > (1 + ) OPT
θ
n
)
= Pr
(
θWR˜(A)− θwA > (1 + ) OPT
θ
n
− θwA
)
≤ Pr
(
θWR˜(A)− θwA ≥
OPT
nwA
θwA
)
.
Then, by Corollary 1 with δ = OPTnwA , and using the fact that OPT ≥ nwA, for any A of size k, we obtain:
Pr
(
θWR˜(A)− θwA ≥
OPT
nwA
θwA
)
≤ exp
(
− δ
2
4
3δ + 4
θwA
)
= exp
(
− 
2 OPT2 3n
n2 (12nwA + 4OPT)
θ
)
≤ exp
(
− 
2 OPT 3
n (12 + 4)
θ
)
≤ n
−`(
nh
k
)
log2 2n
.
We are now ready prove Theorem 4.
Proof of Theorem 4. Let i∗ = dlog2 2nOPTe. We will first show that the probability the stopping condition holds while OPT < x
is at most (i∗ − 1)/(n` log2 2n). Recall that the value of x is determined by 2n/2i at each iteration i. Therefore, for any
i < i∗, we have x = 2n/2i < OPT. Hence, by Lemma 7 and the union bound over i∗ − 1 iterations, the probability that
OPT < x and nWR˜(A˜)/(1+ ) ≥ x is at most (i∗−1)/(n` log2 2n). Moreover, it follows from Lemma 8 that the probability
that OPT ≥ x and nWR˜(A˜) > (1 + ) OPT is at most 1/(n` log2 2n). Hence, when the stopping condition holds, by union
bound, the probability that OPT ≥ x and nWR˜(A˜) ≤ (1 + ) OPT is at least
1−
(
i∗ − 1
n` log2 2n
+
1
n` log2 2n
)
≥ 1− n−`.
Then by Lemma 8 and the union bound, it follows that with probability at least 1− n−`, we have
OPT ≥ nWR˜(A˜)
1 + 
≥ x.
Therefore, the algorithm sets LB ≥ OPT with probability at least 1− n−` and returns a sample R˜ such that
|R˜| ≥ λ
LB
≥ λ
OPT
with probability at least 1− n−`.
VI. EXPERIMENTS
In this section, we evaluate our proposed algorithm on a range of real-world datasets.
A. Datasets
In our experiments, we use five collections of networks, one based on data from the DBLP bibliographic database, the other
four on data collected from twitter.
The first collection consists of the one-hop egonets of three well-known researchers: B. Schneiderman (DBLP:BSch), C.
Papadimitriou (DBLP:CPap), and P. Yu (DBLP:PYu). To derive node leanings we use publication-venue information. The
leaning scores are computed using the method proposed by Galbrun et al. [14].
Twitt:Follow is the twitter follower network obtained by Lahoti et al. [19] and Twitt:XL is a larger variant of
this same network. For node leanings we use the rescaled Barbera´ et al. ideology scores [4]. From the same harvest of
tweets as Twitt:Follow, we construct two additional collections of networks. The first collection contains the networks
TPair:X, TPair:Y, and TPair:Z. Each of these networks is obtained by selecting a pair of users with opposite leanings
but common neighbors and extracting the neighborhood. The second collection contains the networks Tweet:S5, Tweet:S2,
and Tweet:M5. Instead of follower–followed relationships, these networks capture actual exchanges of tweets between users,
with increasing requirements on the strength of the exchanges.
The last collection consists of the six networks from the study of Garimella et al. [15]: G:Abortion, G:Brexit,
G:Fracking, G:IPhone, G:ObamaC and G:US-elect, Each one represents a twitter follower network focused around
topics with two opposing sides. We obtain node leanings from estimated probabilities of users to retweet content from either
of the opposing sides.
Note that, solving our problem for h items on a network with m edges requires to keep a multigraph of h ×m edges in
the memory, which is analogous to the requirement for solving the standard influence maximization problem on a graph with
h×m edges. Hence, our largest configuration is Twitt:XL with 25 items effectively yields a graph with 52.5M×25 ≈ 1.3B
edges; this is comparable to IMM [27], whose largest dataset has 1.5B edges.
For the largest configuration Twitt:XL, following IMM [27], we use the Weighted-Cascade model [18] model that assigns
piu,v = 1/|N in(v)| for each item and edge to retain comparability. For the rest of the datasets, the propagation probabilities
of items along the edges of the network depend on the leaning of the item being propagated and the leanings of the emitting
and receiving users. Intuitively, the further away from the leaning of the users, the less likely an item is to be propagated.
We considered two models for how the propagation probabilities drop as the leaning of the item lies further away from that
of the communicating nodes. More specifically, we considered a linear function with parameter β:
Φlin,β(u, v, i) = β · (1−max(|`(u)− `(i)|, |`(v)− `(i)|)/2) ,
and an exponential function with parameters β and γ:
Φexp,β,γ(u, v, i) = β · exp(−γ ·max(|`(u)− `(i)|, |`(v)− `(i)|)/2) .
We set β = 0.25 for all collections except G for which we use the edge probabilities present in the network as values for
β and add a 0.01 offset to all resulting values, in order to obtain reasonable propagation probabilities. We experiment with
probabilities obtained with the exponential function letting γ = 2 and γ = 4, as well as with the linear function. We denote
these three scenarios respectively as exp2, exp4 and lin.
We use 25 items with leanings evenly spread over the interval [−1, 1] as our pool of items in all setups. For the smaller
datasets, we will look for assignments of size k = 5 with an attention bound ku = 1, while for larger datasets we use k = 50
and ku = 5. We set  = 0.2 and ` = 1 in all the experiments.
Table I shows the basic statistics of the datasets used in our experiments. For each dataset, we indicate the number of nodes
(n), of edges (m) and the density of the graph (d(G) = m/n), the average node leaning (`) and squared node leaning (`2), as
well as the minimum, average and maximum propagation probabilities, over all edges and items in the network (piuv).
Extended statistics of the datasets including the minimum, average and maximum of the propagation probabilities under the
three scenarios are shown in Table III.
To give an idea of what the propagation probabilities look like, in Fig. 1 we plot the values of the three functions we used
to compute the probabilities piuv for the different combinations of leanings of the nodes and item, `(u), `(v) and `(i).
Tables IV–VIII show histograms of node leanings and leaning differences across the edges of each network from the different
collections. Fig. 2 and 3 show scatter plots of the node leanings vs. node degrees.
B. Comparison baselines
To better understand the returned assignments, we compare the solution of our algorithm to item–user assignments obtained
by simple baselines.5 The first baseline selects the highest-degree node (respecting the attention bound constraint) and assigns
to it the item with the most similar leaning. The second baseline selects the seed node in the same way but instead assigns to it
the item with the most different leaning. The third baseline selects the seed pairs (i, u) with highest values of d(u) |`(u)−`(i)|,
while respecting the attention bound constraint. We refer to these three baselines respectively as CLOSE, FAR and WEIGHT.
C. Results
Table II shows the diversity exposure scores achieved by the three baselines and by our algorithm, TDEM, along with the
latter’s memory consumption (in megabytes) and runtime (in seconds). In this experiment we use the exponential function with
γ = 2. In summary, our proposed algorithm clearly outperforms the simple baselines. Our proposed algorithm is able to identify
non-trivial assignments that yield optimized diversity exposure in the network. That is, it finds a balance between exposure to
diverse opinions yet selecting items and nodes that do not have overly extreme leanings so as not to hinder propagation.
Observe that the runtime does not grow in proportion to the size of the network. Instead, it is dependent on the ability
of items to propagate through the network, which depend on the particular network structure, distribution of leanings and
propagation probabilities. Indeed, the more limited the propagation of items, the more samples are needed to ensure adequate
estimation of the spread. Thanks to the use of reverse reachable sets, we obtain a highly efficient algorithm, especially when
considering that we are actually dealing with h influence spread problems, one for each item.
We present detailed results for the baselines on the smaller networks with propagation probabilities computed with the three
different functions in Table IX. The baselines only consider the degrees and leanings of the nodes and items to construct their
assignments, not the propagation probabilities. Therefore, they return the same assignment for the three sets of propagation
probabilities. We report the diversity exposure scores achieved by the assignment of the baselines for the three sets of propagation
probabilities (denoted as F (A)), as well as the average score per node (fv(A)).
In addition, we report statistics of the assignments that give some insight into the selected seed pairs. Specifically, we report
the average immediate diversity exposure score among the seed nodes (i.e. Sn(A) =
∑
(i,u)∈A|`(i)− `(u)|/|A|), the average
degree of nodes selected as seeds (d(A)), the average squared leanings of nodes and items selected as seeds (`2n(A) and `
2
i (A)
respectively), and the number of distinct seed items in the assignment (A#i).
We report the results for our proposed TDEM algorithm for the same networks with the three sets of propagation probabilities
in Table X. Unlike the baselines, our algorithm adapts the assignment to the propagation probabilities. Therefore, we indicate
statistics of the assignment returned for each of the sets of probabilities. In Table XI, we report the results of the baselines
and of our proposed algorithm for the larger datasets with the exp2 probability function.
Finally, Fig. 4 illustrates the spreads for the assignments returned by the FAR and CLOSE baselines, which represent opposites
in the choice of item assignments, and by our proposed algorithms, on TPair:Y with probability function exp2. Each row
illustrate one assignment and consists of six plots, each showing the network nodes laid out on a circle, order by increasing
leanings counter-clockwise from 3 o’clock. The first five plots show the propagation of each of the assigned items respectively.
Larger nodes represent nodes that are more likely to be reached by the item. Darker nodes represent nodes with leanings
further away from that of the propagating item. Recall that the score depends on both the reachability of the nodes by the
5Our implementations are available online: https://github.com/aslayci/TDEM
TABLE I
STATISTICS OF THE DATASETS.
Dataset n m d(G) ` `2 piuv
avg avg min avg max
DBLP:BSch 167 634 3.80 −0.60 0.50 0.034 0.116 0.249
DBLP:CPap 144 800 5.56 −0.26 0.28 0.034 0.117 0.247
DBLP:PYu 342 1964 5.74 −0.52 0.42 0.034 0.118 0.249
TPair:X 140 1372 9.80 −0.03 0.34 0.034 0.112 0.249
TPair:Y 338 8436 24.96 −0.07 0.43 0.034 0.107 0.249
TPair:Z 577 24427 42.33 0.12 0.36 0.034 0.113 0.250
Tweet:S5 2719 7714 2.84 0.24 0.52 0.034 0.114 0.249
Tweet:S2 4379 27765 6.34 0.26 0.52 0.034 0.113 0.249
Tweet:M5 5183 50165 9.68 0.26 0.51 0.034 0.113 0.250
Twitt:Follow 5454 835725 153.23 0.27 0.52 0.034 0.116 0.250
G:Brexit 22745 48830 2.15 0.65 0.72 0.010 0.014 0.110
G:IPhone 36742 49248 1.34 0.87 0.90 0.010 0.053 1.000
G:US-elect 23816 844700 35.47 0.46 0.75 0.010 0.013 0.043
G:Abortion 279505 670501 2.40 0.02 0.80 0.010 0.011 0.110
G:Fracking 374403 1366909 3.65 0.55 0.61 0.010 0.011 0.110
G:ObamaC 334617 1511670 4.52 0.12 0.61 0.010 0.012 0.110
Twitt:XL 481523 52378856 108.78 0.07 0.39 4.2e-5 0.028 1.000
propagating item and their difference of leanings, hence larger darker nodes typically contribute most to the exposure score.
Each such plot, is labelled by the corresponding item–node seed pair (top line above the plot) and by the leaning of the seed
item, the leaning of seed node and the degree of the seed node. For instance, the first plot on the top left corner of the figure
represent the first item–node pair selected by FAR. It consists of item 0 having leaning −1 and node 234, having leaning 0.439
and degree 68. The last plot on each row summarizes the diversity exposure obtained for the assignment, with larger nodes
standing for nodes achieving larger diversity exposure scores. Color simply represents the leanings of the nodes, from red for
`(v) = −1 to blue for `(v) = 1.
These detailed results shed more light on the particular assignments returned by our algorithm in comparison to those
constructed with the baselines.
FAR and WEIGHT are somewhat similar, in picking seed pairs such that the node has a high degree and the item and the
node have far apart leanings. This results in limited propagation, with only few nodes—especially the seed nodes—contributing
to the diversity exposure score, but when they are exposed, it is typically to leanings far apart from their own.
CLOSE also selects nodes of high degree as its seed nodes but instead assigns to them items with similar leanings. An item
having a leaning close to that of the nodes it is propagating between results in higher propagation probability. For this reason,
the seed items of CLOSE propagate more widely than with FAR. On this other hand, this means that nodes are exposed to
items with leanings closer to their own, so the individual diversity exposure is more limited. Still, the initial higher propagation
probability has an amplification effect in which the item is able to propagate to many nodes, eventually reaching some leaning
further away. In most cases, CLOSE outperforms the other two baselines.
Still, these baselines are not able to estimate the spread of items and to use it to select promising seed-user pairs, unlike
our proposed TDEM algorithm. TDEM uses a more diverse set of items as it seeds, and does not focus as strongly on nodes
of high degree. Besides, it is able to adjust its assignment to differents propagation probability distributions. Overall, TDEM
clearly outperforms the baselines, with an increased performance gap on larger datasets, with a larger budget and attention
bound constraint.
weight far close tdem
VII. CONCLUSIONS
In this paper we present the first work tackling the problem of maximizing the diversity of exposure in an item-aware
information-propagation setting, taking a step towards breaking filter bubbles. Our problem formulation models many aspects
of real-life social networks, resulting in a realistic model and a challenging computational problem. Despite the inherent
difficulty of the problem, we are able to devise an algorithm that comes with an approximation guarantee, and is very scalable
thanks to a novel extension of reverse-reachable sets. Through experiments on real-world dataset, we show that our method
performs well and scales to large datasets.
Our work opens avenues for future work. One interesting problem is to improve the approximation guarantee of the greedy
algorithm by investigating further properties of our matroid formulation. Second, it would be interesting to experiment with
other diversity functions, as well as other propagation probabilities, which might capture the real-life mechanics of a social
network even better.
TABLE II
RESULTS SUMMARY: DIVERSITY EXPOSURE SCORES.
F (A) Mem. RT
Dataset (k, ku) WEIGHT FAR CLOSE TDEM (mb) (s)
DBLP:BSch (5, 1) 14.5 13.0 18.0 19.4 7 1442
DBLP:CPap (5, 1) 14.0 16.3 25.0 30.3 11 965
DBLP:PYu (5, 1) 31.6 33.0 79.3 98.5 14 1312
TPair:X (5, 1) 20.6 21.1 26.4 31.1 15 1070
TPair:Y (5, 1) 46.3 66.3 108.6 129.5 12 629
TPair:Z (5, 1) 429.8 431.0 425.3 549.8 225 6182
Tweet:S5 (50, 5) 642.8 94.1 54.6 147.8 112 25247
Tweet:S2 (50, 5) 228.4 213.6 209.1 389.9 186 17999
Tweet:M5 (50, 5) 107.2 562.6 573.5 790.5 883 51426
Twitt:Follow (50, 5) 3765.1 6319.2 3871.5 9867.6 5149 33386
G:Brexit (50, 5) 691.8 701.8 530.4 1109.6 5764 49
G:IPhone (50, 5) 758.4 828.6 265.2 1203.5 11026 94
G:US-elect (50, 5) 4442.9 4445.9 2632.5 7589.9 21566 2161
G:Abortion (50, 5) 913.7 965.0 598.4 2872.5 49466 625
G:Fracking (50, 5) 12463.9 12476.4 14292.9 22037.2 14568 942
G:ObamaC (50, 5) 8829.8 8899.6 4873.9 20793.1 15569 1146
Twitt:XL (50, 5) 25325.9 19191.1 12953.3 97899.3 5830 2273
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Fig. 2. Scatter plots of the node leanings vs. node degrees (1/2)
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Fig. 4. Illustration of the spreads on TPair:Y with probability function exp2, for the assignments returned by the FAR and CLOSE baselines and by our
proposed algorithms.
TABLE IV
HISTOGRAMS OF NODE LEANINGS (LEFT) AND LEANING DIFFERENCES ACROSS THE EDGES (RIGHT) OF DBLP NETWORKS.
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TABLE V
HISTOGRAMS OF NODE LEANINGS (LEFT) AND LEANING DIFFERENCES ACROSS THE EDGES (RIGHT) OF TPAIR NETWORKS.
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TABLE VI
HISTOGRAMS OF NODE LEANINGS (LEFT) AND LEANING DIFFERENCES ACROSS THE EDGES (RIGHT) OF TWEET NETWORKS.
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TABLE VII
HISTOGRAMS OF NODE LEANINGS (LEFT) AND LEANING DIFFERENCES ACROSS THE EDGES (RIGHT) OF TWITT NETWORK.
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TABLE VIII
HISTOGRAMS OF NODE LEANINGS (LEFT) AND LEANING DIFFERENCES ACROSS THE EDGES (RIGHT) OF G NETWORKS.
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TABLE IX
RESULTS OF BASELINES ON SMALLER DATASETS.
lin exp2 exp4 Assignment
F (A) fv(A) F (A) fv(A) F (A) fv(A) Sn(A) d(A) `2n(A) `
2
i (A) A#i
DBLP:BSch
CLOSE 26.98 0.16 17.97 0.11 7.25 0.04 0.03 0.39 0.13 0.14 1.00
FAR 13.76 0.08 13.04 0.08 7.61 0.05 1.25 0.39 0.13 1.00 0.40
WEIGHT 14.54 0.09 14.45 0.09 8.78 0.05 1.50 0.37 0.31 1.00 0.40
DBLP:CPap
CLOSE 42.02 0.29 25.02 0.17 7.40 0.05 0.02 0.74 0.29 0.27 0.80
FAR 19.02 0.13 16.31 0.11 8.63 0.06 1.49 0.74 0.29 1.00 0.40
WEIGHT 14.68 0.10 14.00 0.10 9.11 0.06 1.66 0.72 0.44 1.00 0.20
DBLP:PYu
CLOSE 123.50 0.36 79.30 0.23 24.01 0.07 0.03 0.80 0.11 0.11 0.80
FAR 46.53 0.14 32.96 0.10 9.77 0.03 1.25 0.80 0.11 1.00 0.40
WEIGHT 46.17 0.14 31.57 0.09 9.71 0.03 1.32 0.78 0.14 1.00 0.40
TPair:X
CLOSE 37.43 0.27 26.41 0.19 9.12 0.07 0.01 0.94 0.43 0.43 1.00
FAR 22.10 0.16 21.12 0.15 9.69 0.07 1.62 0.94 0.43 1.00 0.40
WEIGHT 20.26 0.14 20.58 0.15 10.03 0.07 1.75 0.91 0.59 1.00 0.40
TPair:Y
CLOSE 128.07 0.38 108.57 0.32 44.14 0.13 0.02 0.91 0.57 0.56 0.80
FAR 78.52 0.23 66.25 0.20 12.78 0.04 1.72 0.91 0.57 1.00 0.40
WEIGHT 30.76 0.09 46.28 0.14 12.04 0.04 1.93 0.86 0.87 1.00 0.20
TPair:Z
CLOSE 449.67 0.78 425.32 0.74 259.39 0.45 0.02 0.78 0.48 0.49 1.00
FAR 449.13 0.78 431.02 0.75 70.94 0.12 1.68 0.78 0.48 1.00 0.40
WEIGHT 444.56 0.77 429.80 0.75 77.19 0.13 1.80 0.75 0.65 1.00 0.40
Tweet:M5
CLOSE 728.00 0.14 573.50 0.11 304.52 0.06 0.18 0.59 0.39 0.41 0.36
FAR 668.14 0.13 562.59 0.11 130.11 0.03 1.61 0.59 0.39 0.71 0.20
WEIGHT 720.33 0.14 642.72 0.12 214.36 0.04 1.73 0.57 0.56 0.77 0.20
Tweet:S2
CLOSE 275.38 0.06 209.11 0.05 114.26 0.03 0.19 0.83 0.22 0.23 0.32
FAR 269.96 0.06 213.64 0.05 61.24 0.01 1.44 0.83 0.22 0.72 0.20
WEIGHT 264.93 0.06 228.44 0.05 65.01 0.01 1.62 0.78 0.41 0.80 0.20
Tweet:S5
CLOSE 62.36 0.02 54.62 0.02 38.84 0.01 0.20 0.88 0.31 0.30 0.26
FAR 104.54 0.04 94.12 0.03 37.30 0.01 1.52 0.88 0.31 0.72 0.12
WEIGHT 111.54 0.04 107.21 0.04 55.46 0.02 1.62 0.84 0.43 0.77 0.20
TABLE X
RESULTS OF TDEM ON SMALLER DATASETS.
Score Assignment
F (A) fv(A) Sn(A) d(A) `2n(A) `
2
i (A) A#i
DBLP:BSch
lin 29.41 0.18 0.32 0.39 0.13 0.04 1.00
exp2 19.43 0.12 0.27 0.39 0.13 0.05 1.00
exp4 12.59 0.08 1.65 0.23 0.75 0.81 0.40
DBLP:CPap
lin 51.15 0.36 0.23 0.74 0.29 0.16 1.00
exp2 30.32 0.21 0.23 0.74 0.29 0.10 1.00
exp4 11.39 0.08 1.34 0.44 0.77 0.63 0.60
DBLP:PYu
lin 152.96 0.45 0.39 0.79 0.10 0.18 1.00
exp2 98.53 0.29 0.24 0.78 0.09 0.06 1.00
exp4 33.37 0.10 0.06 0.70 0.02 0.01 1.00
TPair:X
lin 45.62 0.33 0.40 0.85 0.29 0.40 1.00
exp2 31.13 0.22 0.43 0.91 0.45 0.38 1.00
exp4 13.37 0.10 0.54 0.83 0.33 0.27 1.00
TPair:Y
lin 161.63 0.48 0.42 0.84 0.48 0.68 1.00
exp2 129.49 0.38 0.28 0.84 0.48 0.57 1.00
exp4 51.45 0.15 0.18 0.83 0.46 0.35 1.00
TPair:Z
lin 574.47 1.00 0.97 0.72 0.49 0.69 1.00
exp2 549.80 0.95 0.72 0.73 0.43 0.68 1.00
exp4 307.88 0.53 0.23 0.72 0.48 0.45 1.00
Tweet:M5
lin 1004.07 0.19 1.05 0.52 0.48 0.45 0.50
exp2 790.55 0.15 1.23 0.53 0.49 0.52 0.50
exp4 382.89 0.07 0.59 0.54 0.46 0.36 0.50
Tweet:S2
lin 493.62 0.11 1.10 0.69 0.35 0.43 0.50
exp2 389.88 0.09 1.45 0.72 0.36 0.59 0.50
exp4 204.25 0.05 1.57 0.60 0.53 0.64 0.40
Tweet:S5
lin 160.51 0.06 1.32 0.73 0.32 0.58 0.32
exp2 147.85 0.05 1.63 0.60 0.46 0.91 0.20
exp4 124.64 0.05 1.92 0.18 0.89 0.98 0.06
TABLE XI
RESULTS FOR PROBABILITY FUNCTION EXP2 ON LARGER DATASETS.
Score Assignment
F (A) fv(A) Sn(A) d(A) `2n(A) `
2
i (A) A#i
G:Abortion
TDEM 2872.51 0.01 1.65 0.75 0.83 0.51 0.50
CLOSE 598.37 0.00 0.29 0.85 0.83 0.63 0.18
FAR 964.98 0.00 1.89 0.85 0.83 0.71 0.10
WEIGHT 913.71 0.00 1.99 0.82 0.99 0.89 0.12
G:Brexit
TDEM 1109.62 0.05 1.59 0.74 0.78 0.45 0.50
CLOSE 530.36 0.02 0.26 0.80 0.75 0.61 0.34
FAR 701.79 0.03 1.84 0.80 0.75 0.71 0.20
WEIGHT 691.82 0.03 1.92 0.78 0.86 0.80 0.18
G:Fracking
TDEM 22037.20 0.06 1.31 0.70 0.76 0.45 0.50
CLOSE 14292.90 0.04 0.29 0.83 0.85 0.63 0.30
FAR 12476.40 0.03 1.90 0.83 0.85 0.71 0.20
WEIGHT 12463.90 0.03 1.96 0.82 0.96 0.74 0.20
G:IPhone
TDEM 1203.51 0.03 1.48 0.71 0.66 0.55 0.48
CLOSE 265.16 0.01 0.28 0.78 0.72 0.53 0.20
FAR 828.56 0.02 1.80 0.78 0.72 0.71 0.10
WEIGHT 758.44 0.02 1.94 0.76 0.91 0.74 0.10
G:ObamaC
TDEM 20793.10 0.06 1.36 0.65 0.83 0.40 0.50
CLOSE 4873.95 0.01 0.27 0.83 0.78 0.61 0.16
FAR 8899.62 0.03 1.87 0.83 0.78 0.71 0.10
WEIGHT 8829.78 0.03 1.97 0.80 0.97 0.81 0.10
G:US-elect
TDEM 7589.92 0.32 1.40 0.61 0.83 0.48 0.50
CLOSE 2632.51 0.11 0.23 0.89 0.73 0.65 0.20
FAR 4445.86 0.19 1.83 0.89 0.73 0.71 0.10
WEIGHT 4442.96 0.19 1.91 0.87 0.83 0.83 0.10
Twitt:Follow
TDEM 9867.62 1.81 1.43 0.06 0.48 0.67 0.50
CLOSE 3871.54 0.71 0.21 0.84 0.70 0.66 0.12
FAR 6319.23 1.16 1.83 0.84 0.70 0.71 0.10
WEIGHT 3765.11 0.69 1.88 0.82 0.76 0.85 0.10
