In this paper, evaluation between Likelihood Search Method (L.S.M.) and Back Propagation Method (B.P.M.) in Neural Networks (N.N.) learning is studied. The L.S.M. is an optimization method which can search for a global optimum systematically and effectively in a single framework, which is not a combination of different methods. The L.S.M. can realize the intensification and diversification of the search based on an idea that the searching for variables is intensified where a likelihood of finding good solutions is high, on the other hand, the searching for variables is diversified where the likelihood is low. The L.S.M. is a sort of Random Search Method (R.S.M.) but utilizes gradient information, and the likelihood of finding good solutions is defined by a norm of gradient. In simulations, the learning ability is evaluated between the L.S.M. and B.P.M. in N.N. learning. Simulations are carried out to realize nonlinear functions by using L.S.M., B.P.M. and moment B.P.M. in a layered N.N.. The simulation results show that the L.S.M. is superior to the B.P.M. because of the ability of intensification and diversification of the search.
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