Segmentation of medical images is very important for clinical research and diagnosis, leading to a requirement for robust automatic methods. This paper reports on the combined use of a neural network (a multilayer perceptron, MLP) and active contour model ('snake') to segment structures in magnetic resonance (MR) images. The perceptron is trained to produce a binary classification of each pixel as either a boundary or a non-boundary point. Subsequently, the resulting binary (edge-point) image forms the external energy function for a snake, used to link the candidate boundary points into a continuous, closed contour. We report here on the segmentation of the lungs from multiple MR slices of the torso; lung-specific constraints have been avoided to keep the technique as general as possible. In initial investigations, the inputs to the MLP were limited to normalised intensity values of the pixels from an (7 × 7) window scanned across the image. The use of spatial coordinates as additional inputs to the MLP is then shown to provide an improvement in segmentation performance as quantified using the effectiveness measure (a weighted product of precision and recall). Training sets were first developed using a lengthy iterative process. Thereafter, a novel cost function based on effectiveness is proposed for training that allows us to achieve dramatic improvements in segmentation performance, as well as faster, non-iterative selection of training examples. The classifications produced using this cost function were sufficiently good that the binary image produced by the MLP could be post-processed using an active contour model to provide an accurate segmentation of the lungs from the multiple slices in almost all cases, including unseen slices and subjects.
Introduction
Segmentation has been defined [1:p. 347] as the process of: "dividing the image into regions that … correspond to structural units in the scene or distinguish objects of interest". It is a necessary first step in the visualisation and interpretation of many complex images, such as those typically encountered in medical imaging. In this area, fully automatic and robust segmentation techniques would have an enormous beneficial impact on clinical practice and research, by decreasing dramatically the manual effort which must otherwise be devoted to this task. Not only are medical images themselves inherently complex, but acquisition must also recognise practical needs to limit radiation dose, scan time, etc., so that image quality is often compromised. Given this, deployment of conventional image-processing techniques has not so far led to a robust fully automatic solution usable in a range of clinical settings, although semi-automatic systems do exist.
Semi-automatic segmentation has been used extensively in nuclear medicine based on thresholding or gradient techniques: both two-and three-dimensional techniques have been described [2] . Medical image-processing systems such as ANALYZE (from the Mayo Foundation, Rochester, MN) also include tools for partially automating manual segmentation. Fully automatic segmentation is possible in specific instances, such as thresholding to identify bone in computer tomography (CT) images [3] . Various new approaches look to have considerable potential for automatic segmentation in more general applications (e.g. [4, 5] ) although their use in clinical practice has yet to be proven. Thus, segmentation remains the "image-processing bottleneck" [6] .
The method proposed here is developed and illustrated on the practical problem of segmenting lung outlines from magnetic resonance (MR) images of the thorax. It consists of two stages. First, a neural network (multilayer perceptron, MLP) trained in supervised fashion is used to classify each pixel of the MR image into boundary and non-boundary classes, so producing a binary, edgepoint image. Second, to compensate for classification errors, the edge-point images are then post-processed using an active contour model, or 'snake' [7, 8] . In this way, the edge-point image acts as the external energy function for the snake. A similar combination of MLP classifier and active contour model has previously been used to locate the interior contour of the brain from MR images of the head [9] . However, the initial classification achieved by the neural network in that work was relatively poor and required a rather complex model-based active contour technique (using a stochastic decision mechanism based on a Gibbs sampler) to extract the final boundary. In this work, we aim to produce a sufficiently good initial classification to be able to use a simple and standard snake as the post-processor.
Early results for the classification stage, using data from a single subject and a restricted number of slices, were reported by Middleton and Damper [10] , and showed good segmentation of the lung boundaries in a given MR image of the torso. Unfortunately, however, generalisation to other (unseen) slices and subjects was very much worse. We have since shown that an elastic net [11] modified to give robustness against initial classification errors, can be used to extract the region of the lungs very effectively from some of these classifications [12] . However, many of the results from the classification stage were too poor for the lungs to be accurately identified in this way. In the present work, several modifications and improvements have been made to our earlier work, which allow a much more accurate classification to be achieved from unseen MR data from different slices and different subjects. In particular, a novel cost function is proposed that simplifies the process of selecting the training data. Further, automatic exclusion of some pixels from the training set leads to dramatic improvement in classification. Consequently, the lungs can now be successfully segmented from the vast majority of available images using a standard active contour model, for which purpose we use the Cohen snake [13] .
The remainder of this paper is structured as follows. The next two sections describe the images used (Section 2) and review alternative segmentation techniques (Section 3). The purpose of the latter section is to illustrate the difficulties in segmenting MR images using conventional image-processing techniques and to motivate the use of a neural network. The initial approach to classification using an MLP is then described in Section 4. We then detail our method of quantifying the quality of the segmentation (Section 5). Section 6 presents preliminary results of MLP classification using the standard squared-error cost function in training the network, and details the steps that were found necessary to achieve reasonable results. In Section 7, we define a new cost function for training based on the measure used to quantify segmentation performance. Section 8 describes MLP training using the new cost function, and Section 9 presents classification results using this new function. Post-processing using the snake and the results of the final segmentation are given in Section 10, and Section 11 concludes.
Image data and labelling
MR imaging is a non-invasive method of acquiring precise anatomical information in the form of threedimensional data sets (see [14, 15] for good introductory treatments). The data used here consist of transverse slices of the thorax obtained from a 0.5 T MR machine from 13 subjects. All were healthy volunteers, identified hereafter by a two letter abbreviation of the subject's name. Fig. 1 shows two examples of slices from subject AC. The lungs are clearly visible in these images as two large, low intensity regions within the torso. The lung regions are similar in intensity to the background because both are air-filled. The other low intensity regions correspond to the great blood vessels. These have a low intensity because moving blood gives virtually no MR signal.
The slices in Fig. 1 are shown with the anterior aspect of the subject uppermost and with the left side of the subject on the right of the image (in accordance with medical convention). This view is used for the presentation of all images in the present work. The slices are numbered from zero upwards, i.e. slice 0 is the lowermost slice. Each data set is composed of approximately 35 slices, and each slice is composed of (256 × 256), 2-byte integer values corresponding to the T 1 -weighted value of individual pixels [14] .
Some applications have used multi-spectral data (i.e. T 1 -weighted, T 2 -weighted and proton density data) since this offers a greater potential for discriminating between different tissues (e.g., [16, 17] ). In the present work, only T 1 -weighted images were obtained, because of the prohibitive cost of collecting multi-modal data for a research project. In addition, multi-spectral data sets typically have a lower resolution than single-channel data sets because of limits on acquisition time. T 1 -weighting was preferred over T 2 -weighting and proton density for several reasons, but mostly because T 1 -weighting gives better contrast for present purposes.
There are several inherent problems in MR image segmentation. The main difficulty is the non-uniform nature of the MR signal intensity introduced by noise, physiological factors, partial volume effects and non-uniform radio frequency (RF) fields. The latter probably has the greatest influence on the intensity variations, and depends on a number of factors including the subject, slice orientation, RF coil design and pulse sequence [18] . Furthermore, there are particular difficulties involved in MR imaging of the lungs. These include cardiac and respiratory motion-induced artifacts that can hide fine structural detail [19] . An example of this can be seen in Fig.  1 (most clearly in Fig. 1(a) ) as a central band of noise running from top to bottom of the image.
For (supervised) training and testing the neural network, we require some indication of 'ground truth' in the form of already-segmented, or labelled, images. Ideally, we would like to use unsupervised learning, yet the difficulty of medical image segmentation techniques is such that they "typically require some form of expert human supervision" [20:p. 437 ]. Here, outline images produced semi-automatically by an experienced radiologist have been used as the ground truth. The advantage of so doing is that "… it truly mimics the radiologist's interpretation, which realistically is the only valid truth available …" [18:p. 358 ]. On the other hand, we acknowledge the large inter-rater variability typically observed [21] . Indeed, somewhat ironically, this variability is one of the (several) motivations for the search for automatic methods.
Semi-automatic segmentation was done using the Mayo ANALYZE system. This involved growing connecting regions [22, 23] from a defined seed position within a range of signal intensities, combined with manual tracing to prevent the region 'escaping' into non-lung areas. Once the region was correctly defined, all areas of the slice were erased leaving only the lung outline with non-zero intensity. Using this technique, it was possible to complete a segmentation in about 15 min, compared to at least 40 min for a completely manual process. However, the operator needed to check each slice, and frequent adjustments to both the seed position and the intensity range were necessary. A moderate amount of expert knowledge was needed, especially to distinguish between the lung and the great blood vessels (in so far as this was possible at all). Fig. 2 (a) shows a typical slice (number 18, subject AC) and Fig. 2(b) shows the corresponding segmented image produced semi-automatically as described above. In effect, this comprises a set of binary 1/0 labels for the MR image, and defines the target values for the supervised, back-propagation network training and/or assessment of network classification (see below). Hence, the task of the trained network is to produce a binary- These outline images are then post-processed by the active contour model (snake) to produce a closed representation of the lung boundary.
As the semi-automatically segmented images are subsequently used to act as ground truth for network training and testing, as well as for evaluation of the post-processing by the snake, it is worth considering how good they are. First, careful examination revealed inter-operator variability in the segmentations. Thus, only those produced by a single operator-a doctoral-level medical physicist specialising in MR imaging-have been used in this work. (See [24] for possible measures based on the opinions of multiple experts.) They were nonetheless found to contain a small number of errors, such as stray, misplaced or double boundaries-reflecting the difficulty of the labelling process. Any data used in network training were manually corrected by author I.M. but (because of the size of the task) this was not done for all data (including those used in evaluation). Note that Fig. 2(b) is depicted before manual correction with many errors clearly evident.
Alternative segmentation techniques
Difficulties such as those described above mean that standard image-processing techniques are often unable to segment MR images satisfactorily (unlike some other imaging modalities). For example, it is well documented that (unlike CT images) MR images cannot be segmented using histogram-based thresholding because of the non-uniform nature of the data [18, 25] . To justify the approach taken here, various other standard imageprocessing techniques have been investigated for MR image segmentation.
One technique considered was to threshold a gradientoperated image in an attempt to identify the boundary of the target object(s)-here, the lungs. Not surprisingly, this was found to be inadequate, since the range of gradient values along the boundary of a target object generally overlap those along the boundaries of non-target objects. An alternative approach is to use shape matching to locate the boundary of a target object from an edgedetected image. The generalised Hough transform has been widely used for this purpose [26] [27] [28] [29] . It can work in the presence of many non-target edges and tolerate any affine transformation of the target object. However, it can only be used where the basic shape of the target object (from which the observed shapes are produced by affine transformation) is well defined. The deformable nature of most internal structures means that this is not true for the majority of objects in medical images. This might suggest that an active contour would be a more suitable method of identifying the boundary of the target object. However, because there are many non-target boundaries in a typical image, it was found that an active contour had to be very carefully initialised to avoid it becoming trapped at non-target boundaries.
Ideally, a technique is needed that can distinguish the target boundary from the boundaries of other objects, yet is still deformable enough to represent the typical variations in shape that exist in medical images. This is achieved by the combination of MLP classifier and active contour model.
Initial classification using a neural network
Classification of each pixel of the image as either a boundary or non-boundary edge-point uses a multi-layer perceptron (MLP) trained on error back-propagation [30, 31] . Since back-propagation is a supervised, gradient-descent technique, it requires labelled training data and some cost function which is differentiable, to give gradient information used in the search for a minimumcost configuration of network connection weights. Initially, we have used the standard squared-error cost function. In this section, we consider the configuration of the MLP, the training regime for the network, and the classification rule used to produce a binary decision for the (continuous) network output.
Configuration of MLP
One advantage of the MLP as a classifier is that it can estimate the posterior probabilities required for Bayesian inference without the need for prior assumptions about the underlying probability distributions [32] . In addition, the MLP remains a popular neural classifier, which has been used successfully in a wide range of applications. Fig. 3 shows the configuration of MLP used here. The output layer consists of a single node, whose activation determines the classification of the current input. There was a single hidden layer of 30 nodes. This was empirically determined, but at least one hidden layer was considered necessary since "MRI segmentation problems are nonlinearly separable and require multilayer networks" [33] .
Initially, the inputs to the network consisted solely of the normalised intensity values of the pixels from the neighbourhood of the pixel to be classified. The size of this neighbourhood is defined by an (m × m) input window (where m = 7 in this work). This input window provides contextual information about the pattern of intensity values in the neighbourhood. Use of a context window is consistent with most image classification techniques in that only local image features are used (e.g., [9, 34] ). Preprocessing of the input data was deliberately limited to normalisation initially, since we wished to keep our approach generic and to avoid the difficulty of determining an appropriate set of application-specific features (since a poor choice can have a substantial detrimental impact on performance [34] ). Hence, our input scheme is simpler and more direct than that used by Chiou and Hwang [9] , who explicitly calculated gradient information from a (9 × 9) window.
Training the network
The training data were labelled semi-automatically as detailed in Section 2. Using all the data in a selected slice for training is inappropriate as the data set would be extremely large. For m = 7, there are 3036 pixels at the image boundaries which cannot act as the centre of the window (because some of their 49 input cells will fall outside the boundaries of the image), so that there are 65,536Ϫ3036 = 62,500 possible input/output pairs for each slice. (Although each of these has a unique centre pixel, they are not completely disjoint in the sense that many windows have overlapping context.) Consequently, training would be very slow. Furthermore, the boundary information would comprise only a relatively small fraction of the data set, as there are only some 500-600 lung-boundary pixels in the total of 62,500 (i.e. we would have a highly imbalanced training set). Consequently, the networks would be very likely to produce a constant, biased, negative ('no boundary') output regardless of input, corresponding to a false minimum of the squared-error cost function.
Initially, all the lung-boundary examples (i.e. all the (7 × 7) windows whose centre was a lung-boundary pixel) and an equal number of randomly selected nonlung-boundary examples were used for training. Hence, the size of the training set was approximately 1200 patterns. This is about 2% of the total number of possible windows but (because the windows are not disjoint) the network sees approximately 40% of the total number of pixels in the image in at least some position in a window. (This figure was obtained by averaging over several typical runs.)
The network was trained to produce a value of 1.0 for an input window with a target lung boundary at its centre, and Ϫ1.0 otherwise. These values represent the extremes of the activation function used here (hyperbolic tangent). The cost function minimised during training was the standard squared error:
where o s j is the network output for the window centred on the jth pixel of the sth slice and t s j is the labelled ('target') value for this input, J s is the number of input windows for the sth slice, and S slices are used in training.
Learning and momentum rates for back-propagation learning were determined empirically. Results were found not to be especially sensitive to these parameters. We have used a learning rate of 0.02 and a momentum of 0.2. A fixed number of 1000 epochs of training was used throughout. This was found to be sufficient for the squared-error value to converge to a constant value.
It is well known that error back-propagation, in common with other gradient-descent search methods, is sensitive to initial conditions [35] . Hence, the networks used here were retrained several times (some 5-10) from different initial, random settings of the connection weights and the effect on results assessed. Although a few unusual results were obtained, the majority showed little variation in essential details. Hence, for clarity of presentation in what follows (e.g., to avoid having to give error bars for small numbers of trials), we choose to detail typical results.
Classification rule
Classification of the centre pixel of the input window during test on unseen data was simply determined by thresholding the network output. If the output was greater than the threshold, the input was classified as a lung boundary. Otherwise, it was classified as a member of the non-lung-boundary class. If the prior probabilities of each class are the same in both the training and test data, a threshold of 0.0 would be equivalent to assigning an input to the class with the highest posterior probability (as estimated from the network output). Performance is tested on the majority of the data from a given subject. Typically, this means the test data comprise 100 times more non-lung-boundary examples than lungboundary examples. In contrast, the training sets used in this initial work consist of approximately equal numbers of lung-boundary and non-lung-boundary examples. This bias means that the prior probabilities of each class are not the same during training and testing. Thus, to assign an input to the class with the highest posterior probability, the threshold should be approximately 0.98 [32] .
Clearly, a threshold of this value would minimise the number of misclassifications. However, our aim is to produce an accurate segmentation of the lungs from the classification produced by the MLP. When the threshold is set to minimise the number of misclassifications, the classified image tends to consist of just a very few correctly identified lung-boundary examples. This makes further processing to segment the lungs difficult. Consequently, a much lower threshold has been used: a value of 0.0 was chosen after some experimentation. From a risk minimisation stand-point, this is equivalent to assigning a cost to misclassifying a lung-boundary example that is 100 times greater than the cost of misclassifying a non-lung-boundary example [32] .
Quantifying segmentation performance
To assess results, a method of measuring the accuracy of the segmentation techniques is required. This is a common problem in medical image segmentation [18] . Visual inspection is sometimes used to evaluate performance "since 'perfect' segmentations cannot be defined" [36:p. 341]. For instance, Brown et al. [37] assess the quality of chest CT segmentations through visual inspection by an experienced thoracic radiologist. Also, in the work of Chiou and Hwang [9] , results are assessed impressionistically, by inspection, rather than quantitatively. (They could not have done otherwise since they did not label the complete contours in their images to provide a full picture of ground truth.) Visual inspection has not been used here for many reasons. Not only is it extremely subjective, we also wish to use our assessment measures as the basis of a cost function which will allow us to improve our network training methods. This makes quantitative measures-of the distance between the obtained segmentation and ground truth as defined by the semi-automatic segmentation (Section 2)-mandatory.
One potential quantitative measure of performance would be to use the rates of the two possible types of classification error. Taking a positive example to be a lung-boundary pixel, and a negative example to be a non-lung-boundary pixel, these are: There is, however, a considerable problem with these measures in the present work, stemming from the fact that there are many fewer lung-boundary pixels than non-lung-boundary pixels in each image slice. Hence, the denominators in the two cases are very different and the sensitivity of the two measures is incommensurate. Thus, a small change in the false positive error rate is relatively more important than a comparable change in the false negative error rate, leading to difficulties in interpretation.
For this reason, we have used precision and recall to assess the quality of classifications [38] . These measures were devised for assessing information retrieval methods where a similar problem is encountered in extracting sources of information from a large database, in that there are typically many orders of magnitude fewer target sources than irrelevant sources. These measures are defined as: Recall measures the proportion of the positive examples that are correctly identified, and is therefore one minus the false negative rate. Precision measures the proportion of the nominated positive examples that are correct. Thus, unlike the false positive rate, it is not dominated by the large number of non-lung-boundary examples, most of which can be easily classified correctly. Using two measures of performance has some advantages in that it gives a separate measure of the two error types. To determine if one technique outperforms another, however, it is useful to combine these two measures into a single measure of goodness. van Rijsbergen [38] proposed the effectiveness measure for this purpose, defined as: (4) where a = 1/ (b 2 + 1) and E is b times more heavily weighted towards recall than precision. In this work, precision and recall are equally weighted (i.e. b = 1.0). Since E is an inverse measure of goodness, we will generally quote segmentation performance in terms of F = (1ϪE) in what follows.
Finally, we note that only slices which are labelled by the MLP as having at least 400 lung-boundary pixels were considered to contain the lung(s). Slices producing less than this number were excluded from the quantification of segmentation performance.
Results using squared-error cost function
Initially, the MLP was trained to identify the lung boundaries on a single slice (S = 1) of an MR image of the torso using the squared-error cost function (1). This showed that the method of selecting the training data as described in Section 4.2, using all lung-boundary examples plus an equal number of randomly selected non-boundary examples, led to a very poor classification [10] . In classifying the interior contour of the brain with a similar MLP to that used here, Chiou and Hwang [9] also randomly (and manually) selected their training examples and obtained poor quality results (see their Fig.  3(b):p. 1410) . However, they did not propose any method to improve the performance of their MLP. Instead, they used sophisticated, model-based post-processing to achieve an acceptable segmentation of the desired boundary. We have found, however, that an iterative approach to selecting the training data can lead to very substantial improvements in the accuracy of the classifications, as we now describe.
Iterative selection of training examples
The iterative procedure is initialised by training a network on the selected target slice(s) as described in Section 4.2. The trained network is then used to classify the selected target slice(s), and a small, randomly selected proportion (0.1) of the resulting erroneous classifications are used to augment the initial training set, and the network is then retrained on this new training set. This process repeats until the quality of the classification reaches an acceptable level. In effect, a priori knowledge about the classification problem is implicitly being used in the selection of the training examples. This means that fewer examples are needed than would otherwise be the case [39] . In fact, training sets were successfully used that were much smaller than suggested by Widrow's rule of thumb, namely, that the number of training examples should be more than 10 times the number of weights in the network [40, 41] . Table 1 shows typical performance of the MLP on the 13 subjects studied using this iterative procedure. The training data for this network were selected from every third slice of subjects AC, CB and LP, provided there were more than a criterial number of lung-boundary points in the slice (actually 400). In testing, all windows were tested from all slices, but only those slices where the MLP produced more than 400 edge-points were used in assessing performance. (Our assumption was that the lungs were not present in the remaining slices. Examination of these slices showed this to be a very reasonable assumption.) It can be seen from the table a reasonably high level of both precision and recall is obtained on the subjects used in training (marked with an asterix). The average segmentation performance for these 3 subjects is F = 0.630. The performance on the remaining 10 subjects is generally poorer, F = 0.547. This is 13% below the figure for the subjects whose data was used in training. Average segmentation performance across all 13 subjects is F = 0.566. It is noticeable that precision is consistently poorer than recall; the reason for this will become apparent later. This preliminary work also revealed (results not shown) that the performance of the MLP improved with the size of the input window, and that an input window of dimension at least m = 7 was necessary to distinguish the target boundary from the boundaries of non-target objects such as the great blood vessels [10] . Hence, as previously stated, a (7 × 7) input window has been routinely used-since it provides a good compromise between accuracy and computational expense. The quality of the results attained thus far also suggest that the network is able to learn to extract the necessary features for the classification from the normalised intensity values in the input windows used in training. This justifies the approach, although there is still room for improvement.
Using spatial inputs
Initially, for the reasons given in Section 4.1, we only used normalised intensity values as inputs to the MLP. We suspected, however, that a spatial input reflecting the position of the (7 × 7) window might help classification. To test this intuition, the input layer was extended to include the (x, y) coordinates of the centre pixel of the input window. The origin of this coordinate system was taken as the centre of the slice, and the x and y distances were normalised to the same range as the intensity values, [Ϫ1, 1]. The z coordinate was not used, since the position of the lung in this dimension varies considerably from subject to subject. (For example, in subject AC the lungs extend between slices 5 and 27, whereas in subject JT the lungs extend between slices 11 and 35.) Table 2 shows typical performance of the MLP with spatial inputs. The performance is generally better than the network without spatial inputs (cf. Table 1 ). There is an improvement in average performance, F , from 0.566 to 0.597 by adding spatial inputs. The improvement is better for the 3 subjects used in training than for the remaining 10 subjects. (In fact, for 2 of the latter 10 subjects, performance actually got worse.) Using the non-parametric Mann-Whitney U test [42:pp. 137-144], the improvement in average performance due to including spatial inputs is marginally significant (z = 1.462, p = 0.0719, one-tailed test). Because there was a significant improvement (albeit marginal), spatial inputs continue to be used in what follows. (One should remember that the Mann-Whitney test is rather stringent because it makes no assumptions about the distributions of the two data groups.)
Treatment of pixels adjacent to the boundary
An issue which arose during this work was the correct treatment of pixels adjacent to the boundary. On one hand, ground truth suggests that these must be treated as negative examples, and this is what has been done so far. On the other hand, the low resolution of the MR images themselves and the nature of the semi-automatic labelling procedure used to define ground truth strongly suggest that one-pixel accuracy may be unattainable. Indeed, windows centred on pixels adjacent to the boundary may be very like those actually centred on the boundary. In fact, Chiou and Hwang [9] designated pixels immediately adjacent to the target boundary as positive examples, in contradiction of our practice thus far.
To assess the effect that these problematic cases were having on precision and recall, performance results were recomputed for the network of Table 2 by excluding all boundary-adjacent pixels from both training and testing. That is, boundary-adjacent pixels were removed from the original training set and the network retrained precisely as before (from the same initial start point). The trained network was then retested, again with the boundaryadjacent examples removed from the test set. The recomputed values of P, R and F are shown in Table 3 . Since the pixels which have been excluded from the training and test sets were all previously considered to be negative examples, there can be no change either in true positive outcomes or in false negatives. Hence, recall remains unaltered. However, precision is increased very considerably, showing that many of the previous false positives were actually boundary-adjacent pixels. Overall, average segmentation performance goes up to F = 0.703. The difficulty of 'correctly' classifying these pixels explains the rather low precision obtained relative to recall in earlier work.
These recomputed values must be interpreted with care. First and foremost, it is obviously impossible in actual practice to exclude test examples adjacent to the boundary when the boundary is itself unknown; it is the very thing we are trying to find in the test set. (We can do this for the training set, of course, but not for the test set.) Further, in no sense have we achieved an improved result since we have merely excluded from the test set difficult-to-classify negative pixels, which cannot do otherwise than improving precision while leaving recall unaltered. Rather, the exercise shows that the boundaryadjacent pixels are indeed especially problematic, and indicates that there might be an advantage in treating them differently. This will become important in the work described later. 
Defining a new cost function
A potential advantage of the MLP classifier trained on squared error (Eq. (1)) or cross-entropy cost functions is that its output can be interpreted as an estimate of posterior probability [32:pp. 245-247] . However, the discussion in Section 4.3 indicated that this potential advantage is of limited value here, because of the imbalance of positive and negative examples in the test data. This suggests that there might be advantage to minimising during training a cost function more directly related to our measure of effectiveness, E, Eq. (4), which is a multiplicative combination of precision and recall, as defined via Eqs. (2) and (3), respectively.
The first step to defining a new cost function is to rewrite the expressions for precision and recall recalling that classification is actually determined using a threshold of 0.0:
Here, o i is the network output for the input window centred on the ith pixel, H( ) is the Heaviside function equal to 1 when its argument is greater than or equal to 0 and equal to 0 otherwise, N is the number of lungboundary examples and:
Thus, precision and recall are not continuous in terms of the network output and so their derivatives cannot be calculated. Consequently, E as defined in Eqs. (2), (3) and (4) cannot be used as a cost function for network training since there is no gradient information on which to perform gradient descent. However, the Heaviside function can be approximated by the logistic function, f( ), since:
Using this approximation in Eqs. (5) and (6), the expressions for precision and recall, and hence effectiveness, become continuous. The derivative of E with respect to the network output then becomes:
where
and
The closeness of the approximations in Eqs. (8) and (9) depends on the value of k, the scaling constant that determines the steepness of the logistic function. In this work, we use k = 10.
One important difference between the E cost function and standard cost functions is that the derivative ∂E / ∂o j depends on the performance of the network on all the examples in the training set, not just the current example, as can be seen from the explicit appearance of P and R in Eq. (7). This means the weight update rule will adapt to the current segmentation performance. For example, as the value of precision increases relative to the value of recall, the derivative of E becomes more weighted towards ∂R / ∂o j . Similarly, as the value of recall increases relative to the value of precision, the derivative of E becomes more weighted towards ∂P / ∂o j . This should result in classifications with a more equal balance between precision (or, strictly, (1Ϫa)P) and recall (or aR). This is intuitively reasonable; the goal is to minimise E and this measure was explicitly designed to require that (for a = 0.5) a really low value can only be achieved by keeping P and R in balance (see later).
MLP training with the new cost function
In theory, the precision and recall should be recalculated each time the network is modified during training. For incremental learning, this would impose a severe computational burden, since weights are updated for each training example. If batch training was used, precision and recall would only have to be recalculated once per epoch. However, rather poor results were obtained using this batch method. Better results were obtained using incremental learning and approximate values of precision and recall-actually the value from the end of the previous epoch. This approximation is considered reasonable since precision and recall do not change significantly with each weight update.
It was quickly discovered that the training sets developed using the iterative technique described in Section 6.1 were unsuitable for use with the E cost function because they contain approximately equal numbers of positive and negative examples. This causes problems because E can be trivially 'minimised' with such a balanced training set by classifying all inputs as positive. In this situation, the number of true positives will be maximised and the number of false negatives will be zero. Hence, from Eq. (3), recall attains a maximum value of 1.0. Furthermore, although the number of false positives is also maximised, this number will only be approximately equal to the number of true positives (since the number of positive and negative examples are approximately equal). Thus, from Eq. (2), precision has a value of about 0.5 and, from Eq. (4), E has a value of about 0.33. This is a relatively low value for such a trivial solution and constitutes a false minimum with a wide basin of attraction during training. Consequently, training frequently became trapped in this false minimum.
Hence, when using the E cost function, training sets should contain at least an order of magnitude more negative examples than positive examples. In this case, classifying all inputs as positive would result in a very low value of precision, and consequently a very low value of E, so removing the false minimum. One way to ensure that the number of negative examples is much larger than the number of positive examples would be to use all the data from the slices used in training. This is possible when training on a limited number of slices, but is impractical for training on multiple slices since the size of the training set becomes too large. Further, a large proportion of the training data in these cases has a negligible effect on learning, because the network quickly learns to classify homogeneous regions (such as the background and lung interior in the torso images). Since these regions account for a large proportion of each slice, and the E cost function associates a negligible cost to correct classifications, the majority of the training data has a negligible effect after a few epochs. More precisely, the value of f(o j ) (and therefore the value of ∂E / ∂o j ) is very small for output values on the correct side of the threshold used for determining classification. Thus, the weight modifications in such cases are very small. Accordingly, we have removed pixels with an intensity gradient below a certain threshold from the training set, on the assumption that these constitute trivial examples. The intensity gradient was calculated as:
grad(x,y) ϭ ͱ(I(x,y)ϪI(x ϩ 1,y)) 2 ϩ (I(x,y)ϪI(x,y ϩ 1)) 2 where I(x, y) is the intensity of pixel (x, y) after the image was first smoothed by a (5 × 5) Gaussian filter with s = 0.5. The threshold was determined empirically such that the majority of examples from the background, lung interior and other homogeneous regions were removed without excluding too many lung-boundary examples. This typically reduced the size of the training sets by a factor of about six; however, the MLPs could not then be guaranteed to classify correctly examples from the homogeneous regions excluded from training. Therefore, slices were preprocessed to remove low gradient examples before classification (just as in training). Thereafter, these were simply assumed to be negative (non-lung-boundary) pixels.
Note that we have replaced the computationally expensive iterative construction of the training set (Section 6.1) which was necessary with the squared-error cost function by a very much simpler method. This is considered to be one of the advantages of the new cost function. Table 4 shows typical segmentation performance of a network trained using the E cost function with the (noniterative) method of training set selection just described. To allow a fair comparison with earlier results, the network here was trained (with spatial inputs) on the same slices from subjects AC, CB and LP as used in producing the training data for the squared-error cost function (see Section 6.1).
Classification results with the new cost function
These new results indicate that performance is comparable to that obtained using the squared-error cost function (cf. Table 2 ). The relevant values of F are 0.589 Table 4 Typical performance values for MLP with spatial inputs and trained using the E cost function. Here, the average segmentation performance is F = 0.589, comparable to the result using the squared-error cost function (F = 0.597) Although we have not obtained any improvement in average segmentation performance, it is striking that precision and recall are now very much closer, as expected from the discussion at the end of Section 7. According to the U test, there is no significant difference between precision and recall here (z = 0.897, p = 0.3694, twotailed test). This is in marked contrast to the earlier results for the squared-error cost function, where precision is very significantly lower than recall (z = 2.590, p = 0.0048, one-tailed test). The failure to achieve any improvement in spite of what we expected to be a superior cost function is, we think, primarily because the E cost function uses all the data for which the gradient threshold is exceeded, as described in the previous section. This is highly likely to include most or all of the examples adjacent to the ground truth boundary, which we know to be problematic (Section 6.3). Previously, using the iterative procedure to build the training set, only a small proportion (0.1) of erroneously classified examples were added back into the new training set. Thus, we believe the difficultto-classify boundary-adjacent pixels are more heavily represented in the training set when using the E cost function.
There is, however, no problem in removing these problem cases from the training set since, in this case, the boundary is known. Of course, they cannot be removed from the test set(s) and have to be classified just like any other pixel whose intensity gradient exceeds the threshold for inclusion. Table 5 shows typical performance of a network trained using the E cost function excluding examples adjacent to the target boundary. The training data were taken from every third slice of subjects AC, CB and LP that contained a significant number (Ͼ400) of targetboundary examples. It is clear that there is now a very significant improvement due to excluding boundaryadjacent pixels from the training set. Average performance, F , increases from 0.589 to 0.749. This result is enormously significant according to the Mann-Whitney U test (z = 4.08, p~0). In spite of the great improvement overall, we note that generalisation is not relatively better; performance on subjects not used for training is still 13% poorer than that on subjects providing the training data (as before).
Perhaps the most striking aspect of Table 5 is the remarkable increase in recall. We previously found that excluding boundary-adjacent pixels for training/test sets with the squared-error cost function led to a sizeable increase in precision (compare Tables 2 and 3) , although this finding was neither practical (we cannot remove boundary-adjacent pixels from the test set without knowing the correct test result in advance) nor surprising (precision must increase when we exclude negative examples from the test set). Here, however, we have merely removed some of the training data, which is an entirely practical thing to do. The vastly improved results shown in Table 5 can, we believe, be attributed to (i) an increase in precision due to eliminating boundaryadjacent examples from the test set, plus (ii) the dynamics of training using the E cost function which act to keep precision and recall in balance, as seen earlier in this section, so yielding a very significant improvement in recall. As we shall show in the next section, these results are sufficiently good to produce an accurate segmentation of the lungs in nearly every slice of the 13 subjects after post-processing with a standard active contour model.
Post-processing with an active contour model
The initial segmentation by an MLP classifier produces an edge-point image of candidate boundary points which can never realistically give an acceptable closed contour. False negatives will lead to gaps in the contour (especially where the great blood vessels join the lungs and image evidence for a boundary is low or absent) and false positives will arise and need to be eliminated. Therefore, post-processing is required to close these gaps and to distinguish false positives from true positives.
An ideal candidate for this post-processing is an active contour model [7, 8] , or snake, since such models produce closed contour descriptions and their deformable nature is appropriate for most internal structures. In recent years, snakes have assumed great popularity in medical image segmentation [20, [43] [44] [45] [46] .
In this work, a Gaussian smoothed version of the edge-point image produced by the MLP can act as the external energy of the active contour model. The model chosen here is a Cohen snake, of the kind that has been successfully used in a number of medical imaging applications (e.g., [13, 47, 48] ). One of the main reasons for choosing the Cohen snake is its use of a deflationary normal force to drive the contour towards the target boundary. This means that the Cohen snake is much less sensitive to initialisation than the Kass et al. snake [7, 13] . Consequently, the snake could simply be initialised as one of two large circles encompassing the potential region of either the left or right lung.
Two important modifications to the basic Cohen snake were used here. First, the snake was made scale invariant. This was done by recalculating the inter-unit distance (and therefore the pentadiagonal regularisation matrix) at the end of each iteration to take into account the snake's new length. A scale invariant internal energy term (for governing curvature) was also used. The scale invariance was introduced because of the difficulty of finding parameters for the snake that could cope with the variation in size of the lungs between different slices and subjects. The other important modification was the use of resampling. Without resampling, the distribution of discrete points representing the snake contour can become highly irregular [49] . Table 6 shows the accuracy of the segmentations achieved using the snake described above for each of the 13 subjects. The segmentations are based on processing typical output of the network trained using the E cost function with boundary-adjacent examples removed from the training set. Results are presented in terms of precision and recall, but (unlike earlier) these values are calculated from the region enclosed by the snake. That is, in Eqs. (2) and (3), a pixel which is inside the contour for both the test result and the ground truth is counted as a true positive. False positive pixels are inside the lung boundary found by the snake but outside the ground truth boundary; false negative pixels are outside the lung boundary found by the snake but inside the ground truth boundary. This method of quantifying the results is felt to be a fairer indication of performance, since a snake could give a very good segmentation of the lungs without being located precisely along the boundary indicated by the ground truth segmentation. (It could 'miss' by one pixel at all points.) Note, this approach could not have been used to assess the MLP output because this did not provide a closed boundary.
Individual performance values are presented for the left and right lungs, since they were segmented using snakes with slightly different parameters. This is sensible as the two lungs are separate objects, with slightly different anatomical characteristics. Average performance, F , is 0.866 and 0.844 for the left and right lungs, respectively. We consider these results to be highly encour- Table 6 Results of post-processing typical MLP output for each of the 13 subjects using a Cohen snake. aging. The excellent performance and versatility of our method is illustrated in Fig. 4 , which shows typical examples of the segmentations that can be achieved. There are still a few slices that are poorly segmented, the majority being either at the top or the bottom of the lungs. Part of the problem is that these more extreme slices tend to be poorly represented in the training data, and are consequently more prone to misclassification. However, inadequacies in the snake are probably the main contributor to the poor results (especially for the lower slices). For example, at the lower end of the lungs, the cross-sectional shape can become very narrow. The Gaussian filter associated with the external energy function of the snake can cause such closely spaced contours to become blurred into a single energy minimum. Fig.  5 shows two examples of the effect this can have on the behaviour of the snake. In Fig. 5(a) , part of the snake has collapsed onto a single contour. In Fig. 5(b) , the snake has collapsed along the narrow region of the lung outline. This problem could be prevented using a Gaussian filter with a smaller value of s, but this would also reduce the noise tolerance of the snake and lead to other slices being badly segmented.
The snake can also have trouble locating the boundaries at the top of the lung. In these cases, the crosssectional shape of the lungs combined with any misclassifications can result in there being insufficient boundary points for the snake to consider the boundary a salient contour. Consequently, the snake collapses. The remaining poor segmentations are where gaps in the boundaries identified by the MLP are too large. In these cases, the deflationary force causes the snake to collapse through the gap in the boundary. Unfortunately such breaks in the boundary are unavoidable, since they generally correspond to regions where there is no consistent information for the MLP to identify the boundary correctly.
Conclusions
MR image segmentation is an important but inherently difficult problem in medical image processing. In general, it cannot be solved using straightforward, conventional image-processing techniques. The solution proposed here is to use a multilayer perceptron to form the external energy function for an active contour model ('snake'). Initial work used the conventional squarederror cost function for training the MLP. This showed that the MLP could classify the lung boundaries in MR images of the torso to a reasonable accuracy using only the intensity values from the (7 × 7) neighbourhood of the pixel to be classified, together with an iterative procedure to construct the training data set. It was also found that to ensure reasonable generalisation, training data had to be taken from several slices of different subjects. Spatial inputs were also found to result in a marginal improvement in segmentation performance.
By approximating precision and recall using logistic functions, it became possible to define a new cost function for training which is a close approximation to the measure (effectiveness, E) used to quantify segmentation performance. We showed that this new cost function acted to keep precision and recall in balance during gradient descent search (i.e. error back-propagation training). It also became possible to construct the training set automatically and non-iteratively, by using the local image gradient to exclude trivial, easy-to-classify examples.
Contrary to expectations, use of this new cost function did not lead immediately to better performance than obtained with the earlier squared-error function. Investigation indicated that this was because problematic pixels adjacent to the lung boundary were more heavily represented in the training set. Fortunately, these boundaryadjacent pixels could be easily removed from the training set since the position of the boundary is known in these data. Exclusion of these problematic pixels resulted in an enormously significant improvement in performance (p~0, Mann-Whitney U test). Subsequent post-processing using a more-or-less standard Cohen snake achieved (in most cases) a very accurate closed-contour segmentation of the lungs for most slices. This is in contrast to previous work [12] in which we obtained good performance only for some slices using a non-standard modification to the DurbinWillshaw elastic net [11] . Furthermore, many of the poor segmentations could be improved by modifying the active contour model while retaining generality. For example, the Cohen snake can be run on all the slices of a subject simultaneously and inter-slice constraints used to impose a degree of axial uniformity [48] , as was also done by [12] . Provided the false positives are less well correlated between slices than the true positives, this modification should improve the snake's performance. It should be particularly effective with the torso images, since many of the poorly segmented slices are surrounded by good segmentations.
The technique presented here has shown a very encouraging level of performance for the problem of lung segmentation in MR images of the torso. Efforts were made to reduce the amount of a priori knowledge used, so as to keep the method as generic as possible. This makes the approach worth serious consideration for further development as an automatic tool for image segmentation in medicine.
