University of Pennsylvania

ScholarlyCommons
Publicly Accessible Penn Dissertations
2013

Granular Drag and the Kinetics of Jamming
Theodore Anthony Brzinski
University of Pennsylvania, tbrzinski@gmail.com

Follow this and additional works at: https://repository.upenn.edu/edissertations
Part of the Physics Commons

Recommended Citation
Brzinski, Theodore Anthony, "Granular Drag and the Kinetics of Jamming" (2013). Publicly Accessible
Penn Dissertations. 739.
https://repository.upenn.edu/edissertations/739

This paper is posted at ScholarlyCommons. https://repository.upenn.edu/edissertations/739
For more information, please contact repository@pobox.upenn.edu.

Granular Drag and the Kinetics of Jamming
Abstract
The first part of this thesis focuses on the study of the force exerted by a granular packing on an intruder.
During impact, this force can be described by the linear combination of an inertial drag and a rateindependent frictional force that is proportional to depth. We measure the torque acting on a rod rotated
perpendicular to its axis in a granular bed at steady state, and demonstrate that the resisting force is of
the same form, though smaller. We then alter the hydrostatic loading on the bed by generating a
homogenized airflow through the bed, and show that for horizontal motion the frictional force is due to
friction acting at gravity-loaded contacts. Next we directly measure the force acting on quasistatically,
vertically lowered intruders under two sets of varied conditions. First we vary the shape of the projectile in
order to alter the fraction of the projectile surface that moves parallel vs perpendicular to the medium,
and find that the frictional force acts primarily normal to the intruder surface. Second, we alter the
hydrostatic loading as above, and confirm that gravity-loading of the grains sets the magnitude of the
resisting force for quasi-static vertical motion as well. Finally, we consider the case of impact onto wet
grains. We conduct conventional impact experiments wherein a spherical projectile impacts onto a
granular packing with a known impact speed. We vary the liquid, impact speed, and degree of saturation,
and find that the penetration depth is decreased for all wetting fractions, and that the penetration depth
has a non-monotonic dependence on liquid saturation. In the fully saturated case, we recover the same
scaling of penetration depth with geometry, impact speed and packing density as in the dry case, though
the penetrations are shallower, suggesting a hydrodynamic contribution to the net stopping force.
The second part of this thesis focuses on the kinetics of the jamming transition. In particular, we observe
a dispersion of spheres sedimenting in a fluid until all grains form a packing. In a Newtonian fluid, the
dispersion is roughly homogeneous in space and time except at two well-defined interfaces: a dispersionsupernatant interface, and a jamming front below which grains form a jammed packing. This system is
ideal for the study of jamming kinetics because the jamming front is stationary: it moves upwards with a
constant speed and shape. To characterize the concentration profile at the front, we utilize x-ray
absorption to directly measure volume fraction as a function of height and time. To characterize the grainscale dynamics across the front, we utilize a light scattering technique, speckle-visibility spectroscopy, to
directly measure fluctuations of the grain velocities as a function of height and time. In order to alter the
kinetics of jamming in this model system, we change the dispersion concentration, grain size, and perturb
the hydrodynamic interactions between grains by using a viscoelastic fluid.
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ABSTRACT
GRANULAR DRAG AND THE KINETICS OF JAMMING

Theodore A. Brzinski III
Douglas J. Durian

The first part of this thesis focuses on the study of the force exerted by a granular packing on
an intruder. During impact, this force can be described by the linear combination of an inertial
drag and a rate-independent frictional force that is proportional to depth [31, 64]. We measure
the torque acting on a rod rotated perpendicular to its axis in a granular bed at steady state,
and demonstrate that the resisting force is of the same form, though smaller. We then alter the
hydrostatic loading on the bed by generating a homogenized airflow through the bed, and show
that for horizontal motion the frictional force is due to friction acting at gravity-loaded contacts.
Next we directly measure the force acting on quasistatically, vertically lowered intruders under
two sets of varied conditions. First we vary the shape of the projectile in order to alter the fraction
of the projectile surface that moves parallel vs perpendicular to the medium, and find that the
frictional force acts primarily normal to the intruder surface. Second, we alter the hydrostatic
loading as above, and confirm that gravity-loading of the grains sets the magnitude of the resisting
force for quasi-static vertical motion as well. Finally, we consider the case of impact onto wet
grains. We conduct conventional impact experiments wherein a spherical projectile impacts onto
a granular packing with a known impact speed. We vary the liquid, impact speed, and degree of
saturation, and find that the penetration depth is decreased for all wetting fractions, and that the
penetration depth has a non-monotonic dependence on liquid saturation. In the fully saturated
case, we recover the same scaling of penetration depth with geometry, impact speed and packing
density as in the dry case, though the penetrations are shallower, suggesting a hydrodynamic
contribution to the net stopping force.
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The second part of this thesis focuses on the kinetics of the jamming transition [35]. In
particular, we observe a dispersion of spheres sedimenting in a fluid until all grains form a packing.
In a Newtonian fluid, the dispersion is roughly homogeneous in space and time except at two welldefined interfaces: a dispersion-supernatant interface, and a jamming front below which grains
form a jammed packing. This system is ideal for the study of jamming kinetics because the
jamming front is stationary: it moves upwards with a constant speed and shape. To characterize
the concentration profile at the front, we utilize x-ray absorption to directly measure volume
fraction as a function of height and time. To characterize the grain-scale dynamics across the
front, we utilize a light scattering technique, speckle-visibility spectroscopy, to directly measure
fluctuations of the grain velocities as a function of height and time. In order to alter the kinetics
of jamming in this model system, we change the dispersion concentration, grain size, and perturb
the hydrodynamic interactions between grains by using a viscoelastic fluid.
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Introduction
Jaeger et. al define granular materials as “large conglomerations of discrete macroscopic particles” [29]. Thus, granular materials are, by definition, many-body systems, so a statistical or mean
field approach seems most practical. However, the particles must be macroscopic: specifically, they
must be sufficiently large that thermal motion is negligeable. This means that the system is not
free to explore phase space unless driven externally, and may become stuck in a metastable state
if not driven sufficiently. The consequence is that the statistical mechanics and thermodynamics
tools developed to describe stochastic systems do not describe the behavior of granular materials,
and new approaches and tools must be developed.
Note that this definition of granular material is quite broad: it includes those materials generally evoked by the word “granular,” such as sand, but also systems such as foams, emulsions, and
even congregations of organisms like a flock of birds, or people at a concert. In recent years, the
physics community has become interested in granular materials as an example of an even broader
class of systems which undergo a phase transition called ‘Jamming’. Jamming occurs when a
complex fluid is cooled, concentrated, or unstressed so that the material becomes a rigid solid,
but has a particle-scale structure which is disordered and resembles the fluid state [35]. Thus, the
study of granular materials provides an example of a system that undergoes jamming, and which
is effectively at zero temperature.
The present work is focused on the propensity of granular packings to transition from a jammed
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state to a state of fluid-like flow under sufficient stress. Granular flow is relevant to the handling
of most solid materials in industry and agriculture [29], plays important roles in shaping landscapes [8], and its unpredictable nature leads to disasters like landslides, avalanches and soil
liquifaction. Thus, granular flows have long been a topic of research in the engineering and
geoscience communities. Despite the fervent attention, granular flow has defied rheological description, in large part because shear tends to localize, which prohibits the use of conventional
methods for measuring stress and strain [21, 29]. The goal of my work has been to develop alternative approaches with which to characterize the rheology of granular packings, and to analyze
the results in the context of the grain-scale dynamics which contribute to the bulk behavior.
One such alternative approach which has gained favor in the physics community is to measure the force on a moving intruder [2, 15, 18, 55]. Between 2003 and 2008, several undergraduate
students performed impact experiments [6, 40, 65] in which the dependence of the final depth of
penetration was related to the impact energy and the materials properties of the granular material
and projectile. In 2005, Ref. [64] proposed a force law which explained this penetration depth scaling in terms of an inertial and a frictional drag force. I performed a series of experiments in which
I directly measured the torque acting on a horizontal rod rotated at steady state, perpendicular
to its axis. I was able to show that this torque was consistent with the force law of Ref. [64], and
that this stopping force is not unique to the case of vertical impact, where motion is transient and
aligned with the loading on the bed (gravity), but is also valid for steady-state motion perpendicular to gravity. Furthermore, by applying a sub-fluidizing upflow of air, I demonstrated that that
the frictional drag term scaled with the gravity loading of the bed, suggesting that the relevant
contact forces behaved like a hydrostatic pressure. This work is the focus of Chap. 1
Next, in collaboration with a post-doctoral fellow, Patrick Mayor, I continued to investigate
the geometry-dependence of granular drag, particularly the frictional component. Here we directly
measured the force exerted by the granular material on the projectile as it’s quasi-statically lowered
into the bed. Again, we utilize the application of a subfluidizing upflow of air in order to test
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the role of gravity-loading as compared to the loading of grains by the motion of the projectile,
which might become important in the case of vertical motion. Furthermore, though the force is
presumably frictional in origin it was not clear whether the relevant frictional interactions were
between the grains and projectile, and thus acting parallel to its surface, or between grains which
are loaded via a network of force chains, which orient normal to the surface of the projectile. By
varying the projectile geometry we alter the fraction of the projectile surface that moves parallel
vs perpendicular to the medium, and demonstrate that the magnitude of the stopping force is set
by gravity-loading of the granular material, not by the motion loading due to the projectile, but
that this force acts normal to the projectile surface. This work is the focus of Chap. 2
Over the course of the work described above, we have developed a powerful model for the force
exerted by a granular material on an intruder, yet all of this work has focused on hard, noncohesive
grains. A common example of granular matter with more complicated rheology is a packing of
grains with pores that are fully or partially occupied by a viscous liquid. Even a small amount
of moisture can dramaticllay alter the properties of a granular material: the obvious example is
that dry sand poured from a bucket will always flow and form a heap with a well defined repose
angle, whereas damp sand may retain the shape of the bucket, allowing for the construction of
sandcastles. This is a consequence of cohesion due to capillary bridges between particles. Besides
cohesion due to surface-tension, viscosity or the added mass of the packing might dramatically
alter the response of a granular material to stress. Still, wet granular materials are common in
both natural and industrial systems, so they provide a relevant test case for the limits of of our
granular drag model. Thus we conduct a series of impact experiments on packings of varied liquid
content, and compare our results for final penetration depth to the scaling observed for dry grains.
This work is the focus of Chap. 3.
A feature of the granular respnse to impact is that, while the projectile is in motion, it fluidizes
some volume of grains in the bed - indeed, under the right conditions, the fluidized grains may
“splash” much like a liquid [53]. As the projectile comes to rest, this fluidized volume of grains
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must vanish. We propose that there is an interface bounding the fluized region which collapses
inward upon the projectile as it comes to rest, and that this feature must be common to a class
of systems which evolve from a fluidized state to a jammed solid. One of the simplest examples of
this jamming “front” can be observed in the sedimentation of a dispersion of grains under gravity.
A jammed packing will form at the lower boundary, bounded above by a flat jamming front
which propagates in one direction (upward), until the front traverses the entire dispersion, and
the system reaches its steady-state. In order to better understand the kinetics of this transition
from unjammed to jammed, we utilize x-ray fluoroscopy and dynamic light scattering in order to
study sedimentation, and particularly the shape and speed of the jamming front. This work is the
focus of Chap. 4

4

Chapter 1

Characterization of the Drag
Force in an Air-Moderated
Granular Bed
Abstract
We measure the torque acting on a rod rotated perpendicular to its axis in a granular bed,
through which an upflow of gas is utilized to tune the hydrostatic loading between grains. At low
rotation rates the torque is independent of speed, but scales quadratically with rod-length and
linearly with depth; the proportionality approaches zero linearly as the upflow of gas is increased
towards a critical value above which the grains are fluidized. At high rotation rates the torque
exhibits quadratic rate-dependence and scales as the rod’s length to the 4th power. The torque
has no dependence on either depth or airflow at these higher rates. A model used to describe the
stopping force experienced by a projectile impacting a granular bed can be shown to predict these
behaviors for our system’s geometry, indicating that the same mechanics dictate both steady-state
5

and transient drag forces in granular systems, regardless of geometry or material properties of the
grains.

1.1

Introduction

Granular systems are ubiquitous in both nature and industry. While such systems are comprised
of many mechanically simple particles, their bulk properties tend to be complex and nonlinear
[12, 22, 63, 70]. For example, a static pile of sand might behave as a solid, but if sheared or shaken
strongly enough the pile will spontaneously begin to flow much like a liquid [35]. This capacity to
flow makes granular systems both interesting and useful, however traditional rheological models
are not sufficient to fully describe granular flow. As a result, developing continuum approximations
for granular flow is a long-standing goal.
An intuitive quantity to study in the context of granular flow is the drag exerted by a granular
bed on a moving intruder. A general characterization of such resistive forces could be valuable
in numerous applications – such as predicting the outcome of a projectile impact into granular
objects such as asteroids or planetoids [5, 14, 20, 24, 68, 71] or determining the forces experienced
by industrial mixing and digging equipment – and may contribute to a more comprehensive understanding of granular matter [27, 37, 46, 65, 67]. Previous attempts to formulate such a general
characterization in the context of impact dynamics have resulted in several contradictory models
for the drag force [24, 27, 37, 46, 65, 67, 68].
In a recent study of impact dynamics for a 2.54 cm diameter steel sphere, Katsuragi and
Durian [31] demonstrated that the stopping force scales as the sum of two terms, one which
grows linearly with depth, z, and one that grows quadratically with velocity, v. This functional
form succesfully describes not only the results obtained in Ref. [31], but also the observations
reported in the numerous impact experiments which had been held to support one or another of
the aforementioned contradictory drag force models.
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The scaling of the two force terms observed in Ref. [31] suggests the following prediction for the
materials dependence of drag force in the bed. The force component proportional to v 2 resembles
the inertial drag experienced by an object moving through a fluid at high Reynolds number.
Therefore, this force term ought to scale with the cross-sectional area of the intruder, A, and the
density of the fluid - in this case the mass density, ρg , of the granular packing. The force component
proportional to z is reminiscent of Coulomb friction. Accordingly this force term should scale like
a friction coefficient, µ = tan (θr ) where θr is the angle of repose, times a hydrostatic pressure,
ρg gz, where g is acceleration due to gravity. Similar results have been obtained for the drag acting
on intruders steadily driven through grains in the slow, quasistatic limit [1–4]. By this reasoning
we expect the full material dependence of the drag force to be of the form

F = αµρg gAz + βρg Av 2

(1.1.1)

In Ref. [31] the numerical prefactors were determined by fit to be α = 26 ± 3 and β = 1.0 ± 0.1.
If the materials-dependence of Eq. (1.1.1) is correct, these values should be independent of the
details of the system, however this has yet to be tested.
While impact is a natural context in which to observe granular drag on an intruder, there
are some drawbacks to using impact experiments to carefully characterize drag forces. Impacts
are transient, with conditions that are inherently time dependent. Variables such as velocity
and depth are entangled in an impact, adding uncertainty to the observed scaling of stopping
force with these parameters. Furthermore, the drag force is generally determined by measuring
instantaneous position or velocity rather than by direct measurements of stopping force, thus
limiting the force resolution of experimental data. In order to address these limitations we develop
a ‘steady-state impact’ experiment by rotating a horizontal rod that is submerged in a granular
bed, and measuring the torque acting on the rod once the drag has reached a steady-state. This
design enables us to vary control parameters such as rate and depth in isolation, and to make
measurements of drag torque directly.
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Our apparatus is similar to geometries that have been utilized for the study of granular flow
in the past. The most prevalent such systems are bladed mixers and vane rheometers. Bladed
mixers consist of short, angled vanes rotated or pushed through a granular bed. Studies utilizing
bladed mixers tend to focus on the geometry of the flows generated by the motion of the blades,
emphasizing mixing efficiency rather than the explicit form of the torque acting on the blades [9,
30,50,59]. Vane rheometers are devices in which a number of vertical vanes, generally spanning the
entire depth of a granular bed, are rotated about a vertical axis [11, 19, 49, 58]. Vane rheometers
attenuate the complications caused by wall-slip in the more rheologically conventional Couette
geometry, and are primarily utilized to characterize yield stresses, thixotropic properties, and
flow-profiles [11]. In this geometry, rates and torques agree qualitatively with the model presented
in Ref. [31], but are considered in terms of stresses along the surface of the cylinder of granular
media that is imagined to rotate as a solid along with the vanes [19, 49, 58]. In contrast, in this
paper we picture the forces created by the motion of an intruder moving through a medium that
is otherwise at rest.
In addition, we seek to test our interpretation of the mechanical origins of granular drag. As
discussed above, contact forces in the granular bed are assumed to scale as the hydrostatic pressure
independent of force chains activated by intruder motion. We modify this pressure by generating a
flow of gas through the granular bed which, by Darcy’s law, generates a pressure drop proportional
to the gas speed through the bulk. We extend the model to account for this effect by making the
substitution:

ρg gz →




 (1 − U/Uc ) ρg gz

U < Uc





U > Uc

unknown

(1.1.2)

where U is the superficial gas speed equal to the gas flux divided by the sample cross-section, and
Uc is a critical gas speed which is sufficient to fluidize the bed. According to this substitution the
only role the airflow plays is to reduce contact forces, and will thus have no effect on the inertial
component of the drag. Air has been shown to play a subtle but dramatic role in the formation of
8

convection-like patterns in shaken systems [45] and the dynamics of granular jets generated after
an impact [36, 54], so such a simple dependence on gas speed is an interesting result in and of
itself. For U > Uc we expect a qualitative change in dynamics, and that the the system will cease
to have a yield stress.
Here we demonstrate that our experimental observations agree with this drag force model.
These results reinforce the supposition that the dynamics of drag are a universal characteristic of
granular systems, and that dynamics at low rates are set by static contact forces while for rapid
perturbations drag is predominantly inertial, and that these dynamical regimes are universal traits
of granular drag.

1.2

Materials and Methods

The experiments were performed with an Anton-Paar UDS200 rheometer. The rheometer drives
the rotation of a horizontal rod, and measures the torque and corresponding rotation rate experienced by the rod. The rheometer can generate torques between 10−5 and 0.15 Nm, and has a
resolution of 10−4 rotations per second. We are able to access a dynamical range of five orders of
magnitude in rate and four in torque.
In place of the rheometer’s standard sample plate we mount a 12.7 cm diameter dish, depicted
in Fig. 1.1. The upper portion of the dish is filled with spherical glass beads - Potters Industries
with radii of 125 µm (stock number P-0060) and 180 µm (P-0080) - to a depth of 10 cm. The
density of an individual bead is 2400 kg m−3 . The lower portion is a windbox, 13 cm tall.
Separating the two chambers is a porous glass frit. The frit is a Robu and Schmidt P2 porous
glass disc with a thickness of 8mm, and pore-sizes ranging from 50 to 100 µm. A pressure drop
across the glass frit produces a homogenous upflow of gas into the granular bed. This flow of
gas through the sample has been shown to produce a uniform pressure gradient which opposes
gravity [43], and provides a means to tune the magnitude of static contact forces in the bulk. We
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Figure 1.1: This is a sketch of the dish used to apply a pressure drop across the granular bed.
The lower chamber, or windbox, is pressurized with air, which results in a homogenous flow of air
through the porous glass frit. During an experiment the upper chamber is filled with spherical glass
beads. The upflow of air through the grains generates a pressure drop which reduces hydrostatic
loading. A horizontal rod of length Lc and diameter Dc is plunged horizontally into the glass beads
to depth z, then rotated perpendicular to its axis.

10

use air to pressurize the windbox, and the air is passed through a pressure regulator, desiccant airdryer, and adjustable airflow meter before entering the windbox. The pressures in the windbox are
sufficient to generate superficial gas speeds of 0-44 mm/s, well in excess of the critical fluidization
airspeeds. The critical airspeed for the onset of fluidization was determined to be Uc = 13.7 mm/s
for 125 µm grains and Uc = 22.5 mm/s for 180 µm grains.
As depicted in Fig. 1.1, the rheometer tool is replaced with a horizontal rod which rotates
about its center of mass, perpendicular to its axis. The data we present were collected using three
different rods with [diameter (D), length (l)] of [12.6 mm, 76 mm], [6.34 mm, 102 mm], [6.34 mm,
96 mm]. While the 102 mm rod was used with both grain diameters, the 76 mm and 96 mm rods
were only used with the smaller and larger grain diameters respectively.
To prepare a granular bed we begin by fluidizing the grains with dried air before beginning
the experiment in order to mitigate any ambient humidity. We then set the gas speed through
the sample and the depth of the rod to values for which we wish to conduct a measurement. At
this point we know the volume fraction to be φ = 0.59 ± 0.004 [43], however at the beginning of
any experiment we spin the rod rapidly, causing the height of the bed to decrease and preventing
subsequent changes in volume fraction. Our depths are calculated using the height of the bed after
this initial bed preparation, which causes the bed height to decrease 5 ± 2 mm. Once the prep is
completed we use this reduction in bed height to estimate the experimental volume fraction to be
φ = 0.62 ± 0.01, yielding a value of ρg = 1.5 g cm−3 .
Our apparatus enables us to make two different types of measurement: static measurements
in which we slowly increase the torque from zero until reaching the yield torque τy at which the
rod begins to rotate, and dynamic measurements in which we set the rod to rotate at a series of
rates and record the mean torque required to maintain that rate. When we run our experiment at
a constant torque, measurements of the instantaneous rotation rate exhibit fluctuations of order
10%, which are largest at low rotation rates, and vanish at high rotation rates. Since granular
systems don’t exhibit conventional rheological flows, nor does our apparatus have a conventional
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rheometric geometry, we present our results in terms of torques and rotation rates rather than
stresses and strain rates.

1.3

Data

An example of torque measured as a function of rotation rate is presented in Fig. 1.2. These
data were collected with the intruder at a depth of 5 cm in 180 µm grains, with an airspeed
of 15 mm s−1 . The experiment was repeated for three shapes of rod. The three rods had the
same rectangular, 6.34 mm x 96 mm length-wise cross-section, but were circular, hemicircular,
and teardropshaped in their axial cross-sections, thus providing a cylindrical, flat, and triangular
leading face respectively. The data depicted in Fig. reffig:shapes show no clear shape-dependence.
At low rotation rates the torque is constant, hence the behavior is quasistatic. At very highrates,
the measured torque increases rapidly with rotation rate. At these high rates the rate-dependence
approaches quadratic.
Torque data for many airspeeds are presented in Fig. 1.3, with upper and lower plots corresponding to different grain and cylinder sizes. In all cases we see the same general features as
observed in Fig. 1.2. The values of the torque in the quasistatic limit, τ0 , decrease systematically
as the upflow of air is increased. They correspond well to the yield torques, τy , indicated by the
solid triangles at zero rotation rate. At airspeeds above the critical airspeed Uc , at which the
granular bed begins bubbling by eye, τy vanishes, though a nonzero torque is measured during rotation that decreases with rotation rate. At very high rotation rates, generally above one rotation
per second, the data confirm there is no dependence on airflow. Instead all torques measured for
the same rod geometry and grain type behave identically, increasing with rotation rate.
The behavior in the quasistatic regime is compared with expectation in Fig. 1.4, where both
τ0 and τy are plotted against the normalized airspeed U/Uc for the same conditions as in Fig. 1.3.
As noted already, the values of τ0 and τy are in fair agreement, decreasing with U , and vanishing
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Figure 1.2: Torque plotted against rotation rate for 3 different shapes of rod at an airspeed of
15 mm s− 1, and depth of 5 cm in 180 mm grains. The rod cross-sections are circular (green
circles), hemicircular (blue squares) and teardrop shaped (red triangles). The dashed red line is a
fit to A + Bω 2 , where A and B are fitting parameters and ω is the rotation rate. The solid black
line has a slope of 2, depicting a quadratic dependence on rotation rate.

for U > Uc . Furthermore, the dashed lines in Fig. 1.4 indicate that the quasistatic torque approaches zero at fluidization in proportion to (1 − U/Uc ). This scaling is precisely that expected
by Eq. (1.1.2), in which grain-grain contacts are loaded hydrostatically by gravity with an offset
proportional to airspeed.
To more fully test the dependence of the quasistatic torque on airspeed as well as on the details
of the system, and to investigate the behavior at higher rotation rates, we have collected over one
hundred sets of torque data vs rotation rate using 3 rods, 2 grainsizes, and 40 depths ranging from
2-8 cm. In all cases the results are qualitatively similar to those in Figs. 1.3,1.4.

1.4

Analysis

To test the force model of Eqs. (1.1.1,1.1.2), and ultimately deduce the values of the proportionality
constants α and β, we compute the torque as

R
A
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Figure 1.3: Torque plotted against rotation rate for gas speeds ranging from 0 to 44 mm/s. The
top[bottom] plot is data from experiments conducted with 180[125] µm grains, for which the fluidization (boiling) gas speed is around 22.5[13.7] mm s− 1 at a depth of 50 mm. The dashed red
lines are fits to Eq. (1.4.1), and are all constrained to have the same value of β, corresponding
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under the same conditions as the dynamics data for which fits are shown.
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the rotating rod is long and thin, the speed and area of a differential element at distance r from
the rotation axis are v = ωr and dA = Dc dr, respectively, where ω is the angular rotation speed
and Dc is the rod diameter. Substituting into Eq. (1.1.1) and carrying out the integration along
the length of the rod gives the following prediction for the total torque produced by granular drag:

τ
τ0

β
= τ0 + ρg Dc L4c ω 2 ,
32


α
U
=
1−
µρg gDc L2c z,
4
Uc

(1.4.1)
(1.4.2)

where Lc is the rod length. Fits to this form are shown as dashed curves in Fig. 1.3, where τ0 was
adjusted independently for each data set at U < Uc but where a single value of β was enforced by
simultaneous fit to all data for a given grain size and probe geometry. The inertial contribution
to the torque is plotted as a solid black line. The high quality of the fits with a single value of β
clearly demonstrate that the force model of Eq. (1.1.1) accurately approximates the behavior of
the medium.
Now we focus on experimental data for the quasistatic torque, τ0 , and their comparison with
the explicit materials- and geometry-dependence of Eq. (1.4.2). For each data set, the value of
τ0 is found by fitting the low rotation rate data to a constant. The value is taken as τ0 = 0 for
airspeeds where the torque systematically decreases as ω is reduced, as for U > Uc . Results for
all runs are plotted in Fig. 1.5, as a function of x = (1/4)(1 − U/Uc )µρg gDc Lc 2 z. According to
the prediction of Eq. (1.4.2), both axes have units of torque and the results for x < 0 should be
zero. But more importantly, Eq. (1.4.2) predicts that all data for x > 0 should collapse to a line
through the origin with slope α. Fig. 1.5 clearly demonstrates the succesful collapse of our data.
Furthermore, fits to τ0 = αx, shown as solid red lines in Fig. 1.5, give the value α = 15 ± 2.
The quality of the fit suggests that Eq. (1.4.2) captures the complete materials dependence of the
quasistatic torques as well.
Next we consider the high rotation speed torque data and its comparison with the prediction
of Eq. (1.4.1). For this, we simply subtract the quasistatic torque and plot the result τ − τ0
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as a function of x = (1/32)ρg Dc Lc 4 ω 2 in Fig. 1.6 for the two different grain types. According
to Eq. (1.4.1), both axes have units of torque and all data should collapse to the line τ − τ0 =
βx. Indeed this is consistent with observation. Fits to a line are consistent with a single value
β = 0.6 ± 0.2 for both grain types, showing that Eq. (1.4.1) correctly predicts the materials and
geometry dependence of torques in the inertial regime.
Though the analysis of our torque data thus appears in good agreement with expectation for
the materials and geometry dependence, two words of caution are in order. First, the deduced
values α = 15 ± 2 and β = 0.6 ± 0.2 are somewhat smaller than the results α = 26 ± 3 and
β = 1.0 ± 0.1 found in Ref. [31] based on the dynamics of impact of a single steel sphere into a
single medium for a range of drop heights. According to Fig. 1.2 this cannot be due to differences
in the geometry of the respective intruders. Instead, it could reflect actual differences due to
the direction of intruder motion, horizontally rotating rods here vs. spheres falling under gravity
in Ref. [31]; or it could reflect an uncertainty in Ref. [31] due to the entangling of the positionand speed-dependent force terms inherent in impact. The orientation of motion with respect to
gravity seems the more likely candidate, as an impact from above would further load force chains
already activated due to hydrostatic loading in the packing, whereas a horizontal perturbation
would activate a new network of contacts. This hypothesis is strengthened by the fact that our
results for both α and β are smaller than for the impact of spheres. Second, the linear behavior
of τ0 vs. x does not appear to hold near x = 0, and nonzero τ0 values are even found for x slightly
less than zero. It seems likely that such deviations might correspond to inhomogeneities in the
fluidization of the bed. A higher local airspeed could fluidize a portion of the sample at U < U c;
the same effect would occur for a site that persistently nucleated bubbles. Such inhomogeneities
could be due to manufacturing defects in the frit, or simply due to the random nature of granular
packings. Unfortunately this is difficult to explore because the granular medium is opaque.
For completeness we have performed alternative power-law fits to the data in both Fig. 1.5 and
p

1.6. Fits of the data in Fig. 1.5 to the function τ0 = A (x − x0 ) yield powers of p = 1.6 ± 0.6 for
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125 µm grains, and 1.4 ± 0.8 for 180 µm grains. The proportionality constants for these fits were
A = 410 ± 1000 Nm−0.6 for 125 µm grains, andA = 220 ± 1000 Nm−0.4 for 180 µm grains. The
values of x0 were 0.00032 ± 0.0012 for 125 µmmm grains and 0.0023 ± 0.0036 for 180 µm grains,
well within uncertainty of 0. We should note that the simple scaling predicted by Eq. (1.4.2) is
well within the uncertainty of these fits, and that given the magnitude of the uncertainty in the
fitting parameters, we can hardly trust the exponents these fits yield. For this reason, and because
of the collapse of the data when plotted as in Fig. 1.5, it is not unreasonable to fit the data with a
simple proportionality, the scaling predicted by Eq. (1.4.2). Power law fits to the data presented in
Fig. 1.6 yield powers of 0.9±0.01 and 1.0±0.01 for 180 and 125 µm grains respectively, reinforcing
the quality of the linearization of our data when rescaled according to Eq. (1.4.1).

1.5

Conclusion

To summarize, we have developed a new method to study granular drag. Our system achieves a
reproducible steady-state, facilitating statistically robust data collection, and enables us to vary
variables such as speed and depth independently and in situ. This system has the potential to
be a powerful tool in understanding the fundamental bulk mechanics of granular flow: already
our results have shed light on the grain-scale mechanics which dictate drag forces on the scale of
an intruder. We observe drag forces proportional to the rate squared for high rotation rates with
magnitudes which depend only upon the geometry of the intruder and the density of the granular
packing, suggesting drag forces at high speeds are inertial in origin. In the slow quasistatic limit we
confirm that the drag force is rate-independent, and scales like a hydrostatic pressure. This scaling
suggests that the response of a granular packing to low-speed intruders is set by the strength of
static contact forces. We modify the loading of contacts between grains in the packing with an
applied pressure drop across the bed, and the agreement between data and Eq. (1.1.2) provides
further corroboration for our hypothesis. A simple model based on this interpretation of the
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mechanistic origins of granular drag has proven effective in describing impact dynamics [31]. That
we have similar success in applying the model to describe the drag experienced by an intruder
moving horizontally at a constant rate reinforces the supposition that the nature of granular drag
is universal, independent of the details of the system.
An obvious open question is why the values we obtain for α and β are different from those
reported in [31]. This disparity indicates that Eq. (1.4.1) might not capture the full geometry
dependence of the drag force. While corrections for three-dimensional features of intruders may
prove important, the data depicted in Fig. 1.2 suggest otherwise. A further characterization of
granular drag forces in a more extensive set of geometries is needed to fully determine the role of
such geometric effects, though it seems most likely that the direction of motion relative to gravity
is the culprit.
Another area of research that remains largely unexplored is the full form of the drag force in the
fluidized case. While gas-fluidization is a fairly specific phenomena, it’s also a useful way to induce
flow, and understanding the non-inertial components of the drag force in a gas fluidized bed may
provide insight into the behaviors of other granular systems in which there are no lasting static
contacts and grain-grain interactions tend to be ballistic, such as in very rapid and low-density
granular flows. As such, an in depth investigation of low-rate drag forces for U > Uc would be of
great interest. Furthermore, as noted above, our results have highlighted the need for a rigorous
study of the behavior of the bed very near the transition from unfluidized to fluidized - even if
only to characterize the spatial heterogeneities at the critical airspeed. Such a study would be
most useful if it included some form of bulk flow visualization.
Lastly, understanding the effect of more complicated grain interactions upon the drag dynamics
in a bed would be essential to describe drag in many real-world granular systems. Our model
assumes that the only mechanisms that contribute to drag are inertial interactions between the
intruder and the grains, and static contact forces between grains. For our system - mechanically
simple, hard, dry, spherical grains - these are good assumptions, but many granular systems are
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not nearly so simple. A similar approach to characterizing drag in systems of soft grains, or
in which a more viscous interstitial fluid is introduced would provide insight that might prove
invaluable in application.
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Chapter 2

Depth-dependent resistance of
granular media to vertical
penetration
Abstract
We present measurements of the forces acting on intruders moving quasi-statically through a
granular medium in order to investigate the grain-scale mechanics that dominate the quasi-static
component of the drag. By utilizing different intruder geometries, we demonstrate that the friction
force acts normal to the intruder surface. By altering the hydrostatic loading on the bed by
generating a homogenized airflow through the bed, we demonstrate that the inter-particle contact
forces that set the magnitude of the friction force are loaded hydrostatically rather than by the
motion of the intruder itself. Combining these findings with earlier results, we demonstrate that
we are able to accurately describe the final penetration depths of projectiles under many impact
conditions with only one, seemingly universal, empirical constant.
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2.1

Introduction

The manner in which granular systems deform under stress defies analytical description, and
because the shear tends to localize, conventional rheology cannot measure stress and strain [21,
29,38]. An alternative approach is to measure the force on a moving intruder [2,15,18,18,55]. For
slow, horizontal motion at a fixed depth, the force is rate-independent and proportional to both
the projected area of the intruder and its depth; this is due to friction acting at gravity-loaded
contacts [2, 15]. For a sphere dropped vertically onto a granular medium, the depth-averaged
stopping force, given by hF i = mgH/d where H is the total drop distance and d is the penetration
depth, is much greater than the resisting force measured for slow, horizontal motion [18].
Numerous models for the instantaneous force have been proposed, but most observed behavior
can be reconciled by an equation of motion of the form
ma = −mg + F (z) + bv 2

(2.1.1)

where F (z) is a rate-independent friction term that grows linearly with depth z, and bv 2 is a
depth-independent inertial drag force where b is a constant and v is the downward speed [31, 64].
Ref. [15] showed that the resisting force experienced by a horizontally rotating rod is of the
same form, though smaller in magnitude, and that F (z) grows with depth due to gravitational
loading of frictional contacts by hydrostatic pressure. Ref. [53] explored the role of the interstitial
fluid, particularly air, demonstrating that air effects are strongly dependent on both grainsize and
volume fraction. Ref. [41] demonstrated that F (z) increases monotonically with the prestressing
of the packing normal to the direction of gravity. Ref. [17] suggested the existence of an additional
constant force term F0 , finding that both F0 and b increase with projectile size, and that b
decreases with projectile aspect ratio. Ref. [24] showed that for sufficient depths and speeds, an
additional force that is linear in v and increases with z may dominate the dynamics. Ref. [44]
also demonstrated that F (z) saturates with Janssen-like z-dependence for deep impacts. In the
absence of wall effects, the typical assumed form is F (z) = kz, dating back to Ref. [37].
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Here we address two outstanding issues with regards to the rate-independent friction term in
Eq. (2.1.1). First, while the total stopping force points up, it is not known whether the rateindependent friction acts locally normal or tangential to the surface elements of the projectile.
Second, while F (z) has been shown to grow with gravitational loading of the bed, it is unknown
how the loading of contacts by the motion of the projectile affects the total drag force. Strong
force chains have beend observed to extend from the projectile deep into the medium, and are
intermittently loaded and broken during impact [16,17,20,46], suggesting that the motion-loading
of this contact network may play an important role in stopping the projectile. Our approach is
to directly measure the rate-independent friction force under two sets of varied conditions. First
we vary the shape of the projectile in order to alter the fraction of the projectile surface that
moves parallel vs perpendicular to the medium. Second, we impose a sub-fluidizing up-flow of
air to systematically counteract the gravitational loading of the grains without affecting their
motion loading. One might expect friction between grains and projectile to act tangential to their
contacts, and to be stronger due to the additional motion loading. We will demonstrate that this
intuition is wrong. In particular, we find the local friction force to be
dF = αµρgzdA

(2.1.2)

where µ is an internal friction coefficient equal to the tangent of the repose angle, ρg is the
effective gravitational pressure gradient, dA is the area element pointing normal, and α = 35 ± 5
is a number we measure to be the same in nearly all experiments.

2.2

Orientation of Drag

Our granular medium consists of cohesionless glass spheres with diameters of 250-350 µm, a bulk
density of ρ = 1.48 g/cm3 , and a draining angle of repose of 22◦ , yielding a value of µ = 0.40.
The grains fill a 19 cm diameter acrylic cylinder to a depth of about 20 cm. Underneath is an
apparatus which may apply a homogenized up-flow of gas through the granular packing as in
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Refs. [6, 15, 31, 40]. An up-flow of air fluidizes the grains, then is gradually decreased to zero in
order to ensure a level surface, and a homogeneous packing with a reproducible volume fraction,
ϕ = 0.59, before each experiment.
In the first set of experiments, a projectile is hung from a force gauge suspended beneath a
pulley. The projectiles are cylindrical, with radii R between 0.476 and 3.85 cm; conical, with
apex half-angles φ of 15, 30, 45, and 60 degrees; and spherical, with radii R of 1.27 cm, 2.54 cm,
and 5.05 cm. The pulley is used to slowly increase the fraction of the projectile’s weight that is
supported by the granular media. The instantaneous depth, z, is measured utilizing a cathetometer
and height gauge, and a simultaneous reading of the force gauge is recorded. Initially we observe
a single-valued force for each depth, however below a short initial penetration depth we observe
stick-slip behavior. In this case, the penetration depth remains constant while the load on the
granular media increases. Once the load reaches some critical value, the granular material fails, and
the projectile falls a short distance, coming to rest at a new depth. The scale of these fluctuations
increases with z, and merits further investigation. However because F (z) is the rate-independent
drag acting on a moving intruder, in the present work we consider only the force at which the
granular material fails.
Results for F (z) are plotted against z for fifteen intruders of various sizes and shapes in Fig. 2.1.
We normalize according to expectation given by integrating dF with dA pointing normal to the
intruder:

πR2 z








2
3

 (π/3) tan φ z

F (z)
=

αµρg


π (R − z/3) z 2







π (z − R/3) R2

cylinder

(2.2.1a)

cone

(2.2.1b)

sphere, z ≤ R

(2.2.1c)

sphere, z ≥ R

(2.2.1d)

As shown in Supplemental Materials, the projectile-geometry dependence is quite different under
the assumption that dA points tangential. For cylinders, it would scale as Rz 2 rather than R2 z;
for cones it would scale as tan φ rather than tan2 φ. Thus we plot (a) F (z)/R2 vs z for cylinders,
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Figure 2.1: F (z) for (a) cylindrical probes normalized by R2 with Eq. (2.2.1a) plotted as a dashdotted line, and the z-scaling expected for dF perpendicular to the projectile surface plotted as a
dotted line; (b) conical probes normalized by the quantity tan2 φ plotted against z, with Eq. (2.2.1b)
plotted as a solid line; and (c) spherical probes normalized by R3 and plotted against z/R with
Eqs. (2.2.1c-d) plotted as solid line, and expectations for z > R where dF is perpendicular and parallel to the projectile surface as dashed and dotted lines respectively. Data correspond to projectiles
of varying geometry as indicated by color and symbol.
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(b) F (z)/ tan2 φ vs z for cones, and (c) F (z)/R3 vs z/R for spheres. Indeed in accord with
Eqs. (2.2.1) this causes excellent collapse.
As a further test, we now fit the normalized friction data in Fig. 2.1 to the expected forms.
In Fig. 2.1(a), the data are best fit by a power-law proportional to z 1.06±0.06 , consistent with
Eq. (2.2.1a) rather than the z 2 dependence expected in the surface-tangent case. In Fig. 2.1(b),
the data is best fit by a power-law proportional to z 2.95±0.36 , consistent with Eq. (2.2.1b). Finally,
in the case of spherical intruders, the data in the limit of z > R fall on a line proportional to
z/R−1/3, consistent with Eq. (2.2.1d) as opposed to the surface-tangent expectation of z/R−0.58.
For z < R the data are fit well by Eq. (2.2.1c). Altogether the consistency of the data with
Eq. (2.2.1) conclusively demonstrates that the quasi-static friction force acts normal to the local
area elements of the intruder.

2.3

Gravity- vs. Motion-loading

Next, in order to distinguish gravity-loaded from motion-loaded friction effects, we subject the
system to a sub-fluidizing up or down flow of air. Since the flow speed U is proportional to
the imposed pressure drop, this modifies the effective hydrostatic pressure gradient as ρg →
ρg(1 − U/Uc ) where Uc is the fluidization airspeed where the upflow exactly balances gravity.
Thus the gravity loading is effectively reduced by a sub-fluidizing upflow, 0 < U < Uc ; and
similarly it is enhanced by a down-flow, U < 0. The motion-loading of contacts, and the inertial
drag force, ought not be affected by airflow. Note, too, that the very presence of air does not
affect the impact behavior since the grains are sufficiently large [31]. Furthermore, even for smaller
grains, air effects vanish at ϕ = 0.58 [53], which is just below the conditions here of ϕ = 0.59.
Our procedure is to prepare the sample as usual, but then gradually tune the airspeed to
a value in the range U < Uc . Downflow, U < 0, is achieved by connecting the apparatus to
a shop-vac. The rate-independent frictional drag, F (z), is then measured as above by lowering
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Figure 2.2: Upward force F (z) exerted by the granular system on a (a) cylindrical, (b) conical, and
(c) spherical probe normalized as in Fig. 2.1, and also by 1 − U/Uc , plotted against the immersion
depth for various airflows, as indicated. The lines are fits to Eq. (2.2.1) with α = 35. All data
from Fig. 2.1 are plotted as small, light grey squares
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projectiles via pulley and force gauge. The results are scaled by geometrical factors as before, as
well as by the additional factor of (1 − U/Uc ), and plotted in Fig. 2.2. For comparison, all data
from Fig. 2.1 are included as grey squares. Again the normalization achieves excellent collapse,
and all of the data demonstrate the same scaling as the data for U = 0 presented in Fig. 2.1:
values of F (z) /(1 − U/Uc ) are proportional to z for cylinders, proportional to z 3 for cones, and
are consistent with Eqs. (2.2.1c-d) for spheres.
All data in Fig. 2.2 are fit by Eq. (2.2.1) using only one fitting parameter, α = 35±5. This value
is close to α = 26 ± 3, as measured in [31] for vertically impacting spheres at U = 0, hinting that
α may have a universal value close to 30 for vertical impacts onto cohesionless granular materials.
Between the quality of our data collapse, the agreement between our data and Eq. (2.2.1), and
the universality of the constant α for vertical impacts, we’ve demonstrated that the entirety of
the effect of a sub-fluidizing flow of air through the sample is captured by the reduction factor
(1 − U/Uc ). Thus the magnitude of F (z) must be determined by gravity-loaded contacts in the
bed, and not by contacts loaded via projectile motion.
In the absence of gas flow, cylinders prove to be somewhat of a special case. The fit of
Eq. (2.2.1a) to the cylinder data presented in Fig. 2.1(a) is replotted as a dash-dotted line in
Fig. 2.2. The best fit was α = 70, so while the drag on cylinders exhibits radius- and depthdependence consistent with Eq. 2.2.1a, it is double the magnitude of any other geometry in our
quasistatic lowering experiments. We discuss this strange discrepancy further in Supplemental
Materials.

2.4

Impact

One might expect that the motion-loading would become more relevant for a projectile at v 6= 0.
In order to demonstrate that the behavior we observe for quasistatically lowered projectiles is also
valid for freely-falling projectiles, we conduct several conventional impact experiments utilizing
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Figure 2.3: Final penetration depths after impact plotted against the normalized up-flow of gas,
U/Uc for 19.4 cm deep packings of 250-350 µm grains, and: (a) a 0.2 kg cylinder with a radius
of 1.27 cm dropped from several initial heights. (b) a 0.07 kg spherical probe with a radius of
1.27 cm dropped from 5 drop heights, as indicated. In the case of h = 13.3 cm (yellow triangles),
the sphere is also dropped onto a packing of 100-150 µm grains, and onto a packing 9.2 cm in
depth, indicated by left- and right-pointing symbols respectively. Lines are numerical solutions for
the final depth (see supplementary materials), using the value of α = 35, and choosing b so that
the results agree with the data at U = 0.

31

cylindrical and spherical projectiles. Each projectile has a small, square rod, capped with a ferous
metal tip. The metal tip is used to suspend the projectile from an electromagnet centered above
the granular packing. We measure the height of the projectile above the granular surface, h, then
drop it by turning off the electromagnet, allowing the projectile to fall and impinge upon the
granular surface. We measure d, as before, via height gauge. We repeat this procedure for a range
of sub-fluidizing up- and down-flows of air to determine d as a function of the normalized gas
speed, U/Uc .
The results for d vs U/Uc , plotted in Fig. 2.3, demonstrate the expected behavior. As U → Uc ,
d increases asymptotically, and as U becomes negative, d decreases monotonically. Penetration
depths for 12.7 mm radius spheres dropped from 13.3 cm are plotted as blue triangles in Fig. 2.3(a).
Upward pointing triangles correspond to spheres dropped onto 19.4 cm deep packings of 250350 µm grains, as for all other drop heights. In contrast, left-pointing triangles correspond to
spheres dropped onto a packing of 100-150 µm grains, and right-pointing triangles correspond to
spheres dropped onto a 9.2 cm deep packing. We observe no change in the gas speed dependence for
the smaller grain size, which confirms that there are no interstitial air effects, and that there is no
grain size dependence. The results also remain unchanged for the shallower packing, demonstrating
that there are no system size effects.
While the results from our impact experiments are therefor in qualitative aggreement with
Eq. 2.1.2, a quantitative comparison may also be made. A projectile falling from height h will
impact with impact velocity v =

√

2gh. Combining this initial condition with Eq. 2.2.1a as

described in Supplemental Materials, we numerically calculate the depth at which the projectile
stops. These results are plotted in Fig. 2.3 as solid lines. No fitting parameters were used to obtain
these results: we know α = 35, and choose a value for b such that the numerical prediction for
d matches the data at U = 0. All other parameters are measured independently. The numerical
results are in excellent aggreement with the data, demonstrating the validity of Eq. 2.1.2 for v/ne0.
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2.5

Conclusions

To conclude, a projectile impacting a granular packing experiences a stopping force consistent with
Eq. (2.1.2). While the rate-dependent component of the stopping force is easily understood in
terms of momentum transfer, the rate-independent component, F (z), acts normal to the intruder
surface, which is counterintuitive for a frictional force. In the presence of an applied upflow of air,
F (z) is proportional to 1 − U/Uc , the same reduction factor as for the effective gravity-loading of
the bed, and in contrast to motion-loading, which is unaffected by the gas speed. The magnitude
of F (z) is described by the empirical coefficient α. We find α = 35, which is surprisingly large:
much greater than one might expect from simple coulomb friction.
From the results above, we know that the contacts which set the magnitude of F (z) are gravity
loaded, yet we also know, from Refs. [16, 17, 20, 46], that there is a second population of relevant
contacts which are loaded during impact. These seemingly contradictory results point to a physical
picture where motion-loaded force chains act rigidly, and rub in a background of contacts which
are gravitationally-loaded. The result is that the relevant frictional forces are acting over an area
much greater than the projectile surface, which could explain why α is so large. Furthermore, the
friction acts on the projectile via force chains that are oriented normal to the projectile surface,
thus resulting in a net force that acts in the same direction. This picture is strengthened by the
recent experimental results presented in Ref. [41], where stopping forces increased with mechanical
preloading of the packing. Further experiments focusing on the grain-scale interactions between
motion- and otherwise-loaded contacts could test the veracity of our hypothesis, and may begin
to shed some light on the link between the forces acting on the projectile and the resulting bulk
granular flow.
While we effectively varied ρg by applying a sub-fluidizing airflow, and directly varied both
the depth and projectile geometry, we did not vary µ since we used only spherical grains. There
must be frictional forces acting tangentially to the projectile surfaces, and it may be that by using
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angular grains to increase µ, one could approach the limit where these forces dominate. Another
approach would be to introduce grain-scale roughness to the projectile surface. It is not obvious
that these two approaches would be equivalent, as the former would change the magnitude of
frictional forces throughout the bed, whereas the latter would affect only those acting directly
on the projectile. Comparing these two cases, and determining in what limit the surface-normal
forces no longer dominate F (z), could be a particularly valuable follow-up to this work, as many
real-world granular systems consist of irregular or rough constituents.
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2.A

Supplemental Material I for Chap. 2

abstract
Here we supply theoretical details used in Chap. 2. The first section is on models for the rateindependent granular friction force, including the effect of a sub-fluidizing upflow of air. The
second and third sections are on the resulting total force on objects of various geometries moving
downward or horizontally, respectively. The fourth section is on solutions of Newton’s second
law for impact dynamics, based on rate-independent friction plus an inertial drag that scales as
speed-squared.

2.A.1

Models for the friction force

The rate-independent granular friction force on a unit area dA of a projectile could, in principle,
act in some combination of normal n̂ and tangential t̂ directions. In any case the force must be
proportional to a friction coefficient, µ = tan−1 θrepose , and the hydrostatic pressure ρgz, where ρ
is the bulk density of the granular medium, g = 980 cm/s2 , and z is the depth of the area element,
measured downward in the direction of gravity. The two extreme possibilities are thus
dF

= αn µρgz dA n̂,

(2.A.1)

dF

= αt µρgz dA t̂.

(2.A.2)

Here αn and αt are dimensionless constants; their values ought to be the same in all experiments,
while only the value of µρg reflects the nature of the materials.
When there is an upflow of air through the granular packing, the hydrostatic pressure and the
responsible grain-grain contact forces decrease because air drag helps support the weight of the
grains. Since the speed of the air flow is proportional to the imposed pressure drop, the hydrostatic
pressure gradient in Eqs. (2.A.1-2.A.2) thus modifies to
ρg → ρg(1 − U/Uc ).
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(2.A.3)

Here U is the superficial air speed, equal to the volume flow rate per cross sectional area, and Uc
is the fluidization speed at which gravity and air drag are balanced and the grain-grain contact
forces all vanish. This holds for U ≤ Uc , the condition for all experiments reported in Chap. 2∗ .

2.A.2

Friction on downward-moving objects

For any symmetrical object that moves downward through the granular medium, the vector sum
of the friction forces on all surface area elements will point upward whether the force acts normal
or tangential to the surface. Starting from Eqs. (2.A.1-2.A.2), we now carry out the integration
appropriate for objects of various shapes. In all cases we assume that the top free surface of the
granular medium remains horizontal and unperturbed.

Vertical cylinder
Perhaps the simplest geometry is a vertically-oriented right cylinder with radius R and with total
length greater than the distance z of bottom circular face below the top free surface of the granular
medium. If the granular friction acts normal to the surface, then the upward force is entirely due to
the bottom face and hence is αn µρgz times πR2 . But if the granular friction force acts tangential
to the surface, then the upward force is entirely due to action along the vertical side of the cylinder.
Specifically the upward force on a ring at depth z 0 to z 0 + dz 0 is αt µρgz 0 times area dA = 2πRdz 0 ,
integrated over 0 < z 0 < z. The final results for the two cases are

∗ For

F

=

παn µρgR2 z,

(2.A.4)

F

=

παt µρgRz 2 .

(2.A.5)

U > Uc the grains are fluidized and lose static contact with one another. The pressure drop across the

sample pegs at the total weight per area of the sample, and excess gas escapes in the form of bubbles.
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Note that the depth-dependence is linear for the former but quadratic for the latter, and hence
can be distinguished by measurement.

Cone
For a right circular cone with opening angle 2φ, with apex at distance z below the top free surface,
the magnitude of the total upward friction force can be found by integrating over rings at distance
s from the apex. Since s is measured along the surface of the cone, the ring at depth (z − s cos φ)
has radius s sin θ and surface area dA = 2π(s sin θ)ds. The maximum value of s is z/ cos θ. If the
friction force acts normal to the surface, then the integral for the total vertical force is
Z

z/ cos θ

αn µρg(z − s cos φ) sin θ (2πs sin θds).

F =

(2.A.6)

0

Note that a factor of sin θ is inserted between the depth and the dA terms in order to give the
vertical component. If the friction force acts tangential to the surface, then a cos θ factor is
required instead. Carrying out the integration for the two cases gives
F

=

F

=

π
αn µρg(tan φ)2 z 3 ,
3
π
αt µρg(tan φ)z 3 .
3

(2.A.7)
(2.A.8)

This assumes that the cone is tall enough to extend above the medium. In both cases the net
friction force scales as z 3 , and the only difference is in the power of the tan φ factor. For the normal
case, note that the force is αn µ/3 times the pressure ρgz at the tip times the cross-sectional area
π(z tan φ)2 of the cone at the top free surface.

Cylinder with conical tip
This geometry is identical to a cone if the depth z of the tip is less than R cot φ below the top free
surface of the medium, where R is the radius of the cylinder and 2φ is the opening angle of the
conical tip. For greater depths, the force on the tip is calculated by an alteration of Eq. (2.A.6) so
that the upper integration limit is smax = R/ sin φ. The force on the side of cylinder is zero for the
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normal case, and is given by Eq. (2.A.5) with z → z − R cot φ for the tangential case. Altogether,
for z > R cot φ, the total friction force acting on a cylinder with a conical tip is computed to be
F
F




2
= παn µρgR z − R cot φ ,
3



1
2
= παt µρgR z − R cot φ z − R cot φ .
3
2

(2.A.9)
(2.A.10)

As a check, note that at z = R cot φ equations (2.A.7-2.A.10) all reduce to (π/3)αµρgR3 times a
factor of (cot φ) for the normal case, or times (cot φ)2 for the tangential case.

Sphere
For a sphere, separate cases must be considered depending on whether the depth z of the bottom
of the sphere is less than or greater than the radius R. For the latter case, we assume that the
friction force acts only on the lower hemisphere. As demonstrated for the cone geometry, integrals
may be set up over constant-depth area elements. If the action is normal to the surface, then the
resulting total upward friction force is

F = παn µρg





(R − z/3)z 2

z¡R,




(z − R/3)R2

z¿R.

(2.A.11)

At great depths, note that the result is the same as for a cylinder but translated by R/3. On the
other hand, if the action is tangential to the surface, then the total upward friction force is


p

z z
z
z

 (2 − R
) R (3R − 2z + z 2 /R) − 3R(1 − R
) cos−1 (1 − R
) z¡R,
π
2
F = αt µρgR
(2.A.12)

3


 1 [3πz − (3π − 4)R]
z¿R.
2
This is qualitatively similar to Eq. (2.A.11). In both cases, for z < R the force grows from zero as
depth to a power greater than one. And for both cases, for z > R the force is linear in projected
area πR2 times depth z. One notable difference in form is that the linear depth dependence
extrapolates to zero force at z = R/3 for the normal case but at z = [1 − 4/(3π)]R ≈ 0.58R for
the tangential case.
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Horizontal cylinder
For a horizontal cylinder of radius R and length L, moving downward, separate cases must be
considered for depths z less than or greater than R just as for spheres. Also as for spheres, we
assume that the friction force acts only on the lower half of the projectile. If friction acts normal
to the surface, then the net upward force is


p
z z

 (2 − R
) R (z − R) + R cos−1 (1 −
F = αn µρgLR



2z − (2 − π/2)R

z
R)

If friction act tangential to the surface, then the net upward force is




z 2
z¡R,
F = αt µρgL



R(2z − R) z¿R.

z¡R,
(2.A.13)
z¿R.

(2.A.14)

Summary of results used in Chap. 2
By experiment, we find that the quasi-static stopping force acts normal to the surface of the
intruding object. The relevant predictions found above are thus





R2 z
cylinder,









tan2 φ z 3 /3
cone,
F
=
παn µρg 



(R − z/3)z 2 sphere, z ≤ R,









(z − R/3)R2 sphere, z ≥ R.
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(2.A.15)

2.A.3

Friction on horizontally-moving objects

Horizontal cylinder
For a horizontal cylinder of radius R, diameter D = 2R, length L, axis at depth z > R below the
top free surface, and moving pependicular to the axis, the total friction force points opposite to
the velocity and is computed as follows. If the action is normal to the surface, the force is
Z
F

π/2

αn µρg(z − R sin θ) cos θ (LRdθ).

=
−π/2

= αn µρgLDz.

(2.A.16)

The first term in brackets is the depth of the area element LRdθ, and the cos θ term gives the
horizontal projection of the force. If the action is tangential to the surface, then the force is
Z
F

π/2

αt µρg(z − R sin θ)| sin θ| (LRdθ),

=
−π/2

=

αt µρgLDz.

(2.A.17)

Here the | sin θ| term gives the horizontal projection of the force. Note that in both cases the
integrals evaluate to αµρg times depth times projected area LD, with the same numerical prefactor
of one.
The torque on a horizontal cylinder rotated around a vertical axis midway along its length can
be computed from the above force law. According to Eqs. (2.A.16-2.A.17), the differential force
on the element of the cylinder between r and r + dr from the rotation axis is dF = αµρg(Ddr)z.
This assumes that the cylinder is thin, D  r. The total torque on the cylinder is then
Z
τ

=

L/2

2

r[αµρgzDdr],
0

=

1
αµρDL2 z.
4

(2.A.18)

The final predicted torque expression is the same as that quoted in Chap. 1. There, torque
measurements for various cylinders, immersed to various depths into different granular media
subjected to a range of sub-fluidizing upward airflows, were found to follow the form of Eq. (2.A.18)
and to give a numerical prefactor of α = 15 ± 2.
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Vertical cylinder
For a vertical cylinder of radius R, taller than the depth z of its bottom end, and moving horizontally, the drag force is computed as follows. If the action is normal to the surface, the force
is
z

Z
F

Z

π/2

αn µρg(z 0 ) cos θ (Rdθdz 0 ).

=
−π/2

0

= αn µρgRz 2 .

(2.A.19)

Note that the first term in brackets is the depth of the area element Rdθdz 0 , and that the cos θ
term gives the horizontal projection of the force. This assumes that there is no force on the back
half of the cylinder. If the action is tangential to the surface, the force is similarly
Z
F

z

Z

π/2

=
0

αn µρg(z 0 )| sin θ| (Rdθdz 0 ).

−π/2

= αt µρgRz 2 .

(2.A.20)

Here | sin θ| gives the horizontal projection of the force. Note that the force is αµρg times projected
area 2Rz times average depth z/2, whether the action is normal or tangential. This geometry
corresponds to experiments where the force is measured on a rod plunged into a rotating bucket of
grains [4, 18, 70]. In the most recent of these articles [18], Costantino et al. report measurements
for various diameter rods plunged to various depths into different granular media, where gravity
was effectively tuned by submerging the medium with fluids of various densities. The data were
found to collapse according to the forms of Eqs. (2.A.19-2.A.20) and to give a value of α = 20 ± 6,
if we assume a typical friction coefficient of µ = tan−1 (24◦ ).
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Sphere
For a sphere of radius R buried so that its center is at depth z > R below the top free surface,
and moving horizontally, the drag force for the two cases is computed to be

F

= παn µρgR2 z,

(2.A.21)

F

=

π
αt µρgR2 z.
2

(2.A.22)

As for a horizontally-moving cylinder, as indeed for any symmetric object, the force is αn µρgz
times projected area if the force acts normal to the surface elements. If the force acts tangential
to the surface elements, the total force is proportional to αt µρgz times projected area but now
with a numerical prefactor of 1/2.

2.A.4

Impact dynamics and penetration depth

In this section we compute the dynamics of a projectile of mass m due to gravity, mg, a depthdependent but rate-independent friction force F (z), and a speed-dependent but depth-independent
inertial drag force† mv 2 /d1 . Measuring the depth z downward in the direction of gravity, so that
the velocity v = dz/dt is positive for downward motion, the equation of motion is then [31]

ma =

dK
= mg − F (z) − mv 2 /d1 ,
dz

(2.A.23)

where K = mv 2 /2 is the kinetic energy of the projectile and d1 has units of length. As demonstrated in Ref. [6], this can be solved for speed vs depth by multiplying the equation of motion by
† This

comes from transfer of momentum to the medium. For fluid systems, inertial drag is often written as

1
Cρv 2 A
2

where C is a dimensionless coefficient, ρ is the density of the medium, and A is cross-sectional area of the

projectile.
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exp(2z/d1 ), separating variables, and integrating:
Ke2z/d1 − Ko =

z

Z

0

[mg − F (z 0 )] e2z /d1 dz 0 .

(2.A.24)

0

Here K = mv 2 /2 represents the kinetic energy when the projectile is at depth z, and Ko = mvo 2 /2
represents the kinetic at the initiation of impact at depth z = 0 and speed vo . By inspection, this
can be differentiated with respect to z to recover the equation of motion. For any friction force,
F (z), the right-hand size of Eq. (2.A.24) is to be evaluated and the speed is to be isolated as a
function of depth.
For several of the projectile shapes considered above, the friction force increases with depth as
F (z) = kz n ,

(2.A.25)

where n is a positive number and k has units of force/lengthn . Inserting this force into Eq. (2.A.24)
and integrating gives speed-squared versus depth as
v2
β





kd1 n+1 −2z/d1
vo 2 + β
e
+ gd1 1 − e−2z/d1 ,
m
n

1
Γ(n + 1, 0, −2z/d1 ),
=
−
2
=

(2.A.26)
(2.A.27)

where Γ(a, x0 , x1 ) is the generalized incomplete gamma function. Note that β is dimensionless
and kd1 n+1 = F (d1 )d1 has units of energy, so that dividing by m gives a quantity with units of
speed-squared. For the three main cases of interest, the β term simplifies to






2z/d1

−1 + 1 − 2z
n=1,

d1 e






1
2z
2z 2
β=
1
−
1
−
+
e2z/d1
n=2,
2
d1
2
d1








3
2

− 3 + 3 1 − 2z + 2z2 + 4z 3 e2z/d1 n=3.
2
2
d1
d1
3d1

(2.A.28)

To find the penetration depth d where a projectile comes to rest, Eqs. (2.A.26-2.A.27) are to
be solved for the depth at which the velocity vanishes. In general this must be done numerically,
but for the special case n = 1 the penetration depth may be found in closed form:
mg d1
d=
+
k
2




1+W



2mv0 2
2mg
− 2mg
kd1 −1
−
−1 e
,
kd1
kd1 2
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(2.A.29)

where W (x) is the product-log function, also known as the Lambert W -function, which is the
inverse of f (W ) = W exp(W ).
Next we consider the case of a sphere that penetrates to a depth less than its radius, and a
granular friction that acts normal to the surface. Then the force law is Eq. (2.A.11). This may
be integrated in Eq. (2.A.24), which gives speed versus depth as
v2

h

i
παn µρg 3
= vo 2 e−2z/d1 + gd1 −
d1 (d1 + 2R) 1 − e−2z/d1 +
4m
 2

παn µρg
zd1 3d1 + 3d1 (R − z) − 2z(3R − z) .
6m

(2.A.30)

To find the penetration depth, this may be solved numerically for the depth at which the velocity
vanishes.
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2.B

Supplemental Material II for Chap. 2

Abstract
Here we expand upon our discussion of the experimental results presented in Chap. 2. In the first
section we focus on the results for the quasi-static lowering of cylinders and cones. We explicitly
contrast these results with the expectation for a stopping force oriented parallel to the projectile
surface. We also revisit the airflow-dependence of the force, and present further analysis which
reiterates the results presented in the main text: the force is linear in air-speed, and vanishes at a
value independent of depth indicating that gravity loading, not motion-loading, sets the frictional
force. Then we investigate the stick-slip fluctuations common in all quasi-static lowering experiments, as mentioned in Chap. 2. The second section describes follow-up experiments in which we
measure the resisting force experienced by slowly, continuously lowered intruders. Surprisingly,
we find different behavior than that observed for the quasistatically lowered intruders that were
the focus of Chap. 2.

2.B.1

Quasi-static lowering of cylinders and cones

Further evidence against a surface-tangent force
In Sec. 2.2, we argue that the force acting on an intruder lowered quasi-statically onto a granular
packing is oriented exactly normal to the intruder surface. This conclusion was supported by
experimental measurements of the quasi-static resisting force, F (z), that exhibit the depth- and
geometry-dependence consistent with this assumption. For completeness, we now present further
evidence that excludes the opposite limit.
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Figure 2.4: (Color online) The rate-independent component of the drag, F (z), for (a) cylindrical
probes normalized by radius R with the dependence on depth, z, expected for dF parallel (perpendicular) to the projectile surface plotted as a dotted (dashed) line; (b) conical probes normalized by
the tangent of the apex half-angle, tan φ, plotted against z, with the expected depth scaling, κz 3 ,
plotted as a solid line.
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The surface-tangential prediction for the stopping force, as calculated in Supplemental Materials I, is

2
 πRz
F 5 (z)
=

αµρg
(π/3) tan φ z 3

cylinder

(2.B.1a)

cone

(2.B.1b)

Where z is the instantaneous depth, µ is an internal friction coefficient equal to the tangent of the
repose angle, ρg is the effective gravitational pressure gradient, and α is an empirical constant.
As shown in Supplemental Materials, the projectile-geometry dependence is quite different under
the assumption that the force is oriented surface-normal. For cylinders, it would scale as R2 z
rather than Rz 2 and for cones it would scale as tan2 φ rather than tan φ. Thus we plot (a) F (z)/R
vs z for cylinders, and (b) F (z)/ tan φ vs z for cones. In sharp contrast with the normalization
presented in Chap. 2, this fails to collapse the data. Even if, by some serendipity, this treatment
were to collapse the data, there remains the issue of the depth-dependence. We can see, for
the case of cones, that Eqs. (2.B.1b) and (2.2.1b) are both proportional to z 3 . However, for
cylinders, Eqs. (2.B.1a) and (2.2.1a) predict linear- or quadratic-dependence on z for the normal
and tangential limits, respectively. These two proportionalities are plotted in Fig. 2.4(a) as dashed
and dotted lines, respectively. Again, the data fail to agree with the tangential-force prediction.
In contrast, the agreement with the normal-force prediction is excellent.

Further evidence for gravity-loading of frictional contacts
The force opposing the motion of a quasistatically lowered projectile must be the consequence of
friction at contacts which are loaded either by gravity or by the motion of the projectile. While
the gravity-loading of the packing is modified by a sub-fluidizing upflow of air, the motion loading
is not. The pressure drop is known to scale as 1 − U/Uc , where U is the superficial air-speed
through the bed, and Uc is the critical air-speed at which the granular material is fluidized [43].
In the main text, we demonstrate that data for force plotted against depth for many airflows is
collapsed when normalized by 1 − U/Uc . This result demonstrates the friction force acting on the
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Figure 2.5: The force exerted by a granular packing upon a quasistatically lowered sphere, divided
by the depth, and plotted against the superficial air-speed. All data are for a sphere 1.27 cm in
radius. For spheres, the 1/z normalization is approximately valid only for z > R, so we plot data
for several values of z/R > 1 as indicated by Symbol and color.

intruder scales in the same manner as the contact forces between grains at contacts which are
loaded by gravity alone, and thus reduced by the applied pressure drop.
The manner in which we demonstrate the behavior described above enables us to quickly
illustrate the role of gravity-loading within the bed for all geometries tested, but the same physics
may be more explicitly demonstrated as in Fig. 2.5. Here the force acting on a sphere is normalized
by the depth, and plotted against the air-speed of the applied upflow of air. We see the exact
behavior expected for contact forces which are loaded by gravity only: the force is linear with
air-speed, and goes to zero at the same air-speed for all depths (indicated by color and symbol).
The air-speed for which the force vanishes is U = 0.087 m/s, which is in good agreement with
U = 0.089 ± m/s, the value for which we observe the onset of bubbling.

Stick-slip behavior for quasistatically lowered projectiles
Next we describe the intermitent quality of the projectile motion during our quasistatic lowering
experiments. Specifically, below a short initial penetration depth we observe stick-slip behavior:
the penetration depth remains constant while the load on the granular media increases. Once
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Figure 2.6: (Color online) The rate-independent component of the stopping force, F (z), both for
(a) cylinders and (b) cones, plotted against depth z where the stick-slip fluctuations haven’t been
removed. The sawtooth structure here is characteristic of all data discussed in Chap. 2.

the load reaches some critical value, the granular material fails, and the projectile falls a short
distance, coming to rest at a new depth. In the main text, our interest is in the conditions for
flow, so only the peaks of these fluctuations are considered, but here we consider the fluctuations
themselves. Measurements of F (z) for which these fluctuations have not been processed out, and
which are normalized according to Eq. (eq:Shape) in Chap. 2, are plotted against z in Fig. 2.6.

Such fluctuations are common in a range of friction dominated systems, and an extensive study
of the stick-slip behavior in our system would merit a paper of its own. In Ref. [2], the authors
undertake a study of stick-slip motion for slow, horizontal motion through a granular bed, where
the mechanics ought to be similar to our system. They show that, in the absence of system size
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Figure 2.7: (Color online) The magnitude (peak-to-trough) of all the stick-slip fluctuations plotted
in Fig. 2.6, normalized by the corresponding peak force.

effects, the magnitude of the fluctuations remains nearly constant, and scales with the drag force.
Here, we see the same thing: the differences between the maximum and minimum values of F (z)
for individual fluctuations are plotted against the maximum force (the primary quantity of interest
in Chap. 2) for both cylinders and cones in Fig. 2.7. We find that the fluctuations are always close
to 20% of the magnitude of the force, independent of intruder geometry or depth.

2.B.2

Resistance to slow, continuous motion

For slow, quasistatic lowering of intruders onto granular packings we observe pronounced stick-slip
motion, and find that the magnitude of the resisting force is dependent on the gravity-loading of
the bed rather than the motion-loading. One might suspect the situation to be different for slow
continuous motion at v 6= 0, where the grains are being continuously motion-loaded, and where
stick-slip fluctuations cannot relax the packing. We test this hypothesis by attaching an intruder
to the crossarm of an Instron model 5564 table-mounted Materials Testing System (MTS), and
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Figure 2.8: (Color online) F (z) for cones continuously lowered at a rate of 4.0 mm/min, normalized by tan2 φ in order to collapse the data according to a the prediction for a force acting normal
to the projectile surface as described in Chap. 2. The long- and short-dashed lines are Eq. (2.2.1b)
with αn = 35 and αn = 70 respectively.

driving our cylindrical and conical intruders into packings of the same grains as used in Chap. 2.
The MTS enables us to drive the intruder at a constant rate, and simultaneously measure the
force acting on the intruder.

Measurements of F (z) for cones lowered in this manner at a rate of 4 mm/s are normalized
according to the surface-normal stopping force expectation, and plotted against z in Fig. 2.8.
While the force still seems consistent with a surface-normal orientation, the magnitude of alpha
is double that observed in Chap. 2. Interestingly, this means that continuously lowered cones
experience the same magnitude of force as cylinders lowered quasi-statically at U = 0. This result
is surprising, especially given our success in describing data from actual impacts using the value
α = 35. It is yet unclear why we see this enhancement of the stopping force, but it hints at higher
order corrections to the force law described in Chap. 2, and should motivate further study.
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Figure 2.9: (Color online) F (z) for a 6.35 mm radius cylinder continuously lowered at a rate
of 4.0 mm/min (magenta points), or lowered quasistatically as described in Chap. 2 (cyan line
segments), normalized by πR2 in order to collapse the data according to the prediction for a force
acting normal to the projectile surface as described in Supplemental Material I. The short-dashed
line is Eq. (2.2.1a) with αn = 70 and αt = 0. The long-dashed line is Eq. (2.2.1a) with αn = 70
and αt = 11.

Measurements of F (z) for cylinders lowered by the same procedure are again normalized
according to Eq. (2.2.1a), and plotted against z. Here we also provide measurements of F (z) from
quasi-static lowering for comparison. We observe that not only is the force acting on a cylinder
larger for continuous motion, but also that its depth dependence changes, approaching z 2 . This
is consistent with an additive mixxing of surface-normal and -tangential stopping forces. Indeed,
the data is fit well using coefficients αn = 70 and αt = 11 for the normal and tangential force
laws respectively. This result is even more of a mystery than the enhanced force observed for
cones. Perhaps the constant motion prevents grains adjacent to the side-walls of the cylinder from
relaxing into stable configurations, resulting in a population of higher contact forces between the
cylinder wall and individual, adjacent grains. Again, the mechanics at play here are still unclear,
and we hope that this observation motivates further investigation.
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Chapter 3

Impact in wet granular beds
Abstract
We present experimental measurements of penetration depths for the impact of spheres into wetted granular media. We observe that the penetration depth in the liquid saturated case scales with
projectile density and size, as well as with drop height, in a fashion consistent with the scaling
observed in the dry case, but that penetration depths into saturated packings tend to be smaller.
This result suggests that, for the range of impact energies observed, the stopping force is set by
static contact forces between grains within the bed, and that the presence of liquid serves, primarily, to enhance these contact forces. The enhancement to the stopping force has a complicated
dependence on liquid fraction, accompanied by a change in the drop-height dependence, that must
be the consequence rupture and creation of liquid-air interfaces in the packing.

3.1

Introduction

It’s well known that a small amount of liquid added to a dry granular material can dramatically
change the properties of the material. The favored example is beach sand: at the beach, it can
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be difficult to walk above the tide line, where sand is dry, since one’s feet sink into the sand;
meanwhile, below the tide line, one’s feet hardly deform the surface of the sand at all; wade into
the water, however, and while the sand does not flow as readily as when dry, it’s no longer as
difficult to bury one’s toes. These behaviors are a consequence of the fact that an interstitial
liquid fundamentally changes the interactions between grains. Grains may become cohesive due
to surface tension acting through liquid bridges, or suction due to Laplace pressure in liquid-filled
pores. Hydrodynamic interactions may reduce friction at contacts, or dampen ballistic interactions
between grains. Meanwhile the same behaviors we observe on the beach play an important role
in industrial-scale handling of particulate matter, and geophysical or environmental phenomena
such as liquefaction, landslides, and erosion. Thus, the rheology of saturated and partially-wetted
granular materials, and the underlying grain-scale mechanisms are of great practical interest, and
in recent years have attracted a good deal of interest among physicists [39, 61].
Studies of wet, granular rheology have focused on static or low strain-rate bulk measurements, such as critical angle and angle of repose [26, 42, 51], tension [47, 56], compression [28], or
shear [23]. These results may be misleading because of the materials’ propensity for dramatic
non-linear response, like shear localization. An alternative approach which has been successful
for dry packings [55] is to study impact. A projectile falling from rest through height h above a
granular packing will come to rest after penetrating the packing to depth d, so the average force
exerted by the packing on the projectile, by conservation of energy, is < F >= mgH/d, where m
is the projectile mass, g is gravity, and H = h + d is the total drop height.
The full scaling behavior of the penetration depth, d, for spherical projectiles of diameter D,
free falling from rest onto a bed of hard, dry, non-cohesive grains was explored in [6, 40, 65], and
shown to have the form
d = 0.14ρn 1/2 D2/3 H 1/3 µ−1

(3.1.1)

Here, ρn = ρp /ρg , where ρg is the bulk density of the granular material and ρp is the density of
the projectile; and µ = tan θR is the internal coefficient of friction for the dry granular material,
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where θR is the angle of repose. While Eq. [3.1.1], and the associated force model, have proven
effective in describing impacts onto packings of dry grains, the addition of surface tension effects,
viscosity, and the added mass of the packing due to the presence of an interstitial fluid will all
increase the drag exerted on a projectile. The degree to which any of these mechanisms contribute
to the stopping force in a given impact will depend on the conformation of the liquid within the
packing [25, 39, 61]. It is well known that the liquid structure within a wetted packing of grains is
dependent on S, the fraction of pore space that is occupied by liquid [39]. While this relation is
well-understood in 2 dimensions, the relation is not as well studied in 3-D, except for small values
of S < 35 [56].
Here we conduct a series of impact experiments in which liquid saturation, S, is varied, and
the H-scaling of penetration depth, d, is examined. The presence of liquid bridges in the packing
seems to disrupt the behavior described by Eq. (3.1.1), though the H 1/3 dependence is recovered
for both S = 0 and 1. Particular attention is paid to the latter case, and we find that, with a
reduced coefficient, Eq. (3.1.1) holds in the case of impact onto a wetted packing for varied drop
heights, projectile sizes, and material densities. Because there are no liquid bridges between grains
at S = 1, one might expect hydrodynamic interactions to be the cause for the reduced coefficient.
We find that this cannot be the case, as the effect of the interstitial fluid is stronger for a less
viscous fluid.

3.2

Materials and Methods

For all results discussed in the present work, we use spherical glass grains that are wetted either
by water or mineral oil (McMaster-Carr Supply Company, Light Viscosity). For all samples that
are wetted with water, an open-topped, plastic cylinder, 10.8 cm in diameter, is filled with 515 µm
diameter glass spheres (Potters Industries, stock number P-0230), then water is poured into the
granular packing at a rate slow enough that no water accumulates at the surface. Once the level
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Table 3.1: Material properties for the different bulk granular materials used, as well as the range
of projectile diameters, projectile densities and liquid saturations tested for each material.

ηf [cP]

ρf [g/cm3 ]

σ [dyn/cm]

dg [µm]

S

D [cm]

ρp [g/cm3 ]

Air

0.019

0.0013

N/A

365

0

2.54

0.464

Oil

29

0.85

32.5 ± 2.5

365

0-1

2.54

0.464

0.89

1

72

515

1

1.27 - 5.08

0.685 - 7.762

Fluid

Water

of the water is above the top of the grains, more sand is added, and the process repeated until
there is fully saturated sand just above the lip of the container. Note that all samples wetted with
water are fully saturated, S = 1. For all oil-wetted samples, the oil and 365 µm diameter glass
spheres ((Potters Industries, stock number P-0170) are stirred together with a wooden spatula
until the material has no clumps, and is homogenous to the eye. The wetted granular mixture
is then used to fill the plastic cylinder to above the lip, then leveled by scraping excess material
off the top such that the surface of the granular material is flush with the top of the container.
The mineral oil has a viscosity of 32 times that of water, half the surface tension of water, and is
0.85 the density of water. The masses of oil and grains in each mixture are measured, and used
to characterize the mixtures by their liquid saturation, S, which we vary as indicated in table 3.1.
The projectiles are spherical, and we vary the diameter and density for drops onto water- and
oil-wetted packings as reported in table 3.1. All projectiles have a small square rod protruding
perpendicular to the projectile surface. The rod is capped with a piece of ferrous metal. This
metal tip is used to suspend the sphere from an electromagnet centered above the cylindrical
container. We measure the height, h, above the granular surface, h, from which the projectile is
to be dropped with a height gauge and cathetometer. The projectile is released by turning off
the electromagnet, allowing the projectile to fall and impinge upon the granular surface at impact
speed

√

2gh. We measure the total distance through which the projectile falls, H, again with the

56

height gauge. The penetration depth is then given by the difference d = H − h.

3.3

Results

We begin by examining the case of S = 1, where the interstitial volume is occupied exclusively
by liquid, and there is a film of unperturbed fluid at the packing surface. Thus, the Laplace
pressure vanishes (no suction), and there are no interstitial air/liquid interfaces in the bulk to
generate cohesion through surface tension. Fig. 3.1(a) shows penetration depth, d, as a function
of ρn 1/2 D2/3 H 1/3 for impacts into packings of dry grains, as well as two packings of wetted grains,
one with oil and one with water, where S = 1. Note that the inertial effect of the added mass
of the liquid is accounted for, since ρg is the bulk density of the packing. Here we observe that
impact onto submerged packings is very similar to impact onto dry packings, as each data set
collapses onto a line of slope 1, as Eq. 3.1.1 would indicate, though the constant of proportionality
is different for each packing preparation. This result suggests that, in the submerged case, Eq. 3.1.1
captures the full dependence of d on total drop height H, projectile size D, and material density
ρn , but that the empirical prefactor is dependent on some property or properties of the liquid. To
reinforce this result, Figs. 3.1(b-c) show the same penetration depth data, normalized according
to Eq. 3.1.1, as a function of each of those quantities.
Given that, in the submerged case, the static packing is non-cohesive, the results discussed
above suggest some viscous phenomenon is the primary mechanism by which the penetration
depth is reduced, however on further inspection this seems not to be the case: the oil-saturated
packing proves to resist penetration less than the water-saturated packing even though the oil is
substantially more viscous. Water, on the other hand, has a much higher surface tension than the
oil, so while the static packing is not cohesive in the case of S = 1, it seems as though impact
stimulates cohesion in the bed. One possible mechanism is suction as a result of a dilatency
induced reduction of pore pressure during impact.
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Figure 3.1: (Color online) Data for spherical projectiles of diameter 1.27, 1.91, 2.22, 2.54, 3.18,
3.81, and 5.08 cm (indicated by color), and density 0.685, 1.23, 1.41, 3.86, and 7.76 g/mL (indicated by symbol size), dropped onto packings of dry (crosses) and saturated grains using each preparation (circles and diamonds for oil-saturated and water-saturated respectively). The solid lines
are Eq. 3.1.1, and the dashed lines are fits to power-laws with the same exponent as Eq. 3.1.1, but
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Figure 3.2: (Color online) Penetration depth, d, plotted against total drop height, H, for spheres
of diameter 2.54 cm and density 0.464 g/mL, dropped onto a bed of spherical glass beads, both dry
(black crosses), and wetted by oil (circles), with liquid saturations as indicated by color.

0.14

h = 52 cm
26 cm
14 cm
6.0 +/- 0.4 cm

0.1

0.05

0.051

d ρn

-1/2

D

-2/3

H

-1/3

µ

0.15 (a)

0
0.01
0.14

1
h = 52 cm
26 cm
14 cm
6.0 +/- 0.4 cm

0.1

0.051

0.05

d ρn

-1/2

D

-2/3

H

-1/3

µ

0.15 (b)

0.1

0

0

0.2

0.4

S

0.6

0.8

1

Figure 3.3: (Color online) Penetration depth, d, normalized according to Eq. (3.1.1), plotted
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bed of spherical glass beads wetted by oil, for various total drop heights, H, as indicated by color.
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Results for penetration depth, d, as a function of total drop height, H, are plotted in Fig. 3.2
for spheres dropped onto granular packings of different liquid saturations. Spheres dropped onto
packings of dry grains penetrate as Eq. 3.1.1, in agreement with previous experiments. All spheres
dropped onto packings of wet grains stop at a depth shallower than for spheres falling through the
same total distance into dry packings, indicating that a wet packing will always exert a stopping
force greater than in the dry case. Note, however that the reduced penetration depth is nonmonotonic with S. This is most likely due to the contribution of the cohesive forces between
grains, and thus reflects the complicated dependence of liquid conformation on S.
Fig. 3.3 shows penetration depth, d, as a function of S for several drop heights, where d is
normalized according to Eq. 3.1.1. Here, as in Fig. 3.1, Eq. 3.1.1 collapses the data for both S = 0
and S = 1. For intermediate values of S, the data do not collapse, and H develops a dependence
on d that is stronger than a 2/3-power law.
Turning to the S-scaling of the d-values themselves, we see the same general behavior for all
H. There is a rapid initial reduction of penetration depth until S = 0.2, followed by a range of
S-values for which d doesn’t change. At 0.4 ≤ S ≤ 0.55, d increases, then subsequently decreases
at S ≥ 0.55. Finally, as the packing approaches submersion at S = 1, we see d increase once more.
While there is a temptation to relate all of these features to various classifications of liquid
conformation, the lack of data on the conformation phase-space in 3-D renders such statements
purely speculative. That said, some excellent data on liquid distribution for S ≤ 0.3 was presented
in Ref. [56], where it is observed that, as S increases, the number of liquid bridges increase as
well. Beyond about S = 0.07, liquid bridges start to coalesce, with the coalesced liquid network
exhibiting a percolation transition around S = 0.2. This value coincides very well with the value
for S at which we see the initial reduction in d, and at which the data collapse reaches its worst.
This suggests that destruction and creation of air-liquid interfaces between grains may be the
primary mechanism by which the liquid contributes to stopping the projectile.
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3.4

Conclusions

In conclusion, we find that the penetration depth d, of a projectile impacting upon a granular
packing is reduced when an interstitial liquid is added to the packing, and that this reduction
is greater than can be accounted for by just the increased bulk density of the bed. In the case
of S = 1, the functional dependence of d on ρn , D, and H is the same as for dry grains, only
with a smaller coefficient. Surprisingly, in this limit, d is smaller for water than for oil, which
is opposite our intuition since the viscosity of water is orders of magnitude less than the oil. In
contrast, for 0 < S < 1, Eq. (3.1.1) no longer describes the functional dependence of d on H. The
S-dependence of penetration depth is non-monotonic: in particular the penetration depth quickly
decreases for S < 0.2, increases again for 0.4 < S < 0.6, slowly decreases until saturation, and
then increases again for S = 1.
Thus the depth-averaged stopping force exerted by a granular packing upon the projectile is
enhanced by the presence of an interstitial fluid under all conditions, but the dominant mechanism
behind this enhancement must be dependent on S. The dramatic increase in stopping force
for small amounts of liquid, S < 0.2, coincides with an increase in liquid-air interfacial area,
indicating that this initial enhancement of the stopping force must be due largely to capillary
action across liquid bridges. A percolation of coalesced liquid bridges, observed between S =
0.2 and 0.3 [56], coincides with a plateau in the penetration depth, reflecting that the interfacial
area, while changing in distribution, isn’t changing dramatically in magnitude. We are not aware
of any theoretical or structural data to compare to for 0.45 < S < 1, but presumably the dominant
capillary mechanism transitions from capillary action across liquid bridges to capillary suction in
this range. Finally, as S → 1, intuition would suggest that surface tension effects should vanish as
the amount of liquid-air interface in the packing vanishes. This is born out by the final increase
in penetration depth.
This mechanistic picture also hints at why we see a different functional dependence of d on
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H for 0 < S < 1, but recover the dry behavior at S = 1. It seems likely that the deviation for
intermediate values of S is related to the destruction and creation of liquid-air interfaces between
grains as the packing deforms during impact. As these interfaces are only present for S 6= 0 or 1,
we recover the same H-scaling we observe in the dry limit once the sample is saturated.
Though intuition suggests that hydrodynamic, i.e. viscous, effects must set the penetration
depth in a saturated granular packing, we measure deeper impacts for the more viscous fluid (oil).
Furthermore while we observe grainsize-independence for dry grains, as in Ch. 2, the grainsize
must play a role in hydrodynamic interactions: since the viscous force will act across the surface
area of the grains, smaller grains will be more strongly affected by hydrodynamic (as opposed to
inertial) interactions. That said, the difference between the grainsizes is opposite the effect. Thus,
we suspect there may be a surface tension effect after all. Specifically, while there is no effect on
the unperturbed bed, during impact the bed may dilate, thus creating more liquid-air interface,
and resulting in an increase in capillary suction. Water has double the surface tension of the oil,
so in this case the effect would have the correct sign.
Ultimately, this work points to many outstanding questions. First, we need either experimental
structural data or theory to compare to for 0.45 < S < 1. For S=1, direct measurements of the
stopping force and high-resolution position data taken during impact might enable us to determine
the full form of the stopping force. This mirrors the approach we’ve used to develop a working
model for S = 0: in addition to Ch. 2, see Refs. [31,64,65]. Also, while it is difficult to vary viscosity
or surface tension independently, a broader test of liquid properties would help to differentiate the
roles of viscosity and surface tension. Lastly, to test the idea that dilatancy plays an important
role at S = 1, high speed imaging of the packing surface during an impact may be sufficient. If
not, X-ray imaging, like the method described in Ch. 4 might be used to directly measure the
liquid fraction in situ.
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Chapter 4

Sedimentary Deposition and the
Kinetics of Jamming
Abstract
We observe a dispersion of spheres sedimenting in a fluid until all grains form a packing. In a
Newtonian fluid, the dispersion is roughly homogeneous in space and time, except at two welldefined interfaces: a dispersion/supernatant-interface, and a jamming front, below which grains
form a jammed packing. This system is ideal for the study of jamming kinetics because the
jamming front is stationary: it moves upwards with a constant speed and shape. To characterize
the concentration profile at the front, we utilize x-ray absorption to directly measure volume
fraction as a function of height and time. To characterize the grain-scale dynamics across the
front, we utilize a light-scattering technique, speckle-visibility spectroscopy, to directly measure
fluctuations of grain velocities as a function of height and time. In order to alter the kinetics of
jamming in this model system, we perturb the hydrodynamic interactions between grains by using
a viscoelastic fluid, and observe how the shape and speed of the front changes.
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Figure 4.1: A characteristic time-series of a granular dispersion undergoing sedimentation. Initially, the grains are uniformly dispersed throughout a Newtonian fluid, and as they sediment under
gravity, a snapshot is taken at regular intervals until all the grains form a jammed packing at the
bottom of the container.

4.1

Introduction

Sand cratering around a ball when kicked down the beach, a landslide coming to rest, traffic
grinding to a halt: all of these are examples of systems which are initially fluidized - the constituents
are moving much like the molecules of a liquid undergoing flow - but then as energy is dissipated,
the system undergoes a transition to a jammed state [35]. In the case of traffic, something happens
causing a car to stop, then a front of stopping cars propagates back from that first driver. In a
landslide, material at the front of the slide comes to rest, and a front of stable debris propagates
up the slope. In the case of the ball, sand is fluidized upon impact, and a front collapses onto the
ball as it comes to rest. Studies of Jamming up until now have focused on steady-state systems
that are jammed or nearly jammed, but no one has considered the transition from one state to
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the other. One of the simplest examples of such a transition is that depicted in Fig. 4.1. Here, the
initially dispersed grains are fluid-like, and sediment under gravity until they all form a jammed
packing at the container bottom. This happens via a jamming front that propagates smoothly
upward in one direction, and at a constant speed. Our motivation is to begin to understand the
kinetics of jamming in the context of this front.
Much is known about the sedimentation of grains. A single grain sedimenting in a viscous
fluid falls at velocity vs = ∆ρ gd2 /18η, where ∆ρ is the density difference between the fluid and
grain, η is the fluid viscosity, and d is the grain diameter [60]. A collection of grains with volume
fraction φ are known to fall at a slower speed [52], given by
4.5

v0 = (1 − φ)

∆ρ gd2
18η

(4.1.1)

Even though this behavior is well established, collections of sedimenting grains continue to provide
interesting new problems in physics: recently physicists observed puzzling system-size invariant
velocity fluctuations [57, 62], and have used small systems of sedimenting grains to probe fluid
dynamics of non-Newtonian fluids [66]. No one has studied sedimentation in the context of the
jamming front.
Of course there has long been a need for crude models to predict the deposition of dispersions
of grains - one of the simplest successful models was that of Kynch [34]. An initially uniform
dispersion of grains sedimenting towards a surface will all fall at the same rate, v0 , and thus an
interface will appear that is perfectly sharp, and falls at the same speed. Meanwhile, particles will
stack upon the surface, leading to a packing interface that moves upwards through the bed at a
speed vp given by continuity:
φp − φ 0
v0
=
vp
φ0

(4.1.2)

Here φ0 is the initial volume fraction of grains in the dispersion, and φp is the packing fraction.
Kynch’s model must fail in the neighborhood of the jamming front, as it requires instantaneous
deceleration of grains reaching the front, and thus an infinite force.
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Here, we will utilize Eq. (4.1.2) as a baseline behavior to which we will compare the mechanics
we observe for grain sedimenting under gravity. We study dispersions in both Newtonian and
Polymeric fluids so as to vary the hydrodynamic interactions between grains. We will utilize
digital and X-ray imaging to locate the jamming front and characterize it’s speed. We will use Xray attenuation to measure concentration profiles in the bulk, and use these to determine the shape
of the jamming front. Finally, we will use a novel light scattering technique, Speckle-Visibility
Spectroscopy to measure dynamics at the grain scale, and characterize grain motion near the front.
We show that Eq. 4.1.2 does a good job of describing the interfacial speeds for the Newtonian
fluids, but not much else, and that for both Polymeric and Newtonian dispersions, surprisingly,
the front is stationary: it changes neither shape nor speed. Finally, we will demonstrate that the
size of the front is much larger if defined according to particle motion than if defined according to
a change in volume fraction.

4.2

Materials and Methods

4.2.1

Grains and Goop

Our granular medium consists of glass spheres (Potters Industries, stock nos. P-0100, P-0170,
P-0230, A-100) with a bulk density of ρ = 1.48 g/cm3 . For most of the results discussed in the
present work, the grains used are 180-250 µm in diameter∗ , though additional grain sizes are
used where indicated, particularly in Sec. 4.3. Before use, all grains are first cleaned in order to
remove any contaminants. Grains are rinsed with 1 M HCl until thoroughly wetted, then the
acid is flushed with filtered, distilled water. After rinsing, the grains are dried in a vacuum oven
overnight at 100◦ C and -30 mm Hg. As a final step, the grains are introduced to the liquid phase.
∗ If

you read this, send an email with the subject line “Thesis Footnote.” I leave it to you to discover my email

(assuming that, at this late date, email is still commonly used; feel free to use instapapertwit, or whatever space
age messaging service is currently in vogue if you prefer). I’ll treat the first person to contact me to a frosty drink,
or something I deem to have equivalent value.
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So as to minimize the presence of air bubbles, the samples are slowly filled with liquid, by means
of syringe and syringe pump, from the bottom of the sample container.
Each sample is prepared with one of two types of liquid: a Newtonian fluid, or a special class
of polymeric fluid called a Boger fluid. Named after their creator, David Boger [13], Boger fluids
are both highly viscous and highly elastic, the uncommon feature of a constant or nearly-constant
shear viscosity. The rheometry data for one of our Boger fluids, measured in a cone-and-plate
geometry, is presented in Fig. 4.2. This fluid is a suspension of 18 million molecular weight
polyacrylamide (PAAm) in an aqueous solution of 90% glycerol. The shear viscosity, plotted
against the shear rate as blue circles, decays by about a factor of 2 over the 2 decades of shear
rate tested. In contrast with this weak shear thinning, the elastic response of the material is quite
strong. The first normal stress difference, N1 , a measure of the elastic stress differences (and thus
the normal force) experienced by a fluid under shear. We plot N1 against shear rate as solid red
triangles in Fig. 4.2, and find that it increases by 3 orders of magnitude over only two decades of
shear rate. The result is that under normal shear flows, like the flow around a solitary sphere, the
fluid behaves like its Newtonian counterparts, exerting viscous drag corresponding to a constant
viscosity. However under predominantly extensional flows, such as the squeeze flow between two
spheres, the fluid behaves as though it has an enhanced viscosity, and exhibits strain hardening [7].
We use two Newtonian fluids, 90% and 100%-by-weight acqueous solutions of glycerol, called
Newtonian I and Newtonian II henceforth. Newtonian I and II have shear viscosities of 0.24 Pa s
and 1.0 Pa s respectively, and fluid relaxation times that are essentially zero. Pure glycerol has a
density of 1.26 g/mL, and the 90% solution is 1.23 g/mL. The Boger fluid described above will be
labeled Boger II, and has a shear viscosity of roughly 0.53 Pa s, a density of 1.24 g/mL, and a fluid
relaxation time of 2.3 s. We use another Boger fluid (Boger I), which is a suspension of 100 ppm,
18 million molecular weight PAAm in an aqueous solution of 85%-by-weight glycerol. Boger I fluid
has a density of 0.24 Pa s, a density of 1.22 g/mL, and a fluid relaxation time of 0.57 s. All four
fluids are sufficiently viscous that even our fastest flows are non-inertial (Re < 10−4 ).
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Figure 4.2: Rheometry data for a polymeric fluid: 300 ppm 18 MMW PAAm suspended in an
aqueous solution, 90 % glycerol by mass. Shear viscosity, η, is plotted on the left axis as blue
circles against the applied shear strain rate. The first normal stress difference, N1 , is plotted
against shear strain rate as red triangles on the right axis.

All samples are prepared and sealed in the containers used during the experiments. For samples
imaged as described in Sec. 4.2.2, we use 12 cm tall, 3.8 cm diameter, clear, plastic bottles. Along
with the granular material and liquid, we include a 1/2 inch brass sphere, used to help mix the
sample uniformly before starting an experiment. For experiments imaged as described in Sec. 4.2.3,
we use jars with flat bottoms and tops, 62 mm in diameter and 88mm in height. Instead of a brass
sphere, a 1.6 inch diameter rubber-coated magnetic disk is included as a mixer so that, once the
grains are well dispersed, a second magnetic disk can be put in place to hold the mixer to the roof
of the container, thus keeping it away from the region of interest. For dynamic light scattering
experiments, due to optical considerations, we use a container with flat faces, specifically square
bioassay trays of dimensions 18 mm x 245 mm x 245 mm. Before the sample is added, holes
are drilled into the lid, and are fitted with tube adapters. The granular material is then massed,
and closed into the tray along with 2 of the 1/2 inch spherical mixers. The tray is sealed with
acrylic epoxy and fitted with hoses and leuer-lock toggle valves. One toggle valve (at the top of
the sample cell) is left open to allow air out of the cell, while the other (at the sample bottom) is
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attached to a syringe, so the liquid can subsequently be introduced from the bottom as normal.

4.2.2

Scattered Light Imaging

For our scattered light imaging experiments, the sedimenting sample is positioned opposite a
remotely triggered digital SLR in a box with a matte black interior. The sample is illuminated
from the sides, with baffles arranged so that only light scattered by the the grains will reach the
camera. The camera is then triggered at regular intervals for the duration of the sedimentation.
For these experiments we use all grainsizes dispersed in both Boger I and Newtonian I.
Fig. 4.1 shows a characteristic series of images of a Newtonian sample captured in this fashion.
The supernatant appears dark because there are no grains to scatter light to the camera. The
packed grains at the bottom of the container also appear dark, as most of the incident light is
backscattered. The result is that only the dispersion, where the mean-free-path of a photon is a
large fraction of the container diameter, appears bright in the images. In order to identify the
interface locations, we take advantage of the cylindrical symmetry of the system by averaging
pixel values across the width of the sample. Then we take the derivative as a function of height.
For a sample with a Newtonian fluid, the value of the derivative reaches its global maximum at
the jamming front and reaches it’s global minimum at the supernatant interface. For Polymeric
fluids, this approach still allows us to identify the supernatant interface, but with less precision
as there are a small number of straggling grains which scatter strongly. This effect is clear in the
images of a Newtonian and polymeric sample shown in Fig. 4.3. Also note that there is no clear
maximum in the gradient of the intensity to indicate the presence of the jamming front (which
must exist). This is the first experimental confirmation that using a viscoelastic fluid alters the
structure of the jamming front, and is our motivation to utilize X-ray imaging.
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X-Ray

Polymeric

Newtonian

Polymeric

Figure 4.3: (From left to right) A digital photograph of grains sedimenting in a Newtonian fluid,
and of grains sedimenting in a polymeric fluid, both side-lit so only scattered light reaches the
camera. X-ray fluoroscopy of grains sedimenting in a Newtonian fluid, and grains sedimenting in
a polymeric fluid. Note that the X-ray imaging is far better for resolving the discontinuities in
particle volume fraction, i.e. the supernatant-dispersion interface and the jamming front.

4.2.3

X-Ray Fluoroscopy

The advantage of using X-ray imaging instead of just our scattered light imaging technique is
clearly demonstrated in Fig. 4.3. Regardless of which fluid we use, the features of interest are clear
to the eye, and very sharp in the X-ray images. Additionally, when utilizing our digital imaging
technique, small changes in volume fraction lead to dramatic changes in the image intensity in
such a way that the relation between the two quantities is not obvious. This is in contrast with
X-ray imaging, where the physics are well-understood.
We conduct our experiments with a clinical x-ray fluoroscope. We place our sample flush
against the flat detector, set the x-ray source 1.2 m from the sample, and take images at a rate
of 0.5 frames per second. Here, contrast is obtained because the x-ray radiation incident on the
sample is attenuated more effectively by the grains than the fluid. For collimated x-ray radiation
of intensity I0 traveling through a cylinder of radius R, filled with a mixture of grains with x-ray
attenuation lengthλg , and liquid with x-ray attenuation length λl , the measured intensity will be
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of the form
I = I0 e

−

√

R2 −(x−x0 )2



1−φ
φ
λl + λg



(4.2.1)

where φ is the particle volume fraction, x is a spatial coordinate describing the direction on the
plane of the detector perpendicular to the axis of the cylinder, and x0 is the x-location at which
the cylinder is in contact with the detector. The result is thus an image that can be used to
quickly and easily calculate the volume fraction on a pixel-by-pixel basis. The interfaces can be
identified as peaks in the density gradient. For these experiments we use only 180-250 µm grains,
dispersed in both Boger II and Newtonian II

4.2.4

Speckle-Visibility Spectroscopy

While digital imaging enables us to measure the location of the jamming front, and x-ray imaging
can provide us with the shape of the concentration profile across the front, neither gives us any
information about the nature of grain scale motion. We could, ostensibly, modify the digital
imaging procedure in such a way as to perform particle image velocimetry (PIV), or use a similar
approach, and measure mass fluxes by doing digital image correlation (DIC) on our X-ray images,
but both of these approaches have severe limitations. In the case of PIV, we would only be able to
measure speeds at the walls of the container. Furthermore either approach would require coarsegraining on a scale larger than the grain size, so these methods are better suited to quantifying
collective grain motion, not fluctuations of individual particle velocities. Lastly, the resolution of
either of these methods is limited, at the very least, by the grain size, so grains undergoing very
slow motion (such as compaction) would be indistinguishable from a static system.
In order to sidestep these limitations, we utilize a dynamic light scattering (DLS) technique,
Speckle-Visibility Spectroscopy (SVS) [10]. To understand SVS, it is helpful to consider a photographer photographing a hummingbird in flight. If he selects too long an exposure the bird’s
wings will appear as a blur, whereas an extremely fast shutter speed will result in a crisp image
in which the wings are shown in sharp contrast: this is the guiding principle behind SVS. SVS
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τ = 8.33 ms

τ = 16.7 ms

τ = 33.3 ms

τ = 66.7 ms

Figure 4.4: Four images of a speckle for progressively longer exposure times, demonstrating the
fundamental principles of SVS: the speckle dynamics are related to the dynamics of the scattering
sites, and the image contrast decays as the exposure time becomes longer than the characteristic
timescale of the system.

takes advantage of the fact that, in the diffusing wave limit, the speckle pattern that results from
the backscatter of coherent light is extremely sensitive to the relative motion of scatterers, and
thus will evolve on a time scale related to the interior dynamics of the illuminated sample. If the
light backscattered by the sample is incident on a sensor, such as a CCD, and the CCD captures
an image sufficiently fast, much like the hummingbird’s wings, the speckle will appear in sharp
contrast: some pixels will appear bright, whereas others will be completely dark. Extend the exposure for long enough that the scattering sites change configuration, and the speckle will change
during the exposure, resulting in a blurred image wherein the mean intensity across the image is
the same, but there are few very bright or dark pixels. An example of this behavior is shown in
Fig. 4.4, where a speckle is generated by freely sedimenting grains and imaged with exposure time
τ.
SVS works by quantifying this dependence of the contrast on the exposure time, τ . The
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fundamental equation of SVS is a normalized variance of the pixel values, I, defined as:
V2 (τ ) ≡
=



1 hI 2 iτ
−
1
β hIi2

Z 
1
t
2
2 1−
[g1 (t)] dt
τ
τ

(4.2.2)
(4.2.3)

Here, β is the ratio of the pixel area to the area of an individual speckle, and g1 (t) is the temporal
electric field autocorrelation, which is the quantity of interest in all DLS experiments. The first
line is the definition of the variance, and the second line describes how the variance is related to
g1 (t) so that contact can be made with conventional DLS theory.
In our SVS experiments, we prepare samples as described in Sec. 4.2.1 using 180-250 µm grains,
dispersed in both Boger II and Newtonian II. We also conduct one experiment with 300-430 µm
grains in Boger II. We initialize the system buy shaking until the grains are uniformly dispersed,
then clamp the sample in place against a matte black beam stop. The sample is illuminated by
a solid-state, diode-pumped, frequency-doubled Nd:Vanadate laser that emits single-frequency,
λ = 532 nm green light at a fixed output of 3 W. The beam is spread with a spherical lens
so that a region roughly four times the size of the region of interest is illuminated so that the
illumination intensity is uniform in the field of view. The full 18 mm of the sample thickness is
illuminated, so we are probing dynamics both near the wall and in the bulk. Photons from the
coherent source enter the granular dispersion and are multiple-scattered. Some portion of the
light is backscattered, and creates an interference (speckle) pattern which we image with a Pulnix
TM6710 640 × 480 pixel area scan camera at 120 Hz. The pixel size is 9 µm, so we use a Nikon
300mm telephoto lens with the aperture closed down to achieve an f-number of 16 so that the
diffraction limit is 0.88 times the pixel size. Our region of interest is 3.83 cm × 2.87 cm.
The general procedure is to image a region of interest, and vary the exposure time so as to
extrapolate to τ = 0, and determine the value of the normalization β. This approach is only
valid if the dynamics are stationary, which is not the case as the jamming front moves across
the region of interest, so we use an alternative approach that allows us to disregard the value of
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β altogether. Specifically, we take data continuously at the fastest exposure time available, τ0 ,
until we obtain m frames. Rather than varying τ , we instead artificially extend the exposure time
to mτ0 by averaging together the m sequential images. Next we calculate V2 (τ0 ) and V2 (mτ0 ).
While both of these quantities depend on β, their ratio does not. According to the theory of
diffusing-wave spectroscopy (DWS) [48], the spectrum is Lorentzian, g1 (t) = exp (−Γτ ), where Γ
is the linewidth. Thus, the ratio of variances is of the form
V2 (mτ )
e−2mΓτ − 1 + 2mΓτ
= −2Γτ
V2 (τ )
(e
− 1 + 2Γτ ) m2

(4.2.4)

Accordingly, we measure the left-hand side, and solve for the linewidth. Again, existing DWS
theory tells us that Γ ≈ 4π δv/λ is the linewidth in our system, where δv is the rms ballistic speed
of the sedimenting grains, so this approach enable us to measure particle velocity fluctuations as
small as 50 nm/s.

4.3

Interface Speeds

We obtain interface positions using both the digital imaging technique described in Sec. 4.2.2, and
by measuring the density gradient using X-rays as described in Sec. 4.2.3. The general behavior
of the interfaces can be observed in Fig. 4.5. Here we plot the image intensity from 6 X-ray
experiments as a function of height and time. Three different volume fractions were mixed with
both a polymeric fluid (Boger II) and a Newtonian fluid (Newtonian II). The supernatant appears
bright, the packing dark, and the dispersion is lighter than the packing but darker than the
supernatant. The interfaces between these regions are sharp, and easy to follow by eye. The
slopes of the interfaces in these plots are the interface speeds.
At first blush, the Newtonian data appears to agree with the expectation of Kynch [34]: the
packing and supernatant both grow at a constant rate, while dispersion is diminished according to
continuity. A key tenant of Kynch’s model is that the grains in the bulk dispersion do not feel the
jamming front, so the mean settling speed v0 , and thus that of the supernatant-interface, should
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D50 = 215μm

Φ0 = 0.27

Φ0 = 0.41
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Φ0 = 0.14
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Φ0 = 0.37
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Φ0 = 0.12
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Figure 4.5: Spacetime plots of the X-ray image intensity for 180 µm grains in a Newtonian (top)
and polymeric (bottom) fluid, at three initial volume fractions. The interfaces are clearly visible,
and their slopes in these images correspond to their speeds. The upper interfaces for the polymeric
samples are the only cases where the interface speed is not single-valued at most times.
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agree with Eq. (4.1.1). We plot v0 for Newtonian dispersions of a variety of grainsizes and initial
concentrations in Fig. 4.6(a), normalized according to Eq. (4.1.1). The data are collected using
both scattered light imaging and X-ray imaging, so both types of Newtonian fluid are included. We
find excellent agreement with Eq. (4.1.1), so the speed of the supernatant-interface in a Newtonian
fluid is consistent with Ref. [34].
Dispersions in Boger fluids exhibit a dramatically different behavior. Before even quantifying
the interfacial speeds, we see the effect of viscoelasticity in the polymeric fluid. While the lower
interfaces in both the polymeric and Newtonian cases have well-defined, single-valued slopes, the
supernatant-interface, that in the Newtonian case agrees so well with the expectations of Ref. [34],
seems to settle quickly at one constant speed, then transition to a second, slower constant speed.
By continuity, since the jamming front maintains the same constant speed until reaching steadystate, the concentration of the dispersion in the polymeric fluid must be evolving with time.
Nonetheless, we can at least compare the initial behavior to that of the Newtonian dispersions.
Again, we plot the supernatant-interface speed, this time for viscoelastic dispersions of a variety of
grainsizes and initial concentrations in Fig. 4.6(b), normalized according to Eq. (4.1.1). The data
are collected using both scattered light imaging and X-ray imaging, so both types of Boger fluid
are included, and in all cases the behavior at least scales in a manner consistent with Eq. (4.1.1).
The magnitudes of the measurements are systematically larger than expectation. This is likely a
consequence of the fluid’s slight shear thinning, which we did not account for in our calculations of
the normalization. This result suggests that far from the front the grains’ behavior is not affected
by the viscoelasticity of the fluid, but as they approach the jamming front grains slow down, and
pile up in a fashion similar to a traffic jam, before undergoing a long consolidation into the packed
state.
As a last check of how well (or poorly) the interface speeds agree with Kynch’s model [34],
we turn our attention to the speed of the jamming front. We plot the ratio of the supernatantinterface speed to that of the jamming front against φp − φ0 /φ0 in Fig. 4.7. If Eq. 4.1.2 is valid,
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Figure 4.6: Supernatant-dispersion interface (settling) speeds plotted against initial volume fractions for several grainsizes, as indicated by symbol, for grains in both Newtonian (top) and polymeric (bottom) fluids. In the polymeric case, solid green symbols correspond to the settling speed
that would agree with the measured speed of the jamming front according to [34].
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Figure 4.7: The ratio of the supernatant-interface speed and the speed of the jamming front plotted against the scaling predicted in Ref. [34] for dispersions of 215 µm grains in Boger II and
Newtonian II as indicated. Data are from X-ray imaging experiments.

the data ought to fall onto a line of slope 1. We see good agreement for the velocity ratio in
Newtonian dispersions, indicating that, indeed, the average concentration in the bulk dispersion is
constant. As expected, the agreement is not good for dispersions in the Boger fluid. Because the
data fall above the line y = x, the dispersion must be increasing in concentration. The shape of the
supernatant interface suggests that the dispersion might be approaching a constant, intermediate
concentration at which the enhanced extensional viscosity becomes relevant, and then proceeds
as normal. This picture would suggest a second interface at some critical volume fraction below
φp . The alternative is a picture where the grains collectively concentrate, quickly at first then
more slowly, in which case a concentration gradient may or may not emerge in the dispersion. In
order to determine which picture is accurate, and to what extent the model of Kynch describes
the Newtonian behavior, we must directly measure the density profiles of sedimenting dispersions.
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Figure 4.8: Characteristic density profiles plotted against the distance to the bottom of the sample
for grains sedimenting in a Newtonian (top) and polymeric (bottom) fluid. The initial state is
plotted in red, and the interfaces appear as shoulders in the profile.
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Figure 4.9: A sample concentration profile (red points) where the interfaces have been fit to
Eq. (4.4.1). The initial guesses for x0 are marked with filled black and red circles, and the bounds
of integration are demarked with open red circles. The fits themselves are solid dashed blue lines.

4.4

Density Profiles

The concentration of grains, normalized by the initial concentration, for a dispersion in Newtonian
(top) and viscoelastic (bottom) fluids from every 100 s over the course of a sedimentation are
plotted in Fig. 4.8. Here we can, again, see some of the qualitative behavior observed in Sec. 4.3:
in the Newtonian case, the packing builds up from the container bottom, and the concentration
of grains in the dispersion remains constant both in space and time; in the viscoelastic case, the
packing builds from the bottom at a constant rate, but the mean concentration in the dispersion
increases over time. We can also begin to understand the polymeric system’s deviation from the
behavior predicted by Ref. [34]. Initially, the jamming front is broad and not clearly distinct from
the (roughly linear) concentration gradient that quickly emerges in the dispersion. Over time,
both interfaces narrow, and gradient between them becomes sharper until the separation between
the supernatant and the packing are less than the interface widths. Shortly thereafter, the system
reaches steady state.
These profiles also reveal a departure from Ref. [34] in the Newtonian case. By the second half
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of the sedimentation, a slight concentration gradient has emerged, but even more pronounced a
departure is that the interfaces are not perfectly sharp, but rather have some finite width. This
is, of course, to be expected - a perfectly sharp interface would be non-physical, as the grains have
mass, and change velocity across the interface. Still, this structure is that of the jamming front,
so in order to characterize the interface shapes, we fit the shape of the concentration profile at the
interface to a cubic polynomial of the form:





φb
for x ≤ x0 − W







φ = φb + m (x − x0 ) 1 − (x−x02)2
for x0 − W < x < x0 + W

3W







φb + 4mW
for x ≤ x0 + W
3

(4.4.1)

where W is the width of the interface, m is the density gradient, x is distance from the container
bottom, x0 is value of x corresponding to the interface location, and φb is the volume fraction
above the interface (always 0 in the case of the supernatant-interface). We only fit data in the
region of the interface, generally over a window smaller than 2W , and make an initial guess for
x0 based on the interface finding methods described in Secs. 4.2.2 and 4.2.3. An example fit is
shown in Fig. 4.9.
To see the results of these fits in the context of the global evolution of the system, and confirm
that they match qualitatively with the data, it is useful to see the interface positions and widths
plotted over a spacetime plot of the densities, as presented in Fig. 4.10 for Newtonian dispersions,
and Fig. 4.11 for polymeric dispersions. Overall, the measured interface widths and locations
qualitatively match the feature size by eye, though at the lowest volume fractions our precision
suffers. In the case of the viscoelastic data plotted in Fig. 4.11(c), this is clearly because of a
difference in structure: the supernatant interface does not appear until half an hour into the
experiment, and instead the concentration smoothly transitions from 0 → φb j ammed. Once the
interface does appear, the data are relatively well behaved.
To fully understand the shape of the interfaces, we must also consider the accompanying change
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Figure 4.10: Spacetime plots of particle volume fraction for grains at 3 initially uniform volume
fractions sedimenting in a Newtonian fluid. The jamming front and supernatant interfaces are
identified with white points, and their widths are denoted with error bars.
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Figure 4.11: Spacetime plots of particle volume fraction for grains at 3 initially uniform volume
fractions sedimenting in a polymeric fluid. The jamming front and supernatant interfaces are
identified with white points, and their widths denoted with error bars. Note that the supernatant
interface is not well-defined for φ0 = 0.14 until after the first 30 minutes.
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in density, ∆φ/φ0 = 4mW/3. Thus we plot both W and ∆φ/φ0 , against the time normalized by
the time at which the system reaches steady-state, tf , in Fig. 4.12 for the supernatant-interfaces,
and in Fig. 4.13 for the jamming front. The data for width in Fig. 4.12 all decay to close to
zero, though the interfaces in the Newtonian fluid seem to narrow linearly with time, while the
viscoelastic systems decay non-linearly. The overall is likely because due to the same mechanisms
responsible for the φ dependence of settling speed described by Eq. (4.1.1): straggling grains find
themselves at a lower local volume fraction and accelerate, while dense regions slow down and
spread out. The exception is φ0 = 0.12, where the effect of Eq. (4.1.1) would be small for small
variations in phi.
Turning our attention to ∆φ/φ0 = 4mW/3, we clearly see that for all but the lowest density
polymeric sample (for which we expect the physics to be somewhat different) the concentration
change across the supernatant interface changes by almost exactly φ0 . For the Newtonian case this
is consistent with the results from Sec. 4.3, but for the polymeric data this result is surprising: it
means that, though the average density in the dispersion is changing dramatically over the course
of the experiment, it is changing by no more than 10% at the location of the supernatant-interface
itself. It must be that the fluid can relax more efficiently at the supernatant interface, and the
majority of the elastic stress must be generated as grains make contact at the jamming front, so
perhaps the structure is a consequence of a build-up of larger elastic stresses near the jamming
front, and a resulting pressure gradient that is accompanied by a variation in grain separation.
In contrast, at the jamming front, we find that the width of the interface is roughly constant for
all times, and is close to 0.3 cm for all concentrations and grainsizes. The exception, once again,
is the dilute viscoelastic sample, which seems to exhibit a different set of interface dynamics
altogether: the width of the front narrows systematically over the course of the sedimentation,
and the values for the density step become suspiciously small before the sedimentation is halfway
complete. For all other samples, the widths seem to exhibit only a very weak density dependence,
which is especially surprising for the Newtonian samples, where our dynamic range covers an
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Figure 4.12: Concentration changes (top) and interface widths (bottom) for the supernatantinterface for Newtonian and polymeric dispersions of several initial concentrations as indicated..
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order of magnitude in ∆φ. For the density difference to change so dramatically with no change in
interface width, there must be a pronounced difference in the grain scale dynamics, which we will
attempt to explore in the next section. For the viscoelastic dispersions, the density dependence of
∆φ is dramatically smaller, suggesting that the jamming front tends to always approach the same
configuration, independent of initial condition.

4.5

Dynamics

Our SVS apparatus was described in Sec. 4.2.4, and sample images of a homogeneous, dynamic
system were provided in Fig. 4.4. Now we apply these tools to look at the jamming front, where the
dynamics change as the front sweeps through the field of view, as can be observed in the spacetime
plot of a speckle pattern in Fig. 4.14(a). Based on the results presented in earlier sections, we
believe the front is stationary, i.e. the dynamics are constant in the reference frame of the front,
but not in the camera frame. Because our interest is in the velocities of the grains, and no longer
the front velocity, we must ensure that we take data for a duration less than the time required for
the dynamics in our region of interest to evolve, but still for long enough to see the decay in the
variance. To test that we are indeed in that regime, we calculate the variance ratio as a function of
time, and for many values of m. These data are plotted in Fig. 4.14(b). We observe the expected
decay as we increase m, but more importantly, while the variance ratio clearly changes as the
front crosses the region of interest, the change is nothing that could be obviously interpreted as
probing the dynamic of the interface itself, such as temporal shift in the apparent location of the
interface. Proceeding with the prescription established in Sec. 4.2.4, we compute the linewidth,
Γ, which is non-dimensionalized by τ0 , and plotted for all heights and time as a spacetime plot
in Fig. 4.14(c). To double check that the linewidths we measure are independent of the range of
exposure times tested, we measure the line-widths again for a single height, but for several ranges
of exposure time. The data from these measurements are plotted in Fig. 4.14(d), and the result
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Fluid

Grain-size [µm]

φ0

δv/v0

m [1/hr]

∆t

Wapprox [cm]

Glycerol (Newtonian II)

215

0.20

0.00038

0.0065

1563

10.4

Glycerol (Newtonian II)

215

0.15

0.00021

0.0043

1176

8.47

Boger II

215

0.21

0.00028

0.0088

854

Boger II

215

0.32

0.00082

0.012

1825

Boger II

365

0.22

0.00018

0.0060

747

Table 4.1: Fitting parameters from fits to SVS measurements of δv, along with the materials
properties of the samples.

is robust for all the ranges of m tested (indicated by color).
Having verified the efficacy of measuring dynamics with SVS in our system, we proceed to
conduct the analysis for variance ratios measured for two values of φ0 in the Newtonian fluid,
two values of φ0 in the viscoelastic fluid, and for a larger grain-size, d = 300 − 430 µm, also
in the viscoelastic fluid. Having calculated the linewidths, we convert to the root mean square
velocity, δv, and plot the results in Fig. 4.15. We find the samples to exhibit velocity fluctuations
on the order of 0.0001 × v0 , corresponding to variations in settling speed on the order of hundreds
of nm per second. As the system evolves to a jammed state, we see these fluctuations decay to
zero. The shape of the decay is similar to the shape of the concentration profile at the jamming
front as described in Sec. 4.4, so we utilize the same fitting function, Eq. 4.4.1 to characterize
the transition, substituting δv for φb , and t and t0 for x and x0 . Accordingly, m is now the rate
at which velocity fluctuations decay and has units of acceleration, and W is replaced with ∆t,
the duration during which the jamming front affects the particle motion in the region of interest.
These results are presented in Table 4.1.
While further data would be necessary to fully characterize the dependence of δv on the fluid
rheology, grain diameter, and dispersion concentration, there are some important observations we
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Figure 4.14: (a)A spacetime plot of the pixel values for the a vertical strip of pixels from an image
of the laser speckle to be used for SVS. The speckle starts to become static after about 4000 s.
(b) The variance ratio for artificial exposure times as indicated by color. Curves like these are
used to determine the linewidth. (c) A spacetime plot of the linewidth, Γ, non-dimensionalized by
the exposure time, τ0 . (d) The magnitude of the velocity fluctuations at one height in the sample
plotted against time, and normalized by the speed of the supernatant-interface. The inset shows
the long-time behavior, specifically that the scale of the velocity fluctuations does not reach all the
way to zero, even for t=8000 seconds.

89

-3

1.2x10

Newtonian II:
φ0 = 0.15
φ0 = 0.20

δv/v0

0.8

Boger II:
φ0 = 0.21
φ0 = 0.32
φ0 = 0.22,
d = 365µm

0.4

0

0

300

600

900

t [ x10 s]
Figure 4.15: δv normalized by v0 for dispersions of grains sedimenting in either a Newtonian or
Boger fluid, as indicated, plotted against experiment time. The points are the data, the thin line
is the median value across a 5 minute window, and thick dashed lines are fits to Eq. (4.4.1).

90

can make. First, the dynamics change on a surprisingly long timescale: the shortest duration was
for the largest grain-size, which took in excess of 12 minutes for the jamming front to cross the
field of view. Both of the Newtonian samples took over 20 minutes. In the case of the Newtonian
dispersions, we use Eqs. (4.1.1) and (4.1.2) to calculate the expected jamming front speed vp ,
and compare the quantity δt vp with the interface widths measured in Sec. 4.4. Here we find
the interface’s dynamical width to be of order 10 cm, in contrast with the approximately 0.3 cm
widths measured for the interface in the concentration profile. This trend must also hold true for
the Boger case, though, since Eq. (4.1.2) does not apply, we do not have a front speed with which
to directly compare. We also see, for both the Newtonian and Boger dispersions, that increasing
the volume fraction increases the magnitude of the velocity fluctuations in turn. This is consistent
with observations of steady-state systems near jamming [32, 33, 69].

4.6

Conclusion

In conclusion, we observe that, when dispersed in a fluid, grains will sediment so that there are
two sharp interfaces in the concentration profile. For dispersions in Newtonian fluids, the upper
interface, between the disperse phase and a depleted region in which there are no grains, falls at
the mean particle speed, v0 . The magnitude of v0 is in good agreement with a previous model
described by Eq. (4.1.1). The lower interface, between the disperse phase and a jammed packing,
is the jamming front, and moves at a rate consistent with Eq. (4.1.2). When a Boger fluid is
substituted in order to perturb the hydrodynamic interaction between grains, we were surprised
to find that the jamming front, as in the Newtonian case, propagates upwards at a constant rate,
but that the upper interface falls, initially, too quickly relative to the jamming front for Eq. (4.1.2)
to apply, and then, once the disperse phase has developed a strong concentration gradient, much
more slowly.
The behavior of the interfaces in a viscoelastic dispersion requires that the concentration

91

profile change dramatically over the course of the sedimentation, so we have quantified the shapes
of the interfaces and found that the jamming front is stationary for both Newtonian and Boger
suspensions, but that the upper interface tends to sharpen as it falls. Surprisingly, the change
in density across the interface never changes, leading instead to gradients that emerge in the
concentration profile in the bulk dispersion.
In order to understand the grainscale dynamics that accompany the evolution of the concentration profiles, we have developed the tools and procedures to apply a novel light-scattering
technique, SVS, to our system. We have demonstrated the viability of SVS for further studies of
sedimentation focused on the behavior of the jamming front, and have already observed a couple
of trends that merit further investigation. First, the length scale over which the jamming front
influences grain scale dynamics is much larger than the length scale of the interface in the concentration profile. Second, velocity fluctuations increase as φ0 increases. This is consistent with
observations of steady-state systems near jamming [32, 33, 69], but has never been observed for a
system, not at steady-state, evolving into a jammed state. Now that I have developed and proven
the tools, we are posed to carry out a detailed analysis of the dynamics in a system of sedimenting
grains while the system is undergoing the transition to a jammed state, which may provide greater
insight into the kinetics of the jamming transition.
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Conclusion
To conclude, the results described in Chaps. 1 and 2 illustrate that the decoupling of frictional and
inertial forces first experimental observed in the study of impact by Katsuragi and Durian [31],
and described by Eq. (2.1.1), is a common feature for intruders moving through a packing of
hard, dry grains. Eq. (eq:dFqs) describes the rate-independent component of the local force which
acts normal to the surface element of the intruder, and can be reduced by a sub-fluidizing upflow
of air in the same way as the gravity loading of the packing, described by the reduction factor
(1 − U/Uc ). I measured α = 15 for horizontal motion and 35 for vertical motion. If the force
were due to ordinary Coulomb friction acting between grains and the intruder, we would expect
a value of α close to 1. Because we find that the local force acts normal to the intruder surface
and is proportional to the gravity-loading of grain-grain contacts in the bulk, I propose a physical
picture wherein the motion of the intruder is loading semi-rigid force chains normal to its surface,
which in turn rub in a background of gravity loaded contacts. The large value of alpha is thus a
consequence of the fact that the relevant frictional contacts are spread throughout the volume of
the packing, and comprise an area greater than that of the intruder surface. This physical picture
also captures the surprising result that friction does not act at motion-loaded contacts, as these
contacts form the semi-rigid force chains, and would thus remain relatively static. Furthermore,
the tangential motion of the grains at the intruder surface would not play a significant role, which
is consistent with the observation that impact penetration depths of impacting projectiles are
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independent of the surface-friction coefficient of the intruder [65]. This physical picture could be
tested directly by imaging grain-scale dynamics in response to penetration by intruders of varying
rougness, either in a quasi-2D system [16, 17, 20] or by using index matched grains [41].
In Chap. 3, we turn our attention to a granular material with more complicated rheology:
packings of grains with pores that were fully or partially occupied by a viscous liquid. For all
liquid saturations S < 0, we find that the penetration depth of an impinging projectile is less
than for S = 0. This effect is greater than can be accounted for by just the increased bulk
density of the bed, so must reflect an enhancement to the stopping force by either viscous or
surface tension effects. Our results for values of S very close to 0 or 1 are in good agreement with
related measurements of repose angle [26, 42, 51], tensile strength [47, 56], shear strength [23], and
compression [28]: the resisting force rapidly increases for small values of S, and decreases as S
goes to 1. The latter is presumably due to the vanishing role of surface tension as pores become
liquid-filled, and the interfacial area goes to 0. Similarly, the initial stiffening of the packing is
presumably due to the increase in interfacial area as liquid bridges emerge between more and more
neighboring grains. The behavior we observe for intermediate values of S is another matter. The
results in the literature suggest the penetration depth ought to be roughly constant as S is varied
for 0.2 < S < 0.9 [23, 28, 42, 47, 56], but we observe a qualitatively non-linear S-dependence for
0.4 < S < 0.9. The source of this non-linear behavior is unclear, and merits further investigation.
It may relate to the fact that impact results in a more localized deformation than in other systems,
which increases the dependence on the detailed conformation of liquid in the pores. Unfortunately,
detailed data on the liquid conformation for 0.45 < S < 1 is lacking. Direct imaging of the liquid
conformation with methods such as X-ray microtomography [56] before and after impact might
be sufficient to understand why impact is more sensitive to the details of the liquid structure.
For S = 1, we recover the same functional dependence, albeit with a smaller empirical coefficient, of penetration depth on total drop distance H, projectile diameter D, and bulk granular
density ρg as in Eq. (3.1.1), which describes the behavior for S = 0. This is unsurprising, as grains
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at S = 0 and 1 experience no capillary interactions, and viscous forces should only enhance the
dissipative quality of grain-grain interactions. For intermediate values of S, however, the data
no longer agree with Eq. (3.1.1), demonstrating a greater than 2/3-power law dependence on H.
This corresponds to a stopping force which increases with impact speed more quickly than in the
dry case, and suggests that the stopping force for partially wetted packings has an additional
rate-dependent term or terms. The details of this more complex rate-dependence are beyond the
scope of the present work, but might characterized using the experimental approaches similar to
those described in Chaps. 1 and 2 as the liquid saturation is varied.
In Chap. 4 I shift my attention to another example of a granular system in which the dynamics
are a consequence of a granular medium transitioning between an unjammed and jammed state:
sedimentation. I show that the concentration profile across the jamming front for grains sedimenting in both a Newtonian and viscoelastic Boger fluid is stationary, though the density profile in
a dispersion of grains in a Boger fluid evolves over time. To better understand the grain-scale
dynamics that lead to this behavior, I have developed the the tools and procedures to apply a
novel light-scattering technique, Speckle-Visibility Spectroscopy (SVS), to our system. Though the
current results are preliminary, we’ve shown that magnitude of the relative velocity fluctuations
increase with concentration, and thus on approach to the jamming front. This is consistent with
what has been seen in studies of colloidal systems at steady-state [32,69]. Recently, in the work of
Keys et. al [33], the scale and duration of dynamical heterogeneities in a driven granular system
were seen to diverge as the jamming transition was approached. Now that I have developed and
proven the tools, we are posed to carry out a similar analysis on a system of sedimenting grains,
not at steady state, but rather while the system is undergoing the transition to a jammed state,
which may provide greater insight into the kinetics of the jamming transition.
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