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13 Key Ideas 
1. AI as a programming exercise isn’t scalable 
The engineering of AI products & systems has been climbing a local, non-
global optimum with relatively diminishing returns 
2. Vastly more powerful AI products require automated 
methods 
The machines need to be able to discover, experiment, adapt and evolve 
They need to run vast numbers of “experiments” 
They need to be endowed initially by programmers with these capabilities 
3. Learning means improving one’s capability for effective 
behavior 
Efficient Thought provides a framework for understanding those terms 
Behaviors produce outcomes in actual operational contexts 
Outcomes and events that differ from expectations provide the stimulus for 
most significant learning 
Outcomes that mostly accord with expectations confirm behaviors and 
strengthen their constituents 
4. Models enable and underlie Efficient Thought and are the 
objects of learning 
There are many types and domains for models 
Much of human science and engineering focuses on model building and tuning 
To date, machines have incorporated and used few models 
Parameter identification (modeling fitting), strengthening and tuning by 
feedback mechanisms is pretty standard today 
Model construction by machines is very primitive today 
Model construction by human-machine teams is the leading edge 
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5. Knowledge is an uncertain thing 
Aside from definitions, beliefs are never certain 
Theorems and “laws” only hold within constrained environments 
Theories and “proven methods” only hold within constrained contexts 
Every belief can be wrong 
Knowledge is built model, upon model, upon model 
Knowledge is strengthened when it’s vulnerable to disconfirmation and holds 
up 
Knowledge is wrong when it’s disconfirmed 
6. We can build autonomous machines today, but they have 
limited learning capabilities 
7. We can build learning machines today, but they operate at 
low levels 
Parameter identification, strengthening, tuning 
Running experiments over large numbers of candidate operators 
Finding and selecting sets of coadapted features in a human-designed feature 
space (genertic algorithms) 
Identifying patterns of co-occurring sets of features or sequences of 
preidentified elements (as in genome sequencing, linguistic n-grams, 
grammars for lanaguge) 
Decision trees, concept rules, and Bayesian correlations among given sets with 
given features 
8. Few programs have learned new “features” that extend the 
basic conceptual foundation for machines to reason and 
learn about 
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Doug Lenat built a couple of programs that learned new “features” that could 
describe primitives in mathematics 
Hayes-Roth, Klahr, Mostow built a couple of programs that invented “features” 
to support operationally important distinctions in card games 
Image processing systems routinely use low-level feature histograms to 
partition perceptions into separable categorical clusters (as in different 
colors, or different textures) 
9. Few programs have described operational (behavioral) 
semantics and domain interactions  
Most formal models have been built in non-operational domains (e.g., 
mathematics, software morphisms) 
Most spatial, temporal behavior models have been simple or tailored entirely to 
a narrow set of behavior objectives (e.g., autonomous driving) 
Most automatic programming and program synthesis ignores space and time 
as well as operational effects (changes to world state) 
10, Many planning programs have been written and, given a 
reasonable semantic model of the world and of the operators, 
can generate plausible operational sequences 
11. Very little work has been done on using expectation failures 
to generate conjectured changes in belief 
The basics are described in Hayes-Roth, “Hyper-Beings” and in earlier Rand 
papers 
Plan justifications would be the main record for analysis 
Conjectures would be needed about alternatives 
Experiments would be required to ferret out the best plausible fixes 
This is the enabler for exponential rates of evolutionary improvement 
12. Machines that could evolve and experiment would have 
special needs and present special challenges 
They need autonomy and exercise fields 
They ultimately need to engage the rest of the world 
They can commit errors and do damage 
They need to be monitored, regulated, and constrained 
Negative consequences may go unnoticed for some time 
The monitors, regulators, and constrainers must also evolve at rapid rates 
13. Major R&D efforts should shift now toward the evolutionary 
adaptive portfolio approaches 
Even where engineering processes are manual, the rate of change in off-the-
shelf capabilities exceeds the rate of typical system development projects 
This is especially true in government and military systems 
This is increasingly true in commercial and industrial products as well 
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The best way to exploit these opportunities is to conjecture products and 
subject them to test by users 
The best way to adapt them is to apply the same ideas as covered in 1-12 
Organizations (governments, nations) that cannot capture the opportunities 
presented by exponentially accelerating components will fall hopelessly 
behind 
Cycle time to market has to be at least as fast as cycle time for component 
generations (now 6-24 months) 
Pragmatics of Doing AI: How would you choose an 
opportunity and an approach? 
1. What type of portfolio are you managing? 
How much, how many, how soon? 
What kind of success are you seeking? 
What kind of failure can you tolerate? 
What kind of superiority, over what kind of competition, is needed? 
2. Relating the AI technology/methodology to the payoff time-
frame 
AI approach: Human-engineered v. Evolutionary 
Time frames: 2, 5, 10, 20 years 
AI APPROACH PROBABLE TIME TO VALUE 
STRATEGY TECHNIQUE 2 5 10 20 
Rules & facts 9    
Expert know-how 9 9   
Sense, plan, act 9 9   
Model, tune, interpret 
& project 







 9 9  
Parametric Design & 
Optimization 
9 9   
Population Trials in 
Public Arenas 
 9 9  
Model Improvement 
Conjectures 
 9 9  
Model Change 
Validations 






  9 9 
 
Hayes-Roth: Evolutionary Adaptive Dev. - 5 - August 1, 2009 
Workshop Exercises 
A. Identify market characteristics where evolutionary AI 
opportunities exist today 
B. Identify technology capabilities and components available 
now that can implement identified market opportunities 
C. Develop a scenario that illustrates 1.5 cycles of evolutionary 
AI in the chosen market application with the available 
technology capabilities  
Some related research and references 
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Genetic Algorithms 






Interactive Evolutionary Computation  
http://en.wikipedia.org/wiki/Interactive_evolutionary_computation  
Reinforcement Learning as applied to robots 
S. Mahadevan ,  J. Connell, et al. Automatic Programming of Behavior-based Robots 
using Reinforcement Learning (1991). 
http://web.cps.msu.edu/~mahadeva/papers/aij-obelix  
Neural Networks 
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Cortex 
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Adaptive evolutionary management 
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Iterative Incremental Development (IID) 
http://en.wikipedia.org/wiki/Iterative_and_Incremental_Development  
Spiral model  
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