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ABSTRACT 
Development of Modular Thermal Control  
Architecture for Modular Satellites 
by 
Quinn E. Young, Doctor of Philosophy 
Utah State University, 2008 
Major Professor: Dr. Brent Stucker 
Department: Mechanical and Aerospace Engineering 
Research has been completed to determine the most effective thermal control 
architecture for modular satellites. This research investigated principles of modularity, 
modular spacecraft examples, thermal control methods, and advanced thermal control 
technologies. A modular spacecraft was designed as a case study to determine key 
influences and issues. A number of thermal control architectures were developed. Each 
was evaluated for compatibility with modularity principles, thermal control performance, 
and a realizable implementation. Thermal control performance was determined by 
simulating on-orbit conditions for a number of design reference missions, including 
traditional thermal control architecture used for comparison. An effective thermal control 
architecture was found that has all desired attributes. The methods of development, 
simulation, and evaluation are presented with results and key findings. 
(434 pages) 
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 CHAPTER 1 
INTRODUCTION 
For five decades spacecraft have been used to provide functionality and 
capabilities that are not available on Earth. The use of spacecraft to provide 
communications, navigation, scientific experimentation, observation of the Earth, and 
exploration of outer space has become commonplace. Reliance on space assets, both 
military and civil, continues to grow, creating a continuing effort to improve the 
capability and reliability of these assets. 
Throughout the space age cost and technical performance have been key drivers 
in the design and development of spacecraft. In the words of Wertz and Larson, “Space is 
expensive. Cost is a fundamental limitation to nearly all space missions and is becoming 
more so” [1, pg. 2]. 
The cost of putting spacecraft into orbit, developing new technologies and 
capabilities, and designing them to handle the harsh space environment is considerable. 
In some cases there are additional non-monetary political or public relations costs due to 
failure. Spacecraft development characteristics include low quantities, fast paced changes 
in desired technology, and high launch costs. These characteristics lead to designs 
focused on highly reliable, customized and optimized systems that minimize spacecraft 
resources, such as mass and power. The high cost of system failures has led to a robust, 
redundant system design approach and a significant preference for designs with existing 
flight heritage [2]. 
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Over time the “capital asset” or large spacecraft (>1,000 kg) with missions of 
strategic national importance emerged as one of the most significant space vehicle 
categories. These large and complex spacecraft could require 10 to 15 years to develop 
and were designed for operational lives of 5 to 15 years [1, 3]. 
Smaller spacecraft are still frequently used for technology demonstration, 
educational, and scientific missions that require less complexity. The simplest of these 
spacecraft typically require only twelve to eighteen months to develop, and they have 
lifetimes ranging from a few months to a few years [1]. 
The cost of capital assets, including the cost of replacement if the assets are lost 
due to problems during launch or on orbit, or even from attack, has lead to the emergence 
of “responsive space” concepts. The objective of responsive space is to rapidly respond to 
changing needs, either to replace lost spacecraft, quickly launch new spacecraft to 
augment missions, or to rapidly develop new capabilities. For example, one thrust of the 
effort is to reduce development timelines for mid-capability spacecraft from the current 
two to ten years down to less than one year [4-11]. 
Responsive space has developed many definitions, each with a particular focus on 
the needs of the context for which it is used. Areas of commonality are the desire for 
reducing the amount of time required to develop and deploy space assets. Two identified 
areas of schedule reduction are indicated in the literature: 1) reduction in assembly, 
integration, test, and launch times for warehoused satellites or satellite assemblies, and 2) 
reduction in development times for new satellites [7, 8, 10].  
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Those interested in reducing in spacecraft costs, particularly for technology 
development and experimentation, have focused on reducing non-recurring engineering 
(NRE) efforts. The primary driver in the cost of a spacecraft is the engineering labor 
required to design, analyze, assemble, test, and operate a new spacecraft. Reductions in 
engineering labor costs are clearly tied to the amount and complexity of new 
development as well as the time required and the amount of documentation needed for 
verification of the design and requirements [12]. Cost can therefore be reduced by 
increasing commonality across multiple missions, thereby reducing engineering effort. 
A number of programs are underway to provide the system architectures, 
technologies, and processes to enable responsive or low-cost spacecraft. The “six-day” 
spacecraft concept [13] and the “modular, reconfigurable, and rapid response” space 
system [14, pg. 4] are two concepts that have been presented. Joint Warfighter Space 
Standard Bus and TacSat programs [15, 16], the Space Test Program’s Standard Interface 
Vehicle [17], and the PnPsat effort by the Air Force Research Laboratory (AFRL) Space 
Vehicles Directorate [18] are examples of actual spacecraft that incorporate lower cost or 
rapid response concepts. Industry conferences are also addressing this area of research, 
including the Responsive Space Conference, started in 2003 and sponsored by the 
American Institute of Aeronautics and Astronautics (AIAA) [19]. Another related 
conference was the 19th Annual AIAA / Utah State University (USU) Conference on 
Small Satellites in 2005, which addressed the role of standards and modular architecture 
in the aerospace industry [20].  
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Both responsiveness and the drive to reduce costs require changes in the way 
spacecraft are designed. Many of the required changes are common. Responsiveness has 
been defined as the ability to activate warehoused spacecraft assets and have them on-
orbit within a few weeks, or to respond to a new need in less than a year [10]. This 
requires “changes to the current way of doing business to meet development, deployment, 
and operation timelines” [10, pg. 19]. A joint NASA Goddard, AFRL, NRL paper 
presented the problem statement as needing to reduce complexity; reduce the time to 
design, build, and test; reduce cost; increase flexibility to satisfy multiple functions; and 
make the systems practical for widespread use [14, pg. 2]. From the manufacturing sector 
we learn that increased design flexibility, or the ability to adapt designs to different 
needs, allows greater applicability of an individual design to multiple applications [21, 
22, 23].  
One area of commonality between responsive designs and low-cost designs is that 
the adaptability necessary to reduce non-recurring engineering also reduces the time 
necessary to produce the newly adapted design. The product architecture best suited to 
this need is modular architecture. Significant research has been completed by the 
manufacturing industry on product architectures and what types of markets and product 
requirements are best met with different types of architecture. This research, covered in 
some detail in the Chapter 2, provides the basis for the interest in the modularizing 
spacecraft designs. Modular architecture, when properly implemented, can provide the 
reduced non-recurring engineering, configurability, and flexibility needed to reduce 
program costs and development times [21, 22, 23].  
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Modular products, including spacecraft applications, require standardized 
interfaces, functional independence, and interface decoupling [21]. Progress has been 
made in creating the interface standards as well as developing the software and hardware 
necessary to support a modular architecture.  
System architecture is required that can support modular spacecraft. This 
architecture must follow the appropriate type of modularity that will support the 
objectives for which it is designed, for example to lower costs for technology 
development missions, to reduce the time required to configure, test, launch, and activate 
a set of standard missions, or to rapidly develop new missions. For all of these system 
architectures, interfaces between modules must be standardized and modularized. Four 
critical interface areas have been identified that require modularization: mechanical, 
electrical power, data and software, and thermal. Each interface across a module 
boundary must be designed to allow separation of the module, must be standardized to 
allow another module to use the same interface, and must be functionally independent to 
prevent modules from being affected by changes in each other. These concepts are 
critical to the implementation of a truly modular system and will be expanded upon in 
subsequent chapters. 
Current efforts are underway to develop the technologies, standards, and 
institutional understanding of modular architecture and each of the critical interface areas. 
The Space Plug-and-Play Avionics (SPA) standard and supporting hardware that AFRL 
Space Vehicles Directorate is developing [24], coupled with plug and play software 
architecture, provides key functionality for two of the four critical interfaces that 
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spacecraft modules have: data and power. A number of mechanical interface standards 
and hardware are under development as part of the STP SIV [17, 25] and AFRL PnPsat 
projects [18]. Additional industry designs have also been developed, as will be discussed 
in more detail in the Chapter 2. The fourth critical interface is that of the thermal control 
subsystem, which holds responsibility for maintaining acceptable temperatures across all 
spacecraft components. This last interface is the focus of this dissertation. Table 1 
summarizes the efforts identified in the literature. 
 
Table 1: Current Programs in the Literature that Support Modular Spacecraft Architecture 
Program Organizational Sponsor Description of Effort 
Plug-and-Play 
Avionics 
Air Force Research Laboratory Data and electrical power modular architecture 
and interface standards 
Standard Interface 
Vehicle 
Space Test Program Standard spacecraft to launch vehicle and 
spacecraft to payload interfaces (mechanical, 
electrical, data, thermal) 
PnPsat Air Force Research Laboratory Spacecraft designed for plug-and-play avionics, 
including modular and standardized mechanical 
structure, electrical power, data, and software 
TacSat series of 
spacecraft 
Department of Defense Office 
of Force Transformation, Naval 
Research Laboratory, and Air 
Force Research Laboratory 
Focus on rapid development, launch and 
activation through modular spacecraft designs 
MR2 NASA Goddard Space Flight 
Center 
Modularity, reconfigurability, and rapid 
development 
TherMMS* Air Force Research Laboratory Thermal control for modular spacecraft 
* This project was one of the primary funding sources for this dissertation research. 
 
Research Focus 
The subject of this dissertation is research into the last major issue of spacecraft 
modular architecture – the modularization of the thermal control subsystem. Review of 
the literature indicates no in-depth study has been conducted to answer this critical need, 
and without addressing this need the coupling of thermal control across modules will 
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prevent the full implementation of modular architecture and the associated reductions in 
cost and development time. The fundamental question this dissertation addresses is: 
What is the most effective thermal control system for modular satellite 
architecture? 
On the surface this may not appear to be a significant issue, as thermal control 
systems have been in use for decades. Thermal management techniques are well 
developed, and technologies and implementations for thermal control of satellites are 
mature. However, the traditional methods for thermal control are not well adapted to a 
modular satellite, requiring a compromise of the modular architecture. The issue is 
illustrated by the following observations: 
1. Thermal control is an integrated and highly coupled system problem.  
2. Modular architecture requires decoupling of the internal module functions 
from functions external to the module, except through a clearly defined, 
modular interface. 
The coupling of the thermal control system is easily observed from the distributed 
heat sources within and without the satellite, conductive and radiative heat transfer 
between hot and cold portions of the system, and heat transfer into or out of the system. 
The energy balance with the surrounding environment is dependent on the system design 
as well as satellite pointing, orbital parameters, and other mission-specific parameters. 
Development of a modular interface and modular thermal architecture that accounts for 
all of these issues and allows effective thermal management of the satellite is needed to 
fully implement modular satellite architecture. 
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In addressing the fundamental question, “What is the most effective thermal 
control system for modular satellite architecture?” consideration must be given to aspects 
of modularity, thermal performance, and the ability to implement the final design 
solution. The evaluation of a modular thermal control system addresses each of these 
areas as follows: 
1. Modularity: measured by the level of functional independence, decoupled 
and standardized interfaces, and the flexibility to adapt to various 
configurations; 
2. Thermal performance: measured by the ability to maintain operational 
temperatures and temperature stability as equipment power and 
environmental heat loads vary; and 
3. Realizable implementation: meaning the technologies required for 
implementation are available or can be developed, the cost and time scales 
for implementation are within the range of current applications, and the 
resulting product performance is as good or better than existing 
applications. 
Current State of the Art in Spacecraft Thermal Control 
The role of the thermal control subsystem of a spacecraft is to maintain all 
components within acceptable temperature ranges. Component temperatures are a 
function of the energy balance of the spacecraft. Controlling the temperatures of 
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spacecraft components, and thereby maintaining acceptable temperatures, is an energy 
management process [1, 2, 26, 27].  
The thermal energy, or heat, that must be balanced within a spacecraft comes 
from both internal and external sources. Internal heat dissipation is almost entirely the 
result of electrical power converted to heat. Internal resistances, inefficiencies, and other 
losses eventually convert the electrical power into heat. There are several exceptions that 
a proper thermal analysis must account for, the most common of which is radio frequency 
(RF) energy from communications equipment that is broadcast into the environment. 
External, or environmental, sources of heat are primarily from the Sun and Earth [1, 2, 
26, 27]. 
Direct absorption of solar energy is typically the largest contributor of 
environmental heat. Solar energy has an average heat flux of 1367 W/m2 just outside the 
Earth’s atmosphere at the Earth’s mean distance from the Sun, and varies about +/-3.5% 
depending on the position of the Earth relative to the Sun. Sunlight is also reflected from 
the Earth and can be absorbed by the spacecraft. This reflected sunlight, or Albedo, is 
commonly expressed as a fraction of direct Sun energy and multiplied by a cosine factor 
as the reflected energy moves away from direct incidence. The average maximum 
fraction (i.e. when the angle of incidence is zero) is around 0.20 but can be as high as 
0.38 and as low as 0.09 depending on the properties of the Earth where the reflection 
occurs, as water, land, ice, and atmospheric absorption affect the magnitude. Long-wave 
infrared (LIR) heat is also emitted from the Earth itself. LIR heat flux can vary from as 
low as 164 W/m2 to as high as 285 W/m2, depending on the combined temperature, 
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emittance, and atmospheric properties of the portions of the Earth in view of the 
spacecraft [26]. 
Thermal control is achieved by balancing the sources of heat with the energy 
emitted by the spacecraft, rejecting heat into deep space. This balance can vary 
significantly with time because of changes in spacecraft orientation, in electrical power 
dissipation, and in environmental heating. One of the most significant changes in 
environmental heating is caused when a spacecraft enters eclipse and receives no direct 
solar heating or Albedo because of the shadowing of the Earth. Another is that spacecraft 
pointing causes different parts of the spacecraft to move in or out of view of the Earth 
and Sun, thereby changing the amount of heat absorbed from either source. For some 
spacecraft the on-board electrical power dissipation can vary dramatically as payload or 
other equipment configurations are changed. And finally, the spacecraft has variations in 
environment prior to reaching orbit, including assembly, testing, transportation, and 
launch environments [1, 2, 26, 27]. 
Traditionally thermal control is achieved using a combination of passive and 
active elements. The passive elements include insulation and special thermal control 
coatings that affect the solar absorptivity (primarily visible), LIR absorptivity, and 
spacecraft emissivity. Active elements include temperature measuring instrumentation 
and heater systems that prevent the spacecraft from cooling below lower temperature 
limits. Traditional thermal control architecture is often referred to as a cold-biased system 
with a heater safety net [2, 26].  
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Additional technologies are applied to improve thermal performance. The most 
common function that is enhanced is the transfer of heat from sources to sinks. High 
thermal conductivity technologies include heat pipes (HP), capillary pump loops (CPL), 
loop heat pipes (LHP), pumped fluid loops (PFL), and advanced materials with high 
thermal conductivity [26, 27]. 
The basic heat pipe, illustrated in Figure 1, transfers heat using a two phase fluid 
loop. The liquid is evaporated by absorbing heat. A slight pressure difference causes the 
vapor to flow to the cooler side where the vapor condenses. Liquid flows back through a 
capillary wick to the evaporator section, completing the loop. CPLs and LHPs are more 
advanced versions of this basic principle [26, 27]. 
 
 
Figure 1: Illustration of a standard heat pipe. 
 
Advanced CPLs and LHPs have been developed that can provide new 
functionality. The new functionality can include thermal diode or thermal switch 
capability, variability to adjust for different operating temperatures or heat loads, and the 
ability to operate a single loop with multiple heat sources and heat sinks [28, 29]. 
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New development efforts are pursuing technologies that can vary the emissivity 
of the outer surface of a spacecraft radiator. Three categories of variable emissivity 
technologies have been found in the literature. The first, and perhaps the most mature at 
this point, is an electrochromic film that uses a small voltage difference to change the 
properties of a specially formulated film [30, 31, 32]. The second is an electrostatic film 
that uses a charge to produce a slight gap between the film and the radiator to insulate the 
radiator, or to attract the film to the radiator to allow heat dissipation [30]. The final 
technology is the micro-electro-mechanical systems (MEMS) louver, which uses 
microminiaturized mechanical devices that operate like larger mechanically actuated 
louvers [30, 33]. 
High conductivity materials have also been developed to increase the ability to 
spread heat. Current technologies include special carbon fiber composites and pyrolytic 
graphite encapsulated in aluminum. These technologies can achieve a thermal 
conductance in excess of 700 W/m2-K [34, 35]. 
Shortcomings with the State of the Art 
The traditional approach to thermal control is proven, robust, highly optimized for 
each mission for which it is designed, and effective. The architecture is well adapted to 
spacecraft that are performance optimized. Advances in thermal control technologies 
continue to improve performance. As effective as the current state of the art is, there are 
significant, fundamental weaknesses when applied to modular spacecraft applications. 
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The traditional approach to thermal control results in a highly customized, 
integral, system-level design problem. The interfaces between the thermal control 
subsystem and other subsystems are highly coupled, resulting in complex thermal 
interactions and interfaces. Significant analysis must be completed at the system level to 
develop the thermal subsystem design. Once designed, the passive portion of the design 
is fixed, rather than adaptable. Radiator area, surface coatings, and insulation are not 
changeable on-orbit except with more advanced, and often less reliable, technologies. 
With a fixed radiator size the amount of heat rejected to space varies little for typical 
temperature ranges [27]. In addition, the fixed design is cold-biased to ensure positive 
control, as the heaters are only functional if the temperature is too low and have no effect 
if temperatures are too high.  
In addition to the technical shortcomings of the traditional approach, the highly 
customized design and the process required to generate, test, and validate the design are 
costly and time consuming. The customized solution requires extensive non-recurring 
engineering to design thermal control system and analyze all of the worst case scenarios 
possible during the lifetime of the spacecraft. 
Advanced technologies reduce the shortcomings of the traditional design. Louvers 
or variable emissivity coatings allow the magnitude of radiated heat to be varied to some 
extent [26]. Advanced heat pipes have switchable heat paths, variable performance, or 
diode-like functionality [26, 28, 29]. Although these technologies improve the 
capabilities of a traditional thermal control design, they are still used within the context 
14 
of traditional thermal control architecture, and therefore still prevent the full 
implementation of modular spacecraft architecture. 
The focus of industry appears to be on the advancement of technologies. Research 
into the fundamental changes that are required of the thermal control system appear to be 
absent from the literature. 
Approach to Modularizing Thermal Control 
Developing a modular thermal control subsystem requires some fundamental 
changes in the way heat is collected, transferred, stored, rejected to space, and controlled. 
Functional analysis, mapping of the interrelationships between functions, and the 
development of clear, decoupled interfaces is required to develop a modular system. 
Three key knowledge bases were used to develop an effective, modular thermal control 
subsystem. The first is product architecture theory, bringing to bear the principles of 
modularity and methods of analysis and evaluation. The cumulative knowledge of 
thermal control methods, thermal requirements, best practices, and thermal analysis 
provide the means to design an effective control system that will meet the needs of the 
spacecraft in the challenging and unforgiving environment of space. The final knowledge 
base used in the research is advanced technology, providing new capabilities that are 
necessary to satisfy the needs of a modular system. The approach to creating new thermal 
control architecture will be evaluated from an overall system perspective, which can be 
particularly important when higher thermal performance can be achieved only at the 
expense of other key systems. In short, the approach will take the best of architecture 
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theory, thermal control, and new technologies to provide a fully modular approach to 
thermal control that emphasizes the goals of the spacecraft as a system. 
As mentioned, modular architecture requires changes to the way thermal control 
is implemented on a spacecraft. The traditional method incorporates some principles that 
aid modularity, but as a whole the method is not conducive to a truly modular 
architecture. The traditional method of using centralized computer control of heaters, 
localized thermostatic control of heaters, or both is well adapted to modular systems. The 
use of distributed heater zones, which allow localized heating, is also useful for 
implementing modularity. The primary issue is the thermal coupling that results from 
heat transfer between areas.  
Thermal control is a system energy balance issue. Heat sources, which include 
heat dissipation from all of the dispersed electronics, heater power from any cold spots, 
and environmental heat loads from portions of the satellite in view of the Sun or Earth, 
must be balanced with heat sinks, or heat rejection by infrared radiation from radiator 
panels. If the heat sources are not balanced with the heat rejection sinks, the spacecraft 
will either warm up (sources > sinks) or cool down (sources < sinks). For a typical 
satellite, the variations in electrical power dissipation and environmental heat loading are 
the cause of all temperature fluctuations. Some satellites have the capability of varying 
heat rejection, such as through louvers that change the amount of energy radiated away. 
In traditional satellite implementations, the thermal energy balance is coupled. 
Thermal engineers evaluate thermal control from a system perspective in order to capture 
the effects that each section of the spacecraft has on the others. Heat is transferred within 
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the satellite by conduction through the structure or by infrared radiation. This coupling is 
the central issue with implementing thermal control in a modular way. 
A number of technologies have been developed or are under development that can 
reduce or eliminate some of the modularity issues of thermal control; however, no current 
studies have been identified that show how an effective modular thermal control system 
can be implemented or what technologies are needed for such an implementation. In 
addition, studies of modular satellites have either ignored the thermal control problem 
altogether or have proposed methods that will not meet typical component operating 
temperature ranges. 
Dissertation Outline 
This dissertation addresses the fundamental issues with modular thermal 
architecture through a thorough study of the issues, application of theory, and verification 
by analysis. Previous research is extended through this dissertation in these areas: 
1. A thorough understanding of the application of modularity to spacecraft is 
presented, with a case study to illustrate the principles. 
2. The principles of spacecraft thermal control are adapted to the specific 
needs of a modular spacecraft. 
3. New thermal architectures are developed that incorporate the principles of 
modular product architecture, with a modularity evaluation to assess how 
fully the principles of modularity are applied. 
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4. Analysis of the thermal control architectures, using detailed orbital 
simulations, provides thermal performance results for the architectures 
under a number of conditions. 
Chapter 2 provides a background in modularity principles, from a review of 
current literature, presenting a theoretical basis for understanding the issues, principles, 
and methodologies of modular architecture. This theoretical basis was used to develop a 
modular spacecraft to be used as a case study. This case study allowed application of the 
principles in such a way that additional understanding was gained into the driving issues 
of modularity as applied to spacecraft. 
The understanding of modular architecture is coupled with thermal control 
principles and technologies in Chapter 3 to develop a set of candidate thermal control 
architectures. The multiple thermal control architectures presented include varying 
degrees of modularity, as well as different strengths and weaknesses. These architectures 
comprise the set of candidate solutions. 
The on-orbit simulations, spacecraft designs, and methods that are used for 
evaluation of each of the developed architectures are discussed in Chapter 4. Results of 
modularity analysis, thermal performance analysis, and implementation requirements are 
presented in Chapter 5. Technologies required for implementation, whether those 
technologies are in existence or not, were determined as part of the implementation 
analysis in Chapter 5. Additional considerations, such as the complexity and risk 
associated with the candidate solutions, were also evaluated. This portion of the study 
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provided additional system-level insights into which candidate solutions are most 
promising for implementation into actual system designs.  
Evaluations of the modular performance and thermal performance of the thermal 
control architecture and the results and findings are presented in Chapter 6. Chapter 7 
provides conclusions drawn from the data with a summary of the key findings. 
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CHAPTER 2 
CONCEPTS OF MODULARITY 
The development of a thermal control system that supports modular satellite 
architecture requires an understanding of the fundamental principles of architecture in 
general and modular architecture specifically. This chapter presents these concepts, as 
well as how they apply to spacecraft. To further the understanding of modular 
architecture for spacecraft, a conceptual design was developed, providing direct insight 
into the issues, complexities, and trade space that must be addressed in modular satellite 
design. This understanding then provides the base from which a thermal control system 
was developed in the context of the implications at both the system and subsystem level. 
The Principles of Product Architecture 
Product architecture describes the way in which the functions of a manufactured 
product are divided into physical components. Ulrich [21] defines product architecture as 
the arrangement of functional elements, the mapping of those elements to physical 
components, and the defining of the interfaces between components. Because product 
architecture defines the way in which product functions, interfaces, and components are 
specified, the product architecture is the single largest factor in determining how flexible 
a product is to change and what attributes within the product can be optimized.  
Two principal types of architecture have been defined: integral and modular. An 
integral architecture has a complex relationship between function and physical 
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components, as illustrated in Figure 2, while a modular architecture tends toward a one-
to-one relationship, shown in Figure 3. Modular architecture has simplified and 
standardized interfaces, while integral architecture has complex relationships between 
components [21]. 
 
 
Figure 2: Integral architecture. 
 
Figure 3: Modular architecture. 
 
Integral architecture allows greater performance optimization, while sacrificing 
flexibility and standardization. The complex interfaces and interdependencies within an 
integral architecture also tend to increase the scope of each product change [23]. A 
modular architecture can be optimized for such areas as flexibility [21, 22], variety [23, 
36], standardization [37], and manufacturability [38]. The division of functional elements 
into modules tends to simplify interfaces and interdependencies, reducing the scope of 
each product change [21]. 
Lowest cost solutions for particular products could be of either architecture type, 
depending on the characteristics of the product. Integral architecture allows mass 
produced items to be optimized to reduce material or manufacturing costs, which is 
important for such products as disposable razors or pens. Modular architectures can 
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reduce costs by allowing standardization, reuse of existing designs, de-coupling of 
manufacturing and assembly processes, or ease of product modification. The automotive 
and computer industries takes advantage of modular architecture to allow multiple 
products to be developed using common parts, reducing development costs [21]. 
Significant research into modular architecture applied to general products has 
been completed by both academic researchers and industry. Modular architecture has 
been implemented in many industries, improving development cycles, reducing costs, or 
improving the product offering. The advantages and disadvantages of the various types of 
modular architecture, and the methods of implementation for these types were studied 
and applied. Table 2 provides an overview of the most current literature on modular 
product architecture. 
As indicated by the column labels in Table 2, the literature provides architecture 
definitions, details of implementation, criteria for selecting an architecture type, and 
criteria for evaluation of the architecture implementation. The literature provides insight 
into architecture theory that is common across product types. Multiple views and 
perspectives are provided for architecture selection, including architecture from the 
perspective of design, maintenance, product families, production, life cycles, supplier 
goals, and customer desires. 
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Fixson, 2001 [39] Three Perspectives on Modularity – A 
Literature Review of a Product Concept for 
Assembled Hardware Products 
X X x  
Fujita, 2002 [40] Product Variety Optimization Under Modular 
Architecture x   X 
Fujita et al., 1999 [41] Product Variety Deployment and Its 
Optimization Under Modular Architecture 
and Module Commonalization 
X x  X 
Gershenson et al., 1999 [42] Modular Product Design: A Life-Cycle View X   X 
He et al., 1997 [43] Design of Assembly Systems for Modular 
Products    X 
Jiao, 1998 [44] Design for Mass Customization by 
Developing Product Family Architecture X X X X 
Krishnan et al., 1999 [45] A Model-Based Approach for Planning and 
Developing a Family of Technology-Based 
Products 
   X 
Kota et al., 1998 [37] Managing Variety in Product Families 
Through Design for Commonality x X  X 
Lipson et al., 2001 [46] Promoting Modularity in Evolutionary Design    X 
McMannus et al., 2004 [47] New Methods for Rapid Architecture 
Selection and Conceptual Design  x  x 
Mikkola et al., 2003 [22] Managing Modularity of Product 
Architectures: Toward an Integrated Theory X   x 
Miller and Elgard, 1998 [48] Defining Modules, Modularity and 
Modularization: Evolution of the Concept in a 
Historical Perspective 
X X   
Muffatto and Roveda, 2000 
[49] 
Developing Product Platforms: Analysis of 
the Development Process X X x  
Muffatto and Roveda, 2002 
[50] 
Product Architecture and Platforms: A 
Conceptual Framework x x X x 
Pulkkinen et al., 1999 [38] Design for Configuration – Methodology for 
Product Family Development X x   
Robertson and Ulrich, 1998 
[36] 
Planning for Product Platforms X X   
Siddique and Rosen, 2001 
[51] 
Identifying Common Platform Architecture 
for a Set of Similar Products x   X 
Ulrich, 1995 [21] The Role of Product Architecture in the 
Manufacturing Firm X x x  
Ulrich et al., 1997 [52] Managing Product Variety: A Study of the 
Bicycle Industry  X   
Yu et al., 1999 [23] Product Architecture Definition Based Upon 
Customer Demands  X X x 
Note: “X” indicates significant discussion or focus, and “x” indicates some discussion 
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The selection of architecture for a new product must include evaluation of the 
importance of the various characteristics of that product. Ulrich [21] identifies five areas 
to consider: product change, product variety, component standardization, product 
performance, and product development management. These five areas are addressed 
further by discussing product portfolios and component modularity. 
Product Portfolios 
There are various methods for implementing changes and variety within a product 
architecture. Yu et al. [23] refer to these methods as the portfolio architecture, and 
divides the methods into fixed, adjustable, and platform categories. Fixed product 
portfolios allow only a single option for any particular feature within a group of products. 
Adjustable portfolios provide user-customized variations, while platform portfolios 
provide variation of features by allowing multiple options, usually through modularity. 
This modular platform architecture is the category of interest. 
Platform architecture is particularly well adapted to providing variation of the 
product as a whole, while maintaining a large portion of commonality within the product 
family. Robertson and Ulrich [36] note that differentiating attributes provide the 
distinctiveness that the customers desire, while commonality provides the cost savings 
that the supplier desires. A platform provides a core of basic functions upon which 
variants can be derived. Modularity is the key to providing this variation. 
24 
Component Modularity 
Modular architecture is one in which a one-to-one mapping of functional elements 
to distinct physical components exists. Gershenson et al. [42] specifies some of the key 
characteristics defining component modularity from a manufacturing perspective such as 
attribute independence, process independence, and process similarity. Ulrich [21] notes 
these characteristics: the extent to which functional elements are separated, the extent of 
interface coupling, and the type of modularity. These are overlapping descriptions of the 
independence and interdependence of modules as well as considerations of processes that 
will affect manufacturing, assembly, and testing. 
Modularity types, as defined by Ulrich [21] are slot, bus, and sectional, as shown 
in Figure 4. Modules with unique interfaces that cannot be interchanged characterize slot 
modularity. Bus modularity refers to modules that, through a standardized interface, each 
connect to a single, common core module. A single type of interface that is common to 
all modules and allows the modules to be interchangeable defines the final type of 
modularity: sectional modularity. 
 
Figure 4: Examples of integral and modular architectures from Ulrich [21]. 
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The mapping of functions to components can occur at a number of levels, from 
the top level architecture to subassemblies, components, and piece-parts. Types of 
architecture can vary at each level. In some cases an integral product of one supplier is a 
modular component within the product of another supplier. In addition, the use of 
standardized parts or components influences the architecture and modularity of an 
assembly [40].  
 
 
Figure 5: Architecture types can differ within an individual part at different hierarchy 
levels, as illustrated in this IDAN® self-stacking modular electronics unit from RTD 
Embedded Technologies, Inc. [53] 
 
Architecture Selection Methods 
A number of methods have been developed for evaluating the characteristics of a 
product and market to determine an appropriate architecture. A researchers have 
developed various mathematical approaches for selecting and analyzing product 
architecture [22, 23, 37, 40, 41, 42, 45, 47, 51]. Other methods evaluate the system 
characteristics from a system-level, qualitative perspective. The writings of a few 
researchers provide insight into the system-level trades, design factors, and market needs 
Sectional architecture at 
mechanical/electrical 
interface between modules –
enables expandability
Slot architecture at mechanical/electrical 
interface to/from module - for use of standard 
interfaces for peripherals
Integral architecture at card level 
– customized design to carry out 
function efficiently
Bus architecture at electrical interface 
between modules – best fit for 
electrical functionality
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that can drive architecture selection [36, 37, 38, 42]. This last method, using a system 
level evaluation of the needs of the product, has been used in the development of the 
conceptual design for the modular satellite used in this research. 
Modular Architecture in the Satellite Industry 
The next step in preparing for development of a modular thermal control system 
for a satellite is the understanding of the application of modular architecture to spacecraft. 
Modular architecture is different than traditional satellite architecture. Traditional 
satellites are driven by performance and cost, with mass as the single greatest 
performance driver [11, 54]. An integral architecture is often the best adapted for the 
traditional, customized, performance-driven satellite missions. Modular architecture, on 
the other hand, usually requires sacrifices through mass increases in exchange for 
reductions in schedule and cost, primarily through reuse of common designs and 
components. Fewer satellite missions have cost and schedule constraints as primary 
drivers over mass and performance constraints, but for these few missions modular 
architecture will generally be the best option. 
With the high unit cost of a satellite and the low volume, modular architecture has 
been implemented on only a small, although significant, portion of the satellite market. 
Within the area of missions that are more cost and schedule constrained, the application 
of the principles of product architecture in general and modular architecture specifically 
are readily seen in the satellite industry literature. A significant presence of modular 
architecture papers applied to satellites is found in the last decade, in close parallel to the 
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presence of modular architecture papers for the general manufacturing industry. The 
literature from the satellite industry, however, shows a common struggle with adapting 
principles that have been focused on mass produced and cost-driven products. A 
summary of the topics covered in relevant papers are shown in Table 3. 
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Aglietti et al., 1999 
[55] 
Development of the MiniSILTM structural design   X  
Caffrey et al., 1997 
[56] 
Developing Plug-and-Play Spacecraft Systems: NASA 
Goddard Space Flight Center’s (GSFC) Essential 
Services Node (ESN) 
   X 
Caffrey et al., 2002 
[57] 
The Strategic Issues with Implementing Open Avionics 
Platforms for Spacecraft X X  X 
Falkenhayn, 1988 
[58] 
Multimission Modular Spacecraft (MMS)   X  
Fronterhouse, 2005 
[13] 
Responsive Space Testbed – Top Level Overview  X x X 
Kingston, 2005 [59] Modular Architecture & Product Platform Concepts 
Applied to Multipurpose Small Spacecraft X X   
Leete, 2001 [60] Design for On-Orbit Spacecraft Servicing  X X  
Lyke, 2005 [24] AFRL Plug-and-Play Avionics  X  X 
Martin, 2005 [61] Modular Bus/TacSat-3  X   
Matricardi and 
Ripley, 2005 [62] 
Pros and Cons of Standard Interfaces for Small 
Satellites X    
McDermott and 
Goldstein, 2000 [63] 
The BitsyTM Spacecraft Kernel: Reducing Mission Cost 
with Modular Architecture and Miniature Technology    X 
Miller et al., 2002 
[64] 
SpaceFrame: Modular Spacecraft Building Blocks for 
Plug and Play Spacecraft   X  
Moynahan and 
Touhy, 1999 [65] 
Development of a Modular On-Orbit Serviceable 
Satellite Architecture X X   
Moynahan and 
Touhy, 2001 [66] 
Development of a Modular On-Orbit Serviceable 
Satellite Architecture X X   
Neri et al., 1996 [67] Key Technological Solutions Towards the SACI-I 
Microsatellite Design   X  
Parashar et al., 2000 
[54] 
Modular Architecture for Nanosatellites x x x  
Raab, 1990 [11] Modular Small Satellite Design for Responsive 
Tactical Applications X X x  
Reynerson, 1999 
[68] 
Spacecraft Modular Architecture Design for On-Orbit 
Servicing  X   
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Rogers et al., 2003 
[69] 
SCOUT: A Modular, Multi-Mission Spacecraft 
Architecture for High Capability Rapid Access to 
Space 
x x X  
Stephens, 1997 [70] A2100 Commercial Satellites Integrated Mechanical 
Analysis   X  
Underwood and 
Savignol, 2001 [71] 
SNAP-1: A Low Cost Modular COTS-Based Nano-
Satellite – Design, Construction, Launch and Early 
Operations Phase 
 x X  
Watzin, 1998 [72] SMEX-LITE – NASA’s Next Generation Small 
Explorer  x X  
Wertz and Dawson, 
1996 [12] 
What is the Price of Low Cost? X x   
Young, 2005 [73] Modular Platform Architecture for Small Satellites: 
Evaluating Applicability and Strategic Issues X X   
Note: “X” indicates significant discussion or focus, and “x” indicates some discussion 
 
The literature listed in Table 3 covers a relatively broad range of topics, although 
with a notable number that discusses specific examples of design implementation at the 
system or subsystem level. The driving forces and constraints are discussed, as well as 
the concepts used to guide implementation. The design examples are helpful in 
illustrating the approaches different groups have taken in developing modularity.  
Driving Forces and Concepts 
As mentioned earlier, the single greatest design driver in the satellite industry is 
spacecraft mass [11, 54]. The high cost of launch vehicles, and the difficulty of achieving 
and maintaining orbit, drives mass. Although current efforts are underway to reduce 
launch cost, that cost is likely to remain sufficiently high for most spacecraft to remain 
the driving force. Launch vehicle payload fairing volume and spacecraft electrical power 
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consumption are also significant design drivers [11]. These constraints and the low 
product production volume limit the applicability of modular architecture. 
A previous paper by the author in 2005 [73], based on the literature contained in 
the previous section, and a paper by Kingston [59] summarize the process and 
applicability of modular architecture concepts to the satellite industry. Kingston showed a 
significant level of commonality among functions required for satellites with a wide 
variety of missions. This commonality can be capitalized upon when mission objectives 
and manufacturing goals are appropriate, as shown in Table 4 and Table 5 adapted from 
the author’s 2005 paper [73]. 
 
Table 4: Supplier Goals vs. Architecture Type 
Supplier Goal Recommendation 
Push the technological envelope – develop new capabilities Integral 
Develop single low cost, high performance, custom system Integral 
Develop low cost, configurable system for family of missions Modular 
Increase profitability, reduce lead time and customer cost Modular 
 
 
Table 5: Mission Objectives vs. Architecture Type 
Mission Objectives Recommendation 
Maximize performance Integral 
Minimize size Integral 
Minimize cost for unique, custom mission, or for short term Integral 
Minimize long term cost for family of missions Modular 
Minimize lead time Modular 
 
The recommendations shown in these two tables illustrate an important 
characteristic of the aerospace industry. The recommended type of architecture used for a 
particular mission is dependent on the goals and objectives related to the specific supplier 
and mission. Not all spacecraft missions are adapted well to modular architecture. For 
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example, many spacecraft are performance driven. Spacecraft that must meet the highest 
possible mission performance, such as a high data throughput for communications 
satellites or high resolution imagery from an optical satellite, can achieve higher 
performance with a customized, integral architecture. Minimal cost for a single spacecraft 
is almost always achieved with the same customized, integral architecture. The 
advantages of modularity are achieved when multiple, similar products can be produced 
with a common set of modules, reducing costs and development time for the group of 
products. 
Spacecraft Architecture Options 
The architecture options available for spacecraft can be divided into three 
categories: traditional bus, “common” bus, and modular bus. The traditional bus is an 
integral architecture. The “common” bus brings some principles of modularity into the 
architecture, but not fully. The modular bus employs principles of modularity, although 
there still remain varying degrees of modularity within this category.  
The traditional satellite architecture is customized and locally optimized for a 
particular project. The development and implementation of traditional satellites, due to 
their customized nature, are time consuming and costly. Efforts to reduce the cost and 
time required to develop a customized satellite led to implementation of the “common” 
bus architecture. The common bus architecture is based on the reuse of common or 
standard components where applicable, with customization limited to only those areas 
that cannot be satisfied by the set of common components. Although the standard-bus 
architecture reduces non-recurring engineering and risk by using proven components and 
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reuse of much of the spacecraft structure design; it does not incorporate modularity or 
standardization except in localized areas. The modular architecture concepts developed 
by other industries can be applied to satellites to further evolve and improve the satellite 
design process. Figure 6 illustrates the design reusability of different architecture types.  
The promise of cost and schedule savings that previous studies have identified 
cannot be fully incorporated without addressing all of the interfaces between modules. 
Approaches have tended to focus on mechanical, electrical, or software interfaces without 
addressing all three of these interfaces together. The thermal interface appears to have 
been neglected altogether. 
 
Traditional Bus Common Bus Modular Bus 
• Customized mission 
• Customized design 
• Blend of COTS and 
custom components 
• Cannot reuse unless 
mission is identical 
• Very similar missions 
• Reuse of existing 
common elements, 
design, or rework of new 
elements 
• Limited flexibility 
• Low cost for follow-on 
units 
• Missions can be 
dissimilar, but within 
performance envelop 
• Higher initial cost 
• Highly flexible 
• Lowest follow-on cost for 
dissimilar missions 
• Eases technology 
insertion 
Figure 6: Description of satellite architecture options and illustration of the ability to re-
use the design for additional missions. 
 
Methods for developing low-cost satellite programs have been investigated by a 
number of authors. Wertz and Dawson [12] proposed that low-cost programs are 
characterized by these five attributes: 1) reliability is not sacrificed, 2) getting exactly 
Redesign
New
Mission A        Mission B Mission A        Mission B
Rework Reconfigure
Mission A        Mission B
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what you want is sacrificed, 3) optimal performance is sacrificed, 4) control and 
accountability is sacrificed, and 5) in the short term cost effectiveness is sacrificed. 
Reliability can only be assumed to not be sacrificed under the assumptions provided by 
Wertz and Dawson, namely, that lower-cost spacecraft are designed to be simpler and 
smaller, with higher margins, and fewer failure modes. The sacrifice of control and 
accountability is only needed for programs willing to sacrifice it for the sake of cost 
savings. The fifth attribute refers to the building up of the industry capability necessary to 
build the spacecraft in an efficient (low-cost) manner, which requires initial investment 
and capitalization. Developing a modular spacecraft will include at least the second, 
third, and last attribute, due to the nature of the design and development trade space. 
Modular spacecraft are likely to have higher reliabilities than traditional spacecraft if 
appropriate care is taken in the design because of the higher degree of commonality 
between successive missions. 
Modular Architecture Examples in the Satellite Industry 
Among non-traditional satellite designs, the “common bus” architecture is used 
more often, but modular platform architectures have been used in the satellite industry. 
Three categories of modular architecture appear in the literature: 1) modular shelf 
architecture, 2) thrust tube and modular equipment bay architecture, and 3) modular 
frame and panel architecture.  
The shelf architecture is used for the SCOUT spacecraft as shown in Figure 7 
[69], the SpaceFrame conceptual design [64], the Brazilian SACI-1 [67], and the core 
electronics sections for many of Surrey Satellite Technologies Limited (SSTL) satellite 
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designs, including the tiny SNAP nano-satellite [71]. This type of architecture is 
particularly well suited to designs with common form factors. These designs appear to be 
more strongly influenced by electrical engineering concepts, and usually have well-
defined electrical and mechanical interfaces between shelves. The removal of heat and 
the fixed interface (particularly where the shelf stack can only grow in one dimension) 
seem to be the greatest drawback for this architecture. Only the SNAP and SACI-1 
spacecraft have been built and launched (SACI-1 in 1999 and SNAP in 2000.) 
 
 
Figure 7: Shelf architecture in AeroAstro's SCOUT satellite platform [69, pg. 4]. 
 
The thrust tube and bay architecture is one regularly used for satellites. This 
architecture has a central cylinder along the thrust axis for the primary structure with 
equipment bays around the perimeter of the cylinder. Many satellites use the central 
portion of the cylinder for the propulsion system. The equipment bays can be modular in 
34 
nature or the entire assembly can be an integral module to which the payload and other 
equipment attach. The satellite designs for both NASA GSFC’s SMEX Lite, shown in 
Figure 8 [72], and the British MiniSIL, shown in Figure 9 [55], use this architecture. In 
both cases the modularity of the designs appears to be compromised by the level to which 
each bay is interdependent. The mechanical aspects of the modularity do not appear to be 
coupled with electrical modularity and the interface between modules is not clean. 
 
 
 
Figure 8: NASA GSFC SMEX-Lite platform modular satellite observatories [72, pg. 9]. 
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Figure 9: Interior of the MiniSIL satellite platform (left) [55, pg. 257] and MiniSIL in a 
launch stack below the primary payload (right) [55, pg. 256]. 
 
The final architecture type found in the literature is a frame and panel 
architecture. This architecture can be seen in SSTL’s SNAP-1 nano-satellite (which also 
uses stacked shelves) and the NASA GFSC Multimission Modular Spacecraft (MMS) 
design. MMS, shown in Figure 10 [60], was designed specifically to be modular, dividing 
the power, attitude control, and data handling functions into separate modular panels. 
These modular panels are attached to a triangular frame which includes the spacecraft 
and payload interfaces, and can include a propulsion module and power generation 
hardware (solar arrays). MMS was used for the Solar Maximum Mission (1980), Landsat 
4 and 5 (1982, 1984), the Upper Atmosphere Research Satellite (1991), and the Extreme 
Ultraviolet Explorer (1992). The modules were designed to be orbital replaceable units 
for some of these missions, allowing on-orbit servicing or replacement. The concept did 
not become the agency’s principal bus, as Falkenhayn [58] predicted it would be. Leete 
suggests the design was not competitive unless implemented on a mission with an on-
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orbit servicing capability, although only Solar Max was serviced by an on-orbit mission, 
which occurred in 1984. It is unclear from the papers the reason behind this, but it is 
suspected that the upgradability and adaptability of the design were not as great as 
initially thought. Politics and industry forces could also have played a role [60]. 
The SNAP-1 nano-satellite, shown in Figure 11 [71] uses a similar frame and 
panel architecture. This spacecraft incorporates some principles of modularity, primarily 
for the electronics, but it is unclear from the literature how modular the spacecraft really 
is. 
 
Figure 10: NASA GSFC Multimission Modular Spacecraft [60, pg. 9]. 
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Figure 11: SNAP-1 modular nano-satellite [71, pg. 5, left, pg. 2, right]. 
 
Stephens [70] presents an interesting and useful example of compromise between 
modularity principles and mission performance. His paper discusses the A2100 
spacecraft platform that follows the “common” bus approach. Modular portions of the 
spacecraft enable reduced costs and delivery schedules, while still maintaining a high 
level of performance typical of customized spacecraft. As a geosynchronous 
communications satellite, the A2100 bus works well within this architecture approach 
due to the similarity between missions. 
Other modular designs have been developed for on-orbit servicing missions. 
Reynerson [68] proposed such a design for a spacecraft with modules that could be 
replaced on-orbit to extend the serviceable life of the spacecraft. Reynerson suggested 
that the field serviceability of ground and air-based systems could be beneficially adapted 
to space-based systems. The Spacecraft Modular Architecture Design (SMAD) concept 
incorporated standardized data buses and on-orbit replaceable modularized component 
groups. A similar concept was proposed by Moynahan and Touhy [65, 66], although their 
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concept was focused heavily on replaceable avionics to improve reliability. They 
proposed two approaches: “remove and replace” or “plug and stay.” Both options were 
evaluated in some detail. A modular, stackable approach was used for the addition or 
replacement of functional modules. Modular electrical power and data bus concepts were 
included, but thermal modularity was accomplished by thermal isolation of each module. 
Additional modularity concepts have been discussed for other system aspects of 
the spacecraft. McDermott and Goldstein [63] have developed a concept for modular 
architecture where traditional divisions of subsystems are combined into a single core 
module, allowing the traditional spacecraft bus functions to be miniaturized. Matricardi 
and Ripley [62] analyzed the use of a standard payload interface, concluding the benefits 
are driven by the rate of use versus rate of component obsolescence and the 
disadvantages are based on the level of inflexibility in the design. Fronterhouse [13] 
investigated the use of a standardized component test bed and the advantages this would 
have in allowing modules to be tested in advance for compatibility with modular satellite 
architecture. Lyke [24] discusses the use of the computer industry’s “plug-and-play” 
approach to electrical and software interfaces for application in spacecraft avionics. This 
last paper provides significant advances in the modularity of the avionics components and 
the way in which they interface with each other and with software, a key enabler for 
modular architecture. These last three papers, Matricardi and Ripley [62], Fronterhouse 
[13], and Lyke [24] each support efforts at the AFRL Space Vehicles Directorate to 
develop modular spacecraft. The concepts from those papers are incorporated into a 
spacecraft design and development program presented by Martin [61]. This last paper 
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discusses in much more detail the way the program goals of “good enough” performance 
have been translated into an architectural approach, providing an excellent example, 
albeit at a high level. 
NASA GSFC has also addressed some of these more troublesome issues of 
modularity that satellites face, particularly the electronics interface and architecture. 
Their work with the Essential Services Node (ESN) addresses the desire for “plug-and-
play” capability for NASA applications. The ESN provides a standardized interface and 
support services between the data bus and individual or groups of components, as shown 
in Figure 12, thus enabling this aspect of the spacecraft to be modularized. The ability to 
remove a module and replace it with another module with minimal impact to the 
remaining modules, and the ability to self identify and automatically reconfigure are 
highly desirable attributes that the computer industry has developed for their “plug-and-
play” implementation. GSFC uses the ESN to provide these key capabilities, which then 
enables the implementation of a common electronics bus that each module can plug into.  
 
 
Figure 12: NASA GSFC modular Essential Services Node [56, pg. 2.1-30]. 
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Development of a Modular Satellite for Case Study 
Development of a conceptual satellite design as a case study provided essential 
insights into the issues, benefits, compromises, and trade space of a modular satellite 
design. The development of a modular satellite to be used as a case study for thermal 
management solutions served two primary purposes. The first is the application of 
modular architecture principles to satellites. Much can be learned from the design effort 
that cannot be learned effectively from literature alone. This effort, therefore, ensured a 
robust understanding of the issues and implementation options specific to modular 
architecture. Electrical, mechanical, software, and thermal interfaces were each addressed 
in this design effort. All of these interface types as well as the compromises and 
interactions between each type of interface must be included to develop a proper 
approach for thermal management. No designs found in the literature appear to address 
the full scope of modular architectures, either not fully following the principles of 
product architecture or not addressing all of the interfaces and functional coupling. 
The second purpose of the modular satellite design is to provide a platform in 
which the modular thermal management solutions can be implemented and evaluated. A 
detailed thermal modeling and analysis effort requires some basis to design around. A 
modular satellite design that has incorporated all of the key interfaces will provide a 
much better basis for thermal analysis than any existing modular design could. 
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Hierarchy Level of Modularity 
Modularity can be implemented at various levels within the system hierarchy. At 
a high level, the spacecraft bus, payload, and launch vehicle could be considered different 
modules. Subsystems could be modularized, creating a mid-level modular system. 
Modularity could also be implemented at a low level with the individual components. 
The hierarchy level determines to a large extent the level of flexibility and 
adaptability of the assembly. The higher the level of modularity the more integral each 
individual module can be, increasing the potential for higher performance and lower cost. 
The lower the level of modularity the higher the flexibility and adaptability of the 
assembly, allowing replacement of modules and adapting the functionality of the 
assembly. 
For spacecraft, the hierarchy level affects much more than the design. The 
analysis, assembly, and testing of the assembly can be significantly affected. The volume 
envelope, mass balance, and thermal power distribution affect the structural, thermal, and 
mass properties analyses. The module, or module group, break points determine what 
level the functional interfaces will be, affecting the assembly and testing efforts. 
A more detailed look at the way the modular hierarchy level applies to spacecraft 
was completed, and is summarized in Table 6. In the case of low level modularity, where 
any component can be placed in any location, the potential issues with component 
volume encroachment, mass balance, and thermal distribution are difficult to address 
prior to final component selection due to the large number of possible combinations. 
Tremendous flexibility is available; allowing component locations and types to be 
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swapped in any number of ways, but this flexibility creates too large a trade space for a 
system if it is intended to reduce cost and timelines by reuse of the analysis and testing as 
well as the design. On the other hand, a system that uses high level modularity allows 
only the replacement of the spacecraft bus or payload, without the ability to individualize 
either of those modules without redesign. This type of system could be reused with very 
low relative cost, but has very little flexibility. 
 
Table 6: Modularity Hierarchy Level Analysis 
Description Implications 
Top Level Modularity 
• Essentially a “common bus” 
architecture 
• Interfaces to the payload and launch 
vehicle are standardized 
• Spacecraft bus is interchangeable with 
other buses with the same interfaces 
• Each bus is essentially a unique, 
customized design with standardized 
interfaces 
• Cost savings are significant over traditional designs if 
the same bus can be reused because NRE is retired 
• Typically mission requirements differ enough that  an 
exact duplicate won’t satisfy the requirements 
• Limited by the capability envelope of the single 
spacecraft bus design 
• Assembly, integration and test (AI&T) for follow-on 
units follows the same processes used previously, and 
testing could be limited to workmanship acceptance 
tests, reducing the AI&T effort 
Mid Level Modularity 
• Typical level for a modular platform 
architecture 
• Subsystems, or at least discrete 
functionality, are divided into modules 
• The interfaces to the payload and 
launch vehicle are standardized 
• Module interfaces are standardized 
and interchangeable 
• Each module is essentially a unique, 
customized design with standardized 
interfaces 
• Initial NRE costs are higher to develop the spacecraft, 
but are recouped with lower cost follow-on units 
• Discrete functional modules allow a small set of options 
that can be adapted to mission requirements, but limits 
the scope of changes that must be analyzed and tested 
• Commonality between spacecraft configurations is high 
as well as configuration adaptability 
• Limited by the capability of the discrete sets of modules 
• AI&T can be simplified by doing “compatibility tests 
(qualifying a module for use with the system) prior to 
mission definition, limiting the mission AI&T to 
verification of the system and workmanship 
Low Level Modularity 
• Typical level for an open architecture 
modular system because any 
component that is compliant can be 
added to the “open” system 
• Components become modules 
• The interfaces to the components, 
payload, and launch vehicle are 
standardized 
• Each component is a unique design 
with standardized interfaces 
• Initial NRE costs are higher to develop the components 
• Costs for mission AI&T are reduced by completing 
compatibility testing at the component level, moving 
more of the testing to the early component level and less 
at the system level 
• Significant flexibility due to the ability to configure with 
any compliant component 
• Commonality between spacecraft configurations is not 
needed, just a common pool of components that are 
compliant 
• Limited by the capability of the discrete sets of modules 
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For this case study a compromise, at mid-level modularity, was found to provide 
very good flexibility while limiting the scope of changes to a manageable size. The 
hierarchy level is roughly the subsystem level, as illustrated in panel A of Figure 13. The 
other hierarchy levels are also shown in Figure 13 to illustrate the differences. 
 
 
B) Mid Level Modularity  
 
A) High Level Modularity  
 
C) Low Level Modularity 
Figure 13: Modularity can be implemented a various levels within the system hierarchy. 
 
Modularity Type 
The type, or types, of modular architecture is determined by the needs of the 
system. Each type have differing characteristics. The sectional type is characterized by an 
interface that is common to all modules, allowing any module to be attached to any other 
module. The bus type can be visualized as an infrastructure backbone to which each 
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module is attached, using a standardized interface that is common to each module. The 
bus provides key services to the modules, but does limit the configuration more than the 
sectional type that allows any module to attach to any other (vs. each module attaching to 
the bus). The final type is the sectional modular architecture. This type is characterized 
by independent interfaces for each module type, allowing only direct module 
replacements, rather than any module being able to replace another (e.g. as can be noted 
from Figure 4, a standard table leg interface will allow any compliant table leg to be 
attached, but a drawer cannot be placed where a table leg should be). 
A satellite requires interchangeable equipment bays. An infrastructure of data and 
power transfer, usually in the form of a wiring harness, is required. Potentially, heat 
transfer could be added to this list. It may also be desirable to create an expandable 
structure, allowing additional modules to be added if necessary, increase the scope of 
possible mission to which the system can be adapted. 
Many designs can be developed that would satisfy the needs of a spacecraft 
architecture. For the case study, a combination of bus and sectional architectures was 
used. The bus architecture provides the structural, data, and power infrastructure for the 
equipment bays, while the sectional architecture is used between groups of modules. 
Figure 14 illustrates an early conceptual layout of the architecture that was later used in 
the case study design. 
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Figure 14: This early conceptual layout entails equipment bays grouped four per segment 
(top view on left), with each group stackable (side view on right) between the launch 
vehicle interface and the payload. 
 
Platform Modular Breakdown 
The next task in developing a modular platform is the division of functional 
elements into modules. Developing a modular platform for satellites is made simpler 
because traditional divisions have predefined the basic building blocks for the subsystems 
of a satellite. Each major subsystem has developed personnel that are expert in each of 
these divisions, and suppliers have built the functional blocks and physical equipment 
around these divisions. The same compelling reasons for these traditional divisions apply 
to the platform modules, and were the basis for the platform design. The ways in which 
these subsystems are grouped and the interfaces between each subsystem are areas where 
significant improvement can be implemented. The basic subsystem divisions are shown 
in Figure 15. These basic divisions are then divided into individual modules and groups 
of modules. Groups of modules define the new modularized subsystems. 
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Figure 15: Basic subsystem divisions. 
 
Figure 16 shows the elements of an attitude determination and control system that 
is functionally independent. The use of a simple, modular, scalable processor dedicated to 
the attitude control system is not typical for satellites, but adds independence and 
improved functionality to the platform design. Using a dedicated processor greatly 
simplifies the interfaces between this subsystem and the others by reducing the interface 
to standardized commands and data.  
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Figure 16: Example of modular divisions using the attitude determination and control 
system. 
 
With a design such as that shown in Figure 16, the algorithms, other software, 
customized connections to the multitude of sensors, and customized commanding 
instructions can be contained within this group. Changes in the attitude control subsystem 
will have very limited effects on the rest of the spacecraft, if at all. The effects of 
incremental changes in technology (e.g. changing the star tracker or reaction wheels) can 
be contained within a single grouping of modules minimizing verification and 
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qualification testing of the modified hardware. By including the solar array gimbals, 
which require information from the attitude control subsystem to point the solar arrays at 
the sun, within the attitude control group, the interfaces to other functional blocks have 
been minimized and are limited to the simplest forms of interface (e.g. standardized 
commanding, telemetry, power, and mechanical interfaces). The amount of hardware in 
this grouping allows a complete spacecraft segment to be dedicated to this functional 
group. 
The next subsystem group with some functional commonality and modular 
interdependence was the Data Handling segment. The Data Handling segment includes 
data processing, commanding, telemetry, communications, and power management. This 
grouping allows multiple modules with interdependent functions and interfaces to be 
tested together as a unit prior to system level testing. 
The third platform segment was designed for the optional propulsion needs of the 
platform. This segment is made up of a propellant tank, structure, propellant plumbing, 
and thrusters. 
The final segments complete the satellite assembly, and include the Launch 
Interface, Payload, and Power Generation segments. The Launch Interface segment 
includes the bottom panel for the spacecraft, closing that end of the structure, the 
separation mechanism, and the electrical interface to the launch vehicle. The Power 
Generation segment includes the solar arrays and related hardware that attaches to the 
solar array drive gimbals in the Attitude Control subsystem. And finally, the Payload 
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subsystem contains the upper deck with electrical and mechanical interfaces to each 
payload. 
These divisions provide standardized interfaces and minimal interdependence. 
The design allows a reduction in non-recurring engineering, testing, and risk of 
undetected problems compared to traditional methods while maintaining a high level of 
configuration and modularity within each assembly. The modular hierarchy as described 
above is shown in Figure 17. 
The lowest hierarchy level shown in Figure 17 corresponds to individual modules. 
In the case of the attitude control and communications subsystems the equipment 
required exceeded the envelope of an individual module. These modules were divided 
along functional lines within the subsystem to maintain modularity.  
 
 
Figure 17: Modularity hierarchy. 
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The division of primary bus modules is well adapted to two main groups. The 
attitude control segment is one group, containing all the attitude control modules. The 
command and data handling segment is the other group, containing processing, 
communications, and power management modules. Each segment was designed to be 
something of a super module, with the segments on top of each other to form an 
expandable stack. This configuration improves the assembly, integration, and testing 
phases of a program by allowing parallel assembly of the segments. 
Modular Platform Design 
The next step in developing the conceptual design was transforming the module 
definitions into a physical layout and design. This conceptual design development was 
completed in conjunction with proposals and projects for the US Government. The 
architecture and design approach was developed by the author. Initial mechanical designs 
and design details were developed by the author, and then updated and finalized by 
mechanical designers at the Space Dynamics Laboratory (SDL). Subsystem details were 
developed by a team of engineers, including students, faculty, and professional engineers, 
as shown in Table 7. This team used design sessions for each design reference mission 
that the individual designs were based on and generated the non-modular baseline design. 
The principle result from these design sessions was a list of the components required to 
achieve each of the missions. The modularization of the design, the system of modules 
and the final module and spacecraft variant designs and configurations were completed 
by the author in consultation with the rest of the team. 
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Table 7: Modular Platform Design Team 
Team Member Responsibility 
Dr. Todd Mosher, USU faculty Program manager 
Quinn Young, SDL Team lead, systems engineering, 
thermal subsystem 
Jeff Kwong, USU graduate student Systems engineer and astrodynamics 
Morgan Davidson, SDL Attitude control and propulsion 
subsystems 
Robert Burt, SDL Command and data handling and 
power subsystems 
Matt Warner, USU graduate student Communications subsystem 
 
The overall dimensions were constrained to the standard Evolved Expendable 
Launch Vehicle (EELV) Secondary Payload Adapter (ESPA) payload envelope. This 
approach was taken to provide a framework for the design development. The ESPA 
allows up to 181 kg payloads, a spacecraft class that fits well with technology 
demonstration missions that could benefit from modular architecture. The standard ESPA 
envelope is 61 x 61 x 96 cm, with a 38 cm diameter bolt pattern for attachment to the 
launch vehicle. 
Over the course of the iterative design process, a layout plan was developed that 
met all of the needs of both the spacecraft design and modular architecture. The layout, 
shown on the left in Figure 18, was the basis of the final design shown on the right of the 
same figure. There is room for four modules, harnessing and other infrastructure, solar 
arrays, and thrusters. Thrusters are needed at the corners of the spacecraft, so the layout 
works well if the optional propulsion system is added. The interior space provides room 
for infrastructure as well as the attitude control shelf where attitude control processing, 
reaction wheels, and torque rods can be located, as required for each configuration. 
Reaction wheels and torque rods are preferred to be located in the center of the 
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spacecraft. Figure 19 shows the fully assembled version without the optional propulsion 
propulsions system or a payload. Descriptions of each module developed for this 
platform are provided in Table 8. The module groups, or segments, are shown in Figure 
20. 
 
 
Figure 18: Illustration of the planned layout (left) and final layout (right). 
 
 
Figure 19: External view of a complete satellite assembly (left) and a cutaway view 
showing internal equipment layout (right). 
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Table 8: Module Descriptions 
Module Description Image 
Frame Module 
 
This module provides the structure for the data handling 
subsystem and attitude control subsystem modules to mount 
to. The electrical harness and other infrastructure are also 
mounted to these frames. 
Propulsion Module 
 
The propulsion segment contains the structure plumbing and 
propellant tank required for including the propulsion system 
on the platform. The tank shown is capable of storing 32 kg of 
hydrazine propellant. 
Thruster Group 
Module 
 
This module includes four thrusters, two at the center offset 
from each other by 90 degrees and one at each end. With one 
of these modules at each corner notch of the platform, the 
satellite with have 16 thrusters. 
Launch Interface 
Module 
 
The launch interface deck contains the Lightband separation 
mechanism as well as a connector for electrical interfacing 
with the launch vehicle. 
Payload Interface 
Module 
 
The payload interface deck provides up to three electrical 
interfaces for payloads as well as thermal and mechanical 
interfacing. The payload may be mounted to this panel or a 
customized panel can be created to replace this panel, as 
required. 
Spacecraft 
Processor Module 
 
The spacecraft processor on this panel is the main command, 
telemetry, memory, and data processing unit for the 
spacecraft. 
Communications 
Module A 
(Transponder) 
 
This communications panel includes a SGLS transponder 
with encryption capability. The nominal RF output power is 5 
W. 
Communications 
Module B – without 
Power Amplifier 
 
This communications panel is a companion to the first 
communications panel, and directs the RF signal from the 
transponder or the input signal from the antennas using a 
diplexer. 
Communications 
Module B – with 
Power Amplifier 
 
This communications panel is a variant companion to the first 
communications panel, and includes an RF power amplifier as 
well as RF signal routing. The power amplifier allows the RF 
power to reach 15 W or greater. 
Power Management 
Module – 8.0 amp-
hour battery 
 
The Power Management Module includes power conditioning 
and power management electronics as well as the battery used 
for power storage. Input power from the solar arrays is routed 
directly to this module. This version of the module includes 
an 8.0 amp-hour lithium-ion battery. 
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Module Description Image 
Power Management 
Module – 3.6 amp-
hour battery 
 
The Power Management Module includes power conditioning 
and power management electronics as well as the battery used 
for power storage. Input power from the solar arrays is routed 
directly to this module. This version of the module includes a 
3.6 amp-hour lithium-ion battery. 
Attitude Control 
Shelf Module – 
with torque rods 
 
This module contains a processor for attitude control, 
allowing independence of the attitude control software and 
algorithms from other modules, three reaction wheels, three 
torque rods, and a GPS receiver. 
Attitude Control 
Shelf Module – 
without torque rods 
 
This module is identical to the previous module except for the 
removal of the torque rods. This module would be used with 
satellites that include a propulsion module. 
Attitude Control 
Panel A (Star 
Tracker) 
 
Attitude Control Panel A includes a low power, light-weight 
star tracker for primary attitude determination, and a wide 
angle sun sensor. 
Attitude Control 
Panel B (IMU and 
Magnetometer) 
 
Attitude Control Panel B includes a magnetometer, wide 
angle sun sensor, and inertial measurement unit. 
Solar Array Gimbal 
Panel 
 
Each solar array gimbal panel includes a solar array drive 
motor with slip rings, solar array deployment mechanism, 
wide angle sun sensor, and an electronics card for control of 
the motor, deployment mechanism, and power transfer. 
Solar Array 
Assembly – 100 W 
 
Each solar array assembly module has a 1-year EOL power 
generation capability of 107 W using two solar panels of 4 
strings each when normal to the sun. This assembly also 
includes a wide angle sun sensor. 
Solar Array 
Assembly – 150 W 
 
Each solar array assembly module has a 1-year EOL power 
generation capability of 161 W using three solar panels of 4 
strings each when normal to the sun. This assembly also 
includes a wide angle sun sensor. 
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Figure 20: Groups of modules. 
Electrical Interface 
A standardized backbone for data transfer and for power transfer has been 
implemented in the design. These backbones reduce the interdependence of subsystems 
and improve the modularity of the system. The data transfer backbone assumes a standard 
high-speed serial link. This serial link could use the common RS422/485 protocol, but is 
better adapted to the more advance protocols such as TCP/IP or USB. For this study it 
was not necessary to define the protocols, as any of these could be implemented within 
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the architecture presented. The protocols could be considered a modular portion of the 
assembly. With replacement of the harness adapters at each panel and the I/O cards in the 
processors, the system could easily switch from one protocol to another.  
The electrical backbone for the platform is assumed to include redundant lines for 
unregulated 28 V power. Other voltages, such as +15 V power and +/- 5 V that are 
commonly required, are derived from the unregulated power bus at the local module. The 
power management module requires a separate circuit to transfer power from the solar 
arrays (and locally from the batteries) to the module. This circuit could be contained 
within the electrical backbone, but would be more efficient as a separate harness that 
used the same routing locations and attachment fixtures used for the other backbones. 
Other harnessing is required for transferring RF signals to and from antennas as 
well as between the communications panels. Some payloads may require a high-speed 
interface to the main spacecraft processor. A high-speed data transfer line could easily be 
added using the same routing locations and attachment fixtures used for other harnessing. 
Installing the electrical harness in each frame, with connectors to each equipment 
bay module and between each segment allows the modules or segments to be separated 
without redesign of the harness. This is a key interface requirement for modular 
architecture. 
Mechanical Interface 
Simplifying and standardizing the mechanical interfaces reduces the number of 
drawings and handling fixtures as well as simplifying many of the processes the modules 
will go through (e.g. vibration testing, thermal vacuum testing, assembly). For this 
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platform design, the interfaces are standardized within each category. The equipment bay 
panels all have identical bolted interfaces to the frames. The frames have identical bolted 
interfaces to each other as well as to the launch vehicle interface and payload interface 
modules. 
The same standardization and part reduction methodology used for the structure 
in general has also been applied within the modules where possible. For example, the 
thruster mounting brackets and propellant line supports also have identical interfaces. 
Software Interface 
Software for the platform would be designed specifically for the modular 
architecture. The concept of drivers used in the computer industry is an example of the 
type of software architecture that could be implemented. Each module could have an 
associated driver that allows the software to identify, communicate with, and command 
each module. The harness adapters at each module can include module identification and 
configuration data that allows the processor to automatically configure, much like the 
plug and play capability in the computer industry. This capability would remove much of 
the reconfiguration effort required when different modules are relocated or replaced. 
Platform Variants 
Several variations in assembly configurations were developed to explore and 
illustrate the functionality of the modular platform. The variants were developed to 
support five different types of mission: communications, remote sensing, rendezvous and 
proximity operations, atmospheric science constellation, and technology demonstration, 
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as shown in Figure 21. Each of the platform variants was assembled from the 18 
individual modules described in Table 8. Table 9 provides a list of the modules, including 
quantity, used for each representative mission. Additional payload designs were 
developed for each mission as well. Power and mass requirements for each of the variants 
and their payloads are shown in Table 10 and Table 11, respectively. 
 
 
Figure 21: Platform variants. 
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Table 9: Platform Modules Used in Each Design Variant 
Platform Modules COMM 
REMOTE 
SENSING 
RENDEZ
VOUS SCIENCE TECH 
Data Handling Segment Structure √ √ √ √ √ 
Attitude Control Segment Structure √ √ √ √ √ 
Propulsion Segment   √   
Thruster Module   √x4   
Launch Interface Deck √ √ √ √ √ 
Payload Interface Deck √ √ √ √ √ 
Spacecraft Processor Panel √ √ √ √ √ 
Communications Panel A (Transponder) √ √ √ √ √ 
Communications Panel B – without Power 
Amplifier  √ √ √ √ 
Communications Panel B – with Power Amplifier √     
Power Management Panel – 8.0 amp-hr battery √  √   
Power Management Panel – 3.6 amp-hr battery  √  √ √ 
Attitude Control Shelf – with torque rods √ √  √ √ 
Attitude Control Shelf – without torque rods   √   
Attitude Control Panel A (Star Tracker) √ √ √ √ √ 
Attitude Control Panel B (IMU and 
Magnetometer) √ √ √ √ √ 
Solar Array Gimbal Panel √x2 √x2 √x2 √x2 √x2 
Solar Array Assembly – 100 W  √x2  √x2  
Solar Array Assembly – 150 W √x2  √x2  √x2 
 
Table 10: Power Summary for Each Platform Variant 
 
COMM 
REMOTE 
SENSING 
RENDEZ
VOUS SCIENCE TECH 
Spacecraft Component Power (W) 137.2 74.7 73.8 74.7 74.7 
Spacecraft Battery Recharge Power(W) 107.6 65.9 67.2 61.8 61.1 
Power Losses (W) 10.3 6.1 6.2 5.7 6.1 
Payload Power (W) 12.2 12.2 15.0 6.0 17.0 
Total Power Required (W) 267.3 158.9 162.2 148.2 158.9 
      
Largest Sun Angle for Power Generation 
Calculation (degrees) 
0 30 45 38.4 45 
Power Generation Capability (W) 322.8 186.4 228.3 168.7 228.3 
Power Generation Margin 21% 17% 41% 14% 44% 
      
Power Storage Capability (amp-hr) 8.0 3.6 8.0 3.6 3.6 
Power Storage Margin 50% 16% 152% 25% 10% 
 
Table 11: Mass Summary for Each Platform Variant 
 
COMM 
REMOTE 
SENSING 
RENDEZ
VOUS SCIENCE TECH 
Spacecraft Mass (kg) 63.9 56.9 122.3 56.9 61.7 
Payload Mass (kg) 5.0 5.0 10.0 5.0 6.9 
Total Mass (kg) 68.9 61.9 132.3 61.9 68.6 
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Differences and unique design details for each variant are described in the 
following sections.  
Communications Variant 
The communications variant uses a separate Communications Panel B design that 
incorporates a power amplifier to boost RF power. At 267 W, this variant requires the 
largest power generation capability of all the satellites, but is able to take advantage of 
the low solar inclination angle to produce the required power from two of the 3-panel 
solar array modules.  
Remote Sensing Variant  
The remote sensing variant design is similar to the communications variant. This 
spacecraft has a lower power requirement, at 159 W, allowing the use of the smaller 2-
panel solar array modules and the smaller 3.6 amp-hour battery module. The power 
amplifier used on the communications variant is also not required. 
Rendezvous Variant 
The largest and most unique of all the designs is the rendezvous variant. This 
variant has the same processing and communications modules as the remote sensing 
variant, but includes a large propulsion module and four of the thruster modules that are 
designed to attach at each corner. With the inclusion of propulsion capability, this variant 
does not require the torque rods used by other variants for de-saturation of the momentum 
wheels. Although the power consumption on the rendezvous variant is only slightly 
higher than that of the remote sensing variant, the larger 3-panel solar array module and 
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the larger 8.0 amp-hour battery module were selected to provide greater margin during 
maneuvers when the sun angle will result in lower power generation capability. 
Science Constellation Variant 
The science constellation variant is the smallest and simplest of all the designs. 
With only 148 W of required power, this spacecraft uses the smaller 2-panel solar array 
modules and the smaller 3.6 amp-hour battery module. The processing, communications, 
and attitude control modules exceed the performance requirements of this mission, but 
the use of the platform for this mission is expected to provide significant financial, 
schedule, and risk benefits over a unique satellite design. 
Technology Demonstration Variant 
The technology demonstration variant is identical to the remote sensing variant 
except that it uses the larger 3-panel solar array modules. The technology demonstration 
mission has a solar incidence angle that can vary from 0 to 45º (for inclinations greater 
than 45º, the spacecraft is rotated 90º about the velocity vector to minimize the solar 
incidence angle). For the worst case 45º incidence angle assumed for this design, the 
power generated from the 2-panel solar array modules is just below the amount required. 
The smaller solar array modules could be used if the satellite is placed in a higher or 
lower inclination orbit. Using one 2-panel solar array module and one 3-panel solar array 
module on the same spacecraft is an option, although this will cause a small imbalance of 
the torques on the spacecraft from atmospheric drag and solar flux. 
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Insights into Modularity Gained from Case Study Design 
The first purpose of the modular spacecraft case study was to gain insights into 
modularity from an actual design. This effort did provide additional insights that were not 
obvious from literature.  
It was found that developing module size constraints was difficult. Functional 
divisions translate into a variety of components and component sizes. Using the largest 
required size leads to wasted space, while selecting too small a size limits opportunity for 
future improvements. The division of the larger subsystem functional groups into 
multiple modules provided a good balance in size and functionality. 
Developing module variations for each of the designs required some thought, but 
using discrete breakpoints between required capabilities allowed the entire range of 
performance to be encompassed by a very limited set of alternative modules. In the end 
the differences between each of the variant spacecraft were not great. Power generation 
and storage options are required to match variations in electrical power consumption. The 
sensors and actuators required for the attitude control subsystem had some variation. 
Communications, processing, and other modules needed a few options as well, but with a 
total of 18 modules, the scope was well contained to a manageable level. This result was 
very promising, as it indicates that these mission types are well adapted to modular 
architecture, and that the associated reductions in NRE and schedule are realizable. 
The final design was found to be remarkably similar at the detailed level to other 
spacecraft. This should not have been too surprising, as the design was developed from 
experience with other spacecraft development efforts; however, this also showed that the 
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implementation of the design is possible with current capabilities and technologies. While 
the detailed design is very similar, the system architecture is profoundly different; in fact 
it should be considered an entirely different class of spacecraft. The spacecraft 
architecture allows reconfiguration and adaptation to new missions without redesign. 
Significant reductions in assembly, integration, and test efforts are possible as well as 
reductions in NRE for new missions. 
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CHAPTER 3 
MODULAR THERMAL CONTROL ARCHITECTURE 
Thermal Control Overview 
Thermal control is the management of spacecraft component temperatures 
through transfer of heat. Spacecraft components each have a discrete temperature range 
for which they have been tested and qualified to operate. Temperatures are typically 
divided into two ranges, functional and survival. Functional temperatures are those 
temperatures at which a component is tested and qualified to operate within all 
specifications and requirements. Survival temperatures are a broader range within which 
the components can survive, undamaged, when not operating. The thermal control 
subsystem’s role is to ensure those ranges are not exceeded. Typical functional and 
survival temperature ranges are shown in Table 12 [74]. The thermal control subsystem is 
required to maintain the allowable temperature ranges as equipment configurations vary 
and spacecraft power dissipations change, as environmental heat loads from the sun and 
earth vary, and as the spacecraft pointing and orientation changes. 
Some of the problems that can arise from lack of proper thermal control are 
catastrophic. Propellant lines can freeze, expand, crack, and spill fuel, creating a potential 
for explosion. Most materials expand and contract with temperature variations, causing 
stresses that can lead to fatigue cracks in welds or solder joints causing open circuits or 
structural failure [75]. 
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Table 12: Typical Temperature Ranges for Spacecraft Components [74, pg. 434] 
 
Component or Subsystem 
Operating 
Temperature Range 
(°C) 
Survival 
Temperature Range 
(°C) 
Digital electronics 0 to 50 -20 to 70 
Analog electronics 0 to 40 -20 to 70 
Batteries 10 to 20 0 to 35 
Infrared detectors -269 to -173 -269 to 35 
Solid-state particle detectors -35 to 0 -35 to 35 
Momentum wheels, motors, etc. 0 to 50 -20 to 70 
Solar panels -100 to 125 -100 to 125 
 
Other thermal issues are performance issues, such as the drift in precision 
timekeeping. Battery voltages and capacity can vary with temperature. Solar array 
voltages vary with temperature. Thermal expansion or contraction can cause 
misalignment of antennas or optics. Thermally induces stresses can lead to loss of 
thermal contact between heaters and their mount due to shearing. Electrical circuits can 
be temperature sensitive, leading to drift in performance as temperatures change [75]. 
Traditional thermal control is accomplished through a customized balance of 
energy inputs, or sources, and energy outputs, or sinks. Conduction is the primary method 
of transferring heat from components to radiators. Radiators transfer heat to the 
environment through thermal radiation. The thermal control system is typically made up 
of active and passive elements. Passive elements can include special surface finishes, 
multi-layer insulation (MLI), radiators, phase change materials, heat pipes, and shades. 
Active elements can include heaters, louvers, heat switches, pumped coolant, 
thermoelectric coolers, cryo-coolers, or spacecraft maneuvers used to change the energy 
balance. Traditional thermal control architecture is often referred to as the “cold-biased 
with heater safety net” approach. In this approach the spacecraft is designed to be on the 
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colder side of the temperature range, preventing overheating, with an active heater 
control system to prevent cooling below acceptable temperature ranges. 
Traditional methods for maintaining thermal control are very mature. Over the 
last half century of spaceflight, safe and reliable thermal control has been achieved and 
sound thermal engineering principles have been developed. A number of sources can be 
readily accessed to learn general thermal control principles, environmental parameters, 
modeling methods, and overviews of existing technology capabilities. These references 
include the “Spacecraft Thermal Control Handbook, Volume I: Fundamental 
Technologies” [26], “Space Mission Analysis and Design” [1], “Fundamentals of Space 
Systems” [2], and “Spacecraft Thermal Control” [27]. 
The Need for Thermal Control Subsystem Modularity 
A modular satellite design requires the thermal control subsystem to fulfill the 
same role in maintaining allowable temperature ranges as a traditional satellite design. A 
modular system, however, is required to incorporate modular principles and capabilities 
as well. 
The traditional thermal control approach has a number of shortcomings that 
prevent it from functioning well in a modular architecture. The two most significant 
shortcomings are the fixed design, and system-level functional coupling. The passive 
portions of a traditional design such as the radiator and MLI are fixed in the sense that 
once the design is in place, the radiator area and insulation cannot be changed. The active 
portions, such as heaters, can have some flexibility in the amount of heat that is 
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dissipated and at what temperature the heaters are activated. The design is also fixed in 
the sense that the heat rejection portion of the design, in a passive system, can only alter 
the amount of heat rejected by allowing the temperature to increase or decrease (heat 
rejection is proportional to the temperature raised to the fourth power). The dynamic 
range of the system is therefore limited by the amount of heater power available and the 
breadth of the allowable temperature range. This shortcoming affects the flexibility of the 
thermal control system, a characteristic that is essential to a modular system. 
The second major shortcoming is the level of thermal coupling between the 
system and subsystem. Thermal control is a system level thermal balance problem, and in 
a traditional design any change in the energy balance of the satellite will affect the overall 
system level energy balance. This is caused by heat flowing from warmer locations to 
cooler locations by way of conductive or radiative heat transfer. In a modular system this 
coupling between the thermal balances of individual modules is exactly what must be 
eliminated. 
Current State of the Art in Advanced Thermal Control 
The aerospace industry and government are investing in advanced thermal control 
capabilities. These efforts include development of advanced heat pipes for transferring 
heat, higher performance materials with better thermal conductivity, thermal mechanisms 
for thermal switches or thermal diodes, and variable surface property materials or 
devices. Advances are also taking place in the thermal analysis tools, providing higher 
fidelity simulations, better environmental heat load data, and other similar means of 
improving thermal analysis. 
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Several papers provide good top-level views of the thermal issues that must be 
addressed for modular thermal architecture. Williams and Palo [76] are the first of these, 
discussing thermal bus architecture for a modular satellite. Two sample spacecraft 
missions and associated heat loads are used to evaluate the chosen implementation. 
Several key technologies were incorporated into the design, including a form of thermal 
switch, deployable radiators, high conductivity materials, and a convection fluid loop. 
Williams also discusses three thermal control architectures: isothermal, isolated, and 
variable heat transfer.  
An intriguing structural architecture that was driven by an alternate approach to 
thermal control is presented by Wooldridge et al. [77]. The thermal architecture is a 
multi-evaporator loop heat pipe version of a thermal bus type of architecture. The design, 
although not specifically developed for modularity, provides a high degree of decoupling 
of the structure and thermal designs as well as a high degree of flexibility and scalability. 
Also included in this reference is a comparison of a traditional flight design to an 
equivalent design incorporating the described thermal approach. In addition to the 
architectural and thermal advantages of the design, there is an identified mass and power 
savings. 
Barton [78] presents a summary of a thermally isolative approach for a modular 
stack satellite design. Issues with the difference in design from a traditional design are 
identified. Although a backbone is used for the electrical network, the modules are 
thermally isolated as much as possible. A thermal spreader and concentric heat pipes are 
used to transfer heat from components to radiators and from solar heated hot sides to 
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shadowed cold sides. The design includes a large degree of decoupling of the thermal 
design from one module to another, within certain constraints. 
A central thermal bus design is discussed in conjunction with advanced loop heat 
pipes in Hoang and Ku [29]. The concept is to change the packaging to incorporate a 
more optimal and more advanced structure that serves as both a mounting surface and a 
thermal control surface. The structure includes an embedded thermal bus to transfer heat. 
The central thermal bus concept allows increases in performance and reductions in mass 
by approaching the architecture of the spacecraft in a different way. Hoang’s central 
thermal bus concept is a version of the thermal bus architecture described later in this 
chapter. This approach also has similarities to that described in Williams [76]. 
Petete and Ames [79] described the modular thermal control approach for the 
International Space Station (ISS). The approach incorporates a water fluid loop for 
internal module heat transfer, coupled by way of a heat exchanger to an ammonia 
external fluid loop. The external loop transports heat to deployable radiators with heat 
pipe spreaders. Fluid couplers are used at mechanical interfaces. 
Motivation for a New Thermal Control Approach 
Current advances, as summarized in the previous section, are increasing the 
capabilities of the thermal control system. The shortcomings in performance or capability 
of the traditional thermal control approach are not sufficient to justify departing from 
decades of understanding, risk reduction and methodology. Any change from the current 
approach runs a high risk of adding cost, adding mass, reducing reliability, increasing 
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complexity, or any number of other undesirable changes. The motivation for developing 
new thermal control architecture is ability to modularize the subsystem. 
Thermal Control Technologies 
Thermal control technologies are the tools used to control, move, and reject 
thermal energy. Advances in thermal control technologies have enabled higher 
performance or, in some cases, new capabilities. 
Technology Overview 
Thermal control technologies can be divided into four categories: control, heat 
transfer, heat rejection, and insulation. Control technologies include thermal switches that 
allow thermal paths to be switched on or off, heaters that can be turned on or off to add 
heat when needed, and thermal diodes that allow heat to move in only one direction. Heat 
transfer technologies provide means of moving heat from one location to another, and 
include heat pipes, capillary pump loops, loop heat pipes, pumped fluid loops, and high 
conductivity materials. Heat rejection technologies are used to transfer heat to the 
environment via thermal radiation. Heat rejection is dependent on the radiative surface 
properties of the materials. Optical solar reflectors, paints, electrochromatic coatings, 
electrostatic coatings, and mechanically or thermally actuated louvers are the types of 
technologies available for this function. Insulation provides a thermal boundary, 
preventing external heat from entering a spacecraft, preventing internal energy from 
leaving, or providing a boundary between areas that are not allowed to transfer heat from 
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one to another. Multi-layer insulation, aerogels, foams, and other low conductivity and 
low emissivity materials are used for insulation. 
Two papers by Swanson provide overviews of spacecraft thermal control and the 
technologies employed. They each address the state-of-the-art as well as technologies that 
are on the horizon. In the first of the two overview papers, Swanson states that “In 
general, high performance, low cost, low weight, and high reliability are the prime 
technology drivers” [30, pg. 3]. Given these constraints, two-phase fluid loops are 
considered the current state-of-the-art in heat transfer, and are unlikely to be unseated 
soon as the primary driver in heat transfer technology. The Swanson states that the 
lifetime constraints of mechanically pumped single-phase cooling systems limit the 
applicability of that technology to missions of short duration. In addressing future 
capabilities, the he suggests that emerging technologies will allow “adaptive, intelligent 
control of radiative emissions” [30, pg. 3] through variable emissive surfaces, integrated 
structures and thermal control concepts, thermal switches, multi-evaporator/multi-
condenser two-phase heat transport loops, MEMS based pumped cooling systems, and 
others. Swanson appears optimistic that advances in variable emissivity technologies will 
be soon available and provide significant improvements in performance, stating that 
“system studies have demonstrated that this technology is capable of savings in make-up 
heater power in excess of 90%, and/or weight savings of over 75%” [30, pg. 3]. Thermal 
switch technologies were also address by this author, indicating that wax actuated 
switches are under development with a target performance of 0.4 W/C, a switching ratio 
of 30, and a mass less than 120g.  
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In the second paper [80], additional insight is added from on-orbit experience 
with two-phase fluid loops, illustrating the learning curve necessary with these systems. 
This more in-depth overview of capillary pumped loop (CPL) and loop heat pipe (LHP) 
technology is helpful in understanding the strengths and weaknesses of these 
technologies. One area that the author indicates the technology will advance is the ability 
to couple multiple condensers and evaporators to provide a more flexible and more 
capable thermal control system.  
Thermal Control Technologies 
The ability to connect or disconnect a thermal pathway, between a heat source and 
a radiator for example, is a valuable function. A number of heat switch technologies have 
been developed, however the thermal performance or lifetime of such devices have been 
lower than desired. Thermal switches are typically not used except where there is no real 
choice. Thermal diodes have been developed as part of two-phase fluid loops, allowing 
the fluid transfer to flow in one direction. Heaters are very mature technology, with solid 
state switches with very high reliability. Recent developments in this technology area, 
providing increased performance or reliability, are described in the following paragraphs. 
A paraffin wax-actuated switch integrated into a switchable radiator panel is 
described by Burgan [81]. The switch has a 0.46 W/C maximum conductance and a 107:1 
conductance ratio (the ratio of open verses closed conductance values). The integral 
radiator is an 8.5” square panel of high conductivity composite material. The unit is 
intended for a modular thermal control system. Lifetime testing has been completed up to 
100,000 cycles on the actuator seals and over 60,000 cycles on the assembled unit. 
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Williams and Palo [82] described a thermal switch approach composed of a 
pressurized vessel and fan that can act as a forced air convection thermal switch. The 
flow rate of the design can be varied from the design-optimal 15 cubic feet per minute 
(CFM) to 40 CFM as required, resulting in convective heat transfer coefficient ranging 
from 572 to 1236 W/m2-K. 
Heat Transfer Technologies 
Transfer of heat from hot spots to the radiators, or from hot to cold spots within 
equipment panels, is a key function of the thermal control subsystem. This technology 
area has seen significant advances. The development of two-phase fluid loops that 
evaporate at the hot end, transfer heat rapidly as a vapor, condense at the cold end, and 
then transport fluid back provided significant improvements in the amount of heat that 
could be transported. More advanced two-phase fluid loops, in the form of capillary 
pump loops and loop heat pipes, provided greater flexibility in layout, increased 
capabilities, and some additional functionality, such as the thermal diode capability. 
Advances have continued with hybrid systems, multiple condensers, and multiple 
evaporators. Materials research has also enabled higher conductivity solids, which are 
useful in spreading heat or transferring heat in areas that two-phase fluid loops are not 
effective or are too expensive to implement. Recent advances in these technologies are 
discussed in the following paragraphs. 
Current advancements of CPL and LHP technologies are discussed in Hoang and 
Ku [29] and Habtour [28]. Hoang addresses the Advanced LHP, using a second CPL 
within the LHP to eliminate some of the weakness of an LHP while also providing some 
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flexibility in regulation of the system. The focus of Habtour’s paper is on multiple-
condenser, multiple-evaporator versions of LHPs, exploring the advantages and 
disadvantages of such systems and presenting test data from recent tests of a dual 
condenser, dual evaporator system.  
Banisaukas et al. [34] discussed advances in high thermal conductivity composite 
materials enclosed within aluminum to create a light-weight structure with effective 
combined conductivities of 500 W/m-K, while reducing the weight by 20% over a 
comparably sized 1100-series aluminum structure. Additional composite materials have 
been tested by Watts et al. [35]. This paper presents tested directional thermal 
conductivity at room temperature for a number of materials as well as thermal 
conductivity as a function of temperature. 
Heat Rejection Technologies 
Materials advances, particularly in the area of surface coatings, dominate the heat 
rejection technology area. Heat rejection requires a high IR emissivity, but may require 
low solar absorptivity for materials that are exposed to sunlight. Ever increasing 
performance, coupled with static charge dissipation, protection from atmospheric or solar 
wind particles, and increased robustness have all been made possible through materials 
advances. Additional capabilities, with even greater promise are on the verge of entering 
operational use. These include materials with variable surface properties. Variable 
surface properties allow thermal control at the radiating surface, a significant capability 
that will be discussed in more detail in later sections. 
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Discussions of efforts to develop electrochromatic radiator materials are covered 
by Paris et al. [31] and Chandrasekhar et al. [83]. The related papers discuss this 
emerging technology that is made up of electrically actuated, variable emissivity 
polymers that can be used on radiator surfaces to provide control of the heat transfer at 
the radiator surface. The papers list emissivity change performance of 0.55 between the 
“light” and “dark” states, with an emissivity range tailorable within 0.15 and 0.85. The 
solar absorptance is less than 0.29, and at 0.8 to 1.6 kg/m^2 the material is light weight. 
The technology does require some steady state power, at a level of 40*10-6 W/cm^2, as 
well as the capability to support peak power transients of about 4 mW/cm^2 for less than 
30 seconds. 
Osiander et al. [33] discussed a related technology: the MEMS shutter variable 
emittance radiator. This technology provides an emissivity change by physically rotating 
a high or low emissivity surface in or out of view, creating a shuttering mechanism with 
MEMS technology. An emissivity variation of 0.3 has been achieved, but has been 
limited to a surface fill fraction of 0.4 due to the supporting structure and mechanism. 
Insulation Technologies 
Spacecraft insulation is dominated by multi-layer insulation, a series of thin, 
reflective films and insulating mesh that prevents both radiative and conductive heat 
transfer. MLI is very light-weight, and very effective; however, the material is fragile, 
relatively costly, and very labor intensive to fabricate and install. Advances in the area of 
insulations are primarily in the use of aerogels. A single layer of aerogel will have similar 
insulative performance to MLI, with a similar weight, but significantly greater handling 
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and strength capabilities. Aerogels are very low density and very low thermal 
conductivity materials that are also very strong [84]. 
Thermal Management Architectures 
The development of new thermal management architectures relied on three bodies 
of knowledge: thermal understanding from decades of thermal control experience in the 
aerospace industry, new technologies that provide new capabilities, and product 
architecture theory, as shown in Figure 22.  
 
 
Figure 22: Three knowledge bases were combined in the development of new thermal 
control architectures. 
 
Research into each of these three areas was used to develop new thermal 
architectures. Each of the new architectures, and a traditional approach that is used as a 
control sample, were analyzed and later modeled to determine for a modular spacecraft 
which was the best fit. From the decades of experience the aerospace industry has 
developing and operating thermal control systems the research added understanding of 
the mission, thermal environments, and methods for building, testing, and operating 
thermal control systems. Research into new technologies introduced advanced heat pipes, 
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thermal switches, and variable surface property technologies that can be used in modular 
designs. From product architecture theory came the understanding and methodology for 
implementing modularity principles, including interface de-coupling, functional 
independence, and standardization. 
The method for developing new thermal control architecture is taken from the 
product architecture literature. It included functional mapping, mapping of those 
functions to components, and then developing the modules and modular framework. 
Functional mapping, shown in Figure 23, is relatively simple for the thermal control 
subsystem. Five functions are identified within the subsystem if thermal control inputs 
are assumed to be external (i.e. commands and software are part of another subsystem), 
which is typical of spacecraft. These functions are heat storage, heat transport, 
temperature sensing, heat rejection, and thermal balance modulation. This last item is the 
method by which control is implemented. 
 
Figure 23: Functional mapping shows interactions between the various thermal functions 
as well as with external interfaces. 
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For a modular system it is desired to have a one-to-one mapping of functions to 
components. The theoretical mapping, shown in Figure 24, lists typical components that 
can accomplish each of the functions listed. Implementation of these components 
generally is not as clean in actual programs, with functions and components having 
additional interactions that can complicate the implementation, if principles of modularity 
are not followed, as shown in Figure 25. Using principles of modularity, careful 
restructuring of the functions and components eliminates much of the problem, as 
illustrated in Figure 26. 
The issues necessary to address in the development of modular thermal control 
are the ability to decouple the subsystems from the system, simplify the thermal 
interfaces, and eliminate the need for customized design that is typical of traditional 
approaches. The most difficult of these issues is the decoupling. Spacecraft are highly 
coupled thermal energy balance systems. A comparison of a traditional design and a 
modular design is illustrated in Figure 27. Radiative and conductive heat transfer creates 
significant coupling between modules. Regulation of the energy balance and transport of 
heat from sources to sinks is complicated, having both a direct path through the outer 
panel to the radiator surface as well as additional paths through the radiative and 
conductive paths to other modules. This complicated coupling is one of the principal 
drivers in the time consuming effort of thermal analysis of the system. The modular 
approach has separated the functions in such a way that the system is much, much 
simpler to analyze.  
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Figure 24: The desired mapping of functions to components is one-to-one relationship. 
 
 
 
Figure 25: If principles of modularity are not followed, actual mapping can be 
complicated. 
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Figure 26: Using principles of modularity, the mapping was simplified and improved. 
 
 
Traditional Approach Modular Approach 
 
Figure 27: Schematic representation of a traditional and modular approach to thermal 
control, showing interactions within and between modules as well as interactions with the 
environment.  
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Additional details of the functional separation are shown in Figure 28. The 
colored areas represent different functions of the thermal subsystem. The energy balance 
modulation function is the only one that is not cleanly separated; however, this is only 
because all options for control of the energy balance are shown. The inclusion of heaters 
in the equipment modules is not necessary. The heat storage function illustrates the 
interaction that would be possible if a phase change material were used to augment the 
existing thermal mass. The more simplified system developed during this research is 
shown in Figure 29. 
 
 
Figure 28: Thermal functions are separated and labeled showing how each function can 
be independent of the others if the thermal balance adjustment function and heat rejection 
functions are combined and located at the radiator (eliminate the internal heaters). 
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Figure 29: Simplified thermal control architecture with heat rejection and thermal balance 
modulation combined and heat generation and heat storage combined. 
 
The next step in the architecture development process was to transfer the 
understanding from the architecture development process into architecture 
implementations. A number of different approaches were investigated, including those 
that did not have a full modular design. These approaches provided insight into how 
much thermal performance and modularity can be achieve with partial implementations. 
Of the seven architectures, all but two were implemented into the orbital thermal 
simulation models. The simple thermal network and duel bus network were not modeled. 
The design of these last two architectures provide no real advantages for the applications 
investigated in this research, and add some complexity. They may prove useful for more 
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complex spacecraft. The next sections describe the five modeled architectures as well as 
the two more complex architectures that were not modeled. 
Traditional Architecture  
In this architecture, each module is conductively linked and independently 
controlled by heaters, as shown in Figure 30. There is no dedicated system-level thermal 
control infrastructure. Each equipment module dissipates heat from its own radiator, 
which is the external portion of each module. Thermal conductivity through the structure 
and bolted joints, as well as internal radiative heat transfer, provide thermal coupling 
between modules.  
 
 
Figure 30: Schematic of a traditional thermal control architecture. 
 
Advanced Traditional Architecture 
Similar to the traditional architecture, this approach varies only by the addition of 
temperature control at the radiator, as illustrated in Figure 31. The emissivity or area is 
allowed to vary to control the temperature of each module, while a heater provides a 
backup capability. Each module is conductively linked and independently controlled in 
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the same manner as the traditional architecture. There is no dedicated system-level 
thermal control infrastructure.  
 
 
Figure 31: Schematic of an advanced traditional thermal control architecture. 
 
Thermally Isolated Architecture 
The simplest implementation of modular thermal control is to thermally isolate 
each module from the others, as shown in Figure 32. Each module handles all thermal 
control independently. The modules are insulated from each other to eliminate thermal 
coupling.  
 
 
Figure 32: Schematic of a thermally isolated thermal control architecture. 
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Traditional Thermal Bus Architecture 
The first of the more advanced thermal control architectures, the traditional 
thermal bus approach provides a high thermal conductivity link, such as a heat pipe or 
fluid loop, between each module and the radiator, as shown in Figure 33. This thermal 
bus provides heat transfer to balance the temperatures across the entire spacecraft. The 
thermal bus results in a nearly isothermal spacecraft. This architecture follows a 
traditional satellite approach and does not result in a fully modular design, only a partial 
implementation. Each module radiates from its own radiator in the same way used for the 
traditional approach. Temperature control is provided through modulation of radiator 
emissivity or area, with backup heaters within each module. 
 
 
Figure 33: Schematic of a traditional thermal bus thermal control architecture. 
 
Modularized Thermal Bus Architecture 
The modularized thermal bus, shown in Figure 34, incorporates the full scope of 
modularity principles defined earlier. The radiators are moved from the modules and 
included as a separate component with thermal connection only to the thermal bus. The 
thermal bus links each module as well as the external radiators. Temperature control is by 
variation of the radiator emissivity or area, with a centralized heater backup. 
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Figure 34: Schematic of a modularized thermal bus thermal control architecture. 
 
Simple Thermal Network Architecture 
The simple thermal network, illustrated in Figure 35, is an extension of the 
concepts of the modularized thermal bus. The cooling and heating functions are separated 
into two separate thermal networks, providing the simplest functional separation 
achievable within the architectures studied. The cooling bus connects the radiators and 
modules. The heating bus connects the centralized heater to each module. Temperatures 
of each thermal bus is tightly controlled either by variation of the radiator emissivity or 
area (cooling bus), or with a centralized heater. Temperatures of the modules are 
controlled by connecting to either the heating or cooling bus, as required to adjust the 
module temperature. 
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Figure 35: Schematic of a simple thermal network thermal control architecture. 
 
Dual Bus Network Architecture 
The dual bus network, shown in Figure 36, is a redundant version of the 
modularized thermal bus with the addition of switches between the modules and the 
thermal buses. This approach can be implemented with full redundancy, including the 
radiator, or with a split radiator area with separate operational temperature ranges. In the 
later case, connectivity to the each thermal bus is based on what temperature range is 
desired. This could be useful for spacecraft with large variation in operational 
temperature ranges, or with large groups of components that are periodically switched 
from operational to survival modes. 
 
 
Figure 36: Schematic of a dual bus network thermal control architecture. 
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Advanced Control Methods 
The cold-biased, heater safety net approach to thermal control has been a low risk, 
effective method for thermal control for many years. With the new architectures 
developed, this approach warrants a new look at methods of thermal control. Advanced 
technologies and the layout of new thermal control architectures enable additional means 
of controlling the thermal balance of the spacecraft. 
The investigation into new control methods is based on the fundamental equation 
that governs the thermal problem, the energy balance equation: 
 ܧ௜௡ െ ܧ௢௨௧ ൌ ܧ௦௧௢௥௘ௗ (3.1) 
where ܧ௜௡ is the energy entering the system (the spacecraft), ܧ௢௨௧ is the energy leaving 
the system, and ܧ௦௧௢௥௘ௗ is the energy stored in the system. This general equation can be 
written more specifically for this application in the form: 
 ܧ௘௡௩ ൅ ܧ௘௫௧.  ௥௔ௗ௜௔௧௜௢௡ ൅  ܧ௜௡௧.  ௥௔ௗ௜௔௧௜௢௡ ൅ ܧ௖௢௡ௗ ൅  ܧ௘௟௘௖ ൌ ܧ௦௧௢௥௘ௗ (3.2) 
where: 
 ܧ௘௡௩   = Environmental heat load from Sun and Earth 
 ܧ௘௫௧.  ௥௔ௗ௜௔௧௜௢௡  = Heat radiated to the environment from the spacecraft 
 ܧ௜௡௧.  ௥௔ௗ௜௔௧௜௢௡  = Net radiative heat transfer between internal components 
 ܧ௖௢௡ௗ   = Net conductive heat transfer between components 
 ܧ௘௟௘௖   = Heat dissipated from electrical components 
 ܧ௦௧௢௥௘ௗ  = Heat stored 
 
The environmental heat load is a function of the solar absorptivity, α;  infrared 
emissivity, ε; and the incident area, A; as follows: 
 ܧ௘௡௩ ൌ ߙܣܳ௦௨௡ ൅ ߙܣܳ௔௟௕௘ௗ௢ ൅ ߝܣܳ௘௔௥௧௛௦௛௜௡௘. (3.3) 
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Heat lost through external radiation to space is a function of the area; infrared 
emissivity; the view factor to space, Fij; and the temperature of the radiating surface, Ti, 
as shown in equation 3.4: 
 ܧ௘௫௧.௥௔ௗ௜௔௧௜௢௡ ൌ ܣߝܨ௜௝ߪ ௜ܶସ, (3.4) 
where σ is the Steffan-Boltzmann constant, i is the surface radiating and j is the surface 
absorbing the radiation, which in this case is space. Internal radiation is similar, with the 
net radiative heat transfer a function of the difference in emitted and absorbed radiation 
between the two surfaces (surface i and surface j): 
 ܧ௜௡௧.௥௔ௗ௜௔௧௜௢௡ ൌ ܣߝܨ௜௝ߪሺ ௜ܶସ െ ௝ܶସሻ. (3.5) 
Conductive heat transfer between internal components is described by this 
equation: 
 ܧ௖௢௡ௗ ൌ
௞஺
௟
∆ܶ (3.6) 
where k is the thermal conductivity of the material, A is the cross-sectional area through 
which heat is transferred, and l is the distance over which the heat travels. 
The electrical power dissipation can include additional power, Qheater, specifically 
for adding heat. This is the most common method for controlling temperature. 
The energy stored in the mass of the spacecraft is a function of the mass, m, the thermal 
capacitance of the material, Cp, and the time derivative of the temperature, dT/dt: 
 ܧ௦௧௢௥௘ௗ ൌ ݉ܥ௣
ௗ்
ௗ௧
 (3.7) 
For thermal control, or the control of the temperature, T, the independent 
variables that can be used for control are the solar absorptivity, thermal capacitance, 
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conductive heat transfer, electrical power, and radiated heat. These options are 
summarized in Table 13. 
 
Table 13: Evaluation of Methods for Controlling Spacecraft Temperatures 
Control Type Control Parameter Effect 
Control 
Capability 
Vary solar heat input α Only affects solar load, no control in eclipse Partial control 
Vary thermal 
capacitance 
mCp Affects rate of change or for phase change 
material provides temporary halt of 
temperature change 
Partial control or 
augment to control 
Vary heat distribution Network Smooth heat distribution but does not 
change system energy balance 
Partial control 
Vary electrical power Qheater Effective control, but can require significant 
power to compensate for loss in internal or 
external heat load, and must oversize 
radiator to ensure control (cold bias) 
Effective control, 
resource intensive 
Vary radiated heat A or ε Effective control, direct control without 
requiring power inputs 
Effective control, 
conserves resources 
 
There is sufficient energy dissipated within a typical spacecraft to maintain 
operational or survival temperatures if the heat loss to space can be limited. Elimination 
of the large heat loss of a fixed radiator design improves the thermal performance without 
additional power. It is likely that such a system will require additional mass or 
complexity, but with the potential of significant power savings and improved thermal 
control. 
The advantages of varying energy output, rather than energy input, begs the 
question of why such a system is not the predominant thermal control method for current 
satellites. The answer to this question is that technology capabilities needed to implement 
this type of control system have been very limited in the past. Development efforts 
currently underway are providing the technological capability necessary for such a 
system.  
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The use of louvers on spacecraft such as Landsat allows variations in effective 
emissivity from approximately 0.1 to 0.6 [26]. This dynamic range is helpful, but because 
the radiating area is limited the dynamic range of the entire thermal control system is not 
sufficient for effective thermal control for most applications. These mechanical louvers 
are often inherently less reliable than a solid state system, such as a film coating.  
Current development of electrochromatic films shows that emissivity ranges from 
0.1 to 0.9 can be achieved. This level of emissivity variation, coupled with a higher fill 
fraction of the radiator area, provides sufficient performance and dynamic range for 
effective thermal control [85]. 
With higher performance capabilities available from new technologies, the 
aerospace industry is perhaps just hitting the beginning of the technology curve that will 
drive changes. The ability to maintain allowable temperatures, or to produce very stable 
temperatures, by controlling external heat loss could result in profound design changes in 
spacecraft thermal control, for both modular and traditional architecture. For most 
spacecraft, heater power is a major driver in the energy consumption during eclipse, and 
therefore a major driver of battery size. Batteries are very heavy and costly, and therefore 
have a large impact on spacecraft mass and cost budgets. Battery recharging is also a 
major power user when in sunlight, affecting the size of the solar array. Reduction or 
elimination of eclipse heater power can therefore affect each of the major design budgets: 
cost, mass, and power. 
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CHAPTER 4 
ANALYSIS AND EVALUATION 
The analysis and evaluation of candidate modular thermal control architectures 
was completed using detailed on-orbit thermal simulations of various orbits, spacecraft 
designs, and other parameters to explore the trade space and determine the optimum 
architecture. Three different spacecraft architectures were simulated to evaluate the 
effects the spacecraft architecture and thermal control architecture have on each other. 
Three different spacecraft power levels and three different orbits were used to envelope 
the trade space. Details of the analysis approach and analysis methods are provided in the 
following sections. 
Defining “Most Effective” 
In determining the most effective thermal control architecture for modular 
spacecraft, it is necessary to define what constitutes “most effective.” The three areas that 
have been identified for evaluation of such architectures are modularity, thermal 
performance and realizable implementation.  
The most effective modular architecture is one which has implemented the 
principles of modularity, including functional independence, decoupled and standardized 
interfaces, and the flexibility to adapt to various configurations, while minimizing the 
effects of the rest of the system. This can be determined by evaluating the system effects 
of various changes to a modular system. 
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The most effective thermal performance is one with minimal temperature 
variation within a system at any given time as well as a minimal temperature excursion 
over time. Optimal thermal performance would have no variation in temperature across 
the spacecraft at any time, which would require sufficient control authority across the 
spacecraft to control the temperature. Optimal thermal performance would be difficult to 
implement without significant impact to the rest of the spacecraft systems, which leads to 
the final criteria of most effective. 
A perfectly modular system that also has optimal thermal performance, but cannot 
be implemented in an actual system, has only academic value. To be effective, the 
thermal control architecture must be able to be manufactured, assembled, tested, and 
operated on actual spacecraft. This requires compromise of individual systems to enable 
the system to be optimized within such constraints as limited funding, schedule, mass, 
and power. 
Analysis Approach 
Evaluation of thermal control architectures requires a look at the effects of the 
environment, equipment heat loads, orbital parameters, spacecraft pointing, and a number 
of other factors. Much of the thermal performance can be simulated with relatively 
simple mathematical relationships that are also well suited to optimization analysis. 
Several factors that are critical to thermal performance are not well suited to such 
analysis. These factors include the cycling of temperature controlled heaters, radiative 
heat transfer that requires significant processing capability, and environmental heat loads 
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that are reflected off of spacecraft surfaces. Simplified mathematical representations of 
the complex interactions with the environment are poor thermal tools. For these reasons 
the approach to analysis of the thermal control architectures was to develop high fidelity 
thermal models of the spacecraft using tools developed by the aerospace industry 
specifically for spacecraft thermal analysis. These tools have the ability to model orbits, 
solar and earth heat loads, specular and diffuse radiative thermal interchange through 
Monte Carlo ray trace algorithms, and other important thermal details. 
Thermal simulations using high fidelity simulations of on-orbit conditions are the 
norm for real-world spacecraft thermal analysis, and have been proven to provide 
excellent agreement with actual on-orbit conditions when analysis is performed properly 
by trained engineers. These simulations are not well adapted to optimization or search 
algorithms, due to the non-linear nature of some interactions and step nature of others. To 
allow investigation of the trade space and identification of the optimal solution, a broad 
search of the trade space was necessary. The analysis was completed using a range of 
configurations and assumptions that envelope this large trade space within the limits 
defined by the scope of the research. The scope was limited by the case study mission 
design, which focused on 100 to 200 kg class spacecraft for LEO missions. These 
limitations were chosen as a reflection of the class of spacecraft that are most likely to 
use modular architecture. 
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Analysis Method 
The enveloping cases for the analysis included environmental, orbital, 
architectural, and design variations. Each analysis case explored one unique set of the 
variations. Detailed descriptions are provided in the following sections. 
Selected Orbits 
Orbital variations for LEO spacecraft are primarily driven by inclination and 
altitude. The orbits were carefully selected to provide insight into specific hot, cold, or 
extreme conditions that a thermal control subsystem must be designed for. The three 
selected orbits include low, mid, and high inclinations, which affect the environmental 
heat load, pointing, and eclipse duration. Two of the orbits are at the low end of the LEO 
altitude range, at 400 km, while the last is at the higher end, at 800 km. Lower altitudes 
increase the heat load from the earth and slightly change the duration of eclipse. The high 
inclination orbit is at a special inclination that results in an orbit procession rate that 
matches the Earth’s rotation about the sun, producing a constant, sun-synchronous orbit 
profile. The right ascension of the ascending node was set to produce a dawn-dusk orbit, 
or one in which the orbit is as nearly perpendicular to the sun as possible (the angle 
between the equatorial plane of the Earth and the ecliptic plane causes a sinusoidal 
variation in the angle between the orbit normal vector and the sun). 
Both the orbital and environmental parameters used for each orbit are shown in 
Table 14. The environmental parameters change in part by the size of the Earth relative to 
the spacecraft, resulting in a greater heat load for spacecraft that are closer to the Earth, 
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and in part to variations in the temperature of the Earth itself. The Earth is warmer near 
the equator, resulting in slightly higher earthshine, or long-wave infrared, heat flux values 
for low inclination orbits, and cooler at the poles, resulting in slightly cooler earthshine 
values for high inclination orbits. The albedo, the sunlight reflected from the earth, has an 
opposite variation, with greater values caused by the higher reflectance at polar regions. 
Environmental values were taken from Spacecraft Thermal Control Handbook [26], 
which is derived from the Earth Radiation Balance experiment operated by NASA to 
collect Earth orbit environmental data.  
 
Table 14: Orbit Definitions and Environmental Parameters 
Parameter Orbit A Orbit B Orbit C 
Apogee 400 km 400 km 800 km 
Perigee 400 km 400 km 800 km 
Inclination 60° 0° Sun-synchronous (dawn-dusk) 
Period 5556.6 s 5556.6 s 6052 s 
Pointing Nadir Nadir Inertial sun-pointing 
Hot case solar flux 1414 W/m2 1414 W/m2 1414 W/m2 
Hot case albedo 0.28 0.26 0.27 
Hot case earthshine 260.5 K blackbody 
266.0 K 
blackbody 
260.2 K 
blackbody 
Cold case solar flux 1322 W/m2 1322 W/m2 1322 W/m2 
Cold case albedo 0.18 0.14 0.18 
Cold case earthshine 248.7 K blackbody 
251.8 K 
blackbody 
249.0 K 
blackbody 
 
Design Reference Missions 
The design reference missions (DRMs) represent the trade space of possible 
missions. High power and low power spacecraft, as well as a worst case combination of 
high power and low power modules, represent ranges that could be encountered in 
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individual mission designs. The worst case combination of power option helps identify 
the issues that would be encountered in spacecraft that do not have well balanced heat 
dissipation, a potential performance driver for the thermal subsystem. Each of these 
power cases are applied to three orbital profiles, including a mid-inclination nadir-
pointing LEO mission, equatorial nadir-pointing LEO mission, and sun-synchronous 
LEO mission with inertial sun pointing. These three orbits envelop a large portion of the 
possible LEO missions. DRM definitions, with the combined orbital and mission 
configuration options, are shown in Table 15.  
 
Table 15: DRM Definitions 
Configuration 
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Low Power X X X       
Worst Power Variation    X X X    
High Power       X X X 
Orbit A X   X   X   
Orbit B  X   X   X  
Orbit C   X   X   X 
 
Module Configuration and Definition 
The power and mass values used in each simulation are derived from the module 
definitions and configurations used for each DRM. The modules used for each DRM, 
defined in Table 16, are identical for each spacecraft and thermal control architecture 
used in the study. The many of the modules are those developed for the earlier case study, 
described in Chapter 2, while Others have been modified as required for the new DRMs. 
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Table 16: DRM Module Definition and Mass Totals 
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kg W qty qty qty qty qty qty qty qty qty 
Data Handling Frame 4.14 0.00 1 1 1 1 1 1 1 1 1 
Comm A - SGLS 10% 5.43 22.38 1 1 1       
Comm A - SGLS 50% 5.43 34.38    1 1 1 1 1 1 
Comm B – SGLS 2.06 2.50 1 1 1 1 1 1    
Comm B – SGLS w/Amp 2.56 33.75       1 1 1 
S/C Processor – Standard 3.58 20.00 1 1 1 1 1 1    
S/C Processor – Highend 8.08 45.00       1 1 1 
Power Management 8.6 Ahr 4.51 3.75 1 1 1       
Power Management 17.9 Ahr 7.64 7.50    1 1 1 1 1 1 
Attitude Control Frame 4.14 0.00 1 1 1 1 1 1 1 1 1 
Attitude Control A 9.94 38.44 1 1 1 1 1 1    
Attitude Control A w/ GPS 11.44 44.31       1 1 1 
Attitude Control B 2.39 17.13 1 1 1 1 1 1 1 1 1 
Attitude Control C 2.01 5.00 1 1 1 1 1 1 1 1 1 
S/A Control 2.76 5.50 2 2 2 2 2 2 2 2 2 
S/A Assembly - 150 W 7.96 0.00  2 2       
S/A Assembly - 225 W 11.27 0.00 2    2 2    
S/A Assembly - 300 W 14.58 0.00    2    2 2 
S/A Assembly - 375 W 17.90 0.00       2   
Launch Interface 5.89 0.00 1 1 1 1 1 1 1 1 1 
Payload Interface 2.76 0.00 1 1 1 1 1 1 1 1 1 
Payload A 25.0 20.0 1 1 1       
Payload B 25.0 100.0    1 1 1    
Payload C 40.0 100.0       1 1 1 
Totals            
Mass (kg)   100 93 93 110 103 103 138 131 131 
Equipment Power (W)   140 140 140 236 236 236 298 298 298 
Total Power Needed (W)*   243 251 251 417 417 417 525 525 525 
Power Generation (W)   341 295 322 455 442 482 568 591 644 
Power Storage (A-hr)   8.6 8.6 8.6 17.2 17.2 17.2 17.2 17.2 17.2
* Note: Total power includes losses and battery recharge requirements 
 
More detailed power definitions for each DRM are provided in Table 17. This 
table lists the power used for each module by DRM, and includes such items as minimum 
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power generation capabilities that are a function of the worst case solar incidence angle, 
power storage as a function of load and eclipse duration, and the margins on each value. 
Table 17: Power Definition for Each DRM 
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Module Dissipation W W W W W W W W W 
Data Handling Frame 0.0 0.0 0.0 0.00 0.00 0.00 0.0 0.0 0.0 
Comm A - SGLS 10% 22.4 22.4 22.4 0.00 0.00 0.00 0.0 0.0 0.0 
Comm A - SGLS 50% 0.0 0.0 0.0 34.4 34.4 34.4 34.4 34.4 34.4 
Comm B – SGLS 2.5 2.5 2.5 2.5 2.5 2.5 0.00 0.00 0.00 
Comm B – SGLS w/Amp 0.0 0.0 0.0 0.0 0.0 0.0 33.8 33.8 33.8 
S/C Processor – Standard 20.0 20.0 20.0 20.0 20.0 20.0 0.0 0.0 0.0 
S/C Processor - Highend 0.0 0.0 0.0 0.0 0.0 0.0 40.0 40.0 40.0 
Power Managmt 8.6 Ahr 3.8 3.8 3.8 0.0 0.0 0.0 0.0 0.0 0.0 
Power Managmt 17.2 Ahr 0.0 0.0 0.0 7.5 7.5 7.5 7.5 7.5 7.5 
Attitude Control Frame 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Attitude Control A 38.4 38.4 38.4 38.4 38.4 38.4 0.0 0.0 0.0 
Attitude Control A w/ GPS 0.0 0.0 0.0 0.0 0.0 0.0 44.3 44.3 44.3 
Attitude Control B 17.1 17.1 17.1 17.1 17.1 17.1 17.1 17.1 17.1 
Attitude Control C 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 
S/A Control 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 
S/A Assembly - 150 W 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
S/A Assembly - 225 W 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
S/A Assembly - 300 W 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
S/A Assembly - 375 W 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Launch Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Payload Interface 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Payload 20.0 20.0 20.0 100.0 100.0 100.0 100.0 100.0 100.0 
Losses          
Battery Recharge Power 93 101 101 165 165 165 207 207 207 
Power Losses 9.3 9.7 9.7 16.0 16.0 16.0 20.2 20.2 20.2 
Totals          
S/A Requirement 243 251 251 417 417 417 525 525 525 
Battery Requirement 140 140 140 236 236 236 298 298 298 
S/A Performance 341 295 320 455 442 482 568 591 644 
Battery Requirement 6.0 6.0 6.0 10.1 10.1 10.1 12.8 12.8 12.8 
Power Generation Margin 40% 18% 28% 9% 6% 16% 8% 13% 23% 
Power Storage Margin 43% 43% 43% 70% 70% 70% 35% 35% 35% 
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Modular Spacecraft Architectures 
Three modular spacecraft architectures were investigated: frame and panel, shelf 
with thermal “backbone,” and building block with thermal “backbone.” The thermal 
backbone represents the hardware necessary to transfer thermal energy from module to 
module. The frame and panel design incorporates this infrastructure into the frames. 
These architectures represent the range of approaches that have been discussed in Chapter 
2. Each of these architectures is described in more detail in the following sections. 
Frame/Panel 
The frame and panel architecture is a common approach to spacecraft design. 
Equipment is located on panels that are attached to a framework that give the spacecraft 
its structural shape. Thrust-tube architecture is slightly different, with a strong central 
tube around which equipment bays (very similar to a frame and panel) are located. The 
thrust tube architecture would be essentially identical from a thermal analysis 
perspective, and is therefore lumped into the same category for this study. The case study 
design discussed in Chapter 2 was the basis for the frame and panel architecture used in 
this portion of the research. Panels are attached around the periphery of the frame similar 
to a traditional satellite design, but the panels are smaller, more numerous, and are 
designed to be highly modular. Equipment envelopes, bolt patterns, harnessing approach, 
and other interface areas are standardized to allow any panel to be placed in any frame. 
There is also an internal “shelf” module that takes advantage of the open area at the 
center of the design. The shelf module is replaceable, and can incorporate various attitude 
control implementations. This architecture is illustrated in Figure 37. 
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Figure 37: Frame and panel architecture. 
 
Shelf with Backbone 
The shelf design is a modular approach that has been implemented in a number of 
spacecraft and spacecraft conceptual designs. For this architecture each module is stacked 
on top of another to form the spacecraft. For this study the shelf design uses the same 
modules and module mass, volume, and power as the frame and panel architecture. The 
modules are flattened and attached to each other in series, with a thermal backbone 
connecting all the modules, as shown in Figure 38. 
 
 
Figure 38: Shelf with backbone architecture. 
Stackable Frame
Standardized Panel
Interior shelf
Shelf
Thermal
Backbone
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Building Block with Backbone 
The building block architecture has been proposed for spacecraft previously but 
no known flight program has implemented this architecture, with the arguable exception 
of the International Space Station, which could be considered a type of building block 
architecture. For this study it is assumed that each building block is a standardized 
volume and can be attached to other building blocks along any face. To provide the 
necessary thermal infrastructure a backbone is included that interfaces to each block. For 
this study the building block architecture was also based on the existing frame and panel 
module definition for volume, mass, and power. This architecture is illustrated 
conceptually in Figure 39.  
 
 
Figure 39: Building block architecture. 
 
Thermal Simulation Models 
Each of the modular spacecraft architectures described above was simulated in a 
thermal analysis model. These models were used for orbital simulations of each of the 
thermal architectures to evaluate the resulting thermal performance. Each of these models 
is described below. 
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Frame/Panel Architecture 
The outside view and internal details of the frame and panel spacecraft are shown 
in Figure 40 and Figure 41, respectively. The thermal model shown is a version that 
included separate, external radiator panels, which improves the modularity of the design. 
Other versions used the external surface of the panels for radiators. Any area of the 
spacecraft body that was not used as a radiator was covered with multi-layer insulation 
(MLI). 
 
 
Figure 40: Frame and panel architecture. 
 
 
Figure 41: Frame and panel architecture with internal view showing shelf. 
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Stacked Shelf Architecture 
The outside view and internal details of the shelf spacecraft are shown in Figure 
42 and Figure 43, respectively. This thermal model is also shown in a version that 
included separate, external radiator panels. Other versions used the external surface of the 
shelves for radiators. Any area of the spacecraft body that was not used as a radiator was 
covered with MLI. 
 
 
Figure 42: Stacked shelf architecture. 
 
 
Figure 43: Stacked shelf  internal view. 
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Building Block Architecture 
The outside view and internal details of the building block spacecraft are shown 
in Figure 44 and Figure 45, respectively. As with the previous models, this thermal model 
is shown with separate, external radiator panels. Other versions used the external surface 
of the building blocks for radiators. Any area of the spacecraft body that was not used as 
a radiator was covered with MLI. 
 
 
Figure 44: Building block architecture. 
 
 
Figure 45: Building block architecture internal view. 
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Simulation Cases 
The large number of thermal analysis cases, included various architecture options, 
thermal management architecture options, spacecraft configurations, and orbit 
configurations, were organized using a special case number. The case number provides 
information on which case options were used, as shown in Table 18. Several special cases 
were run following exploration of the trade space to address specific areas that warranted 
additional investigation. A listing of all cases, both standard and special, is provided in 
Appendix A. 
 
Table 18: Case Naming System 
Group Options Model DRM Power DRM Orbit 
Hot/ 
Cold
1. Traditional 1. Bolted modules 
1. Frame/Panel 
2. Shelf 
3. Building Block 
1. Low 
2. Worst 
3. High 
1. Orbit 1 
2. Orbit 2 
3. Orbit 3 
h. hot 
c. cold
2. Advanced 
Traditional 
1. Bolted modules 
with variable є 
radiators 
1. Frame/Panel 
2. Shelf 
3. Building Block 
1. Low 
2. Worst 
3. High 
1. Orbit 1 
2. Orbit 2 
3. Orbit 3 
h. hot 
c. cold
3. Isolated 
1. Isolated panels with 
variable є radiators 
2. Isolated panels with 
constant є radiators 
1. Frame/Panel 
2. Shelf 
3. Building Block 
1. Low 
2. Worst 
3. High 
1. Orbit 1 
2. Orbit 2 
3. Orbit 3 
h. hot 
c. cold
3. Traditional 
thermal bus 
1. Heatpipe, bolted 
panels 
2. (removed) 
3. Heatpipe, bolted 
panels, and variable 
є radiators 
4. Heatpipe, bolted 
panels, and 
switched radiators 
1. Frame/Panel 
2. Shelf 
3. Building Block 
1. Low 
2. Worst 
3. High 
1. Orbit 1 
2. Orbit 2 
3. Orbit 3 
h. hot 
c. cold
5. Modularized 
thermal bus 
1. Heatpipe, bolted 
panels 
2. Heatpipe, bolted 
panels, variable є 
radiators 
3. (removed) 
4. Heatpipe, bolted 
panels, and 
switched radiators 
1. Frame/Panel 
2. Shelf 
1. Building Block 
1. Low 
2. Worst 
3. High 
1. Orbit 1 
2. Orbit 2 
3. Orbit 3 
h. hot 
c. cold
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Building the finite difference thermal models and running of the simulation cases 
was completed by Thad Gillespie, a master’s student in Mechanical and Aerospace 
Engineering, under the direction of the author. Thad was trained by the author on the use 
of the suite of software tools available from Network Analysis Incorporated that were 
used for the simulation, including FEMAP, Thermica, and SINDA/G [86]. FEMAP is a 
finite element modeling tool with a version that includes plug-in links to Thermica and 
SINDA/G. Surface properties, material properties, thermal links, geometry, electrical 
power dissipation, heaters, and other thermal subsystem parameters are modeled in 
FEMAP. Thermica was used for calculation of environmental heat loads and radiative 
heat transfer using a Monte Carlo method for tracing simulated rays from internal and 
external model surfaces. Surface data is automatically transferred from FEMAP to 
Thermica. SINDA/G then uses the data from FEMAP and Thermica to create a large 
finite difference thermal model and solve, in this case, for time varying temperatures. A 
list of the parameters used in these thermal simulations is provided in Appendix A and 
Appendix B. 
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CHAPTER 5 
ANALYSIS RESULTS AND IMPLICATIONS 
Investigation and analysis into the best thermal control architecture for a modular 
satellite has lead to a number of useful results. These results are divided into modularity 
evaluation results, thermal analysis results, and implementation plan results. 
Modularity Evaluation Results 
Determination of how well the thermal architectures are adapted to modular 
spacecraft designs is done by comparing the needs of modularity with the actual 
capabilities of the architecture. To ease the reporting of the modularity of thermal 
architectures for this study, a 4-level scale was defined, as shown in Table 19. 
 
Table 19: Definition of Thermal Modularity Levels 
Characteristic Level 0 Level 1 Level 2 Level 3 
Title No Modularity Limited Modularity Partial Modularity Full Modularity 
Coupling Highly coupled Moderately to 
highly coupled 
Low to moderately 
coupled 
Decoupled 
Thermal 
interface 
No clear thermal 
interface 
Interface poorly 
defined 
Thermal interface 
clear but not fully 
independent 
Thermal interface 
clear and 
independent 
Modularity 
principles 
No modularity 
implemented 
Some principles of 
modularity 
implemented, but 
limited efficacy 
Many principles of 
modularity 
adapted, but not 
fully effective 
Fully modular 
(scalable, 
adaptable, 
reconfigurable, and 
functionally 
independent 
modules) 
Control Localized control 
with coupling 
between zones 
Primarily localized 
control – coupling 
reduced 
Effective system 
control, either 
local or central 
Effective, modular, 
system control 
Control authority Low level of 
control authority 
Low to mid levels 
of control authority 
Mid to high level 
of control 
authority 
High level of 
control authority 
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With these definitions in place, the thermal architectures can be evaluated to 
determine the level of modularity implemented. The results of the evaluation are shown 
in Table 20 through Table 26. 
 
Table 20: Evaluation of Traditional Thermal Control Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 0: No modularity 
Coupling: Highly coupled 
Thermal interface: No clear thermal interface – design-dependent, customized interface 
Modularity principles: No modularity principles adopted 
Control: Localized control with coupling, based on variation in heat inputs via heaters 
Control authority: Minor – each module must provide localized thermal control, including cross-talk 
issues, independently, creating a more complex, coupled control problem 
Comments: Modules are thermally coupled (radiative and conductive links). Each module has 
heaters for control of the thermal balance. Each module has a fixed heat 
dissipation capacity. There is no modularity, and coupling creates a system level 
thermal control problem. 
 
Table 21: Evaluation of Advanced Traditional Thermal Control Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 1: Limited modularity 
Coupling: Highly coupled 
Thermal interface: No clear thermal interface – design-dependent, customized interface, but some 
interface standardization possible for radiators and heaters. 
Modularity principles: Minor modularity principles adopted if interfaces are standardized. 
Control: Localized control with coupling, based on variation in heat outputs via emissivity 
or area variation at the radiator, with traditional heater safety net as a backup. 
Control authority: Some – each module must provide localized thermal control, including cross-talk 
issues, independently, creating a more complex, coupled control problem, but the 
radiator controls increase the flexibility and controllability of the system 
Comments: Modules are thermally coupled (radiative and conductive paths). Each module 
has heaters and variable heat dissipation to modulate the energy balance and 
provide greater thermal control range and flexibility. This configuration adds 
flexibility, but is not thermally modular except within pre-designed constraints 
(not truly modular, but can be treated as such within the operational envelope). 
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Table 22: Evaluation of Thermally Isolated Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 2: Some modularity 
Coupling: Decoupled – thermal interface completely separated from system (except 
control interface) 
Thermal interface: Clear interface – interface standardization possible 
Modularity principles: Significant modularity due to clear separation of functions and de-coupling 
Control: Effective control through variation of heat outputs via emissivity or area 
variation at the radiator, with traditional heater safety net as a backup 
Control authority: Minor – each module must handle all thermal control independently, 
significantly increasing the magnitude of the control problem 
Comments: Modules are completely isolated thermally from each other. Each module has 
variable heat dissipation to modulate the energy balance and provide greater 
thermal control range and flexibility, with heaters as a backup. The modules 
must individually handle maximum and minimum conditions, which 
significantly increases the thermal control problem and may not be feasible. 
Although this system appears to be fully modular, the modules are only 
interchangeable if the operating ranges of each module are interchangeable. No 
sharing of the load or transport between modules is available to ease the control 
problem, and it is likely that large heaters and radiators will be required. 
 
Table 23: Evaluation of Traditional Thermal Bus Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 2: Some modularity 
Coupling: Some – thermal interface can be modular but set up for localized control while 
energy balance changes are system level changes 
Thermal interface: Significant – interface standardization possible for radiator, heater, and bus 
interfaces 
Modularity principles: Minor modularity principles adopted through interface standardization. 
Control: Controlled at system level, but applied locally, increasing complexity 
Control authority: Variation of heat outputs via emissivity or area variation at the radiator, with 
traditional heater safety net as a backup option 
Comments: This architecture is a compromise between advanced traditional approach and a 
modularized thermal bus. Performance may be sufficient to not require a full 
modularization, but it does reduce the functional independence and modularity 
of the system. The modules collectively handle maximum and minimum 
conditions by sharing loads. Provides good control using many traditional 
thermal approaches, combined with some advanced thermal control approaches. 
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Table 24: Evaluation of Modularized Thermal Bus Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 3: Full modularity 
Coupling: Thermal interface set up to allow full decoupling within control authority of 
thermal balance modulation 
Thermal interface: Clear, well-defined thermal interface 
Modularity principles: Significant – interface standardization easily implemented for radiator, heater, 
and bus interfaces 
Control: Controlled at system level using independent actuators 
Control authority: Significant – variation of heat outputs via emissivity or area variation at the 
radiator, with traditional heater safety net as a backup option 
Comments: This appears to provide the maximum performance and modularity for the 
minimum complexity. Controls are centralized and functionally independent, 
while the heaters and radiator controls provide significant control authority. The 
thermal “modules” can be located as required, allowing increased modularity or 
flexibility 
 
Table 25: Evaluation of Simple Thermal Network Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 3: Full modularity 
Coupling: Thermal interface set up to allow full decoupling within control authority of 
thermal balance modulation 
Thermal interface: Clear, well-defined thermal interface 
Modularity principles: Significant – interface standardization easily implemented for radiator, heater, 
and bus interfaces, although the dual buses increase the interface complexity 
Control: Controlled at system level using independent actuators 
Control authority: Significant – variation of heat outputs via emissivity or area variation at the 
radiator, with traditional heater safety net as a backup option 
Comments: Using the principles of modularity, this simple thermal network is a natural 
division of the heating and cooling functions of the thermal bus 
The separation of functions may be useful for some systems, but for most 
systems the division provides little advantage over the modularized thermal 
bus, because both heating and cooling are used to adjust the thermal balance, 
and therefore provide little advantage when separated. 
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Table 26: Evaluation of Dual Thermal Bus Thermal Control Architecture Modularity 
Schematic: 
 
Thermal modularity: Level 3: Full modularity 
Coupling: Thermal interface set up to allow full decoupling within control authority of 
thermal balance modulation 
Thermal interface: Clear, well-defined thermal interface 
Modularity principles: Significant – interface standardization easily implemented for radiator, heater, 
and bus interfaces, although the dual buses increase the interface complexity 
Control: Controlled at system level using independent actuators 
Control authority: Significant – variation of heat outputs via emissivity or area variation at the 
radiator, with traditional heater safety net as a backup option 
Comments: The dual bus network is a doubled modularized thermal bus, providing 
redundancy or added capability. The separate buses could be used for separate 
temperature zones, or allowing tight temperature control for some components 
and wide temperature control for others. This added flexibility requires a more 
complex system, but may be useful for some systems 
 
The modularity of each of the options was evaluated in one additional way, using 
a scaled comparison of desired characteristics. This evaluation, shown in Table 27, 
echoes the same conclusions drawn in the above evaluation, but in a simpler format. The 
Modularized Thermal Bus architecture is scored the highest. 
 
Table 27: Modularized Thermal Bus has Highest Score for Thermal Architectures 
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Traditional  0 0 0 0 1 1 1 3 7 
Advanced Traditional  1 0 1 1 2 2 1 2 10 
Thermally Isolated  2 3 3 3 0 0 2 2 15 
Traditional Thermal Bus  2 2 2 3 2 2 2 2 17 
Modularized Thermal Bus  3 3 3 3 3 3 2 2 22 
Simple Network  3 3 3 3 3 3 1 1 20 
Dual Bus Network  3 3 3 3 3 3 1 1 20 
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Thermal Simulation Results 
Diurnal temperature variations for each module were plotted for each case. These 
plots provide the primary data for evaluation of each case. Two characteristics are 
desired: narrow temperature ranges (from minimum to maximum module temperatures) 
and temperature stability. The results are for cases that do not include heaters, allowing 
temperatures to drop below normal operating ranges. This allows plots to be compared 
without the complication of heater power inputs. For the hot and worst case power 
distribution cases the radiator sizes are too small to maintain normal operating 
temperatures. The radiator was not adapted for any of the normal cases, which was, as 
before, to allow better comparison between thermal control architectures. Several cases 
were added at the end of the study to evaluate performance from a radiator sizing 
perspective. These cases will be discussed later. 
Thermal results are listed by case number, using the data in Table 18. For 
example, Figure 46 is entitled 1.1.1.1.1h, indicating traditional architecture, option 1 
(bolted joints), frame and panel spacecraft architecture, low power case, orbit 1, and hot 
case environments. Three complete orbits are shown in each plot, with the time scale 
indicating the fraction of an orbit and each full integer representing a complete orbit. 
Actual times can be determined from the orbit period for the case. Diurnal temperature 
variations are clearly seen in Figure 46, with the nearly sinusoidal rise and fall of 
temperatures over an orbit period. The eclipse period is indicated by a sharper drop in the 
faster moving module temperatures and a sharp rise once the eclipse is over. The full set 
of plots for all cases is provided in Appendix B. 
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Figure 46: Sample temperature plot, showing three orbits for case 1.1.1.1.1h. 
 
The one-orbit plots shown together in Figure 47 illustrate the differences that can 
be seen in the performance of the thermal control architectures. The traditional 
architecture provides a reasonable temperature range for a hot case, with only the payload 
in a range that is higher than typically desired. The variation in temperature from 
minimum to maximum is about 40° C. This range did not vary significantly between the 
hot and cold cases or for the various different orbits. The total power dissipation, 
however, proved to be a major driver, as expected. Also expected is the difficulty in 
maintaining temperature for the thermal isolation architecture.  
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Figure 47: Comparison of analysis results for frame and panel thermal simulations 
without temperature controls. 
 
The temperatures of the modules were strongly driven by power dissipation and 
by location, which determined how much environmental heating or cooling was present. 
The traditional and modularized thermal bus versions had much tighter temperature 
bands, which are expected with the higher heat sharing capability available with the 
thermal bus. With the additional thermal distance that results from placing de-coupled 
radiators on the modularized thermal bus version, the temperatures rise slightly. This is a 
thermal cost that is also expected, but is not too severe. 
The shelf spacecraft architecture had greater radiator area for the given volume, 
resulting in lower overall temperatures, as shown in Figure 48, but otherwise exhibited 
similar behavior to the frame and panel architecture, with one major exception. The shelf 
architecture, with radiators around the periphery, handled the isolated case very well. The 
location of radiators allows each module a similar view of space and sunlight, allowing 
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each to share the hot and cold views of the environment within each module. For 
applications where a thermally isolated modular design is required, the shelf architecture 
would be the preferred spacecraft approach. 
 
 
Figure 48: Comparison of results for shelf thermal simulations without temperature 
controls. 
 
The building block performance was very similar to the frame and panel design, 
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radiators, resulting in larger temperature ranges. Figure 50 shows the same configurations 
for the shelf architecture.  
 
 
Figure 49: Comparison of results for frame and panel thermal simulations using advanced 
controls. 
 
 
Figure 50: Comparison of results for shelf thermal simulations using advanced controls. 
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Summary Plots 
To simplify the evaluation of the vast number of thermal analysis cases, 
comparison plots of different analysis groups were generated to show critical 
performance parameters. The charts, shown in Figure 51 through Figure 60, present 
variations in maximum (Tmax), minimum (Tmin), and average temperatures (Tavg) as 
well as maximum temperature differences (Max Delta).  
A number of useful conclusions can be drawn from the summary plots. An 
obvious one is that the low power case is a much better fit for the spacecraft designs used 
in this project. The higher power levels of the worst case distribution and high power 
cases would require larger radiators. The radiators were not increased for these cases to 
allow a comparison of the performance between common designs. 
 
 
Figure 51: Summary plot for Group 1.1. 
-100
-80
-60
-40
-20
0
20
40
60
80
100
120
140
160
180
1.
1.
1.
1.
1c
1.
1.
1.
1.
2c
1.
1.
1.
1.
3c
1.
1.
1.
2.
1c
1.
1.
1.
2.
2c
1.
1.
1.
2.
3c
1.
1.
1.
3.
1c
1.
1.
1.
3.
2c
1.
1.
1.
3.
3c
1.
1.
2.
1.
1c
1.
1.
2.
1.
2c
1.
1.
2.
1.
3c
1.
1.
2.
2.
1c
1.
1.
2.
2.
2c
1.
1.
2.
2.
3c
1.
1.
2.
3.
1c
1.
1.
2.
3.
2c
1.
1.
2.
3.
3c
1.
1.
3.
1.
1c
1.
1.
3.
1.
2c
1.
1.
3.
1.
3c
1.
1.
3.
2.
1c
1.
1.
3.
2.
2c
1.
1.
3.
2.
3c
1.
1.
3.
3.
1c
1.
1.
3.
3.
2c
1.
1.
3.
3.
3c
Te
m
pe
ra
tu
re
 (C
)
Case Number
Group 1.1
Tmax
Tmin
Tavg
Max 
Delta
119 
 
Figure 52: Summary plot for Group 2.1. 
 
 
Figure 53: Summary plot for Group 3.1. 
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Figure 54: Summary plot for Group 4.1. 
 
 
Figure 55: Summary plot for Group 4.3. 
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Figure 56: Summary plot for Group 5.1. 
 
 
Figure 57: Summary plot for Group 5.2. 
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Figure 58: Summary plot comparing Groups 3.1 and 3.2. 
 
 
Figure 59: Summary plot for Orbit 1h (Groups 4.1, 4.3, 4.4). 
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Figure 60: Summary plot for Orbit 1h (Groups 5.1, 5.2, 5.4). 
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comparing the minimum and maximum temperatures of each of the architectures, it is 
very clear that thermal bus architectures shown in Figure 54 through Figure 57 are much 
better adapted to large variations in spacecraft power dissipation. 
The comparison of the Orbit 1 hot cases for the traditional thermal bus and 
modularized thermal bus architectures, shown in Figure 59 and Figure 60, indicate that 
the thermal performance does not vary much between the architectures, between the 
different thermal options used for the architectures, or the different spacecraft 
architectures. This is a helpful result, showing that the use of modular thermal control 
designs will not significantly impact thermal performance of the spacecraft and also will 
not impact the selection of spacecraft architecture. 
Modular Thermal Control Implementation Investigation 
Implementation of a modular thermal control system was investigated to 
determine needed technologies, implications of the design on the development process, 
and implications to the spacecraft design. Each of these areas is discussed in the 
following sections. 
Modular Thermal Control Technology Needs 
Implementation of modular thermal control architecture requires two principal 
technologies. The first is an efficient method for heat transport from equipment to 
radiators. The second is a method of modulating the thermal energy balance. The 
preferred method is to adjust the energy dissipated to space, minimizing or eliminating 
the need for survival heater power. 
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A number of technologies are available for efficient heat transport and for thermal 
balance modulation. These are summarized in Table 28.  
The greatest technical challenge will be development of flight qualified 
components for thermal balance modulation. Other technologies exist in flight-qualified 
versions for heat transport. The second greatest challenge will be flight demonstration of 
the system. System performance and characterization in a flight demonstration would 
significantly reduce risk, and increase the comfort level of potential customers, systems 
engineers, and thermal engineers. After sufficient qualification and flight heritage it may 
be possible to eliminate survival heaters, but it would increase risk to do so during the 
early implementation of new thermal control architecture. 
 
Table 28: Modular Thermal Control Technologies 
Function Available Technology Technology Maturity 
Heat transport Standard heat pipes High TRL with significant flight heritage 
CPL/LHP heat pipes High TRL with significant flight heritage 
Advanced multi-evaporator and multi 
condenser CPL/LHP 
Under development or test, no known 
current flight heritage, but expected soon 
Pumped fluid loops High TRL with flight heritage, but not 
common due to mechanical lifetime issues 
High conductivity materials Some with high TRL and flight heritage, but 
lower performance than fluid or two-phase 
loops 
Thermal balance 
modulation 
Heaters High TRL, low risk, significant flight 
heritage, but power intensive 
Electrochromatic variable emissivity 
coatings 
Low to mid TRL, with only prototypes 
flown, but development efforts on-going 
Electrostatic variable emissivity 
coatings 
Low TRL, with development efforts on-
going – some significant challenges still to 
be overcome 
MEMS-based shutters Low to mid TRL, with prototypes flown, 
performance limitations are currently 
significant 
Variable area radiators Mid to high TRL components for 
deployable radiators or louvers, but 
mechanisms are currently considered higher 
risk 
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Implication to the Design and Development Phase 
During the implementation planning phase the implications of the thermal 
architectures was also evaluated. In addition to identification of needed technologies, it 
was found that significant changes are possible in the way thermal control subsystems are 
designed, developed, tested, and operated. With the design of a modular thermal control 
subsystem, using the modularized thermal bus as the baseline architecture, the design of 
the radiator, thermal bus, and equipment modules can be separated. The designs rely on 
clear definition and control of the interfaces, but the other portions of the design can 
achieve a high level of functional independence. This allows the modular spacecraft to be 
much more adaptable. The radiator, for example, can be designed with several modular 
sizes that can be incorporated late in the program as needed. The driving constraint on the 
radiator is the maximum spacecraft heat dissipations, which is a significant simplification 
from a traditional design. It is expected that once thermal modules are designed and 
developed that the configuration and implementation portions of a program will be 
significantly less labor and time intensive. 
Thermal analysis and thermal testing are also expected to require significantly 
less time and labor. Thermal analysis, without the full system coupling of a traditional 
spacecraft, is more of a sizing exercise than an analysis. With a thermal control system 
with variable emissivity or variable area control, the temperatures can be very well 
controlled as long as the minimum and maximum heat dissipations are within the 
dynamic range of the system. Variable emissivity and variable area controls can achieve 
7:1 dynamic ranges or greater. This provides significant flexibility in the control system 
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and thereby greatly simplifies the thermal analysis. Thermal testing can be similarly 
simplified, as long as the capabilities of the modules have been verified in individual 
“compatibility” tests to qualify the module and verify functionality. At the system level 
the testing only required verification of workmanship and full system functionality, 
particularly at the interfaces. This is much less significant than the traditional thermal test 
that is required to verify the system thermal design. No design verification is needed at 
the system level for the modular thermal architecture, as all design verification is 
accomplished during the module “compatibility” testing. This is possible because of the 
decoupling of the thermal functions, and underscores the need for such decoupling. 
The final area where the modular thermal control system provides benefits is in 
the on-orbit operational flexibility. With a relatively large dynamic control range and the 
efficient transfer of heat around the spacecraft, a modular system will be much less 
sensitive to orientation or changes in operating modes. This insensitivity translates into 
much greater mission flexibility. Many spacecraft missions require operational 
constraints to eliminate overheating or sub-cooling of components. No such constraints 
are needed for a spacecraft with a modular thermal control system, as long as the 
dynamic range of the thermal controls is sufficient. 
Implications to the Design of the Spacecraft 
The thermal control architectures were evaluated using three modular spacecraft 
architectures: frame and panel, shelf, and building block. Each was capable of 
incorporating effective, modular thermal control. The shelf design has some advantages 
for a thermally isolated design, but in general each of the spacecraft architectures 
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behaved in a similar manner. The thermal architecture was shown to be flexible in the 
ability to adapt to various spacecraft types. The result is that the thermal architecture is 
adaptable to the spacecraft designs, a significant advantage when developing the 
spacecraft design. 
Additional implications that affect the spacecraft design were discovered. These 
include the possible elimination of survival heaters, system implications of improved 
temperature stability, extended radiators with lower mass, and a reduced need for external 
structure. Each of these areas is discussed in more detail in the following sections. 
Elimination of Survival Heaters 
One of the most significant changes to thermal subsystems is the ability to control 
the thermal energy balance without the need for survival heaters. The use of advanced 
control methods described earlier provides effective control without the need for 
additional power. Initially the risk to the spacecraft if the primary control method failed 
may require a backup survival heater system, but if the primary control method is proven 
to be as reliable as a traditional survival heater system then there would be no need for 
the additional hardware. For some missions, the elimination of heater power during 
eclipse would provide significant reductions in battery size, saving both mass and power. 
Temperature Stability 
The advanced thermal control architecture also provides significant advantages in 
temperature stability. By controlling heat rejection, the temperature of the thermal bus 
can be held constant. This allows the components to be held at a constant temperature, 
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adapting to changes in the environment and internal heat dissipation. Given a sufficient 
dynamic range and response in the control system, the temperature stability of the 
spacecraft can be excellent, as shown in Figure 61. For simulations using a thermal bus, 
the variation in temperature from one module to another is due to the amount of power 
dissipated in the module, creating a temperature difference between the equipment and 
the interface to the thermal bus. Thermal stability can improve the performance or life of 
temperature sensitive components, such as clocks, inertial reference units, focal planes, 
and batteries. 
 
 
Figure 61: Comparison of orbital simulation results of three architectures: traditional, 
traditional thermal bus and modularized thermal bus with variable emissivity control 
radiators. The module temperatures plotted illustrate the temperature stability achievable 
with advanced controls methods. 
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Advanced Radiators 
The architectures presented here are easily adapted to a deployed (e.g. 
mechanically unfolded) or extended (e.g. fixed position, but extending beyond the body 
of the spacecraft) radiator. This type of radiator presents several advantages that are 
applicable to advanced thermal architecture or a traditional thermal architecture. 
A radiator that extends out from the body of the spacecraft requires less surface 
area to dissipate the same amount of heat, reducing radiator mass. For a given radiator 
size, in the worst case orientation (normal to sun), using a typical radiator coating (αsolar = 
0.20 εIR = 0.85), a deployed radiator requires just less than 20% of the size of a body-
mounted radiator. This is due in part to the doubling of the radiator area (front and back 
sides) and in part due to the reduction in the amount of solar heat load that the smaller 
radiator absorbs (smaller frontal area). An actual design would be somewhat less 
efficient, due to view of the spacecraft that blocks portions of the view to space and due 
to some inefficiency that is bound to be caused by the added thermal distance between 
the extended radiator and the heat source. Figure 62 illustrates the difference between a 
one-sided (i.e. body mounted) radiator and a two-sided (i.e. extended) radiator. 
An extended radiator that is one fifth the size would also reduce heat loss during 
an eclipse. The combined surface area of the extended radiator is 40% of the area of the 
traditional radiator, reducing the heat loss proportionally, given a constant temperature, or 
reducing the drop in temperature of the spacecraft, if temperature is allowed to drift.  
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Figure 62: Illustration of a one sided radiator (top) and a two-sided, extended radiator 
(bottom). 
 
An extended, two-sided radiator would present additional challenges such as 
structural integrity during launch, efficient transport of heat to the radiator, volume 
constraints or the need for a deployment mechanism; however, this type of radiator has 
clear thermal advantages for both sunlit and eclipse periods. Table 29 summarizes the 
differences in design for an example radiator. 
 
Table 29: Comparison of Extended, Two-sided Radiators and One-sided Radiators 
Performance 
Parameter 
Two-sided 
Radiator 
One-sided 
Radiator 
Design Load 100 W 100 W 
Size 0.23 m2 1.22 m2 
Full sun heat loss (293K) 100 W 100 W 
Eclipse heater power (required to hold 293K) 81 W 434 W 
Eclipse steady state temperature drop (no heaters) 33 K 90 K 
Designed for 293K maximum temperature (hot case), αsolar = 0.2, εIR = 0.85, Qsolar = 1367 W/m2 
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Reduced Need for External Structure 
The traditional approach to spacecraft design, with equipment panels forming the 
outside skin, has been developed over time to optimize the design within a number of 
constraints. The need for strength and stiffness, radiator space, and radiation shielding are 
among the most prominent drivers. The advanced thermal architecture eliminates one of 
these drivers, by separating the heat source from the heat sink. Without the need to have 
electrical equipment mounted directly to the radiator, new structural designs are possible. 
Some of the other structural drivers will still apply, requiring system trade analysis to 
determine the best approach for a specific mission, but the trade space can be larger with 
the possibilities opened up by removing the thermal constraints. 
Several concepts for new structural configurations have been developed to 
investigate and illustrate the possibilities. These concepts are designed for modular 
spacecraft with the ability to be scalable and expandable, as well as having standardized 
interfaces. The AFRL SPA standard is used as the electrical and data infrastructure, with 
centrally located connections to reduce harness lengths [24].  
The first concept design illustrates the process adopted from product architecture 
theory for the development of a new product. The module “chunks,” or discrete physical 
units, are made up of equipment bays and the SPA infrastructure units. These “chunks,” 
shown in Figure 63, are then configured to form the basic structure of the spacecraft, as 
shown in Figure 64. The structure is patterned after the thrust-tube spacecraft 
architecture, providing a strong central tube to handle launch loads, with additional 
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surface area for electronics to mount to. Adding additional layers above or below, the 
“stack” of units becomes a scalable spacecraft. 
 
 
Figure 63: The module building blocks (top) are combined with thermal components 
(bottom). 
 
 
Figure 64: Individual modules, thermal components, and SPA infrastructure form the 
building blocks of the modular structure (left) which combined from a complete 
spacecraft layer (right).  
 
The design can adapt well to deployed or traditional radiators, as shown in Figure 
65. The same basic design can be adapted to other forms, such as hexagonal or octagonal 
versions, as illustrated in Figure 66. 
134 
 
Figure 65: The modular square thrust-tube design illustrated here can be assembled from 
simple building blocks with central harness area. 
 
 
 
Figure 66: The same layout can be used in a hexagonal layout with central harness area.  
Layout Structure Core
Fixed Radiators Extended Radiators
Layout Structure Core
Fixed Radiators Extended 
Radiators
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Figure 67: Additional layout examples possible, including the octagonal and hexagonal 
shapes shown here, with the option for either fixed or deployable radiators. 
 
Increased Complexity 
The added benefits of the advanced thermal architectures come at a cost. The 
most obvious is the added complexity of the thermal components. The use of heat pipes 
or other high conductivity component for the thermal bus, the use of technologies to alter 
the rejected heat from the radiator, and the possible mechanisms that would be required 
for a deployable radiator each add complexity. For programs that require modular 
architecture, the complexity will be offset in part by the simplified system design and 
system testing, and in part by reductions in development times and costs (at least for 
follow-on units).  
Additional costs include several difficult design issues. One such issue is the 
contradictory design goals of removable, modular radiators and efficient heat transport 
from the modules to the radiators. This issue, illustrated in Figure 68, requires something 
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like a bolted joint between the radiator and module. A bolted joint between two standard 
heat pipes is likely to produce the largest temperature drop in the heat path (other bolted 
joints tend to be at locations where less power is concentrated). Using a fluid coupling, 
which is possible with advanced heat pipes, this temperature drop can be eliminated, but 
this approach may introduce additional risks or performance issues.  
 
 
Figure 68: Illustration of a potential “choke” point that could be a design challenge. 
 
Increased Flexibility 
Although more complex, the architectures are also more flexible, adaptable, and 
scalable. These characteristics are illustrated in Figure 69 and Figure 70, respectively. 
The decoupling of the thermal control system, and particularly the separation of the 
radiator from the equipment panels, is the key to the increased flexibility. 
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Figure 69: Schematic implementation examples for modular thermal control options for a 
shelf design (top) and a frame and panel or building block design (bottom). 
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Figure 70: Illustrations of the scalability of the modular thermal control architecture (top) 
and the ability to reconfigure into very different physical designs without changing the 
thermal control architecture (bottom). 
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CHAPTER 6 
SUMMARY 
The most effective thermal control architecture for modular spacecraft has been 
found to be a modular isothermal bus with variable heat output. This type of thermal 
architecture provides effective modularity, supporting flexibility and reconfigurability of 
individual modules with minimal effect to the rest of the system. It also provides 
effective thermal control, minimizing temperature gradients within the spacecraft and 
temperature excursions over the course of an orbit. The conclusion is the result of 
research into product architecture, thermal control methods, and advanced technologies.  
A review of current, published literature has been completed which provided 
insights into modular product architecture, thermal control technologies, and methods for 
incorporating these into spacecraft. Candidate solutions for thermal control were 
developed, as well as design reference missions. On-orbit thermal modeling and analysis 
was completed for over 400 cases to explore the trade space and evaluate the 
performance of each of the candidate architectures.  
Results from the study verified that traditional thermal control architecture is not 
well adapted for modular spacecraft applications, but that thermal control approaches that 
are developed specifically for modular spacecraft are possible and perform as well as or 
better than traditional systems. The evaluation of the modularity and thermal performance 
showed that the modular thermal bus architecture, with thermal balance modulation on 
the heat rejection side, enables full modularity in the thermal control design. The key 
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characteristics that enabled this are the decoupling of the thermal control subsystem from 
the system and sufficient control authority, or dynamic range. 
Many of the architectures investigated had higher performance than traditional 
methods. In cases where full modularity is not required, higher thermal performance and 
flexibility can be achieved with a thermal bus that transports heat efficiently to and from 
the equipment areas and the radiators. Modulation of the thermal energy balance on the 
side of energy leaving the spacecraft provides greater control authority and mission 
flexibility. These additional benefits come at the cost of increased complexity and are 
expected to also require greater mass.  
The development of modular thermal control architectures provides a path 
forward for development of modular spacecraft. The technologies and techniques 
necessary for development are currently available, although the ability to vary radiator 
emissivity is not as mature. 
Modularized Thermal Control Architecture 
Modularizing the thermal control system is the primary purpose of this research. 
The extent to which the development of the modular thermal architectures has succeeded 
requires evaluation of the extent to which the principles of modularity are implemented 
and the ease of uses of the system. This evaluation will be divided into three sections, 
including the evaluation of functional independence, standardized interfaces, and end-
goal performance. 
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Evaluation of Functional Independence 
Functional independence is characterized by reduction in the interactions between 
functions. Functional interdependencies can be seen in the way the functions are 
combined in physical components. If a function is divided into multiple physical 
components then each of those components are mutually dependent, and a change in one 
is likely to require a change in another. If a single component fulfills multiple functions, 
then the functions are tied together, and it is likely that a change in one will affect the 
other. A one-to-one mapping of functions to components provides the greatest degree of 
functional independence. For the modular thermal control architecture developed here, 
the most effective functional mapping is shown graphically in Figure 71.  
 
 
Figure 71: Graphical final functional mapping, with additional explanatory comments. 
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Schematic representations of the functional mapping and the interface 
descriptions for the modular thermal architecture and traditional thermal architecture are 
shown in Figure 72 and Figure 73, respectively. The five functions and four physical 
components are mapped with five relationships for the modular architecture. The 
traditional architecture, because the heat rejection and energy modulation functions are 
not combined, has six functions. These six functions are mapped to four physical 
components with eight relationships. Although a few extra arrows on the schematics 
appear to be minor differences, they have a profound effect on the ability to modularize 
the thermal system. These crisscrossing relationships represent an integrated system that 
is very poorly adapted to modular architecture, and are indicative of the additional 
design, analysis, and integration effort required in adapting the design to a new mission. 
 
 
Figure 72: Functional map with interface description for modular thermal control 
architecture, as implemented for this research. 
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Figure 73: Functional map with interface description for traditional thermal control 
architecture. 
 
Functional independence is also measured by the level of decoupling between 
modules. An example of the coupling of modules is easily seen in traditional thermal 
control architecture, where each equipment group is conductively connected to the others 
through the structure, and often radiatively connected through the view each has to the 
other. Decoupling can be achieved by thermally isolating the modules, thus eliminating 
the possibility of any interaction. This approach is more difficult to achieve, requiring 
thermal insulation at each mechanical interface and multi-layer, or similar insulation, to 
block radiative heat transfer. For the modular thermal control architecture presented in 
this dissertation, this functional decoupling is achieved by effectively removing the 
interactions, rather than through thermal isolation. This is done by eliminating the driving 
force behind heat transfer: a difference in temperature. Using the capability of the thermal 
bus to equalize temperatures eliminates the need for additional thermal isolation. 
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Evaluation of the Interfaces 
The second primary concern of modularity is with the interfaces between 
modules. For modular architecture the interfaces must be standardized and decoupled 
from the rest of the system to eliminate design dependencies. For the thermal control 
system, the interfaces for the equipment modules, thermal bus, and radiator must be 
evaluated. 
Equipment modules have two areas of concern: thermal coupling across the 
interface to other modules and interface to the thermal bus. The thermal coupling to other 
modules, as discussed in the previous section, is effectively eliminated by equalizing the 
temperature difference between modules. This allows the mechanical interface to be 
standardized and designed without thermal issues. The interface to the thermal bus can be 
fairly simple, such as a bolted interface between the bus and the module. This type of 
interface is easily standardized, meeting the requirements of modularity. 
The radiator is similar to the equipment modules in the interface to the thermal 
bus. A simple, standardized bolted interface can accomplish the goals of the architecture. 
Thermal coupling can be eliminated by placing thermal insulation between the radiator 
and the spacecraft. Multi-layer insulation will very effectively eliminate any significant 
radiative heat transfer. 
The other thermal interfaces for the spacecraft, such as temperature sensors and 
heat rejection modulation control, are simple electrical interfaces. These areas will 
require electrical connectors at the interface, but are easily modularized and standardized. 
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Modular Satellite End-Goal Performance 
Functional independence and interface designs are desired to enable modularity, 
but a further evaluation is required to determine how well the design meets the ultimate 
goal for the product architecture. Modularity is adopted to enable the spacecraft to be 
easily configured, modified, or upgraded and to decrease development timelines. 
Summary of the evaluation of modular performance is provided in Table 30. The 
conclusion is that modular thermal control architecture supports spacecraft modularity 
very well and provides significant improvements over traditional thermal control. 
 
Table 30: Evaluation of Modular Performance 
Change Description Effect on Traditional Thermal Control Architecture 
Effect on Modular Thermal 
Control Architecture 
Replace individual module Update detailed thermal model 
and reanalyze all spacecraft 
worst-case scenarios, retest 
spacecraft, verify heater and 
temperature sensor circuits 
Verify radiator dynamic range is 
still valid (or requires 
replacement of radiator), verify 
thermal interface to thermal bus 
and temperature sensors 
Adapt to higher or lower 
spacecraft power dissipation 
Update design of radiator and 
MLI, update detailed thermal 
model reanalyze all spacecraft 
worst case scenarios, retest 
spacecraft 
No change if within dynamic 
range of current configuration, 
otherwise, replace modular 
radiator with one that has 
appropriate dynamic range 
Adapt same spacecraft to new 
orbit 
Update detailed thermal model 
orbit definitions and reanalyze all 
spacecraft worst case scenarios, 
retest spacecraft if analysis results 
are not very similar and require 
design changes 
No change if within dynamic 
range of current configuration, 
otherwise, replace modular 
radiator with one that has 
appropriate dynamic range 
Upgrade to new radiator 
technology 
Redesign radiator, update detailed 
thermal model and reanalyze all 
spacecraft worst case scenarios, 
retest spacecraft 
Redesign radiator, perform 
compatibility tests to verify 
radiator design works with 
modular platform 
Upgrade to new thermal bus 
technology 
Redesign thermal bus and 
associated spacecraft assemblies, 
update detailed thermal model 
and reanalyze all spacecraft worst 
case scenarios, retest spacecraft 
Redesign thermal bus, perform 
compatibility tests to verify 
design works with modular 
platform 
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Thermal Performance Comparison 
The effectiveness with which each of the thermal control architectures achieves 
the primary purpose, to maintain component temperatures within acceptable ranges, can 
be evaluated by the temperature range and temperature stability the architecture can 
achieve. The results of the orbital thermal simulations have been compiled and charted to 
allow a comparison of these performance parameters. The results of the comparison, and 
an evaluation of the cause and effect behind each result, are discussed in this section. 
For comparison, the results from variation in the hot and cold environments and 
each of the three orbits used in the simulations were combined to find the highest 
maximum and lowest minimum temperature from each of the six cases. In addition an 
average of the orbital average temperatures of each case was calculated. These values are 
plotted for each of the thermal architecture and structural architectures for the low power 
cases in Figure 74.  
It can be observed in this figure that the traditional thermal control architecture 
has reasonable performance, with temperature differences between the minimum and 
maximum temperature of about 30 to 40 °C. This magnitude of temperature difference 
fits well with the allowable temperature range of common components (see Table 12). 
With a difference of over 140 °C between minimum and maximum temperatures, the 
figure also clearly illustrates the problems a more traditional frame and panel structural 
architecture has when modules are thermally isolated. This is the result of some modules 
with high levels of environmental heating, from the Sun, and other modules with high 
levels of environmental cooling from being shadowed from the Sun. 
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Figure 74: Comparison of the lowest minimum (MinMin), average of the averages 
(AvgAvg), and highest maximum (MaxMax) of the hot and cold cases for each of the 
three orbits for the low power version of each of the architectures. 
 
The addition of a high conductivity thermal bus that allows heat to flow easily 
between all modules to which it is attached significantly reduces the difference between 
the minimum and maximum temperature. The use of variable emissivity control, or other 
variations of modulating the amount of heat leaving the spacecraft, reduces minimum 
temperatures. This cold-side safety-net provides the same functionality as a heater 
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system, but without the significant power resources typical of heater systems, a 
considerable advantage for the spacecraft. 
Similar plots for the worst power balance cases for each of the architectures are 
shown in Figure 75. As no changes to the radiator size are introduces, the higher power 
levels (417W vs. about 250W) of the worst power balance cases result in much higher 
temperatures.  
 
 
Figure 75: Comparison of the lowest minimum (MinMin), average of the averages 
(AvgAvg), and highest maximum (MaxMax) of the hot and cold cases for each of the 
three orbits for the worst-case power version of each of the architectures. 
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The temperature difference between heat sources and heat sinks must increase for 
these cases to enable that additional energy to be conducted to the radiators. In addition to 
the higher temperatures and wider temperature spread, it can be noted that the traditional 
and advanced traditional architectures are nearly identical. This last observation is the 
result of higher temperatures that prevent the variable emissivity control in the advanced 
traditional architecture from effecting changes in temperature for all but the coldest 
modules. The general shape of the plot is very similar to that of the low power cases.  
The final set of results for the high power cases, shown in Figure 76, is almost 
identical to those of the worst power balance cases. With power increasing from 417W to 
525W, the temperature increases, but not significantly. 
The maximum temperature difference, shown in Figure 74 through Figure 76, 
provides a feel for how well the thermal control architecture is able to transfer heat to 
space, and how sensitive the architecture is to variations in environmental, orbital, and 
internal heat variation. Temperature stability, or the ability for each module to maintain a 
constant temperature, also affects thermal performance. Many spacecraft components are 
extremely temperature sensitive. High precision reference clocks, inertial measurement 
units, optics, focal planes, and even batteries can be affected by small temperature drifts. 
For these types of components the rate of temperature change is also a critical 
performance parameter. 
Evaluation of temperature stability was accomplished by finding the individual 
minimum and maximum temperatures of each module as a function of time and 
calculating the difference over an orbit. 
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Figure 76: Comparison of the lowest minimum (MinMin), average of the averages 
(AvgAvg), and highest maximum (MaxMax) of the hot and cold cases for each of the 
three orbits for the high power version of each of the architectures. 
 
Table 31 lists the temperature stability results of a subset of each thermal 
architecture trade group. The maximum temperature difference at a particular instant in 
time is also shown for correlation. For the last two groups, with variable emissivity 
control, the radiator size was enlarged to allow control at a temperature of 20 °C (hence 
the added “b” in the case number). 
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Table 31: Temperature Stability Analysis Results 
Case Description Maximum 
Temperature 
Difference 
(°C) 
Temperature 
Stability 
(°C/orbit) 
1.1.1.1.1h Traditional, frame/panel 37.3 10.3 
1.1.2.1.1h Traditional, shelf 31.1 17.2 
1.1.3.1.1h Traditional, building block 19.6 11.6 
2.1.1.1.1h Advanced Traditional, frame/panel 36.8 9.5 
2.1.2.1.1h Advanced Traditional, shelf 25.8 13.3 
2.1.3.1.1h Advanced Traditional, building block 14.1 9.1 
3.1.1.1.1h Isolated, frame/panel 137.0 22.6 
3.1.2.1.1h Isolated, shelf 24.6 11.6 
3.1.3.1.1h Isolated, building block 30.7 15.0 
4.1.1.1.1h Traditional Thermal Bus, frame/panel 12.3 7.7 
4.1.2.1.1h Traditional Thermal Bus, shelf 9.4 11.9 
4.1.3.1.1h Traditional Thermal Bus, building block 10.8 8.6 
5.1.1.1.1h Modularized Thermal Bus, frame/panel 13.2 7.5 
5.1.2.1.1h Modularized Thermal Bus, shelf 24.7 12.2 
5.1.3.1.1h Modularized Thermal Bus, building block 11.5 5.9 
4.3b.1.3.1h Traditional Thermal Bus, frame/panel, variable ε 12.7 0.2 
4.3b.1.3.1h Traditional Thermal Bus, shelf, variable ε 4.9 6.6 / 0.9* 
4.3b.1.3.1h Traditional Thermal Bus, building block, variable ε 7.4 0.2 
5.2b.1.3.1h Modularized Thermal Bus, frame/panel, variable ε 10.9 0.6 
5.2b.1.3.1h Modularized Thermal Bus, shelf, variable ε 23.2 1.2 
5.2b.1.3.1h Modularized Thermal Bus, building block, variable ε 21.9 0.5 
* Excludes the launch interface module which is uncontrolled and has a weaker thermal link to the other 
modules 
 
These results are also shown graphically in Figure 77. The maximum temperature 
difference for a traditional thermal design can vary on the order of 20 to 40 °C, but the 
temperatures tend to track with each other as the spacecraft moves from sunlight to 
shadow, resulting in individual module variation on the order of 10 to 20 °C. Isolated 
thermal control architectures have much higher instantaneous variation in temperature, 
but the individual module temperature variation over an orbit are of a similar magnitude 
to traditional thermal control systems. Thermal bus architectures, on the other hand, have 
both lower instantaneous and time varying variation. The latter is a result of engaging the 
full thermal mass in resisting temperature change, functioning as a thermal capacitor. 
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Figure 77: Temperature stability comparison. 
 
The highest levels of thermal stability are achieved with thermal architectures that 
have both thermal busses and modulate energy balance by adjusting heat output. The last 
two groups of architecture, with variable emissivity control and a thermal bus, have 
diurnal temperature variations as low as 0.2 °C, limited only by the ability to achieve 
sufficient dynamic range and stability of the control algorithm.  
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One item of note is the higher temperature variation of the shelf version of the 
traditional thermal bus case with variable emissivity (4.3b.1.3.1h). This case allows 
greater drift due to a launch interface module that does not have direct temperature 
control and is somewhat thermally distant from the other modules.  
Another item of note is that the magnitude of the instantaneous temperature 
variation across the spacecraft in the modular isotherm bus models is of the same order as 
a traditional architecture. This last item is caused by differences in the power dissipation 
of the individual modules and the fact that the models were controlled at the radiator 
interface. This is the result of the temperature difference between the module and radiator 
being proportional to the power dissipated within each module (a characteristic of 
conductive heat transfer). The temperature therefore varies because the power levels are 
each different. 
Simulated results of the traditional architecture were within the typical 
temperature range for current spacecraft thermal control systems, indicating that the 
modeling effort was producing the desired results. The more technically advanced 
architectures outperformed the traditional architecture, with the thermal bus providing 
significant reductions in temperature difference across the spacecraft. The thermally 
isolated cases performed very poorly for the frame and panel structure, but had 
reasonable thermal performance for the shelf architecture. Separating the radiator, to 
allow the radiator to be decoupled and modular, did increase the temperatures as the 
thermal distance between the heat sources and the radiator was increased. Some loss in 
thermal performance is expected as a cost for modularity, but the performance loss in this 
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case was modest. And, finally, the control of the thermal energy balance by modulating 
energy output was effective and dramatically increased temperature stability. 
Summary of Findings 
A number of conclusions and findings were drawn during the course of this 
research. These are summarized in the following sections. 
Design Drivers 
One of the purposes in research into thermal control architectures is to determine 
the key design drivers. For a modular spacecraft development focused on LEO missions, 
it was very useful to find that the changes to the orbital parameters and changes in the 
environmental heat load from hot to cold ends of the range were not major drivers to the 
design. Variation in total power dissipation of the spacecraft is a major driver, and will 
strongly affect the required dynamic range of the thermal control system and radiator 
sizing. 
The cold biased design approach used in traditional architecture is still required. 
Cold biasing is required to ensure the dynamic range of the control system envelops the 
expected operating range experienced during the life of the spacecraft, with margin. The 
cold bias provides the margin on the cold side of the range. 
Key Technologies 
Two key findings, discussed throughout this dissertation, are that a thermal bus 
and heat output modulation for energy balance are critical capabilities for modular 
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thermal control architecture. The former provides the ability to maintain thermal 
performance while separating the radiators from the other components, while the later 
provides sufficient dynamic range for effective thermal control. Although both 
technologies add complexity, and are likely to increase cost and mass, the end result is a 
very effective thermal control system that is highly modular. As modularity is the key 
design driver, the increased performance and stability are secondary benefits. 
Variation of radiator energy output is a significant new capability. This capability 
has not been implemented, except with very limited performance and dynamic range 
using louvers, and is not a fully mature technology at this point. When available for 
operational spacecraft, it can be expected to have dramatic effects on the thermal design 
of the spacecraft. By eliminating the need for heaters to augment power input, the power 
usage in eclipse and quiescent modes of operation, such as the often called “safe mode” 
where the spacecraft is placed in a low power and safe operation mode to address any 
anomalous behavior, will be reduced. This reduction in power can flow to savings in 
mass as battery and solar array sizes are allowed to decrease. Mass and power budgets are 
major drivers in spacecraft design, so the potential savings can provide significant 
benefits to spacecraft development programs. 
It should be noted that the technology used (variable emissivity, variable area, or 
pulse-width modulation) does not change the thermal performance. If the technology is 
implemented at the radiator (a requirement for the variable emissivity and variable area 
approaches) then the thermal performance will be different than if it is implemented 
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further up the thermal path (as the pulse-width modulation can be). So the location of 
implementation will make a difference. 
The variable emissivity case for the shelf architecture did not result in significant 
changes in the maximum temperature difference across the spacecraft. The thermal 
control system did behave very differently, but the results are not clearly seen in the top 
level evaluation data. From the actual temperature profiles, included in Figure 78 through 
Figure 485 in Appendix C, it can be seen that the launch interface module is much cooler 
than the others, driving the temperature difference. In the cases using emissivity control, 
the module temperatures were very stable for all modules except the attitude control shelf 
and the launch interface. The temperature was shifted up, due to the reduction in heat 
loss, but the total difference was not significantly affected. This result is important for 
cases where temperature stability and a temperature safety-net are required. 
Thermal Performance 
As expected, the use of a thermal bus to spread heat from module to module and 
to connect to the radiator significantly reduced the maximum temperature difference of 
the spacecraft. This capability and associated technology is an important performance 
driver.  
The use of modular architecture in the thermal control system, specifically the 
separation of the radiator from the modules, does have a performance cost. For missions 
that do not require modularity, this is an unnecessary cost, and other non-modular 
architectures can provide better performance. 
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Spacecraft Design Implications 
There are a number of ways the thermal and structural architectures affect each 
other. One area of interrelation is the effect the structure architecture has on the 
performance of the thermal control system. The structural architecture affects the way 
that each module is tied to a thermal bus, the design of the system used to modulate the 
energy balance, and the way the changes in spacecraft attitude affect each of the modules.  
As has been noted, the isolated thermal architecture is best used with a shelf 
structure design. This is because this structure type allows each module an equal view of 
the Sun, Earth, and deep space. There are some disadvantages that were discovered with 
the design used in the thermal modeling, including lower structural efficiency (the 
amount of structure needed for the design), limitations on the way the modules are 
interconnected (the stack expands in one dimension only), and the difficulty in 
developing a thermal bus that can expand with the stack. These disadvantages are offset 
to some extent by the ability to use isolated thermal control architecture and the simpler 
and more intuitive modularity design with clear interfaces. Although not the lead thermal 
or modular performers, these architectures are likely to have the most straightforward 
implementation. 
The building block and the frame and panel architectures are very similar from a 
thermal perspective. The implementations used in thermal modeling were connected 
slightly differently, leading to some changes in behavior, but these differences were a 
design choice, not a requirement. This can be useful when there are other system-level 
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reasons to use one of the architectures or the other, as the thermal subsystem can be 
adapted to either one. 
The payload deck and launch interface modules were not well connected to the 
thermal bus for those designs that used one. This increased the temperature differences 
between modules, something that could be required in actual designs. Connecting these 
units through a low thermal impedance interface will improve the thermal performance of 
the spacecraft. 
The interactions between the thermal control subsystem and the rest of the 
spacecraft can be minimized with an effective interface control document. Such a 
document would need to specify the mechanical interfaces between the modules as well 
as the way each module interfaces the thermal bus. Electrical interfaces for thermal 
control for this architecture would be very similar to traditional methods, and similar 
definition of connectors, pins, commands, and algorithms would be needed. Radiator 
mounting and the radiator volume envelopes would also be needed in the interface 
control document. Performance bounds, such as dynamic range for heat dissipation and 
the range of control temperatures, are another needed item. What would not be required 
with this type of architecture is the same level of complicated and time consuming 
analysis that is needed in a traditional architecture to verify compliance. 
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CHAPTER 7 
CONCLUSIONS 
The completion of this research provides the first look at developing thermal 
control architecture that effectively supports and complements modular spacecraft 
architecture. The purpose of this research was to determine the most effective thermal 
control architecture for modular spacecraft. To address this problem modular architecture 
was researched, thermal control methods were evaluated, and advanced technologies 
were investigated. Using the principles of product architecture, a number of potential 
thermal control approaches were developed and evaluated. A modular spacecraft case 
study to add understanding of the issues, flexibility, and design drivers of a modular 
spacecraft was completed. Thermal models of a number of spacecraft architectures, 
mission designs, orbital parameters, and thermal control architectures were generated and 
use for detailed orbital simulation. Analyses of the modularity, thermal performance, and 
implementation issues were completed.  
The modularized thermal bus architecture was found to comply with the 
principles of modularity, with a high degree of functional independence, interface 
decoupling, and configuration flexibility. This thermal control architecture provided 
superior thermal performance, with a lower temperature gradient, tighter temperature 
range, and excellent thermal stability as compared to traditional thermal control methods. 
In addition, the use of advanced technologies, in the form of electrochromatic or 
electrostatic radiator films, allowed an improved method of thermal control using 
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modulation of rejected heat to balance the energy and control the temperature. This 
thermal control method provides power savings, significantly better thermal stability, and 
much higher dynamic range for the control system. The architecture also has a realizable 
implementation, minimizing the impact to the system design and having the ability to be 
designed, manufactured, integrated, tested, and operated on actual spacecraft. This 
architecture exceeds all others in these evaluation criteria and is, therefore, the “most 
effective” architecture. 
This research allowed key technologies, design drivers, improvements in thermal 
control, and implications to spacecraft architecture to be found. It was also determined 
that for those missions that require modularity, modular thermal control architecture is 
possible that will enable significant thermal performance improvement, although with an 
increase in the complexity of the thermal control subsystem. In addition, because of the 
modular nature of the design, modules can be exchanged with minimal impact to the 
spacecraft design. The thermal analysis effort is significantly reduced, almost to the point 
where an evaluation of the minimum and maximum performance of the radiator and the 
minimum and maximum environmental and electrical loads is all that is required at the 
system level, although this assumes thermal “compatibility” tests have been performed at 
the module level to ensure the module is compatible with the control methods and 
constraints. 
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Key Findings and Recommendations  
A number of key findings and recommendations were developed during the 
research, including: 
• Thermal coupling across the module interfaces is the greatest issue to be resolved. 
• A thermal bus that creates a nearly isothermal spacecraft effectively decouples the 
thermal interfaces. 
• Separating the radiator from the modules provides needed functional 
independence. 
• Modulating thermal energy at the output (radiated heat rejection) improves 
modularity and thermal stability. 
• Advanced thermal control architecture is more complex to implement, but 
provides significant performance enhancements. 
• Power dissipation is a major driver in the thermal design, but orbital variations are 
minor. 
• Isolated thermal control architecture can be a successful approach for some 
spacecraft designs, but has the worst thermal performance of all the architectures 
investigated for other spacecraft designs. 
• The combination of a thermal bus, modular radiator, and energy modulation at the 
output, exhibited in the modular thermal bus architecture, provides the highest 
levels of modular and thermal performance. 
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• Required technologies, including those for the two key functionality areas of heat 
transfer and heat balance modulation, needed to implement modular thermal 
control are currently available, although varying heat output is not as mature. 
• The ability to vary heat output is a significant new capability that has been 
implemented in only very limited ways in the past. 
• Functional mapping of the modular thermal control architecture is much clearer 
and simpler than traditional architecture, indicating decreased system coupling 
and the ability to separate and standardize the interfaces for high levels of 
modularity. 
• The modular thermal architecture was found to be very flexible and adaptable to 
all of the spacecraft architectures studied. 
• Evaluation of modular performance showed the ability to replace, adapt, and 
upgrade the modules with significantly lower effort than that required of 
traditional thermal control architecture. 
• Thermal performance was significantly improved, resulting in roughly half the 
maximum temperature differences across the spacecraft (11 to 23°C vs. 20 to 
37°C) as well as providing about an order of magnitude more temperature 
stability over time (0.5 to 1.2°C vs. 12 to 17°C). 
Future Work 
Areas were identified during this research that warrant further research or that 
require additional technology development to enable implementation of the modular 
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thermal control architecture developed herein. Technology development in the area of 
heat transfer is very mature and on-going efforts continue to bring new capabilities and 
higher performance. The area that needs more development is the control of heat to the 
radiator or at the radiator so that the energy output can be modulated. Several 
technologies have been identified that would enable this functionality: electrochromatic 
variable emissivity films, electrostatic films, and improved thermal switches. Thermal 
switches have been in use for many years, but continue to have either very low 
performance or poor reliability. Cold welding, a process whereby two very smooth 
surfaces that are pressed together under pressure become bonded, is a big problem for 
thermal switches. Very smooth surfaces of highly conductive material is just what is 
needed to provide good thermal conductivity at the contact surface of the switch, which 
then can result in failure of the switch due to cold welding. The development of a 
reliable, high-performance thermal switch would be very beneficial to the 
implementation of modular thermal control architecture, although the use of 
electrochromatic or electrostatic films on the radiator allows full implementation of the 
architecture without a thermal switch. 
Electrochromatic and electrostatic films are in development now but currently do 
not have the high performance, responsiveness, and test heritage that would enable use in 
an operational mission. The greatest need for these technologies is successful completion 
of a set of flight experiments. 
Research into modular radiator designs is also needed. Investigation of the 
practical limits of a modular radiator and the method of interfacing to a thermal bus are 
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two critical areas that need additional research. The interface between the thermal bus 
and the radiator could be a thermal bottleneck, limiting the performance of the system, if 
sufficient conduction through the interface is not achieved. 
A demonstration of the control of a spacecraft using heat output modulation is 
another area that would add maturity to modular thermal control. Although analysis and 
experience indicate that the control method is superior and implementable, a 
demonstration would provide significant risk reduction. 
The research for this dissertation was limited to LEO altitudes. Further analysis of 
other orbits, such as mid-Earth orbits (MEO) and geosynchronous Earth orbits (GEO), 
would be useful to determine if the same advantages apply to these other areas. MEO and 
GEO thermal designs are usually quite different from LEO designs due to the duration of 
orbit and, in the case of GEO, the very low inclination (typically between -4° and +4°). 
Analysis to further the reasoning and justification for using this type of thermal 
architecture in satellites could also be completed. Coupled with more detailed 
implementations plans, development of complete designs, and ground demonstrations 
would allow verification of the simulations, results, and conclusions presented herein. 
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Appendix A: Analysis Cases 
Case Definitions 
Over four hundred unique cases were analyzed. The regular cases shown in Table 32 
correspond to the bulk of the study, which examined five thermal management 
architectures coupled with several various options. Table 33 displays a number of special 
cases which were appended to the study. 
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47 1.1.3.2.3h   X   X    X  X    X X  
48 1.1.3.2.3c   X   X    X  X    X  X 
49 1.1.3.3.1h   X   X    X   X X   X  
50 1.1.3.3.1c   X   X    X   X X    X 
51 1.1.3.3.2h   X   X    X   X  X  X  
52 1.1.3.3.2c   X   X    X   X  X   X 
53 1.1.3.3.3h   X   X    X   X   X X  
54 1.1.3.3.3c   X   X    X   X   X  X 
55 2.1.1.1.1h   X  X X  X   X   X   X  
56 2.1.1.1.1c   X  X X  X   X   X    X 
57 2.1.1.1.2h   X  X X  X   X    X  X  
58 2.1.1.1.2c   X  X X  X   X    X   X 
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59 2.1.1.1.3h   X  X X  X   X     X X  
60 2.1.1.1.3c   X  X X  X   X     X  X 
61 2.1.1.2.1h   X  X X  X    X  X   X  
62 2.1.1.2.1c   X  X X  X    X  X    X 
63 2.1.1.2.2h   X  X X  X    X   X  X  
64 2.1.1.2.2c   X  X X  X    X   X   X 
65 2.1.1.2.3h   X  X X  X    X    X X  
66 2.1.1.2.3c   X  X X  X    X    X  X 
67 2.1.1.3.1h   X  X X  X     X X   X  
68 2.1.1.3.1c   X  X X  X     X X    X 
69 2.1.1.3.2h   X  X X  X     X  X  X  
70 2.1.1.3.2c   X  X X  X     X  X   X 
71 2.1.1.3.3h   X  X X  X     X   X X  
72 2.1.1.3.3c   X  X X  X     X   X  X 
73 2.1.2.1.1h   X  X X   X  X   X   X  
74 2.1.2.1.1c   X  X X   X  X   X    X 
75 2.1.2.1.2h   X  X X   X  X    X  X  
76 2.1.2.1.2c   X  X X   X  X    X   X 
77 2.1.2.1.3h   X  X X   X  X     X X  
78 2.1.2.1.3c   X  X X   X  X     X  X 
79 2.1.2.2.1h   X  X X   X   X  X   X  
80 2.1.2.2.1c   X  X X   X   X  X    X 
81 2.1.2.2.2h   X  X X   X   X   X  X  
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84 2.1.2.2.3c   X  X X   X   X    X  X 
85 2.1.2.3.1h   X  X X   X    X X   X  
86 2.1.2.3.1c   X  X X   X    X X    X 
87 2.1.2.3.2h   X  X X   X    X  X  X  
88 2.1.2.3.2c   X  X X   X    X  X   X 
89 2.1.2.3.3h   X  X X   X    X   X X  
90 2.1.2.3.3c   X  X X   X    X   X  X 
91 2.1.3.1.1h   X  X X    X X   X   X  
92 2.1.3.1.1c   X  X X    X X   X    X 
93 2.1.3.1.2h   X  X X    X X    X  X  
94 2.1.3.1.2c   X  X X    X X    X   X 
95 2.1.3.1.3h   X  X X    X X     X X  
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96 2.1.3.1.3c   X  X X    X X     X  X 
97 2.1.3.2.1h   X  X X    X  X  X   X  
98 2.1.3.2.1c   X  X X    X  X  X    X 
99 2.1.3.2.2h   X  X X    X  X   X  X  
100 2.1.3.2.2c   X  X X    X  X   X   X 
101 2.1.3.2.3h   X  X X    X  X    X X  
102 2.1.3.2.3c   X  X X    X  X    X  X 
103 2.1.3.3.1h   X  X X    X   X X   X  
104 2.1.3.3.1c   X  X X    X   X X    X 
105 2.1.3.3.2h   X  X X    X   X  X  X  
106 2.1.3.3.2c   X  X X    X   X  X   X 
107 2.1.3.3.3h   X  X X    X   X   X X  
108 2.1.3.3.3c   X  X X    X   X   X  X 
109 3.1.1.1.1h   X X X   X   X   X   X  
110 3.1.1.1.1c   X X X   X   X   X    X 
111 3.1.1.1.2h   X X X   X   X    X  X  
112 3.1.1.1.2c   X X X   X   X    X   X 
113 3.1.1.1.3h   X X X   X   X     X X  
114 3.1.1.1.3c   X X X   X   X     X  X 
115 3.1.1.2.1h   X X X   X    X  X   X  
116 3.1.1.2.1c   X X X   X    X  X    X 
117 3.1.1.2.2h   X X X   X    X   X  X  
118 3.1.1.2.2c   X X X   X    X   X   X 
119 3.1.1.2.3h   X X X   X    X    X X  
120 3.1.1.2.3c   X X X   X    X    X  X 
121 3.1.1.3.1h   X X X   X     X X   X  
122 3.1.1.3.1c   X X X   X     X X    X 
123 3.1.1.3.2h   X X X   X     X  X  X  
124 3.1.1.3.2c   X X X   X     X  X   X 
125 3.1.1.3.3h   X X X   X     X   X X  
126 3.1.1.3.3c   X X X   X     X   X  X 
127 3.1.2.1.1h   X X X    X  X   X   X  
128 3.1.2.1.1c   X X X    X  X   X    X 
129 3.1.2.1.2h   X X X    X  X    X  X  
130 3.1.2.1.2c   X X X    X  X    X   X 
131 3.1.2.1.3h   X X X    X  X     X X  
132 3.1.2.1.3c   X X X    X  X     X  X 
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133 3.1.2.2.1h   X X X    X   X  X   X  
134 3.1.2.2.1c   X X X    X   X  X    X 
135 3.1.2.2.2h   X X X    X   X   X  X  
136 3.1.2.2.2c   X X X    X   X   X   X 
137 3.1.2.2.3h   X X X    X   X    X X  
138 3.1.2.2.3c   X X X    X   X    X  X 
139 3.1.2.3.1h   X X X    X    X X   X  
140 3.1.2.3.1c   X X X    X    X X    X 
141 3.1.2.3.2h   X X X    X    X  X  X  
142 3.1.2.3.2c   X X X    X    X  X   X 
143 3.1.2.3.3h   X X X    X    X   X X  
144 3.1.2.3.3c   X X X    X    X   X  X 
145 3.1.3.1.1h   X X X     X X   X   X  
146 3.1.3.1.1c   X X X     X X   X    X 
147 3.1.3.1.2h   X X X     X X    X  X  
148 3.1.3.1.2c   X X X     X X    X   X 
149 3.1.3.1.3h   X X X     X X     X X  
150 3.1.3.1.3c   X X X     X X     X  X 
151 3.1.3.2.1h   X X X     X  X  X   X  
152 3.1.3.2.1c   X X X     X  X  X    X 
153 3.1.3.2.2h   X X X     X  X   X  X  
154 3.1.3.2.2c   X X X     X  X   X   X 
155 3.1.3.2.3h   X X X     X  X    X X  
156 3.1.3.2.3c   X X X     X  X    X  X 
157 3.1.3.3.1h   X X X     X   X X   X  
158 3.1.3.3.1c   X X X     X   X X    X 
159 3.1.3.3.2h   X X X     X   X  X  X  
160 3.1.3.3.2c   X X X     X   X  X   X 
161 3.1.3.3.3h   X X X     X   X   X X  
162 3.1.3.3.3c   X X X     X   X   X  X 
163 4.1.1.1.1h X  X   X  X   X   X   X  
164 4.1.1.1.1c X  X   X  X   X   X    X 
165 4.1.1.1.2h X  X   X  X   X    X  X  
166 4.1.1.1.2c X  X   X  X   X    X   X 
167 4.1.1.1.3h X  X   X  X   X     X X  
168 4.1.1.1.3c X  X   X  X   X     X  X 
169 4.1.1.2.1h X  X   X  X    X  X   X  
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170 4.1.1.2.1c X  X   X  X    X  X    X 
171 4.1.1.2.2h X  X   X  X    X   X  X  
172 4.1.1.2.2c X  X   X  X    X   X   X 
173 4.1.1.2.3h X  X   X  X    X    X X  
174 4.1.1.2.3c X  X   X  X    X    X  X 
175 4.1.1.3.1h X  X   X  X     X X   X  
176 4.1.1.3.1c X  X   X  X     X X    X 
177 4.1.1.3.2h X  X   X  X     X  X  X  
178 4.1.1.3.2c X  X   X  X     X  X   X 
179 4.1.1.3.3h X  X   X  X     X   X X  
180 4.1.1.3.3c X  X   X  X     X   X  X 
181 4.1.2.1.1h X  X   X   X  X   X   X  
182 4.1.2.1.1c X  X   X   X  X   X    X 
183 4.1.2.1.2h X  X   X   X  X    X  X  
184 4.1.2.1.2c X  X   X   X  X    X   X 
185 4.1.2.1.3h X  X   X   X  X     X X  
186 4.1.2.1.3c X  X   X   X  X     X  X 
187 4.1.2.2.1h X  X   X   X   X  X   X  
188 4.1.2.2.1c X  X   X   X   X  X    X 
189 4.1.2.2.2h X  X   X   X   X   X  X  
190 4.1.2.2.2c X  X   X   X   X   X   X 
191 4.1.2.2.3h X  X   X   X   X    X X  
192 4.1.2.2.3c X  X   X   X   X    X  X 
193 4.1.2.3.1h X  X   X   X    X X   X  
194 4.1.2.3.1c X  X   X   X    X X    X 
195 4.1.2.3.2h X  X   X   X    X  X  X  
196 4.1.2.3.2c X  X   X   X    X  X   X 
197 4.1.2.3.3h X  X   X   X    X   X X  
198 4.1.2.3.3c X  X   X   X    X   X  X 
199 4.1.3.1.1h X  X   X    X X   X   X  
200 4.1.3.1.1c X  X   X    X X   X    X 
201 4.1.3.1.2h X  X   X    X X    X  X  
202 4.1.3.1.2c X  X   X    X X    X   X 
203 4.1.3.1.3h X  X   X    X X     X X  
204 4.1.3.1.3c X  X   X    X X     X  X 
205 4.1.3.2.1h X  X   X    X  X  X   X  
206 4.1.3.2.1c X  X   X    X  X  X    X 
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207 4.1.3.2.2h X  X   X    X  X   X  X  
208 4.1.3.2.2c X  X   X    X  X   X   X 
209 4.1.3.2.3h X  X   X    X  X    X X  
210 4.1.3.2.3c X  X   X    X  X    X  X 
211 4.1.3.3.1h X  X   X    X   X X   X  
212 4.1.3.3.1c X  X   X    X   X X    X 
213 4.1.3.3.2h X  X   X    X   X  X  X  
214 4.1.3.3.2c X  X   X    X   X  X   X 
215 4.1.3.3.3h X  X   X    X   X   X X  
216 4.1.3.3.3c X  X   X    X   X   X  X 
217 4.3.1.1.1h X  X  X X  X   X   X   X  
218 4.3.1.1.1c X  X  X X  X   X   X    X 
219 4.3.1.1.2h X  X  X X  X   X    X  X  
220 4.3.1.1.2c X  X  X X  X   X    X   X 
221 4.3.1.1.3h X  X  X X  X   X     X X  
222 4.3.1.1.3c X  X  X X  X   X     X  X 
223 4.3.1.2.1h X  X  X X  X    X  X   X  
224 4.3.1.2.1c X  X  X X  X    X  X    X 
225 4.3.1.2.2h X  X  X X  X    X   X  X  
226 4.3.1.2.2c X  X  X X  X    X   X   X 
227 4.3.1.2.3h X  X  X X  X    X    X X  
228 4.3.1.2.3c X  X  X X  X    X    X  X 
229 4.3.1.3.1h X  X  X X  X     X X   X  
230 4.3.1.3.1c X  X  X X  X     X X    X 
231 4.3.1.3.2h X  X  X X  X     X  X  X  
232 4.3.1.3.2c X  X  X X  X     X  X   X 
233 4.3.1.3.3h X  X  X X  X     X   X X  
234 4.3.1.3.3c X  X  X X  X     X   X  X 
235 4.3.2.1.1h X  X  X X   X  X   X   X  
236 4.3.2.1.1c X  X  X X   X  X   X    X 
237 4.3.2.1.2h X  X  X X   X  X    X  X  
238 4.3.2.1.2c X  X  X X   X  X    X   X 
239 4.3.2.1.3h X  X  X X   X  X     X X  
240 4.3.2.1.3c X  X  X X   X  X     X  X 
241 4.3.2.2.1h X  X  X X   X   X  X   X  
242 4.3.2.2.1c X  X  X X   X   X  X    X 
243 4.3.2.2.2h X  X  X X   X   X   X  X  
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244 4.3.2.2.2c X  X  X X   X   X   X   X 
245 4.3.2.2.3h X  X  X X   X   X    X X  
246 4.3.2.2.3c X  X  X X   X   X    X  X 
247 4.3.2.3.1h X  X  X X   X    X X   X  
248 4.3.2.3.1c X  X  X X   X    X X    X 
249 4.3.2.3.2h X  X  X X   X    X  X  X  
250 4.3.2.3.2c X  X  X X   X    X  X   X 
251 4.3.2.3.3h X  X  X X   X    X   X X  
252 4.3.2.3.3c X  X  X X   X    X   X  X 
253 4.3.3.1.1h X  X  X X    X X   X   X  
254 4.3.3.1.1c X  X  X X    X X   X    X 
255 4.3.3.1.2h X  X  X X    X X    X  X  
256 4.3.3.1.2c X  X  X X    X X    X   X 
257 4.3.3.1.3h X  X  X X    X X     X X  
258 4.3.3.1.3c X  X  X X    X X     X  X 
259 4.3.3.2.1h X  X  X X    X  X  X   X  
260 4.3.3.2.1c X  X  X X    X  X  X    X 
261 4.3.3.2.2h X  X  X X    X  X   X  X  
262 4.3.3.2.2c X  X  X X    X  X   X   X 
263 4.3.3.2.3h X  X  X X    X  X    X X  
264 4.3.3.2.3c X  X  X X    X  X    X  X 
265 4.3.3.3.1h X  X  X X    X   X X   X  
266 4.3.3.3.1c X  X  X X    X   X X    X 
267 4.3.3.3.2h X  X  X X    X   X  X  X  
268 4.3.3.3.2c X  X  X X    X   X  X   X 
269 4.3.3.3.3h X  X  X X    X   X   X X  
270 4.3.3.3.3c X  X  X X    X   X   X  X 
271 5.1.1.1.1h X X    X  X   X   X   X  
272 5.1.1.1.1c X X    X  X   X   X    X 
273 5.1.1.1.2h X X    X  X   X    X  X  
274 5.1.1.1.2c X X    X  X   X    X   X 
275 5.1.1.1.3h X X    X  X   X     X X  
276 5.1.1.1.3c X X    X  X   X     X  X 
277 5.1.1.2.1h X X    X  X    X  X   X  
278 5.1.1.2.1c X X    X  X    X  X    X 
279 5.1.1.2.2h X X    X  X    X   X  X  
280 5.1.1.2.2c X X    X  X    X   X   X 
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281 5.1.1.2.3h X X    X  X    X    X X  
282 5.1.1.2.3c X X    X  X    X    X  X 
283 5.1.1.3.1h X X    X  X     X X   X  
284 5.1.1.3.1c X X    X  X     X X    X 
285 5.1.1.3.2h X X    X  X     X  X  X  
286 5.1.1.3.2c X X    X  X     X  X   X 
287 5.1.1.3.3h X X    X  X     X   X X  
288 5.1.1.3.3c X X    X  X     X   X  X 
289 5.1.2.1.1h X X    X   X  X   X   X  
290 5.1.2.1.1c X X    X   X  X   X    X 
291 5.1.2.1.2h X X    X   X  X    X  X  
292 5.1.2.1.2c X X    X   X  X    X   X 
293 5.1.2.1.3h X X    X   X  X     X X  
294 5.1.2.1.3c X X    X   X  X     X  X 
295 5.1.2.2.1h X X    X   X   X  X   X  
296 5.1.2.2.1c X X    X   X   X  X    X 
297 5.1.2.2.2h X X    X   X   X   X  X  
298 5.1.2.2.2c X X    X   X   X   X   X 
299 5.1.2.2.3h X X    X   X   X    X X  
300 5.1.2.2.3c X X    X   X   X    X  X 
301 5.1.2.3.1h X X    X   X    X X   X  
302 5.1.2.3.1c X X    X   X    X X    X 
303 5.1.2.3.2h X X    X   X    X  X  X  
304 5.1.2.3.2c X X    X   X    X  X   X 
305 5.1.2.3.3h X X    X   X    X   X X  
306 5.1.2.3.3c X X    X   X    X   X  X 
307 5.1.3.1.1h X X    X    X X   X   X  
308 5.1.3.1.1c X X    X    X X   X    X 
309 5.1.3.1.2h X X    X    X X    X  X  
310 5.1.3.1.2c X X    X    X X    X   X 
311 5.1.3.1.3h X X    X    X X     X X  
312 5.1.3.1.3c X X    X    X X     X  X 
313 5.1.3.2.1h X X    X    X  X  X   X  
314 5.1.3.2.1c X X    X    X  X  X    X 
315 5.1.3.2.2h X X    X    X  X   X  X  
316 5.1.3.2.2c X X    X    X  X   X   X 
317 5.1.3.2.3h X X    X    X  X    X X  
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318 5.1.3.2.3c X X    X    X  X    X  X 
319 5.1.3.3.1h X X    X    X   X X   X  
320 5.1.3.3.1c X X    X    X   X X    X 
321 5.1.3.3.2h X X    X    X   X  X  X  
322 5.1.3.3.2c X X    X    X   X  X   X 
323 5.1.3.3.3h X X    X    X   X   X X  
324 5.1.3.3.3c X X    X    X   X   X  X 
325 5.2.1.1.1h X X   X X  X   X   X   X  
326 5.2.1.1.1c X X   X X  X   X   X    X 
327 5.2.1.1.2h X X   X X  X   X    X  X  
328 5.2.1.1.2c X X   X X  X   X    X   X 
329 5.2.1.1.3h X X   X X  X   X     X X  
330 5.2.1.1.3c X X   X X  X   X     X  X 
331 5.2.1.2.1h X X   X X  X    X  X   X  
332 5.2.1.2.1c X X   X X  X    X  X    X 
333 5.2.1.2.2h X X   X X  X    X   X  X  
334 5.2.1.2.2c X X   X X  X    X   X   X 
335 5.2.1.2.3h X X   X X  X    X    X X  
336 5.2.1.2.3c X X   X X  X    X    X  X 
337 5.2.1.3.1h X X   X X  X     X X   X  
338 5.2.1.3.1c X X   X X  X     X X    X 
339 5.2.1.3.2h X X   X X  X     X  X  X  
340 5.2.1.3.2c X X   X X  X     X  X   X 
341 5.2.1.3.3h X X   X X  X     X   X X  
342 5.2.1.3.3c X X   X X  X     X   X  X 
343 5.2.2.1.1h X X   X X   X  X   X   X  
344 5.2.2.1.1c X X   X X   X  X   X    X 
345 5.2.2.1.2h X X   X X   X  X    X  X  
346 5.2.2.1.2c X X   X X   X  X    X   X 
347 5.2.2.1.3h X X   X X   X  X     X X  
348 5.2.2.1.3c X X   X X   X  X     X  X 
349 5.2.2.2.1h X X   X X   X   X  X   X  
350 5.2.2.2.1c X X   X X   X   X  X    X 
351 5.2.2.2.2h X X   X X   X   X   X  X  
352 5.2.2.2.2c X X   X X   X   X   X   X 
353 5.2.2.2.3h X X   X X   X   X    X X  
354 5.2.2.2.3c X X   X X   X   X    X  X 
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355 5.2.2.3.1h X X   X X   X    X X   X  
356 5.2.2.3.1c X X   X X   X    X X    X 
357 5.2.2.3.2h X X   X X   X    X  X  X  
358 5.2.2.3.2c X X   X X   X    X  X   X 
359 5.2.2.3.3h X X   X X   X    X   X X  
360 5.2.2.3.3c X X   X X   X    X   X  X 
361 5.2.3.1.1h X X   X X    X X   X   X  
362 5.2.3.1.1c X X   X X    X X   X    X 
363 5.2.3.1.2h X X   X X    X X    X  X  
364 5.2.3.1.2c X X   X X    X X    X   X 
365 5.2.3.1.3h X X   X X    X X     X X  
366 5.2.3.1.3c X X   X X    X X     X  X 
367 5.2.3.2.1h X X   X X    X  X  X   X  
368 5.2.3.2.1c X X   X X    X  X  X    X 
369 5.2.3.2.2h X X   X X    X  X   X  X  
370 5.2.3.2.2c X X   X X    X  X   X   X 
371 5.2.3.2.3h X X   X X    X  X    X X  
372 5.2.3.2.3c X X   X X    X  X    X  X 
373 5.2.3.3.1h X X   X X    X   X X   X  
374 5.2.3.3.1c X X   X X    X   X X    X 
375 5.2.3.3.2h X X   X X    X   X  X  X  
376 5.2.3.3.2c X X   X X    X   X  X   X 
377 5.2.3.3.3h X X   X X    X   X   X X  
378 5.2.3.3.3c X X   X X    X   X   X  X 
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500 3.2.1.1.1h   X X    X   X   X   X  
501 3.2.2.1.1h   X X     X  X   X   X  
502 3.2.3.1.1h   X X      X X   X   X  
503 4.4.1.1.1h X   X     X X X     X     X     X   
504 4.4.1.2.1h X   X     X X X       X   X     X   
505 4.4.1.3.1h X   X     X X X         X X     X   
506 4.4.2.1.1h X   X     X X   X   X     X     X   
507 4.4.2.2.1h X   X     X X   X     X   X     X   
508 4.4.2.3.1h X   X     X X   X       X X     X   
509 4.4.3.1.1h X   X     X X     X X     X     X   
510 4.4.3.2.1h X   X     X X     X   X   X     X   
511 4.4.3.3.1h X   X     X X     X     X X     X   
512 5.4.1.1.1h X X       X X X     X     X     X   
513 5.4.1.2.1h X X       X X X       X   X     X   
514 5.4.1.3.1h X X       X X X         X X     X   
515 5.4.2.1.1h X X       X X   X   X     X     X   
516 5.4.2.2.1h X X       X X   X     X   X     X   
517 5.4.2.3.1h X X       X X   X       X X     X   
518 5.4.3.1.1h X X       X X     X X     X     X   
519 5.4.3.2.1h X X       X X     X   X   X     X   
520 5.4.3.3.1h X X       X X     X     X X     X   
521 4.3b.1.3.1h X   X   X X   X         X X     X   
522 4.3b.2.3.1h X   X   X X     X       X X     X   
523 4.3b.3.3.1h X   X   X X       X     X X     X   
524 5.2b.1.1.1h X X     X X   X     X     X     X   
525 5.2b.1.3.1h X X     X X   X         X X     X   
526 5.2b.2.3.1h X X     X X     X       X X     X   
527 5.2b.3.3.1h X X     X X       X     X X     X   
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Appendix B: Model and Modeling Parameters 
Simulation of the on-orbit thermal performance of the candidate thermal 
architectures was completed using a suite of software tools from Network Analysis 
Incorporated [86]. This suite included FEMAP, Thermica, and SINDA/G. The purpose 
for which each tool was used for the thermal modeling is listed in Table 34. 
 
Table 34: Modeling Software Used for Thermal Simulations 
Modeling Suite Component Purpose 
FEMAP FEMAP is a finite element model builder and the primary user 
interface to the model. The version of FEMAP used includes a 
customized interface to Thermica and SINDA/G developed by the 
makers of SINDA/G. FEMAP is used to generate the geometry, 
thermal properties, optical properties, mass properties, electrical 
power dissipation, heater control logic, and thermal links for the 
elements that make up the thermal model. Inputs are also provided 
for the time period and environmental flux levels used for Thermica 
and SINDA/G. Output of temperatures can be displayed on the 
elements to analyze temperature results. 
Thermica The capabilities of Thermica used in this project included importing 
the geometry, optical properties, and environmental heat flux 
parameters from FEMAP, loading orbit definition and spacecraft 
pointing definition files, and producing environmental heat loads and 
thermal radiation connections between elements. 
SINDA/G SINDA/G is the thermal solver. It uses inputs of thermal connections 
and element properties to create a large mathematical thermal model 
that is solved at each time step to produce temperatures for each time 
step. 
 
The mass and power dissipation input into the thermal model for each module are 
given in Table 16 and total power dissipation for each DRM is given in Table 17. The 
orbital and environmental parameters used for Thermica are given in Table 14. 
In addition to the orbital parameters and module definition, a number of modeling 
parameters were required to build the thermal analysis model. Table 35 lists the bulk 
material properties used. These properties define the thermal conductance, thermal 
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capacitance, and density of the aluminum, carbon composite, and high conductance 
radiator materials. The high conductance radiator material is used to simulate a radiator 
with heat pipes or other heat transfer enhancing technology, creating an essentially 
isothermal radiator. Optical surface properties for the elements of the model are listed in 
Table 36, with solar absorptivity, infrared emissivity, and specularity defined for each 
property. Element definitions for the finite elements and link elements are shown in Table 
37. Plate elements are used to build the simulated spacecraft surfaces while link elements 
simulate the thermal connection between surfaces, such as bolted interfaces or heat pipes. 
Various options for the thermal construction of the model were used to simulate 
each of the thermal control architectures. The details of these options are provided in 
Table 38 through Table 42. Illustrations of each of the spacecraft architectures were 
shown previously in Figure 37 through Figure 45. 
 
Table 35: Bulk Material Properties Used in Thermal Simulations 
ID Model Name k (W/mK) 
cp 
(J/kgK) 
Density 
(kg/m3) 
1 Aluminum 6061 - T6 167.9 961.2 2770 
2 Composite 167.9 961.2 1800 
3 High k radiator* 8000 900 2770 
* Used to simulate a nearly isothermal radiator 
  
Table 36: Optical Surface Properties Used in Thermal Simulations 
ID Model Name α ε Specularity 
10 MLI  Kapton BOL e* 0.04 0.49 0.83 0.50 
11 MLI  Kapton EOL e* 0.02 0.70 0.83 0.50 
12 White paint BOL 0.15 0.85 0.00 
13 White paint EOL 0.20 0.85 0.00 
14 Black paint BOL 0.95 0.90 0.00 
15 Black paint EOL 0.95 0.85 0.00 
16 Light band BOL 0.35 0.85 0.00 
17 Light band EOL 0.45 0.85 0.00 
18 Solar Cells 0.67 0.85 0.00 
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Table 37: Model Element Material Definitions 
ID Property Name Type, Material Property (w/ units) 
1 Aluminum Plate 0.1 inch Plate, 1 Thickness 0.00254 m 
2 Aluminum Plate quarter inch Plate, 1 Thickness 0.00635 m 
3 Composite 0.1 in Plate, 2 Thickness 0.00254 m 
4 High k radiator 0.1 inch Plate, 3 Thickness 0.00254 m 
5 Null* Plate, 1 Thickness 0.000001 m 
20 #4 Bolt Link Conductance 0.26385 W/K 
21 #6 Bolt Link Conductance 0.42194 W/K 
22 #8 Bolt Link Conductance 0.8000 W/K 
23 #10 Bolt Link Conductance 1.31579 W/K 
24 1/4 in Bolt Link Conductance 3.57143 W/K 
30 Link 5 W/K Link Conductance 5.0 W/K 
31 Link 1 W/K Link Conductance 1.0 W/K 
32 Link 100 W/K Link Conductance 100.0 W/K 
33 Link 5/6 W/K Link Conductance 0.833 W/K 
34 Link 3.2 W/K Link Conductance 3.2 W/K 
* Used for materials with no effective thickness 
 
Table 38: Traditional Thermal Control Architecture Model Construction 
Architecture Thermal Construction 
Frame and Panel • Each panel module is bolted to the frame with fourteen #8 bolts. 
• Deck modules are bolted to the frame with twenty-eight #8 bolts. 
• Panel modules dissipate heat to space through individual white-painted 
radiators of 0.056 m2 area. 
• MLI covers all other surfaces except the Lightband deployment ring which is 
left bare. 
Shelf • Each shelf module is bolted to neighboring modules with six ¼ inch bolts. 
• Deck modules are bolted to neighboring modules with six ¼ inch bolts. 
• Shelf modules dissipate heat to space through individual white-painted 
radiators of 0.090 m2 area. 
• MLI covers all other surfaces except the Lightband deployment ring which is 
left bare. 
Building Block • Corner modules are bolted to each deck with five #8 bolts. 
• Side panels are bolted to each deck with three #8 bolts. 
• The attitude control shelf module at the center is bolted to each deck with 
twelve #8 bolts. 
• Corner and side modules dissipate heat to space through individual white-
painted radiators of 0.095 and 0.0475 m2 area, respectively. 
• MLI covers all other surfaces except the Lightband deployment ring which is 
left bare. 
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Table 39: Advanced Traditional Thermal Control Architecture Model Construction 
Architecture Thermal Construction 
Frame and 
Panel 
• Same as for traditional thermal control model except white painted radiators have 
variable emissivity control that varies from 0.10 to 0.85 as a function of the control 
temperature. 
Shelf • Same as for traditional thermal control model except white painted radiators have 
variable emissivity control that varies from 0.10 to 0.85 as a function of the control 
temperature. 
Building 
Block 
• Same as for traditional thermal control model except white painted radiators have 
variable emissivity control that varies from 0.10 to 0.85 as a function of the control 
temperature. 
 
Table 40: Isolated Thermal Control Architecture Model Construction 
Architecture Thermal Construction 
Frame and 
Panel 
• Same as for traditional thermal control model except no bolted thermal links are 
used, thermally isolating each module. 
Shelf • Same as for traditional thermal control model except no bolted thermal links are 
used, thermally isolating each module. 
Building 
Block 
• Same as for traditional thermal control model except no bolted thermal links are 
used, thermally isolating each module. 
 
Table 41: Partial Isothermal Bus Thermal Control Architecture Model Construction 
Architecture Thermal Construction 
Frame and 
Panel 
• Same as for traditional thermal control model except five 1 W/K thermal links 
connect to a heat pipe node to simulate the thermal bus. 
• For variable emissivity options the radiator emissivity varies from 0.10 to 0.85 as a 
function of the control temperature. 
• For variable emissivity options designed for a 20ºC operating temperature, the 
radiator area was increased until the control temperature was maintained for the 
entire orbit. 
• For switched radiator options the thermal link from the central mass node to the 
radiator panel was turned on or off to control the mass node temperature. 
 
Table 42: Modular Isothermal Bus Thermal Control Architecture Model Construction 
Architecture Thermal Construction 
Frame and 
Panel, 
Shelf, and 
Building 
Block 
• Same as for traditional thermal control model except five 1 W/K thermal links 
connect to a heat pipe node to simulate the thermal bus which is in turn connected to 
two radiators with eight 100 W/K thermal links. The outer surface of the radiator is 
painted white while the inner surface is covered with MLI. Modules are covered with 
MLI. The external radiators are each one half of the surface area of the combined 
radiators in the traditional architecture, maintaining the same total radiator area. 
• For variable emissivity options the radiator emissivity varies from 0.10 to 0.85 as a 
function of the control temperature. 
• For variable emissivity options designed for a 20ºC operating temperature, the 
radiator area was increased until the control temperature was maintained orbit. 
• For switched radiator options the thermal link from the thermal bus node to the 
radiator panels was turned on or off to control the thermal bus node temperature. 
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Appendix C: Case Results 
The sampled nodes and individual case results plots are provided in this appendix. 
Node Sampling List 
One node from each panel and deck, as well as the thermal bus node where 
applicable, was sampled for plotting the time-varying temperature for each spacecraft 
configuration.  The nodes for each configuration are shown in Table 43.  
 
Table 43: Node List 
Module Frame/Panel Stacked Shelf Building Block 
Data Handling Frame 2005 N/A N/A 
Communications Panel A 3010 3023 3007 
Communications Panel B 4017 4031 4007 
Spacecraft Processor Panel 5016 5039 5006 
Power Management Panel 6017 6047 6006 
Attitude Control Frame 7047 N/A N/A 
Attitude Control Shelf 8020 8007 8048 
Attitude Control Panel A 9016 9013 9011 
Attitude Control Panel B 10017 10023 10010 
Solar Array Panel 11011 11031 11010 
Solar Array Panel* 11030 11087 11024 
Launch Interface Deck 13028 13028 13036 
Payload Deck 14026 14030 14037 
Thermal Control 15000 15000 15000 
*Two modules were placed in the same layer; one node was selected for each. 
 
Individual Plots – Regular Cases 
The figures that follow show temperature graphs of the sample nodes listed in 
Table 43 over three earth orbits. 
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Figure 78: Temperature graph for case 1.1.1.1.1h. 
 
 
 
Figure 79: Temperature graph for case 1.1.1.1.1c. 
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Figure 80: Temperature graph for case 1.1.1.1.2h. 
 
 
 
Figure 81: Temperature graph for case 1.1.1.1.2c. 
193 
 
Figure 82: Temperature graph for case 1.1.1.1.3h. 
 
 
 
Figure 83: Temperature graph for case 1.1.1.1.3c. 
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Figure 84: Temperature graph for case 1.1.1.2.1h.  
 
 
 
Figure 85: Temperature graph for case 1.1.1.2.1c.  
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Figure 86: Temperature graph for case 1.1.1.2.2h.  
 
 
 
Figure 87: Temperature graph for case 1.1.1.2.2c.  
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Figure 88: Temperature graph for case 1.1.1.2.3h.  
 
 
 
Figure 89: Temperature graph for case 1.1.1.2.3c.  
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Figure 90: Temperature graph for case 1.1.1.3.1h.  
 
 
 
Figure 91: Temperature graph for case 1.1.1.3.1c.  
198 
 
Figure 92: Temperature graph for case 1.1.1.3.2h.  
 
 
 
Figure 93: Temperature graph for case 1.1.1.3.2c.  
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Figure 94: Temperature graph for case 1.1.1.3.3h.  
 
 
 
Figure 95: Temperature graph for case 1.1.1.3.3c.  
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Figure 96: Temperature graph for case 1.1.2.1.1h.  
 
 
 
Figure 97: Temperature graph for case 1.1.2.1.1c.  
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Figure 98: Temperature graph for case 1.1.2.1.2h.  
 
 
 
Figure 99: Temperature graph for case 1.1.2.1.1c.  
202 
 
Figure 100: Temperature graph for case 1.1.2.1.3h.  
 
 
 
Figure 101: Temperature graph for case 1.1.2.1.3c.  
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Figure 102: Temperature graph for case 1.1.2.2.1h.  
 
 
 
Figure 103: Temperature graph for case 1.1.2.2.1c.  
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Figure 104: Temperature graph for case 1.1.2.2.2h.  
 
 
 
Figure 105: Temperature graph for case 1.1.2.2.2c.  
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Figure 106: Temperature graph for case 1.1.2.2.3h.  
 
 
 
Figure 107: Temperature graph for case 1.1.2.2.3c.  
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Figure 108: Temperature graph for case 1.1.2.3.1h.  
 
 
 
Figure 109: Temperature graph for case 1.1.2.3.1c.  
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Figure 110: Temperature graph for case 1.1.2.3.2h.  
 
 
 
Figure 111: Temperature graph for case 1.1.2.3.2c.  
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Figure 112: Temperature graph for case 1.1.2.3.3h.  
 
 
 
Figure 113: Temperature graph for case 1.1.2.3.3c.  
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Figure 114: Temperature graph for case 1.1.3.1.1h.  
 
 
 
Figure 115: Temperature graph for case 1.1.3.1.1c.  
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Figure 116: Temperature graph for case 1.1.3.1.2h.  
 
 
 
Figure 117: Temperature graph for case 1.1.3.1.2c.  
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Figure 118: Temperature graph for case 1.1.3.1.3h.  
 
 
 
Figure 119: Temperature graph for case 1.1.3.1.3c.  
212 
 
Figure 120: Temperature graph for case 1.1.3.2.1h.  
 
 
 
Figure 121: Temperature graph for case 1.1.3.2.1c.  
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Figure 122: Temperature graph for case 1.1.3.2.2h.  
 
 
Figure 123: Temperature graph for case 1.1.3.2.2c.  
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Figure 124: Temperature graph for case 1.1.3.2.3h. 
 
 
Figure 125: Temperature graph for case 1.1.3.2.3c.  
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Figure 126: Temperature graph for case 1.1.3.3.1h.  
 
 
Figure 127: Temperature graph for case 1.1.3.3.1c.  
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Figure 128: Temperature graph for case 1.1.3.3.2h.  
 
 
Figure 129: Temperature graph for case 1.1.3.3.2c.  
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Figure 130: Temperature graph for case 1.1.3.3.3h.  
 
 
Figure 131: Temperature graph for case 1.1.3.3.3c.  
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Figure 132: Temperature graph for case 2.1.1.1.1h.  
 
 
Figure 133: Temperature graph for case 2.1.1.1.1c.  
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Figure 134: Temperature graph for case 2.1.1.1.2h.  
 
 
Figure 135: Temperature graph for case 2.1.1.1.2c.  
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Figure 136: Temperature graph for case 2.1.1.1.3h.  
 
 
Figure 137: Temperature graph for case 2.1.1.1.3c.  
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Figure 138: Temperature graph for case 2.1.1.2.1h.  
 
 
Figure 139: Temperature graph for case 2.1.1.2.1c.  
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Figure 140: Temperature graph for case 2.1.1.2.2h.  
 
 
Figure 141: Temperature graph for case 2.1.1.2.2c.  
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Figure 142: Temperature graph for case 2.1.1.2.3h.  
 
 
Figure 143: Temperature graph for case 2.1.1.2.3c.  
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Figure 144: Temperature graph for case 2.1.1.3.1h.  
 
 
Figure 145: Temperature graph for case 2.1.1.3.1c.  
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Figure 146: Temperature graph for case 2.1.1.3.2h.  
 
 
Figure 147: Temperature graph for case 2.1.1.3.2c.  
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Figure 148: Temperature graph for case 2.1.1.3.3h.  
 
 
Figure 149: Temperature graph for case 2.1.1.3.3c.  
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Figure 150: Temperature graph for case 2.1.2.1.1h.  
 
 
Figure 151: Temperature graph for case 2.1.2.1.1c.  
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Figure 152: Temperature graph for case 2.1.2.1.2h.  
 
 
Figure 153: Temperature graph for case 2.1.2.1.2c.  
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Figure 154: Temperature graph for case 2.1.2.1.3h.  
 
 
Figure 155: Temperature graph for case 2.1.2.1.3c.  
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Figure 156: Temperature graph for case 2.1.2.2.1h.  
 
 
Figure 157: Temperature graph for case 2.1.2.2.1c.  
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Figure 158: Temperature graph for case 2.1.2.2.2h.  
 
 
Figure 159: Temperature graph for case 2.1.2.2.2c.  
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Figure 160: Temperature graph for case 2.1.2.2.3h.  
 
 
Figure 161: Temperature graph for case 2.1.2.2.3c.  
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Figure 162: Temperature graph for case 2.1.2.3.1h.  
 
 
Figure 163: Temperature graph for case 2.1.2.3.1c.  
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Figure 164: Temperature graph for case 2.1.2.3.2h.  
 
 
Figure 165: Temperature graph for case 2.1.2.3.2c.  
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Figure 166: Temperature graph for case 2.1.2.3.3h.  
 
 
Figure 167: Temperature graph for case 2.1.2.3.3c.  
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Figure 168: Temperature graph for case 2.1.3.1.1h.  
 
 
Figure 169: Temperature graph for case 2.1.3.1.1c.  
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Figure 170: Temperature graph for case 2.1.3.1.2h.  
 
 
Figure 171: Temperature graph for case 2.1.3.1.2c.  
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Figure 172: Temperature graph for case 2.1.3.1.3c.  
 
 
Figure 173: Temperature graph for case 2.1.3.1.3c.  
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Figure 174: Temperature graph for case 2.1.3.2.1h.  
 
 
Figure 175: Temperature graph for case 2.1.3.2.1c.  
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Figure 176: Temperature graph for case 2.1.3.2.2h.  
 
 
Figure 177: Temperature graph for case 2.1.3.2.2c.  
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Figure 178: Temperature graph for case 2.1.3.2.3h.  
 
 
Figure 179: Temperature graph for case 2.1.3.2.3c.  
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Figure 180: Temperature graph for case 2.1.3.3.1h.  
 
 
Figure 181: Temperature graph for case 2.1.3.3.1c.  
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Figure 182: Temperature graph for case 2.1.3.3.2h.  
 
 
Figure 183: Temperature graph for case 2.1.3.3.2c.  
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Figure 184: Temperature graph for case 2.1.3.3.3h.  
 
 
Figure 185: Temperature graph for case 2.1.3.3.3c.  
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Figure 186: Temperature graph for case 3.1.1.1.1h.  
 
 
Figure 187: Temperature graph for case 3.1.1.1.1c.  
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Figure 188: Temperature graph for case 3.1.1.1.2h.  
 
 
Figure 189: Temperature graph for case 3.1.1.1.2c.  
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Figure 190: Temperature graph for case 3.1.1.1.3h.  
 
 
Figure 191: Temperature graph for case 3.1.1.1.3c.  
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Figure 192: Temperature graph for case 3.1.1.2.1h.  
 
 
Figure 193: Temperature graph for case 3.1.1.2.1c.  
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Figure 194: Temperature graph for case 3.1.1.2.2h.  
 
 
Figure 195: Temperature graph for case 3.1.1.2.2c.  
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Figure 196: Temperature graph for case 3.1.1.2.3h.  
 
 
Figure 197: Temperature graph for case 3.1.1.2.3c.  
251 
 
Figure 198: Temperature graph for case 3.1.1.3.1h.  
 
 
Figure 199: Temperature graph for case 3.1.1.3.1c.  
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Figure 200: Temperature graph for case 3.1.1.3.2h.  
 
 
Figure 201: Temperature graph for case 3.1.1.3.2c. 
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Figure 202: Temperature graph for case 3.1.1.3.3h. 
 
 
Figure 203: Temperature graph for case 3.1.1.3.3c. 
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Figure 204: Temperature graph for case 3.1.2.1.1h. 
 
 
Figure 205: Temperature graph for case 3.1.2.1.1c. 
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Figure 206: Temperature graph for case 3.1.2.1.2h. 
 
 
Figure 207: Temperature graph for case 3.1.2.1.2c. 
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Figure 208: Temperature graph for case 3.1.2.1.3h. 
 
 
Figure 209: Temperature graph for case 3.1.2.1.3c. 
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Figure 210: Temperature graph for case 3.1.2.2.1h. 
 
 
Figure 211: Temperature graph for case 3.1.2.2.1c. 
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Figure 212: Temperature graph for case 3.1.2.2.2h. 
 
 
Figure 213: Temperature graph for case 3.1.2.2.2c. 
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Figure 214: Temperature graph for case 3.1.2.2.3h. 
 
 
Figure 215: Temperature graph for case 3.1.2.2.3c. 
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Figure 216: Temperature graph for case 3.1.2.3.1h. 
 
 
Figure 217: Temperature graph for case 3.1.2.3.1c. 
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Figure 218: Temperature graph for case 3.1.2.3.2h. 
 
 
Figure 219: Temperature graph for case 3.1.2.3.2c. 
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Figure 220: Temperature graph for case 3.1.2.3.3h. 
 
 
Figure 221: Temperature graph for case 3.1.2.3.3c. 
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Figure 222: Temperature graph for case 3.1.3.1.1h. 
 
 
Figure 223: Temperature graph for case 3.1.3.1.1c. 
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Figure 224: Temperature graph for case 3.1.3.1.2h. 
 
 
Figure 225: Temperature graph for case 3.1.3.1.2c. 
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Figure 226: Temperature graph for case 3.1.3.1.3h. 
 
 
Figure 227: Temperature graph for case 3.1.3.1.3c. 
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Figure 228: Temperature graph for case 3.1.3.2.1h. 
 
 
Figure 229: Temperature graph for case 3.1.3.2.1c. 
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Figure 230: Temperature graph for case 3.1.3.2.2h. 
 
 
Figure 231: Temperature graph for case 3.1.3.2.2c. 
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Figure 232: Temperature graph for case 3.1.3.2.3h. 
 
 
Figure 233: Temperature graph for case 3.1.3.2.3c. 
269 
 
Figure 234: Temperature graph for case 3.1.3.3.1h. 
 
 
Figure 235: Temperature graph for case 3.1.3.3.1c. 
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Figure 236: Temperature graph for case 3.1.3.3.2h. 
 
 
Figure 237: Temperature graph for case 3.1.3.3.2c. 
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Figure 238: Temperature graph for case 3.1.3.3.3h. 
 
 
Figure 239: Temperature graph for case 3.1.3.3.3c. 
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Figure 240: Temperature graph for case 4.1.1.1.1h. 
 
 
Figure 241: Temperature graph for case 4.1.1.1.1c. 
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Figure 242: Temperature graph for case 4.1.1.1.2h. 
 
 
Figure 243: Temperature graph for case 4.1.1.1.2c. 
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Figure 244: Temperature graph for case 4.1.1.1.3h. 
 
 
Figure 245: Temperature graph for case 4.1.1.1.3c. 
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Figure 246: Temperature graph for case 4.1.1.2.1h. 
 
 
Figure 247: Temperature graph for case 4.1.1.2.1c. 
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Figure 248: Temperature graph for case 4.1.1.2.2h. 
 
 
Figure 249: Temperature graph for case 4.1.1.2.2c. 
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Figure 250: Temperature graph for case 4.1.1.2.3h. 
 
 
Figure 251: Temperature graph for case 4.1.1.2.3c. 
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Figure 252: Temperature graph for case 4.1.1.3.1h. 
 
 
Figure 253: Temperature graph for case 4.1.1.3.1c. 
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Figure 254: Temperature graph for case 4.1.1.3.2h. 
 
 
Figure 255: Temperature graph for case 4.1.1.3.2c. 
280 
 
Figure 256: Temperature graph for case 4.1.1.3.3h. 
 
 
Figure 257: Temperature graph for case 4.1.1.3.3c. 
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Figure 258: Temperature graph for case 4.1.2.1.1h. 
 
 
Figure 259: Temperature graph for case 4.1.2.1.1c. 
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Figure 260: Temperature graph for case 4.1.2.1.2h. 
 
 
Figure 261: Temperature graph for case 4.1.2.1.2c. 
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Figure 262: Temperature graph for case 4.1.2.1.3h. 
 
 
Figure 263: Temperature graph for case 4.1.2.1.3c. 
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Figure 264: Temperature graph for case 4.1.2.2.1h. 
 
 
Figure 265: Temperature graph for case 4.1.2.2.1c. 
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Figure 266: Temperature graph for case 4.1.2.2.2h. 
 
 
Figure 267: Temperature graph for case 4.1.2.2.2c. 
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Figure 268: Temperature graph for case 4.1.2.2.3h. 
 
 
Figure 269: Temperature graph for case 4.1.2.2.3c. 
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Figure 270: Temperature graph for case 4.1.2.3.1h. 
 
 
Figure 271: Temperature graph for case 4.1.2.3.1c. 
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Figure 272: Temperature graph for case 4.1.2.3.2h. 
 
 
Figure 273: Temperature graph for case 4.1.2.3.2c. 
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Figure 274: Temperature graph for case 4.1.2.3.3h. 
 
 
Figure 275: Temperature graph for case 4.1.2.3.3c. 
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Figure 276: Temperature graph for case 4.1.3.1.1h. 
 
 
Figure 277: Temperature graph for case 4.1.3.1.1c. 
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Figure 278: Temperature graph for case 4.1.3.1.2h. 
 
 
Figure 279: Temperature graph for case 4.1.3.1.2c. 
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Figure 280: Temperature graph for case 4.1.3.1.3h. 
 
 
Figure 281: Temperature graph for case 4.1.3.1.3c. 
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Figure 282: Temperature graph for case 4.1.3.2.1h. 
 
 
Figure 283: Temperature graph for case 4.1.3.2.1c. 
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Figure 284: Temperature graph for case 4.1.3.2.2h. 
 
 
Figure 285: Temperature graph for case 4.1.3.2.2c. 
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Figure 286: Temperature graph for case 4.1.3.2.3h. 
 
 
Figure 287: Temperature graph for case 4.1.3.2.3c. 
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Figure 288: Temperature graph for case 4.1.3.3.1h. 
 
 
Figure 289: Temperature graph for case 4.1.3.3.1c. 
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Figure 290: Temperature graph for case 4.1.3.3.2h. 
 
 
Figure 291: Temperature graph for case 4.1.3.3.2c. 
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Figure 292: Temperature graph for case 4.1.3.3.3h. 
 
 
Figure 293: Temperature graph for case 4.1.3.3.3c. 
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Figure 294: Temperature graph for case 4.3.1.1.1h. 
 
 
Figure 295: Temperature graph for case 4.3.1.1.1c. 
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Figure 296: Temperature graph for case 4.3.1.1.2h. 
 
 
Figure 297: Temperature graph for case 4.3.1.1.2c. 
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Figure 298: Temperature graph for case 4.3.1.1.3h. 
 
 
Figure 299: Temperature graph for case 4.3.1.1.3c. 
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Figure 300: Temperature graph for case 4.3.1.2.1h. 
 
 
Figure 301: Temperature graph for case 4.3.1.2.1c. 
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Figure 302: Temperature graph for case 4.3.1.2.2h. 
 
 
Figure 303: Temperature graph for case 4.3.1.2.2c. 
304 
 
Figure 304: Temperature graph for case 4.3.1.2.3h. 
 
 
Figure 305: Temperature graph for case 4.3.1.2.3c. 
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Figure 306: Temperature graph for case 4.3.1.3.1h. 
 
 
Figure 307: Temperature graph for case 4.3.1.3.1c. 
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Figure 308: Temperature graph for case 4.3.1.3.2h. 
 
 
Figure 309: Temperature graph for case 4.3.1.3.2c. 
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Figure 310: Temperature graph for case 4.3.1.3.3h. 
 
 
Figure 311: Temperature graph for case 4.3.1.3.3c. 
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Figure 312: Temperature graph for case 4.3.2.1.1h. 
 
 
Figure 313: Temperature graph for case 4.3.2.1.1c. 
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Figure 314: Temperature graph for case 4.3.2.1.2h. 
 
 
Figure 315: Temperature graph for case 4.3.2.1.2c. 
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Figure 316: Temperature graph for case 4.3.2.1.3h. 
 
 
Figure 317: Temperature graph for case 4.3.2.1.3c. 
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Figure 318: Temperature graph for case 4.3.2.2.1h. 
 
 
Figure 319: Temperature graph for case 4.3.2.2.1c. 
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Figure 320: Temperature graph for case 4.3.2.2.2h. 
 
 
Figure 321: Temperature graph for case 4.3.2.2.2c. 
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Figure 322: Temperature graph for case 4.3.2.2.3h. 
 
 
Figure 323: Temperature graph for case 4.3.2.2.3c. 
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Figure 324: Temperature graph for case 4.3.2.3.1h. 
 
 
Figure 325: Temperature graph for case 4.3.2.3.1c. 
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Figure 326: Temperature graph for case 4.3.2.3.2h. 
 
 
Figure 327: Temperature graph for case 4.3.2.3.2c. 
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Figure 328: Temperature graph for case 4.3.2.3.3h. 
 
 
Figure 329: Temperature graph for case 4.3.2.3.3c. 
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Figure 330: Temperature graph for case 4.3.3.1.1h. 
 
 
Figure 331: Temperature graph for case 4.3.3.1.1c. 
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Figure 332: Temperature graph for case 4.3.3.1.2h. 
 
 
Figure 333: Temperature graph for case 4.3.3.1.2c. 
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Figure 334: Temperature graph for case 4.3.3.1.3h. 
 
 
Figure 335: Temperature graph for case 4.3.3.1.3c. 
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Figure 336: Temperature graph for case 4.3.3.2.1h. 
 
 
Figure 337: Temperature graph for case 4.3.3.2.1c. 
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Figure 338: Temperature graph for case 4.3.3.2.2h. 
 
 
Figure 339: Temperature graph for case 4.3.3.2.2c. 
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Figure 340: Temperature graph for case 4.3.3.2.3h. 
 
 
Figure 341: Temperature graph for case 4.3.3.2.3c. 
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Figure 342: Temperature graph for case 4.3.3.3.1h. 
 
 
Figure 343: Temperature graph for case 4.3.3.3.1c. 
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Figure 344: Temperature graph for case 4.3.3.3.2h. 
 
 
Figure 345: Temperature graph for case 4.3.3.3.2c. 
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Figure 346: Temperature graph for case 4.3.3.3.3h. 
 
 
Figure 347: Temperature graph for case 4.3.3.3.3c. 
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Figure 348: Temperature graph for case 5.1.1.1.1h. 
 
 
Figure 349: Temperature graph for case 5.1.1.1.1c. 
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Figure 350: Temperature graph for case 5.1.1.1.2h. 
 
 
Figure 351: Temperature graph for case 5.1.1.1.2c. 
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Figure 352: Temperature graph for case 5.1.1.1.3h. 
 
 
Figure 353: Temperature graph for case 5.1.1.1.3c. 
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Figure 354: Temperature graph for case 5.1.1.2.1h. 
 
 
Figure 355: Temperature graph for case 5.1.1.2.1c. 
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Figure 356: Temperature graph for case 5.1.1.2.2h. 
 
 
Figure 357: Temperature graph for case 5.1.1.2.2c. 
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Figure 358: Temperature graph for case 5.1.1.2.3h. 
 
 
Figure 359: Temperature graph for case 5.1.1.2.3c. 
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Figure 360: Temperature graph for case 5.1.1.3.1h. 
 
 
Figure 361: Temperature graph for case 5.1.1.3.1c. 
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Figure 362: Temperature graph for case 5.1.1.3.2h. 
 
 
Figure 363: Temperature graph for case 5.1.1.3.2c. 
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Figure 364: Temperature graph for case 5.1.1.3.3h. 
 
 
Figure 365: Temperature graph for case 5.1.1.3.3c. 
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Figure 366: Temperature graph for case 5.1.2.1.1h. 
 
 
Figure 367: Temperature graph for case 5.1.2.1.1c. 
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Figure 368: Temperature graph for case 5.1.2.1.2h. 
 
 
Figure 369: Temperature graph for case 5.1.2.1.2c. 
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Figure 370: Temperature graph for case 5.1.2.1.3h. 
 
 
Figure 371: Temperature graph for case 5.1.2.1.3c. 
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Figure 372: Temperature graph for case 5.1.2.2.1h. 
 
 
Figure 373: Temperature graph for case 5.1.2.2.1c. 
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Figure 374: Temperature graph for case 5.1.2.2.2h. 
 
 
Figure 375: Temperature graph for case 5.1.2.2.2c. 
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Figure 376: Temperature graph for case 5.1.2.2.3c. 
 
 
Figure 377: Temperature graph for case 5.1.2.2.3h. 
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Figure 378: Temperature graph for case 5.1.2.3.1h. 
 
 
Figure 379: Temperature graph for case 5.1.2.3.1c. 
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Figure 380: Temperature graph for case 5.1.2.3.2h. 
 
 
Figure 381: Temperature graph for case 5.1.2.3.2c. 
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Figure 382: Temperature graph for case 5.1.2.3.3h. 
 
 
Figure 383: Temperature graph for case 5.1.2.3.3c. 
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Figure 384: Temperature graph for case 5.1.3.1.1h. 
 
 
Figure 385: Temperature graph for case 5.1.3.1.1c. 
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Figure 386: Temperature graph for case 5.1.3.1.2h. 
 
 
Figure 387: Temperature graph for case 5.1.3.1.2c. 
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Figure 388: Temperature graph for case 5.1.3.1.3h. 
 
 
Figure 389: Temperature graph for case 5.1.3.1.3c. 
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Figure 390: Temperature graph for case 5.1.3.2.1h. 
 
 
Figure 391: Temperature graph for case 5.1.3.2.1c. 
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Figure 392: Temperature graph for case 5.1.3.2.2h. 
 
 
Figure 393: Temperature graph for case 5.1.3.2.2c. 
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Figure 394: Temperature graph for case 5.1.3.2.3h. 
 
 
Figure 395: Temperature graph for case 5.1.3.2.3c. 
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Figure 396: Temperature graph for case 5.1.3.3.1h. 
 
 
Figure 397: Temperature graph for case 5.1.3.3.1c. 
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Figure 398: Temperature graph for case 5.1.3.3.2h. 
 
 
Figure 399: Temperature graph for case 5.1.3.3.2c. 
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Figure 400: Temperature graph for case 5.1.3.3.3h. 
 
 
Figure 401: Temperature graph for case 5.1.3.3.3c. 
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Figure 402: Temperature graph for case 5.2.1.1.1h. 
 
 
Figure 403: Temperature graph for case 5.2.1.1.1c. 
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Figure 404: Temperature graph for case 5.2.1.1.2h. 
 
 
Figure 405: Temperature graph for case 5.2.1.1.2c. 
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Figure 406: Temperature graph for case 5.2.1.1.3h. 
 
 
Figure 407: Temperature graph for case 5.2.1.1.3c. 
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Figure 408: Temperature graph for case 5.2.1.2.1h. 
 
 
Figure 409: Temperature graph for case 5.2.1.2.1c. 
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Figure 410: Temperature graph for case 5.1.1.2.2h. 
 
 
Figure 411: Temperature graph for case 5.1.1.2.2c. 
358 
 
Figure 412: Temperature graph for case 5.1.1.2.3h. 
 
 
Figure 413: Temperature graph for case 5.1.1.2.3c. 
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Figure 414: Temperature graph for case 5.1.1.3.1h. 
 
 
Figure 415: Temperature graph for case 5.1.1.3.1c. 
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Figure 416: Temperature graph for case 5.1.1.3.2h. 
 
 
Figure 417: Temperature graph for case 5.1.1.3.2c. 
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Figure 418: Temperature graph for case 5.1.1.3.3h. 
 
 
Figure 419: Temperature graph for case 5.1.1.3.3h. 
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Figure 420: Temperature graph for case 5.2.2.1.1h. 
 
 
Figure 421: Temperature graph for case 5.2.2.1.1c. 
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Figure 422: Temperature graph for case 5.2.2.1.2h. 
 
 
Figure 423: Temperature graph for case 5.2.2.1.2c. 
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Figure 424: Temperature graph for case 5.2.2.1.3h. 
 
 
Figure 425: Temperature graph for case 5.2.2.1.3c. 
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Figure 426: Temperature graph for case 5.1.2.2.1h. 
 
 
Figure 427: Temperature graph for case 5.1.2.2.1c. 
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Figure 428: Temperature graph for case 5.1.2.2.2h. 
 
 
Figure 429: Temperature graph for case 5.1.2.2.2c. 
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Figure 430: Temperature graph for case 5.1.2.2.3h. 
 
 
Figure 431: Temperature graph for case 5.1.2.2.3c. 
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Figure 432: Temperature graph for case 5.1.2.3.1h. 
 
 
Figure 433: Temperature graph for case 5.1.2.3.1c. 
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Figure 434: Temperature graph for case 5.1.2.3.2h. 
 
 
Figure 435: Temperature graph for case 5.1.2.3.2c. 
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Figure 436: Temperature graph for case 5.1.2.3.3h. 
 
 
Figure 437: Temperature graph for case 5.1.2.3.3c. 
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Figure 438: Temperature graph for case 5.2.3.1.1h. 
 
 
Figure 439: Temperature graph for case 5.2.3.1.1c. 
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Figure 440: Temperature graph for case 5.2.3.1.2h. 
 
 
Figure 441: Temperature graph for case 5.2.3.1.2c. 
373 
 
Figure 442: Temperature graph for case 5.2.3.1.3h. 
 
 
Figure 443: Temperature graph for case 5.2.3.1.3c. 
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Figure 444: Temperature graph for case 5.1.3.2.1h. 
 
 
Figure 445: Temperature graph for case 5.1.3.2.1c. 
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Figure 446: Temperature graph for case 5.1.3.2.2h. 
 
 
Figure 447: Temperature graph for case 5.1.3.2.2c. 
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Figure 448: Temperature graph for case 5.1.3.2.3h. 
 
 
Figure 449: Temperature graph for case 5.1.3.2.3c. 
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Figure 450: Temperature graph for case 5.1.3.3.1h. 
 
 
Figure 451: Temperature graph for case 5.1.3.3.1c. 
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Figure 452: Temperature graph for case 5.1.3.3.2h. 
 
 
Figure 453: Temperature graph for case 5.1.3.3.2c. 
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Figure 454: Temperature graph for case 5.1.3.3.3h. 
 
 
Figure 455: Temperature graph for case 5.1.3.3.3c. 
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Individual Plots – Special Cases 
 
Figure 456: Temperature graph for case 3.2.1.1.1h. 
 
 
Figure 457: Temperature graph for case 3.2.2.1.1h. 
381 
 
Figure 458: Temperature graph for case 3.1.3.1.1h. 
 
 
Figure 459: Temperature graph for case 4.4.1.1.1h. 
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Figure 460: Temperature graph for case 4.4.1.2.1h. 
 
 
Figure 461: Temperature graph for case 4.4.1.3.1h. 
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Figure 462: Temperature graph for case 4.4.2.1.1h. 
 
 
Figure 463: Temperature graph for case 4.4.2.2.1h. 
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Figure 464: Temperature graph for case 4.4.2.3.1h. 
 
 
Figure 465: Temperature graph for case 4.4.3.1.1h. 
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Figure 466: Temperature graph for case 4.4.3.2.1h. 
 
 
Figure 467: Temperature graph for case 4.4.3.3.1h. 
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Figure 468: Temperature graph for case 5.4.1.1.1h. 
 
 
Figure 469: Temperature graph for case 5.4.1.2.1h. 
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Figure 470: Temperature graph for case 5.4.1.3.1h. 
 
 
Figure 471: Temperature graph for case 5.4.2.1.1h. 
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Figure 472: Temperature graph for case 5.4.2.2.1h. 
 
 
Figure 473: Temperature graph for case 5.4.2.3.1h. 
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Figure 474: Temperature graph for case 5.4.3.1.1h. 
 
 
Figure 475: Temperature graph for case 5.4.3.2.1h. 
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Figure 476: Temperature graph for case 5.4.3.3.1h. 
 
 
Figure 477: Temperature graph for case 4.3b.1.3.1h. 
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Figure 478: Temperature graph for case 4.3b.2.3.1h. 
 
 
Figure 479: Temperature graph for case 4.3b.3.3.1h. 
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Figure 480: Temperature graph for case 5.1b.2.1.1h. 
 
 
Figure 481: Temperature graph for case 5.2b.1.1.1h. 
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Figure 482: Temperature graph for case 5.2b.1.3.1h. 
 
 
Figure 483: Temperature graph for case 5.2b.2.3.1h. 
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Figure 484: Temperature graph for case 5.2b.3.3.1h. 
 
 
Figure 485: Temperature graph for case 5.2b.2.1.1h. 
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Appendix D: Permissions to Use 
Permissions to Use 
Permissions to use materials included in this dissertation that are under copyright 
was requested and provided for Figure 4, Figure 5, Figure 7, Figure 9, and Figure 11. 
Copies of these permissions are provided in this appendix. 
Figure 8, Figure 10, and Figure 12 are from government sources. 
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