Shear wave velocity (Vs) associated with compressional wave velocity (Vp) can provide accurate data for geophysical study of a reservoir. These so called petroacoustic studies have important role in reservoir characterization objectives such as lithology determination, identifying pore fluid type, and geophysical interpretation. In this study, fuzzy logic, neuro-fuzzy and artificial neural network approaches were used as intelligent tools to predict Vs from conventional log data.
Introduction
Reservoir characterization is a prerequisite study for oil and gas field development. Vs is an important parameter for reservoir characterization studies. Some intervals of reservoirs may not have Vs data due to high costs of measuring. The absence of recorded shear-wave data in most cases imposes severe limitations in seismic interpretation and prospect evaluation. The accuracy of the shear-wave velocity estimation schemes is especially important when performing AVO modeling. Therefore, it will be useful to predict Vs from well log data without direct measuring. Up to now, several studies have been carried out for this purpose. Pickett (1963) , Castagna et al., (1985) , Krief et al. (1990) , Greenberg and Castagna (1992) , Castagna et al. (1993) , Bastos et al. (1998) , Domenico (1984) , Han (1989) , Gassmann (1951) and Murphy et al. (1993) have introduced empirical relationships for Vs calculation. In recent years, artificial intelligence has been used for modeling purposes in many petroleum related sciences. The present study focuses on the following objectives for a sandstone reservoir of Carnarvon Basin, Australia: a) To apply intelligent systems including fuzzy logic (FL), neuro-fuzzy (NF) and artificial neural network 
Methods used

Fuzzy logic
The basic concept of fuzzy logic, or fuzzy set theory, was first introduced by Zadeh in 1965. Unlike crisp logic (CL), which a value may or may not belong to one class, fuzzy sets allow partial membership. The membership or non-membership of an element X in Fig. 2 . A comparison of "and", "or" and "not" operators from FL and CL approaches. crisp set C is described by a characteristic function of μ C (x), where:
Fuzzy set theory extends this concept by defining partial membership which can take values ranging from 0 to 1:
Where X refers to the universal set defined in specific problem and F is a fuzzy set (Yagar and Zadeh, 1992) . Fig. 1 shows the membership function for a crisp set C and fuzzy set F.
Fuzzy inference system (FIS)
Fuzzy inference is the process of formulating from a given input to an output using fuzzy logic (Matlab user's guide, 2001 ). There are two types of fuzzy inference systems including Mamdani and Assilian (1975) and Takagi and Sugeno (1985) . Mamdani's method attempts to control a system by synthesizing a set of linguistic control rules obtained from experienced human operators. The Takagi-Sugeno method is similar to the Mamdani's FIS. The output membership functions (MFs) is the main difference between Mamdani and Takagi-Sugeno methods. In TakagiSugeno-type FIS (Matlab user's guide, 2001 ), MFs are constant or linear, and membership functions are defined by a clustering process. A small cluster radius usually yields many small clusters however; a large cluster radius yields a few large clusters in the data (Chiu, 1994) . Each of these clusters refers to a membership function. Each membership function generates a set of fuzzy if-then rule for formulating inputs to outputs. A simple fuzzy if-then rule is described as below:
If Vp is high; then Vs is high
This rule is composed of two parts including antecedent (if part) and consequent (then part). When antecedent has multiple parts, fuzzy logic operators will connect (interpret) them. The most common fuzzy operators are "and", "or" and "not". For example in the following rule "and" operator has been used:
If ðVp is lowÞ and ðNPHI is highÞ; then ðVs is lowÞ Fig. 2 compares the operators from FL and CL approaches. The closer a given input is to the "if " part of the rule; the more the "then" part will be influenced. Finally, fuzzy system adds up all of the "then" parts and uses a defuzzification method to give the final output (Kosko, 1991) . Fig. 4 . Schematic structure of a neuro-fuzzy system (from Kamali and Mirshady, 2004) .
Why to use fuzzy sets?
Generally, definitions in geoscience disciplines are not clear-cut and most of the time, are associated with uncertainties. Regarding to imprecise nature of fuzzy sets, it is appropriate to use fuzzy reasoning for solving problems which accompany vagueness and imperfection. The following simple example can clarify the subject.
The cutoff value of porosity for oil reservoirs is generally about 5%. It means if an interval has more than 5% porosity, it will be considered as net pay. Fig. 3 shows the membership functions for porosity cutoff from CL and FL approaches, respectively. According to CL approach (Fig. 3a) ; the porosity value of 4% will not be economic. However, FL proposes that it will be economic up to the degree of 0.7 (Fig. 3b) . Therefore, fuzzy reasoning is very close to reality and can be a suitable tool for prediction of reservoir properties.
Neuro-fuzzy
In recent years, considerable attention has been devoted to the use of hybrid neural network and fuzzy logic techniques. It has been shown that neural network models can be used to construct internal models that recognize fuzzy rules. Neuro-fuzzy modeling is a technique for describing the behavior of a system using fuzzy inference rules within a neural network structure (Nikravesh and Aminzadeh, 2003) . Fig. 4 shows a NF system using the following fuzzy rules in layer 1 and 2 (Kamali and Mirshady, 2004 ):
Rule 1: If (x1 is A1) and (x2 is B1), then (class is 1) Rule 2: If (x1 is A2) and (x2 is B2), then (class is 2) Rule 3: If (x1 is A1) and (x2 is B2), then (class is 1) If several fuzzy rules have the same consequence class, layer 3 combines their firing strengths. Usually, the maximum connective (operator) is used. In layer 4 the fuzzy 
Back-propagation neural network
ANN is a new tool for solving complex problems in petroleum industry. A back propagation artificial neural network (BP-ANN) is a supervised training technique that sends the input values forward through the network then computes the difference between calculated output and corresponding desired output from the training dataset. The error is then propagated backward through the net, and the weights are adjusted during a number of iterations. The training stops when the calculated output values best approximate the desired values (Bhatt and Helle, 2002) .
Major applications of neural networks are in seismic inversion, log analysis and 3D reservoir modeling Fig. 5 . Crossplots between log data including NPHI (a), Vp (b), GR (c), FDC (d), Rlld (e) versus shear velocity. Vp has stronger relationship with Vs. (Wong and Nikravesh, 2001 ). This ultimately is used as a decision tool for exploration and development of the oil and gas fields.
Shear and compressional waves
Body waves are categorized to compressional and shear waves. Shear or S-waves do not propagate through fluids and when associated with compressional waves, can provide useful information for hydrocarbon reservoirs characterization. There are many factors that affect seismic velocities (Table 1 ). However investigations show that Vs is strongly controlled by compressional velocities, type of pore fluid, clay content, and bulk density of the rock (reviewed in Rezaee, 2001 ).
There are many applications for S-waves in petrophysical, seismic and geomechanical studies. For example Vp/Vs ratio can be used as a key factor to characterize some important reservoir properties such as lithology, pore fluid type, degree of reservoir consolidation and in AVO and VSP studies.
Compressional wave velocity can be obtained directly from sonic transit time. But Vs either is measured at the laboratory on core samples or by means of Dipole Shear Sonic Imager tool (DSI). Most wells (especially old wells), do not have DSI data. Although empirical relationships are useful methods to calculate Vs, but they have limitations and disadvantages that are listed below: a) Most of the empirical methods have been developed for sandstone reservoirs and are not efficient for all lithologies. b) All available empirical models are mathematical models that have used limited petrophysical inputs, so they miss the generalization capability (Eskandari et al., 2004) . So, it will be efficient and useful to predict Vs utilizing fast and robust intelligent systems from well log data.
Modeling and prediction of Vs
Fuzzy logic
In this study, a Takagi-Sugeno fuzzy inference system (TS-FIS) was applied to estimate Vs from log data using Matlab software. For this purpose, the intervals of wells Bay#1 and Emperor#1 which had both the Vs, from DSI tool, and other well log data were chosen to construct TS-FIS model (Table 2) . Five conventional logs including Vp from sonic log, gamma ray (GR), deep laterolog resistivity (Rlld), bulk density (FDC) and neutron porosity (NPHI) were considered as inputs and Vs as output of the fuzzy model. A comparison between input data and Vs in well Bay#1 showed that the best correlation exists between Vs and Vp (Fig. 5) . In order to generate TS-FIS for Vs modeling, it is necessary to obtain optimum number of MFs and fuzzy if-then rules. The fewer rules cannot cover the entire domains completely and more rules will complicate the system behavior and may lead to low performance of the model.
In this study, input and output MFs and fuzzy if-then rules were extracted by a subtractive clustering process. Subtractive clustering is an effective approach to estimate the number of fuzzy clusters and cluster centers (Jarrah and Halawani, 2001) . Each data point in subtractive clustering is considered as a potential cluster center (Chiu, 1994) . For n data points, {x 1 ,…, x n }, a density measure is defined for each data point, x i , as:
where D i is the density measure and r a is a positive constant. It can be observed that the density measure for a data point is a function of its distance to all other data points. Hence, a data point that has many neighboring points will have a high potential of being a cluster center. The r a constant defines the radius of neighborhood (cluster radius) which can take values between the range of [0,1]. The choice of r a plays an important role in determining the number of clusters. Specifying a smaller cluster radius will usually yield more and smaller clusters in the data and results in more rules. A large cluster radius yields a few large clusters in the data (Chiu, 1994) . The first cluster center is chosen to be the data point that has the highest density measure. Then, the density measure for each data point, x i , is reduced according to Eq. (4):
where x c1 is the point selected as the first cluster center and D c1 is its density measure for x c1 . The constant r b defines the radius of neighborhood within which the reduction in density will be measurable. The constant r b is usually greater than r a to avoid having closely spaced centers and is set to 1.5r a (Chiu, 1994) . It is evident that data points close to the cluster center will have significantly reduced density measure so that they are not likely to be selected as the next cluster center. After the first cluster, the next cluster center is chosen and the density measure is reduced again. This process continues until a sufficient number of clusters are attainted.
In the present study, the optimum number of rules and MFs were extracted by specifying a set of values between 0 and 1 for r a , (Table 3) and then performance of model was measured for the test well at each stage. According to Table 3 , choosing the value of 0.5 for the r a has yielded the lowest MSE (e.g. 0.051) and this has generated four rules associated with four Gaussian type membership functions for each of the input data set which were captioned by low, moderate, high, and very high, respectively (Fig. 6) . As mentioned before, in TS-FIS the output MFs are linear or constant values and will have a set of parameters. In this case study, the output (Vs) has four linear MFs with following parameters: Followings are generated fuzzy if-then rules by formulating input to output MFs (Fig. 7): 1) If (Vp is very high), and (GR is high), and (Rlld is Moderate), and (FDC is high) and (NPHI is moderate), then (Vs is very high). 2) If (Vp is moderate) and (GR is low) and (Rlld is high) and (FDC is low) and (NPHI is low), then (Vs is moderate).
3) If (Vp is high) and (GR is very high) and (Rlld is low) and (FDC is very high) and (NPHI is very high), then (Vs is high). 4) If (Vp is low) and (GR is moderate) and (Rlld is very high) and (FDC is moderate) and (NPHI is high), then (Vs is low).
The accuracy of the fuzzy model was measured by mean squared error (MSE) function which is about 0.001. When the MFs and fuzzy if-then rules were derived, following steps were carried out by using TS-FIS for prediction of shear wave velocity which is illustrated in Fig. 8 , graphically:
Step 1. Fuzzify inputs: The FIS takes the inputs and determines the degree to which the inputs belong to each membership function.
Step 2. Apply fuzzy operator and truncation method:
For the case that the antecedent of a given rule has more than one part, the fuzzy operator (in this study "and" operator) is applied to obtain one rule that represents the result of the antecedent for that rule. The most common operators are shown below: and use the minimum of the options or use the maximum of the options not use 1− option
Applying the fuzzy operators gives a value to the antecedent of each rule, and then the output membership function is truncated by this value. . Formulation between well log data (inputs) to Vs (output) using the TS-FIS.
Step 3. Apply aggregation method: In this step, outputs of each rule that fit into a fuzzy set are combined into a single fuzzy set.
Step 4. Defuzzify: The input for defuzzification process is the results of aggregation method. Then FIS uses a defuzzification method (in this study, a weighted average) for the resulting output which is a crisp numerical value.
Using the methodology described above, the inputs matrix of the well logs data of the test well was passed from the TS-FIS and Vs was calculated. Measured error using MSE function is 0.051 and correlation coefficient between real and FL predicted Vs (637 data points) is 0.946 (Fig. 9) . Fig. 8 . A graphical illustration showing formulation of conventional well log inputs to Vs using four fuzzy if-then rules generated by TS-FIS. Each input is covered by four Gaussian membership functions (for example, Vp mf1, Vp mf2, Vp mf3, Vp mf4 which are captioned by very high, high, moderate, and low, respectively). By passing a row of the inputs matrix including Vp = 3.8 Km/s, GR = 89.5 Api, Rlld = 12.5 Ω m, FDC = 2.61 gr/cm 3 , and NPHI = 0.17 from the FIS, its related MFs are affected in each rule. For example, the Vp value of 3.8 will affect the Vp mf1, Vp mf2, Vp mf3, and Vp mf4 to the degrees (grade of membership) that are shown by the height of yellow color. This procedure will be done for entire inputs to each rule. Because the antecedent of each rule has more than one part, the fuzzy "and" operator is applied to obtain one rule that represents the result of the antecedent for that rule. Applying the fuzzy operators gives a value to the antecedent of each rule, and then the output membership function is truncated by this value. Then outputs of each rule that fit into a fuzzy set are combined into a single fuzzy set (aggregation). Finally, FIS uses a weighted average method (defuzzify) for the resulting Vs which is a crisp numerical value. This process is repeated for other rows of inputs matrix. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Fig. 9 . Crossplot showing correlation coefficient between measured and predicted Vs using FL for the test well East Spar#4 AST1.
Neuro-fuzzy
In NF approach, an adaptive neuro-fuzzy inference system (ANFIS) was used to verify TS-FIS models. Three Gaussian membership functions were extracted by grid partitioning method for each of the inputs and an error-back propagation algorithm was used to adjust their parameters. Fig. 10 shows ANFIS structure for formulating well log data including Vp, GR, Rlld, FDC and NPHI to Vs. After 25 training Epochs, 524 nodes and 243 rules were generated and MSE performance function was fixed in 0.001. The correlation coefficient between predicted and measured Vs values for the test well is 0.942 (Fig. 11) and measured MSE is 0.053 (Fig. 11) . 
Artificial neural network
In this section, we used a three layered BP-ANN to verify fuzzy and neuro-fuzzy results. The network was generated in MATLAB environment and consists of an input layer, a hidden layer and an output layer. The dataset of two wells were divided into three groups including training (766 data points), validation (276 data points) and test data (294 data points). Similar to TS-FIS and ANFIS, five inputs including Vp, GR, Rlld, FDC and NPHI data from wells Bay#1 and Emperor#1 which had both the Vs and well log data, were considered in the first layer. Number of neurons in the hidden layer were 7, and the output layer included one neuron for Vs data. A Levenberg-Marquardt training function associated with MSE performance function was used to optimize weights and default bias values. Used transfer function from layer one to layer two is TANSIG and from layer two to layer three is PURELIN. After 20 epochs of training, MSE performance function was set to 0.001 (Fig. 12) and correlation coefficient in the test data reached to 0.989. As discussed before, the well East-Spar#4 AST1 was chosen to evaluate the reliability of generated BP-ANN model. According to Fig. 13 , the correlation coefficient between real and ANN predicted Vs is 0.940. The predicted Vs values with MSE of 0.053 were very similar to the results of FL and NF models, and therefore ANN verifies their reliability.
Conclusions
Intelligent systems including TS-FIS, NF and BP-ANN have been successful to predict Vs for other wells of Carnarvon basin which has no Vs data. A comparison between measured and predicted Vs versus depth shows a good agreement for the three intelligent techniques (Fig. 14a-c) .
Measured error using MSE performance function for applied techniques in the test well is about 0.05.
Each of methods used for Vs prediction has different concepts and methodologies to solve the problems, however, the results of this study are very reliable and close to each other which is a good indicator to verify their basic concepts to solve the problems.
In fact, judgment about the validity of each of the method used for Vs modeling is not correct and if the necessary parameters for them be defined exactly, they will reach to close results.
They are easy, fast, and powerful tools for intelligent reservoir characterization and solving complicated problems which are difficult, time consuming and expensive by conventional methods.
