Abstract. The aim of the paper is to introduced the spaces c λ 0 (F ) and c λ (F ) which are the BK-spaces of non-absolute type and also derive some inclusion relations. Further, we determine the α−, β−, γ−duals of those spaces and also construct their bases. We also characterize some matrix classes on the spaces c λ 0 (F ) and c λ (F ). Here we characterize the subclasses K(X, Y ) of compact operators where X is c λ 0 (F ) or c λ (F ) and Y is one of the spaces c 0 , c, l∞, l 1 , bv by applying Hausdorff measure of noncompactness.
Introduction
Let ω be the space of all real-valued sequences. Any vector subspace of ω is called a sequence space. By l ∞ , c, c 0 , and l p (1 ≤ p < ∞), we denote the sets of all bounded, convergent, null sequences and p−absolutely convergent series, respectively. Also we use the convensions that e = (1, 1, ...) and e (n) is the sequence whose only non-zero term is 1 in the nth place for each n ∈ N, where N = {0, 1, 2, ...} .
Let Xand Y be two sequence spaces and A = (a nk ) be an infinite matrix of real numbers a nk , where n, k ∈ N. We write A = (a nk ) instead of A = (a nk ) ∞ n,k=0 . Then we say that A defines a matrix mapping from X into Y and we denote it by writing A : X → Y if for every sequence x = (x k ) ∞ k=0 ∈ X, the sequence Ax = {A n (x)} ∞ n=0 , the A-transform of x, is in Y, where
a nk x k (n ∈ N) .
For simplicity in notation, here and in what follows, the summation without limits runs from 0 to ∞. Also, if x ∈ ω,then we write x = (x k ) ∞ k=0 . By (X, Y ), we denote the class of all matrices A such that A : X → Y. Thus A ∈ (X, Y ) iff the series on the right-hand side of (1.1) converges for each n ∈ N and every x ∈ X and we have Ax ∈ Y for all x ∈ X.
The approach constructing a new sequence space by means of matrix domain has recently employed by several authors.
The matrix domain X A of an infinite matrix A in a sequence space X is defined by (1.2) X A = {x = (x k ) ∈ ω : Ax ∈ X} .
05-04-2016 * The corresponding author. 1 Kizmaz [12] introduecd the notion of the difference operator ∆. The operator ∆ denote the matrix ∆ = (∆ nk ) defined by (1.3) ∆ nk = (−1) n−k , n − 1 ≤ k ≤ n 0, 0 ≤ k < n − 1 or k > n.
In the past, several authors studied matirx transformation on sequence spaces that are the matrix domain of the difference operator, or of the matrices of some classical methods of summability in different sequence spaces, for instance we refer to [6, 11, 14, 18] and references therein. Hausdorff measure of noncompactness of linear operators given by infinite matrices in some special classes of sequences spaces studied by [1, 16, 19, 21] .
Define the sequence {f n } ∞ n=0 of Fibonacci numbers given by the linear recurrence relations f 0 = f 1 = 1 and f n = f n−1 + f n−2 , n ≥ 2. Fibonacci numbers have many interesting properties and applications. For example, the ratio sequences of Fibonacci numbers converges to the golden ratio which is important in sciences and arts. Also, some basic properties of Fibonacci numbers are given as follows:
= α (golden ratio),
(1.7) f n−1 f n+1 − f 2 n = (−1) n+1 (n ≥ 1) (Cassini f ormula)
Substituting for f n+1 in Cassini's formula yields f 2 n−1 + f n f n−1 − f 2 n = (−1) n+1 . For details see [13] .
A sequence space X is called a F K − space if it is complete linear metric space with continuous coordinates p n : X → R(n ∈ N), where R denotes the real field and p n (x) = x n for all x = (x k ) ∈ X and every n ∈ N. A BKspace is a normed F Kspace, that is a BK − space is a Banach space with continuous coordinates. The sapce l p (1 ≤ p < ∞) is a BK-sapce with
and c 0 , c and l ∞ are BK-spaces with
A sequence (b n ) in a normed space X is called a Schauder basis for X if every x ∈ X, there is a unique sequence (α n ) of scalars such that x = n α n b n , i.e., lim
The α−, β−, γ−duals of the sequence space X are respectively defined by
, where cs and bs are the sequence spaces of all convergent and bounded series, respectively (See [2, 9, 20] ).
If X ⊃ φ is a BK space and a ∈ ω we write a *
Let X and Y are Banach spaces. A linear operator L : X → Y is called compact if its domain is all of X and for every bounded sequence (
has a convergent subsequence in Y. We denote the class of such operators by K(X, Y ).
Let us recall some definitions and well-known results.
Definition 1.1. Let (X, d) be a metric space, Q be a bounded subset of X and B(x, r) = {y ∈ X : d(x, y) < r} . Then the Hausdorff measure of noncompactness of Q, denoted by χ(Q), is defined by
Then the following results can be found in [3, 15] . If Q, Q 1 and Q 2 are bounded subsets of the metric space (X, d), then we have χ(Q) = 0 if and only if Q is totally bounded set,
If Q, Q 1 and Q 2 are bounded subsets of the normed space X, then we have
for all x ∈ X, and χ(λQ) = |λ| χ(Q) for all λ ∈ C. Definition 1.2. Let X and Y be Banach spaces and χ 1 and χ 2 be Hausdorff measures on X and Y. Then, the operator
is bounded subset of Y for every subset Q of X and there exists a positive constant
The idea of compact operators between Banach spaces is closely related to the Hausdorff measure of noncompactness, and it can be given as follows:
Let X and Y be Banach spaces and L ∈ B(X, Y ). Then the Hausdorff measure of noncompactness of L, is denoted by L χ , can be given by
where S X = {x ∈ X : x = 1} and we have L is compact if and only if
2. The sequence spaces c λ 0 (F ) and c λ (F ) of non-absolute type
In this section, we introduce the spaces c λ 0 (F ) and c λ (F ) and show that these spaces are the BK-spaces of non-absolute type which are linearly isomorphic to the spaces c 0 and c, respectively.
We shall assume throughout this paper that λ = (λ k ) ∞ k=0 is strictly increasing sequence of positive reals tending to ∞, that is 0 < λ 0 < λ 1 < ... and λ k → ∞ as k → ∞.
Recently, the sequence spaces c λ 0 and c λ of non absolute type have been introduced by Mursaleen and Noman (see [22] ) as follows: Let f n be the nth Fibonacci number for every n ∈ N. The infinite matrixF = (f nk ) was introduced by Kara [10] is defined as follows.
Define the sequence y = (y n ), which will be frequently used, by theF -transform of a sequence x = (x n ), i.e., y n =F n (x), where
where n ∈ N.
We employ a technique of obtaining a new sequence space by means of matrix domain. We thus introduce sequence spaces c λ 0 (F ) and c λ (F ) are defined as follows.
We shall use the convention that any term with negative subscript is equal to zero, e.g. λ −1 = 0 and x −1 = 0.
We can redefine the spaces c λ 0 (F ) and c λ (F ) by
It is immediate by (2.3) that the sets c λ 0 (F ) and c λ (F ) are linear spaces with coordinatewise addition and scalar multiplication. On the other hand, we define the matrixF = f nk for all n, k ∈ N by
Then, it can be easily seen that
holds for all n ∈ N and x = (x k ) ∈ w, which leads us to the fact that
Moreover, it is obvious thatF is a triangle. Thus it has a unique inverseF
Further, for any sequence x = (x k ) we define the sequence y = (y k ) such that y =F (x) and we observe that (2.8)
where k ∈ N. Now, we may begin with the following theorem which is essential in the text. 
Proof. Since (2.6) holds and c 0 and c are BK-spaces with respect to their natural norm and the matrixF is a triangle. Theorem 4.3.12 of Wilansky [25] gives the fact that c λ 0 (F ) and c λ (F ) are BK-spaces with given norms. Further, let y ∈ (y k ) ∈ c 0 and we define the sequence x = (x k ) by (2.9)
for k = 0, 1, 2, ... and so on andF n (x) = y n . This shows thatF (x) = y and since y ∈ c 0 , we obtainF (x) ∈ c 0 . Thus, we deduce that x ∈ c λ 0 (F ) and T x = y. Hence T is surjective. Moreover, for every x ∈ c λ 0 (F ) we have
which means that T is norm preserving. Consequently, T is a linear bijection which shows that c Proof. We have, from equation (2.5) that
Let us define a sequence
Then, we haveF (x) = e and henceF (x) ∈ c c 0 where e = (1, 1, 1, ...). Thus the sequence λn = 1 (see [22] ) andF (x) ∈ c as lim
Similarly, we can show that c 0 ⊂ c λ 0 (F ) hold strictly. Now, because of the transformation T defined from c λ 0 (F ) to c 0 , is an isomorphism, the inverse image of the basis e 
for every fixed k = 0, 1, 2, ... by
is a basis for the space c λ 0 (F ), and every x ∈ c λ 0 (F ) has a unique representation of the form (2.12)
where α k =F k (x) for all k = 0, 1, 2, ....
Proof. It is clear that the inclusion b
Let x ∈ c λ 0 (F ) be given. For every non-negative integer m, we put
and hence
where n, m ∈ N. Now, given ǫ > 0, there exists a non-negative integer m 0 such that F m (x) < ǫ/2 for all m ≥ m 0 .
Therefore, we have for every m ≥ m 0 that
which shows that lim 
Since T ≡F is a linear transformation from c λ 0 (F ) to c 0 and is continuous, therefore we
.. is a basis for the space c λ (F ) and every x ∈ c λ (F ) has unique representation of the form,
is defined by (2.11) for every fixed k = 0, 1, 2, ... and
Proof. Since b
holds. Further, let x ∈ c λ (F ). Then there exists a unique l satisfying (2.18). Thus we have y ∈ c λ 0 (F ), where y = x − lb. Therefore, by Theorem 2.7 we have that the representation We shall assume throughout our discussion that the sequences x = (x k ) and y = (y k ) are connected by the relation (2.8). Now we may begin with quoting the following lemmas (see [24] ) which are needed to prove next theorems. 
where the matrix B = (b nk ) is defined via the sequence a = (a n ) by
.a n , k = n 0 , k > n for all n, k ∈ N and a = (a n ) ∈ ω.
Proof. Let a = (a n ) ∈ ω. Then by (2.8) and (2.9) we immediately derive that
where n = 0, 1, 2, .... Thus we observed that by (3.4) that ax = (a n x n ) ∈ l 1 when x = (x k ) ∈ c λ 0 (F ) or c λ (F ) if and only if By ∈ l 1 when y = (y k ) ∈ c 0 or c i.e. a = (a n ) is in the α− dual of the spaces c 
fnfn+1 .a n < ∞ and
Proof. Let a = (a k ) ∈ ω and consider the equality,
fj fj+1
fnfn+1 a n = T n (y); where n = 0, 1, 2, 3, ... and T = (t nk ) is defined by
fnfn+1 .a n , k = n 0 , k > n for all n, k ∈ N.
Then we have ax = (a k x k ) ∈ cs whenever x = (x k ) ∈ c λ 0 (F ) iff T y ∈ c whenever y = (y k ) ∈ c 0 . Therefore a = (a k ) ∈ c λ 0 (F ) β iff T ∈ (c 0 : c) . Therefore by using Lemma 3.2 we derive that f n f n+1 .a n < ∞.
Hence we conclude that c λ 0
Similarly, from Lemma 3.3 we have a = (a k ) ∈ c λ F β if and only if T ∈ (c : c).
Therefore, we derive from (3.1),(3.2) that (3.5),(3.6) and (3.7) hold. Further, it can easily be seen that the equality
f n f n+1 a n = k t nk where n = 0, 1, 2, .... Consequently, we obtain from Lemma 3.3 that Proof. This theorem can be proved similarly as the proof of the Theorem 3.6 by using Lemma 3.4. We assume that the sequences x = (x k ) and y = (y k ) are connected by y =F (x). Also for an infinite matrix A = (a nk ), we shall write that
Thus
where k < m and
for all n, k, m ∈ N provided the convergence of the series.
The following lemmas will be needed in our discussion. 
a nk = a n ; (n ∈ N), (4.8) (a n ) ∈ l p .
(ii) A ∈ c λ F : l ∞ if and only if (4.6) and (4.7) hold, and
Proof. Suppose that the conditions from (4.4) to (4.8) hold and let x = (x k ) ∈ c λ F . Then we have {a nk } k∈N ∈ c λ F β for all n ∈ N and this implies that Ax exists. Also, it is clear that the associated sequence y = (y k ) such that T (y) = x in the space c and y k → l as k → ∞ for some suitable l. Combining the Lemma 4.2 with (4.4), we getĀ = (ā nk ) ∈ (c :
Let us now consider the following equality derived by using the relation y =F (x) and the mth partial sum of the series k a nk x k then we have Therefore, as m → ∞ we get from (4.11) and (4.7) that (4.12) k a nk x k = kā nk y k + la n for all n ∈ N and which can be written as (4.13) A n (x) =Ā n (y) + la n for all n ∈ N.
Therefore we have (4.14)
which gives Ax ∈ l p and hence A ∈ c λ F : l p , where 1 ≤ p < ∞.
Conversely suppose that A ∈ c λ F : l p , where 1 ≤ p < ∞. Then {a nk } ∈ c λ F β for all n ∈ N and this with Theorem 3.6 implies the necessity conditions (4.5) and (4.6). Since c λ F and l p are BK−spaces, we have by Lemma 4.1 that there is a constant
for every fixed k ∈ N. We have by (2.13) that
Again for every n ∈ N, we have A n (z) = Again since Ax ∈ l p andĀx ∈ l p implies {a n } ∈ l p by (4.13).
This completes the proof of part (i). Part (ii) can be proved in the similar way of that used in the proof of part (i) by using Lemma 3.4. hold, and
(ii) A ∈ c β for all n ∈ N and hence Ax exists. Also from (4.9) and (4.19) we have
This implies that (α k ) ∈ l 1 and hence the series
is the sequence connected with x = (x k ) by y =F (x) such that y k → l as k → ∞. By combining Lemma 3.3 with the conditions (4.9),(4.19) and (4.20) that the matrix A = (ā nk ) is in the class (c : c). Now, applying the same method used in Theorem 4.5 we obtain that relation (4.12) holds and from which we obtain
As n → ∞ from (4.21) we have,
which shows A(x) ∈ c and hence A ∈ c λ (F ) : c .
leads us with Theorem 4.5 to the necessity conditions (4.6),(4.7) and (4.9). Consider the sequence 
This shows the necessity of (4.20) . Now, it follows that (4.9), (4.19) and (4.20) with Lemma 3.3 thatĀ = (ā nk ) ∈ (c : c). This leads us with (4.6) and (4.7) to the consequence that the relation (4.13) holds for all x ∈ c λ (F ) and y ∈ c which are connected by y =F (x) such that y k → l as k → ∞. Since Ax ∈ c andĀy ∈ c, the necessity of (4.18) is obtained by (4.13). Proof. This result can be proved by using Lemma 3.2, Theorem 3.6 and Theorem 4.6. Proof. This result can be proved by using Lemma 4.4, Theorem 3.6 and Theorem 4.9.
Lemma 4.11. [4, 5] Let X and Y be any two sequence spaces, A is an infinite matrix and B be a triangle. Then A ∈ (X : Y B ) if and only if BA ∈ (X : Y ) .
Corollary 4.12. Let A = (a nk ) be an infinite matrix and define the matrix C = (c nk ) by
By applying Lemma 4.11 we get, A belongs to any one of the classes c 0 : In this section, we establish some estimates for the operator norms and the Hausdorff measures of noncompactness of certain matrix operators on the spaces c λ 0 (F ) and c λ (F ). Further, by using the Hausdorff measure of noncompactness, we characterized some classes of compact operators on these spaces.
For our investigations we need the following results. 
Remark 5.7.
[8] The conclusion of Theorem 5.6 holds for X = c and X = l ∞ .
Theorem 5.8.
[15] Let X and Y be Banach spaces, S X = {x ∈ X : x = 1} , K X = {x ∈ X : x ≤ 1} and A ∈ B(X, Y ). Then the Hausdorff measure of noncompactness of a compact operator A, denoted by A χ , is given by A χ = χ (AK) = χ (AS) .
Furthermore, A is compact if and only if A χ = 0 (see [15] ). The Hausdorff measure of noncompactness satisfies the inequality A χ ≤ A (see [15] ).
Theorem 5.9.
[15] Let X be a Banach space with Schauder basis {e 1 , e 2 , ...} , Q be a bounded subset of X, and P n : X → X be the projector onto the linear span of {e 1 , e 2 , ..., e n } . Then
where a = lim sup n→∞ I − P n .
Theorem 5.10.
[23] Let Q be a bounded subset of a normed space X, where X is l p for 1 ≤ p < ∞ or c 0 . If P n : X → X is an operator defined by P n (x) = (x 0 , x 1 , ..., x n , 0, 0, ...) , then
Theorem 5.11.
[7] Let X be a normed sequence space and χ T and χ denote the Hausdorff measures of noncompactness on M XT and M X , the collection of all bounded sets in X T and X, respectively. Then
Lemma 5.12.
[15] Let X denote any of the spaces c 0 , c or l ∞ . Then x β = l 1 and a * X = a l1 for all a ∈ l 1 .
, where N is finite.
β for all n = 0, 1, 2, ..., and it follows from the Theorem 5.6 that
for all x ∈ c λ (F ) and n = 0, 1, 2, ..., where
Here T =F and S =F −1 . Therefore we have
for all n and k. Since c λ (F ) is a BK space, Theorem 5.2 gives
We also have x ∈ S c λ ( .
Proof. The proof is similar to that of Theorem 5.14. 
