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A REIFENBERG TYPE CHARACTERIZATION FOR m-DIMENSIONAL
C1-SUBMANIFOLDS OF Rn
BASTIAN KA¨FER
Abstract. We provide a Reifenberg type characterization for m-dimensional C1-submani-
folds of Rn. This characterization is also equivalent to Reifenberg-flatness with vanishing
constant combined with suitably converging approximating m-planes. Moreover, a suffi-
cient condition can be given by the finiteness of the integral of the quotient of θ(r)-numbers
and the scale r, and examples are presented to show that this last condition is not neces-
sary.
1. Introduction
It is often useful to control local geometric properties of a subset Σ ⊂ Rn to obtain
topological and analytical information about that set. One of these geometric properties
is the local flatness of a set, first introduced and studied by E. R. Reifenberg in [11]
for his solution of the Plateau problem in arbitrary dimensions. The content of his so-
called Topological-Disk Theorem is that δ-Reifenberg-flatness ensures that Σ is locally a
topological C0,α-disk if δ < δ0, where δ0 = δ0(m,n) is a positive constant, which depends
only on the dimensions of Σ and n (see e.g. [11], [9], [5]).
Definition 1.1. Let n,m ∈ N withm < n and Σ ⊂ Rn. For x ∈ Σ and r > 0 set
θΣ(x, r) :=
1
r
inf
L∈G(n,m)
distH
(
Σ ∩ Br(x), (x + L) ∩ Br(x)
)
,
where G(n,m) denotes the Grassmannian of all m-dimensional linear subspaces (m-
planes) of Rn.
For δ > 0, the set Σ is called δ-Reifenberg-flat of dimensionm if for all compact sets K ⊂ Σ
there exists a radius rK > 0 such that
θK(r) := sup
x∈Σ∩K
θΣ(x, r) 6 δ for all r ∈ (0, rK].
Σ is called Reifenberg-flat of dimensionmwith vanishing constant if Σ is δ-Reifenberg-flat
of dimension m for all δ > 0.
It is easy to see that δ-Reifenberg-flat sets do not have to be C1-submanifolds. For
example, for each fixed δ > 0, a δ-Reifenberg-flat set of dimension 1 can be constructed
as the graph of u : R → R : x 7→ δ|x|, which is not a C1-submanifold of R2. Moreover,
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even Reifenberg-flatness with vanishing constant is still not enough to guarantee C1-
regularity. It can be shown that the graph of
u : R→ R, x 7→
∞∑
k=1
cos(2kx)
2k
√
k
is a Reifenberg-flat set with vanishing constant (see [13]). Nevertheless, although u is
continuous, it is nowhere differentiable. Moreover, T. Toro stated that the graph is not
rectifiable in the sense of geometric measure theory, and therefore not a C1-submanifold.
We will show in detail with an indirect argument that graph(u) cannot be represented
as a graph of a C1-function in a neighbourhood of (0,u(0)) in Appendix A.
There are a couple of variations to the definition of Reifenberg-flat sets with addi-
tional conditions, which guarantee more regularity than Reifenberg’s Topological-Disk
Theorem. If for a Reifenberg-flat set with vanishing constant there exists in addition, an
exponent σ ∈ (0, 1] and for each compact set K ⊂ Σ a constant CK > 0, such that the decay
of the so-called β-numbers introduced by P. Jones in [6] can be estimated as
βΣ(x, r) :=
1
r
inf
L∈G(n,m)
(
sup
y∈Σ∩Br(x)
dist(y, x + L)
)
6 CKr
σ for all x ∈ K and r 6 1,(1)
then G. David, C. Kenig and T. Toro could show in [2, Prop. 9.1], that Σ is an embedded,
m-dimensional C1,σ-submanifold of Rn.
Aweaker assumption onΣ ⊂ Rnwas stated byT. Toro in [12] calling it (δ, ε,R)-Reifenberg-
flat at x ∈ Σ for δ, ε,R > 0, if and only if
θBR(x)(r) 6 δ for all r ∈ (0,R]
and
R∫
0
θBR(x)(r)
2
r
dr 6 ε2.(2)
In this setting it can be shown that there exist universal positive constants δ0(m,n) and
ε0(m,n), depending only on the dimensions m and n, such that all sets Σ ⊂ Rn that are
(δ, ε,R)-Reifenberg-flat at all of their points with 0 < δ < δ0, 0 < ε < ε0, can be locally
parameterized, on a scale determined by R, by bi-Lipschitz-homeomorphisms over open
subsets of Rm. In particular, such sets Σ are embedded C0,1-submanifolds of Rn.
In search of a characterization of C1-submanifolds one may consider slightly stronger
variants of Toro’s integral condition in (2), which on the other hand, need to be weaker
than the power-decay (1) of the β-numbers. We will present such a characterization in
our main result, Theorem 1.4 below, but first state a corollary of that result that uses
an integral condition stronger than (2). This statement was independently proven by A.
Ranjbar-Motlagh in [10].
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Theorem 1.2. Let Σ ∈ Rn be closed. If for all x ∈ Σ there exists a radius Rx > 0 such that
Rx∫
0
θBRx(x)(r)
r
dr <∞,
then Σ is an embedded,m-dimensional C1-submanifold of Rn.
Note that the dimensionm is encoded in the definition of the θ-numbers; see Definition
1.1. Moreover, Σ is not explicitly claimed to be Reifenberg-flat in Theorem 1.2, but the
finite integral will ensure thatΣ is Reifenberg-flatwith vanishing constant. Nevertheless,
Theorem 1.2 does not yet yield a characterization for C1-submanifolds, since there are
graphs ofC1-functions leading to an infinite integral. For example, let u : (−1/2, 1/2)→ R
be defined by
u(x) =
∣∣∣∣∣∣
x∫
0
(
−
2
log(y2)
)
dy
∣∣∣∣∣∣ for all x ∈
(
−
1
2
,
1
2
)
,
then u is of class C1 on (−1/2, 1/2) and can be extended to a function u˜ ∈ C1(R). But
Σ := graph(u˜) ⊂ R2 does not satisfy the integral condition in Theorem 1.2 as shown in
detail in Appendix B. Moreover, for every fixed α,β > 0 minor modifications of u lead to
a C1-submanifold with
Rx∫
0
θ
β
BRx(x)
(r)
rα
dr =∞.
A characterization for C1-submanifolds using the condition of Reifenberg-flatness needs
to allow θ-numbers and the scale r to decay more independently. Roughly speaking, a
closed Σ ⊂ Rn is a C1-submanifold, if and only if there exists a sequence of radii tending
to zero, with controlled decay, such that Σ satisfies the estimate for Reifenberg-flatness
at these scales and the planes approximating Σ converge to a limit-plane. We call this
condition (RPC) and the precise definition is as follows.
Definition 1.3 (Reifenberg-Plane-Convergence). For 1 6m < n, we say Σ ⊂ Rn satisfies
the condition (RPC) with dimension m if the following holds:
For all x ∈ Σ there exist a radius Rx > 0, a sequence (rx,i)i∈N ⊂ (0,Rx] and a constant
Cx > 1 with
rx,i+1 < rx,i 6 Cxrx,i+1 for all i ∈ N and lim
i→∞ rx,i = 0.
Furthermore, there exist two sequences (δx,i)i∈N, (εx,i)i∈N ⊂ (0, 1], both converging to
zero, such that for all y ∈ Σ ∩ BRx(x) there exist planes P(y, rx,i),Py ∈ G(n,m) with
distH
(
Σ ∩ Brx,i(y),
(
y+ P(y, rx,i)
) ∩ Brx,i(y)) 6 δx,irx,i
and
∢
(
P(y, rx,i),Py
)
6 εx,i.
Notice that the GrassmannianG(n,m) equipped with the angle-metric is compact (see
Definition 2.3), so that every sequence of m-planes contains a converging subsequence,
but the relation between the approximating planes P(y, rx,i) and the scale rx,i is crucial in
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Definition 1.3. Notice also that (RPC) does not explicitly claim that the set is Reifenberg-
flat, since the approximation of Σ is postulated only for a specific sequence of radii. Never-
theless, we show that (RPC) is actually equivalent to Reifenberg-flatness with vanishing
constant and uniformly converging approximating planes.
Here is our main result.
Theorem 1.4. For a closed Σ ∈ Rn is equivalent:
(1) Σ satisfies (RPC) with dimension m
(2) Σ is an embedded,m-dimensional C1-submanifold of Rn
(3) Σ is Reifenberg-flat with vanishing constant, and for all compact subsets K ⊂ Σ
and all x ∈ K there exists an m-plane Lx ∈ G(n,m) such that
sup
x∈K
∢
(
L(x, r),Lx
) −−−→
r→0
0,
for all L(x, r) ∈ G(n,m) with
sup
x∈K
1
r
distH
(
Σ ∩ Br(x),
(
x+ L(x, r)
) ∩ Br(x)) −−−→
r→0
0
As one can expect intuitively, in this case Px from condition (RPC) and Lx will coincide
with the tangent plane TxΣ.
In Section 2 we will review some basic facts about theGrassmannian and about orthog-
onal projections onto linear as well as onto affine subspaces of Rn. Section 3 is dedicated
to the proof of the main theorem and finally, in Section 4 we will prove that the condition
of Theorem 1.2 is sufficient to obtain an embedded C1-submanifold. The detailed struc-
ture of the examples mentioned in the introduction is presented in the appendix as well
as the proofs of two technical lemmata
2. Projections and preparations
The aim of this section is to introduce all needed definitions and properties for linear
and affine spaces, as well as for the projections onto those planes.
Definition 2.1. For n,m ∈ N withm 6 n, the Grassmannian G(n,m) denotes the set of
allm-dimensional linear subspaces of Rn.
Definition 2.2. For P ∈ G(n,m), the orthogonal projection of Rn onto P is denoted by piP.
Further pi⊥P := idRn − piP shall denote the orthogonal projection onto the linear subspace
perpendicular to P.
Using orthogonal projections it is possible to define a distance between two elements
of G(n,m).
Definition 2.3. For two planes P1,P2 ∈ G(n,m) the included angle is defined by
∢(P1,P2) := ‖piP1 − piP2‖ := sup
x∈Sn−1
|piP1(x) − piP2(x)|.
The angle ∢(·, ·) is a metric on the Grassmannian G(n,m).
Together with this metric, the Grassmannian (G(n,m),∢(·, ·)) is a compact manifold.
The following lemma allows to use different useful presentations for the angle between
two planes.
REIFENBERG TYPE CHARACTERIZATION FOR C1-SUBMANIFOLDS 5
Lemma 2.4 (8.9.3 in [1]). Let P1,P2 ∈ G(n,m), then
‖piP1 − piP2‖ = ‖pi⊥P1 − pi⊥P2‖ = ‖pi⊥P1 ◦ piP2‖ = ‖piP1 ◦ pi⊥P2‖ = ‖pi⊥P2 ◦ piP1‖ = ‖piP2 ◦ pi⊥P1‖.
Citing the first part of Lemma 2.2 in [8] we get
Lemma 2.5. Assume P1,P2 ∈ G(n,m). If ∢(P1,P2) < 1, then the projection piP1|P2 : P2 → P1
is a linear isomorphism.
Althoughwe use linear spaces most of the time, it is also necessary to define projections
onto affine spaces and the angles between those.
Definition 2.6. For x ∈ Rn and P ∈ G(n,m), the orthogonal projection onto Q := x + P
and the corresponding perpendicular plane are defined by
piQ(z) := x+ piP(z − x)
and
pi⊥Q(z) = z− piQ(z) = (z− x) − piP(z − x) = pi
⊥
P (z− x).
Moreover, for x1, x2 ∈ Rn and P1,P2 ∈ G(n,m) the angle between Q1 := x1 + P1 and
Q2 := x2 + P2 is defined as
∢(Q1,Q2) := ∢(P1,P2).
For a smooth function’s graph, [1, 8.9.5] leads to an estimate for the angle between
tangent spaces.
Lemma 2.7. Let α > 0, P ∈ G(n,m) and assume f ∈ C1(P,P⊥) satisfies ‖f ′‖ 6 α and
f ′(0) = 0. Let g(x) := x + f(x) and Σ := g(P) be the graph of f, then for all x,y ∈ P the
following estimates hold:
‖piTg(y)Σ − piTg(x)Σ‖ 6 ‖f ′(x) − f ′(y)‖ 6
√
1+ α2
1− α2
‖piTg(y)Σ − piTg(x)Σ‖
Lastly there is an estimate for angles between planes, in a more generel setting.
Lemma 2.8 (Prop. 2.5 in [7]). Let P1,P2 ∈ G(n,m) and let (e1, . . . , em) be some orthonor-
mal basis of P1. Assume that for each i = 1, . . . ,m we have the estimate dist(ei,U) 6 θ for
some θ ∈ (0, 1/
√
2). Then there exists a constant C1 = C1(m) such that
∢(P1,P2) 6 C1θ.
3. Equivalence of (RPC) and C1-regularity
In this section we prove the main theorem. First we will show that (RPC) is equivalent
to Reifenberg-flatness with vanishing constant and a uniform convergence of approxi-
mating planes. This allows us to use (RPC) and Reifenberg-flatness to prove that every
set, which satisfies (RPC) is an embedded C1-submanifold. We will approach this by us-
ing a different characterization, namely writing Σ locally as the graph of a C1-function.
It turns out ,that for an element x ∈ Σ the radius r providing Σ∩Br(x) can be represented
as a graph, can be given depending on the ratio of decay of δx,i, εx,i and rx,i.
Lastly we will show the other implication, using that the representation as a graph of a
smooth function already provides Reifenberg-flatness.
Notice that we will fix the dimension m of a subset Σ ⊂ Rn and say that Σ is a δ-
Reifenberg-flat set or satisfies (RPC) without mentioning the dimension.
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Lemma 3.1. Assume Σ ⊂ Rn satisfies (RPC), then for all x ∈ Σ we get
dist(z,y+ Py) 6 wx(|z − y|) · |z− y| for all y ∈ Σ ∩ BRx(x) and z ∈ Σ ∩ Brx,1(y),
where the function wx : R→ R is given by
wx(r) = εx,i + Cxδx,i for all r ∈ (rx,i+1, rx,i].
Note that wx is a piecewise constant function with limr→0wx(r) = 0. It is possible for
wx to be not monotonically decreasing, because (RPC) require this neither for δx,i nor for
εx,i.
Proof. Let x ∈ Σ and y ∈ Σ ∩ BRx(x) be fixed. For z ∈ Σ ∩ Brx,1(y) there exists an i ∈ N
with |z− y| ∈ (rx,i+1, rx,i]. This yields
dist(z,y + Py) = |pi
⊥
Py
(z − y)|
6
∣∣∣(pi⊥Py − pi⊥P(y,rx,i)
)
(z− y)
∣∣∣ + |pi⊥P(y,rx,i)(z − y)|
6 εx,i|z− y| + δx,irx,i
6 εx,i|z− y| + δx,iCx|z − y|.
2
The idea of Lemma 2.8 will frequently be used for Reifenberg-flat sets Σ while P1 and
P2 are the approximating planes of Definition 1.1 for either different or the same radii
and points of Σ. The following lemma uses Lemma 2.8 to get an estimate in this setting.
Lemma 3.2. Let x1, x2 ∈ Σ ⊂ Rn, 0 < r1 6 r2, δ1, δ2 ∈ (0, 12) and P1,P2 ∈ G(n,m) be given
such that
|x1 − x2| <
r1
2
and
distH
(
Σ ∩ Brj(xj), (xj + Pj) ∩ Brj(xj)
)
6 δjrj for j = 1, 2.
If
2
1− 2δ1
(
δ1 + 2
r2
r1
δ2
)
<
1√
2
,
then we get
∢(P1,P2) 6 C1
2
1− 2δ1
(
δ1 + 2
r2
r1
δ2
)
.
Proof. Let (e1, . . . , em) be an orthonormal basis of P1. Define
y0 := x1
and
yi := x1 +
1− 2δ1
2
r1ei for i = 1, . . . ,m.
For all i = 1, . . . ,m there exists a zi ∈ Σ ∩ Br1(x1) with
|zi − yi| 6 r1δ1.
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Note that for z0 := y0 = x0, the point z0 is also an element of Σ∩Br1(x1)∩Br2(x2). Further
we get
|zi − x1| 6 |zi − yi| + |yi − x1| 6 r1δ1 + r1
1− 2δ1
2
=
r1
2
for all i = 1, . . . ,m.
This leads to
|zi − x2| 6 |zi − x1| + |x1 − x2|
< r1
(
1
2
+
1
2
)
= r1 6 r2 for all i = 1, . . . ,m.
Therefore for every i = 0, . . . ,m there exists a wi ∈ (x2 + P2) ∩ Br2(x2) with
|wi − zi| 6 r2δ2.
Define y˜i := yi − y0 and w˜i := wi −w0 for i = 1, . . . ,m. Then y˜i/|y˜i| = ei is obviously an
orthonormal basis of P1 and w˜i/|y˜i| is an element of P2. The previous estimates yield∣∣∣∣ y˜i|y˜i| −
w˜i
|y˜i|
∣∣∣∣ = 1|y˜i|
∣∣∣∣yi − y0 −wi +w0
∣∣∣∣
=
2
(1− 2δ1)r1
∣∣∣∣yi − zi + z0 − y0 + zi −wi +w0 − z0
∣∣∣∣
6
2
(1 − 2δ1)r1
(r1δ1 + 0+ r2δ2 + r2δ2)
6
2
1− 2δ1
(
δ1 + 2
r2
r1
δ2
)
for all i = 1, . . . ,m.
This is assumed to be strictly less than 1/
√
2 and therefore Lemma 2.8 leads to
∢(P1,P2) 6 C1(m)
2
1 − 2δ1
(
δ1 + 2
r2
r1
δ2
)
.
2
Now we will show that every set satisfying (RPC) is indeed Reifenberg-flat with van-
ishing constant. Moreover, we will see that (RPC) is an even stronger assumption and
allows to approximate the set for a fixed point with the same plane at each scale. In fact,
we will show the estimation for Reifenberg-flatness only for a ball around x ∈ Σ. By a
covering argument, we later see, that the estimate holds true for all compact subsets of
Σ.
Lemma 3.3. Assume Σ ⊂ Rn satisfies (RPC), then for all x ∈ Σ and k > k˜x, where k˜x ∈ N
denotes the index with
δx,k <
1
Cx
for all k > k˜x,
we get
sup
y∈BRx(x)∩Σ
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 sup
i>k
(εx,i + 2Cxδx,i)
=: δ˜x,r for all r 6 rx,k.
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Note that the existence of k˜x is an immidiate result of δx,k tending to zero. The value
of k˜x and therefore the scale of the approximation depends highly on the point x ∈ Σ.
Proof. Let x ∈ Σ be fixed, y ∈ Σ∩BRx(x) and z ∈ Σ∩Br(y) for a radius r ∈ (0, rx,k˜x ]. Then
for y 6= z there exists an i ∈ N with rx,i+1 < |z− y| 6 rx,i and Lemma 3.1 leads to
1
r
dist
(
z, (y+ Py) ∩ Br(y)
)
6
1
r
wx(|z − y|) · |z − y|
6 wx(|z− y|)
= εx,i + Cxδx,i.
Let k ∈ N such that rx,k+1 < r 6 rx,k, then this implies
sup
z∈Σ∩Br(y)
1
r
dist
(
z, (y + Py) ∩ Br(y)
)
6 sup
i>k
(εx,i + Cxδx,i).
Moreover, we have k > k˜x. Using the definition of k˜x we have
r− rx,kδx,k > r− rCxδx,r > 0.
For z ∈ (y + Py) ∩ Br−rx,kδx,k(y) defining
z˜ := y+ piP(y,rx,k)(z − y),
leads to
|z˜ − y| = |piP(y,rx,k)(z − y)| 6 |z− y| < r− rx,kδx,k < r 6 rx,k.
Hence there exists a w ∈ Σ ∩ Brx,k(y) with
|z˜−w| 6 rx,kδx,k.
Moreover
|w− y| 6 |w − z˜|+ |z˜− y| < rx,kδx,k + r− rx,kδx,k = r
and therefore w ∈ Σ ∩ Br(y). Using z− y ∈ Py and Lemma 2.4, we get
dist
(
z,Σ ∩ Br(y)
)
6 |z−w|
6 |z− z˜| + |z˜−w|
= |pi⊥P(y,rx,k)(z− y)| + |z˜−w|
6 εx,k|z − y|+ rx,kδx,k
6 r (εx,k + Cxδx,k) .
Now let z ∈ (y+Py)∩(Br(y)\Br−rx,kδx,k(y)), then there exists a z ′ ∈ (y+Py)∩Br−rx,kδx,k(y)
such that
|z ′ − z| < rx,kδx,k.
Therefore we get a w ∈ Σ ∩ Br(y) with
|w − z| 6 |w− z ′|+ |z ′ − z|
6 r (εx,k + Cxδx,k) + rx,kδx,k
6 r (εx,k + 2Cxδx,k) .
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Finally
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 max
{
sup
i>k
(εx,i + Cxδx,i), εx,k + 2Cxδx,k
}
6 sup
i>k
(εx,i + 2Cxδx,i),
which is independent of y ∈ BRx(x) and implies the postulated statement. 2
Remark 3.4. Note that δ˜x,k is monotonically decreasing and using the convergence of
δx,i and εx,i we get δ˜x,k → 0 as k→∞. Lemma 3.3 then implies that Σ is a δ-Reifenberg-
flat set for all δ > 0, i.e. it is Reifenberg-flat with vanishing constant. Moreover, the plane
which approximates Σ at the point y ∈ Σ with respect to the δ-Reifenberg-flatness can be
fixed as y+ Py for all small radii.
For a set Σ ⊂ Rn which satisfies (RPC) and y ∈ Σ the plane Py arises as a limit of planes
P(y, rx,i). Up to this point, we did not mention that these planes might also depend on x
and that we should have writen Pxy, but in fact, we are now ready to show, that the P
x
y
are the same for all x ∈ Σ with y ∈ Σ∩BRx(x). Moreover, we get an estimate for the angle
between two planes Py and Pz, whenever z is an element of Σ ∩ BRx(x) with |y − z| small
enough.
Lemma 3.5. Assume Σ ⊂ Rn satisfies (RPC).
(1) For x, x˜ ∈ Σ we get
Pxy = P
x˜
y for all y ∈ Σ ∩ BRx(x) ∩ BRx˜(x˜).
(2) For x ∈ Σ, k > k˜x and y, z ∈ Σ ∩ BRx(x) with |z − y| < rx,k2 and δ˜x,k < 111 we get
∢(Py,Pz) 6
22
3
C1(m)δ˜x,k =: C2(m)δ˜x,k.
Proof. (1) Let x, x˜ ∈ Σ and y ∈ Σ ∩ BRx(x) ∩ BRx˜(x˜). The sequences εx,k and εx˜,k converge
to zero and hence for all ε > 0 there exist an N1 ∈ N such that
εx,k, εx˜,k 6
ε
3
for all k > N1.
Moreover, there exists an N2 ∈ N with N2 > N1 and
δx,k < min
{
ε
24C1
,
1
4
}
and δx˜,k <
ε
48C1Cx
for all k > N2.
Define
k :=
{
N2 for rx˜,N2 6 rx,N2 ,
min{l ∈ N | rx˜,l 6 rx,N2 } for rx˜,N2 > rx,N2 ,
and
i := min{l ∈ N | rx,l 6 rx˜,k}.
Then we have k, i > N2 and
rx,i 6 rx˜,k 6 rx,i−1.
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Let ε be sufficiently small, i.e. ε
3C1
< 1√
2
. Then
2
1− 2δx,i
(
δx,i +
rx˜,k
rx,i
δx˜,k
)
6 4(δx,i + 2Cxδx˜,k)
6 4
(
ε
24C1
+ 2Cx
ε
48C1Cx
)
=
ε
3C1
<
1√
2
.
Using Lemma 3.2 we get
∢
(
P(y, rx,i),P(y, rx˜,k)
)
6 C1
2
1− 2δx,i
(
δx,i + 2
rx˜,k
rx,i
δx˜,k
)
6
ε
3
.
Finally
∢
(
Pxy,P
x˜
y
)
6 ∢
(
Pxy,P(y, rx,i)
)
+ ∢
(
P(y, rx,i),P(y, rx˜,k)
)
+ ∢
(
P(y, rx˜,k),P
x˜
y
)
6 ε.
The limit ε→ 0 implies
Pxy = P
x˜
y.
(2) For y, z ∈ Σ ∩ BRx(x), k > k˜x and r 6 rx,k Lemma 3.3 leads to
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 rδ˜x,k
and
distH
(
Σ ∩ Br(z), (z + Pz) ∩ Br(z)
)
6 rδ˜x,k.
If |z− y| <
rx,k
2 and δ˜x,k <
1
11 , then
2
1− 2δ˜x,k
(δ˜x,k + 2δ˜x,k) <
22
3
δ˜x,k <
1√
2
and for r1 := r2 := rx,k and δ1 := δ2 := δ˜x,k Lemma 3.2 yields
∢(Py,Pz) 6
22
3
C1(m)δ˜x,k,
which completes the proof.
2
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Lemma 3.6. For closed Σ ⊂ Rn, the following statements are equivalent:
(1) Σ satisfies (RPC)
(2) Σ is Reifenberg-flat with vanishing constant and, for all compact subsets K ⊂ Σ
and all x ∈ K there exists a plane Lx ∈ G(n,m) such that
sup
x∈K
∢
(
L(x, r),Lx
) −−−→
r→0
0,
for all L(x, r) ∈ G(n,m) with
sup
x∈K
1
r
distH
(
Σ ∩ Br(x),
(
x+ L(x, r)
) ∩ Br(x)) −−−→
r→0
0
Note that the existence of planes L(x, r), which approximate Σ with respect to the
Reifenberg-flatness such that their distances to Σ converges uniformly to zero is already
guaranteed by the Reifenberg-flatness with vanishing constant. Only the existence of a
limit-plane is an additional condition to the Reifenberg-flatness in 3.6 (2). Obviously, Lx
and Px will coincide.
Proof. ”(1)⇒ (2)” : For fixed x ∈ Σ using Lemma 3.3 yields for k > k˜x
sup
y∈Σ∩BRx(x)
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 δ˜x,k for all r 6 rx,k.
For a compact set K ⊂ Σ we have
K ⊂
⋃
x∈K
BRx(x)
and the compactness provides x1, . . . , xN ∈ K with
K ⊂
N⋃
i=1
BRxi (xi).
Let k˜ ∈ N be defined by k˜ := max{k˜x1, . . . , k˜xN}. For given δ > 0 and i ∈ {1, . . . ,N} the
convergence of δ˜xi,k to zero guarantees that there is a j(xi, δ) > k˜ such that δ˜xi,j(xi,δ) 6 δ.
This implies
sup
y∈Σ∩BRxi (xi)
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 δ˜xi,j(x,δ) 6 δ for all r 6 rxi,j(xi,δ).
Now define r0 = r0(δ) := min{rx1,j(x1,δ), . . . , rxN,j(xN,δ)}. Then we get
sup
y∈K
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 max
i=1,...,N
sup
y∈Σ∩BRxi (x)
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 δ for all r 6 r0.
This holds true for every arbitrary δ > 0 implying that Σ is a Reifenberg-flat set with
vanishing constant and fixed approximating plane.
Now let x ∈ K and L(x, r) ∈ G(n,m) be a plane, depending on x and r, such that
1
r
distH
(
Σ ∩ Br(x),
(
x+ L(x, r)
) ∩ Br(x)) =: δ(x, r) −−−→
r→0
0.
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We have to show that L(x, r) converges to a limit plane Lx ∈ G(n,m) and in fact we will
show Lx = Px.
For x1 = x2 = x, r1 = r2 = r, P1 = L(x, r), P2 = Py, δ1 = δ(x, r) and δ2 = δ˜x,k(r), where k(r)
is defined such that rx,k(r)+1 < r 6 rx,k(r), we have δ1, δ2 <
1
2 for r small enough, as well
as
2
1− 2δ(x, r)
(
δ(x, r) + 2δ˜x,k(r)
)
<
1√
2
,
Lemma 3.2 leads to
lim
r→0
∢
(
L(x, r),Py
)
6 lim
r→0
C1(m)
2
1 − 2δ˜x,k(r)
(
δ(r) + 2δ˜x,k(r)
)
= 0.
”(2) ⇒ (1)” : For x ∈ Σ define Rx := 1, Cx > 1 arbitrary and a sequence rx,i ⊂ (0, 1] with
rx,i+1 6 rx,i 6 Cxrx,i+1 and rx,i −−−→
i→∞ 0.
The compactness of (G(n,m),∢(·, ·)) implies that for y ∈ Σ ∩ BRx(x) there exists a mini-
mizer of
L 7→ 1
rx,k
distH
(
Σ ∩ Brx,k(y), (y + L) ∩ Brx,k(y)
)
.
Let P(y, rx,k) denote this minimizer. Define
δx,k := sup
y∈Σ∩BRx(x)
1
rx,k
distH
(
Σ ∩ Brx,k(y),
(
y+ P(y, rx,k)
) ∩ Brx,k(y)).
The Reifenberg-flatness with vanishing constant guarantees δx,k −−−→
k→∞ 0. Finally, the-
made assumptions imply that for all y ∈ Σ ∩ BRx(x) there exists a Py := Ly ∈ G(n,m)
with
sup
y∈Σ∩BRx(x)
∢
(
P(y, rx,k),Py
)
=: εx,k −−−→
k→∞ 0.
2
Σ being a C1-submanifold, is equivalent to Σ locally being a graph of a C1-function.
Therefore it is a necessary condition, that for each x ∈ Σ there exists a plane P ∈ G(n,m)
such that the orthogonal projection pix+P|Σ is locally bijective onto an open subset of x+P.
Both, the injectivity and surjectivity will be results of the Reifenberg-flatness of Σ. (RPC)
guarantees for Σ to be Reifenberg-flat with vanishing constant, which allows us to use
Lemma 3.8, stated for codimension 1 in [2] and ensuring the surjectivity. Although the
main argument of [2] does not depend on the dimension, we will present the proof of
Lemma 3.8 and 3.7, which is also part of [2], in appendix C to make sure, that this result
still holds for higher codimension.
Lemma 3.7 yields a parameterization for Reifenberg-flat sets, which is often used to
achieve more results for Reifenberg-flat sets. Here we will need this parameterization
only to prove Lemma 3.8.
Lemma 3.7. There exists a δ0 > 0 such that for every closed,m-dimensional δ-Reifenberg-
flat set Σ ⊂ Rn with δ 6 δ0 and x ∈ Σ there is a R0 = R0(x, δ,Σ) > 0 such that for all
L ∈ G(n,m) with
distH
(
Σ ∩ Br(x), (x + L) ∩ Br(x)
)
6 rδ for r 6 R0
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exists a continuous function
τ : (x + L) ∩ B 15
16r
(x)→ Σ ∩ Br(x)
with
|τ(y) − y| 6 Crδ 6
5
144
r for all y ∈ (x+ L) ∩ Br(x).
The constants δ0 and R0 can be set as δ0 < (48(3C1(m)+2))
−1 and R0(x, δ,Σ) > 0 small
enough, such that
1
r
inf
L∈G(n,m)
distH
(
Σ ∩ Br(y), (y + L) ∩ Br(y)
)
6 δ for all y ∈ Σ ∩ BR0(x).
Such an R0(x, δ,Σ) exists, because of the Reifenberg-flatness.
Lemma 3.8. For all closed, δ-Reifenberg-flat sets Σ ⊂ Rn with δ 6 δ0, all x ∈ Σ and
L ∈ G(n,m) with
1
r
distH
(
Σ ∩ Br(x), (x + L) ∩ Br(x)
)
6 δ for r 6 R0,
we get
(x+ L) ∩ B r
4
(x) ⊂ pix+L
(
Σ ∩ B r
2
(x)
)
,
where δ0 and R0 are as stated in Lemma 3.7.
We are now ready to prove Theorem 1.4 in two steps. First we will see that if Σ satisfies
(RPC), it is locally a graph of a C1 function, i.e. it is an embedded C1-submanifold. Finally
we prove that every embedded C1-submanifold satisfies the (RPC) condition.
Lemma 3.9. Assume Σ ⊂ Rn is closed and satisfies (RPC) with dimensionm, then for all
x ∈ Σ there exist a radius rx and a function ux ∈ C1(Px,P⊥x ) with
(Σ ∩ Brx(x)) − x = graph(ux) ∩ Brx(0),
i.e. Σ is an embedded,m-dimensional C1-submanifold of Rn.
Note that the radius rx can be given explicitly by
1
3
rx,k for k ∈ N>1 such that δ˜x,k−1 <
min{(48(3C1(m)+2))
−1, (6C2(m)+2Cx)
−1}. Therefore, the radius for the neighbourhood,
where Σ can be represented as a C1-graph depends only on the dimension of Σ and the
ratio of decay between the sequences δx,i, εx,i and rx,i.
Proof. Let x be fixed and k ∈ N be sufficiently large, such that
δ˜x,k−1 < min
{
δ0, (6C2(m) + 2Cx)
−1
}
.
Note that δ˜x,k−1 < min{δ0, (6C2(m) + 2Cx)
−1} already implies δx,i 6 δ˜x,k−1 < C
−1
x for
all i > k, i.e. k > k˜x. The δ0 stated in the remark after Lemma 3.7 already guarantees
δ0 <
1
11 . Moreover, we have for all r ∈ (0, rx,k]
1
r
distH
(
Σ ∩ Br(y), (y + Py) ∩ Br(y)
)
6 δ˜x,k−1 < δ0 for all y ∈ Σ ∩ Brx,k ⊂ Σ ∩ Brx,k−1(x).
This implies rx,k 6 R0(x, δ˜x,k−1,Σ). Therefore we have
k > k˜x, rx,k < R0(x, δ˜x,k−1,Σ) and δ˜x,k−1 < min
{
1
11
, δ0, (6C2(m) + 2Cx)
−1
}
.
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Lemma 3.8 implies
(x+ Px) ∩ B r
2
(x) ⊂ pix+Px(Σ ∩ Br(x)) for all r 6
rx,k
2
.
Because of δ˜x,k <
1
11 , Lemma 3.5 yields for r 6
rx,k
2
∢(Px,Py) 6 C2(m)δ˜x,k for all y ∈ Br(x).
For y 6= y ′ ∈ Σ ∩ Br(x), there exist an i > k with rx,i+1 < |y ′ − y| 6 rx,i and therefore
y ′ ∈ Σ ∩ Brx,k(x) ∩ Brx,i(y). This implies
|pi⊥Px(y − y
′)| 6 ∢(Px,Py)|y − y ′|+ |pi⊥Py(y − y
′)|
6 C2(m)δ˜x,k|y− y
′| + δ˜x,irx,i
6
(
C2(m)δ˜x,k + Cxδ˜x,i
)
|y− y ′|
<
1
2
|y− y ′|.
Here we have used δ˜x,i 6 δ˜x,k < (6C2(m) + 2Cx)
−1 6 (2C2(m) + 2Cx)
−1. Then for Σ1 :=
Σ ∩ Br(x) ∩ pi−1x+Px(B r2 (x)), the projection piPx|Σ1 is injenctive and
pix+Px|Σ1 : Σ1 → (x+ Px) ∩ B r2 (x)
is bijective. We move x to zero and let Σ˜1 := (Σ − x) ∩ Br(0) ∩ pi−1Px|Σ−x(B r2 (0)), then the
projection
piPx|Σ˜1 : Σ˜1 → Px ∩ B r2 (0)
is also a bijection and invertible. Especially, for all y ∈ Σ1, there exists exactly one z =
z(y) ∈ Px ∩ B r
2
(0) with
piPx(y− x) = z.
Moreover, we have
y = x+ piPx(y − x) + pi
⊥
Px
(y− x)
= x+ z+ pi⊥Px(y − x).
Defining
f : Px ∩ B r
2
(0)→ P⊥x ; z 7→ pi⊥Px ◦
(
piPx|Σ˜1
)−1
|Px∩B r
2
(0)
(z),
then we get
pi⊥Px(y − x) = f(z) and f(0) = 0,
because z(x) = 0.
For z, z ′ ∈ Px ∩ B r
2
(0) define(
piPx|Σ˜1
)−1
(z) =: y and
(
piPx|Σ˜1
)−1
(z ′) =: y ′.
Now we have∣∣∣∣(piPx|Σ˜1
)−1
(z) −
(
piPx|Σ˜1
)−1
(z ′)
∣∣∣∣ = |y − y ′|
6 |piPx(y − y
′)| + |pi⊥Px(y− y
′)|
6 |z− z ′|+
1
2
|y− y ′|.
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This leads to
|y − y ′| 6 2|z− z ′|,
which implies the continuity of (piPx|Σ˜1)
−1 and therefore also of f.
For z ∈ Px ∩ B r
2
(0) the definition of f and Lemma 3.1 lead to
|f(z)| = |pi⊥Px(y(z) − x)|
= dist(y(z), x + Px)
6 wx(|y(z) − x|) · |y(z) − x|,
where y(z) denotes the unique element of Σ1 with piPx(y(z) − x) = z. We further get
|y(z) − x| = |x+ z+ f(z) − x|
= |z+ f(z)|
6 |z|+ |f(z)|
6 |z|+wx(|y(z) − x|) · |y(z) − x|.
Note that wx(|y(z) − x|) 6 δ˜x,k <
1
11
and therefore
|y(z) − x| 6
11
10
|z|.
Finally, this leads to
|f(z)| 6
11
10
wx(|y(z) − x|) · |z| = o(|z|),
because y(z) −−−→
z→0
x and wx(r) −−−→
r→0
0. This yields the existence of Df(0) and Df(0) = 0.
Let z ∈ Px ∩ B r
2
(0) and F be defined as F(z) = x+ z+ f(z), as well as
L :=
(
piPx|PF(z)
)−1
: Px → PF(z).
Note that F(z) ∈ Br(x) and
∢
(
Px,PF(z)
)
< C2(m)δ˜x,k <
1
6
< 1,
then Lemma 2.5 implies, that L is well-defined. For z, z+ h ∈ Px ∩ B r
2
(0), we get
F(z + h) − F(z) = L(h) + F(z + h) − F(z) − L(h).
Using e := F(z + h) − F(z) − L(h) leads to
piPx(e) = piPx(x+ z+ h+ f(z + h) − x− z− f(z) − L(h))
= piPx(h+ f(z + h) − f(z) − L(h))
= h− piPx(f(z + h)) − piPx(f(z)) − piPx(L(h))
= h− h
= 0,
since f(·) ∈ P⊥x and piPx ◦ L = idPx . This implies
|e| = |pi⊥Px(e)|
6 ∢
(
Px,PF(z)
)
|e| + |pi⊥PF(z)(e)|
6 C2(m)δ˜x,k|e| + |pi
⊥
PF(z)
(e)|.
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Transforming this inequality and using C2(m)δ˜x,k <
1
6
yield
|e| <
6
5
|pi⊥PF(z)(e)|
=
6
5
|pi⊥PF(z)(F(z + h) − F(z) − L(h))|
=
6
5
|pi⊥PF(z)(F(z + h) − F(z))|
=
6
5
dist(F(z + h), F(z) + PF(z))
6
6
5
wx(|F(z + h) − F(z)|) · |F(z + h) − F(z)|.
For the last inequality we used Lemma 3.1 and the fact that F(z), F(z + h) ∈ Brx,k(x), as
well as F(z + h) ∈ Brx,k(F(z)) for all h ∈ Px such that z+ h ∈ Px ∩ Br(0).
To estimate |F(z + h) − F(z)| note
|L(h) − h| = |piPF(z)(L(h)) − piPx(L(h))|
6 ∢
(
PF(z),Px
)
|L(h)|
<
1
6
|L(h)|.
Therefore we get
5
6
|L(h)| < |h| <
7
6
|L(h)|.
Using these estimates yields
|F(z + h) − F(z)| = |L(h) + e|
6 |L(h)| + |e|
6
6
5
|h|+
6
5
wx(|F(z + h) − F(z)|) · |F(z + h) − F(z)|.
The fact that F(z + h) ∈ Brx,k(F(z)) for z+ h ∈ Px ∩ B r2 (0) leads to
wx(|F(z + h) − F(z)|) 6 δ˜x,k <
1
11
.
This implies
|F(z + h) − F(z)| <
66
49
|h|.
Finally we get with the continuity of F
|F(z + h) − F(z) − L(h)| = |e|
6
6
5
wx(|F(z + h) − F(z)|) · |F(z + h) − f(z)|
6 2wx(|F(z + h) − F(z)|) · |h|
= o(|h|).
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This is the differentiability of F with DF(z) = (piPx|PF(z))
−1 and, equivalent to this, the
differentiability of f with Df(z) = DF(z) − id.
To see that z 7→ Df(z) is continuous, let a ∈ Px ∩ Sm−1 and w, z ∈ Px ∩ Br(0), then
|(Df(z) −Df(w))a| = |(DF(z) −DF(w))a|
= |piPF(z)(DF(z)a) − piPF(w)(DF(w)a)|
6 |piPF(z)(DF(z)a) − piPF(w)(DF(z)a)| + |piPF(w)(DF(z)a −DF(w)a)|
6 ∢
(
PF(z),PF(w)
)
|DF(z)a| + |piPF(w)(DF(z)a −DF(w)a)|.
First we get
∢
(
PF(z),PF(w)
)
|DF(z)a| 6 2C2(m)δ˜x,k|Df(z)a + a|
and since Df(·)a ∈ P⊥x
|piPF(w)(DF(z)a −DF(w)a)| = |piPF(w)(Df(z)a −Df(w)a)|
= |(piPF(w) − piPx)(Df(z)a −Df(w)a)|
6 C2(m)δ˜x,k|Df(z)a −Df(w)a|.
In the case w = 0 we get Df(0) = 0 which leads to
|Df(z)a| 6 2C2(m)δ˜x,k|Df(z)a + a| + C2(m)δ˜x,k|Df(z)a|
6 3C2(m)δ˜x,k|Df(z)a| + 2C2(m)δ˜x,k.
Using 3C2(m)δ˜x,k <
1
2 yields
|Df(z)a| < 1 and |DF(z)a| < 2.
Let ε > 0 be arbitrary. There exists an i ∈ N such that δ˜x,i < 512C2(m)ε. Using the conti-
nuity of F yields the existence of an r ′ > 0, such that for w ∈ Px ∩ Br(0) with |z−w| < r ′,
we get
|F(z) − F(w)| 6
1
2
rx,i, for i ∈ N>k.
This allows to improve the estimate of the angle, using Lemma 3.5 yields
∢
(
PF(z),PF(w)
)
6 C2(m)δx,i.
Then the previous estimates imply
|Df(z)a −Df(w)a| 6 C2(m)δ˜x,i|DF(z)a| +C2(m)δ˜x,k|Df(z)a −Df(w)a|
< 2C2(m)δ˜x,i +
1
6
|Df(z)a −Df(w)a|.
Finally this gives
|Df(z)a −Df(w)a| <
12
5
C2(m)δ˜x,i < ε.
Since we can choose ε > 0 arbitrary, this is the continuity of z 7→ Df(z).
To finish the proof let ϕ ∈ C∞0 (Px ∩ B r2 (0) be a cut-off function with 0 6 ϕ 6 1 and
ϕ|Px∩B r
3
(0) ≡ 1. Define
f˜ : Px → P⊥x : z 7→
{
ϕ(z)f(z) for z ∈ Px ∩ B r
2
(0),
0 otherwise.
18 BASTIAN KA¨FER
Then for all z ∈ Px ∩ B r
3
we have f˜(z) = f(z). Moreover, for y ∈ Σ ∩ B r
3
(x) we have
|pix+Px(y) − x| = |x+ piPx(y− x) − x| <
r
3
<
r
2
,
which implies
Σ ∩ B r
3
(x) = x+
(
graph(f) ∩ B r
3
(0)
)
= x+
(
graph(f˜) ∩ B r
3
(0)
)
.
2
To prove that every C1-submanifold satisfies (RPC) we will first state, that every graph
of a function with bounded Lipschitz-constant can be locally approximated by planes,
with respect to the Hausdorff-distance, i.e. it is Reifenberg-flat. The quality of this ap-
proximation is given by the Lipschitz-constant.
Lemma 3.10. Let Σ ⊂ Rn. Assume for x ∈ Σ exist a plane P ∈ G(n,m), a radius R > 0
and a function ux : P → P⊥ with ux(0) = 0, Lip(ux|BR(x)) 6 α, such that
(Σ ∩ BR(x)) − x = graph(ux) ∩ BR(x),
then for all y ∈ Σ ∩ BR
2
(x) we have
distH
(
Σ ∩ Br(y), (y + P) ∩ Br(y)
)
6 rα for all r ∈ (0,R/2] .
Proof. For all y ∈ Σ ∩ Br(x) and z(y) = piP(y − x) we have
y = x+ piP(y − x) + pi
⊥
P (y − x)
= x+ z(y) + ux (z(y)) .
Let r ∈ (0, R2 ] be fixed. For y ∈ Σ ∩ BR2 (x) and y˜ ∈ Σ ∩ Br(y) we get with piP(y˜ − y) + y ∈
(y + P) ∩ Br(y)
dist
(
y˜, (y + P) ∩ Br(y)
)
6
∣∣∣pi⊥P (y˜ − y)∣∣∣
=
∣∣∣pi⊥P (y˜− x) − pi⊥P (y − x)∣∣∣
= |ux(z(y˜)) − ux(z(y))|
6 αr.
Note that
y+ P = x+ z(y) + ux(z(y)) + P = x+ ux(z(y)) + P.
Using P ∩ (Br(y) − y) ⊂ P ∩ BR(0) we can write Σ ∩ Br(y) = x + graph(ux) ∩ Br(y). For
x+ z˜+ ux(z(y)) ∈ (y + P) ∩ B r√
1+α2
(y), i.e. z˜ ∈ P ∩ B r√
1+α2
(z(y)) we have
|x + z˜+ ux(z˜) − y| = |z˜ + ux(z˜) + z(y) + ux(z(y))|
=
√
|z˜− z(y)|2 + |ux(z˜) − ux(z(y))|2
6
√
1+ α2 · |z˜ − z(y)|
< r.
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This implies
dist
(
x+ z˜+ ux
(
z(y)
)
,Σ ∩ Br(y)
)
6 |x+ z˜+ ux(z(y)) − x− z˜− ux(z˜)|
= |ux(z(y)) − ux(z˜)|
6
αr√
1+ α2
.
For z ′ ∈ P ∩ (Br(z(y)) \ B r√
1+α2
(z(y)) there exists a zˆ ∈ P ∩ B r√
1+α2
(z(y)) with
|z ′ − zˆ| <
(
1−
1√
1+ α2
)
r.
This leads to
dist
(
x+ z ′ + ux(z(y)),Σ ∩ Br(y)
)
6
√(
1−
1√
1+ α2
)2
+
(
α√
1+ α2
)2
r 6 αr.
Finally this guarantees
distH
(
Σ ∩ Br(y), (y + P) ∩ Br(y)
)
6 αr.
2
Lemma 3.11. An embedded C1-submanifold Σ of Rn satisfiest (RPC). Moreover, we get
Px = TxΣ.
Proof. For all x ∈ Σ and α > 0 there is a radius R˜x(α) > 0 such that (Σ ∩ BR˜x(α)(x)) − x
is the graph of a C1-function ux : TxΣ → TxΣ⊥ with ux(0) = 0 and Dux(0) = 0 as well as
‖Dux‖C0(BR˜x(α)(0)) 6 α. Especially Lip(ux|BR˜x(α)) 6 α.
Define Rx := rx,1 :=
1
2
R˜x(α). For y ∈ Σ ∩ BRx(x) let the plane P(y, rx,1) be defined by
P(y, rx,1) := TxΣ.
Lemma 3.10 implies for all y ∈ Σ ∩ BRx(x)
distH
(
Σ ∩ Br(y),
(
y+ P(y, rx,1)
) ∩ Br(y)) 6 αr for all r 6 rx,1.
Now define
δ ′x,i :=
δx,1
2i−1
:=
α
2i−1
.
For all i ∈ N>0 we have
Σ ∩ BRx(x) ⊂
⋃
y∈Σ∩BRx(x)
B R˜y(δ ′x,i)
2
(y).
Then there exists an N ∈ N and y1, . . . ,yN ∈ Σ ∩ BRx(x) with
Σ ∩ BRx(x) ⊂
N⋃
j=1
B R˜yj (δ ′x,i)
2
(yj).
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Define r ′x,1 := rx,1 and recursively
r ′x,i := min
{
min
j∈{1,...,N(i)}
{
R˜yj(δ
′
x,i)
2
}
,
r ′x,i−1
2
}
,
as well as P(y, r ′x,i) := TyjΣ for an arbitrary j ∈ {1, . . . ,N(i)} with y ∈ B R˜yj (δ ′x,i)
2
(yj).
Using Lemma 3.10 for R = R˜yj(δ
′
x,i), we get for all y ∈ Brx,i ′ (yj)
distH
(
Σ ∩ Br(y),
(
y+ P(y, r ′x,i)
) ∩ Br(y)) 6 δ ′x,ir for all r 6 r ′x,i.
The BR˜yj(δ
′
x,i)
(yj) cover Σ ∩ BRx(x) and therefore we have
distH
(
Σ ∩ Br(y),
(
y + P(y, r ′x,i)
) ∩ Br(y)) 6 δ ′x,ir for all r 6 r ′x,i and y ∈ Σ ∩ BRx(x).
This holds for all i ∈ N. Moreover, for all δ > 0 there exists an i ∈ N with δ ′x,i < δ, which
implies that Σ is Reifenberg-flat with vanishing constant. Note that it is important, that
the r ′x,i are independent of y ∈ Σ ∩ BRx(x).
It remains to show that we can define a sequence of radii rx,i which is controlled by a
constant Cx, as well as the convergence of the planes P(y, rx,i) to Py = TyΣ.
To see this, note that Lemma 2.7 implies
∢
(
TyΣ,P(y, r
′
x,i)
)
= ∢
(
TyΣ, TyjΣ
)
6 δ ′x,i for all y ∈ Σ ∩ BRx(x).
This yields
sup
y∈BRx(x)
∢
(
TyΣ,P(y, r
′
x,i)
)
6 δ ′x,i −−−→
i→∞ 0.
Now let Cx > 1 be fixed. For all i ∈ N, there exists an l = l(i) ∈ N0 with
Clxr
′
x,i+1 < r
′
x,i 6 C
l+1
x r
′
x,i+1.
If rx,s = r
′
x,i and δx,s = δ
′
x,i are defined, set recursively
rx,s+k :=
1
Ckx
rx,s for k ∈ {1, . . . , l(i)}
rx,s+l+1 := r
′
x,i+1,
P(y, rx,s+k) := P(y, rx,s) = P(y, r
′
x,i) for k ∈ {1, . . . , l(i)}
and
δx,s+k := δx,i for k ∈ {1, . . . , l(i)},
δx,s+l(i)+1 := δ
′
x,i+1.
These definitions lead to
sup
y∈BRx(x)
distH
(
Σ ∩ Brx,s(y),
(
y + P(y, rx,s)
) ∩ Brx,s(y)) 6 δx,srx,s for all s ∈ N
with lims→∞ δx,s = 0 and
sup
y∈BRx(x)
∢ (TyΣ,P(y, rx,s)) 6 εx,i := δx,s.
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Moreover, if s ∈ N such that rx,s = r ′x,i, then the definition of rx,s leads to
rx,s+k
rx,s+k+1
= Cx for k ∈ {0, . . . ,max{0, l(i) − 1}}
rx,j+l(i)
rx,j+l(i)+1
=
r ′x,i · 1Cl(i)x
r ′x,i+1
6
C
l(i)+1
x
C
l(i)
x
= Cx.
Finally these are all conditions required for Σ to satisfy (RPC). 2
4. Proof of Theorem 1.2
Unlikely Toro’s condition in (2), the integral condition postulated in Theorem 1.2 does
not need a small bound but only to be finite. Note that the important part of this condition
is the decay of θBRx(x) near zero, i.e. if for x ∈ Σ there exists an Rx > 0 with
Rx∫
0
θBRx(x)(r)
r
dr <∞,
then for all r,R with 0 < r 6 Rx 6 R <∞ we get
r∫
0
θBRx(x)(r)
r
dr 6
R∫
0
θBRx(x)(r)
r
dr
=
Rx∫
0
θBRx(x)(r)
r
dr +
R∫
Rx
θBRx(x)(r)
r
dr
6
Rx∫
0
θBRx(x)(r)
r
dr +
R∫
Rx
1
r
dr
<∞.
On the other hand, we can not expect Rx to contain any information about the size of the
graph patches for Σ.
We will prove Theorem 1.2 by showing that each Σ, which has an finite integral already
satisfies (RPC).
Proof of Theorem 1.2. Let C > 1 be arbitrary. For every k ∈ N there exist an rx,k ∈
(Rx/C
k+1
2 ,Rx/C
k
2 ) with
θBRx(x)(rx,k)
rx,k
6
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r)
r
dr · 1
Rx
(
C−
k
2 − C−
k+1
2
) ,
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otherwise we would get
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r)
r
dr >
Rx/C
k
2∫
Rx/C
k+1
2
1
Rx
(
C−
k
2 − C−
k+1
2
)
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r
′)
r ′
dr ′ dr
=
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r
′)
r ′
dr ′,
which is a contradiction. Therefore, we have
rx,k+1 < rx,k 6 Crx,k+1 and lim
k→∞ rx,k = 0.
Moreover
θBRx(x)(rx,k) 6
rx,k
Rx
(
C−
k
2 − C−
k+1
2
) ·
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r)
r
dr
6
RxC
−k2
RxC
−k2
(
1− C−
1
2
) ·
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r)
r
dr
=
C
1
2
C
1
2 − 1
·
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r)
r
dr.
Therefore
∞∑
k=0
θBRx(x)(rx,k) 6
C
1
2
C
1
2 − 1
·
∞∑
k=0
Rx/C
k
2∫
Rx/C
k+1
2
θBRx(x)(r)
r
dr
6
C
1
2
C
1
2 − 1
Rx∫
0
θBRx(x)(r)
r
dr
<∞.
For δx,k := θBRx(x)(rx,k), this implies
δx,k −−−→
k→∞ 0.
Then we get for all sufficiently large k ∈ N
2
1− 2δx,k+1
(δx,k+1 + 2Cδx,k) < C˜(δx,k+1 + 2Cδx,k) <
1√
2
.
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Let P(y, rx,k) denote a plane which approximates Σ at y ∈ Σ ∩ BRx(x) and scale rx,k,
corresponding to δx,k. Then Lemma 3.2 leads to
∢
(
P(y, rx,k),P(y, rx,k+1)
)
6 C˜C1(m)(δx,k+1 + 2Cδx,k).
For i ∈ N we get
∢
(
P(y, rx,k),P(y, rx,k+i)
)
6
i−1∑
l=0
∢
(
P(y, rx,k+l),P(y, rx,k+l+1)
)
6 C˜C1(m)
i−1∑
l=0
(δx,k+l+1 + 2Cδx,k+l)
−−−→
k→∞ 0,
since
∞∑
k=1
δx,k <∞. This yields the existence of a plane Py ∈ G(n,m) such that
∢
(
P(y, rx,k),Py
) −−−→
k→∞ 0.
In particular, for all ε > 0 there exist a Jy ∈ N such that
∢
(
P(y, rx,k),Py
)
< ε for all k > Jy.
For i ∈ N and k > max{i, Jy} we get
∢
(
P(y, rx,i),Py
)
6 ∢
(
P(y, rx,i),P(y, rx,k)
)
+ ∢
(
P(y, rx,k),Py
)
6
k−i−1∑
l=0
∢
(
P(y, rx,i+l),P(y, rx,i+l+1)
)
+ ε
6
∞∑
l=0
∢
(
P(y, rx,i+l),P(y, rx,i+l+1)
)
+ ε.
The limit ε→ 0 yields
∢
(
Py,P(y, rx,i)
)
6
∞∑
l=0
∢
(
P(y, rx,i+l),P(y, rx,i+l+1)
)
6 C˜C(m)
∞∑
l=i
(δx,l+1 + 2Cδx,l),
if i > N and N ∈ N such that
2
1− 2δx,k+1
(δx,k+1 + 2Cδx,k) < C˜(δx,k+1 + 2Cδx,k) <
1√
2
for all k > N.
Then
εx,k :=
{
C˜C(m)
∑∞
l=k(δx,l+1 + 2Cδx,l) for k > N,
1 otherwise,
is independent of y ∈ BRx(x) with
∢
(
Py,P(y, rx,k)
)
6 εx,k −−−→
k→∞ 0.
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This is the condition of (RPC) for C = Cx and Lemma 3.9 finishes the proof. 2
Remark 4.1. An immediat result of the proof is that if there exist a constant C > 0 and
a monotonically decreasing sequence (rx,k)k ⊂ (0,Rx] with
rx,k 6 Crx,k+1 and lim
k→∞ rx,k = 0
such that ∞∑
k=1
θBRx(x)(rx,k) <∞,
then Σ is an embedded,m-dimensional C1-submanifold of Rn. Moreover, the finiteness of
the integral in Theorem 1.2 implies this condition.
Appendix A. A Reifenberg-flat set with vanishing constant without
C1-regularity
Let
u : R→ R, u(z) :=
∞∑
k=1
cos(2kz)
2k
√
k
and
U : R→ R2, U(z) :=
(
z
u(z)
)
.
Then Σ := graph(u) = U(R) is Reifenberg-flat with vanishing constant as stated in [13].
Assume Σ is a C1-submanifold of R2. Then for all x ∈ Σ and all α > 0 there exists a radius
r = r(x,α) > 0 and a C1-function fx : TxΣ→ TxΣ⊥ such that
Σ ∩ Br(x) = (x + graph(fx)) ∩ Br(x)
and
‖f ′x‖C0(TxΣ∩Br(0),TxΣ⊥) 6 α.
Due to the symmetry of u, i.e. u(z) = u(−z) for all z ∈ R, we have for x0 = U(0)
Tx0Σ 6= {0}× R.
This implies that there exists an r ′ > 0 with
(R× {0}) ∩ Br ′(0) ⊂ piR×{0} (Tx0Σ ∩ Br(0)) .
Without loss of generality let r ′ be small enough such thatU(z) ∈ Br(x0) for all z ∈ Br ′(0).
The representation as a graph of fx0 yields the injectivity of
g : (R× {0}) ∩ B r ′
2
(0)→ R× {0}, t 7→ piR×{0}
(
piTx0Σ
(U(t) −U(0))
)
.
Together with the continuity of g this implies that g is monotonic. Then for −r
′
2 = t0 <
t1 < · · · < tk = r ′2 and t ′i := piTx0Σ(U(ti) −U(0)) for i = 0, . . . ,k we get either
piR×{0}
(
t ′0
)
< piR×{0}
(
t ′1
)
< · · · < piR×{0}
(
t ′k
)
,
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or
piR×{0}
(
t ′0
)
> piR×{0}
(
t ′1
)
> · · · > piR×{0}
(
t ′k
)
.
Therefore we have
∑k
i=1 |t
′
i − t
′
i−1| = |t
′
k − t
′
0| and
k∑
i=1
|U(ti) −U(ti−1)| =
k∑
i=1
∣∣∣∣∣
(
t ′i
fx0(t
′
i)
)
−
(
t ′i−1
fx0(t
′
i−1)
)∣∣∣∣∣
6
k∑
i=1
√
1+ α2 · |t ′i − t ′i−1|
=
√
1+ α2 ·
∣∣∣∣piTx0Σ
(
U
(
−
r ′
2
))
− piTx0Σ
(
U
(
r ′
2
))∣∣∣∣
which is independent of the partition of the intervall [−r ′/2, r ′/2]. This implies U ∈
BV([−r ′/2, r ′/2],R2) and u ∈ BV([−r ′/2, r ′/2]). Then u has to be differentiable for almost
all z ∈ [−r ′/2, r ′/2] which is a contradiction to u being not differentiable for all z ∈ R.
Appendix B. Counterexample for integral condition
The finiteness of the integral as well as of the sum in Theorem 1.2 respectively remark
4.1 imply that Σ is a C1-submanifold, but the following example will show, that these
conditions are not equivalent.Moreover, one can ask ifC1-submanifolds are characterized
by
1∫
0
θ
β
BRx(x)
(r)
rα
dr <∞ for all x ∈ Σ
for any α,β > 0. Note that as in Theorem 1.2 the upper bound of the integral can be
replaced by any R > 0 and the case α = β = 1 leads to the situation of Theorem 1.2.
Using θBRx (r) 6 1 for all x ∈ Σ and r > 0 leads
1∫
0
θ
β
BRx(x)
(r)
rα
dr 6
1∫
0
1
rα
dr <∞ for all 0 < α < 1,
which does not depend on Σ. Therefore, if such a condition exists, α has to be greater or
equal to one.
Moreover, the finiteness of the integral with α > 1 and β < 1 implies the finiteness for
α,β = 1. For α = 1 and fixed β > 1, the following example will provide a set Σ ⊂ R2, which
is a one-dimensional C1-submanifold, but yields neither a finite integral nor a finite sum
of its θ-numbers.
Example B.1. Let β > 1 and
fβ :
(
−
1
2
,
1
2
)
→ R, y 7→


(
− 2
log(y2)
) 1
β
for y ∈ R \ {0},
0 for y = 0,
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and
gβ : R→ R, x 7→


0∫
− 12
fβ(y) dy−
x+ 12
log(2)
1
β
for y ∈ (−∞,−1
2
),
0∫
x
fβ(y) dy for y ∈ [−12 , 0),
x∫
0
fβ(y) dy for y ∈ [0, 12 ],
1
2∫
0
fβ(y) dy+
x− 12
log(2)
1
β
for y ∈ (1
2
,∞).
Then fβ is a continuous function and gβ is C
1, but g 6∈ C1,σ for every σ > 0. The set
Σ := graph(gβ) is a C
1-submanifold of Rn.
For all r 6 2e−1 < 1 we get ∣∣∣∣log
(
r2
4
)∣∣∣∣ > 2.
Therefore,
∣∣∣gβ ( r
2
)∣∣∣ =
r
2∫
0
(
2
| log(y2)|
) 1
β
dy 6
r
2
·
(
2
| log(r
2
4
)|
) 1
β
6
r
2
and hence
( r
2
gβ(
r
2 )
) ∈ Σ ∩ Br(0) for all r 6 2e−1. Due to the symmetry of gβ, the planes,
which realise θ(0, r) have to be equal to T0Σ = R× {0}. For all small r we get
θ(0, r) >
gβ(
r
2
)
r
=
1
r
r
2∫
0
(
−
2
log(y2)
) 1
β
dy
>
1
r
r
2∫
r
4
(
−
2
log(y2)
) 1
β
dy
>
1
r
· r
4
·
(
−
1
log(r4)
) 1
β
=
1
4
·
(
−
1
log(r4)
) 1
β
.
For all R > 0 and monotonically decreasing sequences (ri)i∈N ⊂ (0,max{R, 2e−1}] and
C > 1 with
ri 6 Cri+1 for all i ∈ N
and therefore
r1 6 C
i−1ri,
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we get
θβ
BR(0)
(ri) >
1
4β
· −1
log(ri4 )
>
1
4β
· −1
log( r1
4Ci−1
)
=
1
4β
· −1
log(r14 ) − log(C
i−1))
.
Finally
∞∑
i=1
θ
β
BR(0)
(ri) >
1
4β
∞∑
i=1
1
− log(r1
4
) + log(Ci−1)
>
1
4β
∞∑
i=1
1
− log(r14 ) + (i− 1) log(C)
=∞.
Using the same argument of remark 4.1, this implies that also
R∫
0
θ
β
BR(0)
(r)
r
dr =∞ for R > 0.
Appendix C. Proof of Lemma 3.7 and Lemma 3.8
Proof of Lemma 3.7. (1) Notation:
Define
S0 := (x+ L) ∩ Br(x),
Σx := Σ ∩ Br(x),
τ0 : S0 → S0; z 7→ z,
δ0 < (48(3C1(m) + 2))
−1
and R0 > 0 small enough, that for all r ∈ (0,R0] we get
1
r
inf
L∈G(n,m)
distH
(
Σ ∩ Br(y), (y + L) ∩ Br(y)
)
6 δ for all y ∈ Σ ∩ BR0(x).
For j ∈ N0 let
rj :=
r
12 · 4j .
For all j > 0 we get
Σx ⊂
⋃
z∈Σx
Brj(z).
The compactness of Σx implies the existence of a kj ∈ N and a set Zj := {zj,1, . . . , zj,kj }
with
Σx ⊂
⋃
z∈Zj
Brj(z).
28 BASTIAN KA¨FER
Moreover, there exists a partition of unity {ϕz}z∈Zj with
0 6 ϕz(y) 6 1 for all y ∈ Rn and z ∈ Zj,
ϕz(y) = 0 for all y ∈ Rn and z ∈ Zj with |y− z| > 3rj,∑
z∈Zj
ϕz(y) = 1 for all y ∈ Vj := {y ∈ Rn | dist(y,Σx) < rj}.
Note that Vj ⊂
⋃
z∈Zj B3rj(z). Then the existence of this partition is an immidiate result
of e.g. [3, p. 52].
For z ∈ Zj let L(z, 12rj) ∈ G(n,m) denote a plane with
distH
(
Σ ∩ B12rj(z),
(
z+ L(z, 12rj)
) ∩ B12rj(z)) 6 12rjδ.
The δ-Reifenberg-flatness of Σ and the fact that
12rj 6 r 6 R0
guarantees the existence of L(z, 12rj).
Now define
σj(y) := y −
∑
z∈Zj
ϕz(y) · pi⊥L(z,12rj)(y− z)
and
τj(y) := (σj ◦ tj−1)(y).
(2) For y ∈ Vj ∩ Br−2rj(1+6δ)(x) we get
dist
(
σj(y),Σx
)
6 (36C1(m) + 24)rjδ
and
|σj(y) − y| 6 dist(y,Σx) + (36C1(m) + 24)rjδ
6 (1+ 36C1(m)δ + 24δ)rj.
Note that
r − 2rj(1+ 6δ) > r −
1
6
r
(
1+
1
16
)
> 0 for all j ∈ N0.
Let y ∈ Vj ∩ Br−2rj(1+6δ)(x) and Zj(y) := {z ∈ Zj | |z − y| < 3rj}. Then we get
σj(y) = y−
∑
z∈Zj(y)
ϕz(y) · pi⊥L(z,12rj)(y − z).
For z, z ′ ∈ Zj(y), we have |z− z ′| < 6rj = 12rj2 . The definition of δ0 further yields
6
1− 2δ
δ < 12δ <
1√
2
.
Lemma 3.2 implies for x1 = z, x2 = z
′, δ1 = δ2 = δ, r1 = r2 = 12rj and P1 = L(z, 12rj),P2 =
L(z ′, 12rj) that
∢
(
L(z, 12rj),L(z
′, 12rj)
)
6 12C1(m)δ.
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For fixed z0 ∈ Zj(y) such that |z0 − y| < 2rj define
y˜ := y− pi⊥L(z0,12rj)(y − z0)
and we get
|σj(y) − y˜| =
∣∣∣∣∣∣
∑
z∈Zj(y)
(
ϕz(y) · pi⊥L(z,12rj)(y − z)
)
− pi⊥L(z0,12rj)(y − z0)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
z∈Zj(y)
ϕz(y) ·
(
pi⊥L(z,12rj)(y − z) − pi
⊥
L(z0,12rj)
(y − z0)
)∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
z∈Zj(y)
ϕz(y) ·
(
pi⊥L(z,12rj)(y − z) − pi
⊥
L(z0,12rj)
(y − z) − pi⊥L(z0,12rj)(z− z0)
)∣∣∣∣∣∣
6
∑
z∈Zj(y)
ϕz(y) ·
(∣∣∣pi⊥L(z,12rj)(y − z) − pi⊥L(z0,12rj)(y − z)
∣∣∣+ ∣∣∣pi⊥L(z0,12rj)(z − z0)
∣∣∣)
6
∑
z∈Zj(y)
ϕz(y) ·
(
12C1(m)δ · 3rj + dist
(
z, z0 + L(z0, 12rj)
))
6 (36C1(m) + 12) rjδ.
In the last inequalities we used z ∈ Σ ∩ B12rj(z0) and therefore dist(z, z0 + L(z0, 12rj)) 6
12rjδ, as well as the fact that
∑
z∈Zj(y)ϕz(y) = 1 for y ∈ Vj several times.
y˜ ∈ L(z0, 12rj) ∩ B12rj(z0) implies that there exists a w ∈ Σ ∩ B12rj(z0) ⊂ Σx with
|y˜ −w| 6 12rjδ.
Using |y˜ − x| 6 |y − x|+ |y − z0|, we get
|w − x| 6 |w− y˜| + |y˜− x|
< 12rjδ+ r− 2rj(1+ 6δ) + 2rj
= r.
This implies w ∈ Σx and
dist
(
σj(y),Σx
)
6 |σj(y) − y˜|+ |y˜ −w|
6 (36C1(m) + 24) rjδ.
Due to the definition of Vj and the fact that Σx is closed,for all y ∈ Vj we get a w ′ ∈ Σx
with
dist (y,Σx) = |y−w
′| < rj.
This yields
|z0 −w
′| < 3rj
and therefore
|y˜− y| =
∣∣∣pi⊥L(z0,12rj)(y − z0)
∣∣∣
6
∣∣∣pi⊥L(z0,12rj)(y −w ′)
∣∣∣ + ∣∣∣pi⊥L(z0,12rj)(w ′ − z0)
∣∣∣
6 |y−w ′|+ 12rjδ.
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Finally we get
|σj(y) − y| 6 dist (y,Σx) + (36C1(m) + 24) rjδ.
(3) For y ∈ S0 ∩ Br ′(x) with r ′ := r − (2+ 36C1(m)δ + 24δ)
∞∑
k=1
rk we get
τj(y) ∈ Vj+1 ∩ B
r−(2+36C1(m)δ+24δ)
∞∑
k=j+1
rk
(x) for all j ∈ N0.
Note that
r ′ = r− (2 + 36C1(m)δ+ 24δ)
∞∑
k=1
rk > r−
r
12
· 1
3
(2 +
1
4
) =
15
16
r
and
r ′ 6 r− 2rj(1+ 6δ).
For j = 0 and y ∈ S0 ∩ Br ′(x) we have τ0(y) = y and the Reifenberg-flatness yields
dist (y,Σx) 6 rδ <
r
48
= r1.
This implies τ0(y) = y ∈ V1 ∩ Br ′(x).
Now we assume that the statement holds for j− 1 ∈ N0 and let y ∈ S0 ∩ Br ′(x). We have
τj−1(y) ∈ Vj ∩ B
r−(2+36C1(m)δ+24δ)
∞∑
k=j
rk
(x)
⊂ Vj ∩ Br−rj(2+36C1(m)δ+24δ)(x)
⊂ Vj ∩ Br−2rj(1+6δ)(x).
Therefore step (2) implies
dist
(
τj(y),Σx
)
= dist
(
σj(τj−1(y)),Σx
)
6 (36C1(m) + 24)rjδ
< rj+1,
which is τj(y) ∈ Vj+1. Moreover, step (2) leads to
|τj(y) − x| 6 |σj(τj−1(y)) − τj−1(y)| + |τj−1(y) − x|
6 (1+ 36C1(m)δ + 24δ)rj + r− (2+ 36C1(m)δ + 24δ)
∞∑
k=j
rk
6 r − (2+ 36C1(m)δ + 24δ)
∞∑
k=j+1
rk.
This is the postulated statement for j and inductively it holds for all j ∈ N0.
(4) τi converges on S0 ∩ Br ′(x) uniformly to a continuous function τ.
For y ∈ S0 ∩ Br ′(x) and i ∈ N we get
|τi(y) − τi−1(y)| = |σi(τi−1(y)) − τi−1(y)|
6 dist (τi−1(y),Σx) + (36C1(m) + 24)riδ.
If i = 1 then
dist (τ0(y),Σx) 6 rδ < (36C1(m) + 24)r0δ
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and for i > 1 we get
dist
(
τj−1(y),Σx
)
= dist (σi−1(τi−2(y)),Σx) 6 (36C1(m) + 24)ri−1δ,
because of τi−2(y) ∈ Vi−1. Using ri = 14ri−1 yields
|τi(y) − τi−1(y)| 6
5
4
(36C1(m) + 24) ri−1δ for all i ∈ N.
Let k, j ∈ N0 then
|τj+k(y) − τj(y)| 6
k∑
i=1
|τj+i(y) − τj+i−1(y)|
6
5
4
(36C1(m) + 24) δ
k∑
i=1
rj+i−1
=
5
4
(36C1(m) + 24)δrj
k−1∑
i=0
4−i
−−−→
j→∞ 0.
This is independent of y ∈ S0 ∩ Br ′(x) and implies the uniform convergence of τi to a
function τ. All τi are continuous as compositions of continuous functions and therefore τ
is as well.
(5) |τ(y) − y| < Crδ and τ(S0 ∩ Br ′(x)) ⊂ Σx.
We have τ(y) = limj→∞ τj(y) for all y ∈ S0 ∩ Br ′(x). Therefore, for all ε > 0 there exists a
J = J(ε) ∈ N with
|τ(y) − τj(y)| < ε for all j > J and y ∈ S0 ∩ Br ′(x).
For k ∈ N0 there is a j > max{k, J} with
|τ(y) − τk(y)| < ε+
j−1∑
i=k
|τi+1(y) − τi(y)|
6 ε+
∞∑
i=k
|τi+1(y) − τi(y)|.
The limit ε→ 0 yields
|τ(y) − τk(y)| 6
∞∑
i=k
|τi+1(y) − τi(y)|
6
5
4
(36C1(m) + 24)δrk ·
∞∑
i=0
4−i
=
5
3
(36C1(m) + 24) δrk.
Especially for k = 0 we get
|τ(y) − y| 6
5
3
(36C1(m) + 24) δr0 <
5
144
r.
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We have τj(y) ∈ Vj+1 for all j ∈ N0 and therefore there is a wj ∈ Σx with
|τj(y) −wj| < rj+1 for all j ∈ N0.
This leads to
dist (τ(y),Σx) 6 |τ(y) − τj(y)| + |τj(y) −wj|
6
5
3
(36C1(m) + 24) δrj + rj+1
−−−→
j→∞ 0,
which implies τ(S0 ∩ Br ′(x)) ⊂ Σx and finishes the proof.
2
Proof of Lemma 3.8. Assume there exists a ξ ∈ (x+L)∩B r
4
(x) such that pix+L(y) 6= ξ for
all y ∈ Σ ∩ B r
2
(x). Using Lemma 3.7 leads to a continuous function τ : (x+ L) ∩ B 15
16r
(x)→
Σ ∩ Br(x) with
|τ(y) − y| 6
5
144
r.
Then for all z ∈ (x+ L) ∩ B r
3
(x) we get
|τ(z) − x| 6 |τ(z) − z|+ |z − x| 6
5
144
r +
1
3
r <
1
2
r.
Therefore,
pix+L (τ(z)) 6= ξ for all z ∈ (x+ L) ∩ B r
3
(x).
Let h : (x + L) \ {ξ} → (x+ L) ∩ ∂B r
12
(ξ) be defined by
h(z) := ξ+
r
12
· z− ξ
|z− ξ|
.
h is a continuous projection of (x + L) \ {ξ} onto (x + L) ∩ ∂B r
12
(ξ). Define
ϕ := h ◦ pix+L ◦ τ : (x + L) ∩ B r
12
(ξ)→ (x + L) ∩ ∂B r
12
(ξ).
Note that B r
12
(ξ) ⊂ B r
3
(x), then we have ξ 6∈ pix+L ◦ τ((x+ L) ∩B r
12
(ξ) and ϕ is continuous
and well-defined.
For z ∈ (x+ L) ∩ ∂B r
12
(ξ) we get
|pix+L (τ(z)) − z| = |pix+L (τ(z) − z)|
6 |τ(z) − z|
6
5
144
r.
Moreover,
|h (pix+L(τ(z))) − pix+L(τ(z))| = dist
(
pix+L(τ(z)),∂B r
12
(ξ)
)
6 |pix+L(τ(z)) − z|
6
5
144
r,
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which implies
|ϕ(z) − z| 6
10
144
r for all z ∈ (x+ L) ∩ ∂B r
12
(ξ).
Define ϕ˜ : L ∩ B1(0)→ L ∩ ∂B1(0) by
ϕ˜(z) :=
12
r
(
ϕ
( r
12
z+ ξ
)
− ξ
)
.
The continuity of ϕ implies that ϕ˜ is also continuous and for z ∈ L ∩ B1(0) we get z˜ :=
r
12
z+ ξ ∈ (x + L) ∩ ∂B r
12
(ξ), which leads to
|ϕ˜(z) − z| =
12
r
|ϕ(z˜) − z˜| 6
12
r
· 10
144
· r = 10
12
< 1 for all z ∈ L ∩ ∂B1(0).
But this implies that
H : L ∩ ∂B1(0)× [0, 1] ∼= Sm−1 × [0, 1]→ L ∩ ∂B1(0) ∼= Sm−1,
H(z, t) :=
(1− t)ϕ˜|Sm−1(z) + tz
|(1− t)ϕ˜|Sm−1(z) + tz|
is a homotopy between idSm−1 and ϕ˜|Sm−1 . The homotopy equivalence of the degree of a
map (see [4, 5.1.6 a]) leads to
deg(ϕ˜|Sm−1) = deg(idSm−1) = 1.
This is a contradiction to the continuous extension ϕ˜ of ϕ˜|Sm−1 on B
m
1 (0), because this
would by [4, 5.1.6 b] imply
deg(ϕ˜|Sm−1) = 0.
Therefore, the assumed ξ can not exist. 2
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