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Abstract
We describe all isometries of the q-numerical radius on the space K(H) of
compact operators on a (possibly infinite-dimensional) Hilbert space H.
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1. Introduction
Let 0 < q ≤ 1. The q-numerical radius of a bounded linear operator A
on a Hilbert space H is given by
rq(A) = sup{〈Ax, y〉 : ‖x‖ = ‖y‖ = 1, 〈x, y〉 = q}.
The q-numerical radius is a norm on B(H), equivalent to the uniform (spec-
tral) norm. For q = 1, this reduces to the classical numerical radius:
r(A) = sup{〈Ax, x〉 : ‖x‖ = 1}.
In this article, we describe the isometries of the space K(H) of compact
operators on an infinite-dimensional complex Hilbert space with regard to
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the q-numerical radius. In the finite-dimensional case, the description was
obtained in [1], while the case of the classical numerical radius (also in finite
dimensions) was previously treated by Lesˇnjak [6], Li and Sˇemrl [7] and Li
et al. [8].
Here is the main result.
Theorem 1.1. Let H be an infinite-dimensional complex Hilbert space. Let
0 < q ≤ 1 and let φ : K(H) → K(H). Then φ is an isometry of the q-
numerical radius if and only if there exist a compact operator S0 ∈ K(H), a
unitary operator U ∈ U(H) and a complex number µ with |µ| = 1 such that
for all A ∈ K(H)
φ(A) = S0 + µU
∗A†U,
where A† denotes either A ot At or A∗ or A¯.
Here A∗ is the usual adjoint operator, given by
〈x,Ay〉 = 〈A∗x, y〉,
At is the traspose of A,
〈x,Aty〉 = 〈y¯, Ax¯〉,
and A¯ is the complex conjugate of A,
〈x, A¯y〉 = 〈x¯, Ay¯〉.
While the strategy of the proof is broadly similar to that in [1], the infinite
dimensional case poses numerous difficulties and requires new techniques. For
instance, one has to simultaneously deal with a number of different topologies
on various spaces of operators, which all coincide between themselves in the
finite-dimensional situation. The main challenge was the usage of extreme
points, which was the key component of the proofs in [8, 1]. If one defines
the operator
Cq = qE11 +
√
1− q2E12
on H = ℓ2, then the unit ball of the dual norm to the generalized numerical
radius is the convex hull of the saturated unitary orbit
SU (Cq) = {λU∗CqU : λ ∈ C, |λ| = 1, U ∈ U(H)}.
It is easy to see that all points of SU(Cq) are extreme points, indeed exposed
points of the dual unit ball. However, we were unable to prove that the set of
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extreme (or exposed) points of the dual ball is exactly the set SU (Cq), like it
is in a finite-dimensional situation. Thus, a key component of the proofs in
[8, 1] was missing, and we had to find an ingenious way around it, by using
points of weak continuity with regard to the Hilbert-Schmidt norm topology
combined with David Milman’s converse to the Krein-Milman theorem.
We believe that this technique can be of interest in connection with the
next natural open problem: that of characterizing isometries of the general-
ized numerical radius on a large space B(H) of all bounded operators.
Notice also that in order to simplify notation, in the sequel we will often
only give proofs forH = ℓ2, but they remain valid for an arbitraryH = ℓ2(Γ).
2. Generalized numerical radius
2.1. Duality
Let H be an infinite-dimensional separable Hilbert space. As usual, we
will identify the space C1(H) (the first Schatten class) of all trace class op-
erators on H, equipped with the trace-class norm ‖T‖1 = tr (|T |), with a
predual of the space B(H), equipped with the uniform operator norm.
Let us remind how to define a pairing 〈·, ·〉 between C1(H) and B(H). If
C is a trace-class operator and T is a bounded linear operator on H, the
value of 〈C, T 〉 is given by
〈C, T 〉 = tr (CT ). (1)
One can now prove that elements of B(H) are exactly the bounded linear
functionals on C1(H), and that C1(H)∗ ∼= B(H).
The space K(H) of all compact operators on H, equipped with the uni-
form operator norm, is, under the above duality, the predual of C1(H). In
particular, one has
K(H)∗∗ = B(H).
For more on the duality and on the above classes of operators, see e.g.
[11], 1.15 and 1.19.
In the finite dimensional situation (dimH < ∞), this duality allows to
conveniently identify all the spaces K(H), C1(H), B(H), as well as its dual
space B(H)∗, between themselves. In the infinite dimensions one has to treat
them separately.
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2.2. C-Numerical radius
Fix an operator C ∈ C1(H). For any A ∈ B(H) the generalized C-
numerical range of A is defined by:
WC(A) = {tr (CU∗AU) : U ∈ U(H)},
and the generalized C-numerical radius rC of A is defined by
rC(A) = sup{|tr (CU∗AU)| : U ∈ U(H)}.
Theorem 2.1. rC(·) is a norm in B(H) if and only if C is non-scalar and
tr (C) 6= 0.
Proof. From the definition of rC(A) we have that rC(A) ≥ 0 for all A ∈
B(H), so we need to show that if rC(A) = 0 then A = 0. Suppose C is
non-scalar and tr (C) 6= 0, then if rC(A) = 0 we have that tr (CU∗AU) = 0
for all unitary U , this implies that WC(A) is a singleton. By lemma 4.2 in
[5], we have that A is a scalar operator, say A = λI, where λ is a scalar and
I denotes the identity operator.
Therefore we have that: 0 = tr (CU∗AU) = λtr (C), since tr (C) 6= 0, this
implies that λ = 0 and therefore A is the zero operator.
One can easily verify that rC(αA) = |α|rC(A), for all A ∈ B(H) and
rC(A+B) ≤ rC(A) + rC(B), for all A,B ∈ B(H).
Let us put the generalized numerical radius in the context of duality.
Clearly,
rC(A) = sup
T
Re 〈C,A〉,
where the supremum is taken over the saturated unitary orbit of A in C1(H):
SU(A) = {λU∗AU : λ ∈ C, |λ| = 1, U ∈ U(H)}.
That is to say,
rC(A) = sup
|λ| = 1
U ∈ U(H)
Re(tr (λUC∗U∗A)).
Equivalently, rC(A) is the supremum of the linear functional 〈−, A〉 over the
convex circled hull of the unitary orbit of C. In the case where C is non-
scalar and tr (C) 6= 0, Theorem 2.1 implies that this hull is absorbing and
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bounded in the vector space C1(H), so is the unit ball of a certain norm, r∗C .
The dual norm to r∗C is the norm rC on B(H).
We do not know if in this generality the norm r∗C is the dual norm to
the restriction of rC to K(H), nor whether the norm rC is equivalent to the
uniform operator (spectral) norm on B(H). In particular, we cannot assert
that the norms rC and r
∗
C are complete. However, the answers to all of these
questions are positive in the special case of a q-numerical radius.
2.3. q-Numerical radius
In the important particular case where H = ℓ2 and C = E11 one recovers
the classical numerical radius:
r(A) = sup
‖x‖=1
|〈Ax, x〉|.
It is well known that the spectral radius is a norm on B(H) equivalent to the
uniform norm, moreover
r(A) ≤ ‖A‖ ≤ 2r(A).
(See e.g. Th. 2.14 in [4].)
The case of interest for us is a more general case of the q-numerical radius,
where 0 < q ≤ 1:
rq(A) = sup
‖x‖=‖y‖=1,〈x,y〉=q
|〈Ax, y〉|.
In this case, the matrix C assumes the form
Cq = qE11 +
√
1− q2E12.
Geometric considerations in a two-dimensional Euclidean space imply the
following.
Lemma 2.2. For all A ∈ B(H),
rq(A) ≥ qr(A).
Proof. Let ‖ξ‖ = 1 and 〈Aξ, ξ〉 = ±α, where α > 0. Identify ξ with
the second coordinate vector e2 of the plane R
2 spanned by ξ, Aξ, so that
Aξ belongs to either the first or the fourth quadrant (〈Aξ, e1〉 ≥ 0). Thus,
Aξ = (
√
1− α2,±α). Choose ζ with ‖ζ‖ = 1, 〈ξ, ζ〉 = q, and ζ belonging
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to the first quadrant if so does Aξ, or the second quadrant if Aξ is in the
fourth. One can write ζ = (±
√
1− q2, q). Now one has
|〈Aξ, ζ〉| = |±
√
1− α2
√
1− q2 ± αq|
=
√
1− α2
√
1− q2 + αq,
whence the result follows.
We conclude: rq(A) ≥ (q/2) ‖A‖. At the same time it is evident that
rq(A) ≤ ‖A‖. Thus, the norm rq on B(H) is equivalent to the uniform
(spectral) norm.
As a consequence, K(H) is weakly dense in B(H) relative to the q-
numerical radius (because the same is true of the uniform operator norm). It
follows that the norm r∗q on C1(H) as defined earlier is the dual norm to the
restriction of rq on K(H). In particular, r∗q is equivalent to the trace class
norm on C1(H). We also conclude that the norm rq on B(H) and on K(H)
and the norm r∗q on C1(H) are complete.
On the space of compact operators, sharper equivalence constants follow
from the results of [8].
Theorem 2.3. The norm rq on K(H) is equivalent to the uniform operator
norm, with the constants
rq(A) ≤ ‖A‖ ≤ βrq(A), A ∈ B(H), (2)
where
β =


max{1/p, 1/q} if 1
2
≤ p,√
5− 4p/|q|, if 1
4
≤ p < 1
2
,
2/q, otherwise.
Proof. The above result was established in the case dimH < ∞ in [8],
Theorem 3.5. If we fix an orthonormal basis for H, the inequalities in (2) will
hold for all operators A represented by matrices with finitely many entries.
The same is true for the operators belonging to the norm completion of the
linear space of such operators, that is, K(H).
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3. Saturated unitary orbit
Theorem 3.1. An operator A ∈ B(H) belongs to SU(Cq) if and only if A
is a rank one operator, |tr(A)| = |q| and ‖A‖2 = 1 (in the Hilbert-Schmidt,
or Frobenius, norm).
Proof. If A ∈ SU(Cq), then there exist a scalar θ, |θ| = 1 and an unitary
operator U ∈ U(H) such that A = θU∗CqU . Since U is a unitary operator
and Cq is a rank one operator of Hilbert-Schmidt norm 1 and tr(Cq) = q, we
have that A is a rank one operator, |tr(A)| = |q| and ||A|| = 1.
Suppose now that A is a rank one operator, tr(A) = q and ‖A‖2 = 1.
Let’s show that A ∈ SU(Cq).
Since A is a rank one operator, there exists x, y ∈ H such that A = x⊗y∗.
We can suppose without loss of generality that ||x|| = 1. Since tr(A) = q,
from the definition of trace of a rank one operator we have that 〈x, y〉 = q.
Since 1 = ||A||2 = ||x||||y||, we also have that ||y|| = 1.
If |q| = 1, from 〈x, y〉 = q we have that there exists θ ∈ C, |θ| = 1 such
that y = θx. Let U ∈ U(H) such that U∗x = e1, then U∗AU = U∗(x⊗y∗)U =
θ¯e1 ⊗ e∗1 = θ¯E11 = θ¯C1 and therefore A ∈ SU(Cq).
Suppose now |q| < 1. In this case x and y are linearly independent.
Let z = y − 〈y, x〉x = y − qx. Then z and x are orthogonal and moreover
||z||2 = 1−|q|2. Once again we can find U ∈ U(H) such that U∗x = ||x||e1 =
e1 and U
∗z = ||z||e2 =
√
1− |q|2e2. Therefore U∗AU = U∗(x ⊗ y∗)U =
e1 ⊗ (
√
1− |q|2e2 + qe1)∗ = Cq. Therefore A ∈ SU(Cq).
Lemma 3.2. Let k ∈ N. The set Rk of all operators from ℓ2 to itself having
rank ≤ k is closed in the strong operator topology.
Proof. For a T /∈ Rk, choose k + 1 orthonormal vectors in the range of T :
T (xi) = yi, i = 1, 2, . . . , k + 1, yi ⊥ yj, i 6= j.
Define an open neighbourhood V of T in the strong operator topology by
the condition
‖S(xi)− yi‖ < 1
2n
.
For any S ∈ V the vectors zi = S(xi) are linearly independent. Indeed, let us
consider a nontrivial linear combination
∑n
i=1 λizi, assuming also
∑
λ2i = 1.
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Now,
n∑
i=1
λizi =
n∑
i=1
λiyi +
n∑
i=1
λi(S(xi)− yi).
The norm of the first vector on the r.h.s. is 1, while the norm of the second
is bounded by
n∑
i=1
|λi| ‖S(xi)− yi‖ ≤ 1
2
.
Proposition 3.3. The saturated unitary orbit SU(Cq) is closed in the trace
class norm on C1(H).
Proof. According to Theorem 3.1, the set SU(Cq) is the intersection of the
set R1 of all rank one operators (closed in the strong operator topology by
Lemma 3.2, therefore in the trace class norm topology), the unit sphere with
regard to the Hilbert-Schmidt norm (which is closed in the Hilbert-Schmidt
norm topology, therefore in the finer trace class norm topology), and the
level surface of the function T 7→ |tr (T )| which is continuous with regard to
the trace class norm.
Lemma 3.4. The trace class metric and Hilbert-Schmidt metric are Lips-
chitz equivalent on the set Rk of all operators of rank ≤ k, with constants
which only depend on k: for all T, S ∈ Rk,
‖T − S‖2 ≤ ‖T − S‖1 ≤
√
2k ‖T − S‖2 .
Proof. Recall that, given a compact operator T , one can write
T (x) =
∞∑
i=1
λi〈x, vi〉ui, (3)
where (vi) and (ui) are suitably chosen orthonormal bases of H. Now the
trace of T is given by
tr (T ) =
∑
i
λi,
8
the trace class norm by
‖T‖1 =
∑
i
|λi|,
and the Hilbert-Schmidt norm by
‖T‖2 =
(∑
i
|λi|2
)1/2
,
where the above quantities are independent of the choice of representation
(3).
If T, S ∈ Rk, then the operator T − S has rank ≤ 2k, and therefore the
number of non-zero coefficients λi in the sum (3) representing T − S is at
most 2k. The values ‖T − S‖1 and ‖T − S‖2 become the values of the ℓ1
norm and ℓ2 norm respectively of the same vector in the standard vector
space of dimension 2k. But these are Lipschitz equivalent, with constants
which only depend on the dimension.
Corollary 3.5. The trace class norm topology and the Hilbert-Schmidt norm
topology coincide on the saturated unitary orbit SU(Cq). Moreover, the cor-
responding metrics on the orbit are Lipschitz equivalent.
Corollary 3.6. The saturated unitary orbit SU(Cq) is complete in the Hilbert-
Schmidt metric.
Proof. By Corollary 3.3, SU(Cq) is complete with regard to the trace class
metric, and since the two metrics are Lipschitz equivalent, the same holds
for the Hilbert–Schmidt metric.
We will be dealing with two weak∗ topologies on the space C1(H): the
one coming from the duality with K(H), which serves as the weak∗-topology
for the trace class norm (equivalently, for the norm r∗q) and which we denote
w∗1, and the weak
∗-topology for the completion of the space with regard to
the Hilbert-Schmidt norm (that is, the weak topology), which we will denote
w∗2. The w
∗
1-topology is finer than the w
∗
2-topology, because there are more
compact operators than Hilbert-Schmidt operators.
Lemma 3.7. At every point of the unit ball of the normed space (C1(H), r∗q)
belonging to the saturated unitary orbit SU(Cq) the w∗2-topology is finer than
the Hilbert-Schmidt topology (and thus, the two topologies coincide).
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Proof. It is well known and easily seen that every point of the unit sphere
of a Hilbert space is a point of weak continuity, that is, the neighbourhood
filters in the weak topology and in the norm topology coincide at this point.
Moreover, the same is true if the neighbourhoods of the point are considered
not just on the sphere, but in the entire Hilbert unit ball. Denote B2 the unit
ball of C1(H) with regard to the Hilbert-Schmidt norm, and Bq the unit ball
with regard to r∗q . If x is a point on the unit sphere of B2, then for each ǫ > 0
there is δ so that whenever y ∈ B2 and 〈x, y〉 > 1− δ, one has ‖x− y‖2 < ǫ.
Now let x ∈ SU(Cq). Then x is on the unit sphere of B2, and the functional
φ(y) = 〈x, y〉 is w∗2-continuous. If y ∈ Bq and φ(y) > δ, where δ = δ(ǫ) as
above, then y ∈ B2 and so ‖x− y‖2 < ǫ.
Recall David Milman’s (partial) converse to the Krein–Milman theorem
([9], Theorem 1): if T is a subset of a convex compact subset of a topological
vector space and the closed convex hull of T is all of K, then every extreme
point of K belongs to the closure of T . As an immediate corollary, we obtain:
Lemma 3.8. All the extreme points of the unit ball of the norm r∗q are con-
tained in the w∗1-closure of the saturated unitary orbit of Cq.
Proof. The unit ball of r∗q is the closed convex hull of the saturated unitary
orbit SU(Cq). Equipped with the weak∗ topology relative to the duality
between K(H) and C1(H), the unit ball is compact. Now apply the converse
to the Krein–Milman theorem with T = SU(Cq).
Remark 3.9. Even if the topologies (in our case, weak∗ topology and the
trace class topology) coincide on a set (the saturated unitary orbit), one
cannot conclude that the closures of this set in the ambient space with regard
to the two topologies are the same. We do not know whether the extreme
points of the convex closure of the saturated unitary orbit are all contained
in the saturated unitary orbit.
4. Isometry of the generalized numerical radius
4.1. Linearity
Let φ is a q-numerical radius isometry of (K(H), rq). Then φ is the sum
of a translation by some S0 ∈ K(H) and a q-numerical radius isometry pre-
serving zero. From now, we will therefore presume that φ(0) = 0. The
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Mazur–Ulam theorem (cf. e.g. Theorem 1.3.5 in [2]) says: if φ is an isometry
from a normed linear space X onto a normed linear space Y , and if φ(0) = 0,
then φ is real linear.
Denote ψ the dual linear map. We conclude: ψ is a real linear isometry
of (C1(H), w∗q).
4.2. Representing ψ as P (·)Q
The following result is an infinite-dimensional analogue of Lemma 2.2 in
[1].
Lemma 4.1. Let C and R be two bounded rank one operators on ℓ2, where
‖R‖ < min{2q, 2p}, and p = (1− q2)1/2, and let
S(R) := {A ∈ SU(C) : R = A+B for some B ∈ SU(C)},
and let M(R) = spanS(R). Then M(R) is a vector space of infinite dimen-
sion over R.
Proof. Let R = u⊗ vt. Lets show that M(R) = L1 + L2, where
L1 = {u⊗ y∗ : y ∈ ℓ2}, L2 = {x⊗ v∗ : x ∈ ℓ2}.
First assume that R = A+B for operators A,B in SU(C). If A = a⊗ ct
and B = b ⊗ dt for a, b, c, d ∈ ℓ2, then either a and b are linearly dependent
(in which case, we may take a = b = u), or c and d are linearly dependent
and again we may take c = d = v. This means that either both A and B are
in L1 or both are in L2. Therefore M(R) ⊆ L1 + L2.
For the converse, we may replace R by any operator from its unitary orbit,
hence we may assume that R = ξE11 + ηE12 and so u = e1. By assumption,
we have |ξ| < 2q and |η| < 2p. For every q′ and p′ with |ξ|/2 < q′ < q
and |η|/2 < p′ < p, there exist complex numbers zj , 1 ≤ j ≤ 4, such that
|z1| = |z2| = q′, |z3| = |z4| = p′. Let r = (1 − (p′)2 − (q′)2)1/2, t ∈ R, k ≥ 3
and
At = z1E11 + z2E12 + re
itE1k, Bt = z3E11 + z4E12 − reitE1k.
Then At, Bt ∈ SU(C) and At + Bt = R. With all the various choices of
p′, q′ and t, it is easy to see that M(R) contains E1j and iE1j for j ≥ 1,
hence it contains e1 ⊗ y∗ for every y ∈ ℓ2. This proves that L1 ⊂ M(R).
By symmetry we also get L2 ⊂ M(R). This proves that M(R) = L1 + L2.
Each of L1 and L2 is a space of infinite dimension over R, therefore M(R)
has infinite dimension over R.
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The following is an infinite-dimensional version of Lemma 2.3 in [1].
Lemma 4.2. Let R be a bounded rank two operator on the Hilbert space ℓ2,
and let R = R1 denote the set of all bounded rank one operators on ℓ
2. Then
the set
A(R) = {A ∈ R : R = A +B for some B ∈ R}
spans a real vector space of dimension 7 and so dim(M(R)) ≤ 7, where M(R)
is defined as in Lemma 4.1.
Proof. Without loss in generality, we assume the space ℓ2 complex and all
the operators complex-linear. If A = a ⊗ b∗ is a rank one bounded linear
operator, given by x 7→ a〈b, x〉, then range (A) = span (a) and null (A) =
{b}⊥. Therefore if A = a ⊗ b∗ and B = c ⊗ d∗ are rank one bounded
operators, then
range (A+B) ⊆ span {a, c} and (null (A +B))⊥ ⊆ span {b, d}.
If A +B has rank 2, then both inclusions must be equalities.
Let now R be a rank two bounded linear operator. Denote R = range (R)
and N = null (R). If R is a sum of two rank one bounded operators A =
a ⊗ b∗ and B = c ⊗ d∗, then from above we must have R = span {a, c} and
N⊥ = span {b, d}. So the operators A and B vanish on N and map the
two-dimensional space N⊥ into the two-dimensional space R.
This reduces the problem to the case n = 2, which is treated in an
identical way to that in the proof of Lemma 2.3 in [1].
Now we can conclude that ψ preserves rank one operators, just like in [1],
Lemma 2.4, which is the finite-dimensional analogue of our next result.
Lemma 4.3. Assume that ψ is a bijective bounded real-linear operator on
K(ℓ2) and that ψ(SU (Cq)) = SU (Cq). Then ψ preserves rank one bounded
linear operators.
Proof. Let R ∈ K(ℓ2) be of rank one and let R′ = λR, where 0 < λ <
(min{2p, 2q})‖R‖−1. The operator R′ satisfies the norm condition of Lemma
4.2. Thus the space M (R′) is infinite-dimensional. By real linearity, we
have that ψ maps M (R′) onto M (ψ(R′)). Therefore M (ψ(R′)) is infinite-
dimensional as well. By Lemma 4.1, ψ(R′) is not of rank 2. Since ψ(R), just
like R, can be represented as a sum of two operators from SU (Cq), its rank
does not exceed 2. It is also nonzero since ψ is a bijection. Therefore ψ(R′)
and hence also ψ(R) have rank one.
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Now let us establish an analogue of Corollary 2.5 in [1].
Lemma 4.4. There exist operators P,Q ∈ GL(H) such that for all A ∈
C1(H),
ψ(A) = PA†Q,
where A† denotes either A or At or A∗ or A¯.
Proof. According to Theorem 3.1 in [10], there exist bijective linear oper-
ators P,Q from H to itself so that for all A ∈ K(H),
ψ(A) = PA˜Q or ψ(A) = PA˜tQ,
where A˜ is obtained from A by applying a field automorphism c 7→ c˜ entry-
wise. Since the only real-linear automorphisms of C are the identity and
complex conjugation, the result will follow once we establish that P,Q are
bounded, with bounded inverse.
We will only give an argument in the case A† = A, the rest is similar. In
this case, for every x, y ∈ H, one has
ψ(x⊗ y∗) = P (x⊗ y∗)Q∗.
Let z ∈ H be a non-zero vector. For every x ∈ H the operator x ⊗ z∗ is of
rank one. The mapping
iz : H ∋ x 7→ x⊗ z∗ ∈ C1(H)
is a linear isometric embedding with regard to the trace class norm if ‖z‖ =
1. This can be seen by choosing two orthonormal bases (vn), (un) so that
x = ‖x‖ · v1 and u1 = z:
‖x⊗ z∗‖1 = ‖‖x‖ 〈−, v1〉u1 + 0 · ...‖1
= ‖x‖ .
Therefore, if z 6= 0, the mapping iz is an isomorphic embedding of H, admit-
ting an isomorphic inverse. We conclude:
P = i−1Qz ◦ ψ ◦ iz,
and this composition is bounded by the assumption on ψ. A similar argument
establishes that Q is bounded, and applying the above to ψ−1, one concludes
that the inverses of P,Q are bounded as well.
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Corollary 4.5. The map ψ is an isomorphism of C1(H) with regard to the
Hilbert-Schmidt norm, and therefore uniquely extends to an isomorphism of
C2(H).
Proof. It is enough to apply the property
‖AB‖2 ≤ ‖A‖ ‖B‖2 .
4.3. Proving that P,Q are unitary
The following should be obvious.
Lemma 4.6. Let X be a set equipped with two topologies, τ and σ, and let
a map f : X → X be a homeomorphism with regard to the both topologies.
Denote T the set of all points x ∈ X at which the neighbourhood filter τ
contains the neighbourhood filter of σ. Then T is invariant under f :
f(T ) = T.
Lemma 4.7. The saturated unitary orbit SU(C) is invariant under ψ.
Proof. Let A ∈ SU (C) be any point. Since ψ(A) is an extreme point of BC ,
by the partial converse to the Krein-Milman theorem (cf. Lemma 3.8), ψ(A)
belongs to the w∗1-closure of SU(C). The application ψ, being an invertible
trace class bounded dual linear map, is a homeomorphism of the unit ball of
r∗C with regard to the w
∗
1-topology, and at the same time a homeomorphism
the unit ball of r∗C with regard to the Hilbert-Schmidt topology. By Lemmas
3.7 and 4.6, the two topologies on this ball must coincide at the point ψ(A).
Since every w∗1-neighbourhood of ψ(A) contains a point of SU(Cq), the same
is true of every Hilbert-Schmidt neighbourhood of the same point, and so
ψ(A) must belong to the Hilbert-Schmidt closure of SU (C) in the unit ball
of r∗C . But SU(C) is complete in the Hilbert-Schmidt topology by Corollary
3.6, hence closed in the Hilbert–Schmidt topology on every ambient space,
including the ball in question.
Now we can conclude that P,Q are unitary just like in [1], Proposition
2.8, whose proof remains true for the infinite dimensional case with a suitable
adjustements, as follows.
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Proposition 4.8. Let H be an infinite dimensional Hilbert space and let
ψ(A) = PA†Q for every A ∈ C1(H), where A† is either A or At or A∗ or
A¯. If ψ(SU(C)) = SU(C), then each of P and Q is a scalar multiple of a
unitary operator on H and PQ = λI for a complex number λ of modulus
one. Consequently, there exists a unitary operator U ∈ U(H) such that
ψ(A) = λU∗AU for every A ∈ C1(H).
Proof. Since each of the maps A 7→ At, A 7→ A¯ and A 7→ A∗ preserves
the saturated unitary orbit, it suffices to prove the Proposition for the case
ψ(A) = PAQ.
Let x, y ∈ H be such that x ⊥ y and ‖x‖ = ‖y‖ = 1. Let s ∈ R and
z = qx + eis
√
1− q2y. Then x ⊗ z∗ is a rank one operator of the Hilbert-
Schmidt norm 1 and trace q, hence x⊗ z∗ ∈ SU (Cq) by Theorem 3.1. Thus
P (x⊗ z∗)Q = ψ(x⊗ z∗) ∈ SU (Cq), which implies that
(a) ‖P (x⊗ z∗)Q‖ = 1, amd
(b) |tr (P (x⊗ z∗)Q)| = q.
From condition (a), we have 1 = ‖P (x⊗ z∗)Q‖ = ‖Px‖·‖Q∗z‖, therefore∥∥∥qQ∗x+ eis√1− q2Q∗y∥∥∥ = K for all s ∈ R, where K is a positive constant.
Lemma 2.6 in [1] says that if u, v are two vectors in a complex Hilbert space
with the property ‖u+ eisv‖ = 1 for all s ∈ R, then u ⊥ v. We conclude:
Q∗x ⊥ Q∗y.
We conclude that Q∗ preserves orthogonality. By Lemma 2.7 in [1], a
bounded linear operator on a Hilbert space is a scalar multiple of isometry
if and only if it preserves orthogonality of vectors. We conclude that Q∗ is
a scalar multiple of an isometry of H, and therefore a scalar multiple of a
unitary operator onH. Similarly, P is a scalar multiple of a unitary operator.
The trace condition (b) implies that∣∣∣q〈QPx, x〉+√1− q2eis〈QPx, y〉∣∣∣ = q, for every s ∈ R.
This implies that 〈QPx, x〉 = 0 or |〈QPx, x〉| = 1. Since this is true for every
unit vector x, we get that W (QP ), the classical numerical range for QP , is
included in the union of the unit circle and {0}. The well-known convexity of
the classical numerical range (the Toeplitz-Hausdorff theorem [3, 12]) implies
that W (QP ) is a singleton of modulus 1 or 0. But QP is evidently nonzero,
hence QP = λI, for a complex number of modulus one.
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Now we are ready to establish the main result.
Proof of Theorem 1.1. For the “if” part, it is easy to see that
rq(A) = rq(A¯) = r1(A
t) = rq(A
∗).
Conversely, if φ is an isometry of the normed space (C1(H), rq) satisfying
φ(0) = 0, then φ is linear, and there exist a unitary operator U on H and
a complex number λ of modulus 1 such that the dual operator ψ on C1(H)
satisfies
ψ(A) = λU∗A†U for all A ∈ C1(H).
This implies, in view of the pairing between C1(H) and K(H) (Eq. (1)),
φ(A) = λ¯UA†A∗ for every A ∈ K(H).
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