This article reports a case study of the iterative design and evaluation of a natural language-driven assistive technology, iGraph-LITE, providing people who are blind access to line graphs. Two laboratory-based usability studies involving blind and sighted people are presented with a discussion of the ensuing implementation of changes. Blind participants were found to adopt different graph interrogation strategies than sighted participants. A small field study is then reported in which a blind user who works with graphs took part to determine the degree to which the iGraph-LITE commands would meet the needs of blind graph experts. The final study invited sighted graph experts and novices to visually inspect and explain a set of line graphs comparable to those used in the usability studies. It aimed to highlight the concepts and the range of words sighted people use, to ascertain the appropriateness of the iGraph-LITE lexicon. A set of preliminary guidelines is presented.
INTRODUCTION
In order to take advantage of the human ability to identify visual patterns [Bertin 1983; Larkin and Simon 1987] , numerical datasets are often represented visually in the form of graphs and charts [Tufte 2001 ]. These graphical aids are a common means of representing numerical data for both exploration of new hypotheses, in the case of newly collected experimental data for instance, and mass consumption, as in the case of a line graph showing the "Increase of soybean production between 2000-2013" in a nonspecialized newspaper. A large number of graphs are published every year. For
Evaluating a Tool for Improving Accessibility to Charts and Graphs 28:3 information, highlighting salient features of the data and are difficult to work with for graphs other than simple line graphs (see also Kildal and Brewster [2007] and Ferres et al. [2007b] ).
Studies evaluating hybrid systems are much harder to come by in the literature. In their study using sonification, haptics and simple speech, Kildal and Brewster [2006] claim that graph users were able to rely on their tactile sense to judge the position of a stylus in relation to the borders of a tablet on which tabular data was presented (notice that tabular data omit important visual information like graph type, which can be meaningful). A click was emitted when the stylus was moved from one cell to the next, and numbers in the cells were spoken. The authors claim that the cognitive workload was lower in the sonification mode than in the speech mode, but they do not reveal how workload was assessed, nor whether it was the same for graphs.
In contrast, in another study in which participants explored bar graphs to answer certain questions, Wall and Brewster [2006] used a mixture of speech and sonification feedback together with two tactile 4×4 pin-arrays on a VTPlayer tactile mouse and a stylus. Data sonification occurred in response to stylus button clicks, with a MIDI piano note playing the proportional value of data for each bar. This allowed the user to obtain a quick auditory overview of the graph that, in turn, could be used to direct their querying of specific data values further. The authors conclude that the point-and-click metaphor is an improvement over the sequential nature of speech.
The touch-sensitive Talking Tactile Tablet (T3) of Wells and Landau [2003] provides speech output. Interestingly, despite the obvious disadvantage of speech -auditory perception is serial and hence imposes a greater cognitive load on a person's processing capability -all participants much preferred the speech feedback, using sonification only rarely. Speech was also preferred (and led to considerably shorter task-completion times) in Evreinova et al. [2008] 's within-subject study. In their report, sighted users explored simple hidden 2D line drawings with Directional-Predictive Sound (DPS) and Directional-Predictive Vibrations (DPV) devices providing the feedback. The experiential advantage of processing spoken words relative to sonification and reliance on tactile stimuli may well have overshadowed the potential benefits these alternatives have to offer. It is plausible to argue that a mixture of sonification and speech output could eventually provide a powerful platform for supporting the processing of visual information. Brown and Brewster [2003] 's binaural presentation of two-line graphs whereby data contained in each of the two series are separately presented to the left and right ears suggests that this is a possibility worth exploring.
The purpose of our work, however, was to empirically evaluate the degree to which an NLI may facilitate the auditory processing of visual graph data. We have chosen the language modality because it has been used to greater success in summarizing and communicating information about graphs than sonification and haptics, but evaluation as an Assistive Technology with blind computer users has been lacking. There are a number of systems that are relevant for our present purposes and that have inspired iGraph-LITE to a large extent. Most of this work falls into one of three categories: summarization of time-series data, multimodal presentation of text and graphs, and the automatic identification of a graph's communicative purpose. The latter developed as an assistive technology, and is thus of particular interest here.
The idea of using language to summarize and communicate information about numerical data dates back at least as far as the early 1980s [Kukich 1983 ]. To date, data-to-text (D2T) systems have been successfully fielded in areas as diverse as turbine sensor summarization ], weather forecasting [Reiter et al. 2005; Sripada et al. 2003 Sripada et al. , 2004 Turner et al. 2006] , medical technologies [Portet et al. 2007 ], stock exchange summarization [Dale 2002] , and dive data summarization [Sripada and Gao 2007] among others. NLG systems that provide summarizations of large time-series databases such as these are perhaps one of the most thoroughly studied applications of NLG technology with generally agreed architectures based on a "pipeline"-based processing of different intermediate representations (See Reiter and Dale [2000] , Reiter [2007] , and Ferres et al. [2007b] for a good overview of current D2T systems and Kerpedjiev [1995] for a review of earlier systems). However, one of the problems with current adoption of D2T NLG architectures as Assistive Technologies (ATs), and possibly in general, is that they are not interactive and produce a single static text for an entire description all at once. Such descriptions may be long and hard for users to parse and comprehend. Furthermore, in the case of assistive technologies just summarizing the graph is not enough [Ferres et al. 2006] , and an interface is required to facilitate exploration of the information space.
Systems in the category of multimodal presentation of text and graphs take advantage of the different, and often complementary, properties of graphical and linguistic media to produce one single multimodal document. A few systems are noteworthy in this category: POSTGRAPHE Lapalme 1996, 2000] , the CAPTION GENERATION SYSTEM [Mittal et al. 1998 ] and the different versions of AUTOBRIEF [Kerpedjiev et al. 1997] , summarized in Green et al. [2004] . All these systems have contributed greatly to our understanding that graphs are complex representational objects [Roth et al. 1991] , that authors' intentions play a major role in the graph generation process [Corio and Lapalme 1999] , and the importance of the synergy between texts and graphs [Corio and Lapalme 1998; Law et al. 2005] . Genetically, the NLG side of these systems are also captured by the high-level architecture of Reiter [2007] . These systems generate static reports (or captions), but part of the input to these systems consists of the author's intentions at the time of generating reports containing graphs and texts, which allows the technology to provide some interpretation of the data. As ATs, these systems are more informative than those merely summarizing numerical data mainly because the generated texts explain and describe the generated graphs, however, these are still are summarizations and the quality of the interpretation is heavily dependent on the graph author. This approach is fine for these systems because their main audience is sighted people, but they fall short as ATs providing accessibility to graphs. Both the systems described here and those described in the previous paragraph also have the drawback that the texts they produce would only make sense if the user were looking at the graph while reading the text. The objective of iGraph-LITE is to provide access to graphs when users cannot look at these graph.
Systems that automatically identify a graphs communicative purpose, which in general are designed specifically to be ATs, are of particular interest here. To the best of our knowledge, only two previous systems, seem to exist that aim to fulfill this AT goal: the system described in Kurze [1995] , 5 and the SIGHT system [Chester and Elzer 2005; Elzer et al. 2007] . Two important contributions of the SIGHT system is that it takes graphs as raster images (jpg, gif) as input and tries to automatically extract the communicative purpose of the graph using a Bayesian network. Previous systems either suggest an appropriate graph given the author's intention explicitly, or they suggest the intention itself, given the available data. We believe the most interesting contribution of this work is that of making the system available through (JAWS 6 ), a widely adopted screen reader, which adds a small element of interactivity to the system. iGraph-LITE itself was inspired by screen-reading interfaces. Unfortunately, SIGHT suffers from the same drawback as other systems. In spite of its potential for being interactive, it is not: SIGHT still generates a static text describing the intention of the graph's author, accessed by a keyboard command in JAWS. Our hypothesis is that the system could have been made much more interactive by accessing other messages left out of the initial summarization of purpose. We hope to provide a system that extends SIGHT in this respect, building a more interactive AT NLG system while still respecting the theoretical underpinnings discussed in Reiter [2007] .
Finally, perhaps a word should be said about screen-readers. These technologies are the most widely adopted interface to digital information by blind and visually-impaired people. Their interactive paradigm is simple, but efficient: key combinations access different parts of the informational space, such as a website, with messages read aloud by a TTS engine. The problem with screen-readers as they exist today is that they perform little computation on what they read, instead mostly reading just the raw text from text-boxes, buttons, menus, etc.
Once again, our purpose in this paper is to evaluate a complex NLI to graphs that makes use a history of natural language description of graphs. If our results are positive, then blind and visually impaired users will be able use iGraph-LITE with standard office equipment and not require additional devices, such as embossing printers, or assistance from others to interpret line graphs. It could offer user independence as well as the ability to obtain any information contained in the graph, including each data point within a complex graph, which is not possible with sonification.
This article thus reports the careful design and user-based evaluation of iGraph-LITE, a novel Assistive Technology (AT) designed to help blind and visually impaired individuals interact with graphical representations of line graphs using natural language through key commands and a Text-To-Speech (TTS) engine. The remainder of the paper is organized as follows. First, we present a preliminary study designed to address the kinds of questions people who are blind may ask of graphs, and the vocabulary that trained statisticians use spontaneously to explain simple graphs, as well as the words visually impaired users will understand. That study formed the basis for iGraph-LITE's lexicon. Next, we describe the general architecture of iGraph-LITE, followed by the implementation of its navigation module. This is followed by two formative usability studies testing the original, and then the improved, version of the tool that incorporated the lessons learned from the first usability study. A small field test of the tool is then presented that aimed to determine how well iGraph-LITE would match the needs of blind users working with graphs in their job. The final study tested the vocabulary that sighted graph experts and novices use when describing and explaining line graphs to someone else; none of these participants were formally trained statisticians. A set of recommendations based on lessons learned in all the studies are described in the final discussion and conclusions.
To the best of our knowledge, this is the most comprehensive empirical study to date of people who are blind interacting with graphs through natural language. The stimuli and materials used, including the iGraph-LITE navigator versions that were current at the time of the studies and the datasets, are freely available in the hopes that other researchers might find them useful for replication and extension. 7
STUDY 1: QUERYING GRAPHICAL INFORMATION
Building on earlier work [Ferres et al. 2006 ] that provided initial information for iGraph-LITE, Study 1 was designed to obtain information about specific constraints that blind and visually impaired people face when reading graphs, as well as explore the vocabulary statisticians use when describing simple graphs. Shneiderman [1996] proposed a basic principle for presenting visual information in his "Visual Information 7 See http://www.inf.udec.cl:/∼leo/assets2010.html.
Seeking Mantra", according to which an overview should be presented first, followed by the ability to zoom, filter, and then allow the user to request details-on-demand. Although Shneiderman's Mantra was conceptualized to allow visual search of data varying greatly in complexity, we wanted to understand if the same principle would hold for visual information presented aurally to blind and visually impaired users. The study therefore explored the kinds of questions that users who are blind or visually impaired may ask of a graph, enabling them to comprehend its meaning and describe it to others, as well as taking note of the vocabulary that statisticians may use to describe and answer questions about graphs. It also explored the sequence in which information about a graph is requested to learn more about the process by which people construct a mental representation of simple line-and bar-graphs that they cannot see. Data were gathered in two sessions involving a sighted statistician describing and/or answering questions about a graph, as described here.
Method
2.1.1. Participants. Two sighted statisticians and three legally, noncongenitally blind participants (2 male, 1 female) with limited or no residual vision were recruited via word of mouth. All five participants were Statistics Canada employees who encountered graphs regularly at work. To read graphs, the visually impaired participants relied either on screen readers rendering the raw data tables from which the graph was generated, decomposing the numbers in the accompanying data tables, or else they asked colleagues for help. One of the sighted statisticians took part in the first session and the other in the second session in order to obtain a wide, yet precise, vocabulary as possible. Two researchers were present: one acted as a facilitator, the other observed and took notes throughout. The statisticians were editors of Statistics Canada's The Daily bulletin; the three visually impaired participants were all avid readers of The Daily. All volunteered their services, receiving no compensation for participation in the study. The two sessions took place in the Human-Oriented Technology Lab (HOTLab) at Carleton University, Ottawa, Canada. Each session took approximately 1.5 hours.
Materials.
The Daily presents mostly textual information on current socioeconomic trends, but it typically also includes at least one graph embedded in the text. Graphs were selected from The Daily to secure a reasonably varied stimulus set and without consideration of the topics and dates of publication of the graphs. We made an effort to locate an equal number of graphs meeting the following criteria:
-line-or bar graphs, -one or two datasets, -positive values only or both positive and negative values, -trend line or no trend line.
Thus, the ideal, completely balanced dataset should have contained a total of 16 graphs. However, it was impossible to find a line graph with both a trend line and positive as well as negative values. Thus, the final set of 13 graphs therefore contained six line graphs and seven bar graphs meeting the four criteria above.
2.1.3. Design. Session 1 was designed to learn more about the kinds of questions visually impaired people might ask of a graph embedded in text and the sequence in which these may be asked. The sequence of questions offers insight into the process by which people construct a mental representation. This understanding is invaluable for maximizing the efficacy of iGraph-LITE to support graph comprehension in situations in which the graph reader cannot see the graph. The same people participated in Session 2 with the exception of the statistician who was replaced by a colleague. Both sessions were audio-and video recorded with participants' permission. 2.1.4. Procedure. In Session 1, the statistician answered questions pertaining to six of the 13 stimulus graphs (3 line and 3 bar graphs) one at a time to answer questions about each graph, alternating line and bar graphs and starting with a line graph. Participants were called upon one at a time to ask a question. If the person called upon had no question, the next person was called upon until there were no further questions. The facilitator then asked a visually impaired participant to describe their understanding of the graph to the group. If that person felt they could not describe it, the next participant was asked to attempt a description. The statistician then provided feedback, correcting the description if necessary. This process continued until all six graphs had been presented and described.
In Session 2, the other sighted statistician was given the seven remaining stimulus graphs (3 line and 4 bar graphs), and asked to describe each as concisely as possible. Participants were asked not to interrupt the statistician or ask questions to allow the statistician to give an undisturbed account of the graph in her own words. None of the materials, stimuli, questions, or answers from Session 1 were made available. Upon completion of the description, each visually impaired participant was allowed to ask one question in turn to ensure that everyone was given an opportunity to do so. This continued until there were no further questions. The statistician's description revealed words that were easy to understand, as well as words that hampered recipients' understanding of the graph.
Results and Discussion

Session 1.
A content analysis of the video records was performed using ANVIL [Kipp 2001] . Table I shows the number of questions asked for each graph. Although it seems that many more questions were asked of the first two line graphs, the analysis revealed that six of the 13 questions for Line Graph 1 pertained to the X-and Y-axes (first value of each, what X and Y mean, scale on each, etc.). For the second line graph, four questions concerned the axes; thereafter, the statistician gave all axesrelated information in response to a single question. Removing these questions from Line Graphs 1 and 2 then yielded a total of seven questions for each, rendering the number of questions very similar for all graphs regardless of graph type, number of datasets, positive or positive/negative values, and the presence of a trend line.
Across the six graphs, some 13 different kinds of questions were asked, with a wider variety for line graphs (12/13) than for bar graphs (8/12). The first eight types of questions shown in Table II were common to both graph types and were about graph and display characteristics. The remaining five questions concerned the global (questions 9-11 inclusive) and local values (12-13) of data contained in the graph.
The title was requested first for five of the six graphs, and axes-related questions were invariably among the first three. Information about the graph type was requested in all but the first bar graph, which participants implicitly assumed was a line graph as was clear from a question about the number of lines in the graph. The data suggest that participants asked questions in a consistent, systematic sequence and that the graph title should be given first, followed directly by mention of the graph type.
Session 2.
In Session 2, the statistician spontaneously provided the graph title first in every instance, followed by the graph type except in one case where it was given as the third item. For line graphs, she then reported the general trend of the line(s), for example: "over a 10-year time period, there was a slight decrease and then a dramatic increase". For bar graphs, the general layout of the bars was described next: "bars are stacked/paired/grouped...". Upon providing a general overview enabling participants to infer what it "looked like", the statistician offered a more detailed account of the graph such as the scales for both axes or the number and labels of the bars. Thus, as with the participants' questions in Session 1, the statistician adhered to a consistent order in which she presented information. Participants acknowledged the usefulness of this in the ensuing discussion because of the ease with which they were able to build a "skeleton" mental representation into which the graph data were then added.
In both sessions, participants struggled with the terms "X" and "Y" axes, preferring the more concrete terms "vertical" and "horizontal" instead. They also preferred using the terms "up" and "down" as opposed to "increasing" and "decreasing" to describe the trend. Interestingly, the statistician typically began the data description with the most recent entry, but it was easier for participants to insert data into their skeleton mental representation when it began from the leftmost point in the graph. In order to select the best vocabulary for the iGraph-LITE lexicon, the statistician's words most commonly used in descriptions and answers to questions were compared with the kinds of questions, and the frequency with which these had been asked in Session 1. These data are presented in Table III below. Line color was not mentioned in Session 2, and neither was the trend for each of two lines in the relevant line graphs. Otherwise, the information sought in Session 1 was entirely consistent with the information provided in Session 2 either in the graph description or in response to participants' questions. The participants and statisticians' choice of vocabulary was also similar.
Discussion
Several important observations are worth discussing. First, the presentation of a graph description in a systematic, predictable format enabled the construction of a mental representation of it. Second, the sequence in which the statistician provided information in the descriptions in Session 2 closely resembled that in which participants requested information in Session 1. It was therefore adopted for iGraph-LITE. However, it was also apparent that participants were unable to construct a complete and accurate model of the graph from the statistician's descriptions alone. In order to refine their emerging mental models, they needed to ask follow-up questions, suggesting that the iGraph-LITE tool would need to allow users to interrogate graphs in addition to providing a static description of each graph. Finally, the importance of the vocabulary chosen to describe a graph was highlighted. Taken together, these results underscore the importance of using appropriate language and provide information in a specific order when describing graphs that cannot be seen.
GENERAL ARCHITECTURE OF THE SOLUTION
iGraph-LITE comprises three subsystems: (1) a knowledge representation (KR) system that enriches a basic semantic representation of line, bar and combination graphs, (2) a natural language generation (NLG) system that produces a static description of a graph, and, (3) an interface that allows users to navigate the enriched representation of (1) by means of keyboard combinations, much as JAWS 8 or DOLPHIN 9 do. iGraph-LITE can therefore be used to generate descriptions to accompany graphs through the longdesc tag in plain HTML, and, if a graph is published with iGraph-LITE's full semantics embedded, 10 the iGraph-LITE navigator can be used to explore the graph at different representational levels.
The KR system has three associated sub-processes: extraction, curation and enrichment, in that order of application. First, extraction is the process whereby iGraph-LITE first accesses the Object Model (OM) of graphs and charts in common plotting and graphing applications such as MS Excel TM , GNUmeric, GNUPlot or Lotus TM . iGraph-LITE extracts the data from the OMs and writes an eXtended Markup Language (i.e., XML 11 ) and/or the Web Ontology Language, OWL, 12 (see Dumontier et al. [2010] ) representation of important graph information (including geometrical properties such as width, and height, and visual properties, such as colors or line styles [Chi et al. 1981] . Notice at this point that we do not work with raster images of graphs (JPGs or GIFs files), but rather with the graphing applications' internal representation, which already has some structure. The advantage of using XML and OWL is the often recognized one of application independence. At Statistics Canada (and other agencies) officers compose graphs in Microsoft Excel (or other graphing applications with some API to access the object model). This is the input to iGraph. We did not generate synthetic graphs except for our controlled experiments. All graphs we have described, and that are available in our online repository, are real graphs from editions of Statistics Canada's The Daily. They are not synthetic graphs, and there been approximately 5000 created since the inception of The Daily bulletin in the 1990s. There are probably several orders of magnitude more graphs on the web that are in raster format, but tackling those is beyond the scope of this article.
Since graphs are created primarily for visual consumption (i.e., published on-line as GIF or JPG files), the information present in the OMs of graph-drawing applications is incomplete. For instance, in our corpus of approximately 500 graphs taken from Statistics Canada's "The Daily" publication, the title property of the OM is never used. Instead, graphs have text boxes that perform the title function implicitly. This is acceptable for visual inspection of the graph, but for accessibility applications, it means that there is merely some text at some (x, y) coordinate in the graph. No function and no semantic interpretation is provided. Thus, after retrieving the graph representations from graphing applications, a process of curation takes place, whereby iGraph-LITE applies about eighteen algorithms that help curate this first representation. For a detailed account of graph representation and curation, see Ferres et al. [2008] , and Dumontier et al. [2010] .
The last subprocess of the KR module is enrichment, whereby new and improved information is added to the XML representation coming from the extraction and curation processes. It is worth noting that iGraph-LITE has a plug-in infrastructure that makes it simple to add more semantics to the curated representation of previous stages. This works by simply taking the XML or OWL representations as input and applying specialized algorithms. Examples of enriching algorithms may be the presentation of visual slopes for lines and a qualification of whether these slopes are small, moderate or sharp, or naming segments using slope event predicates such as "advances", "doubles" or "plummets". The process of enrichment is the last in the threestage pipeline of the KR module.
The natural language message generator (the NLG module) of iGraph-LITE is based on a scalable string template engine 13 that allows complex messages to be transmitted to the user (for a theoretical discussion of NLG and templates, see Reiter [1995] and van Deemter et al. [2005] ). Depending on the type of graph and the available information in the enriched semantics, the NLG system generates either a detailed (albeit static) description of an input graph (see Figure 1) 14 or a set of messages generated by a user's demands (the navigator interface, discussed in the next paragraph).
From the two sessions with blind participants described earlier, it was clear that much more than a simple static description was needed to make graphs truly 11 http://www.w3.org/XML/ 12 http://www.w3.org/2004/OWL/ 13 See, for instance, http://velocity.apache.org/. 14 The curious reader may also want to inspect the daily builds of the iGraph-LITE static descriptions at http://www.inf.udec.cl/∼leo/igraph/test.html [Ferres et al. 2006] . We therefore designed the iGraph-LITE navigation tool, inspired by command-driven interfaces like Jaws TMȦ t its core, the iGraph-LITE navigator queries the XML representation in particular ways. The result is an application which we believe is a significant improvement over the current ATs. Unlike other graph accessibility tools, iGraph-LITE does not attempt to automatically infer and communicate the graph's intended message to the user. Instead, iGraph-LITE attempts to make all the information contained in graphs easily accessible to users by means of keyboard commands like the usual screen reader interface, so that the user can explore the graph and infer its intended message given his or her own needs. Although iGraph-LITE also generates a summary and textual description of a graph, iGraph-LITE's main objective is language-based interactivity with the user, rather than describing a graph, communicating its intended meaning, or the generation of a static text. In summary, iGraph-LITE allows users to explore and interact with graphs in the manner which they prefer, on their own terms.
IMPLEMENTATION OF THE INITIAL IGRAPH-LITE COMMANDS
iGraph-LITE's navigator is designed to be used "in focus". While this is so, key presses drive the interaction. Thus, when a recognizable keyboard event occurs, queries are executed to locate the relevant data in the curated and enriched XML representation of the graph (see previous section). Finally, the string template engine discussed in this article generates the final text or speech output. Based on previous studies [Ferres et al. 2006] , nine commands were implemented in Ferres et al. [2007a] , see Table IV . Five of these were used for graph interaction and querying, and the other four for general application management, such as increasing the speed of the speech output, stopping the speech output, asking for help, or quitting the application. In this preliminary version of iGraph-LITE, it was hypothesized that interaction would begin with the "description" of the graph as shown in Figure 1 , and follow with a simple interaction, as shown in Figure 2 , where all lines starting with [igr]: are output via TTS, while all lines starting with [usr]: are the user's key presses. The original static text description provided basic information about the title, the graph type and its purpose, as well as about both the axes and the scales. Meanwhile, the navigation commands allowed users to move back and forth just one data point at a time by using the left and right arrow keys ( ← or → ); by pressing s followed by a number, every subsequent ← or → command would skip the specified number of points in the graph, and the w key ("where am I?") would orient the user should she or he become lost in the graph. The next two sections address the issue of whether graphs, particularly line graphs, are accessible through iGraph-LITE, and whether the information it conveys is comparable to what experts would say about a graph.
FIRST FORMATIVE USABILITY STUDY
The purpose of this Study was to isolate and identify potential strengths and weaknesses of iGraph-LITE as well as to investigate the degree to which information contained in line graphs with a single line would be readily accessible for all possible users through iGraph-LITE.
Method
5.1.1. Participants. Ten legally blind (4 congenital, 6 noncongenital; five males, five females; mean age = 35.5) and ten sighted people (five males, five females; mean age = 32.8), were recruited from existing contacts and through Carleton University's Paul Menton Centre for students with special needs. All participants reported having used at least two types of graphs (e.g., line, bar, scatter, pie, etc.) in the past. They were tested individually in sessions lasting approximately one hour in a laboratory or in a quiet place convenient to the participant. Participants were offered $20 for their participation. Throughout the experiment, key presses were automatically time-stamped via iGraph-LITE's key-logging capability. Response time was calculated as the time difference between the start of a question and the end of the answer to it. The number of commands used was analyzed from the key logging, and performance was assessed by the number of correct answers to the experimental questions. The number of commands used to answer each question was also calculated.
Materials.
The study used a Dell Latitude D810 laptop computer supporting the iGraph-LITE software. Three questionnaires were prepared. The graph familiarity questionnaire sought information about the types of graphs participants were accustomed to work with, the frequency with which they used these, and if they were also asked to create graphs at work. The demographic questionnaire sought information about education level, whether the participant had taken any mathematics or statistics courses, if they were blind, and, if so, if they were congenitally blind. The post-test questionnaire asked about ease of use and likeability of iGraph-LITE, as well as some open questions about its best/worst aspects.
Five single-line stimulus graphs were created in Microsoft MS Excel TM . These graphs resembled graphs in The Daily (similar to Figures 3 and 4) , 15 but The Daily graphs themselves were raster images and their data were not available, so artificial ones had to be constructed. Using the aesthetics of graphs in The Daily was a pragmatic decision driven by our commitment to bring accessibility to Statistics Canada's publications. Of the four test graphs, two graphs contained three data points and two graphs contained six data points. A fifth six data point line graph was used for preexperimental practice to familiarize participants with the commands in iGraph-LITE. Five questions were asked of each of the four graphs 16 covering three main areas: global trend issues, patterns within the graphs, requests for specific items of data for sample questions, and descriptive issues such as title and units of the axes. Thus, the selected questions represent a range of information content an individual may find interesting when interrogating a graph (see Ferres et al. [2006] ). Response times and executed keyboard commands were automatically recorded. Participants' verbal answers were recorded manually. 15 The number of points for complex graphs differed for Study 2 (six) and Study 3 (seven). Otherwise, graphs were similar. The graph in Figure 3 belongs to study 3. 16 Note, again, that all material is available for download, see Footnote 7.
5.1.3. Procedure. All participants were given the same materials. Questions were read aloud. The participant was seated at the computer and presented with information about the practice graph upon pressing h (help), which broadcasts all nine available commands and the function of each (see Table IV ). Participants were encouraged to familiarize themselves with all the commands, spending as much time and repeating the commands as many times as they liked, until they felt comfortable with the system. Once they were ready, the four test graphs were presented aurally, one at a time, and the five questions were asked for each graph, also one at a time. The graphs were presented in a Latin Square design, but questions were always given in the same sequence. Upon hearing a question, the participant attempted to answer it by navigating the graph using the keyboard commands generated by the iGraph-LITE engine. 17 Finally, the post-test questions were administered.
Results and Discussion
Results from the pre-experimental questions are presented first, followed by an analysis of the performance data as well as of the response-time data. Reflections on command usage are then presented. Finally, we introduce a new list of commands, extended and improved as a consequence of the results of this study.
Pre-Experimental Questions.
The graph familiarity questions revealed that all 20 participants had used line and bar graphs before. Seven of the 10 blind participants encountered graphs less than once a week, and the three others indicated they encounter graphs several times a week. Only two of the 10 sighted participants encountered graphs less than once a week; the remaining eight participants said they encountered graphs almost every day. Only five of the sighted participants created graphs in their work, generally line-or bar charts, and usually in MS Excel TM or SPSS TM . The graph familiarity data confirmed that all participants had sufficient understanding of line graphs enabling them to use iGraph-LITE for its intended purpose. Eight of the 10 participants in each group had taken at least one course in mathematics or statistics at college or university. Five sighted and two visually impaired participants had taken more than five such courses.
Performance-and Response-Time Data
Analysis. Performance data was analyzed by response time (in seconds), accuracy, and number of commands used to answer each question. As expected, all participants took significantly longer to answer questions for the complex graphs (M = 400.20s, SD = 160.90) than for the simple graphs (M = 288.05s, SD = 134.33), t(19) = 2.98, p < 0.01, and they used significantly more commands to answer those questions (M = 82.70, SD = 64.86) than questions for simple graphs (M = 90.00, SD = 28.56), t(19) = 3.04, p < 0.01. However, graph complexity did not affect performance accuracy, p > 0.05.
Visually impaired participants used nearly twice as many commands (M = 163.70, SD = 101.12) as sighted participants (M = 90.00, SD = 40.32), t(18) = 2.14, p > 0.05, regardless of graph complexity. Performance of the two participant-groups did not differ on the complex or on the simple graphs (p > 0.05). The visually impaired participants used the Esc command to stop the speech much more frequently than the sighted participants, probably as a result of their experience and proficiency with screen-readers. Highly experienced screen-reader users who are adept at listening to high-speed speech decide quickly if what they hear is relevant to the information they are seeking. Despite the difference in the number of commands the two groups used, response times did not differ (p > 0.05) and only one visually impaired participant actually used the speed-up command. Visually impaired participants were roughly as accurate in answering graph questions as sighted participants, p > 0.05, and, on average, they rated the system as being slightly easier to use (M = 7.5/10, SD = 1.18) than sighted participants (M = 6/10, SD = 1.76), t(18) = 2.24, p < 0.05. However, they did not like using iGraph-LITE more than the sighted participants, p > 0.05. Evidently, both participant-groups were able to discern information accurately. The visually impaired participants reported that iGraph-LITE was superior to the means they normally use for graph interpretation (tactile graphs, other people interpreting graphs for them). All but one of these participants reported their only means of gaining access to graphs was to rely on other people to provide them with descriptions. Participants reported appreciating the fact that iGraph-LITE eliminates this reliance on others. Several participants mentioned that they saw this reliance as a burden they impose on the person assisting them. One visually impaired participant reported iGraph-LITE as being superior to her other methods of gaining access to graphical information, which had been almost exclusively by tactile means. All the visually impaired participants much preferred to interpret the graphs themselves. The main attraction of iGraph-LITE was thus its ability to satisfy their desire for autonomy.
Reflections on Command-Usage.
None of the participants used the minimum number of commands needed to answer the questions, which had been calculated a priori. It was also noteworthy that, whereas participants tended to listen to the graph description to answer the first graph question, the description was not repeated when a later question could also have been answered by it. It is possible that participants forgot about the contents of the description once they had answered some of the questions. If so, then it could be advantageous to provide a separate command for each component in the description while keeping the d (description) command.
For reasons that are unclear, the s ("skip") command was used rarely. Instead, participants were observed moving forwards and backwards through the graph several times using the less optimal arrow keys to find a particular answer. It is possible that they may have felt more comfortable progressing step-by-step through the graph because they feared getting lost. Alternatively, it may be unclear exactly how the command works. For instance, s 1 ("skipping one") actually moves the cursor two data points (i.e., it skips one point). Renaming the "skip" command to "move" may eliminate any confusion about the distance moved. Thus, "move 2" would achieve the same as "skip 1". Furthermore, since the number of data points was not reported in the description, participants would not have known the appropriate number of points to skip until they had moved through the graph at least once. This might also have discouraged them from using the "skip" command. Participants often began a search for an answer with a backward skip, even when they already were at the beginning of the graph. If they were unsure of their current location in the graph, they could have used the w ("where am I?") command yielding precisely that information. Yet, the "where am I?" command was used rarely, suggesting that it was either forgotten, or not useful.
Because of the tendency to use the description only when seeking the answer to the first question in a graph trial, the number of commands was increased to allow future participants to issue the precise command that fits their current information need. The description was therefore broken into separate commands in addition to its current operation. The directional commands of left and right arrows were broken down to allow the user to move in either direction point by point, but with the ability to choose the level of granularity at which they would like the information to be provided (i.e., full point description such as "increases from 3.2 percent in 2002 to 5.4 percent in 2003" versus just the point value "5.4 percent" versus just the slope direction "up"). We created additional commands to increase efficiency in graph navigation and accommodate expressed desires from participants. These included commands to bring the user to the beginning/end of the graph as well as commands that provided the highest/lowest points in the graph. The Esc command to stop speech was replaced with Ctrl to be consistent with typical screen reader commands, as indicated by the blind users in the study. Attempts were made to select commands based on the spatial organization of the keyboard relative to finger placement and proximity, rather than basing the commands on mnemonic association alone (like those of VIM 18 ). However, commands that did not have an inherent spatial mapping were assigned a mnemonic (i.e., w remained "where am I"). Therefore, commands to move left were assigned keys to the left of the index finger on the right hand and those to move right were assigned to letters spatially located to the right of the index finger of the right hand. The extended command set shown in Table V was therefore implemented in preparation for the second usability test.
SECOND FORMATIVE USABILITY STUDY
The purpose of this study was to test the next iteration of the iGraph-LITE design, taking into consideration the lessons learned from the previous study. Thus, once the extended command set had been implemented, the second formative usability test was conducted.
Method
Participants.
A new sample of 10 legally blind (6 congenital, 4 noncongenital; five males, five females; mean age = 42.9) and 10 sighted people (five males, five females; mean age = 43.5) was recruited from the same sources as before. They were tested individually in two sessions, the first lasting approximately 10 minutes and the second taking approximately 30 minutes. Participants received $20 in compensation for their participation, paid at the end of the second session.
Materials.
Four new single-line test graphs were prepared in MS Excel. As before, the number of data points was used to indicate graph complexity: the two simple graphs contained four data points, and the two "complex" graphs contained seven data points. For each graph, six questions were generated covering three main areas: (1) global trend-related questions, (2) local questions requiring information about individual data points, and (3) background questions related to the topic of the graph. A fifth graph was prepared for pre-experimental practice as before. Throughout the experiment, key presses were automatically recorded and time-stamped via iGraph-LITE's key logging component on the experimenter's computer. Response time was calculated as the time difference between the start of a question and the end of the answer. The number of commands used was analyzed from the key logging component, and performance was assessed by the number of correct answers to the experimental questions. The number of commands used to answer each question was also calculated.
6.1.3.
Procedure. Cued recall was tested in Session 1, and Session 2 was a free recall test as well as offering an opportunity to use the commands to answer questions about the new set of line graphs. In preparation for Session 1, participants had learned the functions and commands of the entire command set on their own time. This was done to reduce the likelihood that less-than-optimal command usage in Session 2 could be attributed to participants forgetting some of the commands.
Upon agreeing to participate, the list of the 18 commands shown in Table V was emailed to participants together with explanations of the functions. These 18 commands included the breakdown of the description command d : r offered the axes and graph titles, the u and t commands would take the user to and communicate the highest and lowest point values, respectively, and finally the a and f would take the user to and communicate the first and last data point values of the graph, respectively, providing the range. In addition to breaking down the description, we also created, as per users expressed requests, the option of iGraph-LITE communicating only the value of a given point while moving left and right ( j and k ), instead of the full point information (i.e., h and l ) and the option of moving left and right ( n and m ) communicating only the slope direction (up, down, or stays the same). Once participants felt confident that they would be able to recall all commands and functions, they contacted the experimenter to arrange a phone session. For one half of the participants, the experimenter cited the commands in random order, asking the participant to explain the function of each. This was reversed for the other half, for whom the experimenter provided the explanation, requiring the participant to cite the relevant command. This process continued until all commands had been matched correctly with the explanations once. The purpose of this session was to ensure that participants knew the commands and functions of the entire iGraph-LITE command set before using them to answer questions. Participants were not introduced to iGraph-LITE in Session 1. Session 2, designed to assess the degree to which iGraph-LITE would be used optimally, was conducted approximately one week after Session 1.
Using a free recall paradigm, participants first cited the commands and functions. If recall was less than 100%, the experimenter provided the explanation for the missing commands. These were repeated until the complete set had been recalled correctly. Participants were then given the practice graph, spending as much time as they wanted to familiarize themselves with using the commands and listening to the synthetic voice in iGraph-LITE. They were encouraged to try all the commands. Although participants had memorized the functions of each command, it was important for them to experience practical application of these before commencing the experiment. When they were ready, they were given the first test graph which, as before, could not be seen. They used the keyboard for command entry and listened to the voice response. Commands were logged automatically to the same computer as in Section 5.1.2.
A Latin Square design was adopted again for presentation of the four test graphs, and questions were always given in the same sequence to each participant. When all questions had been attempted, the same post-experimental questions were administered as before, and participants were invited to make any comments before being debriefed.
Results and Discussion
As before, results of the pre-experimental questionnaires are presented first, followed by the performance-and response-time analyses. Participants' navigation strategies and reflection on their comments are then presented and discussed.
Pre-Experimental Questions.
Results from the graph familiarity questionnaire revealed that all 10 sighted participants and seven of the 10 blind participants had worked with line graphs before. Although six of the 10 blind and six of the 10 sighted participants indicated that they encountered graphs less than once per week, the graphs they did encounter were most often line and bar graphs. This was also true for the remaining participants who reported encountering graphs more frequently during a typical week. Only three of the sighted participants said they were required to create graphs on a monthly basis.
The demographic questionnaire data revealed that eight of the blind and three of the sighted participants had taken at least one course in mathematics or statistics at college or university. Blind participants said they relied on screen readers or on others to describe the graphs they encountered, or else they used tactile graphs. However, participants reported that they knew of no tool that could assist in graph accessibility.
Performance and Response Time Data Analysis.
As graph complexity did not affect response times, the number of commands used, or accuracy (all p > 0.05), data from all graphs were pooled in the following analyses using independent samples t-tests. As before, response time did not differ between the two participant-groups (p > 0.05), nor did the accuracy scores (p > 0.05). Both groups answered approximately 85% (n = 17/20) of the questions correctly (blind participants: M = 84.17, SD = 11.08; sighted participants: M = 85.42, SD = 0.35), thereby clearly demonstrating their ability to explore and extract information on a global, local, and background level in iGraph-LITE.
As before, the visually impaired participants used significantly more commands to answer the questions (M = 171.70, SD = 60.28) than the sighted participants (M = 113.80, SD = 34.67), t(18) = 2.63, p < 0.05. This difference was mainly due to them issuing a redundant direction command much more frequently when they were at either end of a graph (total 189 times) than the sighted participants (total 94 times). The data are insufficient to reveal if they lacked awareness of their current location in the graph, or if they lacked "confidence" in the same. We are inclined to interpret it as evidence of their need to confirm their location to reassure themselves because their performance was as accurate, and as fast as that of sighted participants. This observation is consistent with studies showing that visually impaired people need reference points for spatial orientation when exploring objects in space [Sribunruangrit et al. 2003 ]. As discussed earlier, some software applications designed for visually impaired users provide haptic or sonification cues to convey landmarks (e.g., major gridlines, or start and end lines, see MultiVis, or Phantom). Future iterations of iGraph-LITE should therefore provide cues on current location at both endpoints of a graph.
The post-experimental questions showed that both groups found iGraph-LITE easy to use (blind M = 7.8/10, SD = 1.32; sighted M = 7.7/10, SD = 1.16) and that they liked using iGraph-LITE (blind M = 7.5/10, SD = 1.72; sighted M = 7.4/10, SD = 1.84). Both these sets of ratings represented a slight increase compared with the first formative usability study, suggesting that the amendments to the iGraph-LITE commands improved the system. However, recall that participants here were already familiar with the commands, in contrast to participants in the earlier study. Blind users all agreed that iGraph-LITE was "much better" than the tools they normally use. All but one participant reported that their only means of gaining access to graphs was to rely on other people to provide descriptions. Participants said they appreciated that this tool does not require them having to rely on others to interpret the graph and then relay their interpretation to them. Several participants mentioned that they see this as a burden they are putting on the person assisting them. One blind participant reported iGraph-LITE as being superior to her other means of gaining access to graphs which had been through the use of tactile graphs. She reported that tactile graphs are expensive and time consuming to create. The general consensus among the participants was that they would prefer the option to interpret the graphs they are interested in for themselves, by themselves.
Navigation Strategies.
Analysis of navigation paths revealed that blind participants used commands moving to the left ( h / j ) nearly three times more frequently than sighted people who, in turn, tended to go to the beginning of the graph ( a command) and move right through the graph, and then return to the beginning ( a command) again if they needed more information. Sighted participants returned to the beginning of the graphs twice as often as blind people. The finding suggests that blind users do not use the same visualization strategies as sighted users. Going "backwards" through a graph is apparently not as confusing or problematic for their mental representation of that graph as it is for sighted users. Their strategy of navigating forwards and backwards through the graph, rather than using the sighted participants' common strategy of skipping to the beginning, likely contributed to the higher number of commands they used.
Study 1, discussed earlier, showed that visually impaired participants found it difficult to construct a mental model of a graph when given the most recent data point first. The reason for visually impaired participants adopting a step-by-step bi-directional strategy here instead of moving straight to the leftmost, oldest data point, suggests that they may visualize a graph differently when they control the commands than when they request information from another person. The option of moving to the beginning of a graph was not available in the earlier study, making a comparison of the use of this command impossible. Finally, the observation that visually impaired participants used the directional commands yielding the value of individual data points much more often than sighted participants, confirms the benefit of breaking down the graph description into single elements. Barring their similarity to canonical graphs published by The Daily, the test graphs and questions tested thus far were produced in the lab. They may not be indicative of the kind of information that visually impaired people who work with graphs may actually need. In an attempt to verify the usefulness of iGraph-LITE to visually impaired people working with graphs, a small field study was therefore conducted next. In-between points * 6
Purpose of graph ✗ 7
Time frame shown ✗ 8 N bars (data points) ✗ 9
Title of each bar
FIELD STUDY: QUESTIONS A VISUALLY IMPAIRED USER MIGHT ASK
This study was designed to assess the degree to which the current iGraph-LITE capabilities met the requirements of visually impaired users in a field setting. Because it proved almost impossible to locate visually impaired people who routinely work with graphs, we were able to recruit only one user meeting that requirement. Over several weeks he selected and submitted a sample of four articles containing graphs from which he wanted more detailed information than could be obtained from his screen reader. The articles were read using his screen reader, but as he did not have access to iGraph-LITE on his computer as yet, he relied on the text in the article for identifying and comprehending the contents of the graph. One of the researchers read the submitted articles before setting a time for discussing the graphs with the participant by phone. The conversation was audio recorded and transcribed ad verbatim with the participant's permission.
Results and Discussion
The kinds of questions the participant wished to ask were identified for each graph to determine how well iGraph-LITE would meet these informational requirements if it had been used when reading the accompanying articles. As Table VI shows, all information sought could have been obtained for graphs 2 and 4. Fewer questions were asked for graphs 1 and 3, although the software could have provided the additional information that was not sought. The following example shows that eight of the nine questions (shown in brackets) would, in fact, be answered by the description alone.
The line graph (1) has the title "operating profits up slightly in second quarter" (1;6). Quarterly values (8) The information that this participant wanted from a graph appears to be highly consistent with the findings from Study 1. This was also confirmed by the participant's comments when he listed and rank ordered the information items that were most important to him:
(1) graph title; (2) type of graph; (3) title of x and y axis (or bar's units of measurement); (4) general shape of the graph ("visual description at a glance" or "what does the graph look like at a first glance?"), use familiar shapes (such as letters) to liken the graph's general shape to them, for instance, "looks like an 'M' "; (5) highest and lowest points of the graph and any context to support those points (such as unit of measurement, year, weight, percentage, etc.); (6) color of the axes, bar, etc.
Although graph shape (e.g., resembling the letter "W") had been discussed in study 1, this caused confusion for congenitally blind participants who relied on non-visual cues. Line color had also been requested earlier. However, as color is likely to be more relevant for generating than for reading graphs, color was left out of the iGraph-LITE lexicon.
The participant also emphasized the importance of consistency in the sequence in which information is given in the speech output, in order to render the content predictable. Finally, he identified several issues in the four submitted graphs that made it difficult or impossible for him to visualize or comprehend the information.
(1) Type of graph was unclear.
(2) Purpose of graph was unclear. in that instance at all). (5) Text describing the contents of the graph spatially too far removed from the graph, and graph labels were missing. (6) Graph talked about "the previous month" without saying to which month it refers to. (7) The fact that one graph (number 3) was a stacked bar graph with three types of information was not obvious at all (type of graph, n data points) and required quite some discussion as well as several questions to resolve. (8) Unit of measurement was unclear.
(9) Year when data were collected was not mentioned.
Most of these issues are addressed in iGraph-LITE. However, during the pre-and post-test questionnaire, blind participants in our studies reported that they usually asked the help of other people to explain graphs to them. The natural question to follow was how iGraph-LITE's descriptions and access to information fared against those provided by confederates. It was therefore desirable to also explore graph reading/interpretation strategies that sighted people may adopt. Moreover, we assume that most of the people recruited by our participants to explain the graphs would not necessarily be expert graph readers, that is, people who work with these representations on a daily basis but family, friends, and colleagues. Thus, another natural test for iGraph-LITE was to find out how it fared against graph descriptions by experts. The next study addressed these questions.
EXPERT AND NOVICE GRAPH-INTERPRETATION STRATEGIES
The purpose of this study was to assess the degree to which the iGraph-LITE lexicon corresponded to vocabulary that sighted graph experts and novices use spontaneously when explaining the content and meaning of a graph. Contrary to these studies in which participants were unable to see the graph being interrogated, participants in this study were presented with the graphs, complete with titles and axis labels. They were not introduced to, nor did they interact with, iGraph-LITE. Previous research has shown that expertise tends to be domain-specific [Abernethy et al. 2005; Ericsson Twenty-six participants were recruited. Experts were faculty or senior graduate students in Business (n = 8) or in Psychology (n = 8), and novices were undergraduate Business or Psychology students (n = 10). Each individual was asked to explain the semantic characteristics of 24 monochrome black/white line graphs, presented one at a time on a computer screen in a standard size, and each comprising two lines and three data points, a graph title and axes labels. Graphs were presented in a different random order each time they were shown, with orders generated by a software application, DirectRT TM . The graph content referred to psychology-relevant material in one half, and to business-relevant material in the other half of the graphs.
Procedure.
Upon reading and signing the informed consent form, participants were given a set of four graphs to familiarize them with the method and the requirement to separately describe the syntactic characteristics and then explain the content and meaning of each graph. Data from these were not included in the analysis. Participants described and explained a total of 20 line graphs, half of which were cast in a business context and half in a psychological context. The order of graphs was randomized for each participant. At the end of the study, they were debriefed and dismissed. There were no time constraints for the explanations, and no feedback was provided during the experiment.
Results
The results were analyzed in several ways. First, the graph characteristics participants mentioned that were also contained in the iGraph-LITE description and command set were determined. Second, the frequency with which these were noted was ascertained for each of the three participant-groups to uncover potential and systematic differences between novices and experts and between people representing different disciplines. Finally, the vocabulary used to describe various aspects of the test graphs was noted.
Graph explanations were transcribed ad verbatim to identify items of information that corresponded with iGraph-LITE's lexicon. Due to occasional technical glitches, recordings could not be retrieved for 10 of the 624 explanations, leaving a sample of 614 for the analysis. Since participants were able to see the to-be-explained graphs, some of the commands offered by iGraph-LITE were not relevant here. For example, commands used to "increase the speed of speech" and to "move one point right with only point value given" could not be assessed. Table VII outlines the nine characteristics identified in the analysis that are also contained in iGraph-LITE.
The frequency of occurrence of these was noted as shown in Figure 5 . Each item was only counted once per participant per graph even if a given utterance was repeated in an explanation. Due to the missing data, the figure shows percentages rather than raw numbers.
-Graph Title. Business and psychology experts provided the graph title for almost every graph (n = 144/158 = 91% and n = 158/176 = 90%, respectively), whereas novices only did so in 36% (n = 82/226) of the graphs. When the graph title was paraphrased, it was coded as a summary. This was true for 38% (n = 54/144) of business experts' explanations, for 34% (n = 53/158) of psychology experts, and for 63% (n = 52/82) of novices' explanations. However, novices' summaries were incorrect in 23% (n = 12/52) of the cases. Novices' summaries omitted pertinent information included in the title, and their attempts to paraphrase changed the meaning of the graph in some way. For business experts, the title was the first item of information in all but two instances (n = 142/144 = 99%), for psychology experts it was first in 95% (n = 150/158) of all instances, and for novices, in 34% (n = 28/82) of all instances. -Axis Labels. Business experts gave axis labels (scale and Unit in Figure 5 ) in 42%
(n = 67/158) of the cases; psychology experts in 26% (n = 45/176) of cases, and novices in 20% (n = 46/226). Generally, these were mentioned immediately after the graph title. Business experts referred to the axes as "X-Axis" and "Y-Axis" three times more often than calling them "horizontal axis" and "vertical axis", whereas psychology experts always referred to the axes as X-and Y-axes. -Comparisons and Point Specific Information. Comparisons of data points showed that participants occasionally discussed a particular data point in relation to another, for example, "... increased from 2005 to 2006", and at other times they noted point-specific data, for example, "low percentage in 2005". Business experts discussed both comparisons and point-specific explanations in 76% (n = 120/158) of the cases. Interestingly, psychology experts dwelled on point specific information far more often than providing comparisons of the data points. Psychology experts provided point-specific information for 97% (n = 170/176) of all graphs and data comparisons in 77% (n = 135/176) of the cases. Novices provided point-specific information only in 53% (n = 119/226) of the time, relying more on comparisons, which they provided 78% (n = 176/226) of the time, slightly more than the experts. -Highest/Lowest Points. Lowest and highest points were rarely mentioned at all.
-Beginning/End Information. Beginning and end points of the graph were coded when they were specifically referred to, for example, as in "initially India had a low percentage in the first year, but ended up high in the last year". They were not coded if these points were mentioned more generally, for example, "India started low, increased in the next year, and increased again in the final year". The former shows how iGraph-LITE's Beginning a and End f commands could be implemented. Generic descriptions would not benefit from using the a / f commands but would be classified as a comparison between data points. As Figure  5 shows, these were also mentioned very rarely.
All the nine types of data that corresponded to iGraph-LITE commands were thus mentioned by all three participant-groups, although the frequency of occurrence varied substantially both between groups and for the various data types. Apparently, sighted and visually impaired experts seem to agree on the importance of the graph title, information about the graph axes, and the data points, as well at as on the sequence in which to report these.
Concepts visà vis Vocabulary
The next analysis was performed to ascertain how closely the vocabulary in the present version of iGraph-LITE resembles the vocabulary spontaneously chosen by the experts and novices to explain the sample of graphs included in this Study. This analysis showed that experts referred to the abscissa as the "X-axis", and the ordinate as the "Y-axis" invariably, whereas both business experts and novices used these terms as well as the "horizontal" and "vertical" axes.
The sighted participants' vocabulary was sorted into four main concepts: Axis, Slope Events, Slope Quality, and Colour. Axis vocabulary included any terms referring to the axes, specifically x/y, or horizontal/vertical. Slope events are defined by words that depict changes in the slope of the graph (e.g., dropped, spiked, plateaus, etc.) , whereas Slope Quality refers to terms that describe the slope event (e.g., rapidly, gradually, sharply). Colour simply refers to whether colour of the lines was mentioned. Despite the use of monochrome graphs, some participants still described colour (e.g., the light gray line versus the black line). Table VIII below indicates the frequency of each concept by each expertise group. Again, each occurrence was only counted once per participant per graph.
All three participant groups referred to the graph axes, but the experts (both business and psychology) relied heavily on the use of x/y axis (n = 167/193 = 87%) compared to the terms "horizontal/vertical" 13% of the time (n = 26/200 = 13%), whereas novices used the terms "horizontal/vertical" (n = 61/89 = 69%) much more often to describe the axes.
Although all three participant-groups described slope events, novices mentioned these most frequently. Close scrutiny of the vocabulary used to describe these events (11), overtook (9), surpasses (9), intersection (9), flattens out (8), lines meet (8), spiked (7), levels off (7), plateaus (6), no change (6), pattern flips (6), fell (6), lines cross (6), peaked (4), goes horizontally (3), recovered (3), rebound (3), plummeted (3), forms diagonal line (2), dip (2)
Slope quality steadily (50), dramatically (41), gradually (39), sharply (35), slowly (32), steeply, (28), slightly (24), fast (22), rapidly (18), significantly (12), huge (10), strong (9), substantially (6), tremendously (6), moderate (5), large (3), sudden (2), drastic (2), severe (2), noticeably (2) showed clearly that individuals used a wide variety of terms, resulting in little commonality between groups. The top ten slope event terms used by each group showed that only two identical terms were used by all three groups, namely "dropped" and "equals". Far more agreement was found for the terms reflecting slope quality, that is, the extent to which the lines changed. Terms shared among all groups included "steadily", "dramatically", "gradually", "slowly", and "steeply". Terms that were only uttered once throughout the entire study are not included in the list in Table IX . It shows the actual frequency, from highest to lowest, with which the variety of terms was used to describe slope events and slope quality across all participants. Although iGraph-LITE does define slope descriptors based on the angle of the line in the graph, the program does not yet generate the rich language noted here to support this fine-tuned level of graph description. More research is needed to determine if it will be necessary to add synonyms to iGraph-LITE, and to investigate if the standard vocabulary may give rise to misunderstandings.
PRELIMINARY RECOMMENDATIONS FOR INCLUDING GRAPHS IN TEXTUAL ARTICLES
Taken together, all these findings obtained from sighted as well as from visually impaired participants allow us to propose a set of preliminary recommendations intended for authors of written articles that include graphical material in an effort to help them improve the accessibility of such material. The first recommendation applies only to blind and visually impaired audiences; the remainder would apply to all audiences.
(1) Remember that screen readers cannot decode graphical material. (f) general shape of the graph ("visual description at a glance": sloping from bottom left to top right; sloping m shape, almost horizontal, etc.), (g) general trend, (h) highest and lowest points of the graph and any context to support those points (such as unit of measurement, year, weight, percentage, etc.), (i) color of the axes, bar A, B, etc.
GENERAL DISCUSSION, CONCLUSIONS AND FUTURE WORK
In this article, we have discussed iGraph-LITE, an advanced graph navigation system. In addition to enabling graph navigation, it also includes the potential for analyzing data through commands at several different levels of granularity and the possibility of easily extending what can be said at each step of an analysis. Most importantly, and unlike many Artificial Intelligence applications, it does not "think" or aim to replace the blind or visually impaired user. Rather, it was designed to help users to understand graphs by themselves, in their own time, and according to their unique needs. Hence, iGraph-LITE does not "understand" graphs or provide outputs showing what it "thinks" the graph is about. Some authors comment that it would be desirable to highlight the most salient features of a graph [Kildal and Brewster 2006] ; however, we would argue that the relative salience of information depends partly on the question(s) the user has in mind when interrogating graphs as well as on the message the graph creator intended to convey. This is why iGraph-LITE offers users active interaction with graphs by making everything about these accessible in different ways. This helps the user to form their own internal model of the graph rather than communicating one particular model inferred by the tool from the graph data.
The studies presented here suggest that people with visual impairments can interact with natural language interfaces accurately to answer relatively complex questions about simple line graphs. They also suggest that visually impaired people are keen to use natural language technologies. Other researchers have shown that people seem to prefer speech output to other possible modalities such as interfaces providing a blend of tactile feedback and non-speech sound [Wall and Brewster 2006] , or interfaces based on sound and vibration [Evreinova et al. 2008] . This is true even though some of these studies show that modalities other than speech, for example, sonification [Flowers et al. 2005 ] enable an effective overview of graphs that would surpass the speed with which words can be spoken and comprehended. One would think that the motivation to reduce task-performance time to an absolute minimum would be most important to users in a pressured work situation such as that of the Statistics Canada employees who took part in most of these studies. However, our results suggest that the value of autonomy may rank even higher than efficiency in the visually impaired population for whom iGraph-LITE is intended. The fact that a synthetic voice output as in the current version of iGraph-LITE did not appear to detract from its likeability may, at first glance, seem surprising. However, note that experienced screen reader users are so accustomed to synthetic voices that they are able to increase the speed of these such that others lacking that skill would be unable to discern individual words. Another possibility for the positive feedback our participants provided is that our stimulus graphs were very simple, even those we called "complex". The degree to which tools like iGraph-LITE may be as easy to use and as suitable for highly complex graphs with many more lines and more data points remains to be determined.
To understand why we chose a Natural Language Interface (NLI) for iGraph-LITE, a more detailed comparison with the alternatives is called for: embossed paper and Braille, sonification and haptic interfaces. The embossed paper and Braille solution is possibly the most straightforward for communicating graph information to users who are blind. Combined sonification and haptic solutions could work well, as those two modalities together can supplement one another without negative interference. However, the mere cost of embossing printers, together with the enormous number of graphs produced by agencies such as Statistics Canada, makes this technology impractical. Also, the resolution of the embossed graphs is often too low, for instance, to determine the exact value of the maximum point of the graph, unless there is some note in Braille specifying it. Not all points will be accessible in the embossed representation and, just as importantly, relatively few blind and visually impaired users are Braille-literate.
The issue of embossed representations ties in with some of the disadvantages of sonification and haptics. The auditory and haptic sensory systems are best for communicating trends rather than for navigation and the communication of specific results, and we cannot communicate the title of a graph in sonification and haptics. We can signal that we are now at the maximum point of the graph, but which point is it and where exactly are we in the graph? How do we communicate the precise value of the maximum point? Both sonification and haptics suffer from this drawback; they cannot, by themselves, communicate specific information in a way the NLI can. By the same token, the NLI interface cannot really communicate overall trends as well as the sonification and haptic interfaces. Deterioration in task performance is to be expected in situations in which people's auditory working memory is exhausted. It would therefore be reasonable to assume that the interfaces using mixed modalities could be very attractive, especially as it has already been shown that people are able very quickly to get an overview sense of even very complex data via sound [Wall and Brewster 2006] . Since people with severe visual impairments rely heavily on both the auditory and the tactile sensory modalities, one would assume that a well-designed interface using a mixture of those modalities as well as speech would be quite easy for that population to learn to use quickly and skillfully. This points again to a hybrid system as possibly the best solution, or "silver bullet", to graph accessibility. It is undeniable that languages (understood here as a system of symbols that has a combinatorial syntax and a compositional semantics, thus including, for instance, sign language) are the most complex, and richest systems of communication known to humankind, and probably one of the easiest to understand without additional training or special training or special talents. The power of language lies in the possibility of infinite levels of abstraction, going from the highest possible level ("the graph has an upwards trend") to the lowest ("point two is July, and it has a value of 23.2"). This richness of vocabulary and syntax makes the NLI to graphs desirable. The other systems are, in all practical situations, more constrained in the achievable specificity of a potential message. However, natural language also has its shortcomings. Its richness comes at the cost of much work to be done on the semantic representation of the graph information to be spoken or reasoned about. Every time an NLI must say something, that information must be encoded in the representation with enough detail to say exactly that and not something else. Besides, language generation systems (systems that take some semantic representation as input and output a natural language sentence or text) nowadays are not extremely flexible; quite some work must also be undertaken to adapt them to particular applications such as iGraph-LITE. iGraph-LITE uses a simple, yet powerful, template-based system that can be extended with little work, but at the same time, the complexity of the produced sentences is only just good enough (no embedded clauses, for instance). iGraph-LITE produces only regular language, not context-free language. This does not impair the efficacy of the solution, but at times, it makes the messages sound artificial.
The reader may wonder at the sequence in which we have presented these studies. Sections 7 and 8, in particular, could be conceptualized as requirements capture studies. With the benefit of hindsight, these could more logically have preceded the order in which they were conducted, revealing the way our thinking evolved with the project even if that also reveals a weakness in our research planning. In our defense, it is often the case that research develops in a non-linear fashion that, retrospectively, may seem back-to-front. Our goal here was to explore what happens when we rely exclusively on spoken words to describe graphical representations of data. We believe that goal has been accomplished even if the order in which some parts of the research are reported may seem suboptimal.
The design of iGraph-LITE was informed by studies of graph comprehension strategies involving blind and visually impaired participants. One may say that the target community effectively designed iGraph-LITE. Again, with the benefit of 20:20 hindsight, there are several things we would have liked to include, or done better. For instance, there is a rich vocabulary of ways to describe the quality of a line (e.g., "steep" in the phrase "a steep increase") and its direction in the graph (e.g., "skyrocketed" as in "automotive sales skyrocketed in October"). We have identified and characterized a set of these words (24 for quality and 70 for direction) but have not yet included them in the iGraph-LITE interface. This is important because statistical communicators often use these words in text accompanying online graphs. However, given the inherent visual nature of these words, their meaning is often lost, especially to congenitally blind screen-reader users. The fact that we have worked mainly on line graphs and bar graphs is another limitation. There are other kinds of graphs that should be included, such as stacked bar graphs, area graphs, and several combinations of these. One difficulty of working this into iGraph-LITE is that each kind of graph was designed to convey a particular meaning: lines represent time, bars represent comparisons, pies represent percentages of a whole, but combination graphs represent complex interactions of these messages that must be studied more carefully. This also includes more complex messages when two lines in a time series graph interact in complex ways: they cross, they converge, they diverge, etc. A picture may well be worth a thousand words, but sometimes a hundred words is all we have to get the graph message across.
Also in hindsight, we should have implemented iGraph-LITE as a web application rather than as a standalone application. This could have yielded portability and facilitated mass adoption of the tool. It would also have avoided the need to install more software on the client machine, indeed on every machine with which the user works. In terms of future work, several of the visually impaired participants commented that they would prefer commands that are similar to other common speech programs. However, the tasks people are able to perform using conventional screen readers differ so much from those carried out here that a perfect match would be impossible to achieve. Still, there is room for improvement to the mapping of iGraph-LITE commands to functions.
A final thought is that we believe that screen-readers are an under-utilized and under-researched technology in the sense that they may be able to work with much richer semantics and, hence, linguistic messages. These deep-knowledge interactive language technologies could provide knowledge of the navigational and, in general, cognitive strategies people use to access those items of visually presented information that cause problems.
