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Abstract. The essential spectrum of the singular matrix differential operator of mixed order determined by the following operator matrix 
is studied. Investigation of the essential spectrum of the corresponding self-adjoint operator is continued but now without assuming that the quasiregularity conditions are satisfied. New conditions that guarantee that the operator is semibounded from below are derived. It is proven that the essential spectrum of any self-adjoint operator associated with the matrix differential operator is given by the range Range
Introduction
Matrix differential operators of mixed order attracted a lot of attention recently due to their interesting and unexpected spectral properties. Investigating one of the problems related to magnetohydrodynamics it has been discovered that such operators may have so-called singularity essential spectrum -the essential spectrum connected entirely with the singular point of the operator [4, 10, 11, 12, 14, 19, 27] . Mathematically rigorous studies of matrix differential operators of mixed order have been carried out in [2, 3, 7, 8, 9, 13, 18, 21, 22, 23, 29] . In order to investigate the phenomenon of singularity essential spectrum it was suggested in [17] (see this article for a detailed description of recent developments in this area) to study the following matrix ordinary differential operator In addition we assume, that the density function ρ is positive definite
Singular matrix differential operators with coefficients of mixed order appear in different problems related to applications in physics and engineering, in particular in magnetohydrodynamics. It appeared that these operators may have an interesting structure of the spectrum and therefore attracted attention of specialists in spectral theory. The operators appearing in realistic problems are rather complicated and their spectral analysis leads to tedious calculations which make it difficult to study the interplay between the matrix coefficients. It appears to us that the operator (1.1) is one of the simplest matrix differential operator possessing the following spectral property: its essential spectrum can not be obtained as the limit as → 0 + of the essential spectrum of the same differential operator restricted to the interval [ , 1] . Note that the differential order of the coefficients and the orders of the singularities cancel in the formal determinant of the operator L: the differential order of the product of the diagonal coefficients is 2 + 0 and of the antidiagonal is 1 + 1. Similar for the orders of the singularities 0 + 2 = 1 + 1. This property allows the unusual interplay between the matrix coefficients.
It has been proven that the essential spectrum of the corresponding operator L is bounded if and only if the following quasiregularity It appears that under these conditions the essential spectrum consists of two parts: regularity and singularity spectra. The first part of the essential spectrum is determined by the behavior of the coefficients in the whole interval x ∈ [0, 1] and is given by the range
This spectrum can be obtained by considering the sequence of regular matrix differential operators on the intervals ( , 1] as → 0. The second part of the essential spectrum is called the singularity spectrum and is determined by the limits of the coefficients at the origin, i.e. exclusively by the singularity. This spectrum cannot be obtained as a limit described above. The singularity spectrum is equal to . A similar operator has been studied later in [18] under quasiregularity conditions as well.
In the current article we study the case where the essential spectrum of the matrix differential operator is not necessarily bounded, but the operator is just semibounded from below. This assumption is natural in numerous physical applications.
The differential expression L does not determine the self-adjoint operator in H uniquely and therefore on the first step it is natural to associate with L a certain minimal operator L min . Since the end point x = 1 is regular for the matrix differential operator we decided to define L min on the set of functions from C 
Then any symmetric boundary condition at the regular point x = 1 can be written as [29, 17] (1.8)
So the minimal operator L is defined by (1.1) on the domain
Note that the domain includes infinitely many times differentiable functions vanishing in a neighborhood of the origin. In what follows we are going to keep the same notation for the closure of the operator L min in H.
Only the simplest symmetric matrix differential operator is studied in the present article. However it is not hard to consider additional even non-Hermitian low-order perturbations.
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In the current article we concentrate our attention to the case where the quasiregularity conditions are not satisfied. Note that a similar question for a 3×3 differential operator has been addressed in the recent article [23] . It is proven in the following section that the differential operator is semibounded from below if and only if conditions (2.1-2.3) are satisfied. These conditions include quasiregularity conditions as a special case. The Friedrichs extension of the minimal operator is described in Section 5. Finally it is proven that the essential spectrum of any self-adjoint operator associated with (1.1) is given just by (1.5) in the case where conditions (2.1-2.3) are satisfied but the quasiregularity conditions not. Thus the following striking fact is proven: the singularity essential spectrum (1.6) for the matrix differential operator is present only if the quasiregularity conditions are satisfied, provided that the the operator is singular and semibounded from below. Under the same assumptions it is proven that the singularity spectrum appears if and only if the Hain-Lüst operator (see Section 5), following Weyl's classification, is in the limit point case at the singular point. We believe that this observation concerning the connection between the deficiency indices of Hain-Lüst operator and the quasiregularity conditions is of much greater generality.
Semiboundedness
It has been proven in [17] that the essential spectrum of any selfadjoint operator associated with the differential expression (1.1) is bounded if and only if the quasiregularity conditions (1.4) are satisfied. Therefore if the quasiregularity conditions are not satisfied, every self-adjoint operators associated with (1.1) has an unbounded essential spectrum. It is natural to examine the questions under which conditions this essential spectrum is semibounded from below. It is more or less clear that the deficiency indices of the minimal operator are finite (This fact will be proven mathematically rigorously later.) Therefore just the same conditions on the coefficients guarantee that both the minimal operator and any its self-adjoint extension are semibounded from below. 
Proof. We are going to prove sufficiency and necessity of these conditions separately. Sufficiency It is enough to show that the quadratic form associated with the minimal operator L min is semibounded from below under conditions (2.1-2.3), i.e. that the following inequality holds
with a certain real constant C.
and satisfy the boundary condition (1.8) at x = 1, then the quadratic form can be calculated using integration by parts (2.5)
Note that we used the fact that the support of U does not contain the origin and the function U satisfies symmetric boundary condition (1.8) at x = 1. The second term in the last formula vanishes in the special case h 1 = ∞ (Dirichlet boundary condition at x = 1). Let us show that under conditions (2.1-2.3) the quadratic form is semibounded from below.
We are going to prove first that the sum of the first two terms is bounded from below with respect to U 2 . This proof is trivial if either h 1 > 0 (both terms are nonnegative) or h 1 = ∞ (the second term is absent and the first term is non-negative).
Consider the case h 1 < 0. Let us prove that |u 1 (1)| 2 is infinitesimally bounded with respect to u 1 L 2 (1/2,1) and U L 2 (1/2,1) (inequality (2.6) below). We consider the following obvious estimate 
This inequality implies that (2.6)
On the other hand the first term in (2.5) (which is clearly positive) can be estimated from below using triangle inequality and the fact that the following function is uniformly bounded
In the case h 1 < 0 choosing = is positive in a certain neighborhood of the origin, say [0, r] , so that the scalar product can be decomposed into the sum of two integrals, one positive and one uniformly bounded in the norm of H:
The last term qu 1 , u 1 is bounded as well, since the function q is uniformly bounded.
We have proven that under conditions (2.1), (2.2), or (2.3) the quadratic form of the minimal operator is semibounded from below. Necessity Suppose that (2.1-2.3) are not satisfied, i.e. parameters of the operator satisfy one of the following two conditions:
If one of these conditions is satisfied, then the function ρm − β 2 is negative in a certain interval (0, ) ⊂ (0, 1). It may be equal to zero at the origin, but the order of the zero cannot be higher than 1. It follows, that there exists a certain positive number C 2 > 0 such that the following inequality holds
for all x ∈ (0, ). Using this fact we are going to construct a sequence of functions U k ∈ Dom (L min ) ⊂ H with the following properties:
The last term in (2.5) is uniformly bounded, since q is a bounded function, and therefore does not affect the divergence of LU k , U k to −∞. In addition the sequence we are going to construct will have the following property (2.11)
The second component of U k can be chosen equal to
, ), 0, otherwise.
Then in order to satisfy (2.11) we choose the first component equal to , ) the function u k 1 can be estimated by integrating by parts
Then the functions u k 1 are uniformly bounded because the functions β(t)/ρ(t) and (β(t)/ρ(t)) are uniformly bounded. This implies that both |u given by (2.5) tends to −∞, since the first term in (2.5) vanishes, the second and fourth terms are uniformly bounded and the third term due to (2.10) can be estimated as
and therefore tends to −∞. The sequence constructed satisfies conditions 1 and 2, but it does not belong to the domain of L, since the functions are not infinitely many times differentiable at the points
, . To get infinitely differentiable functions one can smooth U k out without changing drastically the norm and the value of the quadratic form.
Thus we have proven that the matrix differential operator L is semibounded from below if only if conditions (2.1-2.3) are satisfied. The assumption that the operator is semibounded is standard in the studies of different physical problems.
Deficiency indices of the minimal operator
The operator L * min -the adjoint operator to L min , -which is defined by the same operator matrix (1.1) on the domain of functions from W
The following theorem has already been proven in [17] . We decided to reformulate it in order to adjust it to the notations used in the current article. In the current article the domain of L min contains functions with support not necessarily separated from x = 1, but satisfying the standard boundary condition (1.8) at this endpoint. 4 In the case h 0 = ∞, the corresponding boundary condition should be written as u 1 
and c U is an arbitrary constant depending on U. Then all self-adjoint extensions of the operator L min are described by the nonstandard boundary condition
Information concerning the deficiency indices of L min and self-adjoint local boundary conditions is collected in the following table
This proposition implies in particular that deficiency indices of L min are always finite and equal. Therefore there always exists a family of self-adjoint operators associated with the differential expression L. Every operator from such family is an extension of L min and the essential spectrum does not depend on the particular extension chosen.
Friedrichs extension
We have seen that the differential expression L does not necessarily determine a unique self-adjoint operator in H. In the case L min is semibounded it is natural to associate with L the Friedrichs extension of L min . This extension is studied in the current section. Note that this question has already been studied in a more general context in [16] , but we provide a detailed analysis for the operator under investigation. 
B) If the extensions of L min are described by the standard boundary condition at the origin (see (3.1)), then the Friedrichs extension corresponds to the condition
This case occurs if the coefficients of the operator matrix satisfy one of the following two conditions
> 0 and β(0) = 0.
C) If the extensions of L min are described by the non-standard boundary condition at the origin (see (3.3)), then the Friedrichs extension corresponds to the condition
(4.5) w U (0) = 0.
This case occurs if the coefficients of the operator matrix satisfy the following conditions
Proof. The statement formulated in part A is trivial and is included for the sake of completeness only. We are going to consider the two remaining cases separately, but the same idea will be used. It will be proven that every function from the domain of the Friedrichs extension necessarily satisfies one of the boundary conditions ((4.2) or (4.5) depending on their type) describing self-adjoint extensions of L min . This will be enough to determine the boundary conditions describing the Friedrichs extension, since the operator L min is closed and has deficiency indices (1, 1). Really every function satisfying the boundary conditions corresponding to two different self-adjoint extensions necessarily belongs to the domain of the original symmetric operator L min . Therefore to establish the boundary conditions describing the Friedrichs extension it is enough to prove that the functions from the domains of these extensions satisfy (4.2) and (4.5) respectively. B) To construct the Friedrichs extension one has to consider the closure of the domain Dom (L min ) with respect to the following quadratic form which is positive for all sufficiently large values of A (4.7)
[
The terms qu 1 , u 1 and h 1 |u 1 (1)| 2 can be estimated through the other terms. Indeed the estimate for qu 1 
To get the estimate for h 1 |u 1 (1)| 2 consider the triangle inequality
. This implies using (2.6) (4.9)
It follows that the quadratic form [U, U ] given by (4.7) for sufficiently large values of A is equivalent to the following quadratic form
where A is a certain positive real number. (The parameter A appeared here may differ slightly from the one used in (4.7).) Let us study the two possible cases (4.3) and (4.4) separately:
.. having support on (0, ) and converging in the norm given by Q(U, U ). Since the form Q can be estimated from below as follows
and therefore for any sequence U k converging with respect to Q(U, U ) the sequence
On the other hand the same quadratic form can also be estimated as 
and therefore
The estimate (4.11) can be modified as
Since β ∈ C 
It follows that the Friedrichs extension is the extension described by the boundary condition (4.5).
The essential spectrum: the quasi-regularity conditions are not fulfilled
This is the main section of the article and it is devoted to the calculation of the essential spectrum of any self-adjoint operator associated with the differential expression L. This question has been solved in the case where the quasiregularity conditions are satisfied (see [17] ). These condition guarantee that the essential spectrum of the operator is bounded. Therefore in this section we concentrate our attention to the case where the quasiregularity conditions (1.4) are not satisfied, but conditions (2.1-2.3) are fulfilled. 
The differential operator L is transformed into the following differential operator K acting on two-component functions on [0, ∞):
In what follows we are going to use both variables x and y simultaneously hoping that this will not lead to misunderstanding.
Let us consider the minimal (symmetric) operator K min being the closure of the differential operator K considered on the domain of func-
(arbitrarily many times differentiable functions with compact support on [0, ∞) not necessarily separated from the origin) satisfying the standard boundary condition at the origin, which can be recalculated from (1.8)
The analysis of the operator K min is equivalent to the analysis of the operator L min carried out in the preceding sections, since these two operators are connected by the unitary transformation (5.3). Hence the deficiency indices of the operator K min are (0, 0) or (1, 1) depending on the properties of the coefficients as y → ∞. It is not hard to reformulate these conditions but we are not going to do that, since our aim is to calculate the essential spectrum, which does not depend on the particular extension of the minimal operator -all extensions have just the same essential spectrum, since the deficiency indices are finite. Consider the resolvent equation
for sufficiently small negative values of µ −1. For smooth F and U
the equation can be written as
Using the fact that the operator D − µ = m x 2 − µ is invertible for sufficiently small negative µ −1 ( m| x=0 > 0 or m | x=0 > 0 if m| x=0 = 0 ) component u 2 can be excluded from the system by first resolving the second equation
and then substituting this expression into the first equation
Hence in order to calculate u 1 one needs to invert the so-called HainLüst operator
C.
Let us consider the minimal operator T min (µ) corresponding to this differential expression and defined on the functions from the domain C ∞ 0 (0, ∞). This operator can be written in the following form: (5.8)
where we use the following notations:
In what follows it will be convenient to separate the three only possible sets of parameters which guarantee that the operator L min is semibounded from below but the quasiregularity conditions are not satisfied In what follows we are going to refer to these cases as Case A, B or C.
Lemma 5.2. Under conditions of Theorem 5.1 the action of the operator T min (µ) can be written using one of the following two representations
Comment The first representation (5.14) will be used in Cases A and B. In the Case C the functionv µ is vanishing at zero and therefore it is natural to use the function v µ =v µ /x (instead of v µ =v µ ). This leads to the second representation (5.16) . Therefore in what follows we are going to use the definition (5.15) for the function v µ in the Cases A and B, and definition (5.17) -in the Case C.
Proof. We are going to prove representations (5.14) and (5.16) separately starting from the first one. Consider formula (5.8) for the Hain-Lüst operator 
Taking into account that 3 we get the desired representation
To get representation (5.16) we use similar calculations to obtain first
and then
The following Lemma proves that the function v µ is always positive definite for negative µ with sufficiently large absolute value. 
Proof. The function v µ is given by different formulas (5.15) and (5.17) in the cases A, B and C. Therefore let us separate the proof into three parts corresponding to these three situations.
Case A Let condition A be satisfied. Then the function v µ is given by
Choose negative µ satisfying the following two inequalities: Case C Let condition C be satisfied. The function v µ is now given by formula (5.17)
Choose µ satisfying the following two inequalities
and apply the same arguments as in Cases A and B.
The function v µ is then again given by a quotient of two functions which are positive for any x ∈ (0, 1]. Moreover the limit of v µ as x → 0 is positive
The same argument as in the Case B leads to the conclusion that the function v µ is positive definite. Proof. Let us consider the cases A, B and C separately. Cases A and B The function w µ is given by Case C The function w µ is now given by
Choosing µ < − q ∞ we guarantee that w µ > cx, where c is a certain positive constant. The estimate is valid uniformly with respect to µ, provided it is sufficiently small. Case C The quadratic form may be estimated as
where c is the positive constant from (5.25).
This Lemma implies in particular that the operator T min (µ) is boundedly invertible. Let us denote by T (µ) the Friedrichs extension of the minimal operator T min (µ) -an extension having the same lower bound as the minimal operator. This extension will be called Hain-Lüst operator in what follows.
Consider the following resolvent operator
In what follows we are going to show that the operators G 11 (µ), G 12 (µ), and G 21 (µ) are compact for sufficiently small negative values of the spectral parameter µ, which will imply that the essential spectrum of M (µ) is determined exclusively by G 22 (µ). Proof. To prove this lemma we are going to show that the operator T −1 min (µ) maps every bounded set to a compact set. In other words, we are going to show that every set bounded in the graph norm of
Then Lemma 5.5 implies that every set bounded in the graph norm is bounded in the norm associated with the quadratic form of the operator
We conclude that to prove this lemma it is enough to show, that every bounded with respect to the quadratic form v, T min (µ)v subset of Dom (T min (µ)) is relatively compact in the Hilbert space L 2 [0, ∞). In other words it is enough to show that the set of functions
is relatively compact, where α = 1 in the Cases A and B, and α = 1/2 in the Case C. Taking into account estimates on the functions v µ and w µ (Lemmas 5.3 and 5.4) we conclude that for sufficiently small µ to prove the compactness of T min (µ) it is enough to show the relative compactness of the following sets: Cases A and B
Let us construct a compact -net for these sets. Consider a set of cut-off functions χ N with the following properties
Then the tails (1−χ N )u of functions u from the sets S can be estimated as follows: Cases A and B.
These estimates show that taking sufficiently large N the sets χ N S ≡ {χ N u|u ∈ S} approximate the sets S with arbitrary precision . The sets χ N S are bounded in the metrics of W 
where c = max |χ N |. We have already proven that the first term tends to zero as N → ∞. The norms in the second term are uniformly bounded, since by Lemmas 5.3 and 5.4
We conclude that the sets χ N S form -net for the sets S. It remains to prove that these sets χ N S are relatively compact. In Cases A and B the following estimate holds due to Lemmas 5.3 and 5.4
This estimate implies that T The last two lemmas imply that the operators G 12 (µ) and G 21 (µ) are compact. Really the operator G 12 (µ) can be written as
In the Cases A and C the C has a first order zero at the origin. The function β(x) has also at least first order zero at the origin and therefore the function B is uniformly bounded for sufficiently small µ −1. Therefore the operator
is compact as well as the operator
Thus the essential spectrum of the matrix operator M (µ) coincides with the essential spectrum of the operator G 22 (µ) up to the spectral point λ = 0, which may be ignored during the calculation of the essential spectrum of the operator K, because it in fact corresponds to the ∞ spectral point for the operator L.
In our calculations we are going to use Calkin calculus. We say that any two operators A and B are equal in Calkin algebra if their difference is a compact operator. The following notation for the equivalence relation in Calkin algebra will be used throughout the paper:
A=B.
Consider the Cases A and B first. Then the operator G 22 (µ) has the form
where we used representation (5.14), commutation relation (5.18) and compactness of the following operators:
In what follows we are going to use the calculus of pseudodifferential operators and therefore Fourier transform on R. Let us consider a new operator M (µ) defined in the space L 2 (R) ⊕ L 2 (R) by the same matrix differential expression (5.27) , where all functions involved are extended as even functions to the whole real axis. The essential spectrum of the new operator coincides up to multiplicity with the essential spectrum of the original operator [24] . Using the operator p = Applying this proposition to the operatorĜ 22 we get
Using Weyl's theorem for compact perturbations [15] and Dunford spectral mapping theorem [5] we conclude that the essential spectrum of any self-adjoint extension of the operator K min and therefore any self-adjoint extension of L min can be calculated as may be continued as a pseudodifferential operator to the whole axiŝ
where we again used commutation relations (5.18) and representations (5.17) and (5.9) for the function v µ . This accomplishes the proof.
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It is clear that the set R ρm−β 2 ρx 2 is unbounded from above in all three Cases A,B and C. On the other hand if the quasiregularity conditions are satisfied, then the essential spectrum is bounded from above as well as from below, but in addition to the described branch of essential spectrum a new branch of essential spectrum is present. This new branch of the essential spectrum has been called singularity spectrum, since it cannot be obtained as a limit of the essential spectra of differential operators given by restrictions of the differential operators L to intervals ( , 1] . This singularity spectrum is absent if the quasiregularity conditions are not fulfilled. In the following section we are going to discuss the relations between the singularity spectrum and properties of Hain-Lüst operator.
Weyl circles for Hain-Lüst operator and quasiregularity conditions
In this section we are going to investigate the relations between the quasiregularity conditions and the properties of the Hain-Lüst operator, which is a second order differential operator on the interval x ∈ [0, 1]. This operator is given by the following differential expression
In order to avoid inessential difficulties we are going to study this operator for sufficiently small values of the parameter µ, i.e. we assume that µ ≤ µ 0 −1. The minimal operator T min (µ) determined by (6.1) is defined on C 
The operator T (µ) is formally symmetric and it can be made selfadjoint by introducing proper boundary conditions at the end points. The endpoint x = 1 is always regular and we assume that certain symmetric condition is imposed at this point. The point x = 0 is singular and in order to investigate it Weyl's limit point-limit circle theory 7 Note that in the considered case the entries G 11 , G 12 an G 21 are compact operators. This case differs drastically from the case where the quasiregularity conditions are satisfied [17] . In the latter case a certain more elaborated technique had to be used (Lemma on the essential spectrum of the triple sum of operators in Banach space, [17] , see also [25, 26] ).
[6, 28] will be used. These studies will tell us whether it is necessary to introduce additional boundary condition at the origin in order to make T (µ) self-adjoint (provided µ is negative and sufficiently small). It will be more convenient to use the y-representation (5.2). In this representation the singulat point x = 0 corresponds to y = +∞. Both solutions are square integrable in the neighborhood of y = +∞, i.e. the case of Weyl's limit circle occurs. Case C
