In batch processes, end-product qualities are cumulatively determined by variable dynamic trajectories throughout each batch. Meanwhile, batch processes are inherently time-varying, implying that process variables may have different impacts on end-qualities at different time intervals. To take both the cumulative and the time-varying effects into better consideration for quality prediction, a boosting weighted partial least squares method is proposed. Process variables at each time interval are automatically weighted according to their contributions to quality, while the boosting technique is adopted to further improve the predictions. Application results show the advantages of the proposed method comparing to conventional multivariate statistical models.
INTRODUCTION
In order to meet ever-changing market demands, batch processes have been widely applied in modern industries, for its flexibility in the production of high-value-added products. The requirements of consistent and high product qualities from the customers inspire the quality-related research of batch processes. Since most of the batch processes are lack of online quality measurements, quality prediction based on multivariate statistical methods has attracted great attention.
In batch processes, product qualities are usually cumulatively determined by dynamic trajectories of process variables. Moreover, batch processes are time-varying in nature, implying that process variables may have different impacts on end-qualities at different time intervals. To achieve better quality prediction, these two effects should be reasonably treated in the process modeling procedure.
Multiway partial least squares (MPLS) (Nomikos and MacGregor, 1995a ) is the most popular multivariate statistical method for batch process quality prediction, which treats the entire batch data as a single object in process modeling. The cumulative effects of variable profiles and process dynamics on product qualities can then be described. However, in conventional MPLS, process data at each time interval are scaled to zero mean and unit variance, regardless of their different importance to quality prediction. Multiblock PLS methods (Wangen and Kowalski, 1989; Wold et al., 1996; Westerhuis et al., 1998) may be adopted to solve this problem by allocating different weights to different blocks. However, the block division usually depends on the prior process knowledge which may be unavailable or insufficient in practice. Moreover, the multiblock PLS methods do not answer the question on how to calculate the values of weights assigned to the blocks. For better prediction, Chu et al. (Chu et al., 2004) integrated the bootstrapping technique with the variable selection method to eliminate unimportant predictor variables from the original data set. In the viewpoint of variable weighting, this method weights the selected predictors with value 1 and the eliminated predictors with value 0. This is an extreme case in variable weighting, where the weights can be selected as continuous non-negative values. Such type of variable selection cannot accurately reflect the relative importance of the time intervals in a batch process and may lead to information loss. Besides, discontinued selection of the predictor variables along operation time may occur, which do not have any physical meaning. In 2005, Lu and Gao (Lu and Gao, 2005) proposed a phase-based quality prediction method, which can be named as sub-PLS. Although this method has several attractive features, there are still shortcomings. For online quality prediction, sub-PLS mainly utilizes static process information on each time interval, while the information of process dynamics and the cumulative effect is largely ignored. In addition, the transitions between phases, which may significantly affect product qualities, are not identified or modelled by sub-PLS. Recently, a variable-weighted PLS method was developed to choose variable weights using optimization technique (Xu et al., 2007) . However, such method may not be suitable for batch process modeling. In a batch process model, there may be thousands of predictors, causing heavy computation burden in solving the optimization problem. Furthermore, over-optimization may occur, which leads to unreasonable weighting results and prediction models with poor generalization capability.
Boosting (Duffy and Helmbold, 2002 ) is a general method for improving the accuracy of any given learning algorithms, which creates a strong learner (accurate prediction model) with a set of successively constructed weak learners (inaccurate prediction models). During the modeling process, the weights on different samples can be updated according to the prediction errors of previous models. However, the weights on different predictors are never adjusted. Therefore, the quality-irrelevant predictors and the predictors with low signal-to-noise ratio may affect the accuracy and the robustness of the model.
In this paper, a boosting weighted partial least squares (BWPLS) method is proposed for batch process quality prediction, which integrates the advantages of variable weighting and the power of boosting. In each iteration of the boosting procedure, continuous non-negative weights are assigned to different time intervals within the batch duration, reflecting the relative importance of the specific time intervals to quality prediction. These weights are statistically evaluated using F-statistic, which guarantees that the obtained weights are of engineering meaning. PLS weak learners are then successively built based on the weighted data. Finally, the batch process quality prediction model is represented as a sequential addition of the as-built weak learners. The proposed method considers both the cumulative effect and the time-varying effect in batch process quality prediction. The problem of phase-transition is also naturally solved. Meanwhile, the prediction accuracy and the resistance to overfitting are guaranteed attributing to the nature of boosting.
The paper is organized as following. In Section 2, the fundamentals are briefly introduced. Then in Section 3, the detailed procedure of the proposed BWPLS method is presented. Application results are shown in Section 4. Through the comparisons between the prediction results of different methods, the advantages of BWPLS are verified. Finally, conclusions are drawn in Section 5.
FUNDAMENTALS

PARTIAL LEAST SQUARES
PLS (Geladi and Kowalski, 1986; Hoskuldsson, 1988 ) is a statistical regression method modeling the relationship between two two-way matrices X and Y, which is particularly suitable when there is collinearity among the predictor variables in X. The equations are like below:
where (1) and (2) describe the outer relations; (3) describes the inner relations between X and Y; T, P and E are score matrix, loading matrix and residual matrix in X space; U, Q and F are score matrix, loading matrix and residual matrix in Y space, respectively; t i , p i , u i and q i are the corresponding vectors in T, P, U and Q matrices; A is the number of the retained latent variables (LVs); and
is the regression coefficient between the latent variables t i and u i . (1), (2) and (3) can also be summarized in a compact form as:
where Θ is a regression coefficient matrix.
Boosting for regression
The basic idea of boosting regression is to sequentially construct additive regression models by fitting a basic learner to the current residuals that are not fitted by previous models, and the final prediction G is a combination of a series of weighted regression models:
where
is the mth weak learner, and m β is the shrinkage value assigned to ( )
is the total number of weak learners. More details about the boosting regression models can be found in the survey paper written by Duffy and Helmbold (Duffy and Helmbold, 2002) .
BOOSTING WEIGHTED PARTIAL LEAST SQUARES
Time-slice weights calculation
As discussed in the introduction section, in a batch process, different time intervals may have different impacts on final product qualities, due to the time-varying characteristics of batch processes. Therefore, it is a natural idea to assign different weights to different time intervals to reflect their importance. In details, larger weights should be allocated to the time intervals with more predictive ability; and vice versa. However, here comes a question: "how to quantify the predictive ability of each time interval?" To answer this question, time-slice PLS models are built, and the F-statistic is utilized to evaluate their corresponding predictive abilities. The details are as following.
The process measurements collected from a batch process are usually represented by a three-way matrix
, where I is the number of total batches, J is the number of process variables, and K is the number of total sampling time intervals in a cycle. Without loss of generality, suppose that X has been normalized, so that the process data at each time interval have zero mean and unit variance. X is then split into K number of time-slice data matrices X k (I×J), where k=1,2,...,K. Time-slice PLS models can be built by regressing X k on the quality data vector y(I×1), which has a similar format to (4). The corresponding model prediction is: predictive ability of each time-slice model can be assessed based on the F-statistic:
where i is the index of batch run, y i is the real quality measurement, y is the average quality value across batches, and , i k y is the prediction at time k which is the ith row in ˆk y .
Since the F-statistic is always non-negative, F k can be directly set as the weights to be given to the corresponding time intervals. If one prefer to have weights with values from 0 to 1, the scaled values of F k can be utilized.
BWPLS modeling
If PLS is adopted as the basic learning algorithm in boosting, boosting PLS (BPLS) model is achieved, which is more resistant to overfitting and has at least comparable prediction ability with the conventional PLS (Zhang et al., 2005) . However, as discussed before, BPLS does not consider the importance of various predictors in the modeling procedure. Therefore, for better model robustness and prediction accuracy, it is worthwhile to propose an improved boosting regression algorithm which takes the predictor importance into consideration. Such a method is named as boosting weighted partial least squares (BWPLS).
With the same definition as in Section 3.1, ( ) I J K × × X represents the three-way matrix containing the normalized batch process data, and y(I×1) is the quality data vector. As in MPLS, X can be unfolded into a two-way matrix X(I×KJ) by keeping the dimension of batches and merging variable and time dimensions, where
and X k (k=1,2,...,K.) are the time-slice data matrices as before. Consider a boosting procedure with M number of iteration runs, the detailed algorithm is as follows.
Initialize the boosting prediction model G 0 as zero function. For m=1,2,...,M, repeat the steps below.
Step 1. Calculate the residual of the quality prediction:
Step 2. Build time-slice PLS models by regressing X k on res m y , where k=1,2,...,K.
Step 3. Calculate the F-statistic (F k , k=1,2,..., K) for the timeslice PLS models obtained in Step 2.
Step 4. Update the weighting matrix as Step 5. Weight the process data matrices by right multiplying X with the weighting matrix W m :
Step 6. Regress (1) to (4), and obtain the regression coefficient matrix m Θ .
Step 7. Based on the weighting matrix W and the regression coefficient matrix m Θ , the mth weak learner is formulated as:
Step 8. Update the boosting prediction model as:
where β is a shrinkage parameter, ranging from 0 to 1, to control the learning rate and resist overfitting.
After finishing M iteration runs, the final BWPLS prediction model G(X) is summarized as:
One may notice that only one quality variable is considered in the above procedure. If there are multiple quality variables, multiple BWPLS models can be built for the purpose of quality prediction.
Parameter determination and problem discussion
In the proposed BWPLS model, there are several parameters which should be determined, including the number of retained LVs in the weak learners, the number of boosting iteration runs (M), and the shrinkage values (β).
Similar to BPLS (Zhang et al., 2005) , each weak learner in BWPLS is a PLS model with single component, which means the LV number retained in each PLS weak learner is 1. It is not necessary to worry that too few LVs may degrade the 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 model prediction, since the final model is obtained through boosting which has the power to improve the model. Obviously, there is a trade-off in the selection of β and M, since both of them can affect the degree of fit and thus affect the best value for the other one (Friedman, 2001) . Choosing a smaller β may lead to lower possibility of overfitting. However, decreasing the value of β always leads to a larger value of M for achieving the same prediction performance, resulting in the increase of the computation burden. In an ideal situation, one needs to estimate the optimal values for both parameters simultaneously by minimizing a model selection criterion. In this paper, a less computational method suggested by Friedman (Friedman, 2001 ) is adopted. First, select the value of M which should be made as large as is computationally convenient. Then, the best value of β can be determined accordingly, which corresponds to the lowest root mean square error (RMSE) value obtained for the verification data. The formula of RMSE is:
where N is the number of batches in the verification data set, y i is the quality measurement in the ith batch, ˆ( )
the quality prediction for y i based on the BWPLS model, and x i is the unfolded process data vector in the ith batch.
As shown in (14), the BWPLS model utilizes the entire batch data as its input. As a result, the cumulative effect of process dynamics on final product qualities is modelled. In addition, the inclusion of the time-slice weights in the boosting iteration procedure reflects the time-varying effect of process variable trajectories on qualities. It is not necessary to conduct phase division in BWPLS, even if the target batch process has multiple phases. The quality-related phase features are automatically extracted by the time-slice weighting vectors, as illustrated with the case study in the next section. Since each time slice is separately weighted, the effect of the transitions between phases is naturally considered by the BWPLS model.
In online application of the BWPLS model, there is a problem that has to be addressed. Since (14) makes use of the entire batch data, future data estimation is necessary in online quality prediction. Nomikos and MacGregor (Nomikos and MacGregor, 1995b) have proposed some estimation strategies, which can also be adopted to solve the problem in BWPLS. Lu and Gao (Lu and Gao, 2005) once argued that it is better to avoid the future data estimation in quality prediction. However, online quality prediction methods based only on the past and current data may provide worse results, since such methods are based on a very strong hidden assumption that future operation has no influent on product qualities. Such an assumption is not valid in most cases.
CASE STUDY
Experiment setup
Injection molding, a typical batch process, is utilized to illustrate the effectiveness of the proposed quality prediction method. In each cycle of injection molding, there are a series of sequential steps, including filling, packing-holding, plastication, and cooling. Each step has unique nature of its own and has different impacts on product quality. The timevarying characteristics in such process are obvious.
In the experiments, high-density polyethylene (HDPE) is utilized as the feed material. Key process variables listed in Table 1 are measured online, while a quality variable, product weight, is measured at the end of each batch. A 3 3 full design factorial design of experiments (DOE) are conducted to excite the process and generate necessary regression information. The three factors to be designed are injection velocity, packing pressure and barrel temperature. The three levels of injection velocity are 25, 35 and 45 mm/s, while packing pressure is set to be 25, 30 and 35 bar, respectively. As the third factor in DOE, the barrel temperatures in the first two zones are set as the same values in each level. The three levels are 190, 200 and 210 ºC, respectively. Other operating conditions are as following. The setpoint of the barrel temperature in the third zone is 160 ºC. The packing-holding time is fixed as 5 seconds. The sampling interval is 50 ms. According to the DOE, there are 27 different treatment combinations, each with 10 repetitive experiments. Hence, process and quality data from totally 270 operation cycles are collected. Since the variations in injection velocities result in different filling time, data alignment (Nomikos and MacGregor, 1995b ) is conducted before modeling. 
Process modeling and analysis
Among the 270 batches, 135 batches are utilized as the training data set for process modeling, 54 batches are served as a verification data set for β value determination, and the remaining 81 batches are the test data to check the model predictive ability. Following the procedure described in Section 3.2, a BWPLS model is built. For easy computation, the number of boosting iteration runs (M) is selected as 38, while the shrinkage values (β) is determined as 0.1.
The time-varying process characteristics can be analyzed on the basis of the values of the F-statistics corresponding to each time-slice model. Fig. 1 shows the F-statistics calculated in the first boosting run. From the figure, it is clear that the whole batch can be divided into four parts along the operation time. From time intervals 1 to 47, the F-statistic 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012
values are very large, indicating the variable trajectories during this time range significantly affect the product quality (product weight). Such a finding is consistent with process knowledge. In injection molding, product weight is mainly determined by the melt injected into the mold cavity. Such injection actions happen in the filling step which lasts from the time intervals 1 to 47. Then, in the packing and holding step, from time intervals 48 to 204, the F-statistics becomes smaller and smaller along time. This is because that the gate between the runner and the cavity gradually freezes in this step. As the consequence, the impact of the variable trajectories on the product quality becomes more and more insignificant. After packing and holding, the operation conditions cannot really affect the product weights anymore, since the gate has frozen. However, the F-statistic values show that the information extracted from the plastication step from time intervals 205 to 300 is helpful in quality prediction. Thinking about the features of the process operation, one can find that such a result is still reasonable. By checking the regression coefficients of the time-slice models belonging to this time range, it can be found that the stroke contributes most to the prediction, followed by the barrel temperatures. During the plastication step, the screw moves backward to a pre-determined position. The stroke values measured in this step correlate to the distance of the screw movement in the filling step, which is a good indicator of the amount of the melt injected into the mold cavity. Moreover, the barrel temperatures, indicating the material density and the viscosity which affect the weights of the products, are tightly controlled with a closed-loop control algorithm during the entire batch duration. Therefore, these variables are also informative for quality prediction. After plastication, cooling action continues. In this step, the Fstatistic values are small, which means that the product quality cannot be well predicted using the time-slice information within this time duration. The above analysis shows that the F-statistics reveal the different importance of each time interval to product quality prediction and are suitable to be utilized as the weights in BWPLS modeling. (Stone, 1974) . The sub-PLS method divides the process into 5 phases, and then builds a phase model for each of them. The packing and holding step is divided into two phases, while other three phases corresponds to the other three steps. It can be observed in Fig. 2 that there are transition intervals between phases which cannot be identified or modelled well by sub-PLS. The comparison results of quality prediction are shown in the next section. 
Performance comparisons of different methods
For illustration, online quality prediction results for an arbitrary batch are plotted in Fig. 3 , where the square symbol at the end of the cycle represents the real quality measurement value; the solid curves, the dash curves and the curve with triangle symbols are the prediction results of BWPLS, MPLS and sub-PLS, respectively. In Fig. 3(a) and (b), the curves corresponding to the sub-PLS online predictions are same, since no future data estimation is made in sub-PLS. As seen in Fig. 3 , BWPLS outperforms the other two methods. Statistical comparisons are also provided below, where RMSE is utilized to evaluate the model prediction capabilities. The statistic for offline prediction can be calculated using (15), while the formula for online prediction is:
where k is the index of time interval, K is the total time intervals in a batch and other symbols has been defined in (15). The RMSE values of different models are listed in Table 2 , where "RMSE 1" comprises the RMSE values of the offline quality prediction results for the training data set, "RMSE 2" corresponds to the offline quality prediction for the test data set, "RMSE 3" and "RMSE 4" are the RMSE values of the online quality prediction for the test data set based on different future data estimation methods by filling the unknown data with 0 and current values, respectively. There is only one RMSE value for the sub-PLS based online quality prediction, since the future data estimation is not required and the online predictions are achieved using the phase models. From Table 2 , it is quite clear that BWPLS provides the smallest RMSE value in each column, which verifies that BWPLS outperforms the conventional multivariate statistical batch process models not only in offline quality prediction but also in online prediction.
Such results are not surprising, since MPLS does not consider the time-varying effect of variable trajectories on product qualities, while sub-PLS does not well reflect the cumulative effect in batch process quality prediction. 
