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1. Introduzione 
 
Le recenti analisi di convergenza d el reddito regionale hanno suscitato un rinnovato 
interesse per lo studio delle disparità di ricchezza territoriali italiane. Fra le principali evidenze 
empiriche vi è accordo nel rilevare l’incapacità da parte delle regioni meridionali di riuscire a 
colmare il divario di reddito che le separava dalle regioni più ricche.  
Le indagini hanno prevalentemente impiegato la metodologia parametrica della  
b-convergenza alla Barro,
1 che deriva direttamente dall’equazione che descrive la dinamica di 
transizione del  modello neoclassico standard, stimando la correlazione lineare cross-section 
presente fra il tasso di crescita medio del Pil pro-capite delle regioni italiane ed il loro livello di 
reddito iniziale. Il comportamento divergente evidenziato dalle regioni italiane implica che le 
economie povere, in media, non siano riuscite a crescere ad un ritmo più elevato di quelle ricche, 
impedendo la riduzione delle disparità iniziali. Il risultato non varia anche “aumentando” i 
regressori dell’equazione con alcune variabili condizionali, nel tentativo di cogliere diversi trend di 
crescita e di misurare mediante la stima del coefficiente b la velocità di convergenza media delle 
regioni verso i differenti percorsi di lungo periodo.
2 
Alcuni lavori hanno inoltre mostrato il comportamento cross-section convergente del Pil per 
occupato regionale, stimando un coefficiente  b negativo e significativo nell’equazione di 
convergenza (assoluta) della produttività aggregata.
3 
Le due conclusioni risultano contradditorie se vengono intrepretate alla luce della teoria 
neoclassica. Infatti, la divergenza del Pil pro-capite regionale, sia assoluta che condizionata, 
contraddice i risultati del modello di crescita di Solow, che predicono la convergenza assoluta nei 
tassi di crescita e condizionata nei livelli di reddito.
4 D’altro canto, l’applicazione della nuova teoria 
della crescita endogena, concentrando l’attenzione sui motivi che determinano il permanere di 
elevati differenziali di produttività fra le diverse economie, non è di aiuto nella spiegazione dei 
                                                                 
1 Barro e Sala-i-Martin (1991, 1995). 
2 Appare infatti confermata la b-divergenza nei tassi di crescita del Pil pro-capite regionale italiano, sia assoluta che 
condizionata alla Mankiw, Romer e Weil (Mauro e Podrecca 1994). In particolare l’accumulazione del capitale ed il 
capitale umano appaiono variabili condizionali poco significative e non robuste (Mauro e Podrecca 1994, Paci e 
Pigliaru 1995). Per una rassegna della letteratura su convergenza e capitale umano in Italia si veda Di Liberto (2001). 
Nello stesso contributo si propone un’analisi di convergenza condizionata con un indicatore dello stock di capitale 
umano di tipo panel, che suona come conferma dei risultati precedenti. L’analsisi su dati panel in Paci e Pigliaru (1999) 
mostra la presenza di un debole processo di convergenza assoluta del Pil pro-capite fino alla metà degli anni settanta, 
che si inverte nei due decenni successivi. 
3 La  b-convergenza nei tassi di crescita della produttività regionale italiana emerge dalle più recenti evidenze 
empiriche. Tuttavia, le stime del coefficiente b non sono robuste nel senso di Levine e Renelt (Mauro e Podrecca 1994) 
e non appaiono determinabili in modo univoco (Bianchi e Menegatti, 1997) ed il processo di convergenza assoluta si 
interrompe dopo la metà degli anni settanta (Paci e Saba 1988). Il risultato appare confermato con l’approccio panel in 
Paci e Pigliaru (1999). Per un’analisi critica della stima di convergenza su dati panel, si veda Durlauf e Quah (1999). 
4 Si veda, ad esempio, Boggio e Seravalli (1999), cap.7.   3 
differenziali di crescita territoriali, poiché il Pil per occupato regionale converge. Se si intende 
mantenere valida l’assunzione sulla piena occupazione, comune ad entrambi gli approcci, l’unica 
strada che rimane da percorrere per comprendere il diverso comportamento del tasso di crescita del 
prodotto pro-capite rispetto a quello per addetto, si deve basare sull’esistenza di differenziali di 
crescita di lungo periodo del tasso di attività, che per ipotesi si è posto uguale al tasso di 
occupazione. Alla luce della letteratura che si è occupata dello sviluppo economico italiano, ci 
appare palesemente irrealistico negare a priori la presenza di elevati differenziali di disoccupazione 
fra le diverse aree ed il loro incremento nel tempo.
5 
Nella prima parte del lavoro si approfondiranno le principali caratteristiche e le dinamiche 
delle distribuzioni regionali di Pil per occupato (sezione 2), tasso di occupazione (sezione 3) e Pil 
pro-capite (sezione 4), nell’arco di tempo 1963-96 ed in corrispondenza dei tre sottoperiodi, 1963-
73, 1973-85 e 1985-96, in quanto la corretta comprensione del ruolo svolto dalle differenti 
evoluzioni territoriali della capacità tecnologica di produrre ricchezza e della quota della 
popolazione impiegata nel processo produttivo nel determinare le variazioni della distribuzione 
regionale del reddito, non può prescindere dall’esplicita considerazione delle politiche territoriali e 
delle principali fasi attraversate dal processo di crescita economica italiano. I due decenni successivi 
alla fine del cosiddetto ‘miracolo economico’ segnano il progressivo rallentamento della crescita 
economica ed al 1973 si riconducono il peggioramento della congiuntura internazionale e 
l’aggravarsi delle tensioni sul mercato del lavoro, che evidenziano fenomeni di saturazione nelle 
regioni più industrializzate del Nord-Ovest e danno l’avvio ad un processo di decentramento 
territoriale verso l’area del Nord-Est e del Centro. Inoltre, dall’inizio degli anni settanta rallentano i 
flussi migratori interni, riducendo fortemente la mobilità dei lavoratori dalle regioni del Sud, che 
rimarrà assestata su livelli molto bassi negli anni successivi. Con il 1985 termina la lunga politica 
dei ‘poli di sviluppo’, caratterizzata dell’attuazione di un sistema di  incentivi e di obblighi alle 
imprese a favore dell’area meridionale, ed inizia la ‘fase degli attori locali’, che segna la completa 
affermazione delle regioni emergenti in un periodo complessivamente segnato dalle 
‘contraddizioni’ di una crescita nazionale più bassa rispetto alla media europea e da un incremento 
dei differenziali territoriali di ricchezza.
6 
Essendo opinione diffusa che emergano differenze non trascurabili di comportamento 
all’interno delle tradizionali ripartizioni territoriali, si applicherà una metodologia statistica non 
                                                                 
5 I divari regionali nella disoccupazione italiana sono documentati in numerose ricerche. Si veda, ad esempio, 
Attanasio e Padoa Schioppa (1991), Padoa Schioppa (1991), Bodo e Sestito (1991), Faini, Galli, Gennari e Rossi 
(1997). Brunello, Lupi e Ordine (2001) hanno mostrato come i differenziali territoriali, che apparivano divergenti già 
dalla metà degli anni sessanta, evidenzino un brusco incremento dopo la metà degli anni ottanta. 
6 Tamberi (2000), al quale si rimanda per un’analisi dettagliata della struttura territoriale dello sviluppo economico 
italiano.   4 
parametrica,
7 in grado di rilevare il comportamento relativo delle singole regioni in ciascuna delle 
tre distribuzioni, cogliendo le eventuali dinamiche non lineari presenti nei loro percorsi di crescita, 
possibili realizzazioni derivanti da fenomeni di complementarietà, esternalità e path-dependency. 
Infatti, la stima della  b-convergenza da indicazioni solo sul comportamento di una regione 
rappresentativa, poiché il segno negativo del coefficiente b implica che una media ponderata di 
economie con condizioni iniziali al di sopra della media cresca ad un tasso più piccolo della crescita 
media cross-section del campione.
8 Le regressioni standard (assolute e/o condizionate) non sono 
perciò in grado di identificare quelle regioni che stanno portando a termine con successo un 
processo di rincorsa se il campione comprende aree che convergono ed altre che divergono, in 
quanto mostrano solo se l’economia rappresentativa tende nel tempo al trend medio di crescita. 
L’eventuale riduzione della dispersione nei livelli di reddito indicata dall’analisi della  
s-convergenza, normalmente presentata assieme alla stima della regressione cross-section, 
rappresenta un passo in avanti per capire se le aree arretrate hanno avuto successo nella rincorsa 
verso le regioni avanzate.
9 Tuttavia, l’analisi di una sequenza di valori della deviazione standard 
coglie solo la dispersione attorno alla media in corispondenza di vari anni e non da informazioni 
sulle eventuali variazioni all’interno della distribuzione cross-section del reddito delle regioni lungo 
l’intervallo studiato.
 10 
Per comprendere appieno i percorsi seguiti dalle regioni italiane occorre infatti studiare 
l’evoluzione temporale dell’insieme cross-section di regioni, cercando di capire se prevale la 
persistenza – le posizioni relative delle regioni rimangono immutate nel tempo – oppure la mobilità 
                                                                 
7 Quah (1993, 1996 e 1997) e Durlauf e Quah (1999). 
La necessità di andare oltre le regressioni cross-section di convergenza è testimoniata dai primi tentativi di misurare 
mediante matrici di transizioni la mobilità delle regioni italiane presenti all’interno dei già citati lavori di Mauro e 
Podrecca (1994), Paci e Saba (1998) ed in Paci e Pigliaru (1999). Cellini e Scorcu (1997) hanno seguito una  via diversa 
mostrando, mediante l’utilizzo di test di convergenza sulle serie storiche della produttività regionale, l’esistenza di 
alcuni sottoinsiemi di regioni che convergono verso il medesimo trend stocastico. Caruso (1999) ha analizzato la 
convergenza della produttività all’interno di un approccio disaggregato che utilizza i test di radici unitarie su dati panel, 
confermando, per quanto riguarda i livelli complessivi, le conclusioni delle stime cross-section. 
Per ulteriori approfondimenti relativi all’analisi di convergenza con serie storiche, si vedano Bernard e Durlauf (1996) 
e Durlauf e Quah (1999). 
8 Bernard e Durlauf (1985). 
9 Ad esempio, Paci e Pigliaru (1999) mostrano una consistente riduzione della dispersione della produttività fra 
Centro-Nord e Sud fino alla metà del 1970 ed una sostanziale stabilità in seguito, mentre a partire dagli anni settanta si 
interrompe la riduzione dei divari Nord-Sud ed inizia il progressivo allargamento. Terrasi (1999) ha analizzato la 
convergenza regionale italiana del Pil pro-capite utilizzando il coefficiente di concentrazione di Theil, confermando 
l’inversione di tendenza verificatasi alla metà degli anni settanta. Tuttavia, anche questi approcci non riescono a rilevare 
l’evoluzione dell’intera distribuzione del reddito regionale (Overman e Puga 1999). 
10 Barro e Sala-i-Martin (1995) hanno mostrato come la  b-convergenza sia solo una condizione necessaria e non 
sufficiente della s-convergenza e l’impossibilità di ricavare dalla condizione che impone quest’ultima un’equazione da 
stimare indipendente dalla equazione standard. Quah (1996) ha mostrato come sia possibile costruire semplici modelli 
stocastici attorno all’equazione della dinamica di transizione neoclassica che descrivono comportamenti cross-section 
opposti della distribuzione, variando le condizioni iniziali e la varianza del residuo ma lasciando invariato il segno del 
coefficiente b. Possono perciò coesistere distribuzioni s-stazionarie o s-divergenti pur in presenza di b-convergenza, 
oppure s-convergenti in presenza di b-divergenza.   5 
– alcune regioni guadagnano posizioni sulla scala della ricchezza relativa mentre altre perdono 
terreno. Nel secondo caso occorre comprendere anche l a direzione dei movimenti delle regioni 
all’interno della distribuzione, per vedere se il reddito delle aree povere e di quelle ricche tende 
verso la media (convergenza), se si sono formati due  cluster di economie ai suoi estremi 
(polarizzazione) o più di  due cluster al suo interno (stratificazione).
11 La costruzione di catene 
(discrete) di Markov ci consentirà di studiare le dinamiche distributive del reddito relativo delle 
regioni italiane lungo tre decenni, superando i limiti delle analisi tradizionali e  aiutandoci a 
comprendere se la distribuzione territoriale della produttività, del tasso di occupazione e del reddito 
pro-capite rimangono nel tempo invariate oppure tendono a divenire puntuali, bimodali o 
multimodali. L’analisi di convergenza non parametrica va effettuata sui livelli (relativi) e non sui 
tassi di crescita (relativi) in quanto solo così la convergenza è univocamente determinata dal 
collassare della distribuzione verso la media mentre la divergenza è caratterizzata dall’allontanarsi 
della distribuzione dalla stessa, verso due o più picchi. Al contrario, utilizzando i tassi di crescita, 
una dinamica distributiva che presenti tassi regionali positivi e negativi può indicare sia l’avvenuta 
rincorsa che l’ulteriore allargamento del divario inziale.
12 Inoltre, la corrispondenza biunivoca fra i 
livelli e la posizione relativa nella scala della ricchezza permetterà di effettuare l’analisi 
condizionata del Pil pro-capite nella seconda parte del lavoro. 
Più in dettaglio, nella sezione (5) si analizzeranno le distribuzioni condizionate del Pil pro-
capite regionale, calcolate in base alle tradizionali ripartizioni geografiche proposte in letteratura. 
Ciò fornirà un metro di paragone per valutare nella sezione (6) la capacità esplicativa delle 
condizioni strutturali iniziali,
13 che indicando l’arretratezza relativa di una regione ma anche – e 
soprattutto – una potenziale fonte di convergenza della ricchezza pro-capite per le regioni followers, 
rappresentano un naturale candidato alla identificazione di club di convergenza. Coerentemente con 
l’analisi distributiva, si applicherà una metodologia di classificazione non parametrica, detta alberi 
di regressione,
14 per ottenere una partizione endogena delle regioni italiane omogenea nel livello 
finale del Pil pro-capite, in funzione delle quote iniziali dell’occupazione agricola e del valore 
aggiunto manifatturiero. La suddivisione così ottenuta verrà utilizzata per spiegare la dinamica 
distributiva stratificata del Pil pro-capite.  
 
                                                                 
11 Quah (1996). 
12 Overman e Puga (1999). 
13 Riferimenti obbligati sono i lavori di Lewis (1954) e Kaldor (1966, 1968). Si veda anche Kindleberger (1967). 
Sull’importanza dei cambiamenti strutturali nel processo di rincorsa, si vedano Syrquin (1988) e Abramovitz (1986).  
14 Durlauf e Johnson (1995) hanno utilizzato gli alberi di regressione per individuare diversi regimi di crescita cross-
country delle economie mondiali, rifiutando l’ipotesi di un unico modello lineare, ma mostrando come esistano quattro 
gruppi di paesi il cui tasso di crescita medio del Pil pro-capite è spiegato da altrettante funzioni di produzione, 
individuate da diverse combinazioni di livello di reddito e grado di istruzione iniziali.   6 
2. La dinamica distributiva del Pil per occupato regionale 
 
Nella presente sezione si applicherà la metodologia non parametrica delle catene di Markov 
all’analisi di convergenza della produttività regionale italiana.
15 Per ciascuna delle venti unità 
territoriali è disponibile una serie storica annuale del Pil per occupato per il periodo 1963-96.
16 
Volendo cogliere l’andamento relativo della produttività fra le regioni lungo un arco temporale di 
tre decenni, occorre isolare le variabili dall’andamento nazionale. Perciò si sono costruite le serie 
regionali del Pil per occupato relativo, ottenute dividendo i valori di partenza con il reddito per 
occupato medio. 
Le statistiche descrittive in tab.1 mostrano l’evoluzione media della distribuzione della 
produttività regionale relativa in corrispondenza degli anni 1963, 1973, 1985 e 1996. Nonostante la 
diversità delle tre fasi considerate, in ciascuno dei tre decenni considerati si è ridotto il range della 
distribuzione, con la progressiva diminuzione del massimo ed il continuo incremento del minimo. 
La diminuzione di oltre il 50% della deviazione standard nell’intervallo temporale analizzato 
evidenzia il forte calo della dispersione media, e suggerisce l’operare di un processo di convergenza 
nella produttività delle regioni italiane. 
 
 
Tab. 1: Statistiche descrittive della distribuzione del Pil per occupato relativo delle regioni italiane 
  1963  1973  1985  1996 
minimo  0,5929  0,6588  0,7210  0,8164 
massimo  1,4894  1,2969  1,2409  1,1816 
mediana  1,0241  1,0269  1,0225  0,9975 
media  1  1  1  1 
dev. standard  0,2360  0,1904  0,1480  0,1138 
 
Tuttavia, l’analisi preliminare dei momenti primi e secondi non è sufficiente per determinare 
le caratteristiche dell’evoluzione temporale dell’intera distribuzione nell’intervallo di tempo 
esaminato. Infatti, lo studio del comportamento regionale  medio non è in grado di fornire 
informazioni sulle variazioni di ciascuna unità territoriale rispetto alle altre, ossia se le regioni con 
                                                                 
15 L’appendice A1 fornisce una descrizione formale di una matrice di transizione discreta. 
16 La fonte dei dati utilizzati nel presente lavoro è la contabità regionale ricostruita da Prometeia. Le serie regionali 
della produttività sono calcolate come rapporto delle serie regionali del Pil (PIL) a prezzi costanti 1990 con le serie 
degli occupati (N). I risultati che si presentano in questa sezione rimangano validi se al numeratore del precedente 
rapporto si considera il valore aggiunto al costo dei fattori a prezzi 1990 (VAT), per eliminare l’influenza dei 
trasferimenti pubblici e della tassazione indiretta. Le conclusioni restano simili anche se al denominatore si sostuiscono 
gli occupati con le unita di lavoro totali (UTT), che come è noto, indicano, il numero di lavoratori necessari al processo 
di produzione qualora essi svolgano un orario pari a quello massimo previsto dai contratti. Tale valore risulterà 
rispettivamente maggiore o minore del numero di persone effettivamente occupate a seconda che si ricorra al lavoro 
straordinario o al part-time.   7 
bassa produttività inziale hanno guadagnato posizioni lungo la scala delle produttività relative 
oppure se nonostante la riduzione della dispersione media la gerarchia iniziale è rimasta invariata. 
L’applicazione delle catene discrete di Markov, misurando il grado di mobilità delle regioni 
lungo classi di produttività prefissate, consente proprio di rilevare la dinamica interna alla 
distribuzione della produttività regionale e mostra se nel tempo esse tenda a divenire puntuale, 
bimodale o multimodale. 
Per costruire la matrice di transizione della distribuzione del Pil per occupato relativo delle 
regioni italiane in tab.2 occorre fissare il numero di intervalli in cui suddividere i valori del reddito 
per occupato relativo e la loro dimensione.
17 Ciò delimiterà le soglie per l’analisi dei cambiamenti 
relativi delle regioni nei tre decenni considerati. La tab.2 descrive una catena di Markov a cinque 
stati, definiti dagli intervalli dei valori del Pil per occupato relativo indicati nella seconda colonna e 
nella prima riga: 0,5-0,78; 0,78-0,93; 0,93-1,07; 1,07-1,21; 1,21-1,5.  
Le righe della matrice si costruiscono contando, in corrispondenza di ogni stato, il numero 
di passaggi verso tutti gli stati (i cinque possibili esiti) delle regioni presenti in esso all’inizio di 
ogni transizione, dal 1963 al 1964, dal 1964 al 1965, e così fino al 1996 (le trentatre prove), e 
dividendo per il numero complessivo di passaggi.
18 Associando una probabilità maggiore o uguale a 
zero ad ogni possibile  esito, la distribuzione di frequenza così ottenuta dà conto del grado di 
mobilità delle regioni nell’arco di tempo esaminato.
19 
Lungo la diagonale principale della catena di Markov sono indicate le probabilità che gli 
esiti delle trentatre  prove annuali non comportino cambiamenti di  stato. Più sono elevate le 
probabilità maggiore sarà la persistenza della distribuzione. Al contrario, basse probabilità sulla 
diagonale evidenziano una elevata mobilità. 
Le celle della matrice di transizione al di fuori della diagonale principale mostrano invece le 
probabilità che gli esiti delle trentatre prove comportino una modifica dello  stato iniziale. Più 
                                                                 
17 La diversa numerosità in corrispondenza delle varie classi riflette il tentativo di cogliere correttamente l’effettivo 
andamento della distribuzione. È infatti noto come una scelta arbitraria degli intervalli possa distorcere la dinamica 
distributiva (Chung 1960). Per evitare questo inconveniente, le dimensioni degli intervalli sono state scelte in base 
all’esame degli istogrammi e ad un’attenta analisi delle principali caratteristiche delle funzioni (discrete) di 
distribuzione in corrispondenza di vari anni. Inoltre, si è effettuata un’analisi della dinamica distributiva con la 
metodologia dei kernel stocastici, che intuitivamente vanno intesi come l’equivalente continuo di una catena discreta di 
Markov, ossia come una matrice di transizione con infinite righe e colonne (Quah 1995), qui non mostrata, che ha 
evidenziato delle distribuzioni di densità di probabilità che presentano caratteristiche simili a quelle ottenute nell’analisi 
discreta. Ciò assicura che l’esame della dinamica distributiva all’interno di soli cinque stati sia in grado di cogliere gli 
aspetti salienti riguardo alla mobilità delle regioni all’interno delle distribuzioni di Pil per occupato, tasso di 
occupazione e Pil pro-capite. I calcoli sono stati effettuati con il software  TSRF realizzato da D.Quah, scaricabile 
dall’indirizzo http://econ.lse.ac.uk/
~dquah/. 
18 Ovviamente, la somma di ogni j-esima riga è pari, a meno di approssimazioni, all’unità. 
19 I numeri in parentesi tonda della prima colonna della tab.2 indicano il numero complessivo di transizioni annuali 
che hanno avuto inizio in quella classe. La loro somma per colonna è pari a 660, pari al prodotto delle 33 transizioni 
annuali con le 20 regioni. La diversa numerosità in corrispondenza delle varie classi riflette il tentativo di cogliere 
l’effettivo andamento della distribuzione, come spiegato nella nota 17.   8 
elevate sono le probabilità centrali di ciascuna riga, maggiore sarà la convergenza verso la media 
nazionale delle economie. 
Dall’esame dei valori delle probabilità sulla diagonale principale emerge chiaramente come 
sia ridotta la persistenza agli estremi della distribuzione. Infatti le probabilità che hanno le regioni di 
transitare dagli estremi della distribuzione verso le due classi di reddito, 0,78-0,93 e 1,07-1,21, 
sono pari rispettivamente al 21% e 16%, mentre le probabilità di essere attratte dalle stesse verso le 
due code sono rispettivamente del 7% e del 4%. La mobilità all’interno delle tre classi centrali è 
dell’ordine del 10%. Le regioni attratte verso di esse nell’arco delle trentatre prove tendono a 
rimanere al loro interno. 
 
Tab. 2: Matrice di transizione a cinque stati del Pil per occupato regionale relativo alla media. Periodo: 1963-1996.           
Periodo di transizione: annuale 
             
    £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
(76)  £  0,78   0,79  0,21       
(183)  0,78  - 0,93   0,07  0,83  0,10     
(153)  0,93  - 1,07    0,11  0,80  0,08   
(178)  1,07  - 1,21       0,08  0,88  0,04 
(70)  ‡ 1,21         0,16  0,84 
 
La dinamica di transizione della produttività regionale appare confermata dall’analisi della 
distribuzione ergodica in tab.3, che rappresenta la condizione di equilibrio statistico raggiunta dalla 
matrice in tab.2 con il procedere delle transizioni.
20 Infatti, le probabilità, indipendenti dalle 
condizioni iniziali, che una regione si trovi nel “lungo periodo” nelle due code della distribuzione 
sono molto ridotte, mentre risulta elevata la concentrazione della densità di probabilità attorno alle 
tre classi centrali. 
 
Tab. 3: Distribuzione ergodica della matrice di transizione del Pil per occupato regionale relativo alla media. Periodo: 
1963-1996. Periodo di transizione: annuale 
           
  £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
  0,099  0,293  0,259  0,280  0,070 
 
 
Si delinea quindi la presenza di un processo di convergenza nei livelli della produttività 
aggregata delle regioni italiane, poiché le regioni tendono a disporsi attorno alla media pur se 
all’interno di un range ancora elevato. 
                                                                 
20 Non è garantita a priori l’esistenza della distribuzione ergodica, in quanto essa dipende dalle caratteristiche della 
matrice di transizione che a sua volta rispecchia i dati utilizzati per costruirla.   9 
 Per meglio valutare le variazioni della posizione relativa delle regioni all’interno della 
distribuzione pare però opportuno calcolare una nuova matrice markoviana con un periodo di 
transizione più lungo, poiché quello annuale genera di norma un’eccessiva persistenza. 
La tab.4 presenta una matrice markoviana con un periodo di transizione decennale.
21 Si 
amplifica ulteriormente la mobilità della dinamica distributiva della produttività regionale, in 
quanto i valori sulla diagonale si sono ridotti in modo significativo, mentre è maggiore la 
probabilità che l’esito di ogni prova decennale determini un cambiamento di stato, soprattutto nella 
parte alta della distribuzione. La convergenza appare rafforzata dall’aumento della densità di 
probabilità attorno alla colonna centrale. 
 
Tab. 4: Matrice di transizione a cinque stati del Pil per occupato regionale relativo alla media. Periodo: 1963-1996.           
Periodo di transizione: 10 anni 
             
    £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
(65)  £  0,78   0,65  0,34  0,02     
(127)  0,78  - 0,93   0,02  0,76  0,21     
(110)  0,93  - 1,07    0,14  0,62  0,25   
(113)  1,07  - 1,21     0,01  0,17  0,80  0,03 
(65)  ‡ 1,21       0,05  0,42  0,54 
 
Aumentando il periodo delle prove, si conferma la tendenza delle regioni italiane ad 
allontanarsi dalla due code, resa già evidente dalla riduzione del range dalla seconda metà degli anni 
ottanta (tab.1), e ad essere attratte verso la media. Tuttavia, la convergenza nei livelli della 
produttività delle regioni italiane non è ancora completa. Proprio perciò appare importante capire 
quali sono le regioni che hanno colmato solo parzialmente il divario relativo e quali tendono invece 
a rimanere su posizioni più elevate della media. 
In sostanza, si tratta di confrontare in un’unica transizione i livelli iniziali e finali del Pil per 
occupato relativo delle regioni italiane nell’intero periodo (tab.5) e in ciascuna delle tre fasi 
considerate (tab.6, 7 e 8). 
Le colonne esterne vuote nella tab.5 evidenziano in modo chiaro la riduzione del gap di 
produttività iniziale delle regioni più arretrate del Sud e la tendenza a retrocedere verso la media 
delle economie con una produttività iniziale più elevata. Infatti, tutte le regioni del Sud si 
raggruppano nell’anno finale nella classe del Pil per occupato compresa fra il 78% ed il 93% della 
media, mentre le regioni più produttive del Nord, insieme al Lazio, si concentrano nella classe 
107%-121%.  
                                                                 
21 I numeri in parentesi tonda della prima colonna della tab.4 indicano il numero complessivo di transizioni decennali 
che hanno avuto inizio in quella classe. La loro somma per colonna è uguale a 480, pari al prodotto delle 24 transizioni 
decennali che si possono calcolare nel periodo studiato per le 20 regioni, a partire dal 1963.   10 
 
Tab. 5: Matrice di transizione a cinque stati del Pil per occupato regionale relativo alla media. Periodo: 1963-1996.  
           
  £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
£  0,78     MOL BAS CAL       
0,78  - 0,93     ABR CAM PUG 
SIC 
UMB MAR     
0,93  - 1,07     SAR  PIE  VEN EMI   
1,07  - 1,21       TRE TOS  FRI   
‡ 1,21       VAL  LOM LIG LAZ   
           
 
 
Tab. 6: Matrice di transizione a cinque stati del Pil per occupato regionale relativo alla media. Periodo: 1963-1973 
           
      £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
£  0,78  MOL BAS 
CAL 
       
0,78  - 0,93    UMB MAR 
ABR CAM  
PUG SIC 
     
0,93  - 1,07      PIE VEN EMI 
SAR 
   
1,07  - 1,21      TOS  TRE FRI   
‡ 1,21        LOM  VAL LIG LAZ 
 
 
Tab. 7: Matrice di transizione a cinque stati del Pil per occupato regionale relativo alla media. Periodo: 1973-1985 
           
  £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
£  0,78   BAS  MOL CAL       
0,78  - 0,93     CAM PUG SIC  UMB MAR 
ABR 
   
0,93  - 1,07       PIE VEN SAR  EMI   
1,07  - 1,21         LOM TRE FRI 
TOS 
 




Tab. 8: Matrice di transizione a cinque stati del Pil per occupato regionale relativo alla media. Periodo:1985-1996 
           
  £  0,78   0,78  - 0,93   0,93  - 1,07   1,07  - 1,21   ‡ 1,21  
£  0,78     BAS       
0,78  - 0,93     MOL CAM PUG 
CAL SIC 
MAR     
0,93  - 1,07     ABR SAR  PIE UMB     
1,07  - 1,21       TRE TOS  LOM VEN 
FRI LIG EMI 
LAZ 
 
‡ 1,21       VAL     
 
   11 
Nel periodo che intercorre dalla fine del miracolo economico all’acutizzarsi della crisi dei 
primi anni settanta, prevale la persistenza, poiché tutte le regioni si dispongono lungo la diagonale 
della tab.6, ad eccezione di Toscana e Lombardia che retrocedono alla classe precedente a quella 
iniziale. Durante gli anni settanta ed i primi anni ottanta appaiono chiaramente i progressi di Molise 
e Calabria, convergono verso la media le Marche (dal basso) ed il Piemonte (dall’alto), mentre 
retrocedono di una classe Ligura e Lazio. Ma è solo nell’ultimo decennio che si verifica l’uscita 
della Basilicata dalla coda inferiore e della Valle d’Aosta da quella superiore. Inoltre, si conferma il 
successo nella rincorsa delle Marche, e soprattutto si attestano stabilmente sopra la media nazionale 
Lombardia, Liguria e Friuli, raggiunti dalle restanti economie del Nord-Est, ad eccezione del 
Trentino, che ritorna verso la classe centrale. 
Tuttavia, nonostante si restringa il range della distribuzione, non tutte le regioni convergono 
alla produttività media in modo monotono. Infatti, Sardegna, Abruzzo e Umbria oscillano nei tre 
decenni considerati fra la seconda e la terza classe, mentre la Toscana si situa alternativamente fra 
la terza e la quarta. Inoltre, il comportamento delle aree del Nord-Est appare divergente, in quanto 
prima l’Emilia-Romagna e poi il Veneto transitano nella classe successiva pur partendo da  valori 
attorno alla media. 
L’analisi markoviana sui livelli della produttività regionale ha permesso di chiarire come, 
all’interno di una generale riduzione dei divari relativi, emergano tuttavia comportamenti diversi fra 
le varie aree territoriali, che non possono essere colti dall’approccio parametrico. Infatti, le regioni 
meridionali continuano ad occupare le ultime posizioni sulla scala ordinata delle produttività, 
mentre parte del Nord-Ovest si mantiene su livelli superiori alla media, raggiunto, a partire dalla 




3. La dinamica distributiva del tasso di occupazione regionale 
 
Prima di affrontare lo studio del Pil pro-capite, si concentra ora l’attenzione sulla dinamica 
distributiva del tasso di occupazione,
22 poiché un incremento dei divari regionali della quota della 
popolazione che partecipa al processo produttivo nelle regioni che sono riuscite a ridurre i gap nella 
capacità tecnologica di produrre ricchezza, potrebbe impedire di portare a termine con successo la 
loro rincorsa nei livelli di reddito. 
                                                                 
22 Le serie regionali del tasso di occupazione sono calcolate come rapporto delle serie regionali degli occupati (N) con 
le serie della popolazione presente (POPPRE), utilizzata dall’indagine sulle forze lavoro.   12 
Dalle statistiche introduttive riguardanti la distribuzione del tasso di occupazione regionale 
relativo mostrate in tab.9, emerge come la riduzione della dispersione media avviata nel primo 
decennio considerato si sia bruscamente interrotta nei primi anni ottanta, invertendo la tendenza 
nell’ultimo periodo. Il progressivo allargamento del divario fra gli estremi della distribuzione, 




Tab. 9: Statistiche descrittive della distribuzione del tasso di occupazione relativo delle regioni italiane 
  1963  1973  1985  1996 
minimo  0,6220  0,8200  0,7749  0,7132 
massimo  1,2143  1,1985  1,1636  1,2353 
mediana  1,0263  1,0040  1,0175  1,0125 
media  1  1  1  1 
dev. standard  0,1586  0,1126  0,1276  0,1805 
 
Passando ad esaminare la dinamica distributiva, la tab.10 mostra la catena di Markov a 
cinque stati con transizione annuale, con  le classi del tasso di occupazione relativo definite dai 
seguenti intervalli: 0,6-0,85; 0,85-0,95; 0,95-1,03; 1,03-1,14; 1,14-1,24. La mobilità delle regioni 
in corrispondenza degli estremi della distribuzione appare ridotta, soprattutto nella classe con più 
bassa occupazione, che presenta una probabilità sulla diagonale pari al 96%. Inoltre, la probabilità 
di retrocedere al primo gruppo (7%) è superiore a quella di transitare dallo stesso al secondo (4%). 
La parte centrale della distribuzione appare più mobile, ed evidenzia la tendenza della classe 
1,03-1,14 ad attrarre le regioni con tasso di occupazione uguale o maggiore della media nazionale. 
A differenza della dinamica distributiva della produttività, l’evoluzione temporale del tasso 
di occupazione relativo evidenzia la presenza di un livello di soglia, individuato all’interno della 
classe 0,85-0,95, che separa due percorsi opposti. Le regioni che registrano un tasso di occupazione 
iniziale al di sotto di tale livello vedono incrementare ulteriormente il divario relativo, mentre le 
regioni inizialmente al di sopra della soglia continuano a presentare livelli della domanda di lavoro 
pari o superiori alla media nazionale. 
 
Tab.  10: Matrice di transizione a cinque stati del tasso di occupazione regionale relativo alla media. Periodo: 1963-
1996. Periodo di transizione: annuale 
             
    £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
(114)  £  0,85   0,96  0,04  0,01     
(109)  0,85  - 0,95   0,07  0,83  0,09     
(133)  0,95  -1,03     0,07  0,83  0,11   
(188)  1,03  - 1,14      0,08  0,85  0,07 
(116)  ‡ 1,14        0,11  0,89 
                                                                 
23 Il processo risulta ulteriormente rafforzato dalla considerazione che il tasso di occupazione minimo iniziale, fatto 
registrare dalla Valle d’Aosta appare anormalmente basso rispetto ai valori degli anni vicini.   13 
 
L’esame della distribuzione ergodica in tab.11 conferma la dinamica emersa dall’analisi 
markoviana precedente. È infatti ridotta la probabilità che una regione, indipendentemente dalla sua 
posizione iniziale, si trovi nel “lungo periodo” nella classe 0,85-0,95 o nella coda superiore, mentre 
appaiono più elevate le probabilità nella coda inferiore e nella classe 1,03-1,14. 
 
Tab.  11: Distribuzione ergodica della matrice di transizione del tasso di occupazione regionale relativo alla media. 
Periodo: 1963-1996. Periodo di transizione: annuale 
               
  £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
  0,220  0,132  0,207  0,273  0,168 
 
La tab.12 descrive la dinamica distributiva con periodo di transizione decennale. A fronte di 
un rilevante incremento della mobilità complessiva, rimane immutata la persistenza delle probabiltà 
nella coda inferiore (93%). Anche a distanza di dieci anni, l’esito delle transizioni delle regioni 
appartenenti alla prima classe non varia ed inoltre parte di quelle appartenenti alla classe superiore 
retrocede allo stato precedente. Appare evidente la presenza di una discontinuità nel comportamento 
della distribuzione, che impedisce alle regioni con una domanda di lavoro iniziale molto bassa di 
convergere su livelli del tasso di occupazione più elevati. 
 
Tab.  12: Matrice di transizione a cinque stati del tasso di occupazione regionale relativo alla media. Periodo: 1963-
1996. Periodo di transizione: 10 anni 
             
    £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
(69)  £  0,85   0,93  0,06    0,01   
(96)  0,85  - 0,95   0,29  0,47  0,23  0,01   
(94)  0,95  -1,03   0,02  0,13  0,65  0,20   
(145)  1,03  - 1,14      0,16  0,61  0,23 
(76)  ‡ 1,14      0,04  0,26  0,70 
 
Ciò suona come una conferma del diverso comportamento della distribuzione del tasso di 
occupazione rispetto a quella della produttività delle regioni italiane che, come si vedrà nella 
prossima sezione, avrà importanti conseguenze sulla dinamica distributiva del Pil pro-capite. 
Diviene perciò rilevante individuare quali regioni risultino attratte nella trappola di bassa 
occupazione, descrivendo il percorso seguito dalla domanda relativa di lavoro delle singole regioni 
sull’intero periodo ed in corrispondenza di ciascuno dei tre decenni. 
L’elevata mobilità della distribuzione del tasso di occupazione relativo al di sopra della 
classe 0,85-0,95 è evidenziata nel tab.13 dal numero elevato di transizioni delle regioni al di fuori 
della diagonale principale.  
   14 
 
Tab. 13: La transizione del tasso di occupazione regionale relativo alla media. Periodo: 1963-1996. Periodo di 
transizione: 33 anni 
           
  £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
£  0,85   SIC SAR         VAL 
0,85  - 0,95   CAM PUG 
BAS CAL 
  LAZ ABR      
0,95  -1,03         TRE   
1,03  - 1,14      LIG UMB  FRI TOS   VEN  
‡ 1,14    MOL    PIE MAR   LOM EMI  
 
Le regioni del Sud, ad eccezione di Molise ed Abruzzo, hanno incrementato il divario nella 
domanda relativa di lavoro. Se Sicilia e Sardegna rimangono nella coda inferiore per tutti i tre 
decenni considerati, la Calabria viene attratta da essa nei primi anni settanta, mentre Campania e 
Puglia retrocedono dalla classe superiore dopo la seconda metà degli anni ottanta (tab.14,15,16). La 
Basilicata, che nel primo decennio si posizionava attorno alla media nazionale insieme all’Abruzzo 
fa registrare un declino costante.  
Rimangono pressoché stabili le posizioni di Abruzzo Umbria e Liguria, mentre il Molise 
evidenzia una progressiva discesa, posizionandosi al 1996 nella seconda classe o ccupazionale. 
Unica eccezione fra le regioni del Centro, le Marche rimangono fino al 1985 nella coda più elevata, 
retrocedendo in quella precedente solo nell’ultimo decennio considerato. 
Fra le rimanenti regioni del Nord-Ovest, che rimangono stabilmente su valori superiori alla 
media italiana, i migliori risultati sono ottenuti da Lombardia e Valle d’Aosta,
24 posizionate 
all’estremo superiore nell’ultimo decennio.  
Le migliori performance sono state realizzate dalle regioni del Nord-Est, progressivamente 
attratte verso la coda di destra della distribuzione, ad eccezione dell’Emilia-Romagna, che persiste 
nella classe occupazionale più elevata lungo l’intero periodo. 
 
Tab. 14: La transizione del tasso di occupazione regionale relativo alla media. Periodo: 1963-1973. Periodo di 
transizione: 10 anni 
           
  £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
£  0,85   SIC SAR       VAL    
0,85  - 0,95   CAL   LAZ CAM 
PUG 
ABR BAS     
0,95  -1,03         TRE   
1,03  - 1,14      LIG UMB  VEN FRI 
TOS  
  
‡ 1,14      MOL  PIE LOM   EMI MAR 
                                                                 
24 Il “salto” di quattro classi registato dalla Valle d’Aosta nel decennio 1963-1973, risulta influenzato dal valore 
anomalo registrato dall’occupazione relativa nel 1963. Utilizzando una media dei valori 1962 e 1964 esso si ridurrebbe 
solo ad un passaggio dalla quarta classe (1,03-1,14) alla quinta (>1,14).   15 
 
Tab. 15: La transizione del tasso di occupazione regionale relativo alla media. Periodo: 1973-1985. Periodo di 
transizione: 12 anni 
           
  £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
£  0,85   CAL SIC SAR         
0,85  - 0,95     CAM PUG    LAZ   
0,95  -1,03     BAS  LIG UMB ABR 
MOL 
   
1,03  - 1,14      FRI  PIE TRE VEN 
TOS 
VAL LOM 




Tab. 16: La transizione del tasso di occupazione regionale relativo alla media. Periodo: 1985-1996. Periodo di 
transizione: 11 anni 
           
  £  0,85   0,85  - 0,95   0,95  - 1,03   1,03  - 1,14   ‡ 1,14 
£  0,85   CAL SIC SAR          
0,85  - 0,95   CAM PUG 
BAS  
       
0,95  -1,03      MOL  LIG UMB ABR   FRI   
1,03  - 1,14      LAZ  PIE TOS  TRE VEN  
‡ 1,14        MAR  VAL LOM EMI  
 
Appare evidente come le regioni del Sud, che hanno solo parzialmente recuperato il divario 
nei livelli di produttività non siano riuscite a ridurre il gap iniziale nella domanda di lavoro, che anzi 
si è ulteriormente ampliato. Le uniche eccezioni, Abruzzo e Molise, partivano infatti già nel 1963 
da livelli rispettivamente attorno alla media o superiore ad essa. Al contrario, le regioni più 
dinamiche in termini di produttività relativa hanno registrato incrementi della domanda di lavoro 
superiori alla media. 
Chiarito il diverso comportamento del tasso di occupazione nelle regioni italiane rispetto 





4. La dinamica distributiva del Pil pro-capite regionale 
 
Dall’esame delle  due sezioni precedenti emerge l’esistenza di divari significativi di 
ricchezza fra le regioni italiane, peraltro già evidenziati in recenti lavori empirici effettuati con 
regressioni cross-section. In questa sezione si analizzerà la dinamica temporale della distribuzione   16 
del Pil pro-capite,
25 nel tentativo di mettere in luce quelle caratteristiche ancora non emerse nella 
letteratura, che si è di fatto limitata a rilevare la divergenza nei tassi di crescita regionali. 
La tab.17 mostra alcune semplici statistiche descrittive che riassumono il comportamento 
medio della distribuzione del reddito relativo in corrispondenza degli anni che sintetizzano le fasi 
principali dello sviluppo economico italiano. 
 
Tab. 17: Statistiche descrittive della distribuzione del Pil pro-capite relativo delle regioni italiane 
  1963  1973  1985  1996 
minimo  0,5946  0,6285  0,6301  0,5694 
massimo  1,5351  1,4570  1,4049  1,3499 
mediana  1,0217  1,0786  1,0945  1,0974 
media  1  1  1  1 
dev. standard  0,2914  0,2538  0,2462  0,2733 
 
Nel corso degli anni sessanta e settanta è diminuito il range della distribuzione del Pil pro-
capite, successivamente ampliatosi dopo il 1985, fino a divenire quasi doppio rispetto al range della 
produttività nel 1996. Il minimo nel 1996 è addirittura più basso rispetto all’anno iniziale, mentre il 
massimo si è progressivamente ridotto. La mediana si sposta nel tempo a destra della media 
nazionale. La deviazione standard si riduce in modo consistente fino al 1973, diminuisce 
leggermente fino alla metà degli anni ottanta per poi risalire nell’ultimo decennio. La diminuzione 
nel tempo della dispersione attorno alla media dei redditi pro-capite regionali fa supporre l’operare 
di un processo di convergenza che però si indebilisce negli anni settanta, per poi interrompersi dalla 
metà degli anni ottanta. 
Per evidenziare i movimenti relativi delle regioni all’interno della distribuzione,  si è 
costruita la catena di Markov con periodo di transizione annuale in tab.18, delimitando le cinque 
classi con i seguenti intervalli: 0,55-0,75; 0,75-0,96; 0,96-1,13; 1,13-1,26; 1,26-1,55.  
 
                                                                 
25 Le serie regionali del Pil pro-capite sono calcolate come rapporto delle serie regionali del Pil (PIL) a prezzi costanti 
1990 con le serie della popolazione residente a metà anno (POPCR), coerente con la contabilità regionale.  
I risultati sull’analisi di mobilità del Pil pro-capite rimangono validi anche sostituendo al denominatore le serie della 
popolazione presente (POPPRE), utilizzata per calcolare i tassi di occupazione. Le conclusioni sono confermate anche 
al netto dei trasferimenti pubblici e della tassazione indiretta, in quanto restano invariate quando si utilizza il valore 
aggiunto totale al costo dei fattori a prezzi 1990 (VAT) al posto del Pil.  
La presenza di una quota maggiore di lavoro nero nelle regioni meridionali rispetto al resto del paese potrebbe 
significare che la base occupazionale di queste regioni è più ampia di quella che appare nei dati. Per un 
approfondimento si vedano, ad esempio, Meldolesi (1998), Busetta e Giovannini (1998) e Padoa Schioppa Kostoris 
(1999). L’analisi della dinamica distributiva dei consumi finali pro-capite delle famiglie a prezzi 1990 (CF/POPCR) non 
presenta tuttavia differenze significative rispetto a quella del reddito pro-capite.   17 
Tab. 18: Matrice di transizione a cinque stati del Pil pro-capite regionale relativo alla media. Periodo: 1963-1996.  
           Periodo di transizione: annuale 
             
    £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
(177)  £  0,75   0,95  0,05       
(101)  0,75  - 0,96   0,08  0,90  0,02     
(104)  0,96  -1,13     0,01  0,89  0,10   
(170)  1,13  - 1,26       0,06  0,90  0,04 
(108)  ‡ 1,26         0,07  0,93 
 
 
L’esame delle probabilità di transizione della catena di Markov  della tab.18 mostra 
un’elevata persistenza della dinamica della distribuzione del Pil pro-capite relativo delle regioni 
italiane. 
Il 95% delle transizioni delle regioni iniziate con un Pil pro-capite inferiore al 75% della 
media italiana terminano nella stessa classe di reddito, mentre solo il 5% passa al gruppo 
successivo. La coda inferiore della distribuzione attrae le regioni appartenenti alla classe di reddito 
0,75-0,96 con una probabilità pari all’8% mentre solo il 2% transita verso la media. 
All’estremo opposto della distribuzione, il 93% delle regioni che all’inizio di ogni passaggio 
avevano un reddito iniziale superiore del 26% alla media rimangono nella coda superiore mentre 
solo il 7% retrocede alla classe precedente. 
La parte centrale della distribuzione, pur rimanendo sempre caratterizzata dalla presenza di 
probabilità elevate lungo la diagonale principale, si presenta più mobile. Le transizioni al di fuori 
della classe centrale sono quasi esclusivamente rivolte verso l’alto (10%), mentre risulta inferiore 
(6%) la probabilità del ritorno verso la media delle regioni appartenenti alla classe 1,13-1,26. 
È proprio questa mobilità che viene colta dalla distribuzione ergodica in tab.19. Sebbene, a 
conferma dell’elevata persistenza nelle code della distribuzione, siano attorno al 18% le probabilità 
delle regioni di trovarsi “nel lungo periodo” nelle due classi di reddito agli estremi, emerge la 
riduzione della densità di probabilità nella seconda classe ed il suo incremento nella quarta. 
 
Tab. 19: Distribuzione ergodica della matrice di transizione del Pil pro-capite regionale relativo alla media. Periodo: 
1963-1996. Periodo di transizione: annuale 
           
  £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
  0,174  0,100  0,205  0,335  0,186 
 
La distribuzione ergodica del Pil pro-capite si rivela molto simile a quella del tasso di 
occupazione. Emerge infatti la presenza di un trappola di povertà, determinata da un livello di 
soglia all’interno della classe 0,75-0,96, che impedisce la rincorsa verso il  livello di ricchezza   18 
medio alle regioni con reddito iniziale al di sotto di essa. Al di sopra di essa, le regioni tendono a 
transitare nella parte alta della distribuzione.  
L’ulteriore conferma della diversità della dinamica distributiva del Pil pro-capite rispetto a 
quella del Pil per occupato, arriva dall’esame della catena di Markov con periodo di transizione 
decennale in tab.20. 
 
Tab. 20: Matrice di transizione a cinque stati del Pil pro-capite regionale relativo alla media. Periodo: 1963-1996.  
Periodo di transizione: 10 anni 
             
    £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
(131)  £  0,75   0,89   0,11        
(75)  0,75  - 0,96   0,21   0,65   0,13      
(76)  0,96  -1,13        0,71   0,29    
(123)  1,13  - 1,26       0,15   0,70   0,15  
(75)  ‡ 1,26         0,20   0,80  
 
Nonostante si incrementi la mobilità complessiva, le regioni che si trovano nelle due code 
della distribuzione all’inizio di una transizione, hanno un’elevata probabilità, pari rispettivamente 
all’89% e all’80% di rimanere bloccati dopo dieci anni negli estremi. 
La coda inferiore attrae circa il 20% dei passaggi delle regioni appartenenti alla classe 
0,75-0,96, mentre solo il 13% transita verso la media dopo dieci anni. Al contrario, ben il 29% 
delle transizioni che in un decennio iniziano  attorno alla media terminano dopo dieci anni nel 
gruppo con reddito superiore. Si ripropone con forza la presenza di una discontinuità nel 
comportamento della distribuzione, che impedisce alle regioni con reddito molto basso di 
convergere verso la media. 
A conclusione dell’analisi markoviana si può affermare che il comportamento asimmetrico 
della dinamica distributiva del Pil pro-capite riveli un processo di  stratificazione, più che di 
polarizzazione, con la presenza di un picco di probabilità in corrispondenza della quarta classe di 
reddito e con probabilità elevate sia nella classe centrale che nelle code. 
Diviene perciò rilevante individuare quali regioni vengono attratte dai tre distinti picchi 
della distribuzione, considerando i cambiamenti della posizione relativa delle regioni nella scala 
della ricchezza, sull’intero periodo ed in corrispondenza di ciascuno dei tre decennni. 
Dall’esame della tab.21 appare evidente la persistenza delle regioni del mezzogiorno nella 
parte bassa della distribuzione del reddito. All’interno di questo gruppo, Basilicata, Calabria e 
Sicilia sono sempre rimaste bloccate nella coda della distribuzione in ognuna delle transizioni 
decennali considerate (tab.22, 23 e 24). La Campania è stata attratta nel gruppo delle regioni più 
povere alla fine del primo decennio, mentre la Sardegna, rimasta fino al 1985 nella seconda classe 
di reddito, è retrocessa al primo nell’ultimo decennio. Nonostante il miglioramento fatto registrare   19 
nel primo decennio, la Puglia è ritornata dopo il 1973 nella coda inferiore, rimanendo confinata 
nell’estremo più povero anche negli anni successivi. Evidentemente, l’aumento del divario relativo 
nella domanda di lavoro delle aree più povere ha più che compensato la parziale riduzione del gap 
di produttività. 
 
Tab. 21: La transizione del Pil pro-capite regionale relativo alla media. Periodo: 1963-1996. Periodo di transizione: 33 
anni 
           
  £  0,75   0,75  - 0, 96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
£  0,75   PUG BAS 
CAL SIC 
ABR MOL       
0,75  - 0,96   CAM SAR    UMB     
0,96  -1,13       MAR  VEN FRI   
1,13  - 1,26       TOS    TRE EMI 
‡ 1,26       LAZ  PIE LIG  VAL LOM 
 
Abruzzo e Molise sono le uniche regioni del Sud che transitano stabilmente nella seconda 
classe, la prima già a partire di primi anni settanta, mentre la seconda solo dopo la metà degli anni 
ottanta. In effetti, a differenza delle altre regioni meridonali, l’Abruzzo ha mantenuto il tasso di 
occupazione nell’intero periodo attorno alla media nazionale, mentre il Molise, dopo aver registrato 
una forte riduzione della domanda di lavoro relativa nel primo decennio è riuscito ad arrestarne la 
diminuzione nell’ultimo periodo. 
All’altro estremo della distribuzione, la Valle d’Aosta e la Lombardia hanno registrato un 
reddito superiore al 25% della media nazionale in tutti i tre decenni considerati mentre Emilia-
Romagna e Trentino sono state attratte nel gruppo più ricco, dopo i primi anni settanta la prima e 
dopo la metà degli anni ottanta la seconda. Friuli e Veneto hanno migliorato la posizione relativa 
partendo da livelli di reddito medi, transitando nella quarta classe di reddito, rispettivamente, nel 
primo e nel secondo decennio. Nonostante la parziale erosione del vantaggio relativo nella 
produttività, gli elevati livelli occupazionali registrati nell’intero periodo h anno consentito alle 
regioni più industrializzate del Nord di mantenere la posizione più alta nella scala del Pil pro-capite, 
mentre l’incremento della domanda di lavoro rispetto alla media nazionale ha permesso all’area del 
Nord-Est di raggiungerla stabilmente. 
   20 
 
Tab. 22: La transizione del Pil pro-capite regionale relativo alla media. Periodo: 1963-1973. Periodo di transizione: 10 
anni 
           
  £  0,75   0,75  - 0, 96  0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
£  0,75   MOL BAS 
CAL SIC 
ABR PUG       
0,75  - 0,96   CAM  UMB SAR       
0,96  -1,13       VEN MAR  FRI   
1,13  - 1,26       TOS  TRE EMI   
‡ 1,26         PIE LAZ  VAL LOM LIG 
 
 
Tab. 23: La transizione del Pil pro-capite regionale relativo alla media. Periodo: 1973-1985. Periodo di transizione: 12 
anni 
           
  £  0,75   0,75  - 0, 96  0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
£  0,75   CAM BAS 
CAL SIC 
MOL       
0,75  - 0,96   PUG  ABR SAR  UMB     
0,96  -1,13       MAR  VEN TOS   
1,13  - 1,26         PIE TRE FRI 
LAZ 
EMI 
‡ 1,26         LIG  VAL LOM 
 
 
Tab. 24: La transizione del Pil pro-capite regionale relativo alla media. Periodo: 1985-1996. Periodo di transizione: 11 
anni 
           
  £  0,75   0,75  - 0, 96  0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
£  0,75   CAM PUG 
BAS CAL SIC 
       
0,75  - 0,96   SAR  ABR MOL       
0,96  -1,13       UMB MAR     
1,13  - 1,26       TOS LAZ  PIE VEN FRI 
LIG 
TRE 
‡ 1,26           VAL LOM EMI 
 
Le rimanenti regioni del Nord-Ovest, Piemonte e Liguria, sono retrocesse dall’estremo 
superiore che occupavano all’inizio degli anni sessanta alla quarta classe di reddito, la prima già nel 
decennio successivo, mentre la seconda dopo gli anni settanta. A fronte di un comportamento simile 
nella dinamica distributiva della ricchezza, appaiono parzialmente diversi i percorsi seguiti dalle 
due aree nelle dinamiche di produttività e domanda di lavoro. Il Piemonte ha mantenuto nell’intero 
periodo un livello di Pil per occupato in linea con la media italiana, mentre ha registrato una 
dinamica più sostenuta del tasso occupazionale. Al contrario, la Liguria ha registrato una domanda 
di lavoro nella media nei tre decenni considerati, mentre ha conservato un vantaggio relativo in 
termini di produttività.    21 
Le elevate frequenze dei passaggi individuate dalle matrici di transizione precedenti in 
corrispondenza della quarta classe di reddito, hanno evidentemente colto le numerose transizioni 
registrate dall’ascesa delle regioni del Nord-Est e dal declino di parte dell’area del Nord-Ovest. 
Nella classe centrale di reddito si assiste invece ad una progressiva convergenza verso la 
media di Umbria (dal basso) e Toscana (dall’alto), che ricalca la rispettiva dinamica distributiva 
della produttività. Il Lazio, regione ad elevata terziarizzazione pubblica, che all’inizio degli anni 
sessanta si attestava nella coda superiore, ha registrato il calo più vistoso, retrocendendo di due 
classi di reddito, nonostante il miglioramento evidenziato nel tasso di occupazione relativo. Infine, 
le Marche rimangono posizionate attorno al valore nazionale in ciascuno dei tre decenni, grazie al 
recupero registrato nei livelli di produttività e al permanere del tasso occupazionale al di sopra della 
media italiana. 
L’analisi markoviana sui livelli del Pil pro-capite regionale ha permesso di rilevare i percorsi 
differenziati seguiti dalle singole regioni, migliorando il quadro complessivo che emerge dalla 
letteratura, che si limita a prendere atto della non significatività del coefficiente associato alla  
b-convergenza e dell’incremento della dispersione media a partire dai primi anni settanta. Infatti, a 
fronte di un evidente processo di polarizzazione nelle due code della distribuzione, che opera lungo 
l’intero periodo esaminato, non mancano tuttavia alcuni comportamenti convergenti e si è in grado 
di interpretare la stratificazione emersa dall’elevata concentrazione di probabilità registrata in 




5. La distribuzione condizionata del Pil pro-capite regionale rispetto alle tradizionali 
ripartizioni geografiche 
 
L’analisi della dinamica distributiva del Pil pro-capite delle regioni italiane ha chiarito il 
percorso seguito dalle principali aree territoriali nei tre decenni studiati. Il Sud è rimasto in gran 
parte bloccato nella coda di sinistra della distribuzione, nonostante due regioni meridionali abbiano 
registrato una riduzione nei divari di ricchezza relativi. All’estremo opposto, alcune regioni del 
Nord-Ovest hanno mostrato una elevata persistenza nella coda di destra della distribuzione, che ha 
progressivamente attratto l’area del Nord-Est. Per un gruppo limitato di regioni, appartenenti a 
diverse aree territoriali, si assiste alla convergenza verso la media.   22 
In relazione al dibattito sugli aspetti territoriali dello sviluppo italiano,
 in questa sezione ci 
proponiamo di analizzare la capacità di alcuni raggruppamenti territoriali di condizionare la 
dinamica distributiva. 
In particolare, la tab.25 mostra la distribuzione condizionata in base all’ipotesi del dualismo 
Nord-Sud, la tab.26 descrive la distribuzione condizionata rispetto alla ripartizione territoriale 
Nord-Ovest, Nord-Est, Centro, Sud e Isole, mentre la tab.27 si fonda sul raggruppamento delle 
regioni confinanti, basata sul ruolo delle esternalità derivanti dalla prossimità geografica.
 26 
Le catene markoviane in tab.25, 26, 27 sono matrici di transizione simili alla tab.18, ma che 
assumono un diverso significato: anziché misurare la dinamica temporale di una distribuzione, esse 
indicano quanto il raggruppamento territoriale utilizzato per condizionarla modifica la dinamica 
stessa. Ciascuna matrice di transizione condizionata mostra come varia la dinamica distributiva del 
Pil pro-capite regionale in tab.18, quando si considerano separatamente le regioni appartenenti ai 
diversi gruppi, rivelando perciò se le regioni convergono all’interno di ciascuna ripartizione 
territoriale. 
Più in dettaglio, il primo passo per ottenere la matrice di transizione condizionata consiste 
nel costruire delle nuove serie storiche del Pil pro-capite relativo per ciascuna regione, normalizzate 
con la media dei redditi pro-capite delle regioni che appartengono alla medesima area geografica, 
ad esempio, nella tab.25, le regioni settentrionali e quelle meridionali.
27 Le probabilità di 
transizione della matrice condizionata si ottengono semplicemente contando i passaggi annuali di 
stato di ciascuna regione dalla serie originale del Pil pro-capite (normalizzata rispetto alla media 
italiana) alla serie del Pil pro-capite condizionato (normalizzata rispetto all’area geografica di 
appartenenza). 
Di conseguenza, l’interpretazione della matrice di transizione condizionata va così 
modificata: associando una probabilità maggiore o uguale a zero ad ogni possibile esito, essa dà 
conto della diversità della dinamica distributiva originale per effetto del condizionamento. 
Lungo la diagonale principale della matrice condizionata (tab.25)  sono indicate le 
probabilità che, per ciascun anno, gli esiti delle trentatre prove della distribuzione originale siano 
uguali agli esiti delle trentare prove annuali della distribuzione condizionata. Più sono elevate le 
probabilità lungo la diagonale più  la dinamica della distribuzione originale è simile a quella 
condizionata. Viceversa, tanto più la matrice di transizione è diversa dalla matrice unità, tanto più la 
distribuzione condizionata sarà diversa da quella originale. 
Le celle della matrice di transizione al di fuori della diagonale principale mostrano invece le 
probabilità che, per ogni anno, gli esiti delle trentatre prove della distribuzione originale siano 
                                                                 
26 Per una rassegna sulla New Economic Geography si veda Schmutzler (1999).   23 
diversi dagli esiti delle trentare prove annuali della distribuzione condizionata. Più elevate sono le 
probabilità centrali di ciascuna riga, maggiore sarà la convergenza condizionata. 
Nella tab.25, che misura la capacità dell’ipotesi del “dualismo Nord-Sud” di condizionare la 
dinamica distributiva del Pil pro-capite della tab.18, le probabilità lungo la diagonale principale si 
riducono quasi a zero, ad indicare un’estrema diversità della distribuzione di partenza rispetto a 
quella che distingue esplicitamente le regioni del Nord da quelle del Sud. Non tutte le probabilità 
più elevate si concentrano nella colonna centrale, anche se ad eccezione della classe centrale, esse 
appaiono comunque elevate. Ciò implica che il dualismo Nord-Sud spiega una buona parte della 
dinamica distributiva del Pil pro-capite, ma non è in grado di condizionare l’intera distribuzione. 
 
Tab. 25: Matrice di transizione condizionata a cinque stati della distribuzione del Pil pro-capite regionale relativo alla 
suddivisione “Nord-Sud”. Periodo: 1963-1996. Periodo di transizione: annuale 
             
    £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
(183)  £  0,75     0,59  0,41     
(103)  0,75  - 0,96   0,05  0,09  0,43  0,24  0,19 
(108)  0,96  -1,13     0,99  0,01     
(174)  1,13  - 1,26     0,11  0,89     
(112)  ‡ 1,26       0,50  0,43  0,07 
 
Nonostante la persistenza nelle due code della distribuzione in tab.18 sia scomparsa, 
suddividere le regioni fra Nord e Sud non spiega completamente gli scarsi risultati delle regioni più 
arretrate, in quanto la probabilità più elevata (59%) è associata alla colonna della classe 0,75-96 
anziché a quella centrale. Inoltre la distribuzione condizionata in base all’ipotesi del dualismo non 
riesce a cogliere adeguatamente il comportamento delle regioni con reddito attorno alla media, 
alcune meridionali ed altre settentrionali, che appare sottostimato dalla probabilità praticamente 
unitaria (99%) associata alla colonna della classe 0,75-96. Infine, la mancata distinzione della 
diversità di comportamento all’interno delle regioni settentrionali, determina la presenza di una 
probabilità elevata (43%) alla destra della colonna centrale. 
La distribuzione condizionata della tab.26 raggruppa le regioni in base alla ripartizione 
territoriale Nord-Ovest, Nord-Est, Centro, Sud e Isole. Questo condizionamento permette di 
spiegare in modo più soddisfacente il comportamento delle regioni appartenenti alle classi centrali e 
anche di quelle incluse nella parte alta della distribuzione, in quanto le rispettive probabilità sulla 
colonna centrale sono ora pari al 56% e al 81%. Ciò consente di tener conto del successo registrato 
nei tre decenni considerati dalle regioni del Nord-Est e della tendenza a convergere verso la media 
nazionale delle economie del Centro. 
                                                                                                                                                                                                                       
27 Anziché utilizzare la media nazionale come per le matrici di transizione precedenti.   24 
Tab. 26: Matrice di transizione condizionata a cinque stati della distribuzione del Pil pro-capite regionale relativo alla 
suddivisione “Nord Ovest – Nord Est – Centro – Sud”. Periodo: 1963-1996. Periodo di transizione: annuale 
 
             
    £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
(183)  £  0,75     0,59  0,41     
(103)  0,75  - 0,96     0,14  0,43  0,24  0,19 
(108)  0,96  -1,13     0,44  0,56     
(174)  1,13  - 1,26     0,45  0,50  0,05   
(112)  ‡ 1,26       0,81  0,16  0,02 
 
Infine, appare invece una spiegazione solo parziale quella mostrata dalla distribuzione 
condizionata in base alla prossimità geografica (tab.27).
28 A ben vedere, la discreta convergenza 
della parta alta della distribuzione conferma l’esistenza di esternalità positive derivanti dalla 
vicinanza di regioni con un livello di benessere medio-alto, mentre la situazione rimane 
parzialmente bloccata nella coda inferiore, che rimane perciò molto simile alla distribuzione 
originale. Di conseguenza, la variazione della posizione relativa nella scala della ricchezza delle 
regioni con reddito iniziale inferiore alla media è ascrivibile a fattori diversi da quelli della 
prossimità geografica. 
 
Tab. 27: Matrice di transizione condizionata a cinque stati della distribuzione del Pil pro-capite regionale relativo alla 
suddivisione “regioni confinanti ”. Periodo: 1963-1996. Periodo di transizione: annuale 
             
    £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
(183)  £  0,75   0,21  0,49  0,30     
(103)  0,75  - 0,96     0,95  0,05     
(108)  0,96  -1,13     0,40  0,55  0,06   
(174)  1,13  - 1,26     0,32  0,53  0,10  0,05 
(112)  ‡ 1,26     0,01  0,62  0,31  0,06 
 
L’evoluzione regionale della ricchezza pro-capite sembra più complessa di quanto possa 
apparire da una interpretazione in termini di ‘dualismo’ o ‘neodualismo’ Nord-Sud e non viene 
colta nella sua interezza nemmeno dalla prossimità geografica delle regioni. Emerge l’esigenza di 
considerare una ripartizione che tenga conto di almeno quattro diversi  club di convergenza:
29 il 
Nord-Ovest, protagonista dell’industrializzazione degli anni cinquanta, il Nord-Est, il cui sviluppo 
emerge spontaneamente grazie a fattori interni ad esso, il Centro, probabilmente il gruppo meno 
omogeneo al suo interno ed il Sud che, salvo due eccezioni, dopo aver effettuato una parziale 
rincorsa ha registrato un ulteriore incremento del divario. 
                                                                 
28 Ovvero “chi confina con chi”. La prossimità geografica mostra un’elevata capacità di condizionare la distribuzione 
del reddito nele regioni europee (Quah  1997) e anche quella del tasso di disoccupazione (Overman e Puga 1999). 
Se da un lato, il numero limitato di regioni italiane tende in questo caso a rendere meno significativo questo tipo di 
condizionamento, dall’altro, come apparirà chiaro nella prossima sezione, la spiegazione condizionale che si intende 
proporre nel presente lavoro si fonda su variabili che meglio si prestano ad un’intrepretazione economica. 
29 Baumol (1986).   25 
6. La distribuzione condizionata del Pil pro-capite regionale in base alle caratteristiche 
strutturali iniziali. 
 
Sebbene l’analisi della distribuzione condizionata del Pil pro-capite regionale relativo abbia 
evidenziato un buon potere esplicativo della ripartizione territoriale Nord-Ovest, Nord-Est, Centro e 
Sud, non soddisfa appieno l’utilizzo di un raggruppamento regionale di tipo geografico, non 
correlato a variabili esplicative economiche. 
All’inizio del periodo esaminato, l’economia delle regioni meridionali era prevalentemente 
agricola, sia in termini di occupazione che di valore aggiunto. La presenza di una significativa 
riserva di lavoro nel settore primario era del resto comune anche alle regioni ad uno stadio più 
avanzato di sviluppo del Centro ed a quelle che avevano già iniziato il processo di 
industrializzazione del Nord-Est.
30 
Le condizioni strutturali iniziali, che indicano l’arretratezza relativa di una regione ma anche 
– e soprattutto – una potenziale fonte di convergenza della ricchezza pro-capite per le regioni 
followers, rappresentano un naturale candidato alla identificazione dei diversi club di convergenza 
in grado di spiegare la dinamica distributiva stratificata del Pil pro-capite. 
In questa sezione si mostrerà come sia possibile suddividere le regioni in modo endogeno, in 
funzione delle loro caratteristiche strutturali iniziali. Si tratta di applicare una particolare tecnica di 
segmentazione,
31 detta alberi di regressione, che in base ad esse sarà in grado di suddividere 
progressivamente le venti regioni in sottogruppi omogenei nei livelli finali del Pil pro-capite 
relativo. In seguito, la suddivisione così ottenuta sarà utilizzata per testare la capacità delle 
caratteristiche strutturali iniziali di condizionare la distribuzione del Pil pro-capite nei tre decenni 
considerati. 
Più in dettaglio, si considera come variabile dipendente il livello cross-section del Pil pro-
capite regionale relativo nel 1996 e come variabili indipendenti le caratteristiche strutturali nel 
1963, misurate dalla quota regionale dell’occupazione agricola rispetto al totale e dal valore 
aggiunto industriale rispetto al valore aggiunto complessivo.
32 
                                                                 
30 La media della quota dell’occupazione agricola e manifatturiera rispetto al totale regionale delle quattro aree 
geografiche nel 1963 in termini di unità di lavoro è rispettivamente pari a: Nord-Ovest 17,1%, 31,8%; Nord-Est 24,5%, 
24,5%; Centro 29,7%, 23%; Sud e Isole 38,1%, 13,4%. In termini di valore aggiunto agricolo ed industriale, le 
percentuali di ciascuna area sono: Nord-Ovest 4,1%, 25,9%; Nord-Est 8,7%, 17,4%; Centro 6,6%, 15,7%; Sud e Isole 
13%, 7,8%. 
31 Steinberg, Dan e Phillip Colla, CART, Classification and Regression Trees, San Diego, CA, Salford Systems, 1998. 
Per approfondimenti metodologici, si veda Breiman e al. (1984). 
32 Le caratteristiche strutturali iniziali sono approssimate dai valori cross-section delle venti regioni riferiti al 1963 
delle seguenti variabili: quota dell’occupazione agricola rispetto al totale regionale, calcolata come unità di lavoro 
nell’agricoltura (UTA) / unità di lavoro totali (UTT); quota del valore aggiunto industriale rispetto al totale regionale, 
calcolata come valore aggiunto al costo dei fattori nell’industria in senso stretto (VAI) / valore aggiunto regionale al 
costo dei fattori (VAT).   26 
La metodologia è di tipo non parametrico, in grado di cogliere le non linearità presenti nei 
dati, ed utilizza un criterio di ottimizzazione che determina endogenamente i livelli di soglia delle 
variabili esogene che permettono di suddividere le regioni in vari gruppi.
33 La suddivisione in 
gruppi è un processo sequenziale di tipo gerarchico, che si visualizza in modo intuitivo lungo un 
albero binario, la struttura rappresentata in fig.1. Essa è costituita da un insieme finito di coppie di 
nodi (figli) che si dirama a partire dal primo nodo (padre), detto radice. I valori di soglia (split) 
sono quei livelli di una determinata variabile esplicativa che dividono in due le unità statistiche di 
un determinato nodo. Ripetendo la procedura per tutti i possibili split binari che si possono ricavare 
da ciascuna delle variabili indipendenti si giunge alla definizione dei nodi terminali (foglie). Il 
criterio di ottimizzazione dell’algoritmo garantisce una migliore omogeneità dei valori del Pil pro-
capite delle regioni appartenenti a ciasuno dei nodi terminali rispetto ai nodi che li hanno generati e, 
a maggior ragione, all’insieme originario di partenza. 
La fig.1 descrive graficamente l’albero di regressione ottimo. Il primo split suddivide le 20 
regioni in due nodi: la variabile scelta per lo split è la quota di occupazione agricola rispetto al 
totale regionale e il livello di soglia individuato è pari al 27,6%. Le dieci regioni che presentano una 
quota dell’occupazione nel settore primario inferiore a tale soglia transitano nel nodo di sinistra, 
mentre le restanti dieci si posizionano nel nodo di destra. 
Percorrendo il ramo di sinistra,
34 le quattro regioni che registrano una quota di occupati in 
agricoltura superiore al 22,9% compongono il nodo terminale 3. Le sei regioni rimanenti sono 
equamente ripartite nei primi due nodi terminali dalla soglia del 21,2% relativa alla quota del valore 
aggiunto industriale sul totale regionale.
35 
Procedendo sul ramo di destra dell’albero, il valore di soglia del 13,9% riferito alla quota del 
valore aggiunto manifatturiero suddivide le regioni inizialmente arretrate in due nodi terminali, il 
nodo 4, che contiene le otto regioni che presentano valori inferiori alla soglia e il nodo 5 che 
comprende le restanti due. 
 
                                                                 
33 Il criterio sequenziale garantisce l’applicabilità anche a piccoli campioni. Nell’appendice A2 si descrive in modo 
rigoroso il funzionamento dell’algoritmo. 
34 La variabile di split del primo figlio di sinistra è la stessa dello split precedente. Ad ogni passo successivo, la 
procedura cerca il livello di soglia ottima per tutte le variabili esogene, indipendentemente dal loro utilizzo per gli split 
precedenti. Ciò consente di cogliere eventuali non linearità presenti nei dati. 
35 Il criterio di ottimizzazione adottato dalla procedura produce in realtà una sequenza di alberi, ordinata in senso 
crescente rispetto alla complessità (numero dei nodi terminali). Ovviamente l’interpretazione dei risultati si complica se 
la ramificazione dell’albero diviene eccessiva. L’albero rappresentato in fig.1 è  ottimo in quanto minimizza la 
complessità a parità di potere discriminatorio. Ciò è reso possibile dalla potatura dell’albero, che si effettua procedendo 
a ritroso dall’albero di dimensioni massime, associando un costo ad ogni split successivo. L’albero in fig.1 corrisponde 
a quello di costo relativo minimo, pari a 0,476 (un costo relativo superiore all’unità implicherebbe l’inadeguatezza delle 
variabili esplicative nel suddividere l’insieme di partenza). Per ulteriori dettagli, si veda l’appendice A2.   27 
 















































£21,2% >21,2%  28 
La tab.28, evidenzia la rilevanza di entrambe le variabili esogene nel calcolo degli split che 
determinano la partizione delle regioni fatta pari a 100 quella della variabile più importante.
36 
 
Tab. 28: Legenda delle variabili esplicative e loro importanza nella regressione ad albero. Variabile dipendente: livello 
del Pil pro-capite relativo alla media italiana nel 1996. 
 
Variabili esplicative  Importanza 
Unità di lavoro nel settore primario sul 
totale regionale nel 1963 
100,00 
Valore aggiunto industriale sul totale 




La tab.29 indica la composizione dei nodi terminali della partizione ed i valori di soglia 
delle variabili indipendenti che li hanno determinati.
37 Trentino, Veneto, Friuli ed Emilia-Romagna 
(Nodo terminale 3) presentano una quota di occupati in agricoltura compresa fra le due soglie 
(22,9% e 27,6%) che le separano dalle rimanenti regioni del Nord e da Toscana e Lazio (nodi 
terminali 1 e 2), e dal resto del Centro e dal Sud (nodi terminali 4 e 5). Questi ultimi due gruppi 
sono ulteriormente raffinati dalle due soglie del valore aggiunto industriale nel 1963, diverse a 
seconda del grado di arretratezza iniziale, che separano nel ramo di sinistra Liguria Toscana e Lazio 
da Piemonte, Valle d’Aosta e Lombardia (21,2%) e Umbria e Marche dalle regioni meridionali 
(13,9%) nel ramo di destra. 
L’esame della tab.30 evidenzia l’elevato grado di omogeneità all’interno dei cinque nodi 
terminali, ordinati  in ordine decrescente rispetto al valore medio del Pil pro-capite delle regioni 
presenti. 
 
Tab. 29: Classificazione delle regioni italiane nei cinque nodi terminali e livelli di soglia (split) delle variabili 
esplicative ottenuti dalla regressione ad albero. Variabile dipendente: livello del Pil pro-capite relativo alla 
media italiana nel 1996. 
 
  Unità di lavoro nel settore 
primario sul totale  
regionale nel 1963 
Valore aggiunto 
industriale sul totale 
regionale nel 1963 
Nodo 1:  LIG TOS LAZ  £ 22,9 %  £ 21,2 % 
Nodo 2:  PIE VAL LOM  £ 22,9 %  > 21,2 % 
Nodo 3:  TRE VEN FRI EMI  22,9 % - 27,6 %   
Nodo 4: ABR MOL PUG CAM 
              BAS CAL SIC SAR 
> 27,6 %  < 13,9 % 
Nodo 5: UMB MAR  > 27,6 %  >13,9 % 
 
 
                                                                 
36 Per ottenere la tab.28, il software CART considera il contributo aggiuntivo che ciascuna variabile esplicativa da alla 
partizione, ogniqualvolta questa venga utilizzata al posto della variabile scelta per lo split di ogni nodo, lungo tutto 
l’albero.   29 
Tab. 30: Statistiche descrittive del grado di omogeneità dei nodi terminali rispetto ai valori della variabile dipendente, 
oridnati in senso decrescente: livello del Pil pro-capite relativo nel 1996 
 
  Nodo 3  Nodo 2  Nodo 1  Nodo 5  Nodo 4 
minimo  1,252  1,182  1,104  0,980  0,569 
massimo  1,350  1,322  1,150  1,091  0,886 
mediana  1,293  1,306  1,123  1,091  0,701 
media  1,288  1,270  1,125  1,036  0,699 
 
Dopo aver esaminato la composizione della partizione delle regioni ricavabile dalle 
condizioni strutturali iniziali, si intende mostrare quanto la stessa sia in grado di condizionare la 
dinamica dell’intera distribuzione del reddito. La distribuzione del Pil pro-capite condizionata in 
base all’arretratezza relativa e al grado di sviluppo del settore manifatturiero iniziali in tab.31 ha 
una buona capacità esplicativa della dinamica distributiva stratificata del Pil pro-capite, poiché la 
colonna centrale presenta probabilità elevate mentre risultano trascurabili le probabilità sulla 
diagonale principale. Sebbene la distribuzione di frequenze appaia molto simile alla matrice 
condizionata con la ripartizione territoriale Nord-Ovest, Nord-Est, Centro, Sud e Isole in tab.26, il 
risultato ottenuto consente di interpretare economicamente il condizionamento. 
 
Tab. 31: Matrice di transizione condizionata a cinque stati della distribuzione del Pil pro-capite regionale relativo alla 
partizione ricavata dall’albero di regressione. Periodo: 1963-1996. Periodo di transizione: annuale 
 
             
    £  0,75   0,75  - 0,96   0,96  - 1,13   1,13  - 1,26   ‡ 1,26  
(183)  £  0,75     0,59  0,41     
(103)  0,75  - 0,96     0,14  0,43  0,24  0,19 
(108)  0,96  -1,13     0,52  0,40  0,08   
(174)  1,13  - 1,26     0,39  0,61     
(112)  ‡ 1,26     0,03  0,79  0,18  0,01 
 
Hanno avuto successo, ossia sono state attratte dalla coda di destra della distribuzione, le 
regioni che alla fine del miracolo economico presentavano ancora una significativa riserva di lavoro 
in agricoltura (>22,9%) senza però avere una struttura produttiva eccessivamente dualistica 
(<27,6%). Hanno mostrato un’elevata persistenza nel gruppo più elevato di reddito le regioni che 
registravano una quota di valore aggiunto industriale superiore al 21,2% del totale regionale, mentre 
sono rimaste attorno alla media o hanno mostrato la tendenza a retrocedere verso di essa le regioni 
che nel 1963 si situavano al di sotto della stessa soglia. Infine, fra le regioni inizialmente più 
arretrate, hanno mostrato la tendenza a convergere verso la media quelle che presentavano una 
percentuale di valore aggiunto industriale superiore al 13,9%. 
                                                                                                                                                                                                                       
37 Nell’appendice A2 si descrivono i passi  della procedura necessari per giungere alla determinazione dei nodi 
terminali.   30 
Ne consegue che la capacità di risalire i gradini nella scala della ricchezza pro-capite di una 
regione o di rimanere nella parte alta della distribuzione è dipeso soprattutto dall’ampiezza del 
settore industriale all’inizio del periodo, che doveva superare un livello di soglia, diverso a seconda 
del grado di sviluppo raggiunto. Si conferma perciò la necessità da parte delle aree arretrate di 








L’analisi markoviana ha mostrato la parziale convergenza nei livelli del Pil per occupato 
delle regioni italiane nel periodo 1963-96, evidenziando la permanenza delle regioni meridionali 
nella parte inferiore della scala ordinata delle produttività ed il recupero superiore alla media 
dell’area del Nord-Est. L’andamento divergente del tasso di occupazione ha attratto le regioni del 
Sud nella coda inferiore, ad eccezione di Abruzzo e Molise, impedendo una riduzione significativa 
dei divari territoriali nel prodotto pro-capite. Di conseguenza, la dinamica distributiva del reddito 
pro-capite si presenta stratificata. Essa mostra infatti la presenza di due ‘picchi’ nelle code della 
distribuzione, che attraggono rispettivamente le regioni meridionali (ad eccezione di Abruzzo e 
Molise) e le economie più dinamiche del Nord-Ovest (Lombardia e Valle d’Aosta) e del Nord-Est 
(Emilia-Romagna e Trentino), assieme ad una terza concentrazione elevata di probabilità, situata 
nello stato (classe di reddito) intermedio fra la media italiana e la coda superiore, che coglie i 
progressi di Friuli e Veneto ed il parziale declino di Piemonte e Liguria. La complessa dinamica 
territoriale include anche la convergenza verso la media italiana di Umbria e Marche (dal basso) e 
di Toscana e Lazio (dall’alto). 
Grazie all’applicazione degli alberi di regressione, si è ottenuta una partizione endogena 
delle regioni italiane in base alle loro condizioni stutturali iniziali che ha una buona capacità 
esplicativa della dinamica distributiva del Pil pro-capite, fornendo un r isultato simile alla 
suddivisione geografica Nord-Ovest, Nord-Est, Centro, Sud e Isole. Si evidenziano cinque club di 
convergenza, che sottolineano la necessità da parte delle aree arretrate di raggiungere dimensioni 
produttive superiori ad una “massa critica” per poter innescare processi cumulativi di sviluppo. 
 
 
                                                                 
38 Si veda, su questo punto, Tamberi e Traù (1999).   31 
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Appendice A1. Le catene discrete di Markov 
 
Si consideri un sistema costituito da una sequenza X1, X2, X 3, …, di prove le cui possibili 
realizzazioni sono finite. Per definizione, dopo ciascuna prova lo stato del sistema sarà uno degli m 
esiti {a1, a2, …, am}. Sia aj l’esito della prova n-esima: il sistema è allora nello stato aj dopo la n-
esima transizione. Si assegni una probabilità Pij che l’esito aj si verifichi immediatamente dopo ai 
per ciascuna coppia di stati (ai, aj). Un processo stocastico di questo tipo è una catena di Markov se 
soddisfa la seguente proprietà: l’esito di ogni prova dipende solo da quello della prova 
immediatamente precedente e non anche dagli esiti delle prove anteriori ad essa.
39 
I valori Pij sono detti probabilità di transizione e possono essere rappresentati nella matrice 
di transizione in tab.1, nella quale a ciascun stato ai corrisponde la riga i-esima  (Pi1, Pi2, …,Pim): 
 
Tab. A1.1: La matrice di transizione di una catena discreta di Markov 





P P P a
P
P P P P a








2 22 21 2




La genrica Pi,j al di fuori della diagonale principale indica la probabilità che il sistema dopo 
una transizione passi dallo stato ai allo stato aj. La generica Pi,i sulla diagonale principale indica la 
probabilità che il sistema rimanga in ai alla transizione successiva. 
Ciascuna riga della matrice  T  è un vettore delle probabilità, composto da elementi non 
negativi con somma pari ad uno. La matrice T così definita è una matrice stocastica. 
Le n prove di una catena di Markov (finita) sono quindi una sequenza X1, X 2, X 3, …, di 
variabili casuali discrete, che possono assumere gli esiti {a1, a 2, …, a m} secondo m  vettori di 
probabilità (Pi1, Pi2, …,Pim) e che soddisfano la seguente proprietà: la distribuzione condizionale di 
Xn+1, dati X1, X2, X3, …, Xn, dipende solo dal valore di Xn e non anche dai valori di X1, X2, X3, .., Xn-1. 
Può essere utile chiedersi se il sistema, dopo un certo numero di transizioni, è in grado di 




la distribuzione di probabilità iniziale del sistema, che associa ad ogni possibile stato {a1, a2, …, am} 
le probabilità che il sistema si trovi in esso all’inizio del processo, ci si chiede se esiste un vettore di 
                                                                 
39 Per un’analisi formale, si veda Cox e Miller (1965).   36 
probabilità di equilibrio costante nel tempo, P1
(n), P2
(n), …,Pm
(n) che indica le probabilità di 
occupare “nel lungo periodo” ciascuno degli stati. I sistemi che ammettono l’esistenza e l’unicità 
della distribuzione  si dicono ergodici e il vettore P1
(n), P2
(n), …,Pm
(n) si definisce stazionario o 
ergodico, in quanto è indipendente dalle condizioni iniziali. In altre parole, se il processo iniziasse 
con la distribuzione P1
(n), P2
(n), …,Pm
(n), essa rimarrebbe invariata nelle transizioni successive. 
Intuitivamente, con il procedere delle transizioni il sistema tende alla distribuzione stazionaria in 
quanto l’effetto della distribuzione di probabilità iniziale si attenua al crescere del numero di prove 
del processo. Analiticamente, data la matrice di transizione T, il vettore della distribuzione ergodica 
P si ottiene calcolando l'autovettore riga corrispondente all'autovalore unitario della matrice (I-T), 
in quanto vale: P(I-T)=0. Perciò si ha  PT= P. 
Va peraltro ricordato che la distribuzione ergodica è semplicemente ricavata dai dati della 
nostra distribuzione di partenza, senza alcuna imposizione di esistenza o unicità.
40 Essendo (I-T) un 
sistema omogeneo di equazioni lineari, esso ammette, oltre alla soluzione nulla, anche soluzioni 
diverse da zero solo se il determinante  I-T è pari a zero. Per determinare l'autovettore delle 
probabilità di stato, fra gli infiniti autovettori che una matrice singolare presenta, si è imposto il 













                                                                 
40 Boggio ha mostrato in una nota (2001, mimeo) che una distribuzione ergodica esiste se e solo se la matrice di 
transizione è primitiva e da una condizione sufficiente affinché la stessa sia primitiva: la diagonale principale e le due 
diagonali ad essa adiacenti devono essere diverse da zero. Per una trattazione completa, ma  complessa, sul 
comportamento di lungo periodo dei modelli markoviani, si veda Futia (1982).   37 
 
Appendice A2. Gli alberi di regressione 
 
Sia yj una variabile dipendente a valori reali e xj un vettore di r variabili indipendenti reali xij 
(xij,…,xrj) rilevate sulla j-esima unità statistica (j=1,…,n). L’obiettivo di un albero di regressione 
consiste nel ricavare una partizione (ottima) delle n unità statistiche attraverso la costruzione di una 
funzione a valori reali d(xj) sullo spazio S˝R
r delle variabili esplicative. Per calcolare d(xj), detta 
regola di previsione, si suddivide iterativamente lo spazio S con una sequenza di split binari fino 
all'ottenimento dell'insieme dei nodi terminali. In ciascuno di essi, la regola di previsione d(xj) 
assegna un valore di yj costante a ciascuna unità statistica presente nel nodo.
41 
Per costruire la regola di previsione  d(xj)  si seguono i passi della seguente procedura 
gerarchica: 
 
(1) Calcolo della sequenza di split. 
Sia xij (xij,…,xrj) una variabile esplicativa appartenente al vettore xj. Si consideri una 
suddivisione iniziale dello spazio  si di  xij in due sottoinsiemi  si,a1 e  si,a2 secondo la 
seguente regola: " a˛si, se xij £ a si assegna l’unità statistica j al sottogruppo si,a1 mentre 
se xij > a si assegna l’osservazione j al sottogruppo si,a2. 
 
(2) Scelta del migliore split. 
Si ripeta la procedura (1) facendo variare a lungo si per tutti i possibili spazi si delle r 
variabili xij˛ xj. Ciò consentirà di calcolare una sequenza di tutti i possibili split binari 
rispetto a ciascuna variabile esplicativa. Per scegliere il migliore fra tutti i possibili split 
occorre definire un criterio di accuratezza che definisca la regola di previsione d(xj). 
  Adottando il criterio dei minimi quadrati ed indicando con 
1 , ˆ
a i b e 
2 , ˆ
a i b le stime OLS 
di  yj rispetto a  xj calcolate usando le osservazioni incluse in ciascuno dei due 
sottoinsiemi si,a1 e si,a2, la scelta del migliore split sarà determinata dal valore di soglia a 
della variabile xij che minimizza la somma degli errori quadratici medi (SEQ): 














a i j j
a s J
a i j j
i i
y y b b x x .       
 
Il calcolo della soglia di  split ottima permette di assegnare le osservazioni 
presenti nel nodo di partenza (padre) ai due nodi (figli).    38 
 
(3) Determinazione dei nodi terminali. 
Dopo aver ottenuto il primo split, si ripetono le procedure (1) e (2) in ciascuno dei 
figli creati, si,a1 e  si,a2. Si applicano iterativamente le procedure (1) e (2) sulle nuove 
coppie di nodi individuati dalla sequenza di split binari fino alla costruzione completa 
dell’albero di regressione. La regola di arresto della sequenza degli split, che consente di 
giungere all’individuazione dei nodi terminali (foglie), si attiva quando nessuna ulteriore 
suddivisione riduce ulteriormente la (SEQ) del nodo padre oppure quando il numero 
delle unità statistiche presenti in un nodo ha raggiunto un limite minimo. Indicando con 
TN l’insieme delle foglie si,N, la (SEQ) per l’insieme TN  è: 
 
A2.2  (SEQTN) = ( ) ￿ ￿
˛
-
N i N i s s J
N i j j y
, ,
2
, ˆ b x  
 
 
(4) Potatura dell’albero. 
Nella costruzione dell’albero descritta nelle tre fasi precedenti si è implicitamente 
assunto che agli split binari non fosse associato alcun costo. Ciò generalmente comporta 
un’eccessiva ramificazione dell’albero di regressione, creando problemi di 
interpretazione. La strategia del  pruning o potatura consiste nel partire dall’albero di 
dimensioni massime per poi sfrondarlo in modo da minimizzare la complessità a parità 
di potere discriminatorio. 
Si introduca un costo in termini di errore complessità  a per ogni  split binario,  
a￿(#(N)-1), indicando con #(N) il numero di nodi terminali di un albero. 
Dato un a, partendo da TN  e procedendo a ritroso lungo l’albero, si potano le coppie 
di foglie, raggruppando le osservazione nel rispettivo padre (che diviene nodo 
terminale), ogniqualvolta si verifica una riduzione in: 
 
A2.3   (SEQTN) + a (#(N)-1) 
 
Procedendo iterativamente, la potatura si interrompe quando non è possibile ridurre 
ulteriormente la A2.3. Sia T
*(a) l’insieme dei nodi terminali dell’albero che minimizza 
la A2.3. 
                                                                                                                                                                                                                       
41 Per approfondimenti si vedano Breiman e al. (1984), Grossi (2000) e l’appendice in Durlauf e Johnson (1995).   39 
Ripetendo la procedura (4) per tutti gli  a, con 0<a<¥, si ottiene una sequenza 
(ottima) di alberi, decrescente nella complessità, a cui corrisponde una sequenza di 
insiemi di nodi terminali T
*(a), che inizia con T
*(0)=TN, fino ad arrivare a T
*(¥)=T1, 
con T1 che rappresenta un singolo nodo contenente tutte le informazioni di partenza. 
Al migliore albero all’interno della sequenza ottimale è associato il costo o errore 
relativo minimo. Esso si ottiene calcolando per ogni T
*(a) la stima con il metodo della 
cross-validation, che consiste nel suddividere l’insieme S dei dati in V sottoinsiemi Sv, 
calcolando per ciascuno di essi la SEQ su S-Sv , (con v=1,…,V), ossia togliendo un 
insieme alla volta e sommando lungo tutte le osservazioni. L’albero ottimo è costituito 
dall’insieme di foglie T
*(a) che minimizza la stima cross-validation SEQ. 
 
Si dimostra che il metodo degli alberi di regressione è consistente, ossia, sotto alcune 
condizioni di regolarità, la regola di previsione stimata attraverso un insieme di ‘regressioni locali’ 











                                                                 
42 Breiman e al. (1984). La sequenzialità degli split, consentendo di esaminare solo un sottoinsieme per volta di tutti i 
possibili split, aggira il problema del curse of dimensionality (si veda su questo punto Härdle 1990) presente nelle stime 
non parametriche. Ciò lo rende particolarmente indicato per l’analisi di piccoli campioni. 