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Abstract
Let (σ1, σ2) 7→ D(σ1, σ2) be a scalar function such as the trace distance, the fidelity, and the
relative entropy, etc. For two given quantum states ρ1 and ρ2, we determine optimal bounds
for D(ρ1,Φ(ρ2)) for Φ ∈ S for different classes of functions D(·, ·), where S is the set of unitary
quantum channels, the set of mixed unitary channels, the set of unital quantum channels, and
the set of all quantum channels. Furthermore, we determine states σ = Φ(ρ2) that attain the
optimal values and discuss the uniqueness of such states.
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1 Introduction
In quantum sciences research, one often compares a pair of quantum states ρ1, ρ2 by considering
some scalar functions D(ρ1, ρ2). For instance, in quantum information and quantum control, one
would like to measure the ‘distance’ between a state ρ1 and another state ρ2 which go through a
quantum channel or a quantum operation Φ. Suppose quantum states are represented as n × n
density matrices, i.e., positive semi-definite matrices with trace one. The following measures are
often used [1, 2]:
(tr|ρ1 − ρ2|2)1/2, 1
2
tr|ρ1 − ρ2|,
√
2
√
1− tr|√ρ1√ρ2|, (1)
which are known as the Hilbert-Schmidt (HS) distance, the trace distance and the Bures distance,
respectively. Here |ρ| is the positive semidefinite square root of ρ†ρ. In particular, the Bures
distance is a function of the fidelity [3]
F (ρ1, ρ2) = tr|√ρ1√ρ2|. (2)
The purpose of this paper is to study the following.
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Problem 1.1 Let D be a scalar function on a pair of quantum states. Suppose ρ1, ρ2 are two
quantum states and S is a set of quantum channels. Determine the optimal bounds for D(ρ1,Φ(ρ2))
for Φ ∈ S, and also the states σ = Φ(ρ2) attaining the optimal bounds.
These optimal bounds provide insight on the geometry of certain sets of quantum states [4, 5]
and play an important role in quantum state discrimination [6, 7, 8]. Physically, if a quantum state
ρ2 goes through some quantum channel Φ, one would like to know D(ρ1,Φ(ρ2)) for another fixed
quantum state ρ1. If Φ is under our control, a solution to this problem can help us select Φ to
attain the maximum or minimum value for D(ρ1,Φ(ρ2)). On the other hand, if we only know that
Φ lies in a certain class of quantum channels, then the solution will tell us the range of values where
D(ρ1,Φ(ρ2)) lies.
Denote by Mn,Hn,Dn the set of n× n complex matrices, the set of n× n Hermitian matrices,
and the set of n × n density matrices, respectively. Then quantum channels are trace preserving
completely positive map Φ :Mn →Mn with the operator sum representation
Φ(X) =
r∑
j=1
FjXF
†
j for all X ∈ Mn, (3)
where F1, . . . , Fr ∈ Mn satisfy
∑r
j=1 F
†
j Fj = In. The map Φ is a unitary channel if r = 1 and F1
is unitary; it is a mixed unitary channel if every Fj is a multiple of a unitary matrix; it is unital if
Φ(In) = In.
In the next two sections, we will obtain results for two general classes of functions D(·, ·). The
first type of functions will cover the Hilbert-Schmidt (HS) distance and the trace distance. The
second type will cover the fidelity, the Bures distance, and also the relative entropy defined by
S(ρ1||ρ2) = trρ1(log ρ1 − log ρ2). (4)
For each class of functions, we will give the complete solution of Problem 1.1 when S is the set
of unitary quantum channels, the set of mixed unitary channels and the set of unital quantum
channels. These will be done in the next two sections. We also consider the set of all quantum
channels and obtain a complete answer for the first class of functions, and partial results for the
second class of functions. Some concluding remarks and future research directions will be mentioned
in Section 4.
In our discussion, we will let {E11, E12, . . . , Enn} denote the standard basis for Mn. By the
following result [9, Theorem 3.6], the solutions of Problem 1.1 are the same for the set of mixed
unitary channels and the set of unital channels.
Lemma 1.2 Let ρ, σ ∈ Dn. The following are equivalent.
1. There exists a mixed unitary quantum channel Φ such that Φ(ρ) = σ.
2. There exists a unital quantum channel Φ such that Φ(ρ) = σ.
3. λ(σ) ≺ λ(ρ).
4. There are unitary U1, . . . , Un ∈Mn such that σ = 1n(U †1ρU1 + · · ·+ U †nρUn).
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2 Schur-Convex Functions
For p ≥ 1, define the Schatten p-norm of a Hermitian matrix A by
‖A‖p = (tr|A|p)1/p. (5)
It is not hard to see that if A has eigenvalues a1, . . . , an, then
‖A‖p = ℓp(a1, . . . , an) =
{ n∑
j=1
|aj |p
}1/p
. (6)
The Hilbert Schmidt norm is ‖ · ‖2 and, up to a multiple, the trace norm is ‖ · ‖1.
In [4, Theorem 4], the authors observed that
max
U is unitary
‖ρ1 − Uρ2U †‖1 = ‖Λ↓(ρ1)− Λ↑(ρ2)‖1, (7)
and
min
U is unitary
‖ρ1 − Uρ2U †‖1 = ‖Λ↓(ρ1)− Λ↓(ρ2)‖1, (8)
where Λ↓(X) (respectively, Λ↑(X)) denotes the diagonal matrix having the eigenvalues of X as
diagonal entries arranged in descending order (respectively, ascending order).
Actually, the same result holds if one replaces ‖ · ‖1 by any unitary similarity invariant (u.s.i.)
norm ‖ · ‖, i.e., a norm ‖ · ‖ satisfying ‖UXU †‖ = ‖X‖ for all X ∈ Hn and unitary U ∈ Mn. To
describe the full generalization of the result, we need the notion of majorization and Schur-convexity.
One may see the excellent monograph [10] for the background. We give the basic definition in the
following to facilitate our discussion.
Recall that for x, y ∈ Rn, we say that x is majorized by y, denoted by x ≺ y if the sum of the
k largest entries of x is not larger than that of y for j = 1, . . . , n− 1, and the sum of the entries of
x equals to that of y. A function f : Rn → R is Schur-convex if f(x) ≤ f(y) whenever x ≺ y. It is
strictly Schur-convex if f(x) < f(y) whenever x ≺ y and x 6= y.
Denote by λ(X) = (λ1(X), . . . , λn(X)) the vector of eigenvalues of X ∈ Hn arranged in de-
scending order. In particular, if X ∈ Dn, then λ(X) is a vector in the set
Ωn = {(x1, . . . , xn) : x1 ≥ · · · ≥ xn ≥ 0, x1 + · · ·+ xn = 1}. (9)
We have the following.
Theorem 2.1 Suppose the function D : Dn ×Dn → R is defined by D(σ1, σ2) = d(λ(σ1 − σ2)) for
a Schur-convex function d : Rn → R. Then
max
U is unitary
D(ρ1, Uρ2U
†) = D(Λ↓(ρ1),Λ
↑(ρ2)), (10)
and
min
U is unitary
D(ρ1, Uρ2U
†) = D(Λ↓(ρ1),Λ
↓(ρ2)). (11)
The maximum is attained at Uρ2U
† if there exists a unitary V such that V ρ1V
† = Λ↓(ρ1) and
V Uρ2U
†V † = Λ↑(ρ2). The maximum is attained at Uρ2U
† if there exists a unitary V such that
V Uρ2U
†V † = Λ↓(ρ2). The converses of the two preceding statements are also true if d is strictly
Schur-convex.
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Theorem 2.1 provides a complete solution to Problem 1.1 for the the set S of unitary channels
if D(σ1, σ2) = d(λ(σ1−σ2)) for a Schur-convex function d(·). In particular, it provides information
about the state σ = Φ(ρ2) that attains the maximum and minimum values. For example, take
ρ1 = diag(.55, .45, 0) and ρ2 = diag(.35, .33, .32), and let ‖ · ‖ be any u.s.i. norm. Since all u.s.i.
norms are Schur-convex, then ‖ρ1 − ρ2‖ and ‖ρ1 − diag(.32, .33, .35)‖ will yield the minimum and
maximum values in the set {‖ρ1 − Uρ2U †‖ : U unitary}. Furthermore, if we choose a norm || · ||
that corresponds to a strictly Schur-convex function such as the Schatten p-norm for p ∈ (1,∞),
then the lower bound and upper bound can only occur at the matrices ρ2 and diag(.32, .33, .35),
respectively. On the other hand, for the Schatten 1-norm, i.e., the trace norm, the minimum may
occur at other matrices such as Uρ2U
† = diag(.33, .35, .32) and the maximum may occur at other
matrices such as Uρ2U
† = diag(.33, .32, .35). Another situation where the optimal is attained by
multiple states may arise when ρ1 has repeated eigenvalues. For example, if ρ =
1
nIn, then for any
Φ ∈ S, Φ(ρ2) attains the maximum/minimum.
Next, we turn to Problem 1.1 for the set S of mixed unitary channels and unital channels. By
Lemma 1.2, and the results in [11], we have the following solution of Problem 1.1 if D(σ1, σ2) =
d(λ(σ1 − σ2)) for a Schur-convex function d(·) and S is the set of mixed unitary channels or the
set of unital channels. Furthermore, as shown in Lemma 1.2, we can always construct the mixed
unitary channel of the form
σ 7→ 1
n
(U1ρU
†
1 + · · ·+ UnρU †n) (12)
for some unitary U1, . . . , Un ∈Mn.
Theorem 2.2 Suppose the function D : Dn × Dn → R is defined by D(σ1, σ2) = d(λ(σ1 − σ2))
for a Schur-convex function d : Rn → R. Let S be the set of mixed unitary channels or the set of
unital channels acting on Mn. Then
max
Φ∈S
D(ρ1,Φ(ρ2)) = D(Λ
↓(ρ1),Λ
↑(ρ2)) (13)
and
min
Φ∈S
D(ρ1,Φ(ρ2)) = D

Λ↓(ρ1),
n∑
j=1
djEjj

 , (14)
where (d1, . . . , dn) is determined by the following algorithm:
Step 0. Set (∆1, . . . ,∆n) = λ(ρ1)− λ(ρ2).
Step 1. If ∆1 ≥ · · · ≥ ∆n, then set (d1, . . . , dn) = λ(ρ1)− (∆1, . . . ,∆n) and stop.
Else, go to Step 2.
Step 2. Let 1 ≤ j < k ≤ ℓ ≤ n be such that
∆1 ≥ · · · ≥ ∆j−1 > ∆j = · · · = ∆k−1 < ∆k = · · · = ∆ℓ 6= ∆ℓ+1.
Replace each ∆j, . . . ,∆ℓ by (∆j + · · · +∆ℓ)/(ℓ − j + 1), and go to Step 1.
The maximum is attained at Φ ∈ S if there exists a unitary V satisfying V ρ1V † = Λ↓(ρ1) and
V Φ(ρ2)V
† = Λ↑(ρ2). The minimum is attained at Φ ∈ S if there exists a unitary V satisfying
V ρ1V
† = Λ↓(ρ1) and V Φ(ρ2)V
† = (
∑n
j=1 djEjj). The converses of the above two statements also
hold if d is strictly Schur-convex.
Here is an example illustrating the construction of the vectors (d1, . . . , dn) in the theorem.
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Example 2.3 Let ρ1 =
1
10diag(4, 3, 3, 0) and ρ2 =
1
10diag(5, 2, 2, 1).
Apply Step 0. Set (∆1, . . . ,∆4) =
1
10(4, 3, 3, 0) − 110 (5, 2, 2, 1) = 110 (−1, 1, 1,−1).
Apply Step 2. Change (∆1, . . . ,∆4) to
1
10(1/3, 1/3, 1/3,−1).
Apply Step 1. Set (d1, . . . , d4) =
1
10(4, 3, 3, 0) − 110 (1/3, 1/3, 1/3,−1) = 130(11, 8, 8, 3).
Finally, we consider the set S of all quantum channels. It is known that for any two quantum
states, there is a quantum channel sending the first one to the second one. We have the following.
Theorem 2.4 Suppose the function D : Dn × Dn → R is defined by D(σ1, σ2) = d(λ(σ1 − σ2))
for a Schur-convex function d : Rn → R. Let S be the set of all quantum channels acting on Mn.
Then
max
Φ∈S
D(ρ1,Φ(ρ2)) = D(Λ
↓(ρ1), Enn) and min
Φ∈S
D(ρ1,Φ(ρ2)) = D(ρ1, ρ1). (15)
The minimum is attained at Φ ∈ S if Φ(ρ2) = ρ1. The maximum is attained at Φ ∈ S if there
exists a unitary V satisfying V ρ1V
† = Λ↓(ρ1) and V Φ(ρ2)V
† = Enn. If, in addition, d is strictly
Schur-convex, then the converses of the two preceding statements are also true.
Proof. The conclusion on the minimum is clear. For the maximum, note that for any σ ∈ Dn,
k∑
j=1
λj(ρ1 − σ) ≤
k∑
j=1
λj(ρ1) +
k∑
j=1
λj(−σ) ≤
k∑
j=1
λj(ρ1) +
k∑
j=1
λj(−Enn) =
k∑
j=1
λj(Λ
↓(ρ1)− Enn)
for j = 1, . . . , n− 1, and ∑nj=1 λj(ρ1 − σ) = 0. Because d(·) is Schur-convex, the result follows. 2
3 Fidelity, relative entropy, and other functions
In this section, we consider Problem 1.1 for other functions including the fidelity
F (ρ1, ρ2) = tr
(√√
ρ2ρ1
√
ρ2
)
= ‖√ρ1√ρ2‖1 = tr|ρ1/21 ρ1/22 |, (16)
and the relative entropy
S(ρ||σ) = tr(ρ(log ρ− log σ)) = tr(ρ log ρ)− tr(ρ log σ). (17)
In [12, Theorem 2.1], it was shown that if S is the set of unitary channels, then
max
Φ∈S
F (ρ1,Φ(ρ2)) = F (Λ
↓(ρ1),Λ
↓(ρ2)) =
n∑
j=1
√
λj(ρ1)
√
λj(ρ2), (18)
and
min
Φ∈S
F (ρ1,Φ(ρ2)) = F (Λ
↓(ρ1),Λ
↑(ρ2)) =
n∑
j=1
√
λj(ρ1)
√
λn−j+1(ρ2). (19)
If S is the set of unital channels, it was also shown in [5, Corollary 2.4] that the above minimum is
also valid, but determining the maximum is an open problem.
In the following, we consider different functions f and g on quantum states and study upper
bounds and lower bounds for a function D : Dn ×Dn → R of the form
D(ρ1, ρ2) = trf(ρ1)g(Φ(ρ2)) and D(ρ1, ρ2) = tr|f(ρ1)g(Φ(ρ2))| (20)
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with Φ ∈ S for different sets S of quantum channels. The results will cover a number of important
functions in quantum information research, and the techniques based on the theory of majorization
can be further extended to other functions.
To present our results, we need some more definitions and results in majorization (see [10]) to
present our general theorem.
A scalar function f : [0, 1] → R can be extended to f : Dn → Hn such that f(σ) =
U †diag(f(µ1), . . . , f(µn))U if σ = U
†diag(µ1, . . . , µn)U , where U is unitary and µ1 ≥ · · · ≥ µn ≥ 0.
For two vectors x, y ∈ Rn, x is weakly majorized by y, denoted by x ≺w y if the sum of the k
largest entries of x is not larger than that of y for k = 1, . . . , n. Furthermore, for x, y ∈ Rn with
nonnegative entries, x is log majorized by y, denoted by x ≺log y if the product of the entries of x
is the same as that of y, and the product of the k largest entries of x is not larger than that of y
for k = 1, . . . , n− 1. It is known that x ≺log y then x ≺w y.
We have the following.
Theorem 3.1 Let f, g : [0, 1]→ R, ρ1, ρ2 ∈ Dn.
(a) If f(ρ1) and g(ρ2) have eigenvalues a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bn, then
min
U unitary
tr(f(ρ1)g(U
†ρ2U)) =
n∑
j=1
ajbn−j+1, max
U unitary
tr(f(ρ1)g(U
†ρ2U)) =
n∑
j=1
ajbj . (21)
The minimum is attained at a unitary U if and only if there exists a unitary V such that
V †f(ρ1)V = diag(a1, . . . , an) and V
†g(U †ρ2U)V = g(V
†U †ρ2UV ) = diag(bn, . . . , b1); The
maximum is attained at a unitary U if and only if there exists a unitary V such that V †f(ρ1)V =
diag(a1, . . . , an) and V
†g(U †ρ2U)V = g(V
†U †ρ2UV ) = diag(b1, . . . , bn).
(b) If f(ρ1) and g(ρ2) have singular values α1 ≥ · · · ≥ αn and β1 ≥ · · · ≥ βn, then
min
U unitary
tr|f(ρ1)g(U †ρ2U)| =
n∑
j=1
αjβn−j+1, max
U unitary
tr|f(ρ1)g(U †ρ2U)| =
n∑
j=1
αjβj . (22)
The minimum is attained at a unitary U if and only if there exists a unitary V such that
|V †f(ρ1)V | = diag(α1, . . . , αn) and |V †g(U †ρ2U)V | = |g(V †U †ρ2UV )| = diag(βn, . . . , β1);
the maximum is attained at a unitary U if and only if there exists a unitary V such that
|V †f(ρ1)V | = diag(α1, . . . , αn) and |V †g(U †ρ2U)V | = |g(V †U †ρ2UV )| = diag(β1, . . . , βn).
Proof. Let f(ρ1), g(ρ2) have eigenvalues a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bn, respectively. For any
unitary V ∈Mn satisfying V †f(ρ1)V = diag(a1, . . . , an), we have
tr(f(ρ1)g(U
†ρ2U)) = tr(diag(a1, . . . , an)V
†g(U †ρ2U)V ) = tr(diag(a1, . . . , an)g(V
†U †ρ2UV )).
By [10, II.9 Theorem H.1.g-h], we have
n∑
j=1
ajbn−j+1 ≤
n∑
j=1
ajdj ≤
n∑
j=1
ajbj. (23)
Evidently, the bounds are attained if the unitary matrices U have the said properties. Assertion
(a) follows.
Next, suppose f(ρ1), g(ρ2) have singular values α1 ≥ · · · ≥ αn ≥ 0 and β1 ≥ · · · ≥ βn ≥ 0,
respectively. Suppose f(ρ1)g(U
†ρ2U) has singular values s1, . . . , sn. By [10, II.9 Theorem H.1],
(α1βn, . . . , αnβ1) ≺log (s1, . . . , sn) ≺log (α1β1, . . . , αnβn), (24)
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and tr|f(ρ1)g(U †ρ2U)| =
∑n
j=1 sj satisfies
n∑
j=1
αjβn−j+1 ≤
n∑
j=1
sj ≤
n∑
j=1
αjβj . (25)
Suppose V ∈ Mn is unitary such that V †f(ρ1)V = diag(ξ1α1, . . . , ξnαn) with ξ1, . . . , ξn ∈ {−1, 1}.
One easily construct the unitary U ∈Mn so that g(U †ρ2U) attaining the lower and upper bounds.
Evidently, only those unitary matrices having the said properties will yield the optimal bounds.
Assertion (b) follows. 2
If S is the set of all unitary channels, then the lower bounds and upper bounds in Theorem
3.1 are attainable by trf(σ1)g(Ψ(σ2)) for some Ψ ∈ S. There are no restrictions to the real valued
functions f and g in Theorem 3.1. So, it can be applied to a wide variety of situations. For example,
if f(x) = g(x) =
√
x, we obtain the result for the fidelity function F (σ1, σ2) = tr|f(σ1)g(σ2)| and
conclude that for any unitary U ∈Mn,
n∑
j=1
[λj(ρ1)λn−j+1(ρ2)]
1/2 ≤ F (ρ1, U †ρ2U) ≤
n∑
j=1
[λj(ρ1)λj(ρ2)]
1/2. (26)
If f(x) = x and g(x) = log(x), then for any unitary U ∈Mn,
n∑
j=1
λj(ρ1) log λn−j+1(ρ2) ≤ tr(ρ1 log(U †ρ2U)) ≤
n∑
j=1
λj(ρ1) log λj(ρ2). (27)
Here we use the convention that 0 log 0 = 0 and a log 0 = −∞ if a ∈ (0, 1]. Applying this result to
S(σ1||σ2) = trσ1(log σ1 − log σ2), we have
n∑
j=1
λj(ρ1) log(λj(ρ1)/λj(ρ2)) ≤ S(ρ1||U †ρ2U) ≤
n∑
j=1
λj(ρ1)(log(λj(ρ1)/λn−j+1(ρ2)) (28)
for any unitary U ∈Mn.
Next, we consider the set S of mixed unitary channels and the set of unital channels. Given
ρ1, ρ2 ∈ Dn, from Lemma 1.2, the following statements are true.
(i) For any Φ ∈ S, we have λ(Φ(ρ2)) ≺ λ(ρ2).
(ii) If f(ρ1) has eigenvalues a1 ≥ · · · ≥ an ≥ 0, then for any (x1, . . . , xn) ≺ λ(ρ2), there is Φ ∈ S
such that
tr(f(ρ1)g(Φ(ρ2))) =
n∑
j=1
ajg(xj), and tr|f(ρ1)g(Φ(ρ2))| =
n∑
j=1
|ajg(xj)|. (29)
Hence, we have the following.
Theorem 3.2 Let f, g : [0, 1] → R, ρ1, ρ2 ∈ Dn, and Φ be a unital channel. Suppose f(ρ1) have
eigenvalues a1 ≥ · · · ≥ an, singular values α1 ≥ · · · ≥ αn, and ρ2 has eigenvalues b1 ≥ · · · ≥ bn.
(a) The best lower upper and upper bounds of
∑n
j=1 tr(f(ρ1)g(Φ(ρ2))) equal
inf
{ n∑
j=1
ajλn−j+1(g(σ)) : σ ∈ Dn, λ(σ) ≺ (b1, . . . , bn)
}
, (30)
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and
sup
{ n∑
j=1
ajλj(g(σ)) : σ ∈ Dn, λ(σ) ≺ (b1, . . . , bn)
}
, respectively. (31)
Suppose the function g(x) is increasing concave. Then the infimum value
∑n
j=1 ajg(bn−j+1)
is attainable, and a unital channel Φ will attain the infimum value if and only if there is a
unitary V satisfying V †f(ρ1)V = diag(a1, . . . , an) and V
†g(Φ(ρ2))V = diag(g(bn), . . . , g(b1)).
In particular, the infimum can be attained at a unitary channel.
(b) The best lower upper and upper bounds of
∑n
j=1 tr|f(ρ1)g(Φ(ρ2))|, respectively, are
inf
{ n∑
j=1
αjλn−j+1(|g(σ)|) : σ ∈ Dn, λ(σ) ≺ (b1, . . . , bn)
}
, (32)
and
sup
{ n∑
j=1
αjλj(|g(σ)|) : σ ∈ Dn, λ(σ) ≺ (b1, . . . , bn)
}
. (33)
If the functions f(x) and g(x) have non-negative values on [0, 1], then the lower and upper
bounds are the same as those in (a). If in addition that g is increasing concave, then the
infimum value
∑n
j=1 ajg(bn−j+1) is attainable, and the infimum will occur at Φ(ρ2) that satisfy
the same conditions described in (a).
Proof. (a) We may assume that V †f(ρ1)V = diag(a1, . . . , an). For any Φ ∈ S, we have
n∑
j=1
ajdj = tr(f(ρ1)g(Φ(ρ2))), (34)
where (d1, . . . , dn) are the diagonal entries of V
†g(Φ(ρ2))V . Hence, (d1, . . . , dn) is majorized by
λ(g(Φ(ρ2))), where λ(Φ(ρ2)) are majorized by (b1, . . . , bn). Similar to the proof of Theorem 3.1,
n∑
j=1
ajλn−j+1(g(Φ(ρ2))) ≤
n∑
j=1
ajdj ≤
n∑
j=1
ajλj(g(Φ(ρ2))) (35)
Hence the forms of the best lower upper and upper bounds of
∑n
j=1 tr(f(ρ1)g(Φ(ρ2))) holds. If g
is increasing concave, we can apply (vi) of Table 2 in [10, 3.B.2] to the negative of the function
ψ : (x1, . . . , xn) ∈ Ωn 7→
∑n
j=1 ajg(xn−j+1) to show that ψ is Schur-concave. Thus the minimum
occurs at (x1, . . . , xn) = (b1, . . . , bn).
(b) Note that the singular values of g(Φ(ρ2)) are γ1 ≥ · · · ≥ γn, which is a rearrangement of
|g(x1)|, · · · |g(xn)|, where x1, . . . , xn are the eigenvalues of Φ(ρ2) satisfies (x1, . . . , xn) ≺ (b1, . . . , bn).
Now, the eigenvalues of |f(ρ1)g(Φ(ρ2))| are the singular values of f(ρ1)g(Φ(ρ2)), which is log
majorized by (α1γ1, . . . , αnγn) and log majorizes (α1γn, . . . , αnγ1). Thus,
n∑
j=1
αjγn−j+1 ≤ tr|f(ρ1)g(Φ(ρ2))| ≤
n∑
j=1
αjγj. (36)
If f(x) has nonnegative values, then the eigenvalues of f(ρ1) are the its singular values, and the
same holds for g(Φ(ρ2)). Thus, the results in (a) applies. 2
We can specialize the result to the function f(x) = x and g(x) = log(x) to conclude that
n∑
j=1
λj(ρ1) log λn−j+1(ρ2)) ≤ trρ1 log Φ(ρ2)
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for any unital channel Φ, and hence
S(ρ1||Φ(ρ2)) = trρ1(log ρ1 − log Φ(ρ2)) ≤
n∑
j=1
λj(ρ1) log(λj(ρ1)/λn−j+1(ρ2)). (37)
For the Fidelity function
F (ρ1,Φ(ρ2)) = tr|ρ1/21 Φ(ρ2)1/2| (38)
we can deduce the following result in [5]
min
Φ∈S
F (ρ,Φ(σ)) = F (Λ↓(ρ),Λ↑(σ)) =
n∑
i=1
√
λi(ρ)
√
λn−i+1(σ). (39)
It was noted in [5] that the maximum value is not easy to determine. As shown in Theorem 3.2, the
upper bound of F (ρ1,Φ(ρ2)) = tr|ρ1/21 Φ(ρ2)1/2| is the same as the upper bound of tr(ρ1/21 Φ(ρ2)1/2),
and one needs to determine
sup{
n∑
j=1
λj(ρ1)
1/2x
1/2
j : x1 ≥ · · · ≥ xn ≥ 0, (x1, . . . , xn) ≺ λ(ρ2)}. (40)
By the continuity of the function f(x) = g(x) =
√
x and the compactness of the set R =
{(x1, . . . , xn) : x1 ≥ · · · ≥ xn ≥ 0, (x1, . . . , xn) ≺ λ(ρ2)}, we see that supremum is attainable.
On the other hand, the determination of the maximum depends heavily on λ(ρ1) and λ(ρ2). For
instance, if λ(ρ2) = (1/n, . . . , 1/n), then R is a singleton and F (ρ1,Φ(ρ2)) = tr|ρ1/2|/
√
n. If
ρ2 = diag(1, 0, . . . , 0), then R contains all quantum states, and F (ρ1,Φ(ρ2)) = 1 if Φ(ρ2) = ρ1. On
the other hand, if ρ1 = In/n, then In/n ∈ R for any ρ2 so that F (ρ1,Φ(ρ2)) = 1 for some unital
channel Φ.
In the following, we describe how to determine the unital channel Φ that gives rise to max
F (ρ1,Φ(ρ2)) for given ρ1, ρ2 ∈ Dn. The result actually covers a larger class of functions.
Theorem 3.3 Let D : Dn ×Dn → R be defined as follows.
(a) D(σ1, σ2) = tr(f(σ1)g(σ2)) or D(σ1, σ2) = tr|f(σ1)g(σ2)|, where f(x) = xp and g(x) = xq
with p, q > 0 such that p+ q = 1, or
(b) D(σ1, σ2) = tr(f(σ1)g(σ2)) with f(x) = x and g(x) = log x.
Suppose S is the set of mixed unitary channels or the set of unital channels acting on Mn. If
ρ1, ρ2 ∈ Dn have eigenvalues a1 ≥ · · · ≥ an ≥ 0 and b1 ≥ · · · ≥ bn ≥ 0, respectively, then
max
Φ∈S
D(ρ1,Φ(ρ2)) =
n∑
j=1
f(aj)g(dj), (41)
where (d1, . . . , dn) is determined by the algorithm below.
If Φ ∈ S such that there exists a unitary V satisfying V †ρ1V = Λ↓(ρ1) and V †Φ(ρ2)V = (
∑n
j=1 djEjj),
then the upper bound is attained.
Algorithm for determining d1 ≥ · · · ≥ dn:
Step 0. If ar > 0 and ar+1 = · · · = an = 0, let a = (a1, . . . , ar) and b = (b1, . . . , br), and set
(dr+1, . . . , dn) = (br+1, · · · , bn). (Here, if an > 0, then r = n and (dr+1, . . . , dn) is vacuous.)
Step 1. Let k ∈ {1 . . . , r} be the largest integer such that
1
a1 + · · ·+ ak (a1, . . . , ak) ≺
1
b1 + · · ·+ bk (b1, . . . , bk). (42)
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Step 2. Set (d1, . . . , dk) =
b1+···+bk
a1+···+ak
(a1, . . . , ak). Stop if k = r. Otherwise, change r to
r − k, a = (ak+1, . . . , ar), b = (bk+1, . . . , br); repeat Steps 1 and 2.
Note that in Step 0 of the algorithm above, we can alternatively choose (dr+1, . . . , dn) =
(br+1, . . . , bn)S for any doubly stochastic matrix S. Also, in Step 1, a1 + · · · + ak 6= 0. This
implies that b1 + · · ·+ bk 6= 0 because otherwise, the maximality of the choice for k in the previous
iteration will be contradicted.
By Theorem 3.3, we see that S(ρ1||Φ(ρ2)) ≥ tr(λj(ρ1) log(λj(ρj)/dj)), where we use the usual
convention that 0 log 0 = 0 and a log 0 = −∞ if a > 0. The proof of Theorem 3.3 is quite involved,
and will be presented in Section 4. we illustrate the results in Theorem 3.3 and Theorem 3.2 in the
following example.
Example 3.4 Let ρ1 =
1
10diag(4, 3, 3, 0) and ρ2 =
1
10diag(5, 2, 2, 1).
Apply Step 0. Set d4 = 0.1, a = (.4, .3, .3) and b = (.5, .2, .2).
Apply Step 1. Because (0.4, 0.3)/0.7 ≺ (0.5, 0.2)/0.7, (0.4, 0.3, 0.3) ≺ (0.5, 0.2, 0.2)/0.9,
we set (d1, d2, d3) = (0.36, 0.27, 0.27), and stop.
Hence, (d1, d2, d3, d4) = (0.36, 0.27, 0.27, 0.1). For the set S of unital channels,
min
Φ∈S
F (ρ1,Φ(ρ2)) = (
√
4,
√
3,
√
3, 0)(1,
√
2,
√
2,
√
5)t/10 = (2 + 2
√
6)/10,
max
Φ∈S
F (ρ1,Φ(ρ2)) = (
√
4,
√
3,
√
3, 0)(
√
3.6,
√
2.7,
√
2.7, 1)t/10 = 3/
√
10
and
min
Φ∈S
S(ρ1||Φ(ρ2)) = (4, 3, 3)(log(10/9), log(10/9), log(10/9))t/10,
max
Φ∈S
S(ρ1||Φ(ρ2)) = (4, 3, 3)(log 4, log(3/2), log(3/2))t/10.
Next we consider the set S of all quantum channels. It is known that for any σ1, σ2 ∈ Dn, there
is a quantum channel Φ such that Φ(σ1) = σ2. Similar to Theorem 3.2, we have the following.
Theorem 3.5 Suppose Ωn is defined as in (9), f, g : [0, 1] → R, and ρ1, ρ2 ∈ Dn are such that
f(ρ1) have eigenvalues a1 ≥ · · · ≥ an and singular values α1 ≥ · · · ≥ αn. Let Φ be a quantum
channel.
(a) The best lower and upper bounds of
∑n
j=1 tr(f(ρ1)g(Φ(ρ2))) equal
inf
{ n∑
j=1
ajλn−j+1(g(σ)) : λ(σ) = (x1, . . . , xn) ∈ Ωn
}
(43)
and
sup
{ n∑
j=1
ajλj(g(σ)) : λ(σ) = (x1, . . . , xn) ∈ Ωn
}
, respectively. (44)
Suppose g(x) is increasing concave, then the infimum value equal to g(0)
∑n−1
j=1 aj + ang(1)
is attainable, and Φ ∈ S attains the infimum if and only if there is a unitary V such that
V †f(ρ1)V = diag(a1, . . . , an) and V
†g(Φ(ρ2))V = diag(g(0), . . . , g(0), g(1)).
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(b) The best lower and upper bounds of
∑n
j=1 tr|f(ρ1)g(Φ(ρ2))| equal
inf
{ n∑
j=1
αjλn−j+1(|g(σ)|) : λ(σ) = (x1, . . . , xn) ∈ Ωn
}
(45)
and
sup
{ n∑
j=1
αjλj(|g(σ)|) : λ(σ) = (x1, . . . , xn) ∈ Ωn
}
, respectively. (46)
If the functions f(x) and g(x) have non-negative values on [0, 1], then the lower and upper
bounds are the same as that in (a). If in addition that g is increasing concave, then the
infimum value equals tr(f(ρ1)g(Φ(ρ2))) = g(0)
∑n−1
j=1 aj + ang(1) is attainable, and will occur
at Φ(ρ2) satisfying the same conditions as in (a).
In [5], it was proved that if S is the set of all quantum channels, then
max
Φ∈S
F (ρ1,Φ(ρ2)) = F (ρ1, ρ1) = 1 and min
Φ∈S
F (ρ1,Φ(ρ2)) = λmin(ρ1)
1
2 . (47)
By Theorem 3.5 and Lemma 4.1 in the next section, we have the following.
Corollary 3.6 Suppose S is the set of all quantum channels, and ρ1, ρ2 ∈ Dn have eigenvalues
a1 ≥ · · · ≥ an ≥ 0 and b1 ≥ · · · ≥ bn ≥ 0, respectively. The the following statements hold.
(a) If D(σ1, σ2) = tr(f(σ1)g(σ2)) or D(σ1, σ2) = tr|f(σ1)g(σ2)| with f(x) = xp, g(x) = xq such
that p, q > 0 and p+ q = 1, then
max
Φ∈S
D(ρ1,Φ(ρ2)) = 1 and min
Φ∈S
D(ρ1,Φ(ρ2)) = f(an).
(b) For the relative entropy function,
max
Φ∈S
S(ρ1||Φ(ρ2)) =∞ and min
Φ∈S
S(ρ1||Φ(ρ2)) = 0. (48)
Proof. Similar to the proof of Theorem 3.1, we can focus on
n∑
j=1
f(aj)g(zj) and
n∑
j=1
aj log aj −
n∑
j=1
aj log zj (49)
over the set Ωn = {(x1, . . . , xn) : x1 ≥ · · · ≥ xn ≥ 0, x1 + · · ·+ xn = 1}.
(a) The lower bound follows readily from Theorem 3.2. For the upper bound, by Lemma 4.1(b),
we have
n∑
j=1
f(aj)g(zj) ≤
n∑
j=1
f(aj)g(aj) =
n∑
j=1
apja
q
j = 1 (50)
for all (z1, . . . , zn) ∈ Ωn.
(b) Choose (z1, . . . , zn) = (0, . . . , 0, 1). Since a1 > 0, we have
n∑
j=1
aj log aj −
n∑
j=1
aj log zj =∞. (51)
From Lemma 4.1(b),
∑n
j=1 aj log zj ≤
∑n
j=1 aj log aj for all (z1, . . . , zn) ∈ Ωn. Hence
min
(z1,...,zn)∈Ωn
(
n∑
j=1
aj log aj −
n∑
j=1
aj log zj) = 0. (52)
The result follows. 2
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4 Proof of Theorem 3.3
To prove Theorem 3.3, we need some auxiliary results. We will focus on the case when a1 ≥ · · · ≥
an > 0.
Lemma 4.1 Suppose f, g are defined as in Theorem 3.3. Given p1, . . . , pη, t1 ∈ [0, 1] such that
p1 + · · · + pη > 0, let
Fp1,...,pη,t1(x1, . . . , xη−1) = f(p1)g(x1) + · · ·+ f(pη−1)g(xη−1) + f(pη)g(t1 − x1 − · · · − xη−1) (53)
for x1, . . . , xη−1 ≥ 0 and x1 + · · ·+ xη−1 ≤ t1. Then the following statements are true:
(a) Fp1,p2,t1(x1) is concave for x1 ∈ [0, t1];
(b) Fp1,...,pη,t1(x1, . . . , xη−1) < Fp1,...,pη,t1(αp1, . . . , αpη−1) for all (x1, . . . , xη−1) 6= α(p1, . . . , pη−1),
where α = t1p1+···+pη .
Proof. For η = 2, we have F ′p1,p2,t1(
p1t1
p1+p2
) = 0 and F
′′
p1,p2,t1(x1) < 0 for all x1 ∈ (0, t1). Hence,
(a) holds and in the case η = 2, (b) is true. Assume that η = k > 2. Fp1,...,pk,t1 is continuous
in Γk ≡ {(x1, . . . , xk−1) : 0 ≤ xi ≤ t1, x1 + · · · + xk−1 ≤ t1}. Since Γk is compact, there exists
(xˆ1, . . . , xˆk−1) ∈ Γk such that
Fp1,...,pk,t1(xˆ1, . . . , xˆk−1) = maxFp1,...,pk,t1(Γk). (54)
From the case η = 2, we get xˆj =
xˆj+xˆi
pj+pi
pj for all i, j and i 6= j. This implies that xˆj = αpj for all
j. Since xˆ1 + · · ·+ xˆk = t1, we obtain α = t1p1+···+pk and then (b) holds. 2
Theorem 4.2 Let f, g be defined as in Theorem 3.3. Suppose a = (a1, . . . , an), b = (b1, . . . , bn), x =
(x1, . . . , xn) are nonnegative decreasing sequences with an > 0 and that x ≺ b satisfies
n∑
j=1
f(aj)g(xj) ≡ f(a)g(x) ≥ f(a)g(y) for all y ≺ b. (55)
Then the following statements hold.
(a) There exist n0 = 0 < 1 ≤ n1 < n2 < · · · < nk = n such that for 0 ≤ i < k,
ni+1∑
j=ni+1
xj =
ni+1∑
j=ni+1
bj and (xni+1, . . . , xni+1) = αi(ani+1, . . . , ani+1),
where αi =
bni+1+···+bni+1
ani+1+···+ani+1
.
(b) The values n1, . . . , nk in (a) can be determined as follows:
n1 = max{r : α(a1, . . . , ar) ≺ (b1, . . . , br)}, (56)
and
nj = max{r : α(anj−1+1, . . . , ar) ≺ (bnj−1+1, . . . , br)} for 1 < j ≤ k. (57)
12
Proof. (a) Let n1 = max{k : (x1, . . . , xk) ≺ α0(a1, . . . , ak) for some α0}. If n1 = n, then by
Corollary 3.6, the proof is done.
Suppose that n1 < n. Then (x1, . . . , xn1) = α0(a1, . . . , an1) and xn1+1 6= α0an1+1. We claim
that
∑n1
j=1 xj =
∑n1
j=1 bj. Suppose that
∑n1
j=1 xj <
∑n1
j=1 bj . Let β =
xn1+xn1+1
an1+an1+1
. If xn1 = βan1 ,
then xn1+1 = βan1+1. Since xn1+1 6= α0an1+1 and xn1 = α0an1 , β 6= α0. Thus, β < α0 or β > α0.
Case 1. β < α0. Let xˆ = (x1, . . . , xn1−1, βan1 , βan1+1, xn1+2, . . . , xn). We have βan1 < α0an1 =
xn1 and βan1+1 = xn1 + xn1+1 − βan1 > xn1+1. Hence xˆ is decreasing and xˆ ≺ b. On the other
hand,
f(a)g(xˆ)− f(a)g(x)
= f(an1)g(βan1) + f(an1+1)g(βan1+1)− (f(an1)g(xn1) + f(an1+1)g(xn1+1))
= Fan1 ,an1+1,xn1+xn1+1
(
an1
xn1 + xn1+1
an1 + an1+1
)
− Fan1 ,an1+1,xn1+xn1+1(xn1)
> 0 (by Lemma 4.1(b)).
This is a contradiction.
Case 2. β > α0. There exist m1 ≤ n1 < m2 such that
xm1−1 > xm1 = · · · = xn1 ≥ xn1+1 = · · · = xm2 > xm2+1. (58)
We will show that
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < m2.
Assertion 1.
∑r
j=1 xj <
∑r
j=1 bj for n1 + 1 ≤ r < m2.
If not, then
∑r0
j=1 xj =
∑r0
j=1 bj for some n1 + 1 ≤ r0 < m2. Because
∑r0+1
j=1 xj ≤
∑r0+1
j=1 bj ,
we see that xr0+1 ≤ br0+1. Since
∑n1
j=1 xj <
∑n1
j=1 bj, we may assume
∑r
j=1 xj <
∑r
j=1 bj for
n1 ≤ r < r0. We get xr0 > br0 ≥ br0+1. But xr0 = xr0+1 ≤ br0+1. This is a contradiction. Thus,
r∑
j=1
xj <
r∑
j=1
bj for n1 + 1 ≤ r < m2. (59)
Assertion 2.
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < n1.
If not, then
∑r1
j=1 xj =
∑r1
j=1 bj for some m1 ≤ r1 < n1. Then xr1 ≥ br1 . Since xr1 = · · · = xn1
and br1 ≥ · · · ≥ bn1 , we have
∑r
j=1 xj ≥
∑r
j=1 bj for r1 ≤ r ≤ n1. This is impossible since∑n1
j=1 xj <
∑n1
j=1 bj . Hence
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < n1.
By the above argument,
∑r
j=1 xj <
∑r
j=1 bj for m1 ≤ r < m2. Now, let
xˆ = (x1, . . . , xm1−1, xm1 + δ, xm1+1, . . . , xm2−1, xm2 − δ, xm2+1, . . . , xn). (60)
For sufficiently small δ > 0, xˆ is decreasing and xˆ ≺ b. In fact,
α0 < β =
xn1 + xn1+1
an1 + an1+1
=
xm1 + xm2
an1 + an1+1
=
xm1 + xm2
am1 + an1+1
≤ xm1 + xm2
am1 + am2
. (61)
The third equality holds because α0am1 = xm1 = xn1 = α0an1 . Hence
am1
xm1 + xm2
am1 + am2
> α0am1 = xm1 . (62)
Then for sufficiently small δ > 0,
f(a)g(xˆ)− f(a)g(x)
= f(am1)g(xm1 + δ) + f(am2)g(xm2 − δ) − (f(am1)g(xm1) + f(am2)g(xm2))
= Fam1 ,am2 ,xm1+xm2 (xm1 + δ)− Fam1 ,am2 ,xm1+xm2 (xm1)
> 0 (by Lemma 4.1). (63)
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This is a contradiction and then
∑n1
j=1 xj =
∑n1
j=1 bj . Let
n2 = max{k : (xn1+1, . . . , xk) = α(an1+1, . . . , ak) for some α}. (64)
From the above proof, we also have
∑n2
j=n1+1
xj =
∑n2
j=n1+1
bj. By induction, we get the desired
conclusion.
(b) Suppose n1 < η ≡ max{r : α(a1, . . . , ar) ≺ (b1, . . . , br)}. We have
n1∑
j=1
xj =
n1∑
j=1
α0aj =
n1∑
j=1
bj <
η∑
j=1
bj =
η∑
j=1
α′aj (65)
for some α′. Let 1 < r < k with nr−1 < η ≤ nr. Then
η∑
j=1
α′aj =
η∑
j=1
bj ≥
η∑
j=1
xj =
nr−1∑
j=1
bj +
η∑
j=nr−1+1
xj . (66)
There is 0 < α
′′ ≤ α′ such that ∑ηj=1 α′′aj =∑ηj=1 xj . Then ∑pj=1 α′′aj ≤∑pj=1 bj for 1 ≤ p ≤ η.
We have
∑nr−1
j=1 α
′′
aj ≤
∑nr−1
j=1 bj =
∑nr−1
j=1 xj . So
η∑
j=nr−1+1
α
′′
aj ≥
η∑
j=nr−1+1
xj =
η∑
nr−1+1
αnr−1aj . (67)
Thus α
′′ ≥ αnr−1 , and hence α
′′
aη ≥ αnr−1aη = xη. Let xˆ = (α
′′
a1, . . . , α
′′
aη, xη+1, . . . , xn). Then
xˆ is decreasing and xˆ ≺ b. By (a), n1 = max{k : (x1, . . . , xk) = α(a1, . . . , ak) for some α} and
n1 < η. Hence, (x1, . . . , xη) 6= α′′(a1, . . . , aη). We also have α′′ = x1+···+xηa1+···+aη . By Lemma 4.1(b),
f(a)g(xˆ)− f(a)g(x) =
η∑
j=1
f(aj)g(α
′′
aj)−
η∑
j=1
f(aj)g(xj) > 0. (68)
This is a contradiction. Hence n1 = η.
By induction, we only need to show the case n2. From the n1 case, we have
∑n1
j=1 xj =
∑n1
j=1 bj .
Thus, (xn1+1, . . . , xn) ≺ (bn1+1, . . . , bn), and
n∑
j=n1+1
f(aj)g(xj) ≤ max
(yn1+1,...,yn)≺(bn1+1,...,bn)
n∑
j=n1+1
f(aj)g(yj). (69)
On the other hand, for any (yn1+1, . . . , yn) ≺ (bn1+1, . . . , bn), we have (x1, . . . , xn1 , yn1+1, . . . , yn) ≺
b. Then
n∑
j=1
f(aj)g(xj) = max
y≺b
f(a)g(y)
≥
n1∑
j=1
f(aj)g(xj) + max
(yn1+1,...,yn)≺(bn1+1,...,bn)
n∑
j=n1+1
f(aj)g(yj). (70)
This implies that
n∑
j=n1+1
f(aj)g(xj) = max
(yn1+1,...,yn)≺(bn1+1,...,bn)
n∑
j=n1+1
f(aj)g(yj). (71)
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From the proof of the case n1, the result follows. 2
Proof of Theorem 3.3 From Theorem 3.2, we need only to determine the maximum of∑n
j=1 f(aj)g(xj) for x1 ≥ · · · ≥ xn ≥ 0 and (x1, . . . , xn) ≺ (b1, . . . , bn). Suppose that ar > 0 and
ar+1 = · · · = an = 0. Let α ≡
∑n
j=1 f(aj)g(dj) attain the maximum for d1 ≥ · · · ≥ dn ≥ 0 and
(d1, . . . , dn) ≺ (b1, . . . , bn). Then α =
∑r
j=1 f(aj)g(dj) and (d1, . . . , dr) ≺w (b1, . . . , br). Since f is
nonnegative and g is increasing,
max{∑rj=1 f(aj)g(xj) : x1 ≥ · · · ≥ xr ≥ 0, (x1, . . . , xr) ≺w (b1, . . . , br)} (72)
≤ max{∑rj=1 f(aj)g(xj) : x1 ≥ · · · ≥ xr ≥ 0, (x1, . . . , xr) ≺ (b1, . . . , br)} ≡ β. (73)
Hence α ≤ β. Given x1 ≥ · · · ≥ xr ≥ 0 and (x1, . . . , xr) ≺ (b1, . . . , br), choose (y1, . . . , yn) =
(x1, . . . , xr, br+1, . . . , bn). Then y1 ≥ · · · ≥ yn ≥ 0, (y1, . . . , yn) ≺ (b1, . . . , bn), and
∑r
j=1 f(aj)g(xj) =∑n
j=1 f(aj)g(xj). We obtain α = β. By Theorem 4.2, we see that the algorithm will produce the
state of the form Φ(ρ2) attaining the maximum. 2
5 Concluding remarks and further research
Let (σ1, σ2) 7→ D(σ1, σ2) be a scalar function on quantum states ρ1, ρ2, such as the trace distance,
the fidelity function, and the relative entropy. For two given quantum states ρ1, ρ2, we determine
optimal bounds for D(ρ1,Φ(ρ2)) for Φ ∈ S for different classes of functions D(·, ·), where S is the
set of unitary quantum channels, the set of mixed unitary channels, the set of unital quantum
channels, and the set of all quantum channels. Specifically, we obtain results for functions of the
following form
(a) D(σ1, σ2) = d(λ(σ1 − σ2)), where d(X) is a Schur-convex function on the eigenvalues of
X ∈ Hn,
(b) D(σ1, σ2) = tr(f(σ1)g(σ2)), and D(σ1, σ2) = tr|f(σ1)g(σ2)|, where f, g : [0, 1]→ R.
For the class of function in (a), optimal bounds for D(ρ1,Φ(ρ2)) are given for Φ ∈ S for the
four classes of quantum channels mentioned above. Actually, the results and techniques in Section
2 can be extended to functions of the form
D(σ1, σ2) = d(λ(ασ1 − βσ2)) (74)
for given α, β ∈ R, and a Schur-convex function d.
For the class of functions in (b), the optimal lower and upper bounds for D(ρ1,Φ(ρ2)) are given
for Φ ∈ S, where S is the set of unitary channels. For the set of mixed unitary channels, the set of
unital channels, and the set of all quantum channels, we determine the best lower bound if g is an
increasing concave function; we also find the best upper bounds for special functions including the
fidelity and relative entropy functions. The results and techniques in Section 3 can be extended to
cover functions D : Dn × Dn → R of the form D(σ1, σ2) = ψ(f(σ1)g(σ2)), where ψ(X) is a Schur
concave function on the singular values (eigenvalues or diagonal entries) of the matrix X.
There are many related problems deserving further study. For instance, one may consider
Problem 1.1 for a wider class of functions D and different classes of S. More generally, one may
study the optimal bounds for the set
{D(ρ1,Φ(σ)) : Φ ∈ S, σ ∈ T } (75)
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for a set S of quantum channels, and a set T of quantum states. If T = {σ1, . . . , σk} is a finite set,
then one can apply our results to D(ρ1,Φ(σj)) for each j to get the optimal bounds for each j, and
compare them.
Acknowledgment
The authors would like to thank Professor Jianxin Chen for some helpful discussion. Li is an
affiliate member of the Institute for Quantum Computing, University of Waterloo. He is also an
honorary professor of the University of Hong Kong, and the University of Shanghai. The research
of Li was supported by USA NSF grant DMS 1331021, Simons Foundation Grant 351047, and and
NNSF of China Grant 11571220. The research of Wang was supported by the Ministry of Science
and Technology of the Republic of China under project MOST 104-2918-I-009-001
References
[1] I. Bengtsson and K. Zyczkowski, Geometry of Quantum States: An Introduction to Quan-
tum Entanglement, Cambridge University Press, Cambridge (2006).
[2] A. Fuchs and J. van de Graaf, Cryptographic Distinguishability Measures for Quantum
Mechanical States, IEEE Trans. Inf. Th. 45 (1999), 1216 - 1227.
[3] M.A. Nielsen and I.L. Chuang, Quantum Computation and Quantum Information, Cam-
bridge University Press, Cambridge, 2010.
[4] D. Markham, J.A. Miszczak, Z. Puchala and K.Zycskowski, Quantum State Discrimina-
tion: A Geometric Approach, Physics Review A 77 (2008), 042111.
[5] J. Li, R. Pereira, and S. Plosker, Some Geometric Interpretations of Quantum Fidelity,
Linear Algebra Appl. 487 (2015), 158-171.
[6] C.W. Helstrom, Quantum Detection and Estimation Theory, Academic Press, New York
(1976).
[7] C.A. Fuchs, Distinguishability and Accessible Information in Quan-
tum Theory, Ph.D. Thesis, The University of New Mexico, 1996
http://arxiv.org/pdf/quant-ph/9601020v1.pdf.
[8] A. Chefles, Quantum State Discrimination. Authors Issue 6, Contemp. Phys. 41, 401
(2000), 401-424.
[9] C.-K. Li, Y.-T. Poon, Interpolation by Completely Positive Maps, Linear and Multilinear
Algebra 59(2011), 1159–1170
[10] A.W. Marshall and I. Olkin, and B. Arnold, Inequalities: Theory of Majorization and Its
Application 2nd edition, Springer, New York, 2011.
[11] C.-K. Li and N.-K. Tsing, Distance to the Convex Hull of the Unitary Orbit with Respect
to Unitary Similarity Invariant Norms, Linear and Multilinear Algebra 25 (1989), 93-103.
[12] L. Zhang, and S.-M. Fei, Quantum Fidelity and Relative Entropy Between Unitary Orbits,
Journal of Physics A: Math. Theor. 47 (2014), 055301.
16
