Abstract. We introduce a class of perverse sheaves on a partial flag manifold of a connected reductive group G defined over a finite field which are equivariant for the action of the group of rational points of G. The definition of this class is similar to the definition of parabolic character sheaves.
Introduction
Let f : X → Y be a morphism of algebraic varieties over an algebraically closed field k. The theory of perverse sheaves [BBD] associates to f a collection of invariants, namely the collection of simple perverse sheaves on Y which appear as subquotients of the l-adic perverse sheaf ⊕ j∈Z p H j (f !Ql ) on Y . More precisely, if f is equivariant for given actions of a finite group Γ on X and Y , then we denote by C Γ (f ) the (finite) collection of simple Γ-equivariant perverse sheaves on Y which appear as subquotients of the l-adic Γ-equivariant perverse sheaf ⊕ j∈Z p H j (f !Ql ) on Y . (The perverse sheaves in C Γ (f ) are not necessarily simple if the Γ-equivariant structure is disregarded.)
In this paper we try to understand the collection C Γ (f ) in the case where: k is an algebraic closure of a finite field F q , G is a connected reductive algebraic group defined over F q with Frobenius map F : G → G, Γ is the group of F q -rational points of G, X is the variety of all pairs (B , g) where B is a Borel subgroup of G and g ∈ G is such that g −1 F (g) is in the unipotent radical of B , Y is the variety of parabolic subgroups of G of a fixed type, f associates to (B , g ) ∈ X the unique parabolic subgroup in Y that contains B .
(The action of Γ on X is g 0 : (B , g) → (g 0 B g Note that the variety X can be viewed as a family of varieties of the type considered in [DL] indexed by the full flag manifold.
In this paper we define a finite collection S(Y ) of simple Γ-equivariant perverse sheaves on Y by two methods (see Sections 3 and 4). These methods and the proof of their equivalence are similar to those used in the theory of parabolic character sheaves [L5] . The second method (see Section 4) gives a description of these perverse sheaves in terms of some explicit local systems on some pieces of a finite partition of Y . This partition, introduced by the author in 1977, and further studied in [BE] , reduces in the case where Y is the full flag manifold to the partition introduced in [DL] .
In 7.6 we show that C f (Y ) ⊂ S(Y ). In Section 6 we construct an explicit basis for the space of intertwining operators between certain cohomologically induced representations of Γ, extending an idea of [L4] . As a bi-product we obtain a disjointness theorem for the objects of S(Y ) which in the special case where Y = {G} reduces to the disjointness theorem [DL, 6.2, 6.3] (but the present proof is quite different from that of [DL] ).
In Section 7 we study the variety X (see above). In particular we show (using results in Section 6) that X is connected if G is simply connected.
In Section 8 we give a conjecture (based on results in Section 6 and some combinatorial results in Section 5) which should explain in an intrinsic way the "Jordan decomposition" [L1] for irreducible representations of Γ.
1.3.
Let P be the variety of parabolic subgroups of G. For any P ∈ P let U P be the unipotent radical of P . We set U = U B . For J ⊂ I let P J ∈ P be the subgroup of G generated by B and by representatives in N (T ) of the various elements of J. Let L J be the unique Levi subgroup of P that contains T . For s ∈ I we write P s instead of P {s} . For J ⊂ I let P J be the G-conjugacy class of parabolic subgroups of G that contains P J . For B ∈ B let P B ,J be the unique subgroup in P J that contains B . For P ∈ P J , Q ∈ P J the element pos(P, Q) := min{w ∈ W ; w = pos(B , B ) for some B ⊂ P, B ⊂ Q} is well defined and pos(P, Q) ∈ J W J . We set (a) P Q = (P ∩ Q)U P ∈ P J∩uJ u −1 where u = pos(P, Q).
For any g ∈ G we define k(g) ∈ N (T ) by g ∈ Uk(g)U .
1.4.
Let R ⊂ Hom(T, k * ) be the set of roots. LetŘ ⊂ Hom(k * , T ) be the set of coroots. Letα ↔ α be the standard bijectionŘ ↔ R. For α ∈ R let U α be the one-dimensional root subgroup (normalized by T ) corresponding to α. Let R + = {a ∈ R; U α ⊂ B}, R − = R − R + . For s ∈ I let α s be the unique root such that U α s ⊂ P s . We writeα s instead of (α s )
∨ . The natural action of W on T induces an action of W on R.
For any s ∈ I we fix a homomorphism h s : SL
2 (k) → G such that h s b 0 0 b −1 =α s (b) for all b ∈ k * , a → h s ( 1 a 0 1 ) is an isomorphism x s : k ∼ → U α s , a → h s ( 1 0 a 1 ) is an isomorphism y s : k ∼ → U α −1 s .
We say that {B, T, h s (s ∈ I)} is anépinglage of G. Letṡ = h s 0 1

−1 0 ∈ N (T ).
For any w ∈ W we setẇ =ṡ 1ṡ2 . . .ṡ n ∈ N (T ) where s 1 , s 2 , . . . , s n ∈ I are chosen so that w = s 1 s 2 . . . s n , l(w) = n. (This is independent of the choice.) In particular, 1 = 1.
For any sequence w = (w 1 , w 2 , . . . , w r ) in W we set [w] = w 1 w 2 . . . w r ∈ W and [w]
• =ẇ 1ẇ2 . . .ẇ r ∈ N (T ).
Equivariant structures. If X is an algebraic variety we write D(X)
for the derived category of bounded constructibleQ l -sheaves on X. If K ∈ D(X), let D(K) ∈ D(X) be the Verdier dual of X. Let M(X) be the subcategory of D(X) whose objects are perverse sheaves. If E is a local system on X we denote byĚ the dual local system. For K ∈ D(X) we write Assume now that A, A are two simple objects of M H (Y ). Let S = supp(A), S = supp(A ). Note that the irreducible components of S (resp. S ) are permuted transitively by H hence S (resp. S ) has pure dimmension d (resp. d ). We show:
Note that there exists an open dense smooth H-stable subset S 0 (resp. S 0 ) of S (resp. S ) and an H-equivariant local system E (resp. E ) on S 0 (resp. S 0 ) such
. By an argument as in [L2, II, 7 .4] we see that H 0 c (Y, A ⊗ A ) = 0 if S = S . In the rest of the proof we assume that S = S . Then we can also assume that S 0 = S 0 . Again by the argument in [L2, II, 7 .4] we see that H Let E be a finite dimensionalQ l -vector space and let r : H → GL(E) be a homomorphism. We regard E as an H-equivariant local system over a point in an obvious way. If X is an algebraic variety with H-action, we denote by : X → point the obvious map and we set E X = * E; this is naturally an H-equivariant local system on X (since is compatible with the H-action on X and the trivial H-action on the point).
1.7. For any torus T let S(T ) be the category whose objects are the local systems of rank 1 on T that are equivariant for the transitive T -action z : t → z n t on T for some n ∈ Z >0 invertible in k.
Let f : T → T be a morphism of tori and let L ∈ S(T ).
We show that the following two conditions are equivalent:
(i) f * L ∼ =Q l ; (ii) L is equivariant for the T -action t : t → f (t )t on T . We can find κ ∈ Hom(T , k * ) and E ∈ S(k * ) such that L ∼ = κ * (E). If the result holds for κf, E instead of f, L, then it also holds for f, L. Thus we may assume that T = k * . We can assume that T = {1}. Let T 0 be a codimension 1 subtorus of T contained in ker f . Then f induces a homomorphism f : T /T 0 → T . If the result holds for f , L instead of f, L, then it also holds for f, L. Thus we may assume that T = T = k * . In this case the result is immediate.
1.9.
In this subsection we assume that k is an algebraic closure of a finite field F q . Let F : T → T be the Frobenius map for some F q -rational structure on the torus T . Let T F = {t ∈ T ; F (t) = t}. The following three sets coincide: (i) the set of L ∈ S(T ) (up to isomorphism) such that L is T -equivariant for the T -action t 0 : t → t 0 tF (t 0 ) −1 on T ; (ii) the set of L ∈ S(T ) (up to isomorphism) such that F * L ∼ = L; (iii) the set of L ∈ S(T ) (up to isomorphism) such that L is a direct summand of L !Ql where L : T → T is t → tF (t −1 ); moreover, they are in a natural bijection with (iv) the set of characters Hom(
Ľ). Hence L satisfies (ii) if and only if it satisfies L
* L ∼ =Q l . The last condition is clearly equivalent to the condition in (iii) and by 1.8 it is also equivalent to the condition in (i).
If L is as in (iii), T F acts in an obvious way on L !Ql and we have
It is clear that χ → L χ !Q l defines a bijection between the sets (iv) and (iii). The inverse of this bijection can be described as follows. Let L be as in (i). By restriction of the equivariant T -structure we obtain an equivariant T F -structure on L. Since T F acts trivially on T , it acts naturally on the stalk of L at 1; this action is via a character χ L :
is the inverse of the bijection above.
Let L ∈ S(T ). Let
Let W L be the subgroup of W generated by the reflections with respect to the roots in R L . Let I L be the set of
Define
In the setup of 2.1, assume first that we are in Case 1. Let j : G − B → G, h : B → G be the inclusions. We must show that
It is enough to show that
. Both maps take utṡu (resp. ut), where u, u ∈ U, t ∈ T , to the image of t in G/G der . (We use that u, u ,ṡ ∈ G der .)
Next we assume that we are in Case 2. Defineṡ ∈ G in terms of the uniqué epinglage of G compatible under π with that of G in the same way thatṡ ∈ G is defined in terms of theépinglage of G.
2.3.
We return to the general case. Let s ∈ I. Let P = P s . Let π P : P → P/U P be the obvious map. Note that P/U P inherits anépinglage from G and that T , identified with its image under π P is a maximal torus of P/U P . To any L ∈ S(T ) such thatα * s L ∼ =Q l we associate a local system of rank 1 on P , namely the inverse image of the local system L on P/U P (see 2.1) under π P ; this local system on P is denoted again by L.
Define
. From 2.2(a) we deduce by taking inverse image under π P :
(a) we have canonically
s L, (as local systems over subsets of P ). We define a cross-section ξ :
Let s
We have
.) This follows from the fact that j / ∈ I s . This proves (c) and hence (b).
(A similar result with a similar proof appears in [L6, VI, 28.10(b) ].) In the remainder of this paper we assume that k is an algebraic closure of F q , a finite field with q elements and that we are given a fixed F q -rational structure on G such that B and T are defined over F q . Let F : G → G be the corresponding Frobenius map. We set Γ = {g ∈ G; F (g) = g}.
For any t ∈ T we have F (t) = F 0 (c(t)) = c(F 0 (t)) where c : T → T is a well defined automorphism. Then w → cwc −1 is an automorphism of W denoted also by w → c(w). This restricts to a bijection I
then the local system L is equivariant for the B-action
Since Y is smooth, it is enough to show that the local system (f 
a finite subgroup of T [0,r] which may be identified via (t i ) → t 0 with T F where
, and onŻ by g : (g i U ) → (gg i U ). This last action commutes with the T-action. Hence f !Ql has a natural Γ-equivariant structure and each f χ !Q l inherits a Γ-equivariant structure from f !Ql . We now give an alternative construction of the local systems f
w . Now Γ acts on Z by g : (g i U ) → (gg i U ) and on T trivially. Also, L has a natural Γ-equivariant structure in which Γ acts trivially on each stalk of L. Since π w is compatible with the Γ-actions it follows that π * w L has a natural Γ-equivariant structure. Since γ is compatible with the Γ-actions it follows that L w has a natural Γ-equivariant structure. Now assume that L and χ ∈ Hom(T F ,Q * l ) correspond to each other as in 1.9. Thus we assume that
Since γ is smooth with connected fibres it is enough to show that π * 
The maps d i are compatible with the B-actions.
2 is a composition of a principal Γ-bundle with a principal U -bundle.
2.9.
We show for i ∈ [0, 2] that (a) Z i is smooth of pure dimension say d i and it is open dense inZ i . Let P i be the property expressed by (a). It is obvious that P 2 holds. Using P 2 , 2.6(a) and 2.8(c) we see that P 1 holds. Using P 1 , 2.6(a) and 2.8(b) we see that P 0 holds. Thus (a) holds. Using P 0 , 2.6(a) and 2.8(a) we see that (b) Z is smooth of pure dimension say d and it is open dense inZ. We show:
From the definitions we see that d 2 = r(dim B + 1). From the arguments above we see successively that
We show:
For Z 2 this is clear since Z 2 is connected. This also implies the result for Z 1 (see 2.8(c)). Using 2.8(b),(a) we deduce that the result also holds for Z 0 and for Z.
.
From the definitions we see that
compatibly with the Γ-equivariant structures.
For
where L is as in 2.4. From 2.4(b) and the results in 2.7 we see thatL i is B-equivariant. 
Note that (b) holds for i = 2 by 2.4(a) (the compatibility with the Γ-equivariant structures is automatic since Γ acts trivially on each stalk of the local systems involved). From this we get (using 2.10, 2.11) that (b) holds for i = 1, then for i = 0, and then that (a) holds.
2.13.
Note that the IC complexes in (a),(b) are well defined by 2.9(a),(b). Now (b) holds for i = 2 by 2.4(b). From this we get (using 2.8, 2.11) that (b) holds for i = 1, then for i = 0, and then that (a) holds.
Assume that
Then L ∈ S(T )
[s ]F so that Z := Z s is defined as in 2.6. We have a commutative diagram
the upper row is as in 2.6, the lower row is defined analogously in terms of
be the local systems on Z, Z i defined in 2.11; letL ,L i be the analogous local systems on Z , Z i . We show:
It is enough to show that δ *
From the definition of L in 2.4 and with the notation in 2.4 we see that it is enough to show that 
Then Φ is an affine line which is a cross section inZ to the divisor ∆ h (see 2.4) and Φ ∩ ∆ h is the point p = (B 0 , B 
3. The class S (P J ) of simple objects in M Γ (P J ) 3.1. Let J ⊂ I. We view P J as a variety with Γ-action (conjugation). Hence M Γ (P J ) is well defined. 
Let L ∈ S(T
is an object of M Γ (P J ). (The equality in (a) follows from by 2.13.) In 3.3-3.7 we will show that the following conditions for a simple object K in M Γ (P J ) are equivalent:
This isomorphism is compatible with the Γ-actions, with the maps Π w , Π w and with the local systems L w , L w . Hence for any j we have
(as objects of M Γ (P J )). Applying (a) repeatedly we see that conditions 3.2(ii), 3.2(iii), 3.2(iv) are equivalent.
3.4.
We prove the equivalence of conditions 3.
gives rise for any i ≥ 0 to a long exact sequence in M Γ (P J ):
Here we have used the equality
Assume now that K satisfies 3.2(iii). We may assume that
where s as in 3.2(iii) has a minimum possible number of terms in I. By the equivalence of 3.2(ii), 3.2(iii) we see that we may assume that all terms of s are in I and that
Let s ,L , β be as in 2.14. We have Υ s = Υ s β and using 2.14(a) we have Υ
Since β is a projective line bundle we have an exact sequence in M Γ (P J ):
Hence for any j we have
3.7. Assume that 3.2(iv) holds. We show that 3.2(i) holds. We may assume that
[s]F and that r is minimum possible. From the proof in 3.4 we see that
and that r is also minimal for this property.
If h ∈ I s , then using 3.5(a) we see that
; since s has r − 1 terms this is a contradiction. If h / ∈ I s , then using 3.6 we see that
; since s has r − 2 terms this is a contradiction. We see that l(s 1 s 2 . . . s r ) = r. Using 3.3(a) repeatedly we see that
. . s r . Thus, 3.2(i) holds. Since the implication 3.2(i) =⇒ 3.2(ii) is obvious and the equivalence of 3.2(v), 3.2(vi) follows from 3.2(a) we see that the equivalence of 3.2(i)-3.2(vi) is established.
For an object A of M Γ (P J ) we write A ∈ S (P J ) instead of "A satisfies the equivalent conditions of 3.2(i)-3.2(vi) for some L ∈ S(T )".
3.8.
The results in this and the next subsection are not used in the subsequent sections.
Let
[s ]F . LetL be the local system on Z s defined in 2.11 and letL be the analogous local system on Z s defined in terms of L . We show:
Define I s in terms of s , L in the same way as I s was defined in 2.4 in terms of s, L. If i ∈ [2, r] we have i ∈ I s if and only if i − 1 ∈ I s . Moreover, we have 1 ∈ I s if and only if r ∈ I s . It follows that f :
The first (resp. second) map takes (B 0 , B 1 , . . . , B r ) to P B 1 ,J (resp. P B 0 ,J ). It is enough to show that P B 1 ,J = P B 0 ,J . This follows from the fact that pos(B 0 , B 1 ) ∈ J.
Let s
F . LetL be as in 2.11; letL ,L be the analogous local systems on
In this section we fix J ⊂ I.
In 1977 the author generalized the partition (B w ) w∈W of B (see 2.5) by defining a partition of P J into finitely many pieces stable under conjugation by Γ, as follows. To any P ∈ P J we associate a sequence
. . are subsets of J satisfying (a) and w 0 , w 1 , w 2 , . . . are elements of W satisfying (b),(c) let P t J be the set of all P ∈ P J which give rise to t by the procedure above. Let T (J, c) be the set of all sequences t as above such that P t J = ∅. From (d) we see that T (J, c) is a finite set. From (a),(b) we see that for (J n , w n ) n≥0 ∈ T (J, c), the J n are uniquely determined by the w n . The locally closed subvarieties P 
4.2.
In this subsection we review some results in R. Bédard's Ph.D. Thesis (M.I.T. 1983); see also [BE] .
Define V → P J by Q → P where P is the unique parabolic in P J such that Q ⊂ P . We have automatically P ∈ V hence Q → P is a map f : V → V . Clearly f f = 1. We show ff = 1. It is enough to show that, if Q, P are as above, then
. Since Q, P F (P ) are in P J 1 and both contain B 0 we have Q = P F (P ) . This proves (c).
. The first assertion of (d) follows from (c). The second assertion follows using the first assertion repeatedly.
(
4.3.
In the setup of 4.2(e) we show:
From pos(P J ,ẇP c(J)ẇ −1 ) = w we see that P J ,ẇP c(J)ẇ −1 have a common Levi subgroup containing T which must be L J and alsoẇL c(J)ẇ −1 . LetP
. This is the Frobenius map for an F qrational structure on L J . We set
−1 is constant on the orbits of this action. We show:
We only show this at the level of sets. If P ∈ P J ; pos(P, F (P )) = w, we have
Hence there exists y ∈ P J such that g
We only show this at the level of sets. Let gU
We see that γ is surjective. The injectivity is immediate.
Next we show:
and its connected components are permuted transitively by the Γ-
) and its connected components are permuted transitively by the Γ-action
on P t J . This follows from the fact that {g ∈ G; g −1 F (g) ∈ U P Jẇ } is smooth of dimension dim U P J and U P Jẇ is connected.
We now consider a general
and its connected components are permuted transitively by the Γ-action on P
Let r :C → C be a finite principal covering with finite group H. Assume that C is connected. There is an obvious functor E → E from H-modules of finite dimension overQ l to local systems on C which are direct summands of r !Ql . If E is irreducible, then E is irreducible as a local system.
We apply this statement in the case where C is a connected component of P (a)), r is the restriction of f , H = Λ and E = M . Note that E = M | C . We see that the local system M | C is irreducible. It remains to use the transitivity statement in (b).
For
From (c) we see that:
for some t ∈ T (J, c) and some M as above." 4.5. For w ∈ W we identify B w with Z (w) as in 2.5. We show:
Let V be an algebraic variety with a Γ-action and let m : V → V be a morphism compatible with the Γ-actions. Let A be a simple object of
. We argue by induction on l(a 1 ). If l(a 1 ) = 0, then a 2 = b, κ is an isomorphism and the result is obvious (with e = 1). Assume now that l(a 1 ) > 0. We can find
. By the induction hypothesis there exists e ∈ W such that (bF )
The result follows with e = se . Assume now that (c) holds. We have j = κ ι where κ :
with B 0 as in (b). Note that ι makes X into the complement of a section of an affine line bundle over X sa 1 ,a 2 . If s / ∈ W L , then by an argument as in the proof of 2.15 we see that ι ! (E| X ) = 0 contradicting (c). Thus we may assume
This completes the proof of (a).
Let
we get a partition B t,a = b∈W B t,a,b . Let ξ t,a,b : B t,a,b → P t J be the restriction of ξ t,a . By general principles we have
We can write uniquely a = a 1 a 2 where a 1 ∈ W J , a 2 ∈ J W . We show that for anyB ∈ B t 1 ,b we have 
Conversely, assume that B belongs to the right hand side of (c). We have l(a 1 a 2 ) = l(a 1 ) + l(a 2 ) hence pos(B , F (B )) = a 1 a 2 = a. Since the properties pos(B ,B) ∈ W J , pos(B, F (B )) ∈ J W characterizeB and (P B ,J ) F (B ) has the same properties, it follows that P F (B ) =B where P = P B ,J . Since B ⊂ P, F (B ) ⊂ F (P ) we have pos(P, F (P )) = min(W J pos(B , F (B ))W c(J) ) = min(W J aW c(J) ) = w 0 .
It follows that P F (P ) ∈ P J∩w 0 c(J)w 1 ,b ) ). This proves (a).
More generally, we show that (a) holds when J, t are replaced by J n , t n , n ≥ 0. First we show:
(b) If the result holds for n = 1, then it holds for n = 0.
Let A be as in (a). By 4.6(a) there exist b, e ∈ W such that (bF )
Since ϑ is an isomorphism, there exists a
Hence A is of the same form. Thus (b) holds. Similarly, if the result holds for some n ≥ 1, then it holds for n − 1. In this way we see that it suffices to prove the result for n large. Thus in the remainder of this proof we assume, as we may, that J 0 = J 1 = · · · = J and w 0 = w 1 = · · · = w. We can write uniquely a = a 1 a 2 where a 1 ∈ W J , a 2 ∈ J W . Since ξ t,a! (L a | B t,a ) = 0, we have B t,a = ∅. From this we deduce as in the proof of 4.6(a) that a ∈ W J wW c(J) . Since wc(J)w −1 = J we must have wW c(J) = W J w so that a ∈ W J w. Since w ∈ J W (see 4.2(b)) it follows that w = a 2 . In particular, we have a 2 ∈ J W c(J) . Hence if B ∈ B a , then pos(P B ,J , F (P B ,J )) = a 2 = w. Since in our case P t J = {P ∈ P J ; pos(P, F (P )) = w} (see 4.2(e)), we see that P B ,J ∈ P t J . Thus we have B a = B t,a and 
) and we can form the orbit space Λ\(P
We show that ψ is well defined; that is, pos(gβU
(The last equality follows from [L5] , [II, 8.3] .) This equals w. We see that ψ is well defined. We show: (e) The mapψ : Λ\(P 3) we can find gU P J ∈P t J such that gP J g −1 = P B ,J ; note that gU P J is unique up to the action of Λ. Since B ⊂ P B ,J we have g −1 B g ⊂ P J hence there is a unique β ∈ B such that g −1 B g = βU P J . As above we see that 
its Λ-orbit is well defined. Thus we have a well defined map B a → Λ\(P t J × Y ). Clearly, this is the inverse ofψ. This proves (e). Now let β = B ∩ L J , and let U be the unipotent radical of
−1 is a finite principal covering with group {t ∈ T ;ȧ 1 F (t)ȧ
and we can form the orbit space Λ\(P t J ×Ỹ ). The mapP t J ×Ỹ →B a , (gU P J , lU ) → glU induces a mapψ : Λ\(P t J ×Ỹ ) →B a which is easily seen to be an isomorphism. We have a commutative diagram
where ξ is induced by (gU P J , lU ) → (gU P J , lβ l −1 ) (a principal T-bundle). Note that the horizontal maps in this diagram are isomorphisms. 
. This implies (a).
Let t = (J
Let L ∈ S(T ) and s be as in 2.6. LetL be the local system on Z s as in 2.11. Let Υ s :
SinceῩ s is proper, we see from the decomposition theorem [BBD] 
is semisimple as an object of M(P J ) hence also as an object of M Γ (P J ). It also follows that
). This shows that E 2 ∼ = E ∞ as objects of M(P t J ). Thus the spectral sequence above is degenerate when regarded in M(P t J ). But then it is also degenerate in
As in the proof of the implication 3.2(v) =⇒ 3.2(i) we deduce that
2) for some a ∈ W . Now (a) follows from 4.7(a).
Let A be a simple object of
where M is as in 4.4 and d = dim P t J → P J the inclusion, we see that h * A is a simple object of M Γ (P t J ). As in 4.8(a), we have h
It follows that A is of the required form.
Let t = (J
We prove (a). Let B ∈ B bw . Let P = P B ,J . By 4.2(f) we have pos(P, F (P )) = min(W J wW c(J) ) = w 0 . Define P n in terms of P as in 4.1. We have P 1 = P F (P ) ∈ By the same argument applied to B , P 1 , t 1 instead of B , P, t we see that P 2 ∈ P J 2 and pos(P 2 , F (P 2 )) = w 2 . (We have w ∈ J 1 W since J 1 ⊂ J.) Continuing in this way we see that P n ∈ P J n and pos(P n , F (P n )) = w n for all n ≥ 0. Thus P ∈ P t J . This proves (a).
We prove (b). Let P ∈ P t J . Define P ∞ in terms of P as in 4.1. We have pos(P ∞ , F (P ∞ )) = w. Hence 
). We prove (a). More generally, we show that for any n ≥ 0:
If (c) holds for n = 1, then, by 4.11(a) it holds for n = 0. Similarly, if (c) holds for some n ≥ 1, then it holds for n − 1. Hence it is enough to prove (c) for large n. Thus we may assume that J 0 = J 1 = · · · = J and w 0 = w 1 = · · · = w. By [DL, 7.7] 
(notation of 4.7 with a = a 1 w) we have f
Since f is a finite principal covering we also have f
where L runs over the local systems in S(T )
aF (up to isomorphism). Hence for some such L we have
. This proves (a).
We have κ 
Applying κ ! to (d) we obtain
This proves (b).
Theorem 4.13. Let K be a simple object of M Γ (P J ). Then K ∈ S (P J ) (see 3.7) if and only if K ∈ S(P J ).
If K ∈ S(P J ), then by 4.12(b) it satisfies 3.2(i). If K satisfies 3.2(v), then by 4.9(a), K ∈ S(P J ). This completes the proof. Theorem 4.14. Let t = (J n , w n ) n≥0 ∈ T (J, c).
By assumption, A is as in 4.8(a). The result now follows from 4.8(a). 
Some computations in the Weyl group
Let L ∈ S(T
The lemma is proved.
Let
In the remainder of this section we fix an automorphism c of finite order of T that induces a permutation of R, one ofŘ and one of R + . 
Lemma 5.8. Assume that F
It is enough to show that for any coroot κ :
The lemma is proved. 1 ,s 2 , . . . ,sr) be a second sequence in I. Then the subset Is is defined in terms ofs, L in the same way as I s is defined in terms of s, L.
Lets = (s
We write the elements of Is in ascending order: j 1 < j 2 < · · · < jb. Definẽ S = (S 1 ,S 2 , . . . ,Sb),ω in terms ofs, L in the same way that S, ω are defined in 5.5 in terms of s, L. As in 5.6 we haveS i ∈ I L for i ∈ [1,b] ands 1s2 . . .sr =S 1S2 . . .Sbω. We assume that
From 5.8 we see that ωc andωc are automorphisms of finite order of T that induce a permutation of R L , one ofŘ L and one of R + L . Moreover, we have
We set ρ = r +r. Let A(W, c, L, s,s) be the set of all sequences (a 0 , a 1 , . . . , a ρ ) in W such that a
A b+b = (ωc)A 0 (ωc) −1 . We now state the following result. c, L, s,s) . Consider the product 
Proposition 5.10. There is a canonical bijection
e ∈ W L , it follows by induction on e that (f)âb +e =â
From the definitions we have
In particular, (ωc)wf (ωc)
We also see that
). This defines the map Ψ in the proposition.
Conversely, assume that we are given f ∈ F and an element (
. We will construct a sequence (a 0 , a 1 , . . . , a ρ ) in W as follows. We set a 0 = A 0 f . We defineâ 1 ,â 2 , . . . ,âb inductively so that (i) holds. We defineâb +1 ,âb +2 , . . . ,âb +b inductively so that (j) holds. We define the elements a 0 , a 1 , a 2 From the definitions we see that (a 0 , a 1 , a 2 , . . . , a ρ ) ∈ A(W, c, L, s,s) . We have thus constructed a map c, L, s,s) .
From the definitions we see that this is an inverse to Ψ. The proposition is proved. We set ρ = r +r. Until the end of 6.13 we fix a sequence a = (a 0 , a 1 , . . . , a ρ ) in W such that a
A basis for a space of intertwining operators
where the following notation is used. Z, Z i , d i are as in 2.6,Z,Z i ,d i are the analogous objects defined in terms ofs,L instead of s, L.
X is the set of all (
X 2 is the set of all (x, x , u, u , y ((g 0 , g 1 , . . . , g r ), (g 0 ,g 1 , . . . ,gr)) → (x, x , u, u , y 0 , y 1 , . . . , y ρ ) where x , u, u , y 0 , y 1 , . . . , y ρ ) → (u, u , y 0 , y 1 , . . . , y ρ ). X 4 is the set of all (u, u , v, v ,ṽ,ṽ , y 0 , y 1 , . . . , y ρ ) ∈ U 6 × G [0,ρ] such that (C0)-(C4) hold and
b 4 is (u, u , v, v ,ṽ,ṽ , y u, u , v, v ,ṽ,ṽ , y ((g 0 , g 1 , . . . , g r ), (g 0 ,g 1 , . . . ,gr)) → (v, v , y 0 , y 1 , . . . , y ρ ) where
. X 7 is the set of all ((g 0 U, g 1 U, . . . , g r U ), (g 0 U,g 1 U, . . . ,grU ) ) ∈ (G/U ) [0,r] × (G/U ) [0,r] such that (B0)-(B4) hold and g 0 ∈ U,g 0 ∈ä 0 U . e, e 0 are the obvious imbeddings. (u, u , v, v ,ṽ,ṽ , y ((g 0 , g 1 , . . . , g r ), (g 0 ,g 1 , . . . ,gr)) →
r−1g r )). 
Let B,L,L
compatibly with the Γ × Γ × B ×B-equivariant structures. 0, r] . This is a subgroup of T [0,r] × T [0,r] isomorphic to the finite subgroup (u, u , v, v ,ṽ,ṽ , y (v, v ,ṽ,ṽ , y 
Let
The maps b i are compatible with the Γ × T -actions. Let ((g 0 , g 1 , . . . , g r ), (g 0 ,g 1 , . . . ,gr)) →
6.4. Now (a) b 0 is a principal T -bundle (T acts on X 0 by restriction of the Γ × T -action) and induces an isomorphism 0, 2] ) and 3, 6] ) have natural Γ × T -equivariant structures. Moreover, the Γ ×T -equivariant structure on E 6 extends to a Γ ×G-equivariant structure since e 6 is compatible with the Γ × G actions (see 6.3). Since the restriction of the Γ × G action on X 6 to the subgroup U [0,r] × U [0,r] is the free action which makes X 6 a principal bundle over X 7 (see 6.4(h)), it follows that there is a well defined local system E 7 on X 7 with a natural Γ × T -equivariant structure such that b * (b) follows from the fact that B ×B acts trivially on Z ×Z and, being connected, it acts trivially on any stalk ofL L . Now (c) follows from the fact that Γ × Γ acts trivially on Z 2 ×Z 2 and on any stalk ofL 2 L 2 . 0 , B 1 , . . . , B h ), (B 0 ,B 1 , . . . ,Br)) ∈ B [0,h] × B [0,r] such that 
For any
is an isomorphism. Hence it is enough to show that
Since ζ * E 8 is a local system of rank 1 on V − {v 0 } ∼ = k * with monodromy of finite order invertible in k, it is enough to show that ζ * E 8 ∼ =Q l . We can find = ((g 0 , g 1 , . . . , g r ), (g 0 ,g 1 , . . . ,gr)) ∈ X 6 such that
gr)).
We have ζ * E 8 =ζ * E 6 . It is enough to prove thatζ
where ((y 1 , y 2 , y h−1 , y h , y h+1 , . . . , y r ), (ỹ 1 ,ỹ 2 , . . . ,ỹr)) = e 6 ( ).
From this and the definition ofL
where t is a fixed element of T . This is also of the form λ → β(λ − λ 0 )t where 
.6 is either an isomorphism or an affine line bundle.) The same argument yields the dimension of each Y h . This yields (b). Now (c) follows from (b) and the results in 6.4. 6.10. We assume that a satisfies 6.9(a). Define
by
r+i ,g j =ä j . Our assumption on a implies that x ∈ X 6 . From the definitions we see that x is a fixed point of the T -action 6.3 on X 6 . Hence, in the Γ × T -structure of E 6 , T acts on the stalk E 6,x of E 6 at x. We show:
(a) the T -action on E 6,x is trivial if and only if L ⊗ (a
From our assumption on a we see that 
We have e 6 (x) = ((y 1 , . . . , y r ), (ỹ 1 , . . . ,ỹr)) where y i =är +i−1ä 
Now Y J ×ỸJ is stable under the B ×B-action on Z 2 ×Z 2 and the previous equality shows that (f J ×fJ ) * (L L ) has a B ×B-equivariant structure; this structure is unique since B ×B is connected. By restriction to the subgroup T of B ×B we obtain a T -equivariant structure on (f J ×fJ ) * (L L ) and it is enough to show that the T -action on the stalk of (
. From the definitions we see that f J ×fJ : Z 2 ×Z 2 → T × T is compatible with the B×B-actions. Moreover, L L is equivariant for the B×B-action on T ×T as above. (In fact, it is equivariant for the action of the bigger group B [0,r] ×B [0,r] given by the same formula; this follows from 1.8 using that L ∈ S(T )
[s J ]F and L ∈ S(T )
[sJ ]F .) By restriction to the subgroup T of B ×B we obtain a T -equivariant structure on L L . We may identify the stalk of ( , t 1 ,  . . . , t r ), (t 0 ,t 1 , . . . ,tr) ) with coordinates in T such thatt j = a −1
0 ) * L is a T -equivariant local system on T and the natural action of T at any stalk of this local system is via χ. If we identify T with T as above, T becomes the subgroup T F of T . It remains to use the bijection
6.11. We assume that a satisfies 6.9(a). We show: 
It is enough to show:
. We prove (b). The general case can be reduced to the case where G has simply connected derived group, which we now assume. Let ψ : Z 2 ×Z 2 → Z 2 be the projection. Let p i , f s i be as in 2.4. Letf i be the obvious map from P s i to the quotient of P s i /U P s i by its derived subgroup. Then e * 6 (F i ⊗Q l ) is the inverse image of a local system of rank 1 underf
It is enough to show that the image off
. . ,gr)) ∈ X 6 . We have p i ψe 6 (ξ) = g 
where u 2 ∈ G is unipotent. Thus g normalized by T , in any order. Thus any of U 1 , U 2 , . . . , U n is either y s i (k) or else is contained in U ; moreover, we can assume that U 1 , U 2 , . . . , U n−1 are contained in U and U n = y s i (k). Thus u 2 ∈ Uy s i (k) and
We see that in Cases 1 and 2 we havef i p i ψe 6 (ξ) = 1 for any ξ ∈ X 6 . In Case 3 we have f s i p i ψe 6 (ξ) = 1 for any ξ ∈ X 6 . This completes the proof of (b).
The proof of (c) is entirely similar.
6.12. We set
Here (δ i ) is a Tate twist, The upper index denotes Γ × T -invariants (the action of Γ × T comes from the Γ × T -equivariant structure of E i ).
Let P i be the statement of (a). From 6.4 we see that the statements P 0 , P 1 are equivalent and that the statements P 2 , P 3 , . . . , P 8 are equivalent. From 6.4 we see also that H T for any n. This shows that the statements P 1 , P 2 are equivalent and the statements P −1 , P 0 are equivalent. We see that the statements P −1 , P 0 , . . . , P 8 are all equivalent. Thus it is enough to show that P 8 holds.
Assume first that a does not satisfy 6.9(a). Then the result follows from 6.7(a) or 6.8(a).
Next we assume that a satisfies 6.9(a). Letx = b 8 (b 7 (x)) ∈ X 8 where x ∈ X 6 is as in 6.10. We can write 6.11 (a) , where E 8,x is the stalk of E 8 atx. Moreover, the last equality is compatible with the natural T -actions (coming from the T -equivariant structure of E 8 ). Now E 8,x may be canonically identified with the stalk E 6,x of E 6 at x. Thus we have H 2δ 8 c (X 8 , E 8 )(δ 8 ) = E 6,x , compatibly with the T -actions. Using 6.10(a) we see that the T -action on H If R = R L , then A is in bijection with the set Since G is simply connected, it follows that L ∼ =Ql. Then H 0 (Z,L) = H 0 (Z,Q l ) may be identified with the permutation representation V of Γ on the set C of connected components of Z. Let Γ be the isotropy group in Γ of some connected component of Z. Since Γ acts transitively on C (see 2.9) we see that dim V = |Γ/Γ |, 1 = dim End G (V ) = |Γ \Γ/Γ |. It follows that Γ = Γ hence dim V = 1. Then we have dim H 0 (Z,L) = 1 and, by Poincaré duality, dim H 2r c (Z,L) = 1. This proves (a).
We prove (b). Note that Z s is an open dense subset of Z (using the commutative diagram in 2.6 with J = ∅ and 2.8, this statement is reduced to the statement that Z ∅ 2 in 2.6 is open dense in Z 2 which is clear). Note also thatL| Z s = L s (see 2.12) and that Z has pure dimension r (see 2.9). We see that (b) follows from (a).
We prove (c). Let f Assume that s is a reduced expression for w. The associated varietyŻ (see 2.5) is connected by 7.14(c) (note thatŻ has pure dimension d = l(w)). ButŻ may be identified withB w . Hence (a) holds. Since a :B w →B w is a principal U w -bundle (as in 7.4) we see thatB w is connected. SinceX w ∼ =B w ×B w (as in 7.4) we see thatX w is connected. Since a :X w →X w (as in 7.4) is a principal U w -bundle we see thatX w is connected. SinceX w =X w (as in 7.4) we see thatX w is connected. Since γ :X w → X w (as in 7.4) is surjective, we see that X w is connected. Hence (b) holds. Note that (a),(b) above do not necessarily hold without the assumption that G is simply connected.
7.16.
Proof of Proposition 7.2. Note that X = ∪ w ∈W X w , that X is of pure dimension 2d, that X w is an open subset of X and that for any w ∈ W − {w}, X w has pure dimension equal to d + l(w ) < 2d. It follows that X is connected if and only if X w is connected. Hence 7.2 is a consequence of 7.15(b).
A conjecture
8.1. In this section we assume that G has connected centre. Let L ∈ S(T ) be such that (wF ) * L ∼ = L for some w ∈ W . Our assumption on G guarantees that (a) w ∈ W L =⇒ w ∈ W L . (Notation of 5.7.) Let X L be the set of all sequences s = (s 1 , . . . , s r ) in I such that L ∈ S(T )
[s]F . Note that X L = ∅. To any s ∈ X L we associate an element ω ∈ W as in 5.5. We show that ω is independent of the choice of s. We must show that ifs is another element of X L andω ∈ W is associated tos in the same way as ω is associated to s, theñ ω = ω. Using 5.6 we see that By 6.14(d) and 6.15(b), the last vector space has a distinguished basis {b 1 a ; a ∈ A 1 }, with A 1 as in 6.14.
Let C L be the category whose objects are the elements of X L and in which the set of morphisms froms to s is the vector space Vs ,s . The composition of morphisms is given by composing linear maps.
8.3.
We will view T as a maximally F q -split torus of a second connected reductive algebraic group G over F q in such a way that R L is the set of roots of G with respect to T and R + L is the set of positive roots of G with respect to T and a Borel subgroup B of G which is defined over F q and contains T .
Replacing G, T, B, L by G , T, B ,Q l in the definition of the set X L and of the category C L in 8.2 we obtain a set X Q l and a category C Q l . Note that the objects of C Q l are the elements of X Q l ; that is, the sequences S = (S 1 , S 2 , . . . , S b ) in W L .
ForS, S in X Q l we denote by V S ,S the vector space of morphisms fromS to S in C Q l .
The following is conjecturally a functor Φ : C L → C Q l . To an object s of C L , Φ associates the object S of C Q l defined as in 5.5. Given two objectss, s of C L we set S = Φ(s), S = Φ(s) and we define a linear map Φ : Vs ,s → V S ,S to be the isomorphism which maps the distinguished basis of Vs ,s onto the analogous distinguished basis of V S ,S according to the bijection A (W, c, L, s,s) ∼ → A(W L , ωc,Q l , S,S) described in 5.10. (As pointed out in 8.1, the set F which appears in 5.10 is in our case equal to {1}.) We expect that Φ is a functor and that moreover it is an equivalence of categories.
