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Abstract
Following Feigin and Fuchs, we compute the first cohomology of the Lie superalgebra
K(1) of contact vector fields on the (1,1)-dimensional real superspace with coefficients
in the superspace of linear differential operators acting on the superspaces of weighted
densities. We also compute the same, but osp(1|2)-relative, cohomology. We explicitly
give 1-cocycles spanning these cohomology. We classify generic formal osp(1|2)-trivial
deformations of the K(1)-module structure on the superspaces of symbols of differential
operators. We prove that any generic formal osp(1|2)-trivial deformation of this K(1)-
module is equivalent to a polynomial one of degree ≤ 4. This work is the simplest
superization of a result by Bouarroudj [On sl(2)-relative cohomology of the Lie algebra of
vector fields and differential operators, J. Nonlinear Math. Phys., no.1, (2007), 112–127].
Further superizations correspond to osp(N |2)-relative cohomology of the Lie superalgebras
of contact vector fields on 1|N -dimensional superspace.
1 Introduction
For motivations, see Bouarroudj’s paper [7] of which this work is the most natural superiza-
tion, other possibilities being cohomology of polynomial versions of various infinite dimen-
sional “stringy” Lie superalgebras (for their list, see [21]). This list contains several infinite
series and several exceptional superalgebras, but to consider cohomology relative a “middle”
subsuperalgebra similar, in a sense, to sl(2) is only possible when such a subsuperalgebra
exists which only happens in a few cases. Here we consider the simplest of such cases.
Let vect(1) be the Lie algebra of polynomial vector fields on K := R or C. Consider the
1-parameter deformation of the vect(1)-action on K[x]:
Lλ
X d
dx
(f) = Xf ′ + λX ′f,
1
where X, f ∈ K[x] and X ′ := dX
dx
. This deformation shows that on the level of Lie algebras
(and similarly below, for Lie superalgebras) it is natural to choose C as the ground field.
Denote by Fλ the vect(1)-module structure on K[x] defined by Lλ for a fixed λ. Geometri-
cally, Fλ =
{
fdxλ | f ∈ K[x]} is the space of polynomial weighted densities of weight λ ∈ C.
The space Fλ coincides with the space of vector fields, functions and differential 1-forms for
λ = −1, 0 and 1, respectively.
Denote by Dν,µ := Homdiff(Fν ,Fµ) the vect(1)-module of linear differential operators with
the natural vect(1)-action denoted Lν,µX (A). Each module Dν,µ has a natural filtration by the
order of differential operators; the graded module Sν,µ := grDν,µ is called the space of symbols.
The quotient-module Dkν,µ/D
k−1
ν,µ is isomorphic to the module of weighted densities Fµ−ν−k;
the isomorphism is provided by the principal symbol map σpr defined by:
A =
k∑
i=0
ai(x)
(
∂
∂x
)i
7→ σpr(A) = ak(x)(dx)µ−ν−k,
(see, e.g.,[16]). Therefore, as a vect(1)-module, the space Sν,µ depends only on the difference
β = µ− ν, so that Sν,µ can be written as Sβ, and we have
Sβ =
∞⊕
k=0
Fβ−k
as vect(1)-modules. The space of symbols of order ≤ n is
Snβ :=
n⊕
k=0
Fβ−k.
In the last two decades, deformations of various types of structures have assumed an ever
increasing role in mathematics and physics. For each such deformation problem a goal is
to determine if all related deformation obstructions vanish and many beautiful techniques
were developed to determine when this is so. Deformations of Lie algebras with base and
versal deformations were already considered by Fialowski in 1986 [12]. In 1988, Fialowski [13]
further introduced deformations whose base is a complete local algebra (the algebra is said
to be local if it has a unique maximal ideal). Also, in [13], the notion of miniversal (or formal
versal) deformation was introduced in general, and it was proved that under some cohomology
restrictions, a versal deformation exists. Later Fialowski and Fuchs, using this framework,
gave a construction for a versal deformation. Formal deformations of the vect(1)-module Snβ
were studied in [1, 5]. Moreover, the formal deformations that become trivial once the action
is restricted to sl(2) were completely described in [6].
According to Nijenhuis-Richardson the space H1 (g; End(V )) classifies the infinitesimal
deformations of a g-module V and the obstructions to integrability of a given infinitesimal
deformation of V are elements of H2 (g; End(V )). More generally, if h is a subalgebra of
g, then the h-relative cohomology H1 (g, h; End(V )) measures the infinitesimal deformations
that become trivial once the action is restricted to h (h-trivial deformations), while the ob-
structions to extension of any h-trivial infinitesimal deformation to a formal one are related to
H2 (g, h; End(V )). Similarly, in the infinite dimensional setting, the infinitesimal deformations
of the vect(1)-module Snβ are classified, from a certain point of view, by the space
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H1diff (vect(1);D) =
⊕
0≤i,j≤n
H1diff (vect(1);Dβ−j,β−i) , (1.1)
where D := D(n, β) is the vect(1)-module of differential operators in Snβ and where Hidiff
denotes the differential cohomology; that is, only cochains given by differential operators are
considered. The sl(2)-trivial infinitesimal deformations are classified by the space
H1diff (vect(1), sl(2);D) =
⊕
0≤i,j≤n
H1diff (vect(1), sl(2);Dβ−j,β−i) . (1.2)
Feigin and Fuchs computed H1diff
(
vect(1);Dλ,λ′
)
, see [11]. They showed that non-zero
cohomology H1diff
(
vect(1);Dλ,λ′
)
only appear for particular values of weights that we call
resonant which satisfy λ′ − λ ∈ N. Therefore, in formulas (1.1) and (1.2), the summa-
tions are only over i and j such that i ≤ j. Bouarroudj and Ovsienko [9] computed
H1diff
(
vect(1), sl(2);Dλ,λ′
)
, and Bouarroudj [8] solved a multi-dimensional version of the same
problem on manifolds.
In this paper we study the simplest super analog of the problem solved in [11, 9, 8], namely,
we consider the superspace K1|1 equipped with the contact structure determined by a 1-form
α, and the Lie superalgebra K(1) of contact polynomial vector fields on K1|1. We introduce
the K(1)-module Fλ of λ-densities on K1|1 and the K(1)-module of linear differential operators,
Dν,µ := Homdiff(Fν ,Fµ), which are super analogues of the spaces Fλ and Dν,µ, respectively.
The Lie superalgebra osp(1|2), a super analogue of sl(2), can be realized as a subalgebra of
K(1). We compute H1diff
(K(1);Dλ,λ′) and H1diff (K(1), osp(1|2);Dλ,λ′) and we show that, as in
the classical setting, non-zero cohomology H1diff
(K(1);Dλ,λ′) only appear for resonant values
of weights which satisfy λ′ − λ ∈ 12N. So, the super analogue of the space Snβ is naturally the
superspace (see [16]):
Snβ =
2n⊕
k=0
F
β− k
2
, where n ∈ 1
2
N.
We use the result to study formal deformations of the K(1)-module structure on Snβ. Denote
by D := D(n, β) the K(1)-module of linear differential operators in Snβ . The infinitesimal
deformations of the K(1)-module structure on Snβ are classified by the space
H1diff (K(1);D) =
⊕
0≤i≤j≤2n
H1diff
(
K(1);D
β− j
2
,β− i
2
)
.
The osp(1|2)-trivial infinitesimal deformations are classified by the space
H1diff (K(1), osp(1|2);D) =
⊕
0≤i≤j≤2n
H1diff
(
K(1), osp(1|2);D
β− j
2
,β− i
2
)
.
In this work, we study only the generic formal osp(1|2)-trivial deformations of the action
of K(1) on the space Snβ. In order to study the integrability of a given osp(1|2)-trivial
infinitesimal deformation, we need the description of osp(1|2)-invariant bilinear differential
operators Fτ ⊗ Fλ −→ Fµ.
3
2 Definitions and Notations
2.1 The Lie superalgebra of contact vector fields on K1|n
Let K1|n be the superspace with coordinates (x, θ1, . . . , θn), where the θi are odd indetermi-
nates equipped with the standard contact structure given by the following 1-form:
αn = dx+
n∑
i=1
θidθi.
On K[x, θ] := K[x, θ1, . . . , θn], we consider the contact bracket
{F,G} = FG′ − F ′G− 1
2
(−1)p(F )
n∑
i=1
ηi(F ) · ηi(G), (2.3)
where ηi =
∂
∂θi
− θi ∂∂x and p(F ) is the parity of F .
Let VectPol(K
1|n) be the superspace of polynomial vector fields on K1|n:
VectPol(K
1|n) =
{
F0∂x +
n∑
i=1
Fi∂i | Fi ∈ K[x, θ] for all i
}
,
where ∂i =
∂
∂θi
and ∂x =
∂
∂x
, and consider the superspace K(n) of contact polynomial vec-
tor fields on K1|n. That is, K(n) is the superspace of vector fields on K1|n preserving the
distribution singled out by the 1-form αn:
K(n) = {X ∈ VectPol(K1|n) | there exists F ∈ K[x, θ] such that LX(αn) = Fαn}.
The Lie superalgebra K(n) is spanned by the fields of the form:
XF = F∂x − 1
2
n∑
i=1
(−1)p(F )ηi(F )ηi, where F ∈ K[x, θ].
In particular, we have K(0) = vect(1). Observe that LXF (αn) = X1(F )αn. The bracket in
K(n) can be written as: [XF , XG] = X{F,G}.
2.2 The subalgebra osp(1|2)
In K(1), there is a subalgebra osp(1|2) of projective transformations
osp(1|2) = Span (X1, Xθ, Xx, Xxθ, Xx2) ; (osp(1|2))0¯ = Span(X1, Xx, Xx2) ∼= sl(2).
2.3 The space of polynomial weighted densities on K1|1
From now on, n = 1 and we will denote α1 and η1 respectively by α and η. We have analogous
definition of weighted densities in super setting (see [2]) with dx replaced by α. The elements
of these spaces are indeed (weighted) densities since all spaces of generalized tensor fields
have just one parameter relative K(1) — the value of Xx on the lowest weight vector (the one
annihilated by Xθ). From this point of view the volume element (roughly speaking, “dx
∂
∂θ
”)
is indistinguishable from α
1
2 .
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Consider the 1-parameter action of K(1) on K[x, θ] given by the rule:
LλXF = XF + λF
′, (2.4)
where F ′ = ∂xF , or, in components:
LλXF (G) = L
λ
a∂x
(g0) +
1
2
bg1 +
(
L
λ+ 1
2
a∂x
(g1) + λg0b
′ +
1
2
g′0b
)
θ, (2.5)
where F = a + bθ, G = g0 + g1θ ∈ K[x, θ]. We denote this K(1)-module by Fλ, the space of
all polynomial weighted densities on K1|1 of weight λ:
Fλ =
{
f(x, θ)αλ | f(x, θ) ∈ K[x, θ]
}
. (2.6)
Obviously:
1) The adjoint K(1)-module, is isomorphic to F−1.
2) As a vect(1)-module, Fλ ≃ Fλ ⊕Π(Fλ+ 1
2
).
Any differential operator A on K1|1 can be viewed as a linear mapping Fαλ 7→ (AF )αµ from
Fλ to Fµ, thus the space of differential operators becomes a K(1)-module denoted Dλ,µ for
the natural action:
L
λ,µ
XF
(A) = LµXF ◦A− (−1)p(A)p(F )A ◦ LλXF . (2.7)
Proposition 2.1. As a vect(1)-module, we have
(Dλ,µ)0¯ ≃ Dλ,µ ⊕Dλ+ 1
2
,µ+ 1
2
and(Dλ,µ)1¯ ≃ Π(Dλ+ 1
2
,µ ⊕Dλ,µ+ 1
2
).
Proof. It is clear that the map
ϕλ : Fλ −→ Fλ ⊕Π(Fλ+ 1
2
)
Fαλ 7→
(
(1− θ∂θ)(F )(dx)λ, Π(∂θ(F )(dx)λ+
1
2 )
) (2.8)
is vect(1)-isomorphism, see formulae (2.5). So, we deduce a vect(1)-isomorphism:
Φλ,µ : Dλ,µ −→ Dλ,µ ⊕Dλ+ 1
2
,µ+ 1
2
⊕Π(Dλ,µ+ 1
2
)⊕Π(Dλ+ 1
2
,µ)
A 7→ ϕµ ◦ A ◦ ϕ−1λ .
(2.9)
Here, we identify the vect(1)-modules via the following isomorphisms:
Homdiff
(
Fλ,Π(Fµ+ 1
2
)
)
−→ Π
(
Dλ,µ+ 1
2
)
, A 7→ Π(Π ◦A),
Homdiff
(
Π(Fλ+ 1
2
),Fµ
)
−→ Π
(
Dλ+ 1
2
,µ
)
, A 7→ Π(A ◦Π),
Homdiff
(
Π(Fλ+ 1
2
),Π(Fµ+ 1
2
)
)
−→ Dλ+ 1
2
,µ+ 1
2
, A 7→ Π ◦ A ◦ Π.
Note that the change of parity map Π commutes with the vect(1)-action.
Consider a family of vect(1)-modules on the space D(λ1,...,λm);µ of linear differential oper-
ators: A : Fλ1 ⊗· · ·⊗Fλm −→ Fµ. The Lie algebra vect(1) naturally acts on D(λ1,...,λm);µ (by
the Leibniz rule). We similarly consider a family of K(1)-modules on the space D(λ1,...,λm);µ
of linear differential operators: A : Fλ1 ⊗ · · · ⊗ Fλm −→ Fµ.
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3 sl(2)- and osp(1|2)-invariant bilinear differential operators
Proposition 3.1. (Gordon, [19]) There exist sl(2)-invariant bilinear differential operators,
called transvectants,
Jτ,λk : Fτ ⊗Fλ −→ Fτ+λ+k, (ϕdxτ , φdxλ) 7→ Jτ,λk (ϕ, φ)dxτ+λ+k
given by
Jτ,λk (ϕ, φ) =
∑
0≤i≤k,i+j=k
ci,jϕ
(i)φ(j),
where k ∈ N and the coefficients ci,j are characterized as follows:
i) If τ, λ 6∈ {0, −12 , −1, . . . , −k−12 }, then ci,j = Γτ,λi,j,k−1, see (3.11).
ii) If τ or λ ∈ {0, −12 , −1, . . . , −k−12 }, the coefficients ci,j satisfy the recurrence relation
(i+ 1)(i+ 2τ)ci+1,j + (j + 1)(j + 2λ)ci,j+1 = 0. (3.10)
Moreover, the space of solutions of the system (3.10) is two-dimensional if 2λ = −s and
2τ = −t with t > k − s− 2, and one-dimensional otherwise.
Gieres and Theisen [18] listed the osp(1|2)-invariant bilinear differential operators, from
Fτ ⊗ Fλ to Fµ, called supertransvectants. Gargoubi and Ovsienko [17] gave an interpretation
of these operators. In [18], the supertransvectants are expressed in terms of supercovariant
derivative. Here, the supertransvectants appear in the context of the osp(1|2)-relative coho-
mology. More precisely, we need to describe the osp(1|2)-invariant linear differential operators
from K(1) to Dλ,λ+k−1 vanishing on osp(1|2). Thus, using the Gordan’s transvectants and the
isomorphism (2.8), we give, in the following theorem, another description and other explicit
formulas.
Theorem 3.2. i) There are only the following osp(1|2)-invariant bilinear differential opera-
tors acting in the spaces Fλ:
J
τ,λ
k : Fτ ⊗ Fλ −→ Fτ+λ+k
(Fατ , Gαλ) 7→ Jτ,λk (F,G)ατ+λ+k,
where k ∈ 12N. The operators Jτ,λk labeled by semi-integer k are odd; they are given by
J
τ,λ
k (F,G) =
∑
i+j=[k]
Γτ,λi,j,k
(
(−1)p(F )(2τ + [k]− j)F (i)η(G(j))− (2λ+ [k]− i)η(F (i))G(j)
)
.
The operators Jτ,λk , where k ∈ N, are even; set Jτ,λ0 (F,G) = FG and
J
τ,λ
k (F,G) =
∑
i+j=k−1
(−1)p(F )Γτ,λi,j,k−1η(F (i))η(G(j))−
∑
i+j=k
Γτ,λi,j,k−1F
(i)G(j),
where
(x
i
)
= x(x−1)···(x−i+1)
i! and [k] denotes the integer part of k, k > 0, and
Γτ,λi,j,k = (−1)j
(
2τ + [k]
j
)(
2λ+ [k]
i
)
. (3.11)
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ii) If τ, λ 6∈ {0, −12 , −1, . . . , − [k]2 }, then Jτ,λk is the unique (up to a scalar factor) bilinear
osp(1|2)-invariant bilinear differential operator Fτ ⊗ Fλ −→ Fτ+λ+k.
iii) For k ∈ 12(N + 5), the space of osp(1|2)-invariant linear differential operators from
K(1) to Dλ,λ+k−1 vanishing on osp(1|2) is one dimensional.
Proof. i) Let T : Fτ ⊗Fλ −→ Fµ be an osp(1|2)-invariant differential operator. Using the fact
that, as vect(1)-modules,
Fτ ⊗ Fλ ≃ Fτ ⊗Fλ ⊕Π(Fτ+ 1
2
⊗Fλ+ 1
2
)⊕Fτ ⊗Π(Fλ+ 1
2
)⊕Π(Fτ+ 1
2
)⊗Fλ (3.12)
and
Fµ ≃ Fµ ⊕Π(Fµ+ 1
2
),
we can deduce that the restriction of T to each component of the right hand side of (3.12) is
a transvectant. So, the parameters τ, λ and µ must satisfy
µ = λ+ τ + k, where k ∈ 1
2
N.
The corresponding operators will be denoted Jτ,λk . Obviously, if k is integer, then the operator
J
τ,λ
k is even and its restriction to each component of the right hand side of (3.12) coincides
(up to a scalar factor) with the respective transvectants:
Jτ,λk : Fτ ⊗Fλ −→ Fµ,
J
τ+ 1
2
,λ+ 1
2
k−1 : Π(Fτ+ 1
2
)⊗Π(Fλ+ 1
2
) −→ Fµ,
J
τ,λ+ 1
2
k : Fτ ⊗Π(Fλ+ 1
2
) −→ Π(Fµ+ 1
2
),
J
τ+ 1
2
,λ
k : Π(Fτ+ 1
2
)⊗Fλ −→ Π(Fµ+ 1
2
).
(3.13)
If k is semi-integer, then the operator Jτ,λk is odd and its restriction to each component of the
right hand side of (3.12) coincides (up to a scalar factor ) with the respective transvectants:
Jτ,λ[k]+1 : Fτ ⊗Fλ −→ Π(Fµ+ 1
2
),
J
τ+ 1
2
,λ+ 1
2
[k] : Π(Fτ+ 1
2
)⊗Π(Fλ+ 1
2
) −→ Π(Fµ+ 1
2
),
J
τ,λ+ 1
2
[k] : Fτ ⊗Π(Fλ+ 1
2
) −→ Fµ,
J
τ+ 1
2
,λ
[k] : Π(Fτ+ 1
2
)⊗Fλ −→ Fµ.
(3.14)
More precisely, let Fατ ⊗ Gαλ ∈ Fτ ⊗ Fλ, where F = f0 + θf1 and G = g0 + θg1, with
f0, f1, g0, g1 ∈ K[x]. Then if k is integer, we have
J
τ,λ
k (ϕ,ψ) =
[
a1J
τ,λ
k (f0, g0) + a2J
τ+ 1
2
,λ+ 1
2
k−1 (f1, g1)+
θ
(
a3J
τ,λ+ 1
2
k (f0, g1) + a4J
τ+ 1
2
,λ
k (f1, g0)
)]
αµ
(3.15)
and if k is semi-integer, we have
J
τ,λ
k (ϕ,ψ) =
[
b1J
τ,λ+ 1
2
[k] (f0, g1) + b2J
τ+ 1
2
,λ
[k] (f1, g0)+
θ
(
b3J
τ,λ
[k]+1(f0, g0) + b4J
τ+ 1
2
,λ+ 1
2
[k] (f1, g1)
)]
αµ,
(3.16)
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where the ai and bi are constants. The invariance of J
τ,λ
k with respect to Xθ and Xxθ reads:
L
µ
Xθ
◦ Jτ,λk − (−1)2kJτ,λk ◦ L
(τ,λ)
Xθ
= LµXxθ ◦ J
τ,λ
k − (−1)2kJτ,λk ◦ L
(τ,λ)
Xxθ
= 0. (3.17)
The formula (3.17) allows us to determine the coefficients ai and bi. More precisely, the
invariance property with respect to Xθ and Xxθ yields
a1 = a2 = a3 = a4, b2 = −2λ+ k − 1
2τ + k − 1 b1, b3 =
k
2τ + k − 1b1 and b4 = −(1 +
2λ
2τ + k − 1)b1.
ii) The uniqueness of supertansvectants follows from the uniqueness of transvectants.
iii) In the non-super case, according to formulae (3.10), if 2τ = −1 and k ≥ 2, the space
of sl(2)-invariant bilinear differential operators Fτ ⊗ Fλ −→ Fτ+λ+k is 2-dimensional if and
only if 2λ = −s, where s ∈ {k − 1, k − 2}. This space is spanned by J−
1
2
,− s
2
k and I
− 1
2
,− s
2
k ,
where
I
− 1
2
,− s
2
k (ϕ, φ) =
{
ϕφ(k) if s = k − 1
ϕφ(k) + kϕ′φ(k−1) if s = k − 2
and
J
− 1
2
,− s
2
k (ϕ, φ) =
∑
i+j=k, i≥k−s+1
ci,jϕ
(i)φ(j),
where the coefficients ci,j satisfy (3.10). We see that only the operators J
− 1
2
,− s
2
k vanish on the
space of affine functions, i.e., of the form ϕ(x) = ax+ b.
If k ≥ 3, the space of sl(2)-invariant bilinear differential operators F−1 ⊗Fλ −→ Fλ+k−1
is 2-dimensional if and only if 2λ = −s, where s ∈ {k−1, k−2, k−3}. This space is spanned
by J
−1,− s
2
k and I
−1,− s
2
k , where
I
−1,− s
2
k (ϕ, φ) =

ϕφ(k) if s = k − 1
ϕφ(k) + k2ϕ
′φ(k−1) if s = k − 2
ϕφ(k) + kϕ′φ(k−1) + k(k−1)2 ϕ
′′φ(k−2) if s = k − 3
and where
J
−1,− s
2
k (ϕ, φ) =
∑
i+j=k, i≥3
ci,jϕ
(i)φ(j).
We see that the operator I
−1,− s
2
k does not vanish on sl(2), but the operator J
−1,− s
2
k vanishes
on sl(2).
Now, if τ = −1,−12 and 2λ /∈ {1− k, 2− k, 3− k} with k ≥ 3, the space of sl(2)-invariant
bilinear differential operators Fτ ⊗Fλ −→ Fτ+λ+k is 1-dimensional. But, in this case, we see
that the coefficients ci,j satisfying (3.10) are such that ci,j = 0 if i ≤ 2 for τ = −1 and ci,j = 0
if i ≤ 1 for τ = −12 .
Thus, in the super setting, if 2k ≥ 5, according to equations (3.15) and (3.16), we see that
the space of osp(1|2)-invariant linear differential operator from K(1) to Dλ,λ+k−1 vanishing
on osp(1|2) is one-dimensional.
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4 Cohomology
Let us first recall some fundamental concepts from cohomology theory (see, e.g., [15]). Let
g = g0¯⊕g1¯ be a Lie superalgebra acting on a superspace V = V0¯⊕V1¯ and let h be a subalgebra
of g. (If h is omitted it assumed to be {0}.) The space of h-relative n-cochains of g with
values in V is the g-module
Cn(g, h;V ) := Homh(Λ
n(g/h);V ).
The coboundary operator δn : C
n(g, h;V ) −→ Cn+1(g, h;V ) is a g-map satisfying δn◦δn−1 = 0.
The kernel of δn, denoted Z
n(g, h;V ), is the space of h-relative n-cocycles, among them, the
elements in the range of δn−1 are called h-relative n-coboundaries. We denote Bn(g, h;V ) the
space of n-coboundaries.
By definition, the nth h-relative cohomolgy space is the quotient space
Hn(g, h;V ) = Zn(g, h;V )/Bn(g, h;V ).
We will only need the formula of δn (which will be simply denoted δ) in degrees 0 and 1: for
v ∈ C0(g, h;V ) = V h, δv(g) := (−1)p(g)p(v)g · v, where
V h = {v ∈ V | h · v = 0 for all h ∈ h},
and for Υ ∈ C1(g, h;V ),
δ(Υ)(g, h) := (−1)p(g)p(Υ)g ·Υ(h)− (−1)p(h)(p(g)+p(Υ))h ·Υ(g)−Υ([g, h]) for any g, h ∈ g.
According to the Z2-grading (parity) of g, for any Υ ∈ Z1(g, V ), we have
Υ = Υ′ +Υ′′ ∈ Z1(g0¯; V )⊕Hom(g1¯, V )
subject to the following three equations:
Υ′([g1, g2])− g1 ·Υ′(g2) + g2 ·Υ′(g1) = 0 for any g1, g2 ∈ g0¯, (4.18)
Υ′′([g, h])− g ·Υ′′(h) + (−1)p(Υ)h ·Υ′(g) = 0 for any g ∈ g0¯, h ∈ g1¯, (4.19)
Υ′([h1, h2])− (−1)p(Υ)
(
h1 ·Υ′′(h2) + h2 ·Υ′′(h1)
)
= 0 for any h1, h2 ∈ g1¯. (4.20)
Formulas (4.18)–(4.20) show that H1diff(K(1);Dλ,µ) and H1diff(vect(1);Dλ,µ) are closely re-
lated. Similarly, H1diff(K(1), osp(1|2);Dλ,µ) is related to H1diff(vect(1), sl(2);Dλ,µ). Therefore,
for comparison and to build upon, we recall the description of H1diff(vect(1);Dλ,µ). Note that
H1diff(K(1), osp(1|2);Dλ,µ) is also computed by Conley, see [10].
4.1 Relationship between H1diff(vect(1); Dλ,µ) and H
1
diff(K(1);Dλ,µ)
Feigin and Fuchs [11] calculated H1diff(vect(1);Dλ,µ). The result is as follows
H1diff(vect(1);Dλ,µ) ≃

K if µ− λ = 0, 2, 3, 4 for all λ,
K
2 if λ = 0 and µ = 1,
K if λ = 0 or λ = −4 and µ− λ = 5,
K if λ = −5±
√
19
2 and µ− λ = 6,
0 otherwise.
(4.21)
9
For X d
dx
∈ vect(1) and fdxλ ∈ Fλ, we write
Cλ,λ+k(X
d
dx
)(fdxλ) = Cλ,λ+k(X, f)dx
λ+k.
The spaces H1diff(vect(1),Dλ,λ+k) are generated by the cohomology classes of the following
1-cocycles:
Cλ,λ(X, f) = X
′f
C0,1(X, f) = X
′′f
C˜0,1(X, f) = (X
′f)′
Cλ,λ+2(X, f) = X
(3)f + 2X ′′f ′
Cλ,λ+3(X, f) = X
(3)f ′ +X ′′f ′′
Cλ,λ+4(X, f) = −λX(5)f +X(4)f ′ − 6X(3)f ′′ − 4X ′′f (3)
C0,5(X, f) = 2X
(5)f ′ − 5X(4)f ′′ + 10X(3)f (3) + 5X ′′f (4)
C−4,1(X, f) = 12X(6)f + 22X(5)f ′ + 5X(4)f ′′ − 10X(3)f (3) − 5X ′′f (4)
Cai,ai+6(X, f) = αiX
(7)f − βiX(6)f ′ − γiX(5)f ′′ − 5X(4)f (3) + 5X(3)f (4) + 2X ′′f (5),
(4.22)
where
a1 = −5+
√
19
2 , α1 = −22+5
√
19
4 , β1 =
31+7
√
19
2 , γ1 =
25+7
√
19
2
a2 = −5−
√
19
2 , α2 = −22−5
√
19
4 , β2 =
31−7√19
2 , γ2 =
25−7√19
2 .
Now, let us study the relationship between any 1-cocycle of K(1) and its restriction to
the subalgebra vect(1). More precisely, we study the relationship between H1diff(K(1);Dλ,µ)
and H1diff(vect(1);Dλ,µ). According to Proposition 2.1, we see that H
1
diff(vect(1);Dλ,µ) can be
deduced from the spaces H1diff(vect(1);Dλ,µ):
H1diff (vect(1);Dλ,µ) ≃ H1diff (vect(1);Dλ,µ)⊕H1diff
(
vect(1);Dλ+ 1
2
,µ+ 1
2
)
⊕
H1diff
(
vect(1);Π(Dλ,µ+ 1
2
)
)
⊕H1diff
(
vect(1);Π(Dλ+ 1
2
,µ)
)
.
(4.23)
Moreover, the following lemma shows the close relationship between the cohomolgy spaces
H1(K(1);Dλ,µ) and H1(vect(1);Dλ,µ).
Lemma 4.1. The 1-cocycle Υ of K(1) is a coboundary if and only if its restriction Υ′ to
vect(1) is a coboundary.
Proof. It is easy to see that if Υ is a coboundary of K(1), then Υ′ is a coboundary of vect(1).
Now, assume that Υ′ is a coboundary of vect(1), that is, there exist A ∈ Dλ,µ such that Υ′ is
defined by
Υ′(Xf ) = L
λ,µ
Xf
A for all f ∈ K[x].
By replacing Υ by Υ − δA, we can suppose that Υ′ = 0. But, in this case, the map Υ must
satisfy the following equations
L
λ,µ
Xg
Υ(Xhθ)−Υ([Xg,Xhθ]) = 0 for all g, h ∈ K[x]. (4.24)
L
λ,µ
Xh1θ
Υ(Xh2θ) + L
λ,µ
Xh2θ
Υ(Xh1θ) = 0 for all h1, h2 ∈ K[x]. (4.25)
The equation (4.24) expresses the vect(1)-invariance of the map Υ : Π(F− 1
2
) × Fλ −→ Fµ.
Therefore, if Υ is an even 1-cocycle, then, according to Proposition 2.1, we can easily deduce
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the expression of Υ from the work of P. Grozman [20]. More precisely, Υ has, a priori, the
following form:
Υ(Xhθ)(Fα
λ) =

(a1hfθ)α
λ−1 if µ = λ− 1
(a2hg + a3(
1
2hf
′ + λh′f)θ)αλ if µ = λ
a4(
1
2hg
′ + λh′g)αλ+1 if µ = λ+ 1, λ 6= 0,−12
a5(
1
2hg
′′ + h′g′)α
3
2 if (λ, µ) = (−12 , 32 )(
a6(hg
′ + h′g) + a7(12hf
′′ + h′f ′)θ
)
α if (λ, µ) = (0, 1)
a8(hg
′′ − h′′g)α if (λ, µ) = (−1, 1)
(a9hg
′ + a10(hf ′′ − h′′f)θ)α 12 if (λ, µ) = (−12 , 12 )
0 otherwise,
where ai ∈ K, f, g ∈ K[x] and F = f + gθ. But, the map Υ must satisfy the equation (4.25),
so we obtain a1 = a4 = a5 = a8 = 0, a3 = −2a2, a7 = −2a6 and a10 = −a9. More precisely,
up to a scalar factor, Υ is given by:
Υ =

δ((1 − θ∂θ)∂x) if (λ, µ) = (0, 1),
δ(θ∂θ∂x) if (λ, µ) = (−12 , 12),
δ(θ∂θ) if λ = µ,
0 otherwise.
Similarly, if Υ is an odd 1-cocycle, then, Υ has, a priori, the following form (see [20]):
Υ(Xhθ)(Fα
λ) =

(b1hf + b2hg)α
λ− 1
2 if µ = λ− 12
(b3(
1
2hf
′ + λh′f) + b4(12hg
′ + (λ+ 12)h
′g)θ)αλ+
1
2 if µ = λ+ 12
b5(
1
2hf
′′ + h′′f)α
3
2 if (λ, µ) = (0, 32 )
(b6(hf
′′ − h′′f) + b7(12hg′′ + h′g′)θ)α if (λ, µ) = (−12 , 1)
(b8(hg
′′ − h′′g)θα 12 if (λ, µ) = (−1, 12)
0 otherwise,
where bi ∈ K. But, the map Υ must satisfy the equation (4.25), so we obtain b5 = b8 =
0, b1 = b2, b3 = b4 and b7 = 2b6. More precisely, up to a scalar factor, Υ is given by:
Υ =

δ(∂θ) if µ = λ+
1
2 ,
δ(θ) if µ = λ− 12 ,
δ(∂θ∂x) if (λ, µ) = (−12 , 1),
0 otherwise.
This completes the proof.
The following lemma gives the general form of any 1-cocycle of K(1).
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Lemma 4.2. Let Υ ∈ Z1diff(K(1);Dλ,µ). Up to a coboundary, the map Υ has the following
general form
Υ(XF ) =
∑
m,k
(am,k + θbm,k)η
k(F )ηm, (4.26)
where the coefficients am,k and bm,k are constants.
Proof. Since −η2 = ∂x, the operator Υ has the form (4.26), where, a priori, the coefficients
am,k and bm,k are functions (see [16]), but we will prove that, up to a coboundary, Υ is
invariant with respect the vector field X1 = ∂x. The 1-cocycle condition reads:
L
λ,µ
X1
(Υ(XF ))− (−1)p(F )p(Υ)Lλ,µXF (Υ(X1))−Υ([X1,XF ]) = 0. (4.27)
But, from (4.22), up to a coboundary, we have Υ(X1) = 0, and therefore the equation (4.27)
becomes
L
λ,µ
X1
(Υ(XF ))−Υ([X1,XF ]) = 0
which is nothing but the invariance property of Υ with respect the vector field X1.
Lemma 4.3. Any 1-cocycle Υ ∈ Z1diff(K(1);Dλ,µ) vanishing on osp(1|2) is osp(1|2)-invariant.
Proof. The 1-cocycle relation of Υ reads:
(−1)p(F )p(Υ)Lλ,µXFΥ(XG)− (−1)p(G)(p(F )+p(Υ))L
λ,µ
XG
Υ(XF )−Υ([XF , XG]) = 0, (4.28)
where XF , XG ∈ K(1). Thus, if Υ(XF ) = 0 for all XF ∈ osp(1|2), the equation (4.28)
becomes
(−1)p(F )p(Υ)Lλ,µXFΥ(XG)−Υ([XF , XG]) = 0 (4.29)
expressing the osp(1|2)-invariance of Υ.
Lemma 4.4. ([4] Lemma 3.3.) Up to a coboundary, any 1-cocycle Υ ∈ Z1diff(K(1);Dλ,µ)
vanishing on sl(2) is osp(1|2)-invariant. That is, if Υ(X1) = Υ(Xx) = Υ(Xx2) = 0, then the
restriction of Υ to osp(1|2) is trivial.
Proof. Recall that, as sl(2)-module, the subalgebra osp(1|2) is isomorphic to sl(2)⊕ a, where
a = Span(Xθ, Xxθ). Consider a linear operator A : a → Dλ,µ. By a straightforward com-
putation, we show that if A is sl(2)-invariant, then µ = λ − 12 + k, where k ∈ N and the
corresponding operator Ak has the following expression
Ak(Xhθ)(fdx
λ) = ak
(
hf (k) + k(2λ + k − 1)h′f (k−1)
)
dxλ−
1
2
+k, (4.30)
where
k(k − 1)(2λ + k − 1)(2λ + k − 2)ak = 0.
Now, consider Υ ∈ Z1diff(K(1);Dλ,µ) such that Υ(X1) = Υ(Xx) = Υ(Xx2) = 0. The
1-cocycle relations give, for all h, h1, h2 polynomial with degree 0 or 1 and g polynomial with
degree 0, 1 or 2, the following equations
L
λ,µ
Xg
Υ(Xhθ)−Υ([Xg,Xhθ]) = 0, (4.31)
L
λ,µ
Xh1θ
Υ(Xh2θ) + L
λ,µ
Xh2θ
Υ(Xh1θ) = 0. (4.32)
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1) If Υ is an even 1-cocycle, then, according to Propostion 2.1, its restriction to a is decom-
posed into two maps: a → Π(Dλ+ 1
2
,µ) and a → Π(Dλ,µ+ 1
2
). The equation (4.31) tell us that
these maps are sl(2)-invariant. Therefore, their expressions are given by (4.30). So, we must
have µ = λ + k = (λ + 12) − 12 + k (and then µ + 12 = λ− 12 + k + 1). More precisely, using
the equation (4.32), we get (up to a scalar factor):
Υ|osp(1|2) =

0 if k(k − 1)(2λ + k)(2λ + k − 1) 6= 0 or k = 1 and λ /∈ {0, −1
2
},
δ(θ∂θ∂
k
x) if (λ, µ) =
(−k
2
,
k
2
)
,
δ(∂kx − θ∂θ∂kx) if (λ, µ) =
(
1− k
2
,
1 + k
2
)
or λ = µ.
2) Similarly, if Υ is an odd 1-cocycle, we get:
Υ|osp(1|2) =

0 if k(k − 1)(2λ + k − 1) 6= 0,
δ(θ) if µ = λ− 12 ,
δ(∂θ) if µ = λ+
1
2 ,
δ(θ∂kx) if (λ, µ) = (
1−k
2 ,
k
2 ).
Now, we can compute H1diff(K(1);Dλ,µ) and the osp(1|2)-relative cohomology
H1diff(K(1), osp(1|2);Dλ,µ). Let Υ be any 1-cocycle over K(1). According to Proposition 2.1,
we have
Υ|vect(1) ∈ H1diff (vect(1);Dλ,µ)⊕H1diff
(
vect(1);Dλ+ 1
2
,µ+ 1
2
)
if Υ is even
and
Υ|vect(1) ∈ H1diff
(
vect(1);Π(Dλ,µ+ 1
2
)
)
⊕H1diff
(
vect(1);Π(Dλ+ 1
2
,µ)
)
if Υ is odd.
We know that non-zero cohomology H1diff
(
vect(1);Dλ,λ′
)
only appear if λ′ − λ ∈ N. Thus,
according to Lemma 4.1, the following statements hold:
i) If µ− λ /∈ 12(N − 1), then H1diff(K(1);Dλ,µ) = 0.
ii) If µ− λ is integer, then H1diff(K(1);Dλ,µ) is spanned only by the cohomology classes of
even cocycles.
iii) If µ−λ is semi-integer, then H1diff(K(1);Dλ,µ) is spanned only by the cohomology classes
of odd cocycles.
4.2 The space H1diff(K(1), osp(1|2);Dλ,µ)
The main result of this subsection is the following:
Theorem 4.5. dimH1diff(K(1), osp(1|2);Dλ,µ) = 1 if
µ− λ = 32 and λ 6= −12 ,
µ− λ = 2 for all λ,
µ− λ = 52 and λ 6= −1,
µ− λ = 3 and λ ∈ {0, −52},
µ− λ = 4 and λ = −7±
√
33
4 .
Otherwise, H1diff(K(1), osp(1|2);Dλ,µ) = 0.
The corresponding spaces H1diff(K(1), osp(1|2);Dλ,λ+ k
2
) are spanned by the cohomology
classes of Υλ,λ+ k
2
= J−1,λk
2
+1
, where k ∈ {3, 4, 5, 6, 8}.
Proof. Note that, by Lemma 4.1, the osp(1|2)-relative cocycles are related to its homologous
in the classical setting, and by Lemma 4.3, they are supertransvectants. Bouarroudj and
Ovsienko [9] showed that
H1diff(vect(1), sl(2);Dλ,λ+k) ≃

K if

k = 2 and λ 6= −12 ,
k = 3 and λ 6= −1,
k = 4 and λ 6= −32 ,
k = 5 and λ = 0,−4,
k = 6 and λ = −5±
√
19
2 ,
0 otherwise.
(4.33)
These spaces are generated by the cohomology classes of the following non-trivial sl(2)-relative
1-cocycles, Aλ,λ+k :
Aλ,λ+2(X, f) = X
(3)f, λ 6= −12 ,
Aλ,λ+3(X, f) = X
(3)f ′ − λ2X(4)f, λ 6= −1,
Aλ,λ+4(X, f) = X
(3)f ′′ − 2λ+12 X(4)f ′ + λ(2λ+1)10 X(5)f, λ 6= −32 ,
A0,5(X, f) = −3X(5)f ′ + 15X(4)f ′′ − 10X(3)f (3),
A−4,1(X, f) = 28X(6)f + 63X(5)f ′ + 45X(4)f ′′ + 10X(3)f (3)
Aai,ai+6(X, f) = αiX
(7)f − 14βiX(6)f ′ − 126γiX(5)f ′′ − 210τiX(4)f (3) + 210X(3)f4
where τ1 = −2 +
√
19 and τ2 = −2−
√
19. The ai, αi, βi and γi are those given in (4.22).
So, we see first that if 2(µ − λ) /∈ {3, . . . , 13}, then by Lemma 4.1, the corresponding
cohomology H1diff(K(1), osp(1|2);Dλ,µ) vanish. Indeed, let Υ be any element of
Z1diff(K(1), osp(1|2);Dλ,µ). Then by (4.33) and (4.23), up to a coboundary, the restriction of
Υ to vect(1) vanishes, so Υ = 0 by Lemma 4.1. By the same arguments, if 2(µ − λ) > 9,
generically, the corresponding cohomology vanish.
For 2(µ−λ) ∈ {3, . . . , 13}, we study the supertranvectant J−1,λµ−λ+1. If it is a non-trivial 1-
cocycle, then the corresponding cohomology space is one-dimensional, otherwise it is zero. To
study any supertranvectant J−1,λµ−λ+1 satisfying δ(J
−1,λ
µ−λ+1) = 0, we consider the two components
of its restriction to vect(1) which we compare with Aλ,µ and Aλ+ 1
2
,µ+ 1
2
or Aλ+ 1
2
,µ and Aλ,µ+ 1
2
depending on whether λ−µ is integer or semi-integer. For instance, we show that J−1,λ5
2
is a 1-
cocycle. Moreover, it is non-trivial for λ 6= −12 since, for g, f ∈ K[x], we have J−1,λ5
2
(Xg)(f) =
14
−θAλ,λ+2(g, f). More precisely, we get the following non-trivial 1-cocycles:
Υλ,λ+ 3
2
(XG)(Fα
λ) = η(G′′)Fαλ+
3
2 for λ 6= −12 ,
Υλ,λ+ 5
2
(XG)(Fα
λ) =
(
2λη(G(3))F − 3η(G′′)F ′ − (−1)p(G)G(3)η(F ))αλ+ 52 for λ 6= −1,
Υλ,λ+2(XG)(Fα
λ) =
(
2
3λG
(3)F − (−1)p(G)η(G′′)η(F ))αλ+2 for all λ,
Υλ,λ+3(XG)(Fα
λ) =
(
(−1)p(G)η(G′′)η(F ′)− 2λ+13
(
(−1)p(G)η(G(3))η(F ) +G(3)F ′)
+λ(2λ+1)6 G
(4)F
)
αλ+3 for λ = 0, −52 ,
Υλ,λ+4(XG)(Fα
λ) =
(
(−1)p(G)η(G′′)η(F ′′)− 2(λ+1)3
(
2(−1)p(G)η(G(3))η(F ′) +G(3)F ′′)
+ (λ+1)(2λ+1)6
(
(−1)p(G)η(G(4))η(F ) + 2G(4)F ′)
−λ(λ+1)(2λ+1)15 G(5)F
)
αλ+4 for λ = −7±
√
33
4 .
4.3 The space H1diff(K(1);Dλ,µ)
Theorem 4.6. dimH1diff(K(1);Dλ,µ) = 1 if
µ− λ = 0 for all λ,
µ− λ = 32 for all λ,
µ− λ = 2 for all λ,
µ− λ = 52 for all λ,
µ− λ = 3 and λ ∈ {0, −52},
µ− λ = 4 and λ = −7±
√
33
4 .
dimH1diff(K(1);D0, 1
2
) = 2. Otherwise, H1diff(K(1);Dλ,µ) = 0.
The spaces H1diff(K(1);Dλ,µ) are spanned by the cohomology classes of the 1-cocycles Υλ,µ
given in Theorem 4.5 and by the cohomology classes of the following 1-cocycles:
Υλ,λ(XG)(Fα
λ) = G′Fαλ,
Υ0, 1
2
(XG)(F ) = η(G
′)Fα
1
2 ,
Υ˜0, 1
2
(XG)(F ) = η(G
′F )α
1
2 ,
Υ− 1
2
,1(XG)(Fα
− 1
2 ) =
(
η(G′′)F + η(G′)F ′ + (−1)p(G)G′′η(F )
)
α
Υ−1, 3
2
(XG)(Fα
−1) =
(
(−1)p(G)(G′′′η(F ) + 2G′′η(F ′)) + 2η(G′′)F ′ + η(G′)F ′′
)
α
3
2 .
Proof. First, we recall the structure of the space H1diff(osp(1|2);Dλ,µ) computed in [6]:
H1diff(osp(1|2),Dλ,µ) ≃

K if λ = µ,
K
2 if λ = 1−k2 , µ =
k
2 , k ∈ N \ {0},
0 otherwise.
(4.34)
Note that H1diff(K(1), osp(1|2);Dλ,µ) ⊂ H1diff(K(1),Dλ,µ). Moreover, if µ 6= λ, then by
(4.34) and Lemma 4.4 we can see that H1diff(K(1), osp(1|2);Dλ,µ) = H1diff(K(1);Dλ,µ), except
for
(λ, µ) ∈ { (0, 12), (−12 , 1), (−1, 32), (−32 , 2), (−2, 52 ) } . (4.35)
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Indeed, let Υ be any non-trivial element of Z1diff(K(1),Dλ,µ) where µ 6= λ. If (λ, µ) 6= (1−k2 , k2 )
where k ∈ N \ {0} then, by (4.34), we can see that Υ|osp(1|2) is trivial, therefore, we de-
duce by using Lemma 4.3 that the 1-cocycle Υ defines a non-trivial cohomology class in
H1diff(K(1), osp(1|2);Dλ,µ). If (λ, µ) = (1−k2 , k2 ) where k ∈ N \ {0} then, by (4.21), we can
see that, up to a coboundary, generically the 1-cocycle Υ vanishes on vect(1) and then we
conclude by using Lemma 4.4 since sl(2) ⊂ vect(1).
Thus, we need to study only the case µ = λ together with the singular cases (4.35).
According to Proposition 2.1, if µ− λ is integer, then
H1diff (vect(1);Dλ,µ) ≃ H1diff (vect(1);Dλ,µ)⊕H1diff
(
vect(1);Dλ+ 1
2
,µ+ 1
2
)
,
and if µ− λ is semi-integer, then
H1diff (vect(1);Dλ,µ) ≃ H1diff
(
vect(1);Π(Dλ+ 1
2
,µ)
)
⊕H1diff
(
vect(1);Π(Dλ,µ+ 1
2
)
)
.
Thus, we deduce H1diff(vect(1);Dλ,µ) from (4.21).
Now, let Υ be a 1-cocycle from K(1) to Dλ,λ, that is, Υ is even. The map Υ|vect(1) is a
1-cocycle of vect(1). So, up to a coboundary, we have (here α, β ∈ K)
Φλ,λ ◦Υ|vect(1) = αCλ,λ + βCλ+ 1
2
,λ+ 1
2
. (4.36)
By Lemma 4.1, the 1-cocycle Υ is non-trivial if and only if (α, β) 6= (0, 0). By Lemma 4.2,
we can write
Υ(Xhθ) =
∑
m,k
bm,kh
(k)θ∂mx +
∑
m,k
b˜m,kh
(k)∂θ∂
m
x ,
where the coefficients bm,k and b˜m,k are constants. Moreover, the map Υ must satisfy the
following equations{
Υ([Xg, Xhθ]) = L
λ,λ
Xg
Υ(Xhθ)− Lλ,λXhθΥ(Xg),
Υ([Xh1θ, Xh2θ]) = L
λ,λ
Xh1θ
Υ(Xh2θ) + L
λ,λ
Xh2θ
Υ(Xh1θ).
(4.37)
We solve the equations (4.36) and (4.37) for α, β, bk,m, b˜m,k. We prove that H
1
diff(K(1);Dλ,λ)
is spanned by the non-trivial cocycle Υλ,λ corresponding to the cocycle
Φ−1λ,λ ◦
(
Cλ,λ + Cλ+ 1
2
,λ+ 1
2
)
via its restriction to vect(1), see (4.22).
For the singular cases (4.35), by the same arguments as above, we get:
i) H1diff(K(1);D0, 1
2
) is spanned by the non-trivial cocycles Υ0, 1
2
and Υ˜0, 1
2
corresponding,
respectively, to the cocycles Φ−1
0, 1
2
◦ Π ◦ (−C0,1) and Φ−10, 1
2
◦ Π ◦ (C 1
2
, 1
2
− C˜0,1), via their
restrictions to vect(1).
ii) H1diff(K(1);D− 1
2
,1) is spanned by the non-trivial cocycle Υ− 1
2
,1 corresponding to the
cocycle Φ−1− 1
2
,1
◦Π ◦ (C0,1 − C− 1
2
, 3
2
) via its restriction to vect(1).
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iii) H1diff(K(1);D−1, 3
2
) is spanned by the non-trivial cocycle Υ−1, 3
2
corresponding to the
cocycle Φ−1−1, 3
2
◦Π ◦ (C− 1
2
, 3
2
− 3C−1,2) via its restriction to vect(1).
iv) H1diff(K(1);D− 3
2
,2) = H
1
diff(K(1);D−2, 5
2
) = 0.
5 Deformation Theory and Cohomology
Deformation theory of Lie algebra homomorphisms was first considered with only one-parameter
of deformation [14, 23, 26]. Recently, deformations of Lie (super)algebras with multi-parameters
were intensively studied ( see, e.g., [1, 3, 5, 6, 24, 25]). Here we give an outline of this theory.
5.1 Infinitesimal deformations and the first cohomology
Let ρ0 : g −→ End(V ) be an action of a Lie superalgebra g on a vector superspace V and let
h be a subagebra of g. When studying h-trivial deformations of the g-action ρ0, one usually
starts with infinitesimal deformations:
ρ = ρ0 + tΥ, (5.38)
where Υ : g → End(V ) is a linear map vanishing on h and t is a formal parameter with
p(t) = p(Υ). The homomorphism condition
[ρ(x), ρ(y)] = ρ([x, y]), (5.39)
where x, y ∈ g, is satisfied in order 1 in t if and only if Υ is a h-relative 1-cocycle. That is,
the map Υ satisfies
(−1)p(x)p(Υ)[ρ0(x),Υ(y)] − (−1)p(y)(p(x)+p(Υ))[ρ0(y),Υ(x)] −Υ([x, y]) = 0.
Moreover, two h-trivial infinitesimal deformations ρ = ρ0 + tΥ1, and ρ = ρ0 + tΥ2, are
equivalents if and only if Υ1 −Υ2 is h-relative coboundary:
(Υ1 −Υ2)(x) = (−1)p(x)p(A)[ρ0(x), A] := δA(x),
where A ∈ End(V )h and δ stands for differential of cochains on g with values in End(V ) (see,
e.g., [15, 23]). So, the space H1(g, h; End(V )) determines and classifies infinitesimal deforma-
tions up to equivalence. If dim(H1(g, h; End(V ))) = m, then choose 1-cocycles Υ1, . . . ,Υm
representing a basis of H1(g, h; End(V)) and consider the infinitesimal deformation
ρ = ρ0 +
m∑
i=1
tiΥi, (5.40)
where t1, . . . , tm are independent parameters with p(ti) = p(Υi).
Since we are interested in the osp(1|2)- trivial deformations of the K(1)-action on Snβ ,
we consider the space H1diff(K(1), osp(1|2); End(Snβ)) spanned by the classes Υλ,λ+ k
2
, where
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k = 3, 4, 5 and 2(β−λ) ∈ {k, k + 1, . . . , 2n} for generic β. Any infinitesimal osp(1|2)-trivial
deformation of the K(1)-module Snβ is then of the form
L˜XF = LXF + L
(1)
XF
, (5.41)
where LXF is the Lie derivative of S
n
β along the vector field XF defined by (2.4), and
L
(1)
XF
=
∑
λ
∑
k=3,4,5
t
λ,λ+ k
2
Υ
λ,λ+ k
2
(XF ), (5.42)
where the tλ,λ+ k
2
are independent parameters with p(tλ,λ+ k
2
) = p(Υλ,λ+ k
2
) and 2(β − λ) ∈
{k, k + 1, . . . , 2n} .
5.2 Integrability conditions and deformations
over supercommutative algebras
Consider the supercommutative associative superalgebra with unity C[[t1, . . . , tm]] and con-
sider the problem of integrability of infinitesimal deformations. Starting with the infinitesimal
deformation (5.40), we look for a formal series
ρ = ρ0 +
m∑
i=1
tiΥi +
∑
i,j
titj ρ
(2)
ij + · · · , (5.43)
where the higher order terms ρ
(2)
ij , ρ
(3)
ijk, . . . are linear maps from g to End(V) with p(ρ
(2)
ij ) =
p(titj), p(ρ
(3)
ijk) = p(titjtk), . . . such that the map
ρ : g→ C[[t1, . . . , tm]]⊗ End(V), (5.44)
satisfies the homomorphism condition (5.39).
Quite often the above problem has no solution. Following [14] and [1], we will impose
extra algebraic relations on the parameters t1, . . . , tm. Let R be an ideal in C[[t1, . . . , tm]]
generated by some set of relations, and we can speak about deformations with base A =
C[[t1, . . . , tm]]/R, (for details, see [14]). The map (5.44) sends g to A⊗ End(V ).
Setting
ϕt = ρ− ρ0, ρ(1) =
∑
tiΥi, ρ
(2) =
∑
titj ρ
(2)
ij , . . . ,
we can rewrite the relation (5.39) in the following way:
[ϕt(x), ρ0(y)] + [ρ0(x), ϕt(y)]− ϕt([x, y]) +
∑
i,j>0
[ρ(i)(x), ρ(j)(y)] = 0. (5.45)
The first three terms are (δϕt)(x, y). For arbitrary linear maps γ1, γ2 : g −→ End(V ),
consider the standard cup-product: [[γ1, γ2]] : g⊗ g −→ End(V ) defined by:
[[γ1, γ2]](x, y) = (−1)p(γ2)(p(γ1)+p(x))[γ1(x), γ2(y)] + (−1)p(γ1)p(x)[γ2(x), γ1(y)]. (5.46)
The relation (5.45) becomes now equivalent to:
δϕt +
1
2
[[ϕt, ϕt]] = 0, (5.47)
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Expanding (5.47) in power series in t1, . . . , tm, we obtain the following equation for ρ
(k):
δρ(k) +
1
2
∑
i+j=k
[[ρ(i), ρ(j)]] = 0. (5.48)
The first non-trivial relation δρ(2) + 12 [[ρ
(1), ρ(1)]] = 0 gives the first obstruction to integra-
tion of an infinitesimal deformation. Thus, considering the coefficient of ti tj, we get
δρ
(2)
ij +
1
2
[[Υi,Υj ]] = 0. (5.49)
It is easy to check that for any two 1-cocycles γ1 and γ2 ∈ Z1(g, h; End(V )), the bilinear map
[[γ1, γ2]] is a h-relative 2-cocycle. The relation (5.49) is precisely the condition for this cocycle
to be a coboundary. Moreover, if one of the cocycles γ1 or γ2 is a h-relative coboundary, then
[[γ1, γ2]] is a h-relative 2-coboundary. Therefore, we naturally deduce that the operation (5.46)
defines a bilinear map:
H1(g, h; End(V ))⊗H1(g, h; End(V )) −→ H2(g, h; End(V )). (5.50)
All the obstructions lie in H2(g, h; End(V )) and they are in the image of H1(g, h; End(V ))
under the cup-product.
5.3 Equivalence
Two deformations, ρ and ρ′ of a g-module V over A are said to be equivalent (see [14]) if
there exists an inner automorphism Ψ of the associative superalgebra A⊗End(V ) such that
Ψ ◦ ρ = ρ′ and Ψ(I) = I,
where I is the unity of the superalgebra A⊗ End(V ).
The following notion of miniversal deformation is fundamental. It assigns to a g-module
V a canonical commutative associative algebra A and a canonical deformation over A. A
deformation (5.43) over A is said to be miniversal if
(i) for any other deformation ρ′ with base (local) A′, there exists a homomorphism ψ :
A′ → A satisfying ψ(1) = 1, such that
ρ = (ψ ⊗ Id) ◦ ρ′.
(ii) under notation of (i), if ρ is infinitesimal, then ψ is unique.
If ρ satisfies only the condition (i), then it is called versal. This definition does not depend
on the choice 1-cocycles Υ1, . . . ,Υm representing a basis of H
1(g, h; End(V)).
The miniversal deformation corresponds to the smallest ideal R. We refer to [14] for a
construction of miniversal deformations of Lie algebras and to [1] for miniversal deformations
of g-modules. Superization of these results is immediate: by the Sign Rule.
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6 Integrability Conditions
In this section we obtain the integrability conditions for the infinitesimal deformation(5.41).
Proposition 6.1. The second-order integrability conditions of the infinitesimal deforma-
tion (5.41) are the following:
tλ,λ+ 5
2
tλ+ 5
2
,λ+5 = 0, where 2(β − λ) ∈ {10, . . . , 2n} . (6.51)
To prove Proposition 6.1, we need the following lemmas
Lemma 6.2. Consider a linear differential operator b : K(1) −→ Dλ,µ. If b satisfies
δ(b)(X,Y ) = b(X) = 0 for all X ∈ osp(1|2),
then b is a supertransvectant.
Proof. For all X, Y ∈ K(1) we have
δ(b)(X,Y ) := (−1)p(X)p(b)Lλ,µX (b(Y ))− (−1)p(Y )(p(X)+p(b))Lλ,µY (b(X)) − b([X,Y ]).
Since δ(b)(X,Y ) = b(X) = 0 for all X ∈ osp(1|2) we deduce that
(−1)p(X)p(b)Lλ,µX (b(Y ))− b([X,Y ]) = 0.
Thus, the map b is osp(1|2)-invariant.
Lemma 6.3. The map Bλ,λ+5 = [[Υλ+ 5
2
,λ+5, Υλ,λ+ 5
2
]] is a non-trivial osp(1|2)-relative 2-
cocycle for λ 6= 0, −1, −72 , −92 .
Proof. First, observe that for λ = −1,−72 , the map Bλ,λ+5 is not defined (see Theorem 4.5).
The map Bλ,λ+5 is the cup-product of two osp(1|2)-relative 1-cocycles, so, Bλ,λ+5 is a osp(1|2)-
relative 2-cocycle: Bλ,λ+5 ∈ Z2(K(1), osp(1|2);Dλ,λ+5). This 2-cocycle is trivial if and only if
it is the coboundary of a linear differential operator
bλ,λ+5 : K(1) −→ Dλ,λ+5
vanishing on osp(1|2). Consider bλ,λ+5 as a bilinear map F−1 ⊗ Fλ −→ Fλ+5. So, according
to Lemma 6.2 and Theorem 3.2, the operator bλ,λ+5 coincides (up to a scalar factor) with the
supertransvectant J−1,λ6 . But, by a direct computation, we have, up to a multiple
Bλ,λ+5(Xg1 , Xg2)(Fα
λ) =
(
g
(4)
1 g
(3)
2 − g(3)1 g(4)2
)
(2λf0 − (2λ+ 9)f1θ)αλ+5,
δ(J−1,λ6 )(Xg1 , Xg2)(Fα
λ) =
(
g
(3)
1 g
(4)
2 − g(4)1 g(3)2
)(
λ(2λ+3)(λ2+6λ+8)
9 f0+
+ (2λ+1)(λ+3)(4λ
2+28λ+45)
36 f1θ
)
αλ+5,
where g1, g2 ∈ K[x] and F = f0+f1θ ∈ K[x, θ]. Therefore, the restrictions of the maps Bλ,λ+5
and δ(J−1,λ6 ) to vect(1)× vect(1) are linearly dependant if and only if
λ(λ+ 1)(2λ + 7)(2λ+ 9)(4λ + 9) = 0.
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Thus, the maps Bλ,λ+5 and δ(J
−1,λ
6 ) are linearly independent for λ 6= 0,−1, −72 , −92 , −94 .
Besides, we check that the maps B− 9
4
, 11
4
and δ(J
−1,− 9
4
6 ) are also linearly independent although
their restrictions to vect(1)× vect(1) are linearly dependant. Finally, for λ = 0,−92 , we check
that Bλ,λ+5 coincides (up to a scalar factor) with δ(J
−1,λ
6 ). This completes the proof.
Remark 6.4. The map Bλ,λ+5 : K(1) ⊗ K(1) −→ Dλ,λ+5 is a non-trivial 2-cocycle, so,
H2diff(K(1), osp(1|2);Dλ,λ+5) 6= 0 while H2diff(vect(1), sl(2);Dλ,λ+5) = 0 for generic λ (see [7]).
Hence, for the second cohomology, the analog of Lemma 4.1 is not true.
Proof. of Proposition 6.1: Assume that the infinitesimal deformation (5.41) can be integrated
to a formal deformation:
L˜XF = LXF + L
(1)
XF
+ L
(2)
XF
+ · · ·
The homomorphism condition gives, for the term L
(2)
λ,µ,λ′,µ′ in tλ,µtλ′,µ′ , the following equation
δ(L
(2)
λ,µ,λ′,µ′) = −[[Υλ,µ, Υλ′,µ′ ]]. (6.52)
For arbitrary λ, the right hand side of (6.52) yields the following 2-cocycles:
Bλ,λ+3 = [[Υλ+ 3
2
,λ+3, Υλ,λ+ 3
2
]] : K(1) ⊗K(1)→ Dλ,λ+3,
Bλ,λ+ 7
2
= [[Υλ+ 3
2
,λ+ 7
2
, Υλ,λ+ 3
2
]] : K(1) ⊗K(1)→ Dλ,λ+ 7
2
,
B˜λ,λ+ 7
2
= [[Υλ+2,λ+ 7
2
, Υλ,λ+2]] : K(1) ⊗K(1)→ Dλ,λ+ 7
2
,
Bλ,λ+4 = [[Υλ+ 3
2
,λ+4, Υλ,λ+ 3
2
]] : K(1) ⊗K(1)→ Dλ,λ+4,
B˜λ,λ+4 = [[Υλ+ 5
2
,λ+4, Υλ,λ+ 5
2
]] : K(1) ⊗K(1)→ Dλ,λ+4,
Bλ,λ+4 = [[Υλ+2,λ+4, Υλ,λ+2]] : K(1) ⊗K(1)→ Dλ,λ+4,
Bλ,λ+ 9
2
= [[Υλ+ 5
2
,λ+ 9
2
, Υλ,λ+ 5
2
]] : K(1) ⊗K(1)→ Dλ,λ+ 9
2
,
B˜λ,λ+ 9
2
= [[Υλ+2,λ+ 9
2
, Υλ,λ+2]] : K(1) ⊗K(1)→ Dλ,λ+ 9
2
,
Bλ,λ+5 = [[Υλ+ 5
2
,λ+5, Υλ,λ+ 5
2
]] : K(1) ⊗K(1)→ Dλ,λ+5.
(6.53)
The necessary integrability conditions for the second-order terms L(2) are that each 2-
cocycle Bλ,λ+k, where 2k = 6, 7, 8, 9, 10, must be a coboundary of a linear differential op-
erator bλ,λ+k : K(1) −→ Dλ,λ+k, vanishing on osp(1|2). More precisely, as in the proof of
Lemma 6.3, the operator bλ,λ+k coincides (up to a scalar factor) with the supertransvectant
J
−1,λ
k+1 . Clearly,
B˜λ,λ+4 = Bλ,λ+4 = 3Bλ,λ+4, Bλ,λ+ 7
2
= −B˜λ,λ+ 7
2
, Bλ,λ+ 9
2
= −B˜λ,λ+ 9
2
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and, by a direct computation, we check that
Bλ,λ+3(XG1 ,XG2)(Fα
λ) =
(−2(−1)p(G1)η(G′′1)η(G′′2)F )αλ+3,
Bλ,λ+ 7
2
(XG1 ,XG2)(Fα
λ) =
(
2λ
3
(
(−1)p(G1)G(3)1 η(G′′2)− η(G′′1)G(3)2
)
F+
2(−1)p(G2)η(G′′1)η(G′′2)η(F )
)
αλ+
7
2 ,
Bλ,λ+4(XG1 ,XG2)(Fα
λ) =
(
− 2λ(−1)p(G1)
(
η(G
(3)
1 )η(G
′′
2) + η(G
′′
1)η(G
(3)
2 )
)
F+
(−1)p(G2)
(
(−1)p(G1)η(G′′1)G(3)2 −G(3)1 η(G′′2)
)
η(F )+
6(−1)p(G1)η(G′′1)η(G′′2)F ′
)
αλ+4,
Bλ,λ+ 9
2
(XG1 ,XG2)(Fα
λ) =
(
2λ
3 (2λ+ 5)
(
(−1)p(G1)G(3)1 η(G(3)2 )− η(G(3)1 )G(3)2
)
F+
2λ
(
η(G′′1)G
(4)
2 − (−1)p(G1)p(G2)η(G′′2)G(4)1
)
F+
(2λ+ 1)(−1)p(G2)
(
η(G′′1)η(G
(3)
2 ) + η(G
(3)
1 )η(G
′′
2)
)
η(F )+
(2λ+ 1)
(
η(G′′1)G
(3)
2 − (−1)p(G1)G(3)1 η(G′′2)
)
F ′−
6(−1)p(G2)η(G′′1)η(G′′2)η(F ′)
)
αλ+
9
2 ,
where G1, G2, F ∈ K[x, θ]. Besides, we can see that
ζλBλ,λ+3 = δ(J
−1,λ
4 ), where ζλ =
λ(2λ+ 5)
4
(
2λ+ 3
2
)
,
αλBλ,λ+ 7
2
= δ(J−1,λ9
2
), where αλ =
6λ+ 9
4
(
2λ+ 4
3
)
,
βλBλ,λ+4 = δ(J
−1,λ
5 ), where βλ =
2λ2 + 7λ+ 2
6
(
2λ+ 4
2
)
,
γλBλ,λ+ 9
2
= δ(J−1,λ11
2
), where γλ =
3λ+ 6
2
(
2λ+ 5
3
)
.
Now, by Lemma 6.3, Bλ,λ+5 is a non-trivial osp(1|2)-relative 2-cocycle, so, its coefficient
must vanish, that is, we get the first set of necessary integrability conditions:
tλ,λ+ 5
2
tλ+ 5
2
,λ+5 = 0, where 2(β − λ) ∈ {10, . . . , 2n} . (6.54)
The equations (6.54) are the unique integrability conditions for the 2nd order term L(2).
Under these conditions, the second-order term L(2) can be given by
L(2) = −∑λ ζ−1λ tλ+ 3
2
,λ+3tλ,λ+ 3
2
J
−1,λ
4
−∑λ α−1λ (tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2)J
−1,λ
9
2
−∑λ β−1λ (tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ 13tλ+2,λ+4tλ,λ+2)J
−1,λ
5
−∑λ γ−1λ (tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2)J
−1,λ
11
2
.
To compute the third term L(3), we need the following two lemmas which we can check
by a direct computation with the help of Maple.
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Lemma 6.5.
1) ξ−1λ δ(J
−1,λ
11
2
) =
(
ζ−1λ [[Υλ+3,λ+ 9
2
, J−1,λ4 ]] + ζ
−1
λ+ 3
2
[[J
−1,λ+ 3
2
4 , Υλ,λ+ 3
2
]]
)
,
2) α−1
λ+ 3
2
[[J
−1,λ+ 3
2
9
2
, Υλ,λ+ 3
2
]] = ǫ1,λ α
−1
λ [[Υλ+ 7
2
,λ+5, J
−1,λ
9
2
]] + ǫ2,λ ζ
−1
λ [[Υλ+3,λ+5, J
−1,λ
4 ]]+
ǫ3,λ δ(J
−1,λ
6 ),
3) β−1
λ+ 3
2
[[J
−1,λ+ 3
2
5 , Υλ,λ+ 3
2
]] = ǫ4,λβ
−1
λ [[Υλ+4,λ+ 11
2
,J−1,λ5 ]] + ǫ5,λ α
−1
λ [[Υλ+ 7
2
,λ+ 11
2
, J−1,λ9
2
]]+
ǫ6,λ α
−1
λ+2 [[J
−1,λ+2
9
2
, Υλ,λ+2]],
4) α−1λ [[Υλ+ 7
2
,λ+6, J
−1,λ
9
2
]] = ǫ7,λ β
−1
λ+2 [[J
−1,λ+2
5 , Υλ,λ+2]] + ǫ8,λ α
−1
λ+ 5
2
[[J
−1,λ+ 5
2
9
2
, Υλ,λ+ 5
2
]]+
ǫ9,λ δ(J
−1,λ
7 ),
5) γ−1λ+2[[J
−1,λ+2
11
2
, Υλ,λ+2]] = ǫ10,λ β
−1
λ [[Υλ+4,λ+ 13
2
, J−1,λ5 ]] + ǫ11,λ β
−1
λ+ 5
2
[[J
−1,λ+ 5
2
5 , Υλ,λ+ 5
2
]]+
ǫ12,λ γ
−1
λ [[Υλ+ 9
2
,λ+ 13
2
, J−1,λ11
2
]],
where
ǫ1,λ =
(2λ+11)(2λ+9)(λ+2)
2(λ+3)(2λ2+3λ−17) , ǫ7,λ = − 5(6λ
2+33λ+17)(2λ2+15λ+24)
2(λ+5)(λ+2)(2λ−3)(2λ2+13λ+13) ,
ǫ2,λ =
15(2λ+5)(λ+4)
2(λ+3)(2λ2+3λ−17) ǫ8,λ =
(2λ+9)(2λ+5)(λ+7)(2λ2+11λ+4)
2(λ+5)(2λ−3)(λ+2)(2λ2+13λ+13) ,
ǫ3,λ =
48
λ(λ+3)(2λ+3)(2λ+5)(2λ2+3λ−17) , ǫ9,λ =
60
(2λ+3)(2λ−3)(λ+3)(λ+4)(2λ2+13λ+13) ,
ǫ4,λ = − (2λ+9)(2λ+3)(2λ
2+7λ+2)
(2λ+7)(2λ+1)(2λ2+13λ+17) ǫ10,λ = − (λ+5)(λ+2)(2λ
2+7λ+2)
9(λ+4)2(λ+1) ,
ǫ5,λ = − 3(2λ+9)(2λ+3)
2
2(2λ+7)(2λ+1)(2λ2+13λ+17) ǫ11,λ = − (2λ
2+17λ+32)
9(λ+4) ,
ǫ6,λ = − 3(2λ+7)2(2λ2+13λ+17) ǫ12,λ = − (λ+2)
2(λ+5)
(λ+4)2(λ+1) ,
ξλ =
3
16λ(λ + 4)(2λ+ 3)(2λ+ 5)
(
2λ+ 5
3
)
.
Lemma 6.6. Each of the following systems is linearly independent
1)
(
[[Υλ+ 7
2
,λ+5, J
−1,λ
9
2
]], [[Υλ+3,λ+5, J
−1,λ
4 ]], [[J
−1,λ+2
4 , Υλ,λ+2]], δ(J
−1,λ
6 )
)
,
2)
(
[[Υλ+4,λ+ 11
2
, J−1,λ5 ]], [[Υλ+ 7
2
,λ+ 11
2
, J−1,λ9
2
]], [[J−1,λ+29
2
, Υλ,λ+2]], [[Υλ+3,λ+ 11
2
, J−1,λ4 ]]
[[J
−1,λ+ 5
2
4 , Υλ,λ+ 5
2
]], δ(J−1,λ13
2
)
)
,
3)
(
[[Υλ+ 9
2
,λ+6, J
−1,λ
11
2
]], [[J
−1,λ+ 3
2
11
2
, Υλ,λ+ 3
2
]], [[Υλ+4,λ+6, J
−1,λ
5 ]], [[J
−1,λ+2
5 , Υλ,λ+2]],
[[J
−1,λ+ 5
2
9
2
, Υλ,λ+ 5
2
]], δ(J−1,λ7 )
)
,
4)
(
[[Υλ+4,λ+ 13
2
, J−1,λ5 ]], [[J
−1,λ+ 5
2
5 , Υλ,λ+ 5
2
]], [[Υλ+ 9
2
,λ+ 13
2
, J−1,λ11
2
]], δ(J−1,λ15
2
)
)
,
5)
(
[[Υλ+ 9
2
,λ+7, J
−1,λ
11
2
]], [[J
−1,λ+ 5
2
11
2
, Υλ,λ+ 5
2
]], δ(J−1,λ8 )
)
.
Now, we are in position to exhibit the 3rd order integrability conditions.
Proposition 6.7. The 3rd order integrability conditions of the infinitesimal deformation (5.41)
are the following:
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a) For 2(β − λ) ∈ {10, . . . , 2n} :
tλ,λ+ 3
2
(
ǫ1,λ tλ+3,λ+5tλ+ 3
2
,λ+3 + (1− ǫ1,λ) tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
)
= 0,
tλ,λ+ 3
2
(
ǫ2,λ tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
− (1 + ǫ2,λ) tλ+3,λ+5tλ+ 3
2
,λ+3
)
= 0,
tλ+ 7
2
,λ+5tλ+2,λ+ 7
2
tλ,λ+2 = 0.
b) For 2(β − λ) ∈ {11, . . . , 2n} :
tλ+4,λ+ 11
2
tλ+ 5
2
,λ+4tλ,λ+ 5
2
= tλ,λ+ 3
2
tλ+3,λ+ 11
2
tλ+ 3
2
,λ+3 = 0,
tλ+4,λ+ 11
2
(
3(1 + ǫ4,λ) tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+2,λ+4tλ,λ+2
)
+
+ ǫ4,λ tλ,λ+ 3
2
tλ+ 7
2
,λ+ 11
2
tλ+ 3
2
,λ+ 7
2
= 0,
tλ+ 7
2
,λ+ 11
2
(
(1 +
ǫ5,λ
3
) tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
+
+ ǫ5,λ tλ+4,λ+ 11
2
tλ+ 3
2
,λ+4tλ,λ+ 3
2
= 0,
ǫ6,λ tλ,λ+ 3
2
(
tλ+4,λ+ 11
2
tλ+ 3
2
,λ+4 +
1
3
tλ+ 7
2
,λ+ 11
2
tλ+ 3
2
,λ+ 7
2
)
+
+tλ,λ+2
(
tλ+ 7
2
,λ+ 11
2
tλ+2,λ+ 7
2
− tλ+4,λ+ 11
2
tλ+2,λ+4
)
= 0.
c) For 2(β − λ) ∈ {12, . . . , 2n} :
tλ+ 9
2
,λ+6
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
= 0,
tλ,λ+ 3
2
(
tλ+4,λ+6tλ+ 3
2
,λ+4 − tλ+ 7
2
,λ+6tλ+ 3
2
,λ+ 7
2
)
= 0,
tλ+4,λ+6
(
3 tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ 3 tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ tλ+2,λ+4tλ,λ+2
)
= 0,
tλ,λ+2
(
(1− ǫ7,λ) tλ+ 7
2
,λ+6tλ+2,λ+ 7
2
+ tλ+ 9
2
,λ+6tλ+2,λ+ 9
2
+
1
3
tλ+4,λ+6tλ+2,λ+4
)
+
+ ǫ7,λ tλ+ 7
2
,λ+6tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
= 0,
ǫ8,λ tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
+
+
(
tλ+4,λ+6tλ+ 5
2
,λ+4 − tλ+ 9
2
,λ+6tλ+ 5
2
,λ+ 9
2
)
tλ,λ+ 5
2
= 0.
d) For 2(β − λ) ∈ {13, . . . , 2n} :
tλ+4,λ+ 13
2
(
tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ (
1
3
− ǫ10,λ)tλ+2,λ+4tλ,λ+2
)
+
+ ǫ10,λtλ,λ+2tλ+ 9
2
,λ+ 13
2
tλ+2,λ+ 9
2
= 0,
tλ,λ+ 5
2
(
tλ+4,λ+ 13
2
tλ+ 5
2
,λ+4 +
1
3
tλ+ 9
2
,λ+ 13
2
tλ+ 5
2
,λ+ 9
2
)
+
+ ǫ11,λtλ,λ+2
(
tλ+ 9
2
,λ+ 13
2
tλ+2,λ+ 9
2
− tλ+4,λ+ 13
2
tλ+2,λ+4
)
= 0,
tλ+ 9
2
,λ+ 13
2
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
+ (ǫ12,λ − 1) tλ+2,λ+ 9
2
tλ,λ+2
)
− ǫ12,λtλ,λ+2tλ+4,λ+ 13
2
tλ+2,λ+4 = 0.
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e) For 2(β − λ) ∈ {14, . . . , 2n} :
tλ+ 9
2
,λ+7tλ+2,λ+ 9
2
tλ,λ+2 = tλ,λ+ 5
2
tλ+ 9
2
,λ+7tλ+ 5
2
,λ+ 9
2
= 0.
Proof. Considering again the homomorphism condition, we compute the 3rd order term L(3)
which is a solution of the Maurer-Cartan equation:
δ(L(3)) = −1
2
(
[L(1), L(2)]] + [[L(2), L(1)]]
)
. (6.55)
The right hand side of (6.55) together with equation (6.51) yield the following maps:
Ωλ,λ+ 9
2
= ϕ1(t) [[Υλ+3,λ+ 9
2
, J−1,λ4 ]] + ψ1(t) [[J
−1,λ+ 3
2
4 , Υλ,λ+ 3
2
]] : K(1)⊗K(1)→ Dλ,λ+ 9
2
,
Ωλ,λ+5 = ϕ2(t) [[Υλ+ 7
2
,λ+5, J
−1,λ
9
2
]] + ψ2(t) [[J
−1,λ+ 3
2
9
2
, Υλ,λ+ 3
2
]] : K(1)⊗K(1)→ Dλ,λ+5,
Ω˜λ,λ+5 = ϕ˜2(t) [[Υλ+3,λ+5, J
−1,λ
4 ]] + ψ˜2(t) [[J
−1,λ+2
4 , Υλ,λ+2]] : K(1)⊗K(1)→ Dλ,λ+5,
Ωλ,λ+ 11
2
= ϕ3(t) [[Υλ+4,λ+ 11
2
, J−1,λ5 ]] + ψ3(t) [[J
−1,λ+ 3
2
5 , Υλ,λ+ 3
2
]] : K(1)⊗K(1)→ Dλ,λ+ 11
2
,
Ω˜λ,λ+ 11
2
= ϕ˜3(t) [[Υλ+ 7
2
,λ+ 11
2
, J−1,λ9
2
]] + ψ˜3(t) [[J
−1,λ+2
9
2
, Υλ,λ+2]] : K(1)⊗K(1)→ Dλ,λ+ 11
2
,
Ωλ,λ+ 11
2
= ϕ3(t) [[Υλ+3,λ+ 11
2
, J−1,λ4 ]] + ψ3(t) [[J
−1,λ+ 5
2
4 , Υλ,λ+ 5
2
]] : K(1)⊗K(1)→ Dλ,λ+ 11
2
,
Ωλ,λ+6 = ϕ4(t) [[Υλ+ 9
2
,λ+6, J
−1,λ
11
2
]] + ψ4(t) [[J
−1,λ+ 3
2
11
2
, Υλ,λ+ 3
2
]] : K(1)⊗K(1)→ Dλ,λ+6,
Ω˜λ,λ+6 = ϕ˜4(t) [[Υλ+4,λ+6, J
−1,λ
5 ]] + ψ˜4(t) [[J
−1,λ+2
5 , Υλ,λ+2]] : K(1)⊗K(1)→ Dλ,λ+6,
Ωλ,λ+6 = ϕ4(t) [[Υλ+ 7
2
,λ+6, J
−1,λ
9
2
]] + ψ4(t) [[J
−1,λ+ 5
2
9
2
, Υλ,λ+ 5
2
]] : K(1)⊗K(1)→ Dλ,λ+6,
Ωλ,λ+ 13
2
= ϕ5(t) [[Υλ+4,λ+ 13
2
, J−1,λ5 ]] + ψ5(t) [[J
−1,λ+ 5
2
5 , Υλ,λ+ 5
2
]] : K(1)⊗K(1)→ Dλ,λ+ 13
2
,
Ω˜λ,λ+ 13
2
= ϕ˜5(t) [[Υλ+ 9
2
,λ+ 13
2
, J−1,λ11
2
]] + ψ˜5(t) [[J
−1,λ+2
11
2
, Υλ,λ+2]] : K(1)⊗K(1)→ Dλ,λ+ 13
2
,
Ωλ,λ+7 = ϕ6(t) [[Υλ+ 9
2
,λ+7, J
−1,λ
11
2
]] + ψ6(t) [[J
−1,λ+ 5
2
11
2
, Υλ,λ+ 5
2
]] : K(1)⊗K(1)→ Dλ,λ+7,
where
ϕ1(t) = ζ
−1
λ tλ+3,λ+ 9
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
,
ψ1(t) = ζ
−1
λ+ 3
2
tλ+3,λ+ 9
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
,
ϕ2(t) = α
−1
λ tλ+ 7
2
,λ+5
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
,
ψ2(t) = α
−1
λ+ 3
2
(
tλ+3,λ+5tλ+ 3
2
,λ+3 − tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
)
tλ,λ+ 3
2
,
ϕ˜2(t) = ζ
−1
λ tλ+3,λ+5tλ+ 3
2
,λ+3tλ,λ+ 3
2
,
ψ˜2(t) = ζ
−1
λ+2tλ+ 7
2
,λ+5tλ+2,λ+ 7
2
tλ,λ+2,
ϕ3(t) = β
−1
λ tλ+4,λ+ 11
2
(
tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ 13tλ+2,λ+4tλ,λ+2
)
,
ψ3(t) = β
−1
λ+ 3
2
tλ,λ+ 3
2
(
tλ+3,λ+ 11
2
tλ+ 3
2
,λ+3 + tλ+4,λ+ 11
2
tλ+ 3
2
,λ+4 +
1
3tλ+ 7
2
,λ+ 11
2
tλ+ 3
2
,λ+ 7
2
)
,
ϕ˜3(t) = α
−1
λ tλ+ 7
2
,λ+ 11
2
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
,
ψ˜3(t) = α
−1
λ+2tλ,λ+2
(
tλ+ 7
2
,λ+ 11
2
tλ+2,λ+ 7
2
− tλ+4,λ+ 11
2
tλ+2,λ+4
)
,
ϕ3(t) = ζ
−1
λ tλ+3,λ+ 11
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
,
ψ3(t) = ζ
−1
λ+ 5
2
tλ+4,λ+ 11
2
tλ+ 5
2
,λ+4tλ,λ+ 5
2
,
ϕ4(t) = γ
−1
λ tλ+ 9
2
,λ+6
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
,
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ψ4(t) = γ
−1
λ+ 3
2
(
tλ+4,λ+6tλ+ 3
2
,λ+4 − tλ+ 7
2
,λ+6tλ+ 3
2
,λ+ 7
2
)
tλ,λ+ 3
2
,
ϕ˜4(t) = β
−1
λ tλ+4,λ+6
(
tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ 13tλ+2,λ+4tλ,λ+2
)
,
ψ˜4(t) = β
−1
λ+2tλ,λ+2
(
tλ+ 7
2
,λ+6tλ+2,λ+ 7
2
+ tλ+ 9
2
,λ+6tλ+2,λ+ 9
2
+ 13 tλ+4,λ+6tλ+2,λ+4
)
,
ϕ4(t) = α
−1
λ tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
,
ψ4(t) = α
−1
λ+ 5
2
(
tλ+4,λ+6tλ+ 5
2
,λ+4 − tλ+ 9
2
,λ+6tλ+ 5
2
,λ+ 9
2
)
tλ,λ+ 5
2
,
ϕ5(t) = β
−1
λ tλ+4,λ+ 13
2
(
tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ 13tλ+2,λ+4tλ,λ+2
)
,
ψ5(t) = β
−1
λ+ 5
2
tλ,λ+ 5
2
(
tλ+4,λ+ 13
2
tλ+ 5
2
,λ+4 +
1
3 tλ+ 9
2
,λ+ 13
2
tλ+ 5
2
,λ+ 9
2
)
,
ϕ˜5(t) = γ
−1
λ tλ+ 9
2
,λ+ 13
2
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
,
ψ˜5(t) = γ
−1
λ+2tλ,λ+2
(
tλ+ 9
2
,λ+ 13
2
tλ+2,λ+ 9
2
− tλ+4,λ+ 13
2
tλ+2,λ+4
)
,
ϕ6(t) = γ
−1
λ tλ+ 9
2
,λ+7
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
,
ψ6(t) = γ
−1
λ+ 5
2
tλ,λ+ 5
2
tλ+ 9
2
,λ+7tλ+ 5
2
,λ+ 9
2
.
Now, the same arguments, as in the proof of Proposition 6.1, show that we must have:
Ωλ,λ+ 9
2
= ω1(t)δ
(
J
−1,λ
11
2
)
,
Ωλ,λ+5 + Ω˜λ,λ+5 = ω2(t)δ
(
J
−1,λ
6
)
,
Ωλ,λ+ 11
2
+ Ω˜λ,λ+ 11
2
+Ωλ,λ+ 11
2
= ω3(t)δ
(
J
−1,λ
13
2
)
,
Ωλ,λ+6 + Ω˜λ,λ+6 +Ωλ,λ+6 = ω4(t)δ
(
J
−1,λ
7
)
,
Ωλ,λ+ 13
2
+ Ω˜λ,λ+ 13
2
= ω5(t)δ
(
J
−1,λ
15
2
)
,
Ωλ,λ+7 = ω6(t)δ
(
J
−1,λ
8
)
,
where ω1, . . . , ω5 are some functions. So, by Lemma 6.5 and Lemma 6.6, we obtain for the
nonzero ϕi(t), ϕ˜i(t), ϕi, ψi(t), ψ˜i(t), ψi(t) and ωi(t) the following relation:
αλ ϕ2(t) + ǫ1,λ αλ+ 3
2
ψ2(t) = 0, ζλ ϕ˜2(t) + ǫ2,λ αλ+ 3
2
ψ2(t) = 0,
βλ ϕ3(t) + ǫ4,λ βλ+ 3
2
ψ3(t) = 0, αλ ϕ˜3(t) + ǫ5,λ βλ+ 3
2
ψ3(t) = 0,
αλ+2 ψ˜3(t) + ǫ6,λ βλ+ 3
2
ψ3(t) = 0, βλ+2 ψ˜4(t) + ǫ7,λ αλ ϕ4(t) = 0,
αλ+ 5
2
ψ4(t) + ǫ8,λ αλ ϕ4(t) = 0, βλ ϕ5(t) + ǫ10,λ γλ+2ψ˜5(t) = 0,
βλ+ 5
2
ψ5(t) + ǫ11,λ γλ+2ψ˜5(t) = 0, γλ ϕ˜5(t) + ǫ12,λ γλ+2ψ˜5(t) = 0,
ω4(t) = ǫ9,λ αλ ϕ4(t), ω2(t) = ǫ3,λ αλ+ 3
2
ψ2(t),
ω1(t) = ξ
−1
λ ζλ ϕ1(t) = ξ
−1
λ ζλ+ 3
2
ψ1(t).
Therefore, we get the necessary integrability conditions for L(3). Under these conditions, the
third-order term L(3) can be given by:
L(3) =
∑
λ ξ
−1
λ tλ+3,λ+ 9
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
J
−1,λ
11
2
+∑
λ ǫ3,λ
(
tλ+3,λ+5tλ+ 3
2
,λ+3 − tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
)
tλ,λ+ 3
2
J
−1,λ
6 +∑
λ ǫ9,λ tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
J
−1,λ
7 .
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Proposition 6.8. The 4th order integrability conditions of the infinitesimal deformation (5.41)
are the following:
a) For 2(β − λ) ∈ {12, . . . , 2n} :
tλ+ 9
2
,λ+6tλ+3,λ+ 9
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
= 0.
b) For 2(β − λ) ∈ {13, . . . , 2n} :
tλ+5,λ+ 13
2
tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
= 0,
tλ+ 3
2
,λ+3tλ,λ+ 3
2
tλ+5,λ+ 13
2
tλ+3,λ+5 = 0,
tλ+ 9
2
,λ+ 13
2
tλ+3,λ+ 9
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
= 0.
c) For 2(β − λ) ∈ {14, . . . , 2n} :
tλ+ 9
2
,λ+7tλ+3,λ+ 9
2
tλ+ 3
2
,λ+3tλ,λ+ 3
2
= 0,
tλ,λ+ 3
2
tλ+ 3
2
,λ+3tλ+5,λ+7tλ+3,λ+5 = 0,
tλ,λ+2tλ+2,λ+ 7
2
tλ+ 11
2
,λ+7tλ+ 7
2
,λ+ 11
2
= 0,
tλ,λ+ 3
2
tλ+ 3
2
,λ+ 7
2
tλ+ 11
2
,λ+7tλ+ 7
2
,λ+ 11
2
= 0,
tλ,λ+ 3
2
tλ+5,λ+7tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
= 0,
tλ+ 11
2
,λ+7tλ+4,λ+ 11
2
(
3tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+2,λ+4tλ,λ+2
)
= 0.
d) For 2(β − λ) ∈ {15, . . . , 2n} :
tλ,λ+ 3
2
tλ+ 3
2
,λ+3tλ+5,λ+ 15
2
tλ+3,λ+5 = 0,
tλ,λ+ 3
2
tλ+5,λ+ 15
2
tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
= 0,
tλ,λ+ 5
2
tλ+ 5
2
,λ+4tλ+6,λ+ 15
2
tλ+4,λ+6 = 0,
tλ+ 11
2
,λ+ 15
2
tλ+ 7
2
,λ+ 11
2
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0,
tλ+ 11
2
,λ+ 15
2
tλ+4,λ+ 11
2
(
3tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+2,λ+4tλ,λ+2
)
= 0,
tλ+6,λ+ 15
2
tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0.
e) For 2(β − λ) ∈ {16, . . . , 2n} :
ǫ14,λ tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
+
+ tλ+ 13
2
,λ+8tλ+ 9
2
,λ+ 13
2
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
= 0,
ǫ16,λ tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
+
+ tλ,λ+2tλ+ 11
2
,λ+8
(
tλ+ 7
2
,λ+ 11
2
tλ+2,λ+ 7
2
− tλ+4,λ+ 11
2
tλ+2,λ+4
)
= 0,(
(1 + ǫ15,λ) tλ+6,λ+8tλ+ 7
2
,λ+6 − tλ+ 11
2
,λ+8tλ+ 7
2
,λ+ 11
2
)
×
×
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0,
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ǫ13,λ tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
+
+ tλ+ 11
2
,λ+8tλ+4,λ+ 11
2
(
tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ 13tλ+2,λ+4tλ,λ+2
)
+
+ tλ+ 13
2
,λ+8tλ+4,λ+ 13
2
(
tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ 13tλ+2,λ+4tλ,λ+2
)
= 0.
f) For 2(β − λ) ∈ {17, . . . , 2n} :
tλ,λ+ 5
2
tλ+6,λ+ 17
2
tλ+4,λ+6tλ+ 5
2
,λ+4 = 0,
tλ+ 13
2
,λ+ 17
2
tλ+ 9
2
,λ+ 13
2
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
= 0,
tλ+6,λ+ 17
2
tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0,
tλ+ 13
2
,λ+ 17
2
tλ+4,λ+ 13
2
(
3 tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ 3 tλ+ 5
2
,λ+4tλ,λ+ 5
2
+ tλ+2,λ+4tλ,λ+2
)
0.
g) For 2(β − λ) ∈ {18, . . . , 2n} :
tλ+ 13
2
,λ+9tλ+ 9
2
,λ+ 13
2
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
= 0.
To prove Proposition 6.8, we need the following two lemmas which we can check by a
direct computation with the help of Maple.
Lemma 6.9. We have
ǫ9,λ [[Υλ+6,λ+8, J
−1,λ
7 ]] = ǫ13,λ β
−1
λ+4 β
−1
λ [[J
−1,λ+4
5 , J
−1,λ
5 ]] + ǫ14,λ α
−1
λ+ 9
2
γ−1λ [[J
−1,λ+ 9
2
9
2
, J−1,λ11
2
]]+
ǫ15,λ α
−1
λ γ
−1
λ+ 7
2
[[J
−1,λ+ 7
2
11
2
, J−1,λ9
2
]] + ǫ16,λ ǫ9,λ+2 [[J
−1,λ+2
7 , Υλ,λ+2]]+
ǫ17,λ δ(J
−1,λ
9 ),
where
ǫ13,λ =
ǫ9,λ (2λ+3)(2λ+5)(2λ+9)(λ+2)(λ+3)(λ+5)(2λ
2+7λ+2)(2λ2+23λ+62)(16λ4+240λ3+1034λ2+1005λ+300)
36(λ+4)(2λ+7)(32λ6+784λ5+7156λ4+29576λ3+53961λ2+40281λ+11760) ,
ǫ14,λ =
ǫ9,λ (2λ+3)(2λ+5)(2λ−5)(2λ+9)(λ−4)(λ+2)(λ+7)(λ+9)
(λ+4)(32λ6+784λ5+7156λ4+29576λ3+53961λ2+40281λ+11760) ,
ǫ15,λ = − ǫ9,λ (2λ−3)(2λ+1)(2λ+3)(2λ+6)(2λ+23)(λ+2)(λ+5)(λ+10)(2λ+7)(32λ6+784λ5+7156λ4+29576λ3+53961λ2+40281λ+11760) ,
ǫ16,λ = − ǫ9,λ (2λ+3)(λ+2)(32λ
6+656λ5+4756λ4+14104λ3+14901λ2+7059λ+240)
ǫ9,λ+2(2λ+11)(λ+6)(32λ6+784λ5+7156λ4+29576λ3+53961λ2+40281λ+11760)
,
ǫ17,λ = − ǫ9,λ (2λ+5)(2λ+9)(2λ+6)(λ+5)(16λ
4+240λ3+1034λ2+1005λ+420)
(2λ+11)(2λ+7)(λ+4)(λ+6)(32λ6+784λ5+7156λ4+29576λ3+53961λ2+40281λ+11760)
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Lemma 6.10. Each of the following systems is linearly independent
1)
(
δ(J−1,λ7 ), ζ
−1
λ+3ζ
−1
λ [[J
−1,λ+3
4 , J
−1,λ
4 ]] + ξ
−1
λ [[Υλ+ 9
2
,λ+6, J
−1,λ
11
2
]] + ξ−1
λ+ 3
2
[[J
−1,λ+ 3
2
11
2
, Υλ,λ+ 3
2
]]
)
,
2)
(
δ(J−1,λ15
2
), [[J
−1,λ+ 7
2
4 , J
−1,λ
9
2
]], [[Υλ+5,λ+ 13
2
, J−1,λ6 ]], [[Υλ+ 9
2
,λ+ 13
2
, J−1,λ11
2
]],
ζ−1λ α
−1
λ+3[[J
−1,λ+3
9
2
, J−1,λ4 ]] + ǫ3,λ+ 3
2
[[J
−1,λ+ 3
2
6 , Υλ,λ+ 3
2
]]
)
,
3)
(
δ(J−1,λ8 ), [[J
−1,λ+ 7
2
9
2
, J−1,λ9
2
]], [[J−1,λ+44 , J
−1,λ
5 ]], [[J
−1,λ+3
5 , J
−1,λ
4 ]], [[J
−1,λ+2
6 , Υλ,λ+2]],
[[Υλ+ 9
2
,λ+7, J
−1,λ
11
2
]], [[Υλ+5,λ+7, J
−1,λ
6 ]]
)
,
4)
(
δ(J−1,λ17
2
), [[J
−1,λ+ 7
2
5 , J
−1,λ
9
2
]], [[J−1,λ+49
2
, J−1,λ5 ]], [[J
−1,λ+3
11
2
, J−1,λ4 ]], [[Υλ+6,λ+ 15
2
, J−1,λ7 ]],
[[J
−1,λ+ 5
2
6 , Υλ,λ+ 5
2
]], ǫ3,λ[[Υλ+5,λ+ 15
2
, J−1,λ6 ]] + ǫ9,λ+ 3
2
[[J
−1,λ+ 3
2
7 , Υλ,λ+ 3
2
]]
)
,
5)
(
δ(J−1,λ9 ), [[J
−1,λ+4
5 , J
−1,λ
5 ]], [[J
−1,λ+ 9
2
9
2
, J−1,λ11
2
]], [[J
−1,λ+ 7
2
11
2
, J−1,λ9
2
]], [[J−1,λ+27 , Υλ,λ+2]]
)
,
6)
(
δ(J−1,λ19
2
), [[J
−1,λ+ 9
2
5 , J
−1,λ
11
2
]], [[J−1,λ+411
2
, J−1,λ5 ]], [[J
−1,λ+ 5
2
7 , Υλ,λ+ 5
2
]], [[Υλ+6,λ+ 17
2
, J−1,λ7 ]]
)
,
7)
(
δ(J−1,λ10 ), [[J
−1,λ+ 9
2
11
2
, J−1,λ11
2
]]
)
.
Proof. (Proposition 6.8) The fourth order integrability conditions of the infinitesimal defor-
mation (5.41) follow from Lemma 6.9 and Lemma 6.10 together with Proposition 6.1 and
Proposition 6.7 and arguments similar to those from the proof of proposition 6.7. Under
these conditions, the fourth-order term L(4) can be given by:
L(4) = −ǫ17,λ tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
J
−1,λ
9 .
Proposition 6.11. The 5th order integrability conditions of the infinitesimal deformation (5.41)
are the following:
a) For 2(β − λ) ∈ {19, . . . , 2n} :
tλ+8,λ+ 19
2
tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0,
b) For 2(β − λ) ∈ {20, . . . , 2n} :
tλ+8,λ+10tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0,
tλ,λ+2tλ+8,λ+10tλ+ 11
2
,λ+8
(
tλ+ 7
2
,λ+ 11
2
tλ+2,λ+ 7
2
− tλ+4,λ+ 11
2
tλ+2,λ+4
)
= 0,
c) For 2(β − λ) ∈ {21, . . . , 2n} :
tλ+8,λ+ 21
2
tλ+6,λ+8tλ+ 7
2
,λ+6
(
tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
= 0,
tλ+8,λ+ 21
2
tλ+ 13
2
,λ+8tλ+ 9
2
,λ+ 13
2
(
tλ+ 5
2
,λ+ 9
2
tλ,λ+ 5
2
− tλ+2,λ+ 9
2
tλ,λ+2
)
= 0,
tλ,λ+ 5
2
tλ+ 17
2
,λ+ 21
2
tλ+6,λ+ 17
2
tλ+ 9
2
,λ+6tλ+ 5
2
,λ+ 9
2
= 0.
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To prove Proposition 6.11, we need the following lemma which we can check by a direct
computation.
Lemma 6.12. Each of the following systems is linearly independent
1)
(
δ(J−1,λ21
2
), α−1λ+6ǫ9,λ[[J
−1,λ+6
9
2
, J−1,λ7 ]]− ǫ17,λ[[Υλ+8,λ+ 19
2
, J−1,λ9 ]]
)
,
2)
(
δ(J−1,λ11 ), [[J
−1,λ+2
9 , Υλ,λ+2]], ǫ17,λ[[Υλ+8,λ+10, J
−1,λ
9 ]] +
1
3β
−1
λ+6ǫ9,λ[[J
−1,λ+6
5 , J
−1,λ
7 ]]
)
,
3)
(
δ(J−1,λ23
2
), [[J
−1,λ+ 9
2
7 , J
−1,λ
11
2
]], [[J
−1,λ+ 5
2
9 , Υλ,λ+ 5
2
]],
ǫ9,λγ
−1
λ+6[[J
−1,λ+6
11
2
, J−1,λ7 ]]− ǫ17,λ[[Υλ+8,λ+ 21
2
, J−1,λ9 ]]
)
.
Proof. (Proposition 6.11) Using the same arguments as in proof of proposition 6.7 together
with Lemma 6.12, Proposition 6.7 and Proposition 6.8, we get the necessary integrability
conditions for L(5). Under these conditions, it can be easily checked that δ(L(m)) = 0 for
m = 5, 6, 7, 8.
The main result in this section is the following theorem.
Theorem 6.13. The conditions given in Propositions 6.1, 6.7, 6.8, 6.11 are necessary and
sufficient for the integrability of the infinitesimal deformation (5.41). Moreover, any formal
osp(1|2)-trivial deformation of the K(1)-module Snβ is equivalent to a polynomial one of degree
≤ 4.
Proof. Of course these conditions are necessary. Now, we show that these conditions are
sufficient. The solution L(m) of the Maurer-Cartan equation is defined up to a 1-cocycle and
it has been shown in [14, 1] that different choices of solutions of the Maurer-Cartan equation
correspond to equivalent deformations. Thus, we can always reduce L(m), for m = 5, 6, 7, 8,
to zero by equivalence. Then, by recurrence, the terms L(m), for m ≥ 9, satisfy the equation
δ(L(m)) = 0 and can also be reduced to the identically zero map.
Remark 6.14. There are no integrability conditions of any infinitesimal osp(1|2)-trivial defor-
mation of the K(1)-module Snβ if n < 5. In this case, any formal osp(1|2)-trivial deformation
is equivalent to its infinitesimal part.
7 Examples
We study formal osp(1|2)-trivial deformations of K(1)-modules Snλ+n for some n ∈ 12N and for
arbitrary generic λ ∈ K. For n < 5, each of these deformations is equivalent to its infinitesimal
one, without any integrability condition.
Example 7.1. The K(1)-module S5λ+5.
Proposition 7.2. The K(1)-module S5λ+5 admits six formal osp(1|2)-trivial deformations
with 18 independent parameters. These deformations are polynomial of degree 3.
Proof. In this case, any osp(1|2)-trivial deformation is given by
L˜XF = LXF + L
(1)
XF
+ L
(2)
XF
+ L
(3)
XF
, (7.56)
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where
L(1) = tλ,λ+ 3
2
Υλ,λ+ 3
2
+ tλ,λ+2Υλ,λ+2 + tλ,λ+ 5
2
Υλ,λ+ 5
2
+ tλ+ 1
2
,λ+2Υλ+ 1
2
,λ+2
+tλ+ 1
2
,λ+ 5
2
Υλ+ 1
2
,λ+ 5
2
+ tλ+ 1
2
,λ+3Υλ+ 1
2
,λ+3 + tλ+1,λ+ 5
2
Υλ+1,λ+ 5
2
+ tλ+1,λ+3Υλ+1,λ+3
+tλ+1,λ+ 7
2
Υλ+1,λ+ 7
2
+ tλ+ 3
2
,λ+3Υλ+ 3
2
,λ+3 + tλ+ 3
2
,λ+ 7
2
Υλ+ 3
2
,λ+ 7
2
+ tλ+ 3
2
,λ+4Υλ+ 3
2
,λ+4
+tλ+2,λ+ 7
2
Υλ+2,λ+ 7
2
+ tλ+2,λ+4Υλ+2,λ+4 + tλ+2,λ+ 9
2
Υλ+2,λ+ 9
2
+ tλ+ 5
2
,λ+4Υλ+ 5
2
,λ+4
+tλ+ 5
2
,λ+ 9
2
Υλ+ 5
2
,λ+ 9
2
+ tλ+ 5
2
,λ+5Υλ+ 5
2
,λ+5 + tλ+3,λ+ 9
2
Υλ+3,λ+ 9
2
+ tλ+3,λ+5Υλ+3,λ+5
+tλ+ 7
2
,λ+5Υλ+ 7
2
,λ+5,
L(2) = −∑µ ζ−1µ tµ+ 3
2
,µ+3tµ,µ+ 3
2
J
−1,µ
4
−∑ν α−1ν (tν+ 3
2
,ν+ 7
2
tν,ν+ 3
2
− tν+2,ν+ 7
2
tν,ν+2)J
−1,ν
9
2
−∑ε β−1ε (tε+ 3
2
,ε+4tε,ε+ 3
2
+ tε+ 5
2
,ε+4tε,ε+ 5
2
+ 13tε+2,ε+4tε,ε+2)J
−1,ε
5
−∑ℓ γ−1ℓ (tℓ+ 5
2
,ℓ+ 9
2
tℓ,ℓ+ 5
2
− tℓ+2,ℓ+ 9
2
tℓ,ℓ+2)J
−1,ℓ
11
2
,
L(3) =
∑
ℓ ξ
−1
ℓ tℓ+3,ℓ+ 9
2
tℓ+ 3
2
,ℓ+3tℓ,ℓ+ 3
2
J
−1,ℓ
11
2
+ ǫ3,λ
(
tλ+3,λ+5tλ+ 3
2
,λ+3 − tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
)
tλ,λ+ 3
2
J
−1,λ
6
with µ ∈ {λ, λ+ 12 , λ+ 1, λ+ 32 , λ+ 2}, ν ∈ {λ, λ+ 12 , λ+ 1, λ+ 32}, ε ∈ {λ, λ+ 12 , λ+ 1}
and ℓ ∈ {λ, λ+ 12} . The following equations
tλ,λ+ 5
2
tλ+ 5
2
,λ+5 = 0, (7.57)
tλ,λ+ 3
2
(
ǫ1,λ tλ+3,λ+5tλ+ 3
2
,λ+3 + (1− ǫ1,λ) tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
)
= 0, (7.58)
tλ,λ+ 3
2
(
ǫ2,λ tλ+ 7
2
,λ+5tλ+ 3
2
,λ+ 7
2
− (1 + ǫ2,λ) tλ+3,λ+5tλ+ 3
2
,λ+3
)
= 0, (7.59)
tλ+ 7
2
,λ+5tλ+2,λ+ 7
2
tλ,λ+2 = 0. (7.60)
are the integrability conditions of the infinitesimal deformation. The formal deformations with
the greatest number of independent parameters are those corresponding to tλ,λ+ 5
2
tλ+ 5
2
,λ+5 =
tλ+ 7
2
,λ+5tλ+2,λ+ 7
2
tλ,λ+2 = tλ,λ+ 3
2
= 0. So, we must kill at least three parameters and there are
six choices. Thus, there are only six deformations with eighteen independent parameters. Of
course, there are many formal deformations with less then eighteen independent parameters.
The deformation L˜XF = LXF+L
(1)
XF
+L
(2)
XF
+L
(3)
XF
, is the miniversal osp(1|2)-trivial deformation
of S5λ+5 with base A = C[t]/R, where t = (tλ,λ+ 3
2
, . . . ) is the family of all parameters given in
the expression of L(1) and R is the ideal generated by the left hand sides of (7.57)–(7.60).
Example 7.3. The K(1)-module S
11
2
λ+ 11
2
.
Proposition 7.4. The K(1)-module S
11
2
λ+ 11
2
admits 36 osp(1|2)-trivial deformations with 17
independent parameters. These deformations are polynomial of degree 3.
Proof. Any osp(1|2)-trivial deformation of S
11
2
λ+ 11
2
is given by
L˜XF = LXF + L
(1)
XF
+ L
(2)
XF
+ L
(3)
XF
, (7.61)
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where
L(1) = tλ,λ+ 3
2
Υλ,λ+ 3
2
+ tλ,λ+2Υλ,λ+2 + tλ,λ+ 5
2
Υλ,λ+ 5
2
+ tλ+ 1
2
,λ+2Υλ+ 1
2
,λ+2
+tλ+ 1
2
,λ+ 5
2
Υλ+ 1
2
,λ+ 5
2
+ tλ+ 1
2
,λ+3Υλ+ 1
2
,λ+3 + tλ+1,λ+ 5
2
Υλ+1,λ+ 5
2
+ tλ+1,λ+3Υλ+1,λ+3
+tλ+1,λ+ 7
2
Υλ+1,λ+ 7
2
+ tλ+ 3
2
,λ+3Υλ+ 3
2
,λ+3 + tλ+ 3
2
,λ+ 7
2
Υλ+ 3
2
,λ+ 7
2
+ tλ+ 3
2
,λ+4Υλ+ 3
2
,λ+4
+tλ+2,λ+ 7
2
Υλ+2,λ+ 7
2
+ tλ+2,λ+4Υλ+2,λ+4 + tλ+2,λ+ 9
2
Υλ+2,λ+ 9
2
+ tλ+ 5
2
,λ+4Υλ+ 5
2
,λ+4
+tλ+ 5
2
,λ+ 9
2
Υλ+ 5
2
,λ+ 9
2
+ tλ+ 5
2
,λ+5Υλ+ 5
2
,λ+5 + tλ+3,λ+ 9
2
Υλ+3,λ+ 9
2
+ tλ+3,λ+5Υλ+3,λ+5
+tλ+3,λ+ 11
2
Υλ+3,λ+ 11
2
+ tλ+ 7
2
,λ+5Υλ+ 7
2
,λ+5 + tλ+ 7
2
,λ+ 11
2
Υλ+ 7
2
,λ+ 11
2
+tλ+4,λ+ 11
2
Υλ+4,λ+ 11
2
,
L(2) = −∑µ ζ−1µ tµ+ 3
2
,µ+3tµ,µ+ 3
2
J
−1,µ
4
−∑ν α−1ν (tν+ 3
2
,ν+ 7
2
tν,ν+ 3
2
− tν+2,ν+ 7
2
tν,ν+2)J
−1,ν
9
2
−∑ε β−1ε (tε+ 3
2
,ε+4tε,ε+ 3
2
+ tε+ 5
2
,ε+4tε,ε+ 5
2
+ 13tε+2,ε+4tε,ε+2)J
−1,ε
5
−∑ℓ γ−1ℓ (tℓ+ 5
2
,ℓ+ 9
2
tℓ,ℓ+ 5
2
− tℓ+2,ℓ+ 9
2
tℓ,ℓ+2)J
−1,ℓ
11
2
,
L(3) =
∑
ℓ ξ
−1
ℓ tℓ+3,ℓ+ 9
2
tℓ+ 3
2
,ℓ+3tℓ,ℓ+ 3
2
J
−1,ℓ
11
2
+∑
ι ǫ3,ι
(
tι+3,ι+5tι+ 3
2
,ι+3 − tι+ 7
2
,ι+5tι+ 3
2
,ι+ 7
2
)
tι,ι+ 3
2
J
−1,ι
6
with µ ∈ {λ, λ + 12 , λ + 1, λ + 32 , λ + 2, λ + 52}, ν ∈ {λ, λ + 12 , λ + 1, λ + 32 , λ + 2}, ε ∈
{λ, λ+ 12 , λ+1, λ+ 32}, ℓ ∈ {λ, λ+ 12 , λ+1} and ι ∈ {λ, λ+ 12}. The integrability conditions
of this infinitesimal deformation vanishing of the following polynomials, where in the first
four lines µ ∈ {λ, λ+ 12} :
tµ,µ+ 5
2
tµ+ 5
2
,µ+5,
tµ+ 7
2
,µ+5tµ+2,µ+ 7
2
tµ,µ+2,
tµ,µ+ 3
2
(
ǫ1,µ tµ+3,µ+5tµ+ 3
2
,µ+3 + (1− ǫ1,µ) tµ+ 7
2
,µ+5tµ+ 3
2
,µ+ 7
2
)
,
tµ,µ+ 3
2
(
ǫ2,µ tµ+ 7
2
,µ+5tµ+ 3
2
,µ+ 7
2
− (1 + ǫ2,µ) tµ+3,µ+5tµ+ 3
2
,µ+3
)
,
tλ,λ+ 3
2
tλ+3,λ+ 11
2
tλ+ 3
2
,λ+3,
tλ+4,λ+ 11
2
tλ+ 5
2
,λ+4tλ,λ+ 5
2
,
tλ+4,λ+ 11
2
(
3(1 + ǫ4,λ) tλ+ 3
2
,λ+4tλ,λ+ 3
2
+ tλ+2,λ+4tλ,λ+2
)
+ ǫ4,λ tλ,λ+ 3
2
tλ+ 7
2
,λ+ 11
2
tλ+ 3
2
,λ+ 7
2
,
tλ+ 7
2
,λ+ 11
2
(
(1 +
ǫ5,λ
3 ) tλ+ 3
2
,λ+ 7
2
tλ,λ+ 3
2
− tλ+2,λ+ 7
2
tλ,λ+2
)
+ ǫ5,λ tλ+4,λ+ 11
2
tλ+ 3
2
,λ+4tλ,λ+ 3
2
,
ǫ6,λ tλ,λ+ 3
2
(
tλ+4,λ+ 11
2
tλ+ 3
2
,λ+4 +
1
3 tλ+ 7
2
,λ+ 11
2
tλ+ 3
2
,λ+ 7
2
)
+
tλ,λ+2
(
tλ+ 7
2
,λ+ 11
2
tλ+2,λ+ 7
2
− tλ+4,λ+ 11
2
tλ+2,λ+4
)
.
(7.62)
These deformations are with 24 parameters tµ,ν which are subject to conditions (7.62). Ob-
viously, we can construct many osp(1|2)-trivial deformation of S
11
2
λ+ 11
2
with independent pa-
rameters. But, to have the greatest number of independent parameters, we see that we must
kill at least seven parameters, that is , we put
tλ,λ+ 3
2
= tλ+ 1
2
,λ+2 = tλ,λ+2 = 0 and tµ,µ+ 5
2
tµ+ 5
2
,µ+5 = tµ+ 7
2
,µ+5tµ+2,µ+ 7
2
tµ,µ+2 = 0
where µ = λ or λ+ 12 . So, there are 36 possible choices of such parameters.
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