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We study the two-dimensional extension of the Su-Schrieffer-Heeger model in its higher order
topological insulator phase, which is known to host corner states. Using the separability of the
model into a product of one-dimensional Su-Schrieffer-Heeger chains, we analytically describe the
eigen-modes, and specifically the zero-energy level, which includes states localized in corners. We
then consider networks with disordered hopping coefficients that preserve the chiral (sublattice)
symmetry of the model. We show that the corner mode and its localization properties are robust
against disorder if the hopping coefficients satisfy a simple geometric condition. We then show how
this model with disorder can be realised using an acoustic network of air channels, and confirm the
presence of corner modes.
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I. INTRODUCTION
Topological insulators have attracted considerable at-
tention in the recent years, with a wealth of new topo-
logical states of matter that have been discovered [1–5].
Moreover, these concepts have been applied in photon-
ics or acoustics as powerful tools to control wave prop-
agation [6, 7]. The hallmark of topological insulators
is the presence of boundary states, with robust propa-
gation properties. Two main classes of topological in-
sulators can be distinguished. In strong topological sys-
tems, boundary states are immune to disorder, and hence
display robust unidirectional propagation [1, 2, 8]. On
the contrary, in weak topological systems, which rely
on translation invariance [3, 9, 10], it is expected that
boundary states will lose their propagation properties
upon introducing disorder, for instance through Ander-
son localization.
More recently, a new type of topological insulators was
introduced: higher order topological insulators [5, 11–
13]. While a d-dimensional topological insulator hosts
d − 1-dimensional boundary states, a nth order topo-
logical insulator has d− n-dimensional boundary states.
For instance, two dimensional systems can host topolog-
∗Electronic address: antonin.coutant@univ-lemans.fr
†Electronic address: achilleos.vassos@univ-lemans.fr
‡Electronic address: Olivier.Richoux@univ-lemans.fr
§Electronic address: georgios.theocharis@univ-lemans.fr
¶Electronic address: vincent.pagneux@univ-lemans.fr
ically protected localized states at their corners, as was
observed in Kagome [14–16] or square lattices [17–20].
However, higher order topological insulators fall into the
category of weak topological insulators, and hence, one
should expect the topological protection to be broken
when adding disorder.
In this work, we analyze a two-dimensional extension
of the well-known Su-Schrieffer-Heeger (SSH) model on
a square lattice. This model has been studied in various
works [21–23], in particular it was shown to be a higher
order topological insulator hosting localized states at the
corners [24–27], which co-exist with extended bulk ones
as bound states imbedded in the continuum [20, 28, 29].
However, the robustness of these corner modes against
disorder has not been thoroughly studied so far, in par-
ticular when disorder breaks translation invariance. As a
weak topological insulator, and because the corner mode
is embedded in the continuum, one would expect disorder
to hybrydize the corner mode with bulk modes thereby
suppressing its localization properties.
On the contrary, we show that a corner mode of the 2D
SSH model is robust to a large class of disorder. It is ro-
bustly localized if it has support on the same sublattice
as in the periodic case. This is guaranteed if the dis-
order satisfies a simple condition: appropriately defined
super plaquettes must have a vanishing flux. We then
study an acoustic realisation of the 2D SSH model with
disorder hosting corner modes, by extending the setup
of [30] that uses networks of air channels to disordered
configurations. Note that most acoustic realizations of
higher order topological insulators are based on coupled
resonators and rely on a tight binding approximation.
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2This usually restrict the range of validity of the discrete
model (such as 2D SSH) to a narrow band of frequency.
On the contrary, our approach allows for a broad band
correspondance.
The paper is organized as follows. In section II we
present the 2D SSH model without disorder (clean net-
work). We discuss analytic solutions and energy level de-
generacy in finite rectangular networks. In section III we
study the effect of disorder. We derive a general expres-
sion of the corner mode in disorder with vanishing fluxes,
and then compare the localization properties of the zero
energy mode for several disorder types and strengths. In
section IV, we present the acoustic setup and confirm the
presence of robust corner modes.
II. MODEL AND SEPARABILITY
The 2D SSH system is a natural generalisation of the
SSH model [21], and consists of a square lattice with
staggered hopping coefficients (see Fig. 1(a)): intracell
coefficients s different from intercell ones t. A solution
Φ with a given energy ε solves the eigenvalue problem
H0 · Φ = εΦ with the Hamiltonian
H0 =
∑
m,n
s|m,n;α〉〈m,n;β|+ t|m,n;α〉〈m,n− 1;β|
+s|m,n;β〉〈m,n; δ|+ t|m,n;β〉〈m− 1, n; δ|
+s|m,n; δ〉〈m,n; γ|+ t|m,n; δ〉〈m,n+ 1; γ|
+s|m,n; γ〉〈m,n;α|+ t|m,n; γ〉〈m+ 1, n;α|
+h.c., (1)
where (m,n) are the lattice indices and α, β, γ, δ, the
intracell indices (see Fig. 1(b)). In section IV we will
present a simple acoustic realisation of this model based
on a network of air channels. Anticipating this realisa-
tion, we impose the following restrictions on the hop-
ping coefficients: they are real with s > 0, t > 0, and
t + s = 1. Notice however that negative coefficients can
be obtained using coupled resonators [17, 19]. In the fol-
lowing, a solution will be represented either by the vector
Φ =
∑
m,n
∑
µ φ
m,n
µ |m,n;µ〉 containing all field values,
or by a set of 4-vectors Φm,n = (φm,nα , φ
m,n
β , φ
m,n
γ , φ
m,n
δ )
T
gathering the field values of all sites within a unit cell and
depending on the cell indices (m,n).
We start by analyzing Bloch wave solutions of an in-
finite network, Φm,n = φ¯eimqx+inqy , with q = (qx, qy).
The corresponding Bloch Hamiltonian then reads
h(q) =

0 s+ te−iqy s+ te−iqx 0
s+ teiqy 0 0 s+ te−iqx
s+ teiqx 0 0 s+ te−iqy
0 s+ teiqx s+ teiqy 0
 .
(2)
The eigenvalue problem of the Bloch Hamiltonian gives
us the dispersion relation of the network, shown in
Fig. 1(c). In fact, this dispersion relation can be cast
under a rather simple form:
ε = ± ∣∣s+ teiqx ∣∣± ∣∣s+ teiqy ∣∣ , (3)
with the four combinations for the ±’s giving us the
four branches (see Fig. 1 (c)). We see that the disper-
sion relation takes the specific form of a separable sys-
tem [20, 26, 29], that is ε(q) = εx(qx)+εy(qy). Moreover,
this property extends to the full Hamiltonian of finite (or
semi-infinite) networks if the edges of the network are
horizontal or vertical, in which case they do not break
separability.
A. Finite networks: Eigenmodes
To study the properties of corner modes, we need to
introduce the edges of the sample in our description,
hence we will now consider finite size networks with open
boundary conditions. There are basically two ways to cut
a rectangular 2D SSH network. One can either take an
integer number of unit cells: Nx horizontally and Ny ver-
tically, as shown in Fig. 2(a). We call this a canonical
network. In this case there are two different topological
phases: if s > t the network is trivial, without edge waves
or corner modes, on the contrary if s < t the network is
topological and there are edge waves on the four edges
and corner modes in the four corners [21, 23]. An alter-
native is to add an extra vertical and/or horizontal SSH
chain at the edge of the network. As we show in Fig. 2-
(b), we will consider a network with an extra chain on the
upper edge and the right edge, which we call an asym-
metrized network. This amounts to adding an extra site
at the end of the corresponding horizontal and vertical
SSH chains. Such chains host a unique edge state (see
appendix A for details), and as a result, the network of
Fig. 2(b) with s < t has edge waves only on the left and
lower edges, and a unique corner mode at the lower-left
corner. This property of having a unique corner mode
is rather convenient to single it out from the rest of the
midband, and for that reason, we will mostly investigate
this type of network. Our main conclusions remain valid
for both types of networks nonetheless. In the following,
unless otherwise specified we will assume s < t.
In rectangular finite networks, we can classify all eigen-
modes using separability and the knowledge of the 1D
SSH chain. Indeed, a complete set of solution can subse-
quently be obtained by looking at vectors under the form
of a tensor product:
Φm,n =

φm,nα
φm,nβ
φm,nγ
φm,nδ
 =
ψ
m
Aϕ
n
A
ψmAϕ
n
B
ψmBϕ
n
A
ψmBϕ
n
B
 .= ψm ⊗ ϕn. (4)
The vector Φ is a solution of the 2D SSH model (1) if both
factors ψ =
∑
m
∑
µ ψ
m
µ |m;µ〉 and ϕ =
∑
n
∑
µ ϕ
n
µ|n;µ〉
are solutions of a 1D SSH chain: εxψ = H0x · ψ and
3α
β
γ
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Figure 1: Schematic representation of the two-dimensional SSH model. (a) General structure. (b) Zoom on a unit cell with
indices for unequal hopping coefficients. (c) Dispersion relation.
εyϕ = H0y · ϕ, with
H0x =
Nx∑
m=1
s|m,B〉〈m,A|+ t|m,B〉〈m+ 1, A|+ h.c.,
H0y =
Ny∑
n=1
s|n,B〉〈n,A|+ t|n,B〉〈n+ 1, A|+ h.c., (5)
and
ε = εx + εy. (6)
In other words, the 2D Hamiltonian H0 can be written
as H0 = H0x⊗I2Ny+1 +I2Nx+1⊗H0y with IN the N×N
identity matrix 1. Therefore, every rectangular network
(possibly infinite in some direction) of 2D SSH can be
fully characterized by looking at the two corresponding
1D chains. In appendix A, we recall the main properties
of SSH chains.
Using separability, the topological structure of the 2D
SSH model is directly inherited from that of the SSH
chain, and in particular its higher order topological insu-
lator character. The product state Φ = ψ⊗ϕ belongs to
one of three classes:
• If both ψ and ϕ are (1D) bulk waves, then Φ is a
bulk propagating wave with the Bloch wave vector
q = qxex + qyey.
• If ψ is a bulk wave and ϕ is an edge state (εy = 0),
then Φ is an edge wave localized on a horizontal
edge. Similarly, if ψ is an edge state and ϕ is bulk
wave, then Φ is an edge wave localized on a vertical
edge.
1 This is for the configuration of Fig. 2(b). The same is true for
Fig. 2(a) withH = H0x⊗I2Ny+I2Nx⊗H0y , and correspondingly,
without the last term t|Nx/y , B〉〈Nx/y + 1, A| in equation (5).
• If both ψ and ϕ are edge modes (εx = 0 and εy =
0), then Φ is a corner mode.
In Fig. 2(c,d), we show the full spectrum for both config-
urations: canonical and asymmetrized networks respec-
tively.
B. Finite networks: level degeneracy
We now discuss the degeneracy of energy levels, and
in particular for edge waves and the zero energy level.
We focus on asymmetrized network (Fig. 2(b)), where
this can be done explicitly. The main ingredient is that
a one-dimensional asymmetrized SSH chain with N cells
has energy levels given by a simple expression:
εj = ±
∣∣∣∣s+ t exp(i jpiN + 1
)∣∣∣∣ , (7)
with j = 1..N , plus a unique zero-mode ε0 = 0 (see ap-
pendix A). Using separability, the 2D network has energy
levels of the form ε = εjx + εjy (bulk waves), ε = εjx + 0
or ε = 0+εjy (edge waves), and ε = 0+0 (corner mode),
with jx = 1..Nx and jy = 1..Ny.
Let us start discussing edge waves. Using equation (7),
we see that degenerate energies for edge waves can only
happen if εjx = εjy for some jx and jy, which corresponds
to a left edge wave having the same energy as a down
edge wave. If Nx = Ny, this is satisfied by swapping the
roles of x and y to obtain the same eigenvalue meaning
in that case every edge eigenvalue is doubly degenerate.
If Nx 6= Ny, we see that εjx = εjy only if eijxpi/(Nx+1) =
eijypi/(Ny+1) (one can use equation (A2)). Hence, we must
find jx ∈ {1, 2..Nx} and jy ∈ {1, 2..Ny} such that
jx(Ny + 1) = jy(Nx + 1). (8)
We now introduce the greatest common divisor Nd =
gcd(Nx+1, Ny +1) so that Nx+1 = Ndnx and Ny +1 =
4n = 1
n = Ny
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Figure 2: (a-b) Representation of finite two-dimensional SSH networks for Nx = 5 and Ny = 3. (c-d) Spectrum of the networks
showing bulk waves (blue), edge waves (red) and corner modes (yellow) (a,c) Canonical network. (b,d) Asymmetrized network.
Ndny, with nx and ny co-prime. The above equality be-
comes jxny = jynx, hence we have the pairs of solutions
(jx, jy):
(nx, ny), (9a)
(2nx, 2ny), (9b)
...
((Nd − 1)nx, (Nd − 1)ny), (9c)
and one cannot go further since one would have jx =
Ndnx = Nx + 1 > Nx. We then conclude that we have
Nd−1 pairs of doubly degenerate edge modes of positive
energy and Nd−1 pairs of doubly degenerate edge modes
of negative energy.
With a similar line of though, we can obtain the de-
generacy of the zero energy level. There is always at
least one zero mode: the corner mode of equation (10),
corresponding to ε = 0 + 0. But we can also have bulk
waves with zero energy ε = εjx + εjy , if εx = −εy. Us-
ing chiral symmetry of the spectrum, this leads to the
same condition as above. Hence, one can directly con-
clude that there are 2(Nd− 1) bulk modes of zero energy
(Nd − 1 with εx > 0 and Nd − 1 with εx < 0). Including
the corner state, this leaves us with 2Nd − 1 zero energy
modes. This result is well illustrated in Fig. 2(c,d). For
the canonical network there is no degeneracy, as we see
in Fig. 2(c). For the asymmetrized network, Nd = 2, and
we observe three modes at zero energy: the corner mode
and two bulk waves, as shown in Fig. 2(d).
C. Finite networks: corner modes
A key aspect of the SSH model and its 2D generaliza-
tion is that it is chiral symmetric because it consists of
two sublattices with hopping only between each other.
One sublattice is made of the (α, δ) sites and the other
of (β, γ) sites. This bipartite structure leads to a chiral
symmetry operator Γ such that Γ·H0+H0 ·Γ = 0 (see ap-
pendix B 5). The main consequences of chiral symmetry
are twofold. First, eigenvectors of the Hamiltonian come
in pairs of chiral partners with opposite energies. Second,
zero energy modes vanish on one of the two sublattices.
Remarkably, corner modes have vanishing amplitudes on
three sites per unit cell, while chirality imposes only two
amplitudes to vanish (as we explain in appendix B 5, this
can be seen as the result of horizontal and vertical par-
tial chiral symmetries). For an asymmetrized network
(Fig. 2(b)) there is a unique corner mode (noted Φ0),
which has an explicit expression as a product state, as in
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Figure 3: (a-c) Modulus of the components of the corner mode for an asymmetrized network (Fig. 2(b,d)) and different values
of the hopping coefficients. (a) s = 0.35 and t = 0.65. (b) s = 0.25 and t = 0.75. (a) s = 0.15 and t = 0.85.
equation (4):
Φm,n0 = A
100
0
(−s
t
)m+n
, (10)
where A is a normalization constant, fixed by requiring
||Φ0|| = 1. Equation (10) shows that the corner mode
has support only on α-sites. As we shall see when intro-
ducing disorder, this specific sublattice structure of the
corner mode is key to its robustness. Moreover, in an
asymmetrized network equation (10) automatically sat-
isfies the open boundary conditions 2.
This corner mode is shown in Fig. 3 for different values
of the hopping coefficients. When s < t, the upper and
right boundaries can be send to infinity and equation (10)
gives a localized (exact) solution, i.e. a bound state in
the continuum. From this result we also conclude that on
a canonical network (Fig. 2(a)) with s < t (topological
phase), equation (10) is an approximate solution, with
three other solutions of similar form in the three other
corners. Finite size effects lift the degeneracy due to
evanescent coupling, and the eigenmodes are then given
by linear combinations of the four corner modes with
appropriate symmetries [26].
III. EFFECT OF DISORDER ON CORNER
MODES
The 2D SSH model has been shown in several
works [24, 28] to be a higher order topological insulator.
However the robustness of the corner mode is particularly
non-trivial since its energy lies inside the middle band,
at ε = 0. Therefore, upon introducing disorder, we could
2 This can be seen by adding nearest neighbour ghost sites around
the network, such that the boundary condition is equivalent to
the field amplitudes vanishing on these ghost sites. For an asym-
metrized network as in Fig. 2(b), these ghost sites are all β, γ or δ
and hence the constructed corner state of equation (10) vanishes
on them.
expect the corner mode to hybridize with the bulk waves
of the mid-band, and lose its localization property as soon
as separability is broken [20, 29]. As we shall see, this
is not the case, and the corner mode stays robust under
a much milder condition: it must have support on the
same sublattice as in the clean case.
We now focus the analysis on the properties of the
corner mode when disorder is added on the hopping co-
efficients. This type of disorder, also referred to as off-
diagonal disorder, does not break the chiral symmetry of
the network, in contrast for example to on-site energy dis-
order. We consider a finite asymmetrized network as in
Fig. 2(b). An advantage of such a network is that there is
always at least one zero-energy state even in the presence
of disorder. This can be seen by noticing that the first
sublattice (α, δ) contains one additional site with respect
to the second sublattice (β, γ), and a general property of
chiral systems is that if one sublattice contains more sites
than the other, there are as many zero energy solutions
that vanish on the minority sublattice than the difference
in the number of sites [31]. Therefore, upon introducing
disorder chirality guarantees that at least one zero energy
state is present in asymmetrized networks.
In a clean network, one such zero-energy solution is
given by the corner mode of equation (10) as a prod-
uct of two one-dimensional SSH edge states. However,
in square shaped networks (Nx = Ny), the zero energy
level is highly degenerate, as we saw in section II B. To
single out the corner mode, several strategies have been
proposed, such as introducing diagonal disorder [28] or
dissipation in the bulk [29]. A simpler alternative is
to break the symmetry between x and y by consider-
ing rectangular networks. From now on, we will assume
Nx = Ny + 1, in which case we know from section II B
that there is always a unique zero energy solution. To
investigate the robustness of the localization properties
of the corner mode against disorder, we follow the unique
zero energy mode and identify under what conditions it
is well localized in the corner.
Using the notations of Fig. 1(b), the disordered Hamil-
6tonian reads
H =
∑
m,n
|m,n;α〉
(
s(1)m,n〈m,n;β|+ t(1)m,n−1〈m,n− 1;β|
)
+|m,n;β〉
(
s(4)m,n〈m,n; δ|+ t(4)m−1,n〈m− 1, n; δ|
)
+|m,n; δ〉
(
s(3)m,n〈m,n; γ|+ t(3)m,n〈m,n+ 1; γ|
)
+|m,n; γ〉
(
s(2)m,n〈m,n;α|+ t(2)m,n〈m+ 1, n;α|
)
+h.c. (11)
In the following, we will consider and compare three types
of disorder: separable disorder, zero flux disorder, and
general unconstrained disorder.
A. Separable disorder
In general, disorder breaks the separability of the
Hamiltonian, and eigenvectors can no longer be found
as product states as in equation (4). However, there is a
particular disorder structure that maintains the decom-
position and hence allows for a simple construction of
solutions from that of 1D chains. To see this, we reverse
the logic and consider two disordered 1D chains:
Hx =
Nx∑
m=1
sxm|m,B〉〈m,A|+ txm|m,B〉〈m+ 1, A|+ h.c.,
(12)
and
Hy =
Ny∑
n=1
syn|n,B〉〈n,A|+ tyn|n,B〉〈n+ 1, A|+ h.c., (13)
Now, the tensor product Hx ⊗ I2Ny+1 + I2Nx+1 ⊗ Hy
gives the 2D Hamiltonian of equation (11) if the hopping
coefficients are of the form
s(1)m,n = s
y
n and t
(1)
m,n = t
y
n, (14a)
s(2)m,n = s
x
m and t
(2)
m,n = t
x
m, (14b)
s(3)m,n = s
y
n and t
(3)
m,n = t
y
n, (14c)
s(4)m,n = s
x
m and t
(4)
m,n = t
x
m, (14d)
which we refer to as “separable disorder”. The above
form can be stated in simple geometric terms: hopping
coefficients corresponding to horizontal (resp. vertical)
links must only depend on the horizontal coordinate m
(resp. vertical coordinate n).
In this type of disorder, the zero-mode is still given by
a product state similar to equation (10):
Φm,n0 = A
100
0
 m∏
j=1
(
−s
x
j
txj
)
n∏
j′=1
(
−s
y
j′
tyj′
)
, (15)
where A is a normalization constant. Therefore, its lo-
calization properties are directly inherited from that of
edge states in the corresponding horizontal and vertical
SSH chains. Localization at zero energy in chiral one
dimensional lattices are relatively well studied [31–33],
and many aspects can be understood from the fact that
ln |ψm| is a biased random walk. For our purpose, we un-
derline the two main consequences for the corner mode
of equation (15) written as a product state. First, as in
the clean case it vanishes on all β, γ and δ sites. Second,
the field amplitude decreases for increasing m (resp. n)
if 〈ln |sxj/txj |〉 < 0 (resp. 〈ln |syj /tyj |〉 < 0) as in the one-
dimensional case [33]. Note that the average is taken
over the different cells, not the disorder realization, but
the two become equivalent in the limit of large networks.
B. Zero flux disorder
The strong robustness of the corner mode against dis-
order extends far beyond separability, and find its origin
in its peculiar sublattice structure, namely having sup-
port only on α sites. To see this, we look for a solution
that vanishes on all (β, γ, δ) sites. Projecting H of equa-
tion (11) with 〈m,n;α|, we see that we must have ε = 0,
and hence we are left with only two nontrivial equations
0 = s(2)m,nφ
m,n
α + t
(2)
m,nφ
m,n+1
α , (16a)
0 = s(4)m,nφ
m,n
α + t
(4)
m,nφ
m+1,n
α . (16b)
To ease the discussion, we refer to the α site of the cell
(m,n) as αm,n (see Fig. 4(b)). Equation (16a) gives us
the field amplitude on αm,n+1 if we know the amplitude
on αm,n. Similarly, equation (16b) allows us to go from
αm,n → αm+1,n. Using the two equations we can now
relate the amplitude on αm+1,n+1 to the one on αm,n in
two different ways: either going from αm,n → αm+1,n →
αm+1,n+1 or from αm,n → αm,n+1 → αm+1,n+1. Having
a nontrivial solution of equations (16) requires the two
obtained relations to be compatible, which is true if the
hopping coefficients satisfy
Fm,n = ln
(
s
(1)
m,n
t
(1)
m,n
s
(2)
m,n+1
t
(2)
m,n+1
t
(1)
m+1,n
s
(1)
m+1,n
t
(2)
m,n
s
(2)
m,n
)
= 0. (17)
Fm,n represent the flux around a super-plaquette made
of neighbouring α-sites, as illustrated in Fig. 4(a). As we
showed, to have a a corner mode with the same sublattice
structure as in the clean case (10), it is necessary that all
the fluxes Fm,n be trivial. It turns out that this condition
of zero fluxes is also sufficient to have a solution with
support on α-sites only. Indeed, assuming equation (17)
holds, then we build the product state
Φm,n0 = A
100
0
 ∏
C(α0,0→αm,n)
(
−s
(ν)
m′,n′
t
(ν)
m′,n′
)
. (18)
7α0,0
αm,n
(b)
t(1)m,n
s(1)m,n
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Figure 4: (a) Construction of super-plaquettes and the associated flux. A super-plaquette is obtained by taking four neighbour-
ing α-sites and deleting links connecting (β, γ, δ) with each other. α sites (where the field amplitude is non-zero) are marked by
black squares and β, γ, and δ (field amplitude is zero) by circles. (b) Representation of two paths (blue and yellow lines) from
α0,0 to αm,n through neighbouring α sites (marked by black squares). (a-b) Note that the hopping coefficients are disordered,
and the red and black indicate the one labelled by s or t.
In this equation, C(α0,0 → αm,n) is a path in the network
going from α0,0 to αm,n through neighbouring α sites,
as shown in Fig. 4(b). Each step from a site αm′,n′ to a
neighbour αm′+1,n′ or αm′,n′+1 is associated with the cor-
responding ratio of hopping coefficients s
(ν)
m′,n′/t
(ν)
m′,n′ with
ν = 1, 2 that enters in the product of equation (18). Now,
the zero flux condition of equation (17) tells us that the
result is independent of the chosen path. This construc-
tion is illustrated in Fig. 4. It is then straightforward to
see that it provides a zero-energy solution of the 2D SSH
equations (11), reducing to equations (16), by choosing
an appropriate path: ending by αm,n → αm,n+1 for equa-
tion (16a) and by αm,n → αm+1,n for equation (16b).
Just like in the clean case, equation (18) always satis-
fies the boundary conditions in an asymmetrized network
(while it only gives an approximate solution for a canon-
ical network in the topological phase, see footnote 2).
However, the localization of the mode of equation (18)
depends on the average behavior of ln |s/t|. If 〈ln |s/t|〉
is negative, the amplitude of equation (18) decreases on
average for increasing (m,n), and hence, the mode is
localized on the lower left corner. On the contrary, if
〈ln |s/t|〉 is positive, equation (18) is localized on the up-
per right corner. However, for 〈ln |s/t|〉 < 0 but large
disorder strengths, the lower left values of ln |s/t| might
be positive in some realisations. In that case the am-
plitude of equation (18) first increases before decreasing,
and the zero-mode leaks further away from the corner.
In the extreme case of 〈ln |s/t|〉 = 0 with disorder, the
zero-mode of equation (18) is anomalously localized, de-
creasing like O(e−λ
√
m−λ′√n) [31], but not specifically in
the corner. In appendix B 2, we explain how this anoma-
lous localization can be understood from random walks,
as in the one-dimensional case.
The corner mode construction developed above turns
out to be rather general. For instance, the same zero
flux condition in similarly constructed super plaquette
has been found in [34] as a condition to preserve a corner
mode in the presence of disorder. Furthermore, our con-
struction also applies to other lattice configurations, such
as Kagome lattices that display corner modes [15, 16]
(this is outlined in appendix B 3).
C. Interactions of the corner mode with bulk waves
We now want to understand how the corner mode in-
teracts with the midband for various types of disorder.
Chiral symmetry guarantees that its frequency is robust
since as we saw earlier there is a zero-mode for any dis-
order. However, when turning disorder on, this zero-
mode might lose its localization properties by hybridis-
ing with bulk waves. To characterize how localized the
zero-mode is, we introduce the Inverse Participation Ra-
tio (IPR) [35]. The IPR of a mode Φ is defined as
I(Φ) =
∑
m,n
∑
µ=α,β,γ,δ
|φm,nµ |4, (19)
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Figure 5: Finite network with Nx = 8, Ny = 7, s0 = 0.15 and t0 = 0.85. (a) Spectrum of H(∆) a given disorder realisation
of W and varying the noise level ∆. (b) IPR of the zero-mode (red line) and the next mode (yellow line), which refers to the
mode with lowest positive nonzero energy. (c-f) Modulus of the components of the zero-mode (c and e) and the next mode (d
and f) for two values of disorder. The two values are shown by an arrow in (b).
where the mode must be normalized, i.e.
∑ |φm,nµ |2 = 1.
It is easy to see that the IPR is always between 0 and
1. When the mode is spread in the bulk, it has a low
IPR, and on the contrary, if the mode has a few nonzero
components, its IPR is higher. We will also consider a
variant of the IPR, where we add a weight to penalise
sites far from the lower-left corner. Explicitly, we define
Ic(Φ) =
∑
m,n
∑
µ=α,β,γ,δ
|2φm,nµ |4
(m+ n)4
, (20)
where the factor 2 is here so that the weight is unity for
the most lower-left corner (m,n) = (1, 1). This weighted
IPR will allow us to discriminate whether the mode is
localized near the corner or in bulk (due to disorder), in
which case Ic starts to be lower than I.
We now analyze the change of IPR of the zero-mode
in disordered networks when continuously increasing the
strength of disorder. To discuss this, we build a disor-
dered Hamiltonian W , with coefficients s and t randomly
and independently picked between 0 and 1. We then look
at interpolated Hamiltonians between the clean Hamilto-
nian H0 of equation (1) and the fully disordered one W .
Here, we investigate a family of disorder Hamiltonians
with unconstrained disorder of the form:
H(∆) = (1−∆)H0 + ∆W, (21)
with ∆ ∈ [0, 1]. The constructed Hamiltonian is of
the form of equation (11) with random hopping coef-
ficients uniformly distributed over an interval of size
∆
0
1
1
s
t0.5
0.2 0.4 0.6 0.8
Figure 6: Probability distribution of the hopping coefficients
for increasing disorder strength ∆. The shades indicate the
range of the uniform distributions, and the solid lines show
the mean values.
∆ and of mean values 〈s〉 = (1 − ∆)s0 + ∆/2 and
〈t〉 = (1 − ∆)t0 + ∆/2, as represented in Fig. 6. Do-
ing so, the hopping coefficients of H stay between 0 and
1, in order to be compatible with the acoustic realisation
to be presented below. Notice also that the constructed
disorder preserves chiral symmetry, that is for any ∆ we
have Γ ·H +H · Γ = 0.
The results are shown in Fig. 5. Because we consider a
reasonably small network, the energy spacing near ε = 0
is still appreciable and hence, the zero-mode interacts es-
sentially with the first pair of modes with nonzero energy.
When increasing the disorder strength ∆, the eigenvalues
move and repulse each other. This is the usual avoided
crossing phenomenon, Fig. 5(a). This applies in partic-
ular to the zero-mode (red in Fig. 5(a)) and the pair of
9Figure 7: Spectrum and IPR for different types of disorder in finite networks with Nx = 8, Ny = 7, s0 = 0.15 and t0 = 0.85.
(a-c) IPR of the zero-mode (I in red and Ic in black) and all the other modes (blue). (d-f) Eigenvalues near 0 as a function
of the disorder strength. (g-i) Example of networks for all types of disorder, with color scale showing the hopping coefficient
values. We took ∆ = 0.3. (a,d,g) Separable disorder. (b,e,h) Zero flux disorder defined by equation (17). (c,f,i) Unconstrained
disorder.
modes with the smallest nonzero energies (we call the
one with positive ε “next mode” and show it in yellow
in Fig. 5(a)). What is remarkable is that this avoided
crossing in accompanied by a sudden drop of the IPR, as
shown in Fig. 5(b). Far from the avoided crossing, the
zero-mode is localized in the corner and the next mode
is a bulk wave, as in Fig. 5(c-d). Near the crossing, the
two modes are swapped: the zero-mode spreads in the
bulk while the next mode is localized in the corner, as
in Fig. 5(e-f). By interacting with midband modes, the
corner mode acquired a nonzero energy, despite the fact
that the disorder preserves chiral symmetry. In fact, by
having a nonzero energy, chiral invariance implies that
there is now a pair of corner modes with opposite energy
(chiral partners) but with nonzero components on the full
lattice, and not only the (α, δ)-sublattice. This explains
why the corresponding IPR is not as high as that of the
zero-mode far from the crossing. When the size of the
system is larger, the zero mode interacts with more bulk
waves, and hence loses its localization properties more
rapidly with increasing disorder.
We now compare three types of disorder: separable,
with vanishing fluxes Fm,n (equation (17)), and uncon-
strained (but still chiral). In appendix B 4, we explain
how the different disorder types are built. In Fig. 7(a-c)
we show the IPR of the zero-mode (in red) and com-
pare it to the IPR of all other modes (in blue). For all
disorder types, the IPR of all modes but the zero-mode
tend to increase with disorder strength ∆, due to wave
localization. Moreover, in an unconstrained disorder we
see that the zero-mode IPR quickly drops until it be-
comes comparable to all other modes, meaning that it
it no longer localized as a corner mode but rather due
to wave localization [31, 32, 36]. On the contrary, for
separable disorders and disorders obeying the constraint
of equation (17), the zero-mode stays well localized until
high values of the disorder strength. This is a manifes-
tation of the robustness of the corner mode against this
types of disorder. At higher disorder strengths, the mode
is still localized but around a point that can move away
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Figure 8: (a-c) Modulus of the components of the zero-mode for a disordered network with zero fluxes, with Nx = 8, Ny = 7,
s0 = 0.15 and t0 = 0.85. (d-f) Representation of the corresponding networks with color scale showing the hopping coefficient
values. (a,d) ∆ = 0.3. (b,e) ∆ = 0.6. (c,f) ∆ = 0.9.
from the corner, as explained in section III B. This is con-
firmed by the decrease of Ic compared to I in Fig. 7(a-c).
In Fig. 7(d-f), we show the evolution of eigenvalues near
zero with the disorder strength ∆. When the disorder is
separable, eigenvalues cross without interacting. This is
because the corresponding modes do not interact due to
the conservation of the transverse wavenumber. When
the disorder is not separable but satisfies equation (17),
eigenvalues repulse each other as in a general disorder,
but crossing can occur at ε = 0. This suggests that
bulk waves see a general disorder, but no longer inter-
act with the corner mode. We also point out that the
results shown in Fig. 7 are obtained for a single disorder
realisation per disorder type, and no average has been
performed. Although the exact curves vary for different
realisations, the distinct behaviours between the three
types of disorder remain.
To further emphasize the robustness in zero flux dis-
orders, we show the zero-mode in Fig. 8(a-c), with the
corresponding disordered network shown in Fig. 8(d-f).
We see that it is well localized in the corner even at high
disorder intensities, although the site of maximum am-
plitude is away from the corner at very high disorder
strengths (see Fig. 8(c)).
D. Topological defect modes
Interestingly, all the results obtained above also ap-
plies to defect-like localized modes at the crossing be-
tween four networks with different topology. To see this,
we can start again from the general zero energy solution
of equation (18) to build a defect-like localized solution
in the middle of the network by choosing the appropri-
ate average behavior of the hopping coefficients. To do
so, we divide the network in four quadrants, and arrange
〈ln |s/t|〉 for vertical and horizontal links to change sign in
each quadrant such that the amplitude of equation (18)
decreases on average when moving away from the center,
i.e. when |m| and |n| increase. The general construc-
tion is illustrated in Fig. 9(a), and an explicit example of
such a network is shown in Fig. 9(c), which possesses the
defect mode at ε = 0 shown in Fig. 9(b).
IV. ACOUSTIC REALISATION
In this section, we propose an acoustic realisation of
the 2D SSH model with disorder. For this we consider
a network of narrow air channels of equal length L but
varying cross-sections. The typical transverse length `⊥
of the channels is assumed much smaller that its length
L (`⊥  L) so that inside each channel the propagation
is monomodal [37–39]. In [30] it was shown that using
cross-sections alternating between two values w and w′,
the system is described by an effective Hamiltonian that
coincide with the 2D SSH model with hopping coefficients
s =
w
w + w′
and t =
w′
w + w′
. (22)
Here we show how this can be extended to a disordered
2D SSH model by using varying cross-sections for the
channels. To see this, let us consider a node on the net-
work, labelled by a = (m,n, µ) with µ ∈ {α, β, γ, δ}. The
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Figure 9: (a) Schematic construction of a defect-like mode in a network with zero fluxes (equation (17)). The hopping coefficients
can be disordered, and the red and black indicate the one labelled by s or t. Gray area show the interfaces between the four
quadrants. The defect mode is localized at the crossing (site α0,0) if 〈ln |s/t|〉 < 0. (b) Modulus of the components of a localized
mode with ε = 0 in a network as (a) with zero flux disorder, Nx = 8, Ny = 7, s0 = 0.15 and t0 = 0.85. (c) Network displaying
the defect mode of (b). Quadrants are delimited by the gray shading.
acoustic flux must be conserved at that node, implying∑
〈b,a〉
wabub = 0, (23)
where ub is the acoustic velocity arriving at the node a
from the channel connecting to a neighbouring node b
and wab the section of that channel. Hence, the notation
〈b, a〉means that the sum runs over all b which are nearest
neighbours to a. Moreover, pressure is continuous at the
node a and may be related to a neighbouring node b
by integrating the (1D) Helmholtz equation inside the
channel. This leads to
cos(kL)pa + i sin(kL)ub = pb. (24)
Summing over nearest neighbours b and applying the
debit continuity equation (23) then gives
εpa
∑
〈c,a〉
wac = 2
∑
〈b,a〉
wabpb, (25)
where ε = 2 cos(k`) and the factor 2 is here to recover the
same model as in preceding sections. In order to recast
equation (25) as an hermitian eigenvalue problem for ε,
and apply the results of the preceding sections, we define
the field Φ as rescaled pressure values:
φa = pa
√∑
〈c,a〉
wac. (26)
Equation (25) then rewrites as εΦ = H · Φ, with the
matrix elements of the (hermitian) Hamiltonian
Hab =
2wab√∑
〈c,a〉 wac
∑
〈c′,b〉 wbc′
, (27)
for a and b nearest neighbours (and 0 otherwise). For
a finite network, the open boundary conditions of the
2D SSH model are obtain by adding extra channels with
open ends. At the open ends, the acoustic pressure is
at equilibrium with the exterior, and hence, must van-
ish 3. This means that the open ends act as ghost sites
where the field amplitudes vanish, reproducing the open
boundary conditions (see footnote 2). This ensures that
a clean network with staggered cross-section exactly re-
produces the 2D SSH model with the hopping coefficients
of equation (22).
We computed the spectrum of the Helmholtz equa-
tion in a two-dimensional asymmetrized acoustic net-
work using a finite element method. For commodity,
we work in units where the length of each channel is
unity (L = 1). In Fig. 10(a,b,d,e) we show the ob-
tained corner mode. We start with a clean network with
thin channels with transverse lengths w/L = 0.015 and
w′/L = 0.085 in Fig. 10(a) and the corresponding dis-
ordered network with zero fluxes in fig. 10(d) (disorder
construction is detailed in appendix B 4). As predicted
by the discrete model of the previous section, the corner
mode is well localized and robust to this type of disor-
der. We notice that two-dimensional effects introduce a
small breaking of the chiral symmetry, which manifests
itself as a non-zero effective energy of the corner mode,
with ε0 = −0.054 for the clean case and ε0 = −0.068
for the disordered case. We also verify that the mode
has support mostly on α sites. This is quantified us-
ing the sublattice polarization Pα =
∑
m,n |pm,nα |2 (with
normalization
∑
µ,m,n |pm,nµ |2 = 1), which is above 0.99
for both clean and disordered networks. We also compute
the corner mode for a network with transverse length five
times larger. We show the results both in the clean case,
Fig. 10(b), and disordered case, Fig. 10(e). Although two
dimensional effects are more significant, with an effective
3 We neglect radiative losses at the open ends, which vanish in the
limit of small cross-sections.
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Figure 10: (a,b) Representation of 2D SSH asymmetried networks with color scale showing the hopping coefficients values. (a)
Clean network. (b) Disordered network. (c,d,e,f) Corner mode in the two-dimensional acoustic realizations of the networks of
(a,b). We used Nx = 4, Ny = 3, and cross-sections are such that s0 = 0.15 and t0 = 0.85. (c,d) w/L = 0.015 and w
′/L = 0.085.
(e,f) w/L = 0.075 and w′/L = 0.425. (c) The corner mode has ε0 = −0.054 and Pα = 0.99. (d) The corner mode has
ε0 = −0.068 and Pα = 0.99. (e) The corner mode has ε0 = −0.274 and Pα = 0.96. (f) The corner mode has ε0 = −0.337 and
Pα = 0.99.
energy ε0 = −0.274 for the clean case and ε0 = −0.337
for the disordered case, the corner mode stays well lo-
calized on the α-sites, with Pα > 0.95. Lastly, to make
closer contact with the previous sections, we show the
corresponding discrete networks in Fig. 10(c,f).
V. CONCLUSION
In this work we study a two dimensional extension of
the SSH model. This model has been shown to be a
higher order topological insulator [24–27], hosting local-
ized modes at corners in its topological phase. In this
model, the corner modes have the peculiar property of
coexisting with bulk waves as bound states embedded in
the continuum (BIC). We study the robustness of these
corner modes to the introduction of disorder that pre-
serves the chiral symmetry of the model. We show that,
while localization is rapidly lost in a general disorder, the
corner modes are preserved up to high disorder strengths
if the disorder satisfies the geometric constraint of having
zero fluxes through appropriately defined super plaque-
ttes (see Fig. 4). We also show that this condition can
be seen at the level of the mode itself. We show that
it is equivalent to the corner having support on a single
site per unit cell, as in the clean case, while the chiral
symmetry would only guarantee support of two sites per
cell (see equation (18)).
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This robustness goes against the intuition about BICs,
where they are expected to lose their localization prop-
erties by hybridizing with bulk waves as soon as sepa-
rability is broken. This was already noticed in periodic
networks where separability was broken by extra cou-
plings between next-to-nearest neighbour sites [20, 29].
In these works, it was however shown that robustness
requires the presence of a crystalline symmetry (C4v) in
addition to the chiral symmetry. Our results strenghen
this conclusion and extends it to disordered networks,
where the crystalline symmetry requirement is replaced
by the condition of vanishing fluxes on super plaquettes.
It should also be noticed that the geometric condition
is rather mild, as can be seen for instance by counting
the number of independent parameters compared to a
general disorder.
In the last section, we show how this model can be
realized in an acoustic network made of air channels ar-
ranged in a square lattice. By varying the cross-sections
of each channel, the disordered model is realized, with or
without the geometric constraint. In the latter case, we
confirm the presence of well localized corner modes by fi-
nite element simulations of the full network (see Fig. 10).
These results open the door to further refined manip-
ulations of sound waves using higher order topological
insulators by having localized modes even in the absence
of a full bandgap.
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Appendix A: Few results for the 1D SSH chain
In this appendix, we recall a few basic properties of the
SSH model (see e.g. [40] for more details). The model is
illustrated in Fig. 11, and we assume the same constraint
on the hopping coefficient as in the 2D case: s > 0, t > 0,
and s+t = 1. We first consider an infinite network, where
the eigenmodes can be given in terms of Bloch waves
Φm = eimqΦ (with Φ = (φA, φB)
T ) obeying εΦ = h(q) ·Φ
with the Bloch Hamiltonian
h(q) =
(
0 s+ te−iq
s+ teiq 0
)
. (A1)
The eigenvalues of h(q) gives us the dispersion relation
ε2 = |s+ teiq|2 = s2 + t2 + 2st cos(q), (A2)
where we see the two bands of the model: ε ∈ [|t −
s|, 1] and ε ∈ [−1,−|t − s|]. In one dimension it is also
rather easy to obtain the density of states as ρ1D(ε) =
A BA B A B A B
s1 t1 s2 sN−1 tN−1 sN
A
tN
(b)
A BA B A B A B
s1 t1 s2 sN−1 tN−1 sN
(a)
-1 0 1
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1
Figure 11: (a-b) Representation of finite one-dimensional SSH
chain. We also show the labels used for disordered chain, and
used in equation (14). (c-d) Energy eigenvalues of a 1D chain
(N = 20) as a function of t − s. (a,c) Canonical chain, (b,d)
Asymmetrized chain.
1/(2pi∂qε), hence
ρ1D(ε) =
|ε|
pi
√
(1− ε2)(ε2 −∆2) , (A3)
for (t−s)2 < ε2 < 1 and zero elsewhere. In appendix B 1
we show how to extend this result to the 2D case.
Now, as discussed at the beginning of section II A in
2D, there are two ways to obtain a finite SSH chain:
either taking an integer number N of unit cells, as in
Fig. 11(a), or adding an extra site at the end, as in
Fig. 11(b). We first look for bulk wave solutions. They
can be conveniently written as a superposition of left and
right moving Bloch waves, that is
Φm = λ1e
imq
(
ε
s+ teiq
)
+ λ2e
−imq
(
ε
s+ te−iq
)
, (A4)
where ε and q are related by the dispersion relation (A2).
Since changing q into −q leads to the same global so-
lution, we can restrict ourselves to q > 0. Using the
fact that the chain is finite gives us two boundary con-
ditions (which amounts to adding an extra site on the
left/right where amplitude is zero). The one on the left
gives λ1 + λ2 = 0, and the one on the right gives the
quantization conditions
sin (Nq) +
s
t
sin ((N + 1)q) = 0, (A5)
for a canonical chain (Fig. 11(a)), and
sin ((N + 1)q) = 0, (A6)
for an asymmetrized chain (Fig. 11(b)). Interestingly, for
the latter the quantization condition, equation (A6) has
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a simple set of solutions
qj =
jpi
N + 1
, (A7)
with j = 1..N , and the corresponding energy eigenvalues
ε = ±|s+teiqj |, while for a canonical chain, equation (A5)
has no closed form solution 4. Similarly, edge states are
easier to obtain for an asymmetrized chain (Fig. 11(b)).
Indeed, looking at a zero energy solution, we see that
Φm = λ0
(
1
0
)
(−s/t)m, (A8)
with λ0 a normalization constant, satisfies both bound-
ary conditions: it vanishes on all B-sites, and hence on
the ghost ones at both ends of the chain. If s < t it is
localized on the left edge, and if s > t it is localized on
the right edge. Moreover, when s < t, we see that this
is also the solution of the semi-infinite chain obtained
by sending the right boundary to infinity. When adding
disorder (see Fig. 11(b)), this expression becomes
Φm = λ0
(
1
0
) m∏
j=1
(−sj/tj). (A9)
For a clean canonical chain, equation (A8) only gives
an approximate solution of an edge mode for s < t,
with a second one on the other side and vanishing on
A-sites. Eigenmodes are obtained as symmetric and anti-
symmetric combination of the two edge modes, and have
nonzero exponentially small energies ±ε0 due to evanes-
cent coupling [40].
Appendix B: Few results for 2D SSH networks
1. Eigenstate density
In this section we show that the separability of the
2D SSH model allows us to derive explicitly various use-
ful quantities. For instance, in an infinite network, the
density of states ρ(ε) can be obtained from its one-
dimensional counterpart of equation (A3). For this,
we write the density of states as ρ(ε) =
∑∫
δ(ε −
ε(q))dqxdqy/(4pi
2). Using the fact that ε(q) = εx(qx) +
εy(qy), and the change of variables from qx/y to εx/y,
which involves the 1D state density of equation (A3), we
obtain
ρ(ε) =
∫ 1
−1
ρ1D
(ε
2
+ ξ
)
ρ1D
(ε
2
− ξ
)
dξ. (B1)
4 We believe that this corrects a typo in [23], where the condition
of equation (A7) was incorrectly used for a 2D SSH ribbon with
the corresponding transverse chain having a canonical structure
(as in Fig. 11(a)). Separability together with equations (A5) and
(A6) show that this is the case only if one add an extra chain on
one side, similarly to Fig. 2(b).
In Fig. 12 we compare this expression with a direct nu-
merical computation of the density of states. We see
that the density of states becomes very large near the
middle of each band, which correspond to logarithmic
singularities. To understand this, the first step is to no-
tice that ρ1D has a square root singularity near each band
edge, which is integrable. Hence, the integrant in equa-
tion (B1) is singular if both ε/2 + ξ and ε/2− ξ are at a
singular point of ρ1D. Moreover, because the singularities
of ρ1D are one-sided, these two points must correspond
to different sides. This happens for (ε/2 + ξ, ε/2 − ξ)
equal to (−1,−∆), (−∆,∆), (∆, 1), or (−1, 1), which
leads to (ε, |ξ|) being (−(1 + ∆), (1 − ∆)/2), (0,∆),
(1 + ∆, (1 −∆)/2), or (0, 1), so indeed when ε is at the
center of a band. Because the singularity of the integrant
is O(1/ξ), we can anticipate a logarithmic divergence of
the density of states. Let us show this for instance near
ε = 0. Using the parity of ρ, and denoting the vicinity of
a point by V, we write the integral representation (B1)
as
ρ(ε) ∼ 2
∫
V(∆)∪V(1)
ρ1D
(ε
2
+ ξ
)
ρ1D
(ε
2
− ξ
)
dξ,
∼ |∆|
pi2(1−∆2)
∫
V(0)
dζ√
ζ2 − ε2/4
+
1
pi2(1−∆2)
∫
V(0)
dζ√
ζ2 − ε2/4 , (B2)
hence,
ρ(ε) ∼ − 1 + |∆|
pi2(1−∆2) ln
∣∣∣ε
2
∣∣∣ . (B3)
-2 -1 0 1 2
0
1
2
Figure 12: Density of states ρ computed numerically (blue)
and analytically from equation (B1) (black) for ∆ = 0.7, Nx =
Ny = 50. We notice the small non-zero density inside each
gap: these are the edge waves, not included in the expression
(B1).
2. Connection between the corner mode and biased
random walks
In the one-dimensional SSH model with disordered
hopping coefficients, it is known that the chiral symmet-
ric point (ε = 0) is governed by a random walk dynamics.
This lead to the identification of several exotic properties,
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such as anomalous localization [31] or density of state sin-
gularities [32, 41]. In disordered 2D SSH networks with
zero flux (equation (17)), the product state structure of
the zero mode found in equation (18) suggests that its
properties can also be derived from random walk dynam-
ics. More precisely, the governing equation of the zero
mode in disorders with zero flux, namely equation (16),
can be recast as two independent random walks. To see
this, let us solve equation (16) with separation of vari-
able, writing φm,nα = φ
m
x × φny . We then consider the
logarithm of the amplitude to obtain the two equations
ln
∣∣φn+1y ∣∣ = ln ∣∣φny ∣∣+ ln
∣∣∣∣∣s(2)m,nt(2)m,n
∣∣∣∣∣ , (B4a)
ln
∣∣φm+1x ∣∣ = ln |φmx |+ ln
∣∣∣∣∣s(4)m,nt(4)m,n
∣∣∣∣∣ . (B4b)
Technically, equation (B4a) (resp. equation (B4b)) de-
pends on the value of m (resp. n) along which one in-
tegrates. However, the condition of zero flux of equa-
tion (17) ensures that the result is consistent since the
sum ln |φmx |+ ln
∣∣φny ∣∣ is independent of these choices.
This connection to random walks allows us to eas-
ily obtain the zero-mode behavior, as discussed in sec-
tion III B, after equation (18): if ln |s/t| has a non-zero
value, the random walks drift in a preferred direction
(balistic regime), meaning that the field amplitude grows
or decays exponentially; if 〈ln |s/t|〉 = 0, then there is
no preferred direction but the random walks diverge as
∝ √n (diffusive regime), leading to an anomalous local-
ization of the field ∝ e−λ
√
m−λ′√n. As a last remark,
we point out that these properties inherited from ran-
dom walks are valid under the constraint of zero fluxes
of equation (17). Unconstrained but chiral disorders have
dramatically different properties, see e.g. [36, 42] for the
studies in the regime 〈ln |s/t|〉 = 0.
3. Corner modes in disordered Kagome lattices
Here we explain how the general construction of the
corner mode (18) with the robutness condition, i.e. van-
ishing fluxes as in (17), can be applied to other situations.
We already mentioned the relation to corner modes in
Lieb lattices [34]. Corner modes have also drawn sig-
nificant interest in Kagome lattices [15, 16]. Although
Kagome lattices are not chiral, corner modes have a non-
trivial sublattice structure, with two sites with vanishing
amplitudes out of the three per unit cell. By removing
the links that are irrelevant to the corner mode, because
they connect sites with zero amplitude, we see that the
same structure as in the 2D SSH model appears. Hence
the same construction of the corner mode, and its ro-
bustness condition (zero fluxes (17)). This is illustrated
in Fig. 13, to compare with Fig. 4(a).
We also notice that a similar general construction was
s
t
Fm,n
s/t
Figure 13: Super plaquettes and corresponding flux in a
Kagome lattice, to compare with Fig. 4(a). On the left, we
marked with open circles the sites of the lattice where the
corner mode (located on the lower left side) has zero ampli-
tude. We also point out that the hopping coefficients for each
link are a priori different (although we emphasized the s and
t types with red and black).
obtained in periodic networks (where the fluxes of equa-
tion (17) are always trivial) in [43].
4. Constructing different types of disorder
In this appendix, we explain how to obtain the different
types of disorder, by modifying equation (21).
Separable disorders: To obtain a separable disorder,
we pick random hopping coefficients between 0 and 1
for two 1D chains, and obtain a disordered matrix Wsep
using equation (14). We then build the Hamiltianian
H(∆) by interpolation between the clean network and
that disorder, as in equation (21).
Zero flux disorders: To obtain the disorder with zero-
fluxes, we start from a general disorder (equation (21))
and compute the flux Fm,n: if it is larger than unity,
we rescale s
(2)
m,n+1, if it is smaller than unity, we rescale
s
(1)
m+1,n. Doing so, the corresponding hopping coeffi-
cients are lowered, and hence stay between 0 and 1. We
also rescale s rather than t because lowering the for-
mer changes less the statistical spread 5. This proce-
dure leads to a continuous family of Hamiltonians H(∆)
with a comparable disorder strength than the others for
a given value of ∆.
Acoustic disorders with zero fluxes: In the acoustic
realization of section IV, it is trickier to infer the disorder
structure from that of the cross-section values. For in-
stance, having the cross-sections depending only on one
coordinate (horizontal or vertical) is not enough to ob-
tain the separable disorder described in equation (14),
5 Notice also that these rescalings are consistent by scanning the
super plaquettes in ascending order so that preceding fluxes are
unaffected when changing a given hopping coefficient.
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because of the denominator of (27) involving neighbour-
ing cross-sections. We can however obtain disorders with
zero fluxes, as in (17). To do so we start by randomly
taking the cross-section values around a staggered mean
and of spread ∆, as in equation (21). We then compute
the fluxes Fm,n, and rescale the appropriate cross-section
values to obtain a vanishing flux. Doing so one super pla-
quette after another however, we also affect previously
trivialised fluxes (again due to the denominator of (27)).
Hence we proceed iteratively: scanning through each su-
per plaquette to trivialise the corresponding flux, and
then restarting the procedure until all fluxes are zero. In
practise after a few tries (about 10) the procedure stops
and all fluxes are zero to numerical precision.
5. Chiral and partial chiral symmetries
Just like its one-dimensional counterpart, the 2D SSH
model is chiral symmetric. This means that there is a
unitary operator Γ that acts inside each cell (i.e. com-
mutes with translations) such that Γ2 = 1 and
Γ ·H · Γ = −H. (B5)
In the 2D SSH model, we see that this is satisfied by
defining
Γ ·

φm,nα
φm,nβ
φm,nγ
φm,nδ
 =

−φm,nα
φm,nβ
φm,nγ
−φm,nδ
 . (B6)
Hence, Γ leaves the β and γ sites (first sublattice) invari-
ant and flips the sign on the α and δ sites (second sub-
lattice). As a consequence, the spectrum is symmetric
about 0: eigenvectors come in pairs (Φ,Γ · Φ) associated
with eigenvalues (ε,−ε). Moreover, because it has a van-
ishing energy, a corner mode Φ0 is chiral invariant, i.e.
Γ ·Φ0 = ±Φ0. In other words, Φ0 is guaranteed to vanish
on one of the two sublattice.
In the absence of disorder, the separability of the
Hamiltonian into a product of 1D SSH chains leads to ad-
ditional hidden chiral properties. Indeed, when writing
the Hamiltonian as H0 = H0x ⊗ I2Ny+1 + I2Nx+1 ⊗H0y,
each component H0x and H0y possesses its own chiral
symmetry. Therefore, we define what we call “partial
chiral operators” as the chiral operators associated with
the corresponding 1D horizontal and vertical chains:
Γx ·

φm,nα
φm,nβ
φm,nγ
φm,nδ
 =

φm,nα
−φm,nβ
φm,nγ
−φm,nδ
 , (B7)
and
Γy ·

φm,nα
φm,nβ
φm,nγ
φm,nδ
 =

−φm,nα
−φm,nβ
φm,nγ
φm,nδ
 . (B8)
We see that Γ = Γx ·Γy, which is why they are referred to
as partial. H0 is invariant under neither of these partial
chiral operators. However, H0x (resp. H0y) is chiral un-
der Γx (resp. Γy), while it commutes with Γy (resp. Γx).
As a consequence, each bulk eigen-vector of H, written as
a product Φ = ψ ⊗ ϕ is associated with three other bulk
eigen-vectors Γx·ψ⊗ϕ, ψ⊗Γy·ϕ, and Γ·Φ = Γx·ψ⊗Γy·ϕ 6.
Similarly, edge waves are invariant under one of the par-
tial chiral operator, and paired with another edge wave
using the other partial chiral operator.
Lastly, the corner mode is invariant under both partial
chiral operators, i.e. Γx · Φ0 = ±Φ0 and Γy · Φ0 = ±Φ0.
This last point is crucial to the present discussion, as it
implies that the corner mode vanishes on three sites per
cell, while chiral symmetry itself only guarantees it to
vanish on two sites per cell. As we saw in section III B,
this peculiar sublattice structure is at the origin of the
robustness against disorder.
[1] M. Z. Hasan and C. L. Kane, “Colloquium: topological
insulators,” Reviews of modern physics 82 no. 4, (2010)
3045.
[2] J. C. Budich and B. Trauzettel, “From the adiabatic
theorem of quantum mechanics to topological states of
matter,” physica status solidi (RRL)–Rapid Research
Letters 7 no. 1-2, (2013) 109–129.
[3] S. Ryu, A. P. Schnyder, A. Furusaki, and A. W.
Ludwig, “Topological insulators and superconductors:
tenfold way and dimensional hierarchy,” New Journal of
Physics 12 no. 6, (2010) 065010.
[4] L. Fu, “Topological crystalline insulators,” Phys. Rev.
Lett. 106 no. 10, (2011) 106802.
[5] F. Schindler, A. M. Cook, M. G. Vergniory, Z. Wang,
S. S. Parkin, B. A. Bernevig, and T. Neupert,
“Higher-order topological insulators,” Science advances
4 no. 6, (2018) eaat0346.
[6] T. Ozawa, H. M. Price, A. Amo, N. Goldman,
M. Hafezi, L. Lu, M. C. Rechtsman, D. Schuster,
J. Simon, O. Zilberberg, et al., “Topological photonics,”
Reviews of Modern Physics 91 no. 1, (2019) 015006.
[7] G. Ma, M. Xiao, and C. T. Chan, “Topological phases
in acoustic and mechanical systems,” Nature Reviews
Physics 1 no. 4, (2019) 281–294.
[8] B. A. Bernevig and T. L. Hughes, Topological insulators
and topological superconductors. Princeton university
press, 2013.
[9] L. Fu, C. L. Kane, and E. J. Mele, “Topological
insulators in three dimensions,” Phys. Rev. Lett. 98
no. 10, (2007) 106803.
17
[10] J. Claes and T. L. Hughes, “Disorder driven phase
transitions in weak AIII topological insulators,” Phys.
Rev. B 101 no. 22, (2020) 224201, arXiv:1910.11352
[cond-mat.dis-nn].
[11] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes,
“Quantized electric multipole insulators,” Science 357
no. 6346, (2017) 61–66.
[12] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes,
“Electric multipole moments, topological multipole
moment pumping, and chiral hinge states in crystalline
insulators,” Physical Review B 96 no. 24, (2017) 245115.
[13] E. Khalaf, “Higher-order topological insulators and
superconductors protected by inversion symmetry,”
Phys. Rev. B 97 no. 20, (2018) 205136.
[14] A. El Hassan, F. K. Kunst, A. Moritz, G. Andler, E. J.
Bergholtz, and M. Bourennane, “Corner states of light
in photonic waveguides,” Nature Photonics 13 no. 10,
(2019) 697–700.
[15] X. Ni, M. Weiner, A. Alu`, and A. B. Khanikaev,
“Observation of higher-order topological acoustic states
protected by generalized chiral symmetry,” Nature
materials 18 no. 2, (2019) 113–120.
[16] H. Xue, Y. Yang, F. Gao, Y. Chong, and B. Zhang,
“Acoustic higher-order topological insulator on a
kagome lattice,” Nature materials 18 no. 2, (2019)
108–112.
[17] M. Serra-Garcia, V. Peri, R. Su¨sstrunk, O. R. Bilal,
T. Larsen, L. G. Villanueva, and S. D. Huber,
“Observation of a phononic quadrupole topological
insulator,” Nature 555 no. 7696, (2018) 342–345.
[18] S. Mittal, V. V. Orre, G. Zhu, M. A. Gorlach,
A. Poddubny, and M. Hafezi, “Photonic quadrupole
topological phases,” Nature Photonics 13 no. 10, (2019)
692–696.
[19] Y. Qi, C. Qiu, M. Xiao, H. He, M. Ke, and Z. Liu,
“Acoustic realization of quadrupole topological
insulators,” Phys. Rev. Lett. 124 no. 20, (2020) 206601.
[20] A. Cerjan, M. Ju¨rgensen, W. A. Benalcazar,
S. Mukherjee, and M. C. Rechtsman, “Observation of a
higher-order topological bound state in the continuum,”
arXiv:2006.06524 [physics.optics].
[21] F. Liu and K. Wakabayashi, “Novel topological phase
with a zero berry curvature,” Phys. Rev. Lett. 118
no. 7, (2017) 076803.
[22] F. Liu, H.-Y. Deng, and K. Wakabayashi, “Topological
photonic crystals with zero Berry curvature,” Phys.
Rev. B 97 no. 3, (2018) 035442.
[23] D. Obana, F. Liu, and K. Wakabayashi, “Topological
edge states in the Su-Schrieffer-Heeger model,” Phys.
Rev. B 100 no. 7, (2019) 075437.
[24] B.-Y. Xie, H.-F. Wang, H.-X. Wang, X.-Y. Zhu, J.-H.
Jiang, M.-H. Lu, and Y.-F. Chen, “Second-order
photonic topological insulator with corner states,”
Phys. Rev. B 98 no. 20, (2018) 205147.
[25] Y. Ota, F. Liu, R. Katsumi, K. Watanabe,
K. Wakabayashi, Y. Arakawa, and S. Iwamoto,
“Photonic crystal nanocavity based on a topological
corner state,” Optica 6 no. 6, (2019) 786–789.
[26] W. Zhu and G. Ma, “Distinguishing topological corner
modes in higher-order topological insulators of finite
size,” Phys. Rev. B 101 no. 16, (2020) 161301.
[27] X.-W. Xu, Y.-Z. Li, Z.-F. Liu, and A.-X. Chen,
“General corner states in 2D SSH model with
intracelluar next-nearest-neighbour hopping,” arXiv
preprint arXiv:2003.13400 (2020) .
[28] Z.-G. Chen, C. Xu, R. Al Jahdali, J. Mei, and Y. Wu,
“Corner states in a second-order acoustic topological
insulator as bound states in the continuum,” Phys. Rev.
B 100 no. 7, (2019) 075120.
[29] W. A. Benalcazar and A. Cerjan, “Bound states in the
continuum of higher-order topological insulators,” Phys.
Rev. B 101 no. 16, (2020) 161116.
[30] L.-Y. Zheng, V. Achilleos, O. Richoux, G. Theocharis,
and V. Pagneux, “Observation of edge waves in a
two-dimensional Su-Schrieffer-Heeger acoustic network,”
Physical Review Applied 12 no. 3, (2019) 034014.
[31] M. Inui, S. Trugman, and E. Abrahams, “Unusual
properties of midband states in systems with
off-diagonal disorder,” Phys. Rev. B 49 no. 5, (1994)
3190.
[32] T. Eggarter and R. Riedinger, “Singular behavior of
tight-binding chains with off-diagonal disorder,” Phys.
Rev. B 18 no. 2, (1978) 569.
[33] I. Mondragon-Shem, T. L. Hughes, J. Song, and
E. Prodan, “Topological criticality in the
chiral-symmetric AIII class at strong disorder,” Phys.
Rev. Lett. 113 no. 4, (2014) 046802.
[34] C. Poli, H. Schomerus, M. Bellec, U. Kuhl, and
F. Mortessagne, “Partial chiral symmetry-breaking as a
route to spectrally isolated topological defect states in
two-dimensional artificial materials,” 2D Materials 4
no. 2, (2017) 025008.
[35] D. J. Thouless, “Electrons in disordered systems and
the theory of localization,” Physics Reports 13 no. 3,
(1974) 93–142.
[36] S. Evangelou and D. Katsanos, “Spectral statistics in
chiral-orthogonal disordered systems,” Journal of
Physics A: Mathematical and General 36 no. 12, (2003)
3237.
[37] C. Depollier, J. Kergomard, and J. Lesueur,
“Propagation of low frequency acoustic waves in
periodic 2d-lattices of tubes,” Journal of sound and
vibration 142 no. 1, (1990) 153–170.
[38] P. Wang, Y. Zheng, M. C. Fernandes, Y. Sun, K. Xu,
S. Sun, S. H. Kang, V. Tournat, and K. Bertoldi,
“Harnessing geometric frustration to form band gaps in
acoustic channel lattices,” Phys. Rev. Lett. 118 no. 8,
(2017) 084302.
[39] L.-Y. Zheng, V. Achilleos, Z.-G. Chen, O. Richoux,
G. Theocharis, Y. Wu, J. Mei, S. Felix, V. Tournat, and
V. Pagneux, “Acoustic graphene network loaded with
Helmholtz resonators: a first-principle modeling, Dirac
cones, edge and interface waves,” New Journal of
Physics 22 no. 1, (2020) 013029.
[40] J. K. Asbo´th, L. Oroszla´ny, and A. Pa´lyi, “A short
course on topological insulators,” Lecture notes in
physics 919 (2016) 87.
[41] G. Theodorou and M. H. Cohen, “Extended states in a
one-demensional system with off-diagonal disorder,”
Phys. Rev. B 13 no. 10, (1976) 4597.
[42] C. Mudry, S. Ryu, and A. Furusaki, “Density of states
for the pi-flux state with bipartite real random hopping
only: A weak disorder approach,” Phys. Rev. B 67
no. 6, (2003) 064202.
[43] F. K. Kunst, G. van Miert, and E. J. Bergholtz,
“Boundaries of boundaries: A systematic approach to
lattice models with solvable boundary states of arbitrary
codimension,” Phys. Rev. B 99 no. 8, (2019) 085426.
