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Symmetry-adapted perturbation theory has been applied to compute the intermolecular potential 
energy surface of the H e -C O  complex. The interaction energy is found to be dominated by the 
first-order exchange contribution and the dispersion energy. The ab initio potential has a single 
minimum of em = —24.895 c m “ 1 for the linear C O -H e  geometry at R m = 6.85 bohr. The computed 
potential energy surface has been analytically fitted and used in converged variational calculations 
to generate bound rovibrational states of the H e -C O  molecule and the infrared spectrum, which 
corresponds to the simultaneous excitation of vibration and internal rotation in the CO subunit 
within the complex. The predicted positions and intensities of lines in the infrared spectrum are in 
good agreement with the experimental spectrum [C.E. Chuaqui et al., J. Chem. Phys. 101, 39 
(1994)]. The theoretical potential was also checked by comparison of computed excess second virial 
coefficients with the experimental data. The ab initio interaction virial coefficients, including 
quantum corrections, lie within the experimental error bars over a wide range of temperatures. 
© 1995 American Institute o f  Physics.
I. INTRODUCTION
The CO molecule plays a fundamental role in theoretical 
and experimental studies of the thermal balance in dense 
interstellar molecular clouds. Due to its small rotational con­
stant, it can be rotationally excited in low temperature ther­
mal collisions. Excitations of CO occur mostly via collisions 
with the most abundant species such as He or H2 . This fact 
and the resemblance of the para-H-> molecule in its ground 
state to a rare gas atom are the reasons that van der Waals 
complexes of CO with H2 and noble gas atoms have at­
tracted interest of both theoreticians and experimentalists.
Because of the relatively small number of electrons in­
volved, the H e -C O  interaction has been a subject of many 
ab initio studies. 1 7 Until recently, the most elaborate poten­
tial energy surface for the H e -C O  complex was the Cl po- 
tential of Thomas et a ir  Later, this potential was extended*
10 include the dependence on the bond length of the CO 
molecule. Very recently, Kukawska-Tarnawska et al.6 and 
Tao et al.1 reported interaction potentials for H e -C O , both 
computed by the supermolecular approach at the MBPT4 
kvel of theory. In addition, Hettema et al*  reported corre­
cted long-range induction and dispersion coefficients for this
system .
The H e -C O  complex has also been studied using vari- 
0Us experimental techniques. Collisional probabilities for 
rotational9,10 and vibrational11,12 relaxation of the excited CO 
Molecule by collisions with He have been measured. Keil 
eI c*l- 13 and later Kohl14 reported total differential cross sec- 
ll0"s at different collision energies, while Faubel et al .]5 
Measured state-to-state differential cross sections for selected
deflection angles. The scattering data could be rather suc­
cessfully reproduced16 using the ab initio potential of Tho- 
mas et a ir  with minor scalings. Also bulk properties of the 
H e -C O  mixtures (viscosity17 and diffusion18 coefficients) 
are well reproduced19,20 using the modification of the Cl po­
tential proposed in Ref. 16. Schramm and collaborators21,22 
measured excess second virial coefficients for H e -C O  over a 
wide range of temperatures, but these data were not used to 
check the accuracy of the ab initio potentials.
Numerous experiments have been devoted to the study 
of pressure broadening of rotational and rotation-vibrational 
lines of CO by the He atom as a perturber at various 
temperatures23-33 Especially recent low temperature 
results27-30 are interesting, since they constitute a very sen­
sitive probe of the interaction potential in the region of the 
van der Waals well. The measurements of the pressure broad­
ening cross sections stimulated several theoretical studies in 
this field34-39 (see also Refs. 40 and 41 for a review of the 
experimental and theoretical work in this field). The results 
of theoretical calculations of pressure broadening cross sec­
tions based on the Cl potential2 have shown that this poten­
tial predicts very well all pressure broadening measurements,
97 IQincluding the low temperature data of De Lucia et al. ' ’ 
This, in turn, suggested that the Cl potential is accurate, also 
in the region of the van der Waals minimum.
It thus came as a surprise that the ab initio potential of 
Thomas et a i r  could not reproduce the recent infrared 
spectrum42 recorded in a long path low temperature cell. 
Chuaqui et a l 42 assigned the experimental spectrum by fit­
ting a two-dimensional potential energy surface to reproduce 
line positions and intensities. This empirical potential failed,
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however, to reproduce the low temperature pressure broad­
ening data .27,29,30 Very recently Le Roy et cil, 4 3  fitted a new 
potential to reproduce the experimental spectrum. The start­
ing point for the new fit was the exchange Coulomb (XC) 
model potential,44 partly based on cib initio information on
the exchange-repulsion energy and long-range induction and
f*
dispersion coefficients. Also this potential did not 
reproduce45 the low temperature pressure 
data .27,29,30 Recent cib initio potentials from MBPT4
broadening
calculations6,7 were not checked against the experimental 
data. Tao et cil. computed the energy levels of the H e -C O  
complex, but did not generate the complete infrared spec-
.19trum to be confronted with experiment. “
In the present paper we report calculations of the poten­
tial energy surface for H e-C O , and nuclear motion calcula­
tions of the positions and intensities of lines in the infrared 
spectrum of the complex in the region of the fundamental 
band of CO. We also check the ab initio potential by com­
putation of the second virial coefficient and comparison with 
the experimental data21,22 over a wide range of temperatures. 
Our calculations of the potential energy surface use the re­
cently developed many-body formulation46-'*0 of the 
symmetry-adapted perturbation theory of intermolecular 
forces.54-57 In this approach, referred to as the many-body 
symmetry-adapted perturbation theory (SAPT), all physi­
cally important contributions to the potential, such as elec­
trostatics, exchange, induction , and dispersion are identified 
and computed separately. By making a perturbation expan­
sion in the intermolecular interaction as well as in the intra­
monomer electronic correlation, it is possible to sum the cor­
relation contributions to the different physical effects only as 
far as necessary. The SAPT approach does not use the mul­
tipole expansion ,^8,59 so all charge penetration (damping) ef­
fects are automatically included. Since various contributions 
to the interaction energy show a different dependence on the 
intermolecular distance R, they can be fitted separately, with 
adjustable and physically interpretable parameters .60-62 This 
method has been applied to determine interaction potentials 
for the H e - K +,63 H e - N a +,M A r - H 2,65 H e -H F ,66 and
7  ^ _
H e - C 2H2' systems (see Ref. 68 for a recent review of SAPT 
theory and applications). In most cases, excellent agreement 
is achieved when compared with the accurately determined 
(semi-)empirical potentials available for these systems. The 
SAPT potentials have been used to generate far- and near- 
infrared spectra of A r - H 2 ,69 and the near-infrared spectra of 
H e - H F 70 and H e - C 2H 2.67 In general, the resulting line po­
sitions were in very good agreement with the experimental 
data (see Ref. 71 for a review of dynamical calculations). 
Also state-to-state integral cross sections and total differen­
tial cross sections for H e -H F  agree rather well with the 
available experimental data, suggesting that SAPT maintains 
good accuracy both at short and large distances.
The plan of this paper is as follows. In Sec. II the SAPT 
calculations are briefly described, and the analytical fits to 
the computed points are presented. In Sec. Ill we describe 
the features of the computed potential energy surface. The 
formalism used in dynamical calculations is outlined in Sec. 
IV. The results of bound state calculations are discussed in 
Sec. V. In Sec. VI we report ab initio calculations of the
second virial coefficient for H e-C O . Finally, in Sec. VII 
present conclusions.
We
II. OUTLINE OF SAPT CALCULATIONS 
A. Method and definitions
In the present paper we follow the approach introduced 
and tested in previous papers. ~ The SAPT interaction en­
ergy is represented as a sum of components corresponding to 
the H artree-Fock (ZsJJf) and correlated ( E c™) levels of the 
theory, E int= +  E c™ . The Hartree-Fock interaction en-
ergy can be decomposed as 12-15
rH F _  p( 10) , p( 10) , 77(20) 1 17(20) 1 £ /7HF
^ i n t  ^ p o l  ^ e x c h  ^ind.resp ^exch-ind.resp ^ i n t  » (i)
where £ $ »  and are the electrostatic and exchange con­
tributions, respectively, with complete neglect of the in-
tramolecular correlation effects,76 ^ d . L p  and £ lxch-,nd,resp 
are the Hartree-Fock induction and exchange-induction en­
ergies, respectively, accounting for the coupled-Hartree-
^7 I  O  -  I  I  T~"*
Fock-type response, ’ and S E inl collects higher-order in­
duction and exchange contributions. For the He-CO 
interaction at large intermonomer distances R the latter term 
is dominated by the third-order induction energy and van­
ishes as R ~ 10.
At the correlated level, the SAPT interaction energy is 
represented by
p c o rv _  ( 1 ) , ( 1 ) I p ( 2 )  , 77( 2 ) 
int c pol exch ^ d i s p  exch-disp
where £¿2) is the dispersion energy, and 6^  and e[[lpol exch
(2)
are
the electron correlation contributions to the exact electro­
static (£pôj) and exchange energies, respectively,
; e f ( i)— Z7( | ) _  /7( ,q) ancj 6(') =  /7(^  Fach term oni.e., epoi — £p0| pol a n a  6 exch— ^ e x c h  ^ e x c h  • c 'd c n  I e r m  011
the right hand side of Eq. (2) can be evaluated using many- 
body perturbation expansions with respect to the intramo­
lecular electronic correlation 2sioi =  ^ ^ o ^ d o I 0 an^ £«ch
=  , where E p '  and £^ch  are the polarization and
exchange corrections of k th order in the intermolecular inter­
action and /?th order in the intramolecular correlation. In the
n =  O pol
present study the contributions to E c^ r were approximated as 
follows:
( D  =  £ ( 1 2 )
pol + E
( 13)
pol.resp ^pol ,resp
.(1) _  Z7(H) (12) £7V 1 I  77
exch exch ^ e x c h ’
77(2 ) _  17(20) , 77(2 1 ) , 77(2 2 ) 
disp ^  disp ^  disp ^  disp
p( 2) =  F ( 2 0 )
^exch-d isp  ^exch-d isp*
(3)
(4)
(5)
(6)
The electrostatic corrections E (pl'H^p are defined as in Ref.
49. The first-order exchange components ¿ ’exch are defined as(On)
in Refs. 50 and 51. The dispersion components E ^ sp are 
derived in Ref. 48. Finally, ¿exch-disp *s the so-called 
“ H artree -F ock” exchange-dispersion energy.77
B. Computational details
The intermolecular potential energy surface for the 
H e -C O  system, where CO is kept rigid, can be naturally 
described in the Jacobi coordinates ( / ? ,# ) ,  where R is the 
distance from the center of mass of CO to the He atom, and
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U js (he angle between the vector pointing from the center of 
mass of CO to He and the vector pointing from the carbon to 
(he oxygen atom. Calculations have been performed for five 
¡ntermolecular distances R ranging from R = 5 bohr to R = 10 
bohr. and seven equidistant angles $  from # = 0° to 180°. 
In addition, ft=15°  and 115° potential energy curves have 
been computed. In total, we calculated 45 points on the sur­
face. In all calculations the geometrical parameters of the CO 
subunit  were fixed at their experimental values, i.e.,
r(CO) =  2.132 bohr. For the helium atom we used a 
\5s3p2d] basis. The s orbitals were represented by the 
(61111) contraction of Van Duijneveldt’s 10s set,78 and the 
exponents of the polarization functions were taken from Ref. 
79. For the CO monomer we used the 
[ M p 3 d \ f / S s 6 p 3 d \ f ]  basis set of Diercksen and Sadlej80 
optimized for dipole and quadrupole properties of this mol­
ecule. The spherical form of the polarization functions has 
been used (5 d  functions and 7 ƒ  functions). In order to fully 
account for the charge-overlap effects all calculations have 
been done using the full dimer basis set.
All calculations have been performed with the SAPT 
system of codes. In addition, long-range induction and dis­
persion coefficients corresponding to the multipole-expanded 
induction8 and dispersion energies66 have been computed at 
the same level of theory and the same basis sets using the 
Polcor package .61 These coefficients have been subsequently 
used in the analytical fits of the induction and dispersion 
energies. We used the Boys-Bernardi counterpoise correc­
tion to eliminate the basis set superposition error from the 
supermolecular H artree-Fock  calculations.81
C. Analytical potential fits
In SAPT calculations different contributions to the inter­
action energy exhibit different radial dependence, and each 
component of the interaction energy can be fitted separately. 
The fitting precedure adopted in the present work was the 
same as in Ref. 67. Below, we give only a short summary. 
We performed separate fits of the sum of short-range
contributions ¿ s h o r t ’
F  —  / ? ( 1 ) _ l  p i 1 ) 4 - 4 -  ( 1 )
c  short poi cxch exch — ind exch-disp ml » '  '
of the induction energy Zsjnd» and of the dispersion energy 
¿¿L. Note, that the last term on the right hand side of Eq.ii rr
17), S E Z ,  is the sum of higher-order induction and ex­
change contributions and its dominant term decays as 
ft Since at H e -C O  distances considered in this work 
higher-order induction energies are dominated by the short­
a g e  charge-overlap effects, we decided to include this term 
into the E short component.
It is known that the short-range term £ short(/? ,tf)  de­
pends exponentially on R.  However, a precise analytical ex­
pression has been derived thus far only for the hydrogen 
atom-proton interaction.82 Therefore, we decided to repre­
sent the short-range contribution by the function
£short(R ,V )  = C\ exp( - « ( # ) [ / ? - ƒ ? £ ( # ) ] )
+ C 2R e x p ( - a ( # ) [ / ? - / ? ] ( # ) ] ) ,  (8)
where C ^ l  hartree and C 2— 1 hartree/bohr. The param­
eters » ( t f , ) ,  and /? ] ($ , )  were determined for fixed 
using the weighted least-square method with weights ex­
ponential in R.  Subsequently, each set of parameters, 
{ a (  # , )} •= , ,  {/?£(#;)}?=), and { f l i ( # f)}-= 1 , was interpo- 
lated using cubic splines with derivatives at $ = 0° and 
'&= 180° fixed at zero. The parameters a /5 /?(}/, and R su in 
the Legendre expansions,
8
=  2  tf/ZMcostf),
/ = 0
8
* £ ( # )  =  2  R'0IP ,(cosd) ,  (9)
1 = 0
8
=  2  R],P i (c o s# ) ,
1 = 0
were obtained by numerical integration of the spline func­
tions using G auss-Legendre  quadrature.
The induction component ¿ ¡^ (T ? ,# )  was represented by 
the sum of the damped multipole expansion and an exponen­
tial function (the latter representing the short-range charge- 
overlap contribution to the induction energy83-85),
£ | n2d» ( / ? ,# )  =  C , exp( -  0 ‘ R ‘0 ( # ) ] )
12
-E oo)
n = 6
where C | =  1 hartree. The induction constants for a given ft 
are defined by
n -  4
C„,ind( # ) = E  c'nAndP ,(c o s# ) ,  (11)
1 = 0
where C ln ind are standard long-range induction coefficients 
as defined in Ref. 8. The coefficients C¡l ind were not fitted 
but computed ab initio in the same basis set and at the level 
of theory corresponding to the fitted function ¿ ¡ 2d} ( /? ,# ) .  We 
assumed the damping function f n(R \b )  in the T ang -  
Toennies form86
” (b R )k
f n( R \ b ) = \ - e x p ( - b R ) 2 j  ^
k = 0
•
The damping parameter /3l( f t )  was not determined from the 
fit of the short-range energy [i.e., not put equal to the param­
eter a(  &) of Eq. (8)], but fitted independently. Similarly as 
in the case of the ¿short component, the fits were made for 
fixed values of the angle using the weighted least-square 
method with R 6 weights. The fitted parameters /?* (#,-), 
ƒ?[)(#,), and were interpolated with cubic splines and
expanded as series in Legendre polynomials:
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/ ? ' (# )  =  2  P ,P ,(COS#), /?{,(#) =  2  K i P l i c o s# ) ,
1 =  0 1 =  0
8 (13)
0 ' ( # )  =  E  P\P,{c o s# ) ,
/ = 0
by the use of numerical integration based on G auss-  
Legendre quadrature.
The analytical representation of the dispersion energy 
was the same as of the induction term, Eq. (10), with the 
induction constants C n ind( d )  replaced by the dispersion con­
stants C„ disp( tf ) ,  defined for a given ft by
// — 4
C,„disp( # ) = S  C ' . disp/>,(cos#), (14)
/ = 0
where C ln disp are standard long-range dispersion coefficients 
as defined in Ref. 66. The coefficients C ln disp were not fitted 
but computed cib initio in the same basis set and at the level 
of theory corresponding to the fitted function cf.
Eqs. (19), (23), and (24) of Ref. 66. The damping function 
was also assumed in the Tang-Toennies form, cf., Eq. (12).
The comparison of the final fitted potential with the ab 
initio points on which the fit was based, as well as with the 
additional results off the grid, shows that the typical approxi­
mation error is of the order of 0.5%. The only exception is, 
for obvious reasons, the region where the interaction energy 
goes through zero. Note, however, that the fit was based on 
points corresponding to the well of the van der Waals mini­
mum (i.e., 5 bohr). Therefore, it may extrapolate less 
accurately to the region corresponding to the highly repul­
sive wall of the interaction potential. A FORTRAN subroutine 
for generating the potential is available from the authors at 
the electronic mail address avda@theochem.kun.nl.
III. FEATURES OF THE POTENTIAL ENERGY 
SURFACE
The computed potential energy surface reveals a single 
minimum at the linear C O -H e  configuration (R m =  6.85 
bohr, and em= — 24.895 c m - 1 ). Our potential can be com­
pared with the empirical surfaces of Le Roy and
A A  i  ^
collaborators * fitted to reproduce the infrared spectrum. 
The potential of Ref. 42 predicts a minimum of 
€m= — 22.911 c m - 1  at R m = 6 A \  bohr, corresponding to a 
skew geometry of the complex ( # m =  58.9°). Interestingly, 
recent MBPT4 potentials also predict minima corresponding 
to the skew geometry of the H e -C O  molecule. The ab initio 
potential of Tao et a I.1 has the minimum at =  60° and 
R m =  6.60 bohr with a depth of em =  — 20.32 cm -  1, while the 
best estimates of Kukawska-Tamawska et a l 6 are 
$,„ =  70°, R m = 6A3  bohr, and £m= —21.95 c m - 1 . By con­
trast, the XC model potential fitted to the spectrum43 shows a 
minimum at the linear C O -H e  geometry with R m = 6.84 bohr 
and €m= — 22.531 cm - 1 , in good agreement with our find­
ings.
In Fig. 1 we report the angular scan of the potential 
energy surface in the region of the van der Waals minimum 
(/? =  6.85 bohr). An inspection of this figure shows that the
8 8
a?
FIG. 1. Angular dependence of the ab initio and empirical H e-C O  interac­
tion potentials in the region of the van der Waals minimum (/?=6.85 bohr). 
Solid line represents the ab initio potential, while lines with small and large 
dashes show the empirical potentials from Refs. 43 and 42, respectively.
potential is rather flat as function of the angle for $ ^ 120°, ! 
and shows a strong barrier to internal rotation of the CO 
subunit around # = 1 8 0 ° .  The origin of this barrier can be 
explained by the more diffuse character of the CO charge 
distribution near the carbon atom (see Ref. 6 for a more 
detailed discussion of this point). However, when going to 
larger R,  the height of this barrier diminishes considerably. 
We can thus expect that the CO monomer in the complex 
will behave like a slightly hindered rotor. The flatness of the 
potential for # ^ 120° also explains why the two empirical 
potentials fitted to reproduce the spectrum ’ predict dif­
ferent positions for the minima, and shows that the spectro­
scopic data are not sensitive enough to locate the minimum. | 
This, in turn, suggests that the He atom in the complex will 
be strongly delocalized. !
Also shown in Fig. 1 is the angular dependence of the 
empirical potentials42,43 fitted to reproduce the spectrum. The 
agreement with the present potential is fairly good. It dete- 
rioriates somewhat at large angles, but in this region the 
interaction energy is repulsive, and the spectroscopic data are 
probably less sensitive to the shape of the repulsive wall.
The anisotropy of the potential in the repulsive region is 
much more pronounced. In Fig. 2 we report the angular scan 
of the potential energy surface at R =  5 bohr. There, the po­
tential shows a  very strong angular dependence: the interac­
tion energy changes from 821.1 c m - 1  at # = 0 °  to 205.1 
cm - 1  at # = 9 0 ° ,  and to 4239.9 c m - 1  at $ - 1 8 0 ° ,  i.e., 
roughly by factors of 4 from 0° to 90°, and 20 from 90° to 
180°. Again, the agreement with the empirical potentials4-’ ‘ 
is fairly satisfactory. Around the linear H e -C O  configuration 
our potential agrees well with the XC fit of Ref. 43 while in 
the vicinity of the linear H e -O C  configuration the a g r e e m e n t  
with the empirical potential of Ref. 42 is better. These dif­
ferences are not so surprising, since both empirical potentials 
were fitted to the spectroscopic data, which is not sensitive to 
the anisotropy in the repulsive region.
To investigate the importance of the anisotropic contn-
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•g
6q
FIG. 2. Angular dependence of the ab initio (solid line) and empirical 
(dashed lines) H e-C O  interaction potentials in the repulsive region (/?= 5.0 
bohr). Solid line represents the ab initio potential, while lines with small and 
larges dashes show the empirical potentials from Refs. 43 and 42, respec­
tively.
butions to the potential in various regions of the configura- 
tion space it is useful to expand it as a series in Legendre 
polynomials:
oo
v m # )  =  2  v , ( / ? )P , ( c o s d ) ,  (15)
1 = 0
where V is the sum of contributions in Eqs. (8) and (10), and 
the dispersion equivalent of (10). The expansion coefficients 
Vi(R) can be written as
21+ 1
Vi(R)= —o—  V (R ,d ) P i ( c o s jd)sin-dd'&, (16)
2 Jo
and can be easily evaluated numerically by the use of the 
Gauss-Legendre quadrature. The advantage of the expansion 
(15) is that it shows explicitly the anisotropy of the potential, 
the term with / =  0 being the isotropic potential. In order to 
establish the importance of various anisotropic terms at vari­
ous /?, we report in Fig. 3 the radial dependence of the 
Vi(R) coefficients for 1^4.  Around the van der Waals mini­
mum (R = 6.85 bohr) all terms up to 1 = 4 contribute signifi­
cantly to the potential, and a closer analysis shows that 
higher anisotropic terms are also important. To obtain con­
verged results for d  varying from 0° to 180°, one has to sum 
up all terms up to and including / = 8.
The total interaction energy E inl and its dominant com- 
Ponents ( £ short, £|nd , and £ ^ , )  for R =  7 bohr and varying
0 are shown in Fig. 4. A more detailed analysis of the inter- 
action energy in terms of various contributions as defined by 
Eqs. ( 1) and (2) is presented in Table I. An inspection of Fig.
4 shows that the short-range energy and the dispersion en­
ergy are two major contributions to the interaction potential 
determining its anisotropy. The induction energy is much less 
lrnportant and is very flat as function of #. Obviously, the 
dispersion component favors the linear H e -C O  minimum in 
(he potential energy surface. However, the short-range en-
FIG. 3. Expansion coefficients V,(R) [cf. Eq. (15)] of the ab initio H e -C O  
interaction potential.
ergy (dominated by the exchange energy, cf. Table I) be­
haves, to a good approximation, in a reversed manner to 
E d“.p, and shows a stronger anisotropy. Consequently, the 
position of the minimum is determined by the anisotropy of 
the exchange-repulsion term (see also Ref. 6 for a detailed 
discussion of the nature of the interaction in H e-C O ).
Since the exchange-repulsion term governs the anisot­
ropy of the interaction, the second-order (in the intramono­
mer correlation) approximation of Eq. (3) may not be accu­
rate enough. To investigate this point we performed 
calculations of the exchange energy in the coupled-cluster 
singles and doubles approximation (CCSD).50 In Table I we 
report the correction to e ^ h ° f  Eq. (3) due to CCSD-type 
correlation (i.e., beyond the second-order approximation), 
denoted by A ^ h(CCSD). An inspection of Table I shows 
that although this term contributes a few percent to the over­
all interaction potential, it is strongly anisotropic. We also 
note that A ^ ch(CCSD) mainly increases the potential at both
FIG. 4. Angular dependence of the H e -C O  interaction energy components 
in the region of the van der Waals minimum (Z? =  7.0 bohr).
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TABLE I. Components of the interaction energy near the van der Waals 
minimum (R = l  bohr). Energies are in c m - 1 .
d=0 d=90° 0=180'
10)
^  pol 
17(10)
^  cxch 
/r( 20) 
ind.rcsp
17( 20)
^  cxch — ind.rcsp 
£ HF 
ini
6(,)p^ol
6(l)Cexch
A 'l ( C C S D )
f [2)^disp 
17(20)
/ I nc x ch -d isp
E.ini
E;int
- 3 .2 4
15.31 
- 0 .8 7
0.84
11.32 
-0 .6 1
2.59
1.03
-38 .81
0.86
-2 4 .6 4
-23 .61
-1 .91
9.72
- 0 .5 4
0.42
7.04
- 0 .2 4
1.01
0.42
-2 7 .0 4
0.44
-1 8 .7 9
-1 8 .3 7
-3 0 .0 2
162.24
—9.55
9.31
118.28
-1 .8 1
6.51
2.28
-9 4 .4 8
5.70
34.20
36.48
aA ^ ch(CCSD) neglected 
bA ^ ch(CCSD) included.
linear geometries, while its contribution to £ inl at the T ge­
ometry is smaller. Thus, the CCSD correction is important in 
those regions where the electron density of the CO molecule 
shows a depletion or excess of electronic charge. This is not 
surprising since the exchange energy can be written in terms 
of the density matrices of the isolated monomers ,51 and the 
electron densities of molecules with triple bonds are known 
to be sensitive to electronic correlation beyond the MBPT2 
level of theory.8 ' This also suggests that the CCSD correc­
tion would mainly affect even terms in the Legendre expan­
sion of the potential.
IV. OUTLINE OF DYNAMICAL CALCULATIONS
It is well known that nuclear motions in weakly bound 
van der Waals complexes can be described in a set of coor­
dinates related to a space-fixed or body-fixed frame .71 Al­
though the anisotropy of the H e -C O  potential in the region 
of the van der Waals minimum is not particularly weak, in
1 O
this work we follow Chuaqui et al. ~ and assume that the 
space-fixed description is appropriate. If this is the case, the 
energy levels and infrared transitions in H e -C O  can be ap­
proximately classified by the use of the case a coupling of 
Bratoz and Martin 88 (see Refs. 71 and 89 for a review). We 
also assume that the intramolecular vibration can, to a good 
approximation, be decoupled from the intermolecular modes 
due to its high frequency (2143.2712 c m “ 1, Ref. 90), and 
vibrationally averaged rotational constants b v of CO can be 
used instead. Thus, we have the following Hamiltonian de­
scribing the nuclear motion:
ƒƒ =
h d~ I1
2 / jlR  d R 2 ¡jlR
2 + b J 2+ V ( R , ö ) , (17)
where ¡jl is the reduced mass of the dimer, j  is the angular 
momentum of CO, and I denotes the angular momentum as­
sociated with the end-over-end rotation of the complex.
In the limit of vanishing anisotropy the following are 
good quantum numbers: y, which corresponds to the rotation 
of CO in the dimer, and /, which corresponds to the end- 
over-end rotation of the vector R.  The total angular momen­
tum J = j + l  is always conserved, due to the isotropy of
space, but j  and / are broken by the anisotropy in the poten­
tial. A degenerate ( / , / )  level splits into sublevels 
J = \ j - l \ , . . . , j  + l under the influence of the anisotropy, if 
these splittings are small, like in the H e - C 2H267 or Ar- 
H269 cases, the states can still be labeled to a good approxi­
mation by j  and /.
The wave function ' 9 JM(R,R,r)  was expanded in a basis
of products of radial functions an^ angular functions
which are Clebsch-Gordan coupled spherical harmonics
[ Y \ P ) ® Y ' ( R ) ] jm = 2  ) YJ (r) Y ' ^ R ) ,
ntf ,mj
(18)
Iwhere Y ‘m denotes normalized spherical harmonics, 
<7 1mi \ j 2m 2\JM  ) is a C lebsch-Gordan coefficient,91 R 
stands for the spherical polar angles of the intermolecular 
vector R  with respect to a space-fixed frame and an analo­
gous definition holds for the CO bond vector r. The angular 
basis functions have a well defined parity p  = ( — 1)7 + /, so 
the full Hamiltonian, Eq. (17), is blocked in both p  and J. 
Within each block various j  and / are mixed through the 
potential.
The radial basis consisted of Morse type oscillator 
functions92 characterized by three parameters: R e , D e , and 
coe , which served as further variational parameters. We op­
timized these by minimizing the energy of the J = 0 state.
This gave R e= 11.618 bohr, D e = 14.3758 cm \  and 
and R e= 12.950 bohr, D =  14.3758ojc = 9.8764 cm - 1
cm - 1 and coc — 9.8764 cm - 1 for “H e -C O  and 3He-CO, re- 
spectively. The final basis was restricted to the space with 
7 ^ 1 0  and n ^ 2 3 .  The rotational constants of the CO mol­
ecule were fixed at 1.922 5165 and 1.905 0135 cm -1  for 
ground and excited vibrational states, respectively. In the cal- 
culations we used the following masses: ~ He-3.01603 
amu, 4H e - 4 .00260 amu, 12C -1 2 .0  amu, and 160 — 15.99491
amu. All the calculations were performed by the ATDIATSF
94program.
In the calculation of the intensities of the intermolecular 
transitions, accompanied by the monomer transition 
v" = 0 —>v ' =  1 we performed a Boltzmann average over the 
u =  0 van der Waals states (with a temperature of T=  50 K). 
The contribution to the infrared absorption coefficient 
y ( 0 from the transition 0 \ / V '  
is proportional to
j "exp( — E.„ ç/kT)  , „
------- Y tj) ------- 4 , o ) S ( o , / V "
(19)
where E i v denotes the energy of the state labeled by (imV)> 
k is the Boltzmann constant, and Z (T )  is the partition func­
tion, i.e., the sum over Boltzmann factors (weighted by 2J 
+  1). Assuming that the He atom does not affect the mono­
mer transition dipole, the line strength is given by
S(0 , i” ,J” -+ v '  , i '  , J ' )
(20)
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TABLE II. Energy levels (in cm ') of the 4He-CO(i> = 0 ) complex.
j = o 7 = 1
/ J = l J —l — 1 J — i J = l+  1
0 -6 .9 6 2  (91.61%) -2 .8 6 9  (90.02%)
1 -6 .3 8 9  (91.26%) - 1 .9 7 4  (81.95%) -2 .4 8 5  (98.07%) -2 .2 2 1  (88.34%)
2 -5 .2 5 5  (90.62%) - 1 .1 0 0  (83.08%) -1 .3 2 3  (98.19%) - 1 .0 7 4  (86.66%)
3 - 3 .5 8 4  (89.83%) +  0.384 (98.39%)
4 - 1 .4 2 0  (89.45%)
where ju^’ =  ( 0 |/xm|i;) is the transition dipole corresponding 
to V = 0 —>v = 1 transition in the free CO. Since we are only 
interested in relative intensities, we omitted in Eq. (19) all 
natural constants, and divided by the absolute intensity of the 
monomer vibrational transition. Thus, in actual calculations 
of  the infrared intensities we can use the simple dipole model
uC'm(r), (21)
where C'm{r) are the spherical harmonics in the Racah 
normalization.91 The explicit formula for the matrix element 
of  the transition dipole, Eq. (21), can be found in Ref. 67. 
The infrared transitions in H e -C O  accompanying the funda­
mental band of CO will obey the following selection rules: 
|A/>|= 1, and |A7| =  1 or 0. Additionally, if the energy levels 
can he labeled with the quantum numbers j  and /, the selec­
tion rules A/ =  0 and |Ay'| =  1 should hold approximately.
V. THE INFRARED SPECTRUM OF HE-CO
In Table II we summarize the results of bound state cal­
culations. Our potential energy surface supports 13 bound 
states. [Note that the states of positive energy with parity 
p = { -  l ) ‘/+l that lie below the j =  1 state of CO are truly 
bound, because they cannot mix with the j  = 0 continuum 
due to the parity constraint.] As expected, H e -C O  is a very 
weakly bound complex. The ground state of 4H e -C O  is 
bound only by 6.962 c m - 1 . All other states correspond to 
angularly excited energy levels of the complex. No states 
excited in the van der Waals stretch are supported by the cib 
initio potential. As discussed in Sec. Ill, the anisotropy of the 
He-CO potential in the region of the van der Waals mini­
mum is relatively strong, so it is interesting to see if the 
energy levels of H e -C O  can still be approximately labeled 
with j  and / quantum numbers. The labeling of the states 
with these approximate quantum numbers is listed in Table
II. Also shown in this table are contributions of the dominant 
0\/) angular function to the wave function of the ith state 
I°r a given 7, defined as
% O \ / ) = 1 0 0 2  \ C i j j J 2, (22)
n
where c /  • l n is the coefficient in the eigenvector of the Zth 
state with 7 , p , and v fixed, multiplying the basis function 
Xn(R)[Yj (r)<8>Yl(R)]JM . For most of the eigenstates, the 
dominant ( j j )  contribution to the wave function is of the 
°rder of 90%. This result suggests that the CO molecule in 
the dimer behaves like a slightly hindered rotor. The anisot­
ropy of the present cib initio potential is quite similar to that
of the empirical potentials42,43 fitted to reproduce the infrared 
spectrum, so the pattern of the levels is quantitatively the 
same.
Since the rovibrational states of H e -C O  reveal a hin­
dered rotor behavior, it may be interesting to see the contour 
plots of the corresponding wave functions. In Fig. 5(a) we 
depict the contour plot of the anisotropic potential, while in 
Figs. 5(b) and 5(c) we report the 7 =  0 state wave functions 
for j  = 0 and 1, respectively. The wave function for the j  = 0 
state shows a single maximum, rather close to the position of 
the minimum in potential, but shifted to larger R , cf., Fig. 
5(a). The state is highly delocalized, both in R and ft. Note, 
that in the limit of case a coupling the contour plots for this 
state should have spherical symmetry. Figure 5(b) shows, 
however, that the mixing of states with j  i= 0 induced by the 
anisotropy strongly affects the shape of the wave function. 
The contour plot of the wave function for the j  =  1 state 
reveals a maximum for the linear C O -H e  geometry, and a 
minimum for the linear H e -C O  configuration. Also this state 
shows a substantial delocalization both in R and $, while the 
presence of a horizontal nodal plane suggests that it can be 
considered as an almost pure bending excited state.
The highly delocalized character of the H e -C O  van der 
Waals states suggests that the average position of He may be 
very different from the minimum-energy geometry. Indeed, 
the expectation values of the van der Waals stretch coordi­
nate (R) ,  the values of R 0 = ( R ~ 2)~ l/2, and the values of the 
angle $ 0 =  a rc c o s [ (2 (P 2( c o s $ ) ) + 1 )/3] 1/2 are 7.87 bohr, 7.64 
bohr, and 53.82°, and 8.59 bohr, 8.25 bohr, and 42.08° for 
the 0* =  0,7 =  0) and (J=  1,7 =  0) states, respectively. Both 
( ( / ? ) , # 0) and ( R 0 ,&0) are rather different from the position 
corresponding to the minimum of the interaction potential 
(R m =  6.85 bohr, = 0 ° ) .
The infrared transition frequencies and intensities for the 
4H e -C O  complex are reported in Table III (see also Fig. 6 
for a graphical illustration). Since we assumed that the CO 
vibration is decoupled from the intermolecular modes, the 
transition frequencies were computed from the formula
A E ( J " - * J ' )  = E Ji l, i - E Ji 'l0+ Q t (0) ,  (23)
where Q i (0 )  =  2143.2712 cm - 1  (Ref. 90) is the frequency of 
the CO stretching fundamental. First we note that unlike in 
the H e - C 2H2 case67 most transitions do not obey selection 
rules corresponding to the case (a) coupling of Bratoz and 
Martin ,88 although the most intense lines do correspond to 
the free internal rotor limit. This again confirms that CO 
behaves in the complex like a slightly hindered rotor. An
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(a) R (bohr)
(b) R (bohr)
FIG. 5. (a) Cut through the cib initio H e -C O  potential (in c m ’ ') .  (b) Cut 
through the J = 0 J  = 0 rovibrational wave function of H e - C 0 ( u  =  0). Am ­
plitudes of the wave functions are in 10“ 3 (bohr)_3/2. (c) Cut through the 
J = 0 J =  1 rovibrational wave function of H e -C O (u  =  0 ) .  Amplitudes of the 
wave functions are in 10“ 3 (bohr)“ 3/2.
2 1 3 8 2 1 4 2 2 1 4 6 2 1 5 0
FIG. 6 . Comparison of theoretical and experimental infrared spectra of the 
4 H e -C O  complex accompanying the fundamental band of CO. The tem­
perature is 50 K.
inspection of Table III shows that the agreement of theoreti­
cal transition frequencies and intensities with the results of
A ^
high-resolution measurements “ is satisfactory. Most of the 
line positions agree within 0 .1 -0 .2  c m - ' or better. The in­
tensities are also accurately predicted by the cib initio poten­
tial. However, four transition frequencies are in error by 
—0.5 c m " 1, suggesting that the anisotropy of the ab initio 
potential is not entirely correct. These transitions involve an­
gularly excited states (bending states) with (y,/) =  ( 1,1). Per-
I  ^
turbation theory analysis reported by Chuaqui et al. " shows 
that the energies of these states are mainly sensitive to even 
terms in the Legendre expansion of the potential. Our SAPT 
calculation neglected the CCSD contribution to the 
exchange-repulsion energy which affects especially the even 
anisotropy in the potential (cf. Sec. III). It is not surprising, 
then, that the agreement with experiment is somewhat less 
satisfactory. We repeated bound state calculations using a 
potential in which the contribution of the short-range energy 
to the V2(R)  component was increased by 4.5%. This scaling 
is approximately consistent with the increase of the short- 
range energy by the CCSD contribution (at R — l  bohr the ab 
initio short-range energy including the CCSD correction is 
equal to 16.06 and 140.51 cm 1 for # = 0° and 180°, respec­
tively, while the scaling of the P 2(cosd)  component brings 
the fitted values to 16.87 and 140.46 cm - 1  for the same 
angles; the fitted values without CCSD correction or scaling 
are 15.12 and 138.71 c m - 1 , respectively). The resulting 
spectrum is shown in Fig. 7, while the errors of the transition 
frequencies are reported in Table III in parentheses. In gen­
eral, the agreement with the measured line positions is much
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TABLE III. Frequencies (in cm 1 ) and intensities (in arbitrary units) of the transitions in the infrared spectrum 
of 4H e -C O  accompanying the fundamental band of CO.
J" j" I" J ' j ' / '
Computed Observed, Ref. 42
Aa’b
1 1 0 1 1 1 2143.6184 3.1 2143.4861 3 +0.132 +0.026)
1 1 1 1 1 0 2142.8512 3.1 2142.9420 3 -0 .091 +0.014)
1 1 2 1 1 I 2141.8492 0.7 2141.3865 4 +0.463 -0 .1 3 7 )
2 1 1 2 1 2 2144.1330 5.1 2143.9265 6 +0.207 +  0.032)
2 1 2 2 1 1 2142.3374 5.1 2142.5002 5 -0 .1 6 3 + 0 .010)
3 1 2 3 1 3 2144.6934 7.7 2144.4557 9 +0.238 + 0.035)
3 1 3 3 1 2 2141.7780 7.5 2141.9698 6 -0 .1 9 2 +0.009)
0 0 0 1 0 1 2143.8403 5.8 2143.8227 8 +0.018 +0.026)
0 1 2 1 1 1 2142.3401 2.9 2141.8185 3 +0.522 -0 .0 8 9 )
0 1 1 1 0 1 2138.8522 11.1 2138.4315 11 +0.421 +0.029)
1 0 1 2 1 1 2147.4037 74.8 2147.3709 86 +0.033 -0 .0 8 9 )
1 0 1 2 0 2 2144.4017 11.5 2144.3852 16 +0.017 +  0.032)
1 1 2 2 1 1 2142.1140 6.7 2141.8516 7 +0.262 +0.135)
1 1 0 2 0 2 2140.8813 1.7 2140.9656 6 -0 .0 8 4 + 0.148)
1 1 2 2 0 2 2139.1120 33.9 2138.8665 31 +0.246 -0 .0 1 5 )
2 0 2 3 1 2 2147.4173 100.0 2147.4290 100 - 0.012 +0.077)
2 0 2 3 0 3 2144.9387 16.6 2144.9202 20 +0.019 +0.040)
9 1 1 3 0 3 2141.9051 1.5 2141.9031 5 + 0.002 +0.159)
3 0 3 4 0 4 2145.4303 19.9 2145.4024 25 +0.028 +0.053)
3 1 2 4 0 4 2142.9211 1.0 2142.8628 3 +0.058 + 0.169)
1 0 1 0 1 1 2147.6539 12.7 2148.0289 13 -0 .3 7 5 +0.016)
1 1 0 0 1 1 2144.1335 3.1 2144.6096 2 -0 .4 7 6 +0.133)
1 0 1 0 0 0 2142.6953 5.7 2142.6698 6 +0.025 +0.017)
2 0 2 1 1 2 2147.3941 38.4 2147.5983 36 -0 .2 0 4 +0.057)
2 0 2 1 1 0 2145.6214 1.9 2145.4924 6 +0.129 -0 .1 0 5 )
2 1 1 1 1 2 2144.3605 7.0 2144.5818 6 - 0.221 + 0.175)
2 0 2 1 0 1 2142.1335 11.0 2142.1049 14 +0.029 +0.013)
2 1 1 1 0 1 2139.0999 66.2 2139.0877 86 + 0.012 +0.132)
3 0 3 2 1 1 2144.5980 1.6 2144.5531 5 + 0.045 -0 .1 1 3 )
3 1 2 2 0 2 2139.0869 88.4 2139.0281 94 +0.059 + 0 . 122)
4 0 4 3 1 2 2143.5827 1.0 2143.5898 5 -0 .0 0 7 -0 .1 1 8 )
4 0 4 3 0 3 2141.1041 18.3 2141.0822 23 + 0.022 -0 .0 0 3 )
^Absolute error of the transition frequency computed from the ab initio potential.
llIn parentheses, absolute error of the transition frequency computed from the scaled potential.
better (—0.1 c m - 1 ), although some lines are reproduced 
with a somewhat lower accuracy. It should be stressed, how­
ever, that we did not attempt to fit the potential to the spec­
trum. but simply checked if by including approximately cib 
initio information from more advanced CCSD calculations 
we can obtain better agreement with experiment.
Finally, in Table IV and Fig. 8 we report the transition 
frequencies and intensities for the 3 H e -C O  complex (gener­
ated from the ab initio potential). Here, the agreement is 
even better: all line positions are reproduced within 0.2 
cni 1 or better. Also the infrared intensities are correctly 
predicted. This confirms that the error in the anisotropy of 
the present potential is not very large.
VI. EXCESS SECOND VIRIAL COEFFICIENTS FOR
HE-CO
Using our ab initio potential we have calculated the sec- 
°nd virial coefficient B ( T ) over the temperature range in 
which it has been measured21,22 (77 K ^ 7 ^ 3 0 0  K). We used 
directly the formulas for atom-linear molecule derived by 
Pack.'*5 Specifically, we have computed the classical term,
£ (0)( 7 ), and included first quantum corrections due to rela­
tive translational motions, B ^ i T ) ,  the molecular rotations,
and the Coriolis term, B ^ \ T ) :
B (T) = B {0\ T )  + B ^ \ T )  + B ^ ] (T) + B ^ ] ( T ) . (24)
The angular integration has been done by using 17 points 
G auss-Legendre  quadrature, while for the radial integration 
we have used the extended Simpson rule. The integration 
over R has been done in the range from R = 2 bohr to 
R =  100 bohr. In the inner region ( R < 2 bohr) the function 
exp(— V/kT) is effectively zero, while in the outer region, 
R >  100 bohr, all contributions are negligibly small. The 
number of radial abscissas was N  = 2 n~ 1 +  1. We increased n 
by 1 in each iteration and stopped when the relative error 
was smaller than 10“ 6. We have checked that our results are 
stable against changes in the boundaries and/or integration 
parameters.
The results of our calculations, presented in Table V and 
in Fig. 9, agree well with the experimental data of Schramm 
and collaborators.21,22 Only at the two lowest temperatures 
this good agreement deteriorates somewhat, and the present 
results are outside the error bars of the new measurements ,22
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Theory
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FIG. 7. Comparison of theoretical and experimental infrared spectra of the 
4H e-C O  complex accompanying the fundamental band of CO. The theo­
retical spectrum was generated from the scaled ab initio potential. The tem­
perature is 50 K.
FIG. 8 . Comparison of theoretical and experimental infrared spectra of the 
3H e-C O  complex accompanying the fundamental band of CO. The tem­
perature is 50 K.
perature region, the neglect of the anisotropic terms in the 
potential would lead to second virial coefficients outside the 
experimental error bars.but within the (larger) error bars of the previous experimen­
tal data .21 However, at low temperatures the quantum correc-
tions become rather significant, so higher corrections may be v | |  sulyjMARY AND CONCLUSIONS 
important. Especially, the second ( 0 ( h  )) radial correction
may be non-negligible. Also presented in Fig. 9 is the second The interaction potential energy surface of the He-CO
virial coefficient computed using the scaled ab initio poten- molecule has been calculated for a broad range of configu-
tial (cf. previous section). This scaling has a negligible effect 
on the computed second virial coefficients. Finally, it is 
worth noting that the effect of the anisotropy in the potential 
is relatively important (see Fig. 9). Except for the high tem-
rations using the symmetry-adapted perturbation theory. Our 
calculation provides separate values for the fundamental 
components of the interaction energy. As expected, the 
H e -C O  complex was found to be bound mainly by disper-
TABLE IV. Frequencies (in cm ') and intensities (in arbitrary units) of the transitions in the infrared spectrum 
of He-CO accompanying the fundamental band of CO.
J" r /" r j ' V
Computed Observed, Ref. 42
AaA E {J"-* J ') A E (J"-+ J ')
0 0 0 i 0 1 2143.9658 6.2 2143.9489 9 + 0.017
0 1 1 i 0 1 2139.0195 14.9 2138.7701 8 +0.249
1 0 1 2 1 1 2147.3260 100.0 2147.3152 100 + 0.011
1 0 1 2 0 2 2144.6409 12.1 2144.6192 11 + 0.022
2 0 2 3 0 3 2145.2621 16.8 2145.2323 15 +  0.030
1 0 1 0 1 1 2147.4885 17.0 2147.7105 8 - 0.222
1 0 1 0 0 0 2142.5711 6.0 2142.5489 6 + 0.022
2 0 2 1 0 1 2141.8957 11.5 2141.8728 11 +0.023
2 1 1 1 0 1 2139.1788 88.6 2139.1471 95 + 0.032
3 0 3 2 0 2 2141.2740 15.5 2141.2593 15 +0.015
2 1 1 2 1 2 2144.4189 5.8 2144.2203 5 +0.199
2 1 2 2 1 1 2142.0524 5.7 2142.2080 6 -0 .1 5 6
aAbsolute error of the transition frequency computed from the ab initio potential
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I^BLE V. Second virial coefficient of He-CO (in cm 3 mol ') as function of 
the temperature (in K).
r
B(0) d(D
°R 1 > 5 (c0 B Ref. 22 Ref. 21
77.3 -3.851 2.192 0.164 0.040 -1 .4 5 5 - 1 1 .0  ± 4 .0 - 8 .9 ± 8 .0
90.0 1.664 1.700 0.126 0.032 3.522 —4.0±4 .0 -2 .1  ± 7 .0
143.0 12.869 0.824 0.060 0.016 13.770 11.5 ± 6 .0•
150.0 13.662 0.768 0.056 0.015 14.501 16.2 it 2.5
173.0 15.721 0.623 0.046 0.013 16.402 15.6±5.0
200.0 17.395 0.505 0.038 0.010 17.948 19.5±2.5
213.0 18.007 0.462 0.034 0.010 18.513 20 .5±5 .0
242.0 19.059 0.386 0.028 0.008 19.481 22.4±5.0
250.0 19.290 0.369 0.026 0.008 19.693 21.0±2.5
273.0 19.845 0.327 0.024 0.007 20.203 24.5±5.0
296.2 20.276 0.292 0.022 0.006 20.596 24.6±4.0
300.0 20.337 0.287 0.020 0.006 20.650 22.5±2.5
sion forces. However, other contributions to the interaction 
energy were shown to be non-negligible. It appears that the 
location and the depth of the van der Waals minimum, and 
the anisotropy of the interaction result from a subtle balance 
of those components.
Using the computed potential energy surface we have 
calculated bound rovibrational states and the infrared spec­
trum of the H e -C O  complex corresponding to the simulta­
neous excitation of the vibration and hindered rotation of the 
CO molecule within the dimer. Variational characterization 
of the rovibrational states revealed a ground state of 
JHe-CO with a dissociation energy of 6.96 cm " 1 and sev­
eral angularly excited states of the complex. The predicted 
positions and intensities of lines in the infrared spectrum are 
in good agreement with the experimental spectrum .42 Still a 
minor improvement in the agreement between theory and 
experiment could be achieved by adjusting the anisotropy of
T (K )
9. Comparison of the ab initio and experimental second virial coeffi- 
uents. The solid and dashed lines represent second virial coefficients gen- 
erated from the original and scaled ab initio potentials, respectively, while 
dotted line shows the second virial coefficient calculated using the iso- 
lroPic component of the ab initio potential. Circles and squares are experi­
mental points from Refs. 22 and 21, respectively.
the exchange-repulsion energy based on the results of more 
advanced CCSD calculations.
Also the computed second virial coefficients for H e -C O  
agree very well with the available experimental data ,21,22 
suggesting that the present potential is rather accurate, and 
may be very useful for the computation of other observable 
quantities like scattering cross sections or pressure broaden­
ing data. Work in this direction is in progress.
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