Sectorial extensions, via Laplace transforms, in ultraholomorphic
  classes defined by weight functions by Jiménez-Garrido, Javier et al.
ar
X
iv
:1
71
0.
10
08
1v
2 
 [m
ath
.FA
]  
8 F
eb
 20
18
SECTORIAL EXTENSIONS, VIA LAPLACE TRANSFORMS, IN
ULTRAHOLOMORPHIC CLASSES DEFINED BY WEIGHT FUNCTIONS
JAVIER JIMÉNEZ-GARRIDO, JAVIER SANZ AND GERHARD SCHINDL
Abstract. We prove several extension theorems for Roumieu ultraholomorphic classes of func-
tions in sectors of the Riemann surface of the logarithm which are defined by means of a weight
function or weight matrix. Our main aim is to transfer the results of V. Thilliez from the weight
sequence case to these different, or more general, frameworks. The technique rests on the con-
struction of suitable kernels for a truncated Laplace-like integral transform, which provides the
solution without resorting to Whitney-type extension results for ultradifferentiable classes. As a
byproduct, we obtain an extension in a mixed weight-sequence setting in which assumptions on
the sequence are minimal.
1. Introduction
The main aim of this paper is to prove the surjectivity of the Borel map (via the existence of right
inverses for this map) in ultraholomorphic classes of functions in unbounded sectors defined by
means of weight functions or weight matrices, so generalizing to this framework previous results
available only in the ultradifferentiable setting. Let us start by reviewing such results and motivating
our approach.
Ultradifferentiable classes of smooth functions in sets of Rn, defined by suitably restricting the
growth of their derivatives, have been extensively studied since the beginning of the 20th century.
In particular, the study of the injectivity and surjectivity of, or the existence of right inverses for,
the Borel map (respectively, the Whitney map), sending a function in this class to the family of
its derivatives at a given point (resp., at every point in a given closed subset of Rn), has attracted
much attention. In case the restriction of growth is specified in terms of a sequence of positive real
numbers, the corresponding classes are named after Denjoy and Carleman, who characterized the
injectivity of the Borel map back in 1923. The surjectivity of, and the existence of right inverses
for, the Borel map was solved 1988 by H.-J. Petzsche [25], and the Whitney extension result was
treated by J. Chaumat and A. M. Chollet [8]. From the seminal work of R. W. Braun, R. Meise and
B. A. Taylor [7], who modified the original approach of A. Beurling, it is also standard to consider
classes in which the growth control is made by a weight function, whose properties allow one to
conveniently apply Fourier analysis in this setting thanks to suitable Paley-Wiener-like results. The
study of the surjectivity of the Borel and Whitney maps and their right inverses in this situation
was done in the 1980’s and 1990’s by several authors, we mention J. Bonet, R. W. Braun, J.
Bruna, M. Langenbruch, R. Meise and B. A. Taylor (see [24, 4] and the references therein). A
last step in this context has been recently taken by A. Rainer and the third author [35, 28], who
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considered classes defined by weight matrices, what strictly includes both the Denjoy-Carleman and
the Braun-Meise-Taylor approaches, and also obtained results in the same line [35, 29].
However, the study of similar problems for classes of holomorphic functions is much more recent,
and it has been motivated by the increasing interest on asymptotic expansions, a theory put for-
ward by H. Poincaré at the end of the 19th century. In order to give a full analytical meaning to
the formal power series solutions of meromorphic linear systems of ordinary differential equations
at an irregular singular point in the complex domain, in the 1980’s J. P. Ramis, B. Malgrange, Y.
Sibuya and W. Balser, just to name a few, refined this concept by considering Gevrey asymptotic
expansions of order α > 1: Its existence for a function f , holomorphic in a sector S (with vertex
at 0) of the Riemann surface of the logarithm, amounts to the estimations |f (n)(z)| ≤ CAn(n!)α
in proper subsectors of S, for suitable C,A > 0. This fact makes evident the close link between
ultradifferentiable classes and those similarly introduced for holomorphic functions defined in sec-
tors, which are called ultraholomorphic classes. In asymptotic theory it is also important to decide
about the injectivity or surjectivity of the Borel map, sending a function to the sequence of its
derivatives at the vertex (defined by an obvious limiting process). While the injectivity for Gevrey
classes was already studied by Watson and Nevanlinna in the 1920’s, the surjectivity result, known
as Borel-Ritt-Gevrey theorem, is due to B. Malgrange (see [31, 30]), and V. Thilliez [38] obtained
right inverses for the Borel map. Corresponding results for Gevrey functions in several variables
were obtained by Y. Haraoka [11] and the second author [32]. For general Denjoy-Carleman ultra-
holomorphic classes in unbounded sectors, in which the sequence ((n!)α)n is replaced by a general
sequence M = (Mn)n subject to standard assumptions, the first results on the surjectivity of the
Borel map and the existence of right inverses were obtained in 2000 by J. Schmets and M. Val-
divia [37], and these were improved in some respects by V. Thilliez [39]. In this last paper, a growth
index γ(M) associated with the sequence M plays a crucial role, limiting from above the opening
of the sector for which extension operators are shown to exist. Finally, in case the sequence M
admits a proximate order definitive results for injectivity and surjectivity were obtained by the
second author in [33], and a forthcoming paper [13] will completely solve the injectivity problem
for general logarithmically convex sequences, and it will provide significantly improved information
for the surjectivity as long as strongly regular sequences are considered. However, no attempt has
been made so far to study these problems for ultraholomorphic classes defined by weight functions
or matrices, and our present paper is a first step in this direction.
The main ingredient for our construction of extension operators is the use of a truncated Laplace-like
integral transform whose kernel is obtained from optimal flat functions, i.e., functions which are not
only flat (in the sense that they have a null asymptotic expansion, and so an exponential decrease
in terms of the sequence M) but admit also exponential estimates from below. This technique rests
on the fundamental idea of B. Malgrange, and it has already been fruitful in an alternative proof
by A. Lastra, S. Malek and the second author [19] of the extension results of V. Thilliez [39], and
also in [33]. While the construction of sectorially (optimal) flat functions is an adaptation of the
ideas by V. Thilliez, we will not use any Whitney-type extension result from the ultradifferentiable
setting: A suitable integral kernel is defined from the flat functions available, and its moments
are proved to be estimated from above and below by sequences belonging to the weight matrix
defining the ultraholomorphic class (see Proposition 7.3). The opening of the sectors for which
the construction is possible is again controlled by a new growth index γ(ω), associated in this case
with the defining weight function ω, and which allows one to turn qualitative properties of ω into
quantitative ones (see in this respect the Lemmas 4.2 and 4.3). For a detailed information about
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this and other indices for ω, and their relation to the indices γ(M) of Thilliez or ω(M) (introduced
in [33]), we refer to a paper in preparation [12].
The main result, Theorem 7.7, states the surjectivity of the Borel map in ultraholomorphic classes
defined by a weight function ω, satisfying some standard assumptions and such that γ(ω) > 1, as
long as the opening of the sector is smaller than pi(γ(ω)−1). As an intermediate step, Theorem 7.4
proves the surjectivity of the Borel map in ultraholomorphic classes associated with a weight matrix
which is, in turn, obtained from a suitable weight function τ with γ(τ) > 0, and in sectors of opening
smaller than piγ(τ). The close link between these two statements is given by the upper and lower
Legendre transforms, classical tools in the study of the Laplace and Fourier transforms and which
(loosely speaking) allow one to move from ω to τ and viceversa. Observe that, as a byproduct
of the existence of optimal flat functions, we deduce that the Borel map is not injective for these
classes in such narrow sectors.
It is worthy to mention that a different proof of Theorem 7.7 has been obtained by the authors, see
[15], by closely following the arguments in the proof of V. Thilliez for Carleman ultraholomorphic
classes defined by strongly regular weight sequences: Whitney extension results from the ultrad-
ifferentiable setting are needed, and moreover a careful adaptation of a ramification process, also
applied by Thilliez, has to be carried out for classes associated with weight matrices. A distinctive
feature of this new procedure is the possibility of adapting it in order to treat also the Beurling
case, which has not been considered in the present paper.
A last paragraph in the paper is devoted to the implications of our main result when Denjoy-
Carleman ultraholomorphic classes are considered. If the weight sequence M is strongly regular
we recover the result of Thilliez, but if we drop the moderate growth condition we are able to
prove an extension result in a mixed setting, meaning that the weight sequence defining the class
of sequences we depart from has to be changed into a precise, larger (nonequivalent one) weight
sequence defining the ultraholomorphic class where the interpolating function dwells. It is worthy
to emphasize that, as illustrated by Example 7.10, there do exist sequences which do not satisfy
any of the standard growth properties assumed in previous extension results in the literature, but
to which our results can be applied, see Subsection 7.1.
The paper is organized as follows. Section 2 contains all the preliminary, mostly well-known,
information concerning weight sequences, weight functions and weight matrices, and it introduces
the ultraholomorphic classes we will consider, among which those associated with weight functions
or matrices are new in the literature. It ends with Lemma 2.7, which will be important for rephrasing
flatness in our ultraholomorphic classes by means of some standard auxiliary functions. In Section 3
we recall some basic facts about Legendre (also called Young) conjugates and obtain the equivalence
of different weight functions constructed via these conjugates. The information about Thilliez’s
growth index for a weight sequence, and about a new growth index for weight functions, is described
in Section 4, and the next section is devoted to the equality of different ultraholomorphic classes
associated with weight functions or matrices. After a characterization of flat functions (Lemma 6.4),
the construction of optimal flat functions is the aim of Section 6. Finally, Section 7 is devoted to
the main results, Theorems 7.7 and 7.4, a rephrasing of the latter (Corollary 7.6) in terms of classes
defined by weight functions, and a closing subsection about a mixed setting extension procedure
for classes defined by weight sequences.
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2. Basic definitions
This section is devoted to fixing some notations, introducing the main properties of weight se-
quences, functions or matrices which we will deal with, and defining the ultraholomorphic classes
of Roumieu type under consideration.
We denote by H the class of holomorphic functions. We will write N>0 = {1, 2, . . .} and N =
N>0 ∪ {0}, moreover we put R>0 := {x ∈ R : x > 0}, i.e. the set of all positive real numbers.
2.1. Weight sequences. A sequence M = (Mk)k ∈ RN>0 is called a weight sequence. We define
also m = (mk)k by
mk :=
Mk
k!
, k ∈ N,
and µ = (µk)k by
µ0 := 1; µk :=
Mk
Mk−1
, k ∈ N>0.
M is called normalized if 1 = M0 ≤ M1 (this condition may always be assumed without loss of
generality).
We list now some interesting and standard properties for weight sequences:
(1) M is log-convex, if
(lc) :⇔ ∀ j ∈ N>0 : M2j ≤Mj−1Mj+1
and strongly log-convex, if
(slc) :⇔ ∀ j ∈ N>0 : m2j ≤ mj−1mj+1.
We recall that for every weight sequence M = (Mk)k ∈ RN>0 one has
lim inf
k→∞
µk ≤ lim inf
k→∞
(Mk)1/k ≤ lim sup
k→∞
(Mk)1/k ≤ lim sup
k→∞
µk.
If M is log-convex and normalized, then M , ((Mk)1/k)k∈N and (µk)k∈N are nondecreasing, and so
limk→∞(Mk)1/k = +∞ if, and only if, limk→∞ µk = +∞. Moreover, MjMk ≤ Mj+k holds for all
j, k ∈ N, e.g. see [34, Remark 2.0.3, Lemmata 2.0.4, 2.0.6].
(2) M has moderate growth if
(mg) :⇔ ∃ C ≥ 1 ∀ j, k ∈ N : Mj+k ≤ Cj+kMjMk.
Note that, by elementary estimates, M has (mg) if, and only if, m has (mg).
(3) M has (γ1) if
(γ1) :⇔ sup
p∈N>0
µp
p
∑
k≥p
1
µk
< +∞.
In the literature (γ1) is also called “strong nonquasianalyticity condition”.
Due to technical reasons it is often convenient to assume several properties for M at the same time
and hence we define the class
M ∈ SR, if M is normalized and has (slc), (mg) and (γ1).
Using this notation we see that M ∈ SR if and only if m is a strongly regular sequence in the
sense of [39, 1.1] (and this terminology has also been used by several authors so far, e.g. see [33],
[20]). At this point we want to make the reader aware that in [39] a slightly different notation and
terminology is used, due to the fact that the main role in the statements there is assigned to the
sequence which here is denoted by m, and not to the sequence denoted here by M .
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We write M ≤ N , and we say M is a minorant of N , and N a majorant of M , if and only if
Mp ≤ Np holds for all p ∈ N, and define
M - N :⇔ ∃ C ≥ 1 ∀ p ∈ N : Mp ≤ CpNp ⇐⇒ sup
p∈N>0
(
Mp
Np
)1/p
< +∞.
M and N are called equivalent if
M ≈ N :⇔ M-N and N-M.
Moreover, if we write ν0 := 1, νp := Np/Np−1, p ∈ N>0, we introduce the stronger relation
M  N :⇔ ∃ C ≥ 1 ∀ p ∈ N : µp ≤ Cνp ⇐⇒ sup
p∈N
µp
νp
< +∞
and call them strongly equivalent if
M ≃ N :⇔ MN and NM.
If we write n = (nk)k for nk := Nkk! , k ∈ N, then it is clear that M-N if, and only if, m-n, and
that MN if, and only if, mn.
Define the set
LC := {M ∈ RN>0 : M normalized, log-convex, lim
k→∞
(Mk)1/k = +∞}.
We warn the reader that in previous works by the authors [14, 16] the condition limk→∞(Mk)1/k =
+∞ was equivalently expressed (see above) as limk→∞ µk = +∞.
The Gevrey sequence of order s ≥ 1 will be denoted by Gs := (p!s)p, for s > 1 it satisfies all
properties listed above.
2.2. Weight functions ω in the sense of Braun-Meise-Taylor. A function ω : [0,∞)→ [0,∞)
is called a weight function if it is continuous, nondecreasing, ω(0) = 0 and limx→∞ ω(x) = +∞.
In case we also have ω(x) = 0 for all x ∈ [0, 1], we say ω is a normalized weight.
Moreover we consider the following conditions:
(ω1) ω(2t) = O(ω(t)) as t→ +∞.
(ω3) log(t) = o(ω(t)) as t→ +∞ (⇔ limt→+∞ tϕω(t) = 0).
(ω4) The function ϕω : R→ R, given by ϕω(t) = ω(et), is a convex function on R.
(ω5) ω(t) = o(t) as t→ +∞.
(ω6) ∃ H ≥ 1 ∀ t ≥ 0 : 2ω(t) ≤ ω(Ht) +H .
(ωsnq) ∃ C > 0 : ∀ y > 0 :
∫∞
1
ω(yt)
t2 dt ≤ Cω(y) + C.
We mention that this list of properties is extracted from a larger one used already in [35], what
explains the lack of (ω2), irrelevant in this paper.
An interesting example is the weight function σs(t) := max{0, log(t)s}, s > 1, which satisfies all
listed properties except (ω6). It is well-known that the weight t 7→ t1/s yields the Gevrey class Gs
of index s > 1, it satisfies all listed properties (except normalization).
For a normalized weight ω satisfying (ω3) we define the Legendre-Fenchel-Young-conjugate
(2.1) ϕ∗ω(x) := sup{xy − ϕω(y) : y ∈ R} = sup{xy − ϕω(y) : y ≥ 0}, x ≥ 0,
with the following properties, e.g. see [7, Remark 1.3, Lemma 1.5]: It is nonnegative, convex and
nondecreasing, ϕ∗ω(0) = 0, the map x 7→
ϕ∗ω(x)
x is nondecreasing in [0,+∞) and limx→∞
ϕ∗ω(x)
x =∞.
Moreover, ω has also (ω4) if, and only if, ϕ∗∗ω = ϕω, and then the map x 7→
ϕω(x)
x is also nonde-
creasing in [0,+∞).
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Remark 2.1. It is interesting to note, as it was done in [35, p. 15], that condition (ω4), appearing
in [7], was necessary in order to show that certain classes of compactly supported functions defined
by decay properties of their Fourier transform in terms of a weight function ω could be alternatively
represented as those consisting of functions whose derivatives’ growth may be controlled by the
Legendre-Fenchel-Young-conjugate of ω. Since we will work in a different framework, we will only
assume this condition whenever the equality ϕ∗∗ω = ϕω is needed in our arguments.
Given a weight function ω and s > 0, we define a new weight function ωs by
(2.2) ωs(t) := ω(ts), t ≥ 0.
Also, given a function τ : (0,∞)→ R we sometimes consider the function τ ι given by τ ι(t) := τ(1/t),
t > 0.
If ω satisfies any of the properties (ω1), (ω3), (ω4) or (ω6), then the same holds for ωs, but (ω5) or
(ωsnq) might not be preserved. Indeed, this last fact motivates the introduction of the index γ(ω)
in this paper, see Subsection 4.2.
Let σ, τ be weight functions, we write
σ  τ :⇔ τ(t) = O(σ(t)) as t→ +∞
and call them equivalent if
σ ∼ τ :⇔ στ and τσ.
We recall [23, Proposition 1.3], where (ωsnq) was characterized, and [23, Corollary 1.4]:
Proposition 2.2. Let ω : [0,+∞) −→ [0,+∞) be a weight function. The following are equivalent::
(i) limε→0 lim supt→+∞
εω(t)
ω(εt) = 0,
(ii) ∃ K > 1 such that lim supt→+∞
ω(Kt)
ω(t) < K,
(iii) ω satisfies (ωsnq),
(iv) There exists a nondecreasing concave function κ : [0,+∞) −→ [0,+∞) such that ω∼κ and
κ satisfies (ωsnq). More precisely κ = κω with
κω(t) :=
∫ ∞
1
ω(tu)
u2
du = t
∫ ∞
t
ω(u)
u2
du, ∀ t > 0 κω(0) = 0.
Consequently, ω has also (ω1) and (ω5). If ω satisfies one of the equivalent conditions above, then
there exists some 0 < α < 1 such that ω(t) = O(tα) as t→∞.
It is well-known that each of the properties (ω1), (ω3) or (ω4) can be transferred from ω to κω, see
e.g. [6, Remark 3.2].
Note that concavity of a weight function ω implies subadditivity (i.e. ω(s + t) ≤ ω(s) + ω(t) for
every s, t ≥ 0; the proof needs the fact that ω(0) = 0), and this in turn yields (ω1).
2.3. Weight matrices. For the following definitions and conditions see also [28, Section 4].
Let I = R>0 denote the index set, a weight matrixM associated with I is a (one parameter) family
of weight sequences M := {Mx ∈ RN>0 : x ∈ I}, such that
(M) :⇔ ∀ x ∈ I : Mx is normalized, nondecreasing, Mx ≤My for x ≤ y.
We call a weight matrix M standard log-convex, if
(Msc) :⇔ (M) and ∀ x ∈ I : Mx ∈ LC.
Moreover, we put mxp :=
Mxp
p! for p ∈ N, and µ
x
p :=
Mxp
Mx
p−1
for p ∈ N>0, µx0 := 1.
SECTORIAL EXTENSIONS, VIA LAPLACE TRANSFORMS, IN ULTRAHOLOMORPHIC CLASSES 7
A matrix is called constant if M = {M} or more generally if Mx≈My for all x, y ∈ I.
We are going to consider the following properties for M:
(M{mg}) ∀ x ∈ I ∃ C > 0 ∃ y ∈ I ∀ j, k ∈ N :Mxj+k ≤ C
j+kMyjM
y
k .
(M{L}) ∀ C > 0 ∀ x ∈ I ∃ D > 0 ∃ y ∈ I ∀ k ∈ N : CkMxk ≤ DM
y
k .
Let M = {Mx : x ∈ I} and N = {Nx : x ∈ J } be (M), define
M{-}N :⇔ ∀ x ∈ I ∃ y ∈ J : Mx-Ny,
and equivalence of matrices,
M{≈}N :⇔M{-}N and N{-}M
2.4. Weight matrices obtained from weight functions. We summarize some facts which are
shown in [28, Section 5] and will be needed.
(i) A central idea was that with each normalized weight function ω that has (ω3) we can
associate a (Msc) weight matrix Ω := {W l = (W lj )j∈N : l > 0} by
W lj := exp
(
1
l
ϕ∗ω(lj)
)
,
which moreover satisfies (M{mg}), more precisely
(2.3) ∀ l > 0 ∀ j, k ∈ N : W lj+k ≤W
2l
j W
2l
k .
In general it is not clear that W x is strongly log-convex, i.e. wx is log-convex, too.
(ii) If ω has moreover (ω1), then Ω satisfies also (M{L}), more precisely
(2.4) ∀ h ≥ 1 ∃ A ≥ 1 ∀ l > 0 ∃ D ≥ 1 ∀ j ∈ N : hjW lj ≤ DW
Al
j .
In fact we can take A = (L(L + 1))a, where L ≥ 1 is the constant arising in (ω1), i.e.
ω(2t) ≤ L(ω(t) + 1), and a ∈ N>0 is chosen minimal to have exp(a) ≥ h (see the proof of
[35, Proposition 3.3.1, p.18] and of [28, Lemma 5.9 (5.10)]).
(iii) Equivalent weight functions ω yield equivalent weight matrices with respect to {≈}. Note
that (M{mg}) is stable with respect to {≈}, whereas (M{L}) not.
(iv) (ω5) implies limp→∞(wlp)
1/p = +∞ for all l > 0. Conversely, limp→∞(wlp)
1/p = +∞ for all
l > 0 together with (ω4) imply (ω5).
Remark 2.3. As can be seen in [35, Lemma 5.1.3], if ω is a normalized weight function satisfying
(ω3) and (ω4), then ω satisfies (ω6) if, and only if, some/each W l satisfies (mg), and this amounts
to the fact that W l≈W s for each l, s > 0. Consequently, (ω6) is characterizing the situation when
Ω is constant, i.e. all the weight sequences it consists of are equivalent to each other.
2.5. Classes of ultraholomorphic functions of Roumieu type. For the following definitions,
notation and more details we refer to [33, Section 2]. LetR be the Riemann surface of the logarithm.
We wish to work in general unbounded sectors in R with vertex at 0, but all our results will be
unchanged under rotation, so we will only consider sectors bisected by direction 0: For γ > 0 we
set
Sγ := {z ∈ R : | arg(z)| <
γpi
2
},
i.e. the unbounded sector of opening γpi, bisected by direction 0.
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Let M be a weight sequence, S ⊆ R an (unbounded) sector and h > 0. We define
AM,h(S) := {f ∈ H(S) : ‖f‖M,h := sup
z∈S,p∈N
|f (p)(z)|
hpMp
< +∞}.
(AM,h(S), ‖ · ‖M,h) is a Banach space and we put
A{M}(S) :=
⋃
h>0
AM,h(S).
A{M}(S) is called the Denjoy-Carleman ultraholomorphic class (of Roumieu type) associated with
M in the sector S (it is a (LB) space). Analogously, we introduce the space of complex sequences
ΛM,h := {a = (ap)p ∈ CN : |a|M,h := sup
p∈Nn
|ap|
hpMp
< +∞}
and put Λ{M} :=
⋃
h>0 ΛM,h. The (asymptotic) Borel map B is given by
B : A{M}(S) −→ Λ{M}, f 7→ (f
(p)(0))p∈N,
where f (p)(0) := limz∈S,z→0 f (p)(z).
Similarly as for the ultradifferentiable case, we now define ultraholomorphic classes associated with
a normalized weight function ω satisfying (ω3). Given an unbounded sector S, and for every l > 0,
we first define
Aω,l(S) := {f ∈ H(S) : ‖f‖ω,l := sup
z∈S,p∈N
|f (p)(z)|
exp(1lϕ
∗
ω(lp))
< +∞}.
(Aω,l(S), ‖ · ‖ω,l) is a Banach space and we put
A{ω}(S) :=
⋃
l>0
Aω,l(S).
A{ω}(S) is called the Denjoy-Carleman ultraholomorphic class (of Roumieu type) associated with ω
in the sector S (it is a (LB) space). Correspondingly, we introduce the space of complex sequences
Λω,l := {a = (ap)p ∈ CN : |a|ω,l := sup
p∈N
|ap|
exp(1lϕ
∗
ω(lp))
< +∞}
and put Λ{ω} :=
⋃
l>0 Λω,l. So in this case we get the Borel map B : A{ω}(S) −→ Λ{ω}.
Finally, we recall that ultradifferentiable function classes E{M}, of Roumieu type and defined by
a weight matrix M, were introduced in [35], see also [28, 4.2]. Similarly, given a weight matrix
M = {Mx ∈ RN>0 : x ∈ R>0} and a sector S we may define ultraholomorphic classes A{M}(S) of
Roumieu type as
A{M}(S) :=
⋃
x∈R>0
A{Mx}(S),
and accordingly, Λ{M} :=
⋃
x∈R>0
Λ{Mx}.
It is straightforward to check that equivalent weight sequences, functions or matrices yield the same
corresponding ultraholomorphic classes.
As said before in Subsection 2.4, if ω is a normalized weight function with (ω1) and (ω3), the (Msc)
weight matrix Ω := {W l = (W lj )j∈N : l > 0} given by W
l
j := exp
(
1
lϕ
∗
ω(lj)
)
satisfies (M{mg})
(see (2.3)) and (M{L}) (see (2.4)), and moreover
(2.5) A{ω}(S) = A{Ω}(S)
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holds as locally convex vector spaces (this equality is an easy consequence of the way the seminorms
are defined in these spaces and of property (M{L})). As one also has Λ{ω} = Λ{Ω}, the Borel map
B makes sense in these last classes, B : A{Ω}(S) −→ Λ{Ω}.
In any of the considered ultraholomorphic classes, an element f is said to be flat if f (p)(0) = 0 for
every p ∈ N, that is, B(f) is the null sequence.
With all this information we may claim: In general it seems reasonable to transfer well-known
results and proofs from the weight sequence to the weight function setting, by using its associated
weight matrix, and even to the setting in which an abstract weight matrix is given from the start.
Unfortunately in many cases it is often impossible to replace M by W x in the proofs directly since,
due to technical reasons, undesirable resp. too strong conditions have been imposed on the weight
sequences.
2.6. Functions ωM and hM . Many properties of weight sequences may be easily studied by means
of the auxiliary functions which we introduce now.
Let M ∈ RN>0 (M0 = 1), then the associated function ωM : [0,∞)→ R ∪ {+∞} is defined by
ωM (t) := sup
p∈N
log
(
tp
Mp
)
for t > 0, ωM (0) := 0.
For an abstract introduction of the associated function we refer to [21, Chapitre I], see also [18,
Definition 3.1]. If lim infp→∞(Mp)1/p > 0, then ωM (t) = 0 for sufficiently small t, since log
(
tp
Mp
)
<
0⇔ t < (Mp)1/p holds for all p ∈ N>0.
A basic assumption is limp→∞(Mp)1/p = +∞, which implies that ωM (t) < +∞ for any t > 0, and
so ωM is a weight function. If moreover M is normalized, then ωM also is.
Let M ∈ RN>0 with limp→∞(Mp)
1/p = +∞, then the sequence defined by
(2.6) M lcp := sup
t>0
tp
exp(ωM (t))
,
is the log-convex regularization, or log-convex minorant, of the sequence M (i.e., it is the greatest
among the log-convex minorants of the sequence M), see for example [18, (3.2)]).
According to the definition given in (2.2), for any t, s > 0 we get
(2.7) (ωM )s(t) = ωM (ts) = sup
p∈N
log
(
tsp
Mp
)
= sup
p∈N
log
((
tp
(Mp)1/s
)s)
= sωM1/s(t),
where M1/s := ((Mp)1/s)p∈N.
We summarize some more well-known facts for this function:
Lemma 2.4. Let M ∈ LC.
(i) ωM is a normalized weight function satisfying (ω3) and (ω4).
(ii) limp→∞(mp)1/p = +∞ implies (ω5) for ωM .
(iii) M has (mg) if and only if ωM has (ω6).
(iv) If M satisfies (γ1), then ωM has (ωsnq).
So for any strongly regular weight sequence M the weight function ωM satisfies (ω3), (ω4) and
(ωsnq).
Proof. (i) See [18, Definition 3.1].
(ii) That lim(mp)1/p = +∞ implies (ω5) for ωM follows along the same lines as a similar argument
in [5, Lemma 12 (iv)⇒ (v)].
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(iii) See [18, Proposition 3.6].
(iv) It follows from [18, Proposition 4.4].

Lemma 2.5. Let ω be a normalized weight satisfying (ω3), and Ω = {W x = (W xp )p∈N : x > 0} be
its associated weight matrix, where W xp = exp
(
1
xϕ
∗
ω(xp)
)
. Then, we get
∀ x > 0 ∀ t ≥ 0 : xωWx(t) ≤ ω(t).
If ω satisfies moreover (ω4), then ω∼ωWx for each x > 0, more precisely we get
(2.8) ∀ x > 0 ∃ Cx > 0 ∀ t ≥ 0 : xωWx(t) ≤ ω(t) ≤ 2xωWx(t) + Cx.
Proof. For these estimates we recall [28, Lemma 5.7], respectively [35, Theorem 4.0.3, Lemma
5.1.3]: Given the normalized weight ω satisfying (ω3) and the sequence W 1 = (exp (ϕ∗ω(p)))p∈N,
there exists some c > 0 such that for all t ≥ 0 we get ωW 1(t) ≤ ω(t) ≤ 2ωW 1(t) + c, where the first
inequality does not need (ω4) while the second does. Now, for any x > 0 we will apply the previous
statement to the weight τx(t) := ω(t)/x, which has the same properties assumed for ω. We need to
compute, for p ∈ N, the value
ϕ∗τx(p) = sup
y≥0
{py − ϕτx(y)} = sup
y≥0
{py − τx(ey)} = sup
y≥0
{
py −
1
x
ω(ey)
}
= sup
y≥0
{
py −
1
x
ϕω(y)
}
=
1
x
sup
y≥0
{(xp)y − ϕω(y)} =
1
x
ϕ∗ω(xp).
So, it turns out that, in the same way thatW 1 was the sequence corresponding to ω in our previous
statement, the sequence W x is the one corresponding to τx, and so there exists some cx > 0 such
that for all t ≥ 0 we get ωWx(t) ≤ τx(t) ≤ 2ωWx(t) + cx, under the same conditions as before. The
conclusion is immediate by the definition of τx.

Another important function will be introduced now: Let M ∈ RN>0 (M0 = 1) and put
hM (t) := inf
k∈N
Mkt
k.
The functions hM and ωM are related by
(2.9) hM (t) = exp(−ωM (1/t)), t > 0,
since log(hM (t)) = infk∈N log(tkMk) = − supk∈N− log(t
kMk) = −ωM (1/t) (e.g. see also [8, p. 11]).
By definition we immediately get:
Lemma 2.6. Let M,N ∈ RN>0 be given, then
(i) The function hM (t) is nondecreasing,
(ii) If M is normalized, then hM (t) ≤ 1 for all t > 0; if moreover M ∈ LC, then hM (t) = 1 for
all t sufficiently large and limt→0 hM (t) = 0,
(iii) M ≤ N implies hM ≤ hN , more generally M-N implies that hM (t) ≤ hN (Ct) holds for
some C ≥ 1 and all t > 0,
From Lemma 2.5 and the equality (2.9) we immediately deduce the following result. Here, we write
as before ωι(t) = ω(1/t) for a given weight function ω.
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Lemma 2.7. Let ω be a normalized weight function satisfying (ω3), then we get
(2.10) ∀ x > 0 ∀ t ≥ 0 : exp(−ωι(t)) ≤ (hWx(t))x.
If moreover ω has (ω4), then
(2.11) ∀ x > 0 ∃ Cx > 0 ∀ t ≥ 0 : exp(−Cx)(hWx(t))2x ≤ exp(−ωι(t)).
3. Legendre conjugates and equivalent weight functions
3.1. Legendre conjugates of a weight ω. In the study of ultradifferentiable or ultraholomorphic
classes defined by weight sequences, the operations of multiplying or dividing the sequence by the
factorials play a prominent role, and this paper will not be an exception. When weight functions
are considered instead, the corresponding analogous operations are expressed by means of Legendre
conjugates, which will be described now. Moreover, in Section 4 suitable growth indices will be
introduced for both weight sequences and functions, and it will be seen how these values are
increased or decreased by 1 when applying the corresponding operations in both cases.
For any M ∈ LC with limp→∞(mp)1/p = +∞ there exists a close connection between ωm and a
conjugate for ωM , as considered in [26, Definition 1.4] and [4], see Lemma 3.1 below for more details.
This conjugate must not be mixed with ϕ∗ω as considered in (2.1). We warn the reader that the
terminology differs from one author to another: In [2] the conjugates are named after Legendre, in
[26] after Young.
Let ω be a weight function, then for any s ≥ 0 we define
ω⋆(s) := sup
t≥0
{ω(t)− st}.
ω⋆ is the upper Legendre conjugate (or upper Legendre envelope) of ω.
We summarize some basic properties, see also [26, Remark 1.5].
(i) By definition, ω⋆(0) = +∞. If ω has in addition (ω5), then ω⋆(s) < +∞ for all s > 0:
Indeed, we have that for any s > 0 (however small) there exists some Cs > 0 (large enough)
such that for all t ≥ 0 we get ω(t) ≤ st+Cs, and so ω⋆(s) ≤ Cs. In this case, the function
ω⋆ : (0,+∞)→ [0,+∞) is nonincreasing, continuous and convex, and lims→0 ω⋆(s) = +∞,
lims→∞ ω⋆(s) = 0.
(ii) So, whenever the weight function ω has (ω5), the function (ω⋆)ι is again a (generally not
normalized) weight function if we set (ω⋆)ι(0) := 0 (recall that (ω⋆)ι(t) = ω⋆(1/t), t > 0).
We introduce now a new conjugate. For any h : (0,+∞) → [0,+∞) which is nonincreasing and
such that lims→0 h(s) = +∞, we can define the so-called lower Legendre conjugate (or envelope)
h⋆ : [0,+∞)→ [0,+∞) of h by
h⋆(t) := inf
s>0
{h(s) + ts}, t ≥ 0.
h⋆ is clearly nondecreasing, continuous and concave, and limt→∞ h⋆(t) = ∞, see [2, (8), p. 156].
Moreover, if lims→∞ h(s) = 0 then h⋆(0) = 0, and so h⋆ is a weight function.
In our work this second conjugate will be mainly applied to the case h(t) := ωι(t) = ω(1/t), where
ω is a weight function, so that (ωι)⋆ is again a weight function; in particular, we will frequently
find the case h(t) = ωιM (t) = ωM (1/t) for M ∈ R
N
>0 with limp→∞(Mp)
1/p = +∞.
In [26, Proposition 1.6] it was shown that for any ω : [0,+∞)→ [0,+∞) concave and nondecreasing
we get
∀ t > 0 : ω(t) = inf
s>0
{ω⋆(s) + st} = (ω⋆)⋆(t).
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In case ω is a weight function satisfying (ω5), (ω⋆)⋆ is a weight function and it is indeed the least
concave majorant of ω (in the sense that, if τ : [0,+∞) → [0,+∞) is concave and ω ≤ τ , then
(ω⋆)⋆ ≤ τ), see [9].
We prove now several properties for ω⋆ which will be needed below. For this we use 00 := 1 and
recall the following consequence of Stirling’s formula:
(3.1) ∀ n ∈ N :
(n
e
)n
≤ n! ≤ nn.
Lemma 3.1. (i) Let σ and τ be two weight functions with (ω5), and suppose there exist A,B >
0 such that
∀ t > 0 : τ(t) ≤ Aσ(t) +B.
Then
∀ s > 0 : τ⋆(s) ≤ Aσ⋆
( s
A
)
+B.
Consequently σ∼τ implies
∃ C ≥ 1 ∀ s > 0 : −C + C−1σ⋆(Cs) ≤ τ⋆(s) ≤ Cσ⋆
( s
C
)
+ C.
(ii) Let M ∈ RN>0 such that limp→∞(p!
1−bmp)1/p = +∞ for some b > 0. Then for each
0 < a ≤ b the mappings s 7→ ((ωM )a)⋆(s) and s 7→ ωM/Ga(1/sa), with Gap := p!
a, are
equivalent in the previous sense, more precisely
(3.2) ∀ s > 0 : ((ωM )a)⋆(s) ≤ ωM/Ga
(
aa
sa
)
≤ ((ωM )a)⋆
(s
e
)
.
Proof. (i) Let s > 0, then
τ⋆(s) = sup
t≥0
{τ(t)− st} ≤ sup
t≥0
{Aσ(t) +B − st} = A sup
t≥0
{σ(t)− (sA−1)t}+B = Aσ⋆(
s
A
) +B,
see also [26, Remark 1.7].
(ii) For any a ∈ (0, b] we have limp→∞(Mp/(p!)a)1/p = limp→∞(p!1−amp)1/p = +∞ if, and only
if, limp→∞(M
1/a
p /p!)1/p = limp→∞(p!1−amp)1/(ap) = +∞, hence we may apply Lemma 2.4(ii) to
deduce that ωM1/a satisfies (ω5). Consequently, as indicated in the study of the properties of the
upper Legendre conjugate, the function (ωM1/a)
⋆ is well-defined from (0,∞) to (0,∞), and by (2.7)
coincides with (a(ωM )a)⋆.
We follow now the proof [10, Lemma 5.7.8], where only the case a = 1 was treated. Let s > 0, then
(a−1ωM1/a)
⋆(s) = (ωaM )
⋆(s) := sup
t≥0
{ωM (ta)− st} = sup
t≥0
{
sup
p∈N
log
(
tap
Mp
)
− st
}
= sup
p∈N
sup
t≥0
{
log
(
tap
Mp
)
− st
}
.
For s > 0 and p ∈ N fixed we consider fs,p : (0,+∞)→ R defined by
fs,p(t) := log
(
tap
Mp
)
− st = ap log(t)− log(Mp)− st, p ∈ N>0; fs,0(t) = −st.
Hence, supt>0 fs,0 = 0 for any s > 0. Let p ≥ 1, then f
′
s,p(t) = ap
1
t − s = 0 ⇔ t =
ap
s and fs,p
attains its maximum at this point. Hence we get
fs,p(ap/s) = ap log(ap/s)−
ap
s
s− log(Mp) = log
(
aappap
sapMp
)
− log(exp(ap)) = log
((
aa
sa
)p
pap
eapMp
)
,
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which holds also for p = 0 by 00 := 1. Thus we have shown
∀ s > 0 : ((ωM )a)⋆(s) = sup
p∈N
log
((
aa
sa
)p
pap
eapMp
)
.
The left hand side of (3.1) gives p
ap
(ea)pMp
≤ p!
a
Mp
for all p ∈ N, i.e. the left hand side of (3.2). By
the right hand side of (3.1) we get log
(
p!a
Mp
)
≤ log
(
pap
Mp
)
for all p ∈ N and so the right hand side
of (3.2).

Combining the previous lemma with results from [28, Section 5] we get the following consequences,
which have already appeared, in a weaker form, in [27].
Corollary 3.2. Let ω be a normalized weight with (ω3), (ω4) and (ω5), let Ω = {W x = (W xp )p∈N :
x > 0} be its associated weight matrix, and put wx = (W xp /p!)p∈N, x > 0. Then,
(3.3) ∀ x > 0 ∃ Cx ≥ 1 ∀ s > 0 : xω⋆Wx(
s
x
) ≤ ω⋆(s) ≤ 2xω⋆Wx(
s
2x
) + Cx
and
(3.4) ∀ x > 0 ∃ Cx ≥ 1 ∀ s > 0 : xωwx
( x
es
)
≤ ω⋆(s) ≤ 2xωwx
(
2x
s
)
+ Cx,
or equivalently,
∀ x > 0 ∃ Cx ≥ 1 ∀ s > 0 : hwx
(es
x
)x
≥ exp(−ω⋆(s)) ≥ exp(−Cx)hwx
( s
2x
)2x
,
where, for all the inequalities on the left to hold, it is not necessary to impose (ω4).
Proof. To prove (3.3) we apply (2.8), the stability of (ω5) under equivalence, and Lemma 3.1(ii).
For (3.4) we depart from (3.3) and recall (see Subsection 2.4) that (ω5) implies limp→∞(wxp )
1/p =
+∞ for every x > 0, so we may apply also (ii) in the previous result for a = 1. The last inequalities
are just a re-writing of (3.4) thanks to the very definition (2.9). 
3.2. Equivalent weight functions from Legendre conjugates. The results in this subsection
state the equivalence of different weight functions, naturally appearing in our arguments and in
whose construction the Legendre transformations play a significant role.
Remark 3.3. Let M,N ∈ LC and let ωM have (ω1). Then M≈N implies ωM∼ωN as follows:
First M≈N implies ωM (A−1t) ≤ ωN (t) ≤ ωM (At) for all t ≥ 0 and some A ≥ 1, hence by iterating
(ω1) there exists some B ≥ 1 such that for all t sufficiently large:
B−1ωM (t) ≤ ωM (A−1t) ≤ ωN (t) ≤ ωM (At) ≤ BωM (t).
Moreover we recall (see Lemma 3.1(ii) with a = 1) that for M ∈ RN>0 with limp→∞(mp)
1/p = +∞
one has
(3.5) ∀ s > 0 : ω⋆M (s) ≤ ωm
(
1
s
)
≤ ω⋆M
(s
e
)
.
Lemma 3.4. (i) Let M ∈ RN>0 with limp→∞(mp)
1/p = +∞ be given and define the sequence
Np := sup
t>0
tp
exp((ωιm)⋆(t))
,
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where ωιm(t) = ωm(1/t). Then we get N≈(p!m
lc
p )p (see (2.6) for the definition of (m
lc
p )p),
and so N is log-convex and equivalent to a strongly log-convex sequence.
(ii) Let Q ∈ RN>0 such that Q≈M and m ∈ LC. Then ωQ is equivalent to a concave function,
more precisely we get
(3.6) ∀ x ≥ µ1 : ωM (x) ≤ (ωιm)⋆(x) ≤ 1 + ωM (ex),
and since (ωιm)⋆ is concave, we have ωQ∼(ω
ι
m)⋆.
Proof. (i) For all p ∈ N we get
sup
t>0
tp
exp((ωιm)⋆(t))
= exp
(
sup
t>0
{p log(t)− (ωιm)⋆(t)}
)
= exp
(
sup
t>0
{p log(t)− inf
s>0
{ωm(1/s) + st}}
)
= exp
(
sup
t,s>0
{p log(t)− ωm(1/s)− st}
)
.
Let p ∈ N and s > 0 be fixed and put
fp,s(t) := p log(t)− ωm(1/s)− st, p ∈ N>0; f0,s(t) = −ωm(1/s)− st.
Clearly, supt>0 f0,s = −ωm(1/s). For all p ≥ 1 we get f
′
p,s(t) =
p
t − s = 0⇔ t =
p
s , the point where
fp,s attains its maximum. Hence
fp,s(p/s) = p log(p/s)− ωm(1/s)− p = log
(
pp
(es)p
)
− ωm(1/s),
which holds also for the case p = 0 by 00 := 1. Thus for any p ∈ N,
sup
t>0
tp
exp((ωιm)⋆(t))
= exp
(
sup
s>0
{log
(
pp
(es)p
)
− ωm(1/s)}
)
=
pp
ep
sup
s>0
1
sp exp(ωm(1/s))
=
pp
ep
sup
s>0
sp
exp(ωm(s))
=
pp
ep
mlcp ,
where in the last step we have applied (2.6).
(ii) We follow and recall the arguments of [17, p. 233]. On the one hand we get by (3.5) for any
x ≥ 0:
(ωιm)⋆(x) = inf
y>0
{ωm(1/y) + xy} ≥ inf
y>0
{ω⋆M (y) + xy} = inf
y>0
{sup
u≥0
{ωM (u)− uy}+ xy}
= inf
y>0
sup
u≥0
{ωM(u) + y(x− u)} ≥︸︷︷︸
x=u
ωM (x).
For this estimate the log-convexity of m was not used. On the other hand, first we get
exp(−(ωιm)⋆(x)) = exp
(
− inf
y>0
{ωm(1/y) + xy}
)
= exp
(
sup
y>0
{−xy − ωm(1/y)}
)
= sup
y>0
{exp(−xy) exp(−ωm(1/y))} = sup
y>0
{exp(−xy)hm(y)}.
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For convenience, we write µ∗0 := 1, µ
∗
n := µn/n, n ∈ N>0. Let now x ∈ [µn, µn+1), n ≥ 1, and put
y0 := max{nx ,
1
µ∗n+1
}. Hence n 1µn+1 <
n
x ≤ n
1
µn
and by the strong log-convexity 1µ∗n+1 ≤ n
1
µn
= 1µ∗n .
So 1µ∗n+1 ≤ y0 ≤
1
µ∗n
and we estimate as follows:
exp(−(ωιm)⋆(x)) = sup
y>0
{exp(−xy)hm(y)} ≥ exp(−xy0)hm(y0) = mnyn0 exp(−xy0),
where the last equality holds by the choice of y0 as explained above. Finally, we have to show that
e exp(ωM (ex)) = e supl∈N
elxl
Ml
≥ 1mnyn0
exp(xy0). It suffices to consider the choice l = n on the left
hand side which yields e
n+1xn
n! ≥
1
yn0
exp(xy0). And this holds true since, on the one hand, 1yn0 ≤
xn
nn ≤
xn
n! , and on the other hand, exp(x(n/x)) = exp(n) and exp(x/µ
∗
n+1) ≤ exp(µn+1/µ
∗
n+1) =
exp(n+ 1), which together proves exp(xy0) ≤ exp(n+ 1).
So far we have shown (3.6). (ωιm)⋆ has (ω1) by concavity, and so we deduce that ωM∼(ω
ι
m)⋆ and
that also ωM has (ω1). Finally, since Q≈M , Remark 3.3 yields ωQ∼ωM and we are done. 
Using this result we can prove the following Corollary:
Corollary 3.5. Let M ∈ RN>0 with limp→∞(mp)
1/p = +∞. Then the functions ωL, where Lp :=
p!mlcp , and (ω
ι
m)⋆ are equivalent with respect to ∼.
Proof. Recall that, by the very definition of (ωιm)⋆, we have (ω
ι
m)⋆ = (ω
ι
mlc)⋆, and so, by (ii) in
Lemma 3.4 applied for Q = L, i.e. with mlc instead of m, we get (ωιm)⋆∼ωL. 
The following result will be useful later on.
Lemma 3.6. Let ω be a normalized weight function satisfying (ω3), (ω4) and (ω5), and which is
moreover equivalent to a concave weight function. Let Ω = {W x : x > 0} be the weight matrix
associated with ω, and define Lxp := p!(w
x
p )
lc. Then, for all x > 0 it holds ωWx∼ωLx.
Proof. As indicated in Subsection 2.4.(iv), (ω5) for ω implies that limp→∞(wxp )
1/p = ∞, so the
function ωwx is well-defined. Note that, as ω∼ωWx , ωWx is equivalent to a concave weight function,
and it will also be equivalent to its least concave majorant, κx := (ω⋆Wx)⋆. Taking into account
(3.5), for every t > 0 we deduce that
κx(t) = inf
s>0
{ω⋆Wx(s) + ts} ≤ inf
s>0
{ωιwx(s) + ts}
= (ωιwx)⋆(t) ≤ inf
s>0
{ω⋆Wx(s/e) + ts} = inf
s>0
{ω⋆Wx(s) + ets} = κ
x(et).(3.7)
The concavity of κx implies the existence of a constant C > 0 such that κx(et) ≤ Cκx(t) for every
t > 0, and so the inequalities (3.7) guarantee that (ωιwx)⋆∼κ
x. Finally,
ωWx∼κ
x∼(ωιwx)⋆∼ωLx ,
where the last equivalence is due to Corollary 3.5. 
4. Growth indices
4.1. The growth index γ(M) introduced by V. Thilliez. We revisit the definition of the
growth index γ(M) introduced in [39, Section 1.3]. This is necessary if we pretend to explain the
result about the mixed setting as a complement to the extension results by V. Thilliez.
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Let γ ∈ R be given, then M ∈ RN>0 satisfies (Pγ) (see [39, Definition 1.3.1] where only γ > 0 was
considered), if
(4.1) ∃ ν = (νp)p ∃ a ≥ 1 ∀ p ∈ N : a−1µp ≤ νp ≤ aµp
and such that
(4.2) p 7→
νp
pγ
is nondecreasing.
(4.1) is preciselyM≃N for N = (Np)p given by N0 := 1, Np =
∏p
j=1 νj , p ∈ N>0. (4.2) is equivalent
to the fact that ( Np(p!)γ )p∈N is log-convex. The growth index ofM , introduced in [39, Definition 1.3.5],
is defined by
γ(M) := sup{γ ∈ R : (Pγ) is satisfied}.
If {γ ∈ R : (Pγ) is satisfied} = ∅, then we put γ(M) := −∞, if {γ ∈ R : (Pγ) is satisfied} = R,
then γ(M) := +∞. We point out that Thilliez only considered the case M ∈ LC, and so γ(M) ≥ 0.
We summarize some properties for γ(M):
Note that m has (Pγ) if, and only if, M has (Pγ+1) (recall that Mp = p!mp for all p ∈ N). Then,
by definition γ(m) + 1 = γ(M) holds.
Moreover, M≃N implies γ(M) = γ(N).
In [39, Lemma 1.3.2] it was shown that for m ∈ LC such that M satisfies (γ1) we always have
γ(m) > 0. For this implication the assumption M ∈ LC is sufficient since we use [25, Corollary 1.3]
and which implies that always (Pγ) is satisfied for m for some γ > 0.
Combining several results ([1], [25, Corollary 1.3], [41, Lemma 4.5]) we may obtain the following
useful information relating the condition (γ1) to the value of the index γ(M). A detailed proof will
be included in [12].
Lemma 4.1. Let M ∈ RN>0 be given, the following are equivalent::
(i) γ(M) > 1,
(ii) there exists n ∈ LC, n≃m, and N has (γ1),
(iii) there exists N ∈ LC, N≃M , and N has (γ1).
In particular, if M≃N with N ∈ LC, this yields the following equivalence (which should be compared
with Lemma 4.3 in the weight function setting):
(+) γ(M) > 1,
(++) M satisfies (γ1).
4.2. Growth index γ(ω). In this paragraph we introduce a growth index for a (not necessarily
normalized) weight function. We are inspired by the equivalence (ii)⇔ (iii) in Proposition 2.2. It
will turn out that some basic properties for a weight function are easily expressed in terms of this
new index.
Let a weight function ω and γ > 0 be given, we introduce the property
(Pω,γ) :⇐⇒ ∃ K > 1 : lim sup
t→∞
ω(Kγt)
ω(t)
< K.
We note that if (Pω,γ) holds for some K > 1, then also (Pω,γ′) is satisfied for all γ′ ≤ γ with the
same K. Moreover we restrict ourselves to γ > 0, because for γ ≤ 0 condition (Pω,γ) is satisfied for
any weight ω (since it is nondecreasing and K > 1).
Finally, we put
γ(ω) := sup{γ > 0 : (Pω,γ) is satisfied}.
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So for any 0 < s < γ(ω) the weight ωs given by ωs(t) = ω(ts) has property (ωsnq).
Let ω, σ satisfy σ∼ω (or, equivalently, σs∼ωs for some s > 0), then γ(σ) = γ(ω): Observe that
each (P·,γ) is stable with respect to ∼ since (ωsnq) is clearly stable with respect to this relation. By
definition and (2.7) we immediately get
(4.3) ∀ s > 0 : γ(ω1/s) = sγ(ω).
A first interesting result, whose proof will appear in [12], is the following.
Lemma 4.2. Let ω be a weight function. Then, γ(ω) > 0 if, and only if, ω has (ω1).
Note that, while (ω1) is a qualitative property of ω, the condition γ(ω) > 0 is quantitative in the
sense that the value of the index, as it will be shown in the next sections, provides an upper bound
(except for the factor pi) for the opening of the sectors in which extension results will be available
for ultraholomorphic classes associated with ω.
For a thorough study of the index γ(ω), its relationship with different properties for ω and the link
with Thilliez’s index γ(M), we refer also to [12]. In this work we will need the following result,
whose proof is included for completeness.
Lemma 4.3. ω satisfies (ωsnq) if and only if γ(ω) > 1.
Proof. If γ(ω) > 1, then ω has (ωsnq) since (Pω,1) holds true (see Proposition 2.2).
On the other hand let ω be given with (ωsnq). Then, as already shown in [23, Corollary 1.4] there
exists some K > 1, 0 < α < 1 and m ≥ 0 such that ω(Kt)ω(t) ≤ K
α for all t ≥ Km. Take some β
such that α < β < 1 and so lim supt→∞
ω(Kt)
ω(t) ≤ K
α < Kβ is valid, what proves (Pω,β−1) for any
α < β < 1. 
Moreover we will have to use the following three results (for their proof we refer again to [12]):
Lemma 4.4. Let ω be a weight function. If γ(ω) > 1, then (ω⋆)ι has (ω1) and we obtain
γ(ω) = γ((ω⋆)ι) + 1.
In particular, γ(ω) > 2 implies that (ω⋆)ι satisfies (ωsnq).
Corollary 4.5. Let M ∈ LC be given satisfying γ(ωM ) > 1. Then we obtain
γ(ωM ) = γ(ωm) + 1,
and consequently ωm satisfies (ω1). In particular, γ(ωM ) > 2 implies that ωm has (ωsnq).
If ω is a normalized weight function with (ω3), (ω4) and γ(ω) > 1, then γ(ω) = γ(ωWx) = γ(ωwx)+
1 = γ((ω⋆)ι) + 1 for all x > 0.
Lemma 4.6. For any weight function τ with γ(τ) > 0 one has
γ((τ ι)⋆) = γ(τ) + 1.
Remark 4.7. We also mention without proof (see [12]) that for a sequence L ∈ LC one always
has γ(ωL) ≥ γ(L), and that equality holds whenever L has (mg). These facts will be useful for an
extension result in a mixed setting that will be described in the last section of this paper.
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5. Weight functions and matrices defining the same ultraholomorphic classes
We will show now that, in two different situations, the ultraholomorphic class defined by a suitable
weight function and the one associated with a related weight matrix coincide. These results will be
important in order to prove the extension results we are looking for in a form convenient for the
use of a truncated Laplace transform.
In the first situation, dealt with in the forthcoming three results, we assume that
τ is a normalized weight function satisfying (ω3), (ω4) and with γ(τ) > 0.
We recall that γ(τ) > 0 amounts to (ω1) (see Lemma 4.2).
Denote by T := {T x : x > 0} the associated weight matrix, i.e. T xp := exp
(
1
xϕ
∗
τ (xp)
)
, and write
also T̂ := {T̂ x : x > 0}, defined by T̂ xp := p!T
x
p for each x > 0 and p ∈ N.
Lemma 5.1. For all x, y > 0 we get (ωιTx)⋆∼(ω
ι
Ty)⋆.
Proof. Let x, y > 0 be arbitrary but fixed. By [28, Lemma 5.7] we obtain
ωTx∼τ∼ωTy ,
i.e. there exists some C ≥ 1 such that −C + C−1ωTy(s) ≤ ωTx(s) ≤ CωTy(s) + C for all s ≥ 0.
Hence for any s ≥ 0 we get:
(ωιTx)⋆(s) = inf
u>0
{
ωTx
(
1
u
)
+ us
}
≤ inf
u>0
{
CωTy
(
1
u
)
+ us
}
+ C
= C inf
u>0
{
ωTy
(
1
u
)
+
u
C
s
}
+ C = C(ωιTy )⋆(s/C) + C.
Taking into account that each (ωιTx)⋆ has (ω1) (by concavity), we have shown (ω
ι
Tx)⋆∼(ω
ι
Ty)⋆ for
all x, y > 0. 
Combining previous results we have shown so far:
Corollary 5.2. The associated functions ω
T̂x
and ω
T̂y
are all equivalent with respect to ∼, more
precisely ω
T̂x
∼(ωιTy)⋆ holds for all x, y > 0.
Proof. Let x > 0, arbitrary but fixed, then take m = T x(= mlc) in Corollary 3.5 to show that
ω
T̂x
∼(ωιTx)⋆, what leads to the conclusion by Lemma 5.1. 
Finally we can prove the following:
Theorem 5.3. For the considered weight τ , the following identities hold as locally convex vector
spaces for all sector S and for all x > 0:
A
{T̂ }
(S) = A{ω
T̂x
}(S),
and the same equalities are valid for the corresponding sequence classes Λ. So, A
{T̂ }
(S) coincides
with the space A{ω}(S) associated with a normalized weight ω = ωT̂x satisfying (ω3) and (ω4);
moreover, γ(ω) = γ(τ) + 1 > 1.
Proof. We do not wish to include here the details, since there is no significant difference with those
carefully presented in [36] for a similar result in the ultradifferentiable case. The main idea behind
the proof of this statement is that the ultraholomorphic classes considered here, associated either
with a weight function or with a weight matrix, are introduced in exactly the same way as in the
ultradifferentiable case, what lets us apply similar arguments as those developed in [35, 28, 36] as
long as only the structural properties of the spaces are concerned.
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In order to be more specific, note that T satisfies (M{mg}) and (M{L}) since it is associated with
the weight τ (see [28, Section 5]). Both properties are also true immediately for the weight matrix
T̂ , and clearly each T̂ x ∈ LC, x > 0. Finally, by Corollary 5.2, we have every ingredient to mimic
the proof of [36, Corollary 3.17] in order to obtain the result, except for the information about the
index. For that, note first that Lemma 2.5 implies that, for every x > 0, τ and ωTx are equivalent,
so γ(ωTx) = γ(τ) > 0. Hence, by Corollary 5.2 and Lemma 4.6 we have that
γ(ω
T̂x
) = γ((ωιTx)⋆) = γ(ωTx) + 1 = γ(τ) + 1 > 1,
as desired. 
Remark 5.4. The normalized weights satisfying (ω3), (ω4) and with γ(ω) > 1 (this last condition
amounts to (ωsnq)) are sometimes called strong weights. Observe that we also have A{T̂ }(S) =
A{(ωι
Tx
)⋆}(S) for any x > 0, but the weight function (ω
ι
Tx)⋆ is concave and so it cannot satisfy the
normalization condition; moreover, property (ω4) is also not clear for this weight.
Until the end of this section we deal with the second situation, whose main aim is to prove the
equivalence of the weight matrix associated with a strong weight and a weight matrix consisting of
strongly log-convex sequences.
We start with the following result.
Corollary 5.5. Let ω be a normalized weight function satisfying (ω3), (ω4) and γ(ω) > 1. Let
Ω = {W x : x > 0} be the weight matrix associated with ω, and define Lxp := p!(w
x
p )
lc. Then, for all
x > 0 it holds ωWx∼ωLx.
Proof. The condition γ(ω) > 1 guarantees that ω is equivalent to a concave weight function and
also that ω has (ω5) (see Lemma 4.3 and Proposition 2.2). Then, we are in a position to apply
Lemma 3.6 in order to conclude. 
Corollary 5.6. Let ω be a normalized weight function satisfying (ω3) and (ω4) with γ(ω) > 1, and
let Ω = {W x : x > 0} be the associated weight matrix. Consider the weight matrix T̂ = {T̂ x =
(p!T xp )p∈N : x > 0} with T
x
p := exp(
1
xϕ
∗
ωw1
(xp)), x > 0 and p ∈ N. Then, for any sector S we obtain
(as locally convex vector spaces)
A{Ω}(S) = A{ω}(S) = A{ω
T̂1
}(S) = A{T̂ }(S),
and the same equalities are valid for the corresponding sequence classes Λ. Moreover, Ω is equivalent
with respect to {≈} to the weight matrix T̂ consisting only of strongly log-convex sequences.
Proof. We put τ = ωw1 and observe that T 1 = (w1)lc, so that T̂ 1p = p!(w
1
p)
lc. By Lemma 2.5 and
Corollary 5.5 we have ω∼ωW 1∼ωT̂ 1 , and the argument is completed applying Theorem 5.3 to the
weight τ (the choice τ = ωwx for any x > 0 would also work).

This corollary gives an answer to [27, Question 5.11]: For any given strong weight ω there does
exist a weight matrix equivalent to Ω and satisfying [27, (1.3)] since for each strongly log-convex
sequence M the sequence of quotients (µp/p)p is nondecreasing.
In the next result we do not start with a weight function but with a sequence.
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Corollary 5.7. Let M̂ = (p!Mp)p∈N ∈ LC be given such that γ(ωM̂ ) > 1. T := {T
x : x > 0} shall
denote the (Msc) matrix associated with the weight ωM (= ωM lc), Ω := {W x : x > 0} shall be the
(Msc) matrix associated with the weight ωM̂ and finally consider T̂ := {T̂
x : x > 0} defined by
T̂ x = (p!T xp )p∈N for each x > 0.
Then, for any sector S we obtain (as locally convex vector spaces)
A
{T̂ }
(S) = A{ω
T̂1
}(S) = A{ω
M̂
}(S) = A{Ω}(S),
and the same equalities are valid for the corresponding sequence classes Λ.
Moreover T̂ {≈}Ω holds true, hence the matrix Ω is equivalent to a matrix consisting only of strongly
log-convex weight sequences.
Proof. It suffices to apply the previous result to ω = ω
M̂
. 
In particular, Corollary 5.7 can be applied to each M̂ = (p!Mp)p∈N ∈ LC satisfying (γ1) (by recalling
(iv) in Lemma 2.4). But even for not strongly nonquasianalytic weight sequences we could apply
Corollary 5.7 since, as mentioned above in Section 2.6, it may happen that γ(ωM ) > 1 for a sequence
M not having (γ1). We construct in [12] such an example explicitly.
6. Existence of sectorially flat functions
6.1. Construction of outer functions. The aim of this paragraph is to obtain holomorphic
functions in the right half-plane whose growth is accurately controlled by a given weight function.
The next result transfers (ωsnq) for a weight function τ into a property for τ ι, where τ ι(t) = τ(1/t).
Compare this with [39, Lemma 2.1.1].
Lemma 6.1. Let τ be a weight function. Then, one has γ(τ) > 1 if, and only if,
∃ C ≥ 1 ∀ y > 0 :
∫ 1
0
−τ ι(ty)dt ≥ −C(τ ι(y) + 1).
Proof. First, by Lemma 4.3 we have γ(τ) > 1 if, and only if, the weight τ has (ωsnq). In this
condition we change y 7→ y−1, t 7→ t−1 and it is then equivalent to
(6.1) ∃ C ≥ 1 ∀ y > 0 :
∫ 1
0
τ
(
1
ty
)
dt ≤ Cτ
(
1
y
)
+ C
(observe that, by putting s := t−1, we get
∫∞
1
τ(ty)
t2 dt =
∫ 0
1
τ(s−1y)
s−2
(
− 1s2 ds
)
=
∫ 1
0 τ(s
−1y)ds). Now
we multiply (6.1) by −1 and recall that τ ι(t) = τ(1/t). 
Moreover, we get the analogous result to [39, Lemma 2.1.2].
Lemma 6.2. Let τ be a weight function such that γ(τ) > 1, then∫ +∞
−∞
−τ ι(|t|)
1 + t2
dt > −∞.
Proof. Since by assumption Proposition 2.2 and [23, Corollary 1.4] can be applied to τ , there
exists some 0 < α < 1 and C ≥ 1 such that τ(t) ≤ Ctα + C for all t > 0. Hence by definition and
multiplying this by −1 we get −τ ι(t) ≥ −C(t−α+1) for all t > 0, from where the conclusion easily
follows. 
In the next step we transfer [39, Lemma 2.1.3] to the weight function case.
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Lemma 6.3. Let τ be a weight function with γ(τ) > 1. Then for all a > 0 there exists a function
Fa which is holomorphic on the right half-plane H1 := {w ∈ C : ℜ(w) > 0} and constants A,B ≥ 1
(large) depending only on τ such that
(6.2) ∀ w ∈ H1 : B−a exp(−2aτ ι(B−1ℜ(w))) ≤ |Fa(w)| ≤ exp(−
a
2
τ ι(A|w|)).
Proof. We are following the idea of the proof of [39, Lemma 2.1.3]. For w ∈ H1 put
Fa(w) := exp
(
1
pi
∫ +∞
−∞
−aτ ι(|t|)
1 + t2
itw − 1
it− w
dt
)
;
Lemma 6.2 implies immediately that Fa is a holomorphic function in H1. Since Fa(w) = (F1(w))a,
we need only consider in the proof a = 1 and put for simplicity F := F1.
For w ∈ H1 write w = u+ iv, hence u > 0. We have
log(|F (w)|) =
1
pi
∫
R
−τ ι(|t|)
u
(t − v)2 + u2
dt = −
1
pi
f ∗ gu(v),
where f(t) := τ ι(|t|), gu(t) := u/(t2 + u2). f and gu are symmetrically nonincreasing functions,
hence the convolution too. This means that (f ∗ gu)(x) ≤ (f ∗ gu)(y) ≤ (f ∗ gu)(0) for |x| ≥ |y| ≥ 0.
Consequently, the minimum for w 7→ log(|F (w)|) is attained for v = 0, so on the positive real axis
and we have for all w ∈ H1:
log(|F (w)|) ≥ log(|F (u)|) = log(|F (ℜ(w))|), log(|F (u)|) =
1
pi
∫
R
−τ ι(|t|)
u
t2 + u2
dt = −
1
pi
f ∗gu(0).
First we concentrate on the left hand side in (6.2). Consider K > 0 (small) and get
pi log(|F (u)|) =
∫
R
−τ ι(|t|)
u
t2 + u2
dt =
∫
{t:|t|≥Ku}
−τ ι(|t|)
u
t2 + u2
dt+
∫
{t:|t|≤Ku}
−τ ι(|t|)
u
t2 + u2
dt.
For the first integral we estimate by∫
{|t|≥Ku}
−τ ι(|t|)
u
t2 + u2
dt ≥ −τ ι(Ku)
∫
{|t|≥Ku}
u
t2 + u2
dt = −τ ι(Ku)(pi − 2 arctan(K)),
since t 7→ −τ ι(t) is nondecreasing.
For the second integral we get∫
{t:|t|≤Ku}
−τ ι(|t|)
u
t2 + u2
dt =
∫
{s:|s|≤1}
−τ ι(Ku|s|)
K
K2s2 + 1
ds ≥ K
∫
{s:|s|≤1}
−τ ι(Ku|s|)ds,
since −τ ι(Ku|s|) ≤ 0 holds for any K,u > 0 and |s| ≤ 1. Let C ≥ 1 be the constant appearing in
Lemma 6.1, then
K
∫
{s:|s|≤1}
−τ ι(Ku|s|)ds ≥ 2KC(−τ ι(Ku)− 1).
Thus we get for any u > 0:
pi log(|F (u)|) ≥ (pi − 2 arctan(K) + 2KC)(−τ ι(Ku))− 2KC ≥ (pi + 3(C − 1)K)(−τ ι(Ku))− 2KC
≥ pi(1 +
3
pi
(C − 1)K)(−τ ι(Ku))− 2KC,
since for all K > 0 chosen sufficiently small enough but arbitrarily pi− 2 arctan(K)+2KC behaves
like pi + 2(C − 1)K +O(K2) ≤ pi + 3(C − 1)K. Equivalently we have
∀ u > 0 : |F (u)| ≥ exp(−2KC)(exp(−τ ι(Ku)))1+3(C−1)K/π.
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IfK > 0 is chosen small enough to have 1+ 3π (C−1)K ≤ 2⇔ K ≤
π
3(C−1) , then since exp(−τ
ι(t)) ≤
1 for any t > 0 we get
exp(−2KC)(exp(−τ ι(Ku)))1+3(C−1)K/π ≥ exp(−2KC)(exp(−τ ι(Ku)))2
= exp(−2KC) exp(−2τ ι(Ku)).
So the left hand side of (6.2) is shown (−τ ι is nondecreasing).
For the right hand side assume that K > 0 is chosen arbitrarily (large), then
|F (w)|≤exp
(
1
pi
∫
{t:|t−v|≤Ku}
−τ ι(|t|))
u
(t− v)2 + u2
dt+
1
pi
∫
{t:|t−v|≥Ku}
−τ ι(|t|)
u
(t− v)2 + u2
dt
)
.
We estimate the second integral by 0 (since the integrand is negative). For the first one, since we
have |t| ≤ |t− v|+ |v| ≤ Ku+ |w| ≤ K|w|+ |w| = (1 +K)|w| and −τ ι is nondecreasing, we get for
any w ∈ H1:
|F (w)| ≤ exp
(
1
pi
(−τ ι((1 +K)|w|))
∫
{t:|t−v|≤Ku}
u
(t− v)2 + u2
dt
)
.
Since the last integral is equal to 2 arctan(K) we summarize:
∀ w ∈ H1 : |F (w)| ≤ (exp(−τ ι((1 +K)|w|)))2 arctan(K)/π ≤ (exp(−τ ι(((1 +K)|w|)))1−2/(πK)
holds, where K > 0 is chosen sufficiently large to guarantee 2 arctan(K)π ≥ 1 −
2
πK . If K is chosen
large enough to have 1− 2πK ≥
1
2 ⇔ K ≥
4
π , then we get
∀ w ∈ H1 : |F (w)| ≤ (exp(−τ ι(((1 +K)|w|)))1/2
which concludes the proof. 
6.2. Construction of sectorially flat functions. Given a sequenceM ∈ LC, it is easy to express
flatness in the classes A{M}(S) by means of the associated functions ωM or hM . Indeed, as in the
classical Gevrey case, flat functions are characterized as those exponentially decreasing in a precise
sense. The proof of the following result is a straightforward adaptation of the arguments in [40,
Proposition 4].
Lemma 6.4. Let S be an unbounded sector.
(i) Let M ∈ LC be given such that limp→∞m
1/p
p =∞. Then,
(i.1) If f ∈ A{M}(S) is flat,
(6.3) ∃C > 0 ∃k > 0 : ∀z ∈ S, |f(z)| ≤ Chm(k|z|) = C exp(−ωm(1/(k|z|))).
(i.2) Conversely, if f is a holomorphic function in S verifying (6.3), then for every un-
bounded and proper subsector T of S one has f ∈ A{M}(T ) and f is flat.
(ii) Let M = {Mx : x ∈ R>0} be a standard log-convex weight matrix with limk→∞(mxk)
1/k =
+∞ for every x > 0. Then,
(ii.1) If f ∈ A{M}(S) is flat,
(6.4) ∃C > 0 ∃k > 0 ∃x > 0 : ∀z ∈ S, |f(z)| ≤ Chmx(k|z|) = C exp(−ωmx(1/(k|z|))).
(ii.2) Conversely, if f is a holomorphic function in S verifying (6.4), then for every un-
bounded and proper subsector T of S one has f ∈ A{M}(T ) and f is flat.
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(iii) Let ω be a normalized weight function with (ω1) and (ω3), and Ω = {W x = (W xj )j∈N :
x > 0} the associated weight matrix, for which (as indicated in Subsection 2.5) we have
A{ω}(S) = A{Ω}(S). Suppose moreover that limp→∞(wxp )
1/p = +∞ for every x > 0. Then,
(iii.1) If f ∈ A{ω}(S) is flat,
(6.5) ∃C > 0 ∃x > 0 : ∀z ∈ S, |f(z)| ≤ Chwx(|z|) = C exp(−ωwx(1/|z|)).
(iii.2) Conversely, if f is a holomorphic function in S verifying (6.5), then for every un-
bounded and proper subsector T of S one has f ∈ A{ω}(T ) and f is flat.
Proof. We only prove (i), since the rest of items may be obtained similarly. If f ∈ A{M}(S), there
exists k > 0 such that f ∈ AM,k(S), and so for every z ∈ S and p ∈ N we have
(6.6) |f (p)(z)| ≤ ‖f‖M,kkpMp.
Now, by Taylor’s formula we may write, for any λ ∈ (0, 1),
f(z)−
p−1∑
j=0
f (j)(λz)
j!
(z − λz)j =
zp
(p− 1)!
∫ 1
λ
(1 − t)p−1f (p)(tz) dt,
and taking limits as λ→ 0 we deduce, since f is flat, that
f(z) =
zp
(p− 1)!
∫ 1
0
(1− t)p−1f (p)(tz) dt.
So, we may apply (6.6) in order to see that for every p ∈ N we have
|f(z)| ≤
|z|p
p!
sup
w∈S
|f (p)(w)| ≤ ‖f‖M,k(k|z|)pmp,
what implies (6.3) by definition of hm and (2.9).
Conversely, suppose f satisfies (6.3). Given a proper and unbounded subsector T of S, there exists
ε > 0 such that for every z ∈ T , the disc D(z, ε|z|) is contained in S, and by Cauchy’s formula we
have, for every p ∈ N,
f (p)(z) =
p!
2pii
∫
|w−z|=ε|z|
f(w)
(w − z)p+1
dw, p ∈ N.
So, we easily estimate
|f (p)(z)| ≤
p!
(ε|z|)p
max
|w−z|=ε|z|
|f(w)| ≤
Cp!
(ε|z|)p
hm(k(1 + ε)|z|).
Since hm(t) = infn∈Nmntn, on the one hand we have that
|f (p)(z)| ≤
Cp!
(ε|z|)p
mp(k(1 + ε)|z|)p = C
(
k(1 + ε)
ε
)p
Mp,
from where f ∈ AM,k(1+ε)/ε(T ) ⊂ A{M}(T ), and on the other hand we deduce
|f (p)(z)| ≤
Cp!
(ε|z|)p
mp+1(k(1 + ε)|z|)p+1 = C
(k(1 + ε))p+1
εp
Mp+1
p+ 1
|z|,
what immediately implies that f (p)(0) = limz→0, z∈T f (p)(z) = 0 for every p ∈ N, and f is flat. 
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Remark 6.5. The condition limp→∞m
1/p
p = ∞ is not necessary for item (i) to hold. However,
note that whenever limp→∞m
1/p
p <∞ the statement is trivial, since hm identically vanishes in an
interval with 0 as its left-end point, and we immediately deduce that the only flat function in the
class is the null function. Similar observations can be made for the other two items.
Remark 6.6. Suppose given a normalized weight function ω with (ω1), (ω3) and (ω5), and let
Ω = {W x = (W xp )p∈N : x > 0} be its associated weight matrix. According to the information
in Lemma 6.4(iii), one may characterize flatness in the ultraholomorphic class A{ω}(S) (which
coincides with A{Ω}(S)) in terms of exponential decrease of the type exp(−ωwx(1/|z|)) for some
x > 0. If ω has moreover (ω4), by (3.4) we see that this could be also expressed by exponential
decrease of the type exp(−Cω⋆(D|z|)) for suitable C,D > 0.
Using the results from the previous sections the aim is now to transfer [39, Theorem 2.3.1] to the
weight function setting. Although the considered weights τ will satisfy (ω1), we use the equivalent
condition γ(τ) > 0 (see Lemma 4.2), as this quantity will essentially indicate the opening of the
sectors where our constructions will be valid.
Theorem 6.7. Let τ be a weight function with γ(τ) > 0. Then for any 0 < γ < γ(τ) there exist
constants K1,K2,K3 > 0 depending only on τ and γ such that for all a > 0 there exists a function
Ga holomorphic in Sγ and satisfying
(6.7) ∀ ξ ∈ Sγ : K−a1 exp(−2aτ
ι(K2|ξ|)) ≤ |Ga(ξ)| ≤ exp(−
a
2
τ ι(K3|ξ|)).
Moreover, if τ is normalized and satisfies (ω3), and T = {T x = (T xp )p∈N : x > 0} is its associated
weight matrix, then Ga is a flat function in A{T̂ }(Sγ), where T̂ is the standard log-convex weight
matrix consisting of the sequences T̂ x = (p!T xp )p∈N, x > 0.
Finally, if we also assume that τ satisfies (ω4), then there exist x > 0 and K4 > 0, both depending
on a, such that
(6.8) ∀ ξ ∈ Sγ : |Ga(ξ)| ≥ K4 hTx(K2|ξ|).
We remark that (6.8) tells us that Ga is indeed an optimal flat function, in the sense that its size
is controlled by the functions hTx not only from above, as needed for flatness, but also from below.
Proof. Let a > 0 be arbitrary. Take s, δ > 0 such that γ < δ < γ(τ), sδ < 1 < sγ(τ). By (4.3)
we get sγ(τ) > 1⇔ γ(τ1/s) > 1, hence τ1/s(t) = τ(t1/s) = τ ι( 1
t1/s
) = (τ ι)1/s(t) satisfies (ωsnq). So
we can use Lemma 6.3 for the weight τ1/s instead of τ and we obtain a function Fa satisfying (6.2)
with τ ι replaced by (τ ι)1/s. Then put
Ga(ξ) = Fa(ξs) ξ ∈ Sδ.
Note that, as sδ < 1, the ramification ξ 7→ ξs maps holomorphically Sδ into Sδs ⊆ S1 = H1, and so
Ga is well-defined.
We show that the restriction of Ga to Sγ ⊆ Sδ satisfies the desired properties by proving that (6.7)
holds indeed on the whole Sδ.
First we consider the lower estimate. Let ξ ∈ Sδ be given, then ℜ(ξs) ≥ cos(sδpi/2)|ξ|s (since
sδpi/2 < pi/2). If B ≥ 1 denotes the constant coming from the left hand side in (6.2) applied for
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the weight τ1/s, then
|Ga(ξ)| = |Fa(ξs)| ≥ B−a exp(−2a(τ ι)1/s(B−1(ℜ(ξs))))
≥ B−a exp(−2a(τ ι)1/s(B−1 cos(sδpi/2)|ξ|s))
= B−a exp(−2a(τ ι)1/s((B1|ξ|)s)) = B−a exp(−2aτ ι(B1|ξ|)),
where we have put B1 := (B−1 cos(sδpi/2))1/s.
Now we consider the right hand side in (6.7) and proceed as before. Let A be the constant coming
from the right hand side of (6.2) applied to τ1/s, so
|Ga(ξ)| = |Fa(ξs)| ≤ exp(−
a
2
(τ ι)1/s(A|ξ|s)) = exp(−
a
2
(τ ι)1/s((A1/s|ξ|)s))
= exp(−
a
2
τ ι(A1/s|ξ|)),
and (6.7) has been proved for every ξ ∈ Sδ.
Assume now that τ satisfies also (ω3). First put in the estimate above A1 := A1/s. By using (2.10)
for any y > 0 we get
exp(−
a
2
τ ι(A1|ξ|)) ≤ hTy(A1|ξ|)ya/2.
Hence taking y := 2a−1 proves that
(6.9) ∀ξ ∈ Sδ : |Ga(ξ)| ≤ hT 2/a(A1|ξ|),
and it suffices to take into account Lemma 6.4.(ii.2) in order to deduce that Ga belongs to A{T̂ }(Sγ)
and it is flat.
Finally, if τ satisfies moreover (ω4) we may apply (2.11) for any x > 0 and deduce that
exp(−2aτ ι(B1|ξ|)) ≥ exp(−2aCx)hTx(B1|ξ|)4xa.
Now we take x := 1/(4a) and prove that
∀ξ ∈ Sδ : |Ga(ξ)| ≥ B−a exp(−2aCx)hT 1/(4a)(B1|ξ|),
as desired.

7. Right inverses for the asymptotic Borel map in ultraholomorphic classes in
sectors
The aim of this section is to obtain an extension result in the ultraholomorphic classes considered.
The existence of the flat functions Ga obtained in Theorem 6.7 will be the main ingredient in the
proof, which will follow the same technique as in previous works of A. Lastra, S. Malek and the
second author [19, 20]. Although for this construction the weight function τ needs not be normalized,
we are interested in working with the weight matrix associated with it, which will be standard log-
convex if we ask for normalization and (ω3) to hold. Moreover, since the condition γ(τ) > 0 is also
necessary and this amounts to (ω1), we will have the warranty that the ultraholomorphic spaces
associated with the weight function and its corresponding weight matrix coincide, see the comments
preceding (2.5).
Note that any weight function may be substituted by a normalized equivalent one, and equivalence
preserves the properties (ω3) and γ(τ) > 0, so it is no restriction to ask for normalization from the
very beginning.
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The next lemma provides us with suitable kernels entering the formal and analytic, truncated
Laplace-like transforms we will need in our main statement.
Lemma 7.1. Let τ be a normalized weight function with γ(τ) > 0 which satisfies (ω3), let T =
{T x = (T xp )p∈N : x > 0} be its associated weight matrix, let 0 < γ < γ(τ), and for a > 0 let Ga be
the function constructed in Theorem 6.7. Let us define the function ea : Sγ → C by
ea(z) := z Ga(1/z), z ∈ Sγ .
The function ea enjoys the following properties:
(i) z−1ea(z) is uniformly integrable at the origin, it is to say, for any t0 > 0 we have
sup
|σ|<γπ/2
∫ t0
0
t−1|ea(teiσ)|dt <∞.
(ii) There exist constants K > 0, independent from a, and C > 0, depending on a, such that
(7.1) |ea(z)| ≤ ChT 4/a
(
K
|z|
)
, z ∈ Sγ .
(iii) For ξ ∈ R, ξ > 0, the values of ea(ξ) are positive real.
Proof. (i) Let t0 > 0 and σ ∈ R with |σ| <
γπ
2 . From (6.7) we deduce that there exists K3 > 0
such that ∫ t0
0
|ea(teiσ)|
t
dt ≤
∫ t0
0
exp(−
a
2
τ ι(K3/t))dt ≤ t0.
(ii) For the second part, we may apply (6.9) and write
|ea(z)| = |z||Ga(1/z)| ≤ |z|hT 2/a(A1/|z|)
for every z ∈ Sγ , where A1 does not depend on a.
We recall that from (2.3) we know that 2ωT 2x(t) ≤ ωTx(t) for every x > 0 and t ≥ 0, and so
hTx(t) ≤ hT 2x(t)2. Hence, combining this fact with the very definition of hT 2x , we get
|ea(z)| ≤ |z|hT 4/a(A1/|z|)
2 ≤ |z|
(A1
|z|
)
T
4/a
1 hT 4/a(A1/|z|) < A1T
4/a
1 hT 4/a(A1/|z|),
as desired.
(iii) Finally, if ξ > 0 then ea(ξ) = ξGa(1/ξ). From the integral expression for Ga, it is immediate to
check that the imaginary part of the integrand is an odd function, so the imaginary part of Ga(1/ξ)
is 0, while the real part is positive. 
Definition 7.2. We define the moment function associated with the function ea (introduced in the
previous Lemma) as
ma(λ) :=
∫ ∞
0
tλ−1ea(t)dt =
∫ ∞
0
tλGa(1/t)dt.
From Lemma 7.1 and the definition of hTx we see that for every p ∈ N,
|ea(z)| ≤ C
KpT
4/a
p
|z|p
, z ∈ Sγ .
So, we easily deduce that the function ma is well defined and continuous in {Re(λ) ≥ 0}, and
holomorphic in {Re(λ) > 0}. Moreover, ma(ξ) is positive for every ξ ≥ 0, and the sequence
(ma(p))p∈N is called the sequence of moments of ea.
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The next result is similar to Proposition 3.6 in [19]. The fact that such estimates could also be
obtained in the present situation became clear thanks to the arguments by O. Blasco in [3].
Proposition 7.3. Let τ be a normalized weight function with γ(τ) > 0 which satisfies (ω3), let
T = {T x = (T xp )p∈N : x > 0} be its associated weight matrix, and for 0 < γ < γ(τ) and a > 0
let Ga, ea,ma be the functions previously constructed. Then, there exist constants C1, C2 > 0, both
depending on a, such that for every p ∈ N one has
(7.2) C1(
K2
2
)pT 1/(2a)p ≤ ma(p) ≤ C2K
p
3T
4/a
p ,
where K2 and K3 are the constants, not depending on a, appearing in Theorem 6.7.
Proof. Let p ∈ N0. By the second inequality in (6.7), we have for every s > 0 that
ma(p) =
∫ ∞
0
tpGa(1/t)dt ≤
∫ s
0
tpdt+
∫ ∞
s
1
t2
exp
(
(p+ 2) log(t)−
a
2
τ(
t
K3
)
)
dt.
Now, observe that
sup
t>s
(
(p+ 2) log(t)−
a
2
τ(
t
K3
)
)
= (p+ 2) log(K3) + sup
u>s/K3
(
(p+ 2) log(u)−
a
2
τ(u)
)
≤ (p+ 2) log(K3) + sup
u>0
(
(p+ 2) log(u)−
a
2
τ(u)
)
= (p+ 2) log(K3) +
a
2
sup
v∈R
(2(p+ 2)
a
v − τ(ev)
)
= (p+ 2) log(K3) +
a
2
ϕ∗τ (
2(p+ 2)
a
).
Hence, we deduce that
ma(p) ≤
sp+1
p+ 1
+Kp+23 exp(
a
2
ϕ∗τ (
2(p+ 2)
a
))
1
s
.
Since this is valid for any s > 0, we compute the infimum of such bounds as s runs in (0,∞), whose
value is
p+ 2
p+ 1
Kp+13 exp(
a
2
p+ 1
p+ 2
ϕ∗τ (
2(p+ 2)
a
)),
and obtain that
ma(p) ≤ 2K
p+1
3 exp(
a
2
ϕ∗τ (
2(p+ 2)
a
)) = 2Kp+13 T
2/a
p+2 ≤ (2K3T
4/a
2 )K
p
3T
4/a
p ,
where we have made use of (2.3).
For the second part of the estimates we use the first inequality in (6.7) and the fact that τ is
nondecreasing in order to write, for every s > 0,
ma(p) ≥
∫ s
0
tpGa(1/t)dt ≥ K−a1
∫ s
0
tp exp
(
− 2aτ(
t
K2
)
)
dt ≥ K−a1
sp+1
p+ 1
exp
(
− 2aτ(
s
K2
)
)
.
We compute now the supremum of such bounds and, in a similar way, we deduce that
ma(p) ≥
K−a1
p+ 1
exp sup
s>0
(
(p+ 1) log(s)− 2aτ(
s
K2
)
)
=
K−a1
p+ 1
Kp+12 exp(2aϕ
∗
τ (
p+ 1
2a
))
=
K−a1
p+ 1
Kp+12 T
1/(2a)
p+1 ≥ (K
−a
1 K2)(
K2
2
)pT 1/(2a)p ,
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as desired.

The proof of the incoming result rests on a constructive procedure which combines a formal Borel
transform and a truncated Laplace transform, like the original one in the Gevrey case (see [42], [32,
Theorem 4.1]). The main tool needed is a suitable kernel, namely the function ea obtained in
Lemma 7.1, in terms of which both aforementioned transforms are explicitly given. This generalizes
the classical situation, where the role of ea is played by the exponential function, whose moment
function is precisely the Euler Gamma function.
Theorem 7.4. Let τ be a normalized weight function with γ(τ) > 0 which satisfies (ω3), let
0 < γ < γ(τ), let T = {T x = (T xp )p∈N : x > 0} be its associated weight matrix, and consider the
weight matrix T̂ = {T̂ x : x > 0} where T̂ x = (p!T xp )p∈N. Then, there exists a constant k0 > 0 such
that for every x > 0 and every h > 0, one can construct a linear and continuous map
λ ∈ Λ
T̂x,h
7→ fλ ∈ AT̂ 8x,k0h
(Sγ)
such that for every λ one has B(fλ) = λ.
In particular, the Borel map B : A
{T̂ }
(Sγ)→ Λ{T̂ } is surjective.
Proof. Fix δ > 0 such that γ < δ < γ(τ). Given λ = (λp)p∈N ∈ ΛT̂x,h, we have
(7.3) |λp| ≤ |λ|T̂x,hh
pp!T xp , p ∈ N0.
We choose a = 1/(2x), and consider the function Ga, defined in Sδ, obtained in Theorem 6.7 for
such value of a, and the corresponding functions ea and ma previously defined. Next, we consider
the formal power series
f̂λ :=
∞∑
p=0
λp
p!
zp
and its formal (Borel-like) transform
B̂af̂λ :=
∞∑
p=0
λp
p!ma(p)
zp.
By the choice of a, (7.3) and the first part of the inequalities in (7.2), we deduce that
(7.4)
∣∣∣∣ λpp!ma(p)
∣∣∣∣ ≤ |λ|T̂x,hhpp!T xpC1(K2/2)pp!T xp =
|λ|
T̂x,h
C1
( 2h
K2
)p
,
and so the series B̂af̂λ converges in the disc of center 0 and radius K2/(2h) (not depending on λ),
where it defines a holomorphic function gλ. We set R0 := K2/(4h), and define
fλ(z) :=
∫ R0
0
ea
(u
z
)
gλ(u)
du
u
, z ∈ Sδ.
By virtue of Leibniz’s theorem on analyticity of parametric integrals, fλ is holomorphic in Sδ.
Our next aim is to obtain suitable estimates for the difference between f and the partial sums of
the series f̂λ.
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Let N ∈ N0 and z ∈ Sδ. We have
fλ(z)−
N−1∑
p=0
λp
zp
p!
= fλ(z)−
N−1∑
p=0
λp
ma(p)
ma(p)
zp
p!
=
∫ R0
0
ea
(u
z
) ∞∑
p=0
λp
ma(p)
up
p!
du
u
−
N−1∑
p=0
λp
ma(p)
∫ ∞
0
up−1ea(u)du
zp
p!
.
In the second integral we make the change of variable v = zu, what results in a rotation of the line
of integration. By the estimate (7.1), one may use Cauchy’s residue theorem in order to obtain that
zp
∫ ∞
0
up−1ea(u)du =
∫ ∞
0
vpea
(v
z
) dv
v
,
which allows us to write the preceding difference as∫ R0
0
ea
(u
z
) ∞∑
p=0
λp
ma(p)
up
p!
du
u
−
N−1∑
p=0
λp
ma(p)
∫ ∞
0
upea
(u
z
) du
u
1
p!
=
∫ R0
0
ea
(u
z
) ∞∑
p=N
λp
ma(p)
up
p!
du
u
−
∫ ∞
R0
ea
(u
z
)N−1∑
p=0
λp
ma(p)
up
p!
du
u
.
Then, we have
(7.5)
∣∣∣∣∣fλ(z)−
N−1∑
p=0
λp
zp
p!
∣∣∣∣∣ ≤ |f1(z)|+ |f2(z)|,
where
f1(z) =
∫ R0
0
ea
(u
z
) ∞∑
p=N
λp
ma(p)
up
p!
du
u
, f2(z) =
∫ ∞
R0
ea
(u
z
)N−1∑
p=0
λp
ma(p)
up
p!
du
u
.
From (7.4) we deduce that
|f1(z)| ≤
|λ|
T̂x,h
C1
∫ R0
0
∣∣∣ea (u
z
)∣∣∣ ∞∑
p=N
(2hu
K2
)p du
u
=
|λ|
T̂x,h
C1
( 2h
K2
)N ∫ R0
0
∣∣∣ea (u
z
)∣∣∣ uN
1− 2huK2
du
u
≤
2|λ|
T̂x,h
C1
( 2h
K2
)N ∫ R0
0
∣∣∣ea (u
z
)∣∣∣uN−1 du,(7.6)
where in the last step we have used that 0 < u < R0 = K2/(4h) we have 1 − 2hu/K2 > 1/2. In
order to estimate f2(z), observe that for u ≥ R0 and 0 ≤ p ≤ N−1 we always have up ≤ R
p
0u
N/RN0 ,
and so, using again (7.4) and the value of R0, we may write∣∣∣∣∣
N−1∑
p=0
λpu
p
p!ma(p)
∣∣∣∣∣ ≤ |λ|T̂x,hC1 u
N
RN0
N−1∑
p=0
( 2h
K2
)p
Rp0 ≤
2|λ|
T̂x,h
C1
( 4h
K2
)N
uN .
Then, we deduce that
(7.7) |f2(z)| ≤
2|λ|
T̂x,h
C1
( 4h
K2
)N ∫ ∞
R0
∣∣∣ea (u
z
)∣∣∣ uN−1du.
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In order to conclude, it suffices then to obtain estimates for
∫∞
0 |ea(u/z)|u
N−1du. For this, note
first that, by the estimates in (6.7),∫ ∞
0
∣∣∣ea (u
z
)∣∣∣uN−1du = ∫ ∞
0
u
|z|
∣∣∣Ga ( z
u
)∣∣∣ uN−1du
≤
∫ ∞
0
uN
|z|
exp
(
−
a
2
τ(
u
K3|z|
)
)
du = |z|N
∫ ∞
0
tN exp
(
−
a
2
τ(
t
K3
)
)
dt.
Now, we can follow the first part of the proof of Proposition 7.3 to obtain that
(7.8)
∫ ∞
0
∣∣∣ea (u
z
)∣∣∣ uN−1du ≤ C2KN3 T 4/aN |z|N = C2KN3 T 8xN |z|N .
Gathering (7.5), (7.6), (7.7) and (7.8), we get
(7.9)
∣∣∣∣∣fλ(z)−
N−1∑
p=0
λp
zp
p!
∣∣∣∣∣ ≤ 2C2|λ|T̂x,hC1
(4hK3
K2
)N
T 8xN |z|
N .
A straightforward application of Cauchy’s integral formula for the derivatives (as in the proof of
Lemma 6.4) shows that there exists a constant r, depending only on γ and δ, such that whenever
z is restricted to belong to Sγ , one has that for every p ∈ N,
|f (p)(z)| ≤
2C2|λ|T̂x,h
C1
(4hK3r
K2
)p
p!T 8xp .
So, putting k0 := 4K3rK2 (independent from x and h), we see that fλ ∈ AT̂ 8x,k0h(Sγ) and ‖fλ‖T̂ 8x,k0h ≤
2C2
C1
|λ|
T̂x,h
. Since the map sending λ to fλ is clearly linear, this last inequality implies that the map
is also continuous from Λ
T̂x,h
into A
T̂ 8x,k0h
(Sγ). Finally, from (7.9) one may easily deduce that
B(fλ) = λ, and we conclude. 
Remark 7.5. Indeed, the estimates in (7.9) show precisely that the function fλ admits the series
f̂λ as its uniform asymptotic expansion in the sector Sδ, with constraints given mainly in terms of
the sequence T 8x. The link between the classes of functions admitting such an expansion and the
ultraholomorphic classes studied in this paper is extremely strong, as it can be seen in [33].
We may infer also the existence of extension operators in the classes associated with the weight
functions corresponding to the weight matrices T̂ .
Corollary 7.6. Let τ be a normalized weight function with γ(τ) > 0 which satisfies (ω3) and (ω4),
let γ, T and T̂ be as in the previous Theorem, and let ω be the weight function given in Theorem 5.3,
in such a way that A
{T̂ }
(Sγ) = A{ω}(Sγ). Then, for every l > 0 there exists l1 > 0 such that there
exists a linear and continuous map
λ ∈ Λω,l 7→ fλ ∈ Aω,l1(Sγ)
such that for every λ one has B(fλ) = λ.
Proof. Let Ω := {W x : x > 0} be the weight matrix associated with the weight function ω, i.e.
W xp := exp
(
1
xϕ
∗
ω(xp)
)
, and T̂ := {T̂ x : x > 0}, where T̂ xp := p!T
x
p for each x > 0 and p ∈ N. We
may apply (2.5) in order to deduce that A
{T̂ }
(Sγ) = A{Ω}(Sγ). It turns out that, independently
and by similar arguments, related only to the way the classes are defined, the same equality will
hold for the corresponding ultradifferentiable spaces, introduced in [35, Chapter 7] (see also [28,
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4.2]). Now, Theorem 4.6 in [28] states that this equality in the ultradifferentiable case amounts to
the equivalence of the corresponding weight matrices, in the sense that
∀ x > 0 ∃ y > 0 ∃ C > 0 : ∀p ∈ N W xp ≤ C
pp!T yp , and(7.10)
∀ y > 0 ∃ x > 0 ∃ D > 0 : ∀p ∈ N p!T yp ≤ D
pW xp .(7.11)
We fix l > 0. By (7.10), there exist x > 0 and C1 > 0 such that for every p ∈ N one has
W lp ≤ C
p
1p!T
x
p . So, given λ ∈ Λω,l, for every p ∈ N we have
|λp| ≤ |λ|ω,lW
l
p ≤ |λ|ω,lC
p
1p!T
x
p ,
what implies that λ ∈ Λ
T̂x,C1
and |λ|
T̂x,C1
≤ |λ|ω,l. Now, consider the function fλ given by the
previous theorem, which belongs to A
T̂ 8x,k0C1
(Sγ), depends on λ in a linear continuous way (so,
there exists A > 0 with ‖fλ‖T̂ 8x,k0C1 ≤ A|λ|T̂x,C1), and is such that B(fλ) = λ. By (7.11) there
exists l0 > 0 and C2 > 0 (independent from λ) such that for every p ∈ N, T̂ 8xp ≤ C
p
2W
l0
p , and by
property (M{L}) for Ω, there exist l1 > 0 and D > 0 such that (k0C1C2)pW l0p ≤ DW
l1
p . Then, we
obtain that for every p ∈ N and every z ∈ Sγ ,
|f (p)(z)| ≤ ‖fλ‖T̂ 8x,k0C1(k0C1)
pT̂ 8xp ≤ ‖fλ‖T̂ 8x,k0C1
(k0C1C2)pW l0p
≤ D‖fλ‖T̂ 8x,k0C1
W l1p ≤ AD|λ|T̂x,C1
W l1p ≤ AD|λ|ω,lW
l1
p .
This means that f ∈ Aω,l1(Sγ) and, moreover, ‖fλ‖ω,l1 ≤ AD|λ|ω,l, so that the map is linear and
continuous between the corresponding spaces. 
Using Corollary 5.6 we can prove now our second main extension theorem, here we are starting
with the weight matrix “containing factorials”.
Theorem 7.7. Let ω be a normalized weight function satisfying (ω3), (ω4) and γ(ω) > 1, and let
Ω = {W x : x > 0} be the associated weight matrix. Then for all 0 < γ < γ(ω)− 1 and for all x > 0
there exist y > 0 and a continuous linear extension operator
(7.12) Eωγ,x : Λω,x −→ Aω,y(Sγ),
i.e. (BEωγ,x)(λ) = λ holds true for any sequence λ ∈ Λω,x. In particular, the map B : A{ω}(Sγ) −→
Λ{ω} is surjective.
Proof. First, by Corollary 4.5, we obtain γ((ω⋆)ι) = γ(ωwx) = γ(ωWx) − 1 = γ(ω) − 1, hence
γ(ωwx) > 0, ωwx has (ω1) and moreover (ω⋆)ι∼ωwx for all x > 0. Thus, each weight ωwx satisfies
the requirements to apply the first main extension result, Theorem 7.4, and we do it for the choice
τ := ωw1 . We get that for given 0 < γ < γ(τ) = γ(ω)− 1 there does exist some k0 > 0 such that
for any h > 0 and x > 0 we can construct a linear and continuous map
(7.13) Eγ,h : ΛT̂x,h −→ AT̂ 8x,k0h(Sγ), λ 7→ fλ,
such that B(fλ) = λ for all λ ∈ ΛT̂x,h. Let l > 0 be given, arbitrary but from now on fixed and
let λ ∈ Λω,l ≡ ΛW l,1. We follow the proof of Corollary 7.6 and use the equivalence T̂ {≈}Ω to get
W lj ≤ h
j T̂ xj for some x, h > 0 and all j ∈ N resp. (k0h)
j T̂ 8xj ≤ (k0hh1)
jW l1j ≤ CW
l2
j for some
h1, C > 0 and indices l1, l2 > 0 and all j ∈ N, where in the last step we have used (2.4). Hence,
using (7.13), we have obtained now an extension operator
Eωγ,l : Λω,l −→ Aω,l2(Sγ),
i.e. (BEωγ,l)(λ) = λ holds true for any sequence λ ∈ Λω,l as desired. 
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Remark 7.8. Unfortunately, and as it already happened in Corollary 7.6, we do not know whether
in (7.12) we can have y = cx for some c > 0 not depending on given x. More precisely, the
equivalence T̂ {≈}Ω does not imply necessarily x = cl, l1 = c18x, moreover h, h1 both are depending
on given l, hence l2 = Al1 for some A also depending on l (see (2.4)).
7.1. Application to a mixed setting. As commented in the introduction, the known extension
results for Denjoy-Carleman ultraholomorphic classes of Roumieu type in unbounded sectors by V.
Thilliez [39] or J. Schmets and M. Valdivia [37] impose growth conditions on the weight sequence
defining the classes, namely moderate growth in the first case, and (β2) condition (see (7.15)) in
the second one. The aim in this last paragraph is to indicate how our previous results may be used
in order to obtain extension results in a mixed setting under minimal assumptions on the sequence.
We will discuss two situations:
(a) Let us consider a weight sequence M̂ which is (lc) and has (γ1). As a consequence of
the results by H.-J. Petzsche (see [25]), M̂ may be substituted by a strongly equivalent
sequence L̂ which is (slc) and also has (γ1). We write L̂ = (n!Ln)n∈N0 , in such a way that
L := (Ln)n∈N ∈ LC and γ(L) = γ(L̂)− 1 = γ(M̂)− 1 > 0 (see Subsection 4.2).
Consider now the associated weight function for L, τ := ωL, which is a normalized
weight function with (ω3) and (ω4), and satisfies γ(τ) ≥ γ(L) > 0 (see Remark 4.7). Let
T = {T x = (T xp )p∈N : x > 0} be its associated weight matrix, and consider the weight
matrix T̂ = {T̂ x : x > 0} where T̂ x = (p!T xp )p∈N. It turns out that T
1 = L, and so T̂ 1 = L̂.
Hence, by Theorem 7.4 for any 0 < γ < γ(τ) there exists k0 > 0 such that for every
h > 0, one can construct a linear and continuous map
(7.14) λ ∈ Λ
L̂,h
≡ Λ
T̂ 1,h
7→ fλ ∈ AT̂ 8,k0h
(Sγ)
such that for every λ one has B(fλ) = λ. Moreover, since M̂≃L̂ we have Λ{M̂} = Λ{L̂},
and we deduce that B(A
{T̂ 8}
(Sγ)) ⊃ Λ{M̂}.
(b) Suppose now that M̂ ∈ LC and γ(ω
M̂
) > 1, then we may apply Theorem 7.7. An example
of this situation is presented in [12] in which γ(M̂) = 1, so M̂ does not have (γ1), what
excludes the possibility of applying another extension results.
Remark 7.9. It is interesting to note that, in case the previously considered weight sequence M̂
has (lc), (γ1) and (mg), we recover exactly the extension result of V. Thilliez [39, Theorem 3.2.1].
To see this, first note that (mg) is stable under (weak or strong) equivalence of sequences, so the
sequence L̂ in the previous item (a) will also have (mg), and the same will hold for the sequence
L, as indicated in Subsection 2.1. So, on one hand, by Lemma 2.4.(iii) the weight function τ has
(ω6), and Remark 2.3 implies that the matrix T , and consequently also the matrix T̂ , is constant,
in the sense that all the weight sequences appearing in it are equivalent to each other. This means
then that M̂ is equivalent to T̂ 8. On the other hand, as indicated in Remark 4.7 and again by
the moderate growth of L, we have γ(τ) = γ(L) = γ(M), and so the previous extension operator
in (7.14), existing whenever 0 < γ < γ(M) = γ(M̂)− 1, can be seen as
λ ∈ Λ
M̂,h
7→ fλ ∈ AM̂,k1h
(Sγ)
for some suitable k1 > 0 not depending on h. In this case, B : A{M̂}(Sγ) → Λ{M̂} is surjective.
This is precisely the form of the extensions provided in Theorem 3.2.1 in [39].
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The next example shows that there do exist sequences for which previously known extension results
by V. Thilliez or J. Schmets and M. Valdivia cannot be applied.
Example 7.10. We first recall that condition (γ1) for a log-convex weight sequenceM is equivalent
to the following condition (see [25, Proposition 1.1]):
(β1) :⇔ ∃ k ∈ N>1 : lim inf
p→∞
µkp
µp
> k.
Also in [25] the following condition was introduced:
(7.15) (β2) :⇔ ∀ ε > 0 ∃ k ∈ N>1 : lim sup
p→∞
(
Mkp
Mp
) 1
p(k−1) 1
µkp
≤ ε.
In [37, Lemma 2.2 (b)] it was pointed out that, by Stirling’s formula, M has (β2) if, and only if, m
has (β2).
We show now that there exist sequences M ∈ RN>0 which satisfy m ∈ LC and such that:
(i) (β2), (β1) and (mg) are violated.
(ii) (β2) and (mg) are violated, but nevertheless (β1) holds.
(i) We define m := (mp)p by putting mp := qf(p), where q ≥ exp(1) and f : [0,+∞)→ [0,+∞) is
a convex function with f(0) = 0 and limp→∞ f(p) = +∞ defined as follows:
Let (aj)j≥1 be an increasing sequence in N>0 with aj+1 ≥ aj ·j for all j ∈ N>0. Furthermore denote
by Gs = (Gsp)p the Gevrey-sequence, i.e. G
s
p = p!
s, s > 1. Consider now the set of points
P := {(aj, j log(aj !))}.
For j ≥ 1 let Lj be the line connecting the points (aj , j log(aj !)) and (aj+1, (j +1) log(aj+1!)) with
slope lj :=
(j+1) log(aj+1!)−j log(aj !)
aj+1−aj
. For j = 0 let L0 be the line connecting (0, 0) with the point
(a1, log(a1!)).
By the log-convexity of G1, the points on the line L0 lie above each point on {(p, log(p!)) : 0 < p <
a1}. By choosing (aj)j increasing fast enough we can achieve that (lj)j is increasing:
For this note that lj ≥ l˜j , where l˜j is the slope of the straight line L˜j connecting the points
(aj , j log(aj !)) and (aj+1, j log(aj+1!)). By convexity and the properties of the Gevrey-sequences
l˜j is tending to infinity as aj+1 → ∞, and so one recursively choose the aj in such a way that
lj+1 ≥ l˜j+1 ≥ lj .
We put f(p) equal to the height of the segment Lj at the point p for all p ∈ N with aj ≤ p ≤ aj+1.
Since (lj)j is increasing, m is log-convex (and so M is strongly log-convex). Moreover by construc-
tion and convexity f(p) ≥ j log(p!) for all p ≥ aj , which proves mp ≥ Gjp for all p ≥ aj (and
arbitrary j ∈ N>0). Since
∀ h > 0 ∃ C ≥ 1 ∀ p ∈ N : Gjp ≤ Ch
pGj+1p ,
we get that
∀ h > 0 ∃ C ≥ 1 ∀ p ∈ N : Gsp ≤ Ch
pmp
for any s > 1. So the sequence m is “beyond all Gevrey sequences”, and this fact excludes (mg)
(see [22]) for m and, equivalently, for M .
Let us see that condition (β2) does not hold:
The expression in this condition gives qS(k,p) with S(k, p) := 1p(k−1) (f(kp)−f(p))− (f(kp)−f(kp−
1)). So, in fact S(k, p) is measuring the difference of two different slopes of {(p, f(p)) : p ∈ N}. For
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any k ∈ N and for all j ≥ k we get kaj ≤ jaj ≤ aj+1, so S(k, aj) = 0, what implies that
lim sup
p→∞
qS(k,p) ≥ lim sup
j→∞
qS(k,aj) = q0 = 1,
what excludes (β2). Analogously we see that (β1) does not hold either: for any p such that
aj ≤ p− 1 < p ≤ aj+1 we have that mp/mp−1 = elj , and this implies that for any given k ∈ N, and
whenever j ≥ k, we have kaj ≤ jaj ≤ aj+1 and
µkaj
µaj
=
kajmkaj/mkaj−1
ajmaj/maj−1
= k,
whence lim infp→∞
µkp
µp
= k. So, γ(m) = 0 follows in this case.
It is worthy to comment that another example in this situation is the sequence M̂ mentioned in the
previous item (b) before Remark 7.9, and which is included in [12]. M̂ is (slc) and does not have
(γ1), so that it does not have (β2) either (see [37, p. 223]). Moreover, M̂ does not have (mg).
(ii) However, from the previously constructed sequence M (or the sequence M̂ in (b)) it is possible
to get a sequence with (β1), and without (β2) and (mg).
For this we point out the following: Let M be log-convex, then lim infp→∞
µkp
µp
≥ 1 holds. Then,
the sequence P := (p!2Mp)p always satisfies (β1): Note pip = p2µp, hence lim infp→∞
πkp
πp
= k2 ·
lim infp→∞
µkp
µp
≥ k2 > k. On the other hand, if M is the sequence in (i), M does not satisfy (β2)
either (mg), and the same is true for P since, as already commented, these two properties are stable
under multiplication by the factorials.
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