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R6sum6. Nous montrons que le langage de mots infinis reconnu par un automate boustroph6don 
est rationnel. Le r6sultat est effectif. 
Abstract. We show that the to-language accepted by a two-way finite automaton is regular. The 
result is effective. 
Un automate boustroph6don est un automate fini (non d&erministe) muni d'une 
t&e de lecture pouvant se d6placer dans les deux sens. Le comportement fini d'un 
tel automate st bien connu: il est identique h celui d'un automate fini (cf. [5] et 
[4]). Nous montrons ici qu'il enest  de m~me de son comportement infini. 
Dans ce qui suit A d6signe un alphabet fini, A* l'ensemble des mots finis sur A 
et A ~' celui des mots infinis. Ces deux ensembles ont munis de leur structure 
habituelle de semi-groupe (cf. [3]). Si u ¢ A + et L_c A +, on note u '° le mot infini 
d6fini par u ~' = uuu. . ,  et L '~ l 'ensemble des mots infinis de la forme ot = U~UEU3... 
avec ui ~ L. 
Un automate boustroph6don B = (Q, i, T, F)  sur l 'alphabet A est constitu6 d'un 
ensemble fini d'&ats Q contenant un &at initial i et une partie T d'6tats terminaux, 
et d'un ensemble de fl~ches F ~ Q x (A u fi~) × Q o6 fi, ={t i [a  ~ A} est une copie 
disjointe de A. 
La lecture du mot fini ou infini a e A ~ = A* u A '° s'effectue selon les transitions: 
upa I-- uaq 
uap  ~- uqa 
si (p, a, q) ~ F, 
si (p, ti, q )¢  F, 
(1) 
oil a = uaf l  (u  ~ A*, a ~ A, /3 e A~). Pour plus de pr6cision, ces transitions eront 
parfois not6es 
upaB , uaqB et uapB , uqafl. 
(p,a,q) (p,&q) 
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Informellement le mot infini a ~ A '° est reconnu par B s'il admet une lecture 
couvrante commen~ant sur le bord gauche dans l'&at initial et passant une infinit6 
de fois dans un 6tat terminal. Nous noterons Ilnll la partie de A °' constitu6e des 
mots infinis reconnus par B. De fa~on pr6cise, nous dirons que a ~ II B II ssi il existe 
une suite (qn)n~ d'6tats v6rifiant: 
pour tout n, Unq,,a,, ~- un+~q~+la.+~ (u, ~ A*, an ~ A~), 
UoqoOt o= iot 
pour tout k, il existe n tel que l un ] > k, 
(2) 
qn e T pour une infinit6 de n. 
Rappelons (cf. [2]) que les parties rationnelles de A °' correspondent au comporte- 
ment infini des automates finis (non d&erministes) et sont donn6es par les r6unions 
finies de parties de la forme LK  '° ofa L (respectivement K) sont des rationnels de 
A* (respectivement A4-). 
Notre r6sultat peut alors s'6noncer ainsi. 
Th6or6me 1. Pour tout automate boustrophedon B le langage IIBII des mots infinis 
reconnus par Best  une partie rationnelle de A °'. 
La preuve consiste ~t partitionner A + en classes rationnelles KI , . . . ,  K ,  ~ l'aide 
d'une congruence finie, $ montrer que cette congruence 'sature' IIBII en ce sens que 
l'on peut exprimer l[B II en une r6union (infinie) de produits (infinis) K,, K,2. . .  puis, 
gr$ce au th6or~me de Ramsey, h se ramener ~ une r6union finie de la forme 
Ilnll =Llp K,p(gj,,)", formule inspir6e de la 'repr6sentation canonique' de [1]. 
Rappelons que A ÷= A* -1  d6signe l'ensemble des mots non vides sur A. Nous 
d6signerons par C l'ensemble des chemins finis non vides dans B, c'est h dire la 
partie de F4- constitu6e des roots du type 
c=(qo, Xl, ql)(ql, x2, q2)...(qn--l, Xn, qn) (n~>l) (3) 
et par Ct l 'ensemble des chemins terminaux (chemins finis passant par un 4tat 
terminal). 
Nous d6signerons par E l'application de C dans Q × Q qui au chemin (3) associe 
le couple E(c )= (qo, q,,) des extr6mit4s de c. On l'6tend de fa~on naturelle aux 
parties en une application encore not6e E:2C--> 2 °×°. 
Nous noterons ¢- la fermeture transitive de ~. On a donc up~3 ~- u'p'/3' (u, u 's  A*; 
/3,/3'e A ~°) ssi il existe un chemin (3) v&ifiant, pour tout k, 
U~k/3k  I Uk + l qk + lPk 4- ! 
( qk, xk, qk + l ) 
avec Uoqoflo = up~3 et unqn/3. = u'p'/3'. NOUS noterons alors 
4- 
up~3 u' p'/3'. 
c 
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Pour chaque mot u s A + on d6finit les ensembles de chemins et les relations entre 
&ats suivants: 
+ 
gg(u) ={ce Cl=ip, q, pu t- qu} et Rl(u) = E(gg(u)), 
C 
ggt(u) = gg(u) n Ct 
+ 
dd(u) = {c 6 C I3p, q, up ~- uq} 
c 
et R2(u)= E(ggt(u)), 
et R3(u)= E(dd(u)), 
ddt(u) = dd(u) n Ct 
+ 
gd(u) ={ce C[:::lp, q, pu ~- uq} 
C 
et R4(u)= E(ddt(u)), 
et Rs(u)= E(gd(u)), 
gdt(u) = gd(u) c~ Ct 
+ 
dg(u) = {c~ cl lp, q, up ~ qu} 
C 
dgt(u) = dg(u) n Ct 
et R6(u)= E(gdt(u)), 
et R7(u) -- E(dg(u)), 
et Rs(u)= E(dgt(u)). 
C0nsid6rons l'6quivalence ~ d6finie sur A ÷ par ~(u) = ~(v) ssi Rk(U) = Rk(V) 
(k = 1 , . . . ,  8). On a alors le lemme suivant. 
Lemme 1. ~' est une congruence finie sur A +. 
Preuve. ~ est trivialement une 6quivalence finie. Pour voir que c'est une congruence, 
supposons que ~(u)= ~(u') et ~(v)= ~(v'), et montrons que ~(uv)= ~(u'v'). 
L'6galit6 
gg( uv ) = gg( u ) + C n gd( u )gg( v)(dd( u)gg(v) * dg( u ) 
fournit la formule 
Rl(uv)= g~(u) u gs(u)gl(V)(R3(u)g](v))*R7(u) (4) 
dans laquelle le produit d6signe la composition des relations dans Q x Q. 
Les 6galit6s Rk(U)= Rk(U') et Rk(V)= Rk(V') (k = 1 , . . . ,  8) jointes ~ (4) four- 
nissent donc Rl(uv)= Rl(u'v'). 
On obtient de fagon analogue les 6galit6s Rk(Ut 0 = Rk(U'V' ) (k = 2, . . . ,  8). [] 
Le lemme suivant est plus technique. 
Lemme 2. Si upv ~- uvq et si ~(u) = ~(u') et ~(v) = ~(v'), alors il existe un chemin 
c 
c' ~ C tel que u' pv' ~ u' v' q. Si de plus c ~ Ct, on peut choisir c' dans Ct. 
Preuve. Partant de l'6galit6 
{c~ Cl::lp, q, upv ~ uvq}= 
= C n[(gg(v)dd(u))*gd(v)+dd(u)(gg(v)dd(u))*gd(v)] 
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on obtient 
+ 
{(p, q)13c c C, upv t.-- uvq}= 
c 
=(R, (v )R3(u) )*Rs(v )u  Ra(u) (R , (v )Ra(u) ) *Rs(v )  
4- 
= {(p, q) [3c  ~ C, u'pv' ~- u'v'q}, 
c 
d'ofi la premi6re partie du lemme. 
La seconde par t ie  s'obtient de la m~me fa~on en rempla~ant C par Ct et en 
partant de l'6galit6 
+ 
{co Ct l3p,  q, upv ~- uvq}= 
c 
= C ~ [XY*gd(v)  + Y*gdt(v) + ddt(u)  Y*gd(v) 
+dd(  u ) XY*  gd( v ) + dd( u ) Y* gdt(v) ], 
avec 
X=ggt (v )dd(u)+gg(v)ddt (u )  et Y=gg(v)dd(u) .  [] 
Nous en d6duisons le lemme suivant. 
Lemme 3. Soient ce=u~u2. ,  et c~'= ' ' • u lu2 . . ,  deux mots infinis (avec ui, u ieA  +) 
vdrifiant ~g(ui)= ~g( u'i) pour tout i. 
Alors a ~ I[B H ssi ol' ~ II Bll. 
Preuve. Supposons a s IIBII et soit c = (qo, x~, q~)(q~, x2, q2) . . ,  un chemin infini 
commen~ant dans l '&at initial, passant une infinit6 de lois par un terminal et 
correspondant ~une lecture couvrante de a. 
D'apr~s (2) on peut d&erminer une suite strictement croissante d'indices (k~)n~> 1 
et une factodsation de c enc  = c~c2.. .  (c,, ~ Ct) v6dfiant 
d- 
poUl  . • • Uk~ ' Ul  • • • Uk~Pl, 
el 
- + 
U 1 . . .  Uk .nPnUkn+l  . . .  Ukn+l  I U 1 . . .  Uk~+~pn+ 1 (n >I 1). 
Cn+ l 
' ' . ' (avecuo=Ub= Posons, pour tout n I> 1, Wn = Ukn_ l+ l  • • . Uk  net  wn = Uk~_,+l. Ukn 
1). On a donc a = wlw2. . . ,  ,v'= w~w~. . . ,  ~(Wn) = ~(w' )  pour tout n (Lemme 1) 
et les relations 
-k 
poW~, wtp~ 
¢1 
+ 
wl . . .  w,,p,,w,,+l I wl . . .  w,,+lp,,+l (n >t 1). 
Cn + l 
(5) 
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Puisque R6(W'l) = R6(w~) on peut d'apr~s (5) trouver un chemin c~ ~ Ct v6dfiant 
+ 
poW',  w~p,. (6) 
cl 
De la m6me fa~on les 6galit6s ~(w'i. •. w ' )= ~(wl . . .  w~), ~(W'+l)= ~(w,+l) et 
les relations (5) jointes au Lemme 2 montrent que l'on peut pour tout n i> 1 trouver 
un chemin ' c~+, ~ Ct v6dfiant 
+ 
t I ! ! t 
w~ ... w,,p,,w,,+1, w~. . .  w,.~p,.i. (7) 
C~+I 
L'616ment de F °' d6fini par c '= ' ' . c~c2 . ,  est donc un chemin dans B (d'apr~s (6) 
et (7)), commen~ant dans l'6tat initial (d'apr~s (6)), passant une infinit6 de fois par 
un terminal (car c" ~ Ct) et correspondant (d'apr~s (7)) ~ une lecture couvrante de 
a'. On a donc a '~ [{BH, ce qui ach~ve la preuve. [] 
Preuve du Th6or/~me 1. Nous pouvons maintenant achever la preuve du Th6or6me 
1. Consid6rons pour cela l'ensemble R =U.,,~siBll ~(u)(~(v))  °'. C'est une partie 
rationnelle de A '° qui d'apr6s le Lemme 3 est contenue dans ]] B [[. R6ciproquement, 
si ot ~ I[BH, ~ 6tant finie, le th6or6me de Ramsey nous assure l'existence d'une 
factorisation a = U~)l~2... dans laquelle tous les  vi appartiennent ~ une m6me 
~-classe, disons ~(v). On a alors uv °" ~ HBI[ d'apr~s le Lemme 3 et donc a e R. On 
obtient ainsi l'6galit6 
IIBII= U ~(u)(~(v)) ° (8) 
.,.,'°~ II BII 
qui prouve la rationalit6 de B. [] 
Lorsque l'on travaille avec un automate boustroph6don, il peut sembler plus 
naturel d'autoriser le d6but de la lecture en un endroit quelconque du mot plut6t 
que de l' imposer sur le bord gauche (cf. [4]). Notons I[Bll~ le langage des mots 
infinis ainsi reconnus, c'est h dire admettant une lecture couvrante commen~ant en 
un endroit quelconque dans l'6tat initial et passant une infinit6 de fois par un 
terminal. On a donc a~ ]IBI]~ ssi il existe une suite (q,,),,~ d'6tats v6rifiant les 
conditions (2') obtenues ~ partir de (2) en rempla~ant "uoqoao = ia" par "qo = i" 
et en ajoutant la condition "il existe n tel que u,, = l"  
On obtient alors le th6or~me suivant. 
Th6or~me 2. Pour tout automate boustroph~don B le langage [[B[I ~ est une pattie 
rationnelle de A °'. 
Preuve. Elle s'obtient en apportant A celle du Th6or6me 1 les modifications suivantes. 
On introduit les ensembles et relations suppl6mentaires suivants: 
+ 
i d (u )={ce  C[=lq, u', u", u'iu"~ uq} et R9(u)=E(id(u)),  
C 
+ 
" u ' iu"  ig (u)={c~C[3q,  u ' ,u ,  ~-qu} et R~o(u)=E(ig(u)). 
c 
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On remplace ~ par l'~quivalence ~' d6finie par ~g'(u)= ~'(v) ssi Rk(u)= Rk(V) 
(k= 1 , . . . ,  10). 
On v6rifie la validit6 des Lemmes 1', 2', 3' obtenus h partir des Lemmes 1, 2, 3 
en remplagant ~ par ~' et II B II par II B II,. La v6rification est facile pour le premier. 
Elle se fait sans modification pour le second. Enfin il faut dans la preuve du troisi~me 
remplacer le chemin Cl par un produit h~c~ (h~ ~ C, c~ ~ Ct) v6rifiant 
U 1 . . .  Uko- lX iyUko+l  . . .  Uk  1 
+ + 
~'-1 pOu l  " " " uk '  I - ' -  u I  " " " (k°<kl)"  
f On obtient w~ V~UkoV2, W l : ~)~ ! ! = UkoV2 avec Uko=Xy. On utilise alors les 6galit6s 
Rk(Uko)=Rk(U'ko) (k=9,  10) et les 6galit6s R7(vl)=R7(v~),  RT(VlUko)=R7(v~U'ko) 
pour obtenir un chemin h~ ~ C v6rifiant 
+ 
! t .  t t vlx  ty v2~'~"powl  (U'ko=X'y'). (9) 
Les autres chemins c" (n i> 1) s'obtiennent comme pr6c6demment e l'on conclut 
en utilisant (9) pour v6rifier que c '= h~ ' ' . c~c2., est couvrant. 
On peut alors terminer la preuve du Th6or~me 2 comme on terminait celle du 
Th6or~me 1 en rempla~ant les r6f6rences fi IIBII et au Lemme 3 par des r6f6rences 
I[nlll et au Lemme 3' pour obtenir 
IIBII, = L..J []  ( lo)  
uv~'~llBII1 
Pour terminer, montrons que les r6sultats obtenus sont effectifs. Cela repose sur 
le lemme suivant. 
Lemme 4. Soient u, v~A + avec ~(v2) = ~(v). Alors uv ~" IIBII ssi il existe q~Q et 
c ~ Ct v~rifiant 
+ 
(i, q )~R5(uv)  et uvqb~ uvvq. (11) 
c 
Preuve. Supposons a = uv°'~ Ilnll et reprenons les notations du Lemme 3 avec 
a = UlU2...  (Ul = u, u,  = v pour  n>~2).  Soit  q un 6tat apparaissant deux fois dans 
(5). On a alors c = d~d2o" (dl, d2~ Ct, o-e F ~) et deux entiers r, s~ > 1 v6rifiant 
+ + 
iuv ~ ~ uvrq, uvrqv  s ~ uv~+~q. 
d! d 2 
Mais d'apr~s les ~galit6s ~(v ~) = ~(v ~) = ~(v) et le Lemme 2 on peut trouver des 
chemins d~, d~ ~ Ct v6rifiant 
+ + 
iuv ~ uvq, uvqv ~ uvvq, 
dl  d~ 
d'o~ (11). 
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R6ciproquement, supposons (11) v6rifi6. On dispose alors de chemins c~ ~ C et 
c2 ~ Ct v6rifiant 
+ ÷ 
iuv , uvq et uvqv , uvvq. (12) 
CI t~ 2 
Puisque ~(v 2) = ~(v), en appliquant le Lemme 2 ~ (12), en obtient un chemin 
c3 E Ct v6dfiant 
÷ 
Ut~2 qv  ~' uvvvq 
C3 
et, par r6currence, des chemins c. ~ Ct v6rifiant 
÷ 
ul)n- l  ql.) I ul3nq, 
Cn 
d'o  uv II nil. [] 
Nous pouvons maintenant prouver le th6or~me suivant. 
Th6or~me 3. Pour tout automate boustrophddon B, on peut effectivement construire 
des automates finis reconnaissant IIBll et Il B ll l. 
Preuve. Construisons un automate fini reconnaissant [[BI[. 
I1 est d'abord clair que l'on peut effectivement calculer le semi-groupe fini A÷/~' 
et obtenir ainsi pour chaque u et v des automates finis reconnaissant ~(u) et ~(v) 
et en d6duire (comme dans [2, p. 388]) un automate fini reconnaissant ~g(u)(~(v))% 
D'autre part, puisque L~'= (Lk) " pour tout L_  A ÷ et k~ > 1, on peut supposer 
dans (8) que ~(v) = ~(v 2) est idempotent. On peut done d'apr6s le Lemme 4 d6cider 
de l 'appartenance d uv" ~ Ilnll et construire un automate fini reconnaissant IIBll 
partir de ceux reconnaissant les ~(u)(~(v))% 
Pour construire un automate fini reconnaissant [[ B [[i on utilise la m6me technique 
en partant de la formule (10) et en utilisant le Lemme 4' obtenu ~ partir du Lemme 
4 en rempla~ant Rs(uv) par R9(uv ). [] 
Remarque. Un calcul facile montre que si B contient n 6tats, les automates construits 
ci-dessus ont de l'ordre de 212sn" 6tats. Nous ignorons si cette construction est 
optimale. 
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