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Let m be a centered Gaussian Radon measure on a Banach space E, and let
Hm ı E be its reproducing kernel Hilbert space with unit ball Km . We prove that for
the m-average widths d (a)n (E, m) of E and the classical Kolmogorov widths dn(Km, E)
we have
d (a)n (E, m)£ n−a(log n)b iff dn(Km, E)£ n−1/2−a(log n)b
for any a > 0, b ¥ R. Moreover, order optimal subspaces for dn(Km, E) are order
optimal for d (a)n (E, m) as well. Furthermore, we show that for the probabilistic
widths d (p)n, d(E, m) we have the estimate
1
2 d
(a)
n (E, m) [ d (p)n, d(E, m) [ c1 d (a)n (E, m)(1+`log 2/d )
for some universal constant c1 > 0 and for all d < d0 . These results are applied to
find concrete estimates in some specific settings. © 2002 Elsevier Science (USA)
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1. STATEMENT OF RESULTS
Let E be a Banach space and X ı E be a bounded subset. Denote by
Ln the collection of all linear subspaces N ı E with dimN< n. The
Kolmogorov n-width of X in E is defined to be
dn(X, E) := inf
N ¥ Ln
sup
x ¥X
||QNx||,
where QN: EQ E/N is the canonical quotient mapping (and, of course,
||QNx||=infn ¥N ||x−n||). For a linear operator T: FQ E mapping from
another Banach space F into E, let
dn(T) :=dn(T(BF), E),
where BF :={y ¥ F : ||y|| [ 1} is the unit ball of F.
Assume now that on E we have a Radon Borel measure m with finite
first moment. We set
d (a)n (E, m) := inf
N ¥ Ln
F
E
||QN(x)|| dm(x).
This quantity is called the average Kolmogorov n-width of E with respect to m.
Besides the average widths, one is also interested in the probabilistic
widths, that is, limits which are ‘‘seldom’’ surpassed by ||QNx||. For N ¥ Ln
and d > 0, let
e(E, N, m, d) :=inf{+ > 0 : m({x ¥ E : ||QNx|| > +}) [ d}
and define the probabilistic Kolmogorov (n, d)-width of E with respect to m
to be
d (p)n, d(E, m) := inf
N ¥ Ln
e(E, N, m, d).
It is easy to see that, for N ı E closed,
F
E
||QN(x)|| dm(x)=F
1
0
e(E, N, m, d) dd,
and consequently
F 1
0
d (p)n, d(E, m) dd [ d (a)n (E, m). (1)
Equality in general fails to hold, as is easily seen by studying e.g.
atomic measures. For Gaussian measures, however, we shall find below
(Corollary 1.1) a converse inequality.
We assume from now on that m is a Gaussian probability measure; that
is, for all a ¥ E* in the dual space of E the induced measure m p a−1 on R is
Gaussian. It is well-known that there exists a compact operator T: HQ E
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mapping from some (separable) Hilbert space such that the following
holds: For some (any) ONB (ej)
.
j=1 of H and any sequence (tj)
.
j=1 of
independent, standard normal random variables, the series
XT :=C
.
j=1
tj ·T(ej)
converges a.s., and the distribution of the vector XT equals m. In fact, one
may choose T to be the canonical embedding of the reproducing kernel
Hilbert space Hm into E. If T and m are connected in this way, we shall say
that T generates m. We refer the reader to [19] and [14] for a more
detailed treatment of this subject.
In the following, the following notation is used: For two sequences
(an)
.
n=1 , (bn)
.
n=1 of real numbers, we write an Q bn iff there is C > 0 such
that an [ Cbn holds for all n ¥ N. Further, an £ bn denotes weak asymptotic
equivalence; i.e., an Q bn Q an .
A series of subspaces Nn ¥ Ln is said to be order optimal for d (a)n (E, m) iff
F
E
||QNn (x)|| dm(x)Q d
(a)
n (E, m);
order optimal subspaces for dn(T) are defined analogously. Our first result
is as follows:
Theorem 1.1. Let a > 0 and b ¥ R be arbitrary and m be generated by T.
(i) There is some c0 > 0 such that, for all n ¥ N, we have
`n ·d2n−1(T) [ c0 · d (a)n (E, m).
(ii) Assume that there is some series of subspaces Nn ¥ Ln such that
||QNnT|| [ n
−1/2−a(log n)b.
Then it follows that
F
E
||QNn (x)|| dm(x)Q n
−a(log n)b.
Especially, dn(T)Q n−1/2−a(log n)b implies d (a)n (E, m)Q n−a(log n)b.
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(iii) We have
dn(T)£ n−1/2−a(log n)b iff d (a)n (E, m)£ n−a(log n)b.
In this case, any sequence of subspaces which is order optimal for dn(T) is
order optimal for d (a)n (E, m) as well.
Note 1.1. (i) We denote again by Hm the reproducing kernel Hilbert
space of m with unit ball Km . Since we may choose T=id: Hm Q E, we
may replace ||QNT|| with supx ¥Km ||QNx|| and dn(T) with dn(Km, E) in all
statements. However, the operator notation is preferred due to its easier
handling in the proofs.
(ii) One may wonder whether or not order optimal subspaces for
d (a)n (E, m) are order optimal for dn(Km, E) as well. Although it seems very
likely that this is true, we can not prove it yet.
Our second result shows that for Gaussian measures m the probabilistic
widths can be estimated against the average widths:
Theorem 1.2. Let m be a centered Gaussian Radon measure. There is a
number c1 > 0 independent of m such that, for all d ¥ (0, 1) and for any
N ı E closed, we have
e(E, N, m, d) [ c1(1+`log 2/d) F
E
||QN(x)|| dm(x). (2)
In particular, it holds that
d (p)n, d(E, m) [ c1(1+`log 2/d) d (a)n (E, m) (3)
for any m and for all n ¥ N. Conversely, there is some number d0 > 0 such that
e(E, N, m, d) \ 1/2 F
E
||QN(x)|| dm(x) (4)
holds for all m, all d < d0 , and any N ı E closed. In particular,
d (p)n, d(E, m) \ 1/2 d (a)n (E, m) (5)
holds for all n ¥ N and d < d0 .
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As a consequence of (5), we may give the announced inequality converse
to (1):
Corollary 1.1. There is a number c > 0 such that
F 1
0
d (p)n, d(E, m) dd [ d (a)n (E, m) [ c F
1
0
d (p)n, d(E, m) dd
holds for all Gaussian measures m and all n ¥ N.
2. PROOF OF THE RESULTS
For the proof of Theorem 1.1 we need two famous estimates for the
moments of a Gaussian measure. For an operator S: EQ F acting between
two Banach spaces E, F, and with n ¥ N, the nth dyadic entropy number is
set at
en(S) :=inf 3e > 0 : ,x1, ..., x2n−1 ¥ E s.t.S(BE) ı 02n−1
i=1
(xi+eBF)4.
Here BE , BF denote the unit balls of E, F, resp.. The classical Dudley
entropy bound now reads as follows (cf. [4]; see also [19, p. 68]):
Theorem 2.1. There is a number D0 > 0 such that for any m, T as above
it holds that
F
E
||x|| dm(x) [ D0 · C
.
j=1
j−1/2ej(T*).
Here T*: E*QH* denotes the topological dual of T.
For a corresponding lower bound, Pajor and Tomczak-Jaegermann
proved in [18] the following:
Theorem 2.2. For some D1 > 0, the estimate
sup
k ¥ N
`k ·dk(T) [ D1 F
E
||x|| dm(x)
as valid for all T and m as above.
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These two bounds allow the following lemma:
Lemma 2.1. Let m be generated by T, and let D0 and D1 be the numerical
constants from Theorems 2.1 and 2.2, resp.
(i) For all n ¥ N, it is
sup
k ¥ N
`k ·dn+k−1(T) [ D1 d (a)n (E, m).
(ii) For any n ¥ N, any N ¥ Ln , and any g > 0, we have
F
E
||QN(x)|| dm(x) [ 2D0 ·1g1/2n1/2 ||QNT||+ C
j > gn
j−1/2ej(T*)2 .
Proof. Let m be Gaussian on E, and let T be generating m. For a
subspace N ¥ Ln , the induced measure m p Q−1N on E/N is Gaussian as well
and is generated by QNT. We apply Theorem 2.2 and derive, for any
N ¥ Ln , that
sup
k ¥ N
`k ·dk(QNT) [ D1 F
E/N
||z|| d(m p Q−1N )(z)=D1 F
E
||QNx|| dm(x).
An easy application of the isomorphic theorem yields
dk(QNT) \ dk+n−1(T), N ¥ Ln, k ¥ N,
and hence we arrive at
sup
k ¥ N
`k ·dk+n−1(T) [ D1 F
E
||QNx|| dm(x), N ¥ Ln.
The assertion (i) follows. Let us prove the second assertion. Dudley’s
entropy bound assures for any N ¥ Ln that
F
E
||QNx|| dm(x)=F
E/N
||z|| d(m p Q−1N )(z)
[ D0 1 C
j [ gn
j−1/2ej((QNT)*)+ C
j > gn
j−1/2ej((QNT)*)2
[ D0 12(gn)1/2 ||QNT||+ C
j > gn
j−1/2ej(T*)2 .
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(Here we used the monotonicity and weak multiplicity of the entropy
numbers; see [2, p. 21].) L
For the proof of Theorem 1.1, we also need the following consequence of
Carl’s inequality (see [2, p. 96, Theorem 3.1.1]).
Theorem 2.3. For a > 0, b ¥ R, the following holds: If
dn(T) [ n−1/2−a(log n)b, n ¥ N,
then
en(T*) [ +1n−1/2−a(log n)b, n ¥ N,
for some +1 > 0 depending only on a, b.
We are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Part (i) is a trivial consequence of Lemma 2.1(i).
Let us prove part (ii). Due to the assumptions, we have in particular
dn(T) [ n−1/2−a(log n)b. Theorem 2.3 asserts
en(T*) [ +1 · n−1/2−a(log n)b
for all n ¥ N. The second part of the lemma allows us to conclude
F
E
||QNn (x)|| dm(x) [ 2D0(n
−a(log n)b++2n−a(log n)b)
for some constant +2 > 0 depending only on a, b. Assertion (ii) follows.
The only nontrivial assertion in part (iii) (regarding the former parts) is
the following: If
d (a)n (E, m)£ n−a(log n)b,
then dn(T)R n−1/2−a(log n)b. We have, for some s1, s2 > 0, that
s1n−a(log n)b [ d (a)n (E, m), (6)
while
dn(T) [ s2n−1/2−a(log n)b.
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Using again Theorem 2.3, we derive
en(T*) [ s3n−1/2−a(log n)b
for some s3 > 0. Let us fix g > 0 so large that for all n ¥ N we have
2D0s3 C
j > gn
j−a−1(log n)b [ 1/2 s1n−a(log n)b.
Here D0 is the numerical constant appearing in Theorem 2.1 and the
lemma, and s1 is from (6). Of course, we apply the lemma for this g,
finding
s1n−a(log n)b [ F
E
||QNx|| dm(x)
[ 2D0g1/2n1/2 ||QNT||+12 s1n
−a(log n)b
for any N ¥ Ln . Hence,
n1/2dn(T)= inf
N ¥ Ln
n1/2 ||QNT|| \
s1
4D0g1/2
n−a(log n)b. L
Remark 2.1. A careful analysis of the proof of part (ii) shows that we
have even the estimate
sup
n ¥ N
na(log n)−b d (a)n (E, m) [ C(a, b) sup
n ¥ N
n1/2+a(log n)−b dn(T)
with C(a, b) depending on a, b only.
Let us prove Theorem 1.2 now.
Proof of Theorem 1.2. Let us start with the verification of (2). For a
Gaussian measure n on a Banach space F, we set
Mn :=F
F
||x|| dn(x)
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and
s(n) :=1F
F
||x||2 dn(x)21/2.
The concentration principle for Gaussian measures ([8, p. 57, (3.2)])
asserts in particular that
n({x ¥ F : | ||x||−Mn | > t}) [ 2 exp(−2t2/(p2s(n)2))
for any t > 0. Regarding the equivalence of moments (cf. [8, p. 59–60]),
this implies, for s > 0 arbitrary,
n({x ¥ F : ||x|| > (1+s) Mn}) [ 2 exp(−Cs2) (7)
with someC > 0 independent ofF and n. Let now m be our Gaussian measure
on E. Fix N ı E closed. For n :=m p Q−1N and s :=`C−1 · log(2/d) ,
estimate (7) yields
m 13x ¥ E : ||QNx|| > (1+s) ·F
E
||QNx|| dm(x)42
=n({z ¥ E/N : ||z|| > (1+s) Mn})
[ d;
in other words,
e(E, N, m, d) [ (1+s) ·F
E
||QNx|| dm(x).
By the definition of s, this proves (2) with c1=max{1, C−1/2}. The inequal-
ity (3) is a trivial consequence of (2), so let us turn to (4): Choose d0 such
that
c1 F
d0
0
(1+`log 2/+ ) d+ [ 1/2.
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Then it follows from (2) for d < d0 and N ı E closed that
F
E
||QN(x)|| dm(x)=F
1
0
e(E, N, m, +) d+
[ c1 ·F
d
0
(1+`log(2/+)) d+ ·F
E
||QN(x)|| dm(x)
+F 1
d
e(E, N, m, +) d+
[ 1/2 F
E
||QN(x)|| dm(x)+(1−d) · e(E, N, m, d).
Estimate (4) follows. Again, (5) is trivial from (4). L
Remark 2.2. The principle used in the above proof does not restrict to
Kolmogorov widths. In fact, the very same estimate is valid (even with the
same constants) for the average and probabilistic linear widths.
Corollary 1.1 is easy now.
Proof of Corollary 1.1. Let d0 > 0 be as in the preceding proof. Due to
(5), for any measure m we may estimate
d (a)n (E, m) [ 2d(p)n, d0 (E, m)
[ 2/d0 ·F
d0
0
d (p)n, d(E, m) dd
[ c ·F 1
0
d (p)n, d(E, m) dd. L
3. APPLICATIONS
In this section, we find concrete estimates for several examples of
Gaussian measures on the spaces C([0, 1]d) of continuous functions with
the sup-norm and on the spaces Lp([0, 1]d) with the usual p-norm
(p ¥ [1,.]), where d ¥ N. Recall that a Gaussian measure m on one of
these spaces is the distribution of a real-valued Gaussian process X=
(Xt)t ¥ [0, 1]d having trajectories a.s. in this function space. We shall write
d (a)n (X, E) :=d
(a)
n (m, E) in the following.
Theorem 1.1 allows us to derive estimates for average widths from
different characteristics of the Gaussian measure m. Especially, one can use
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knowledge of the ‘‘local behavior’’ of m, the smoothness properties of the
covariance function, or the regularity of the reproducing kernel Hilbert
space.
3.1. The Small Ball Method
Our first approach uses the theory of small ball probabilities. This means
the study of the quantity
j(m, e) :=− log(m({x ¥ E : ||x|| < e}))
as eQ 0. In the following, we will use two important theorems. The first
one is due to Kuelbs and Li (see [7]) and was improved in [12]. In the
language of entropy numbers, it reads as follows:
Theorem 3.1. Let m be a Gaussian measure on E generated by T:
HQ E. Then, for any c > 0 and b ¥ R, it holds that
j(m, e)£ e−c(log 1/e)b, eQ 0, iff en(T)£ n−(2+c)/2c(log n)b/c.
The second theorem is a striking result essentially due to Carl, Pajor, and
Tomczak-Jaegermann which shows that for operators T: HQ E mapping
from a Hilbert space, the Kolmogorov and entropy numbers compare very
well.
Theorem 3.2 ([2, 18]). For T: HQ E mapping from a Hilbert space,
and a > 0, b ¥ R, the following are equivalent:
(i) dn(T)£ n−1/2−a(log n)b.
(ii) en(T*)£ n−1/2−a(log n)b.
(iii) en(T)£ n−1/2−a(log n)b.
The equivalence of (ii) and (iii) is due to the duality principle ([23]; see
also [21]), while the equivalence of (i) and (ii) can be derived easily from
the Carl inequality (cf. [2, p. 101, (3.1.13)]) in combination with Lemme 1
of [18], or Lemma 2.1, part (i). In [21], Section 5.3, related results are
proved.
We get as a corollary from the above theorems that if one knows
the small ball probability of a measure, one knows as well the average
Kolmogorov widths.
Corollary 3.1. For a Gaussian measure m on E, the following are
equivalent:
(i) j(m, e)£ e−c(log n)b as eQ 0.
(ii) d (a)n (m, E)£ n−1/c(log n)b/c.
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There exist numerous results on small ball probabilities of Gaussian
processes; see e.g. [9] and [13] for an overview. Without any effort, this
gives results on average Kolmogorov widths, thanks to the preceding
corollary. Let us mention only three of these.
3.1.1. Gaussian Markov Processes
Let (Xt)t ¥ [0, 1] be a real-valued Gaussian Markov process with mean zero
and strictly positive covariance function K. It is well-known that there exist
G, H: [0, 1]Q [0,.) such that K(s, t)=G(min{s, t}) ·H(max{s, t}). Let
p ¥ [1,.] be arbitrary, and let || · ||p denote the usual p-norm. Li proved in
[10, 11] that if G, H are absolutely continuous with GŒH−HŒG > 0 on
(0, 1], if H is bounded and if we have
GŒH−HŒG ¥ Lr([0, 1]),
with r=p/(2+p) for p <. and r=1 if p=., then it holds that
− log(P(||(Xt)||p < e))£ e−2.
Hence, we get
Proposition 3.1. Under the above assumptions on X, G, and H, we have
d (a)n (X, Lp)£ n−1/2
and
d (p)n, d(X, Lp)Q n−1/2(1+`log(2/d))
The proposition applies to some popular examples. Among others, the
following processes are covered: weighted Wiener processes and Brownian
bridges with smooth weight functions, the Ornstein–Uhlenbeck process,
and nondegenerate Gaussian processes with independent increments. See
also ([10, 11]) for more applications and extensions. For Brownian
motion, this result was independently proved by Maiorov, in [16, 17].
3.1.2. Lévy’s Fractional Brownian Motion in [0, 1]d
For d ¥ N, let X=(Xt)t ¥ [0, 1]d be a centered Gaussian process over
[0, 1]d with X0=0. X is called a Lévy fractional Brownian motion (LfBM)
of order a ¥ (0, 2) iff
E(Xt−Xs)2=||t−s||
a
2 , t, s ¥ [0, 1]d,
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where || · ||2 denotes the Euclidian norm on [0, 1]d. It is due to Shao, Wang,
and Talagrand (see [9, pp. 26–27] for details) that
− log(P(||X||. [ e))£ e−2d/a.
Hence we derive
Proposition 3.2. Let X be a LfBM of order a on [0, 1]d. Then we have
d (a)n (X, C[0, 1]
d)£ n−a/2d
and
d (p)n, d(X, C[0, 1]
d)Q n−a/2d(1+`log(2/d)).
3.1.3. The Two-Dimensional Brownian Sheet
Let as before X=(Xt)t ¥ [0, 1]d be a centered Gaussian process with
X0=0. X is called a d-dimensional Brownian sheet iff
E(Xt ·Xs)=D
d
j=1
1
2 (|sj |+|tj |− |sj−tj |).
The following was shown by Lifshits, Bass, and Talagrand (see again
[9, pp. 28–29] for a more detailed treatment):
Theorem 3.3. For the two-dimensional Brownian sheet X=(Xt)t ¥ [0, 1]2 it
holds that
− log P(||X||. [ e)£ e−2(log 1/e)3.
Consequently, we get
Corollary 3.2. If X=(Xt)t ¥ [0, 1]2 is the two-dimensional Brownian
sheet, then
d (a)n (X, C[0, 1]
2)£ n−1/2(log n)3/2.
It is a major open problem in the small hall theory to find the (weak)
asymptotic of small ball probabilities for the d-dimensional (fractional)
Brownian sheet. ByCorollary 3.1, it would suffice to determine the asymptotic
behavior of the average Kolmogorov numbers. The best bounds known up
to now are established in [3]. Compare [9] and [13] for more information
and related results.
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3.2. Smoothness Conditions
As a second approach, one may have some information about the
smoothness properties of the measure.
Let us first assume some knowledge on the reproducing kernel Hilbert
space Hm which allows us to derive estimates for the d
(a)
n . We say a function
f: [0, 1]dQ R is Hölder-continuous of order c ¥ (0, 1] iff
||f||c := sup
t, s ¥ [0, 1]d
|f(t)−f(s)| · ||t− s||−c2 <..
Here || · ||2 denotes the Euclidian norm. Further, we let Cc([0, 1]d) :=
{f ¥ C([0, 1]d) : ||f||c <.}. The following result is due to Carl, Heinrich,
and Kühn (cf. [2, p. 212, Theorem 5.10.2]; see also [1]):
Proposition 3.3. If H is a Hilbert space, and T: HQ C([0, 1]d) maps
into the Hölder continuous functions Cc([0, 1]d) for some c ¥ (0, 1], then it
holds that
dn(T)Q n−1/2− c/d.
Theorem 1.1(ii) and Theorem 1.2 assure the following:
Corollary 3.3. Let m be Gaussian on C[0, 1]d with reproducing kernel
Hilbert space Hm ı C[0, 1]d. If Hm ı Cc([0, 1]d), then
d (a)n (C([0, 1]
d), m)Q n−c/d
and
d (p)n, d(C([0, 1]
d), m)Q n−c/d(1+`log(2/d)).
We may as well assume Hölder continuity of the kernel K. Let us write
K ¥ Cc (where, as above, c ¥ (0, 1]) if there is C > 0 such that
|K(s, t)−K(t, t)| [ C· ||t−s||c
holds for all t, s ¥ [0, 1]d. It is straightforward to show (compare [20,
pp. 41&42] for related ideas) that if K ¥ Cc, then Hm ı Cc([0, 1]d). Hence,
Corollary 3.3 gives
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Corollary 3.4. Let m be Gaussian on C([0, 1]d) with covariance K. If
K ¥ Cc, then
d (a)n (C([0, 1]
d), m)Q n−c/d
and
d (p)n, d(C([0, 1]
d), m)Q n−c/d(1+`log 2/d).
The kernel may even be differentiable. Let us write K ¥ C r, r iff the partial
derivatives K (a1, a2)(s, t) exist and are continuous for all a1, a2 ¥ Nd0 with
|ai | [ r. If m is a centered Gaussian measure on C([0, 1]d) with covariance
K ¥ C r, r, it is even true that Hm ı C r([0, 1]d) (cf. [20, Proposition III.1.11,
p. 42]). Since it is known (cf. [5]) that
en(id: C r([0, 1]d)Q C([0, 1]d))£ n−r/d,
we again derive easily:
Proposition 3.4. If m is Gaussian on C([0, 1]d) with covarianceK ¥ C r, r,
r > 2d, then it follows that
d (a)n (C([0, 1]
d), m)Q n−r/d+1/2
and
d (p)n, d(C([0, 1]
d), m)Q n−r/d+1/2(1+`log(2/d)).
This approach can be applied, of course, to much more general spaces,
like the Besov–Triebel–Lizorkin spaces. It does not give very good estima-
tes in general, though (especially for large d).
If one has more precise knowledge of the smoothness of the kernel, even
two-sided estimates can be established. Here Sacks–Ylvisaker conditions
are an appropriate tool. Roughly speaking, they guarantee that the kernel
is exactly r times partially differentiable. Since the precise formulation
of Sacks–Ylvisaker conditions is a bit involved, we refer the reader to
[20, p. 68] for the definition.
The following result is well-known; we shall, however, give a new, short
proof of it.
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Proposition 3.5. Let m be Gaussian on C[0, 1] with covariance K. If K
satisfies Sacks–Ylvisaker regularity conditions of order r ¥ N0 , then we have
for all p ¥ [1,.] that
d (a)n (Lp[0, 1], m)£ n−1/2−r.
As usual, L.[0, 1] may be replaced by C[0, 1].
This result was proved first by Maiorov for the r-fold Wiener measure
(cf. [15–17]), and the formulation appearing here is due toRitter ([20, p. 197]).
Proof. Since Hm concides, up to finite-dimensional subspaces, with the
Sobolev space
W r+12 [0, 1] :={f ¥ C r[0, 1] : f (r)abs.cont., f (r+1) ¥ L2[0, 1]}
(see [20, p. 78]), we derive from the famous results of Kashin and
Tikhomirov (cf. [6, 22]) that
dn(id: Hm Q Lp[0, 1])£ dn(id: Wr+12 [0, 1]Q Lp[0, 1])£ n−r−1.
From Theorem 1.1 we have thus Proposition 3.5. L
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