This paper addresses the challenging task of optical characterization of pure, dielectric (nano-)powders with the aim to provide an end-to-end instruction from appropriate sample preparation up to the determination of material remission and absorption spectra. We succeeded in establishing an innovative preparation procedure to reproducibly obtain powder pellet samples with an ideal Lambertian scattering behavior. As a result, a procedure based on diffuse reflectance spectroscopy was developed that allows for (i) performing reproducible and artifact-free, high-quality measurements as well as (ii) a thorough optical analysis using Monte Carlo and Mie scattering simulations yielding the absorption spectrum in the visible spectral range. The procedure is valid for the particular case of powders that can be compressed into thick, non-translucent pellets and neither requires embedding of the dielectric (nano-)powders within an appropriate host matrix for measurements nor the use of integrating spheres. The reduced spectroscopic procedure minimizes the large number of sources for errors, enables an in-depth understanding of non-avoidable artifacts and is of particular advantage in the field of material sciences, i.e., for getting first insights to the optical features of a newly synthesized, pure dielectric powder, but also as an inline inspection tool for massively parallelised material characterization.
Introduction
Diffuse reflectance spectroscopy (DRS) of (nanoscaled) powders is a widely applied, powerful tool in material sciences and industry [1] [2] [3] . The scattered intensity of an incident light beam is scanned as a function of the wavelength over the sample and the data set is analyzed with respect to its macroscopic optical characteristics, such as the overall reflectivity. Moreover, DRS potentially enables the determination of the absorption characteristics of the particles themselves, even for particles on the sub-micron length scale. The absolute values as well as the dispersive features of the absorption coefficient are significant for a variety of materials with large commercial potential, such as pigments or phosphors. Absorption properties determine the macroscopic optical features of dielectric powders to a great extent, but are also responsible for the losses of internally emitted light.
The success in the determination of the absorption features goes along with a thorough knowledge on the relation between the diffusely reflected (remitted) signal intensity and the optical properties of the dielectric materials as well as the powder characteristics including particle size distribution and filling factor. The particular type of light-interaction with powders has been addressed worldwide in a series of theoretical studies over the last decades (cf., e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ). Alike, an innumerable amount of experimental methods and procedures for powder sample preparation have been developed and can be found as an established state-of-the-art tool in nearly any physico-chemical laboratory today.
However, the complexity of the underlying problem of light-matter interaction within a sample characterized by a pronounced disorder on the nanoscale is connected with a number of challenges along the entire procedure covering sample preparation, measurement, analysis and identification of artifacts up to the final determination of the absorption coefficient over a large spectral range. As an example, the experimental detection of diffusely scattered light in a large solid angle using integrating spheres already is far from trivial and sometimes not even feasible, e.g., if the internal coating is not virtually perfectly wavelength-independent, a substitution correction is missing, fluorescence or phosphorescence occurs, or a gliding-off of a (brittle powder) sample contaminates the sphere [15] [16] [17] [18] [19] . Accordingly, the application of DRS often lags behind its capabilities and is primarily used for the determination of macroscopic optical parameters. Moreover, there exists no in-depth end-to-end instruction in literature so far.
This paper addresses the challenging task of the optical characterization of pure, dielectric (nano-)powders with the aim to provide an end-to-end instruction from appropriate sample preparation up to the determination of absorption spectra. Particular emphasis is placed on the presentation of an innovative preparation procedure for producing powder pellets that allows the ability to obtain samples showing an ideal Lambertian scattering behavior while also being highly reproducible. As a result, a reliable experimental access to diffuse reflectance spectroscopy and ensuing determination of the absorption coefficient α using thick, non-translucent samples is provided. The original approach makes use of a minimized experimental procedure in order to curtail the number of free parameters and thus also to circumvent potential error sources. Powder pellets lacking extraneous host materials are used while integration spheres are skipped entirely in order to provide an alternative route for material characterization. These experimental simplifications enable the possibility for Monte Carlo simulations of light propagation along multiple scattering, diffraction and absorption events within the powder pellet. Advantages of this approach include a high quality of the obtained reflectance spectra, a high reproducibility with respect to the determination of the absorption features and a straightforward identification of signal artifacts, that also allows for their subsequent reduction.
In what follows, we present our findings along with the optimized end-to-end instruction with a nanoscaled, pure dielectric powder of rutile-phase TiO 2 as an example. Section 2.1 is devoted to the preparation of pure, non-translucent powder pellets. The experimental requirements and procedures are presented in Section 2.2. Section 3 covers diffuse reflectance spectra obtained with rutile, potential artifacts and includes methods to avoid such. The obtained data enter theoretical considerations using the commonly applied Kubelka-Munk theory to derive a material's band gap energy by means of Tauc plots. Further considerations involving Mie theory are elaborated in Section 4 for the use of appropriate simulation methods via either iterative ab initio calculations or Monte Carlo simulations in order to extract α as a function of wavelength from the DRS data. Subsequently, Section 5 summarizes the aforementioned and includes possibilities, e.g., for the integration of this approach within an industrial inline process. Concluding remarks are provided in Section 6.
Materials and Methods

Sample Preparation
In order to successfully conduct optical characterization of powders, especially via DRS, a suitable preparation technique is required. In the following, a method is presented to produce highly diffusely reflecting and opaque samples, i.e., their surface acts as a Lambertian scatterer while light transmission through the sample is negligible. Both conditions can be met by compressing the powder into a solid pellet as elaborated in references [1, 15] .
Naturally, this preparation becomes difficult or outright impossible when materials do not tend to form aggregates. This may be caused by too large grains on the order of ten micrometers and above if no smaller particles are present to coagulate the powder. Nevertheless, particles sizing down to 1 µm may still cause problems if their surfaces are very smooth or silanized. In the latter case, they possess a hydrophobic coating, such that they do not jam and thereby also do not stick together. Apart from these conditions, nearly any material sizing below 1 µm can be pressed into a pellet.
For compression, all components coming in contact with the powder needs to be inert to the substances involved, i.e., their hardness and corrosion resistance are of particular importance. Owing to their low durability upon mechanical stress, glasses and monocrystalline materials are generally unfavorable. Instead, hardened, stainless steels such as DIN X90CrMoV18 (EN 1.4112-AISI 440B) with a Rockwell hardness above HRC 55 [20] are preferred.
In order to ensure a matte finish of the pellet, a sheet of paper placed on the front-side of the pellet or a clean ceramic can be used to avoid glossy surfaces as a result of a direct contact to the steel components [1] . Ideally, the powder is directly pressed into a sample holder which may then be immediately placed into the measuring device for further investigations without ever removing the material from the holder during this time. This way, the exact shape of the sample will be preserved while the risk of breaking or scratching of the pellet is minimized as opposed to if it was taken out of the sample holder.
In the following, two custom methods to prepare powder pellets that primarily differ in their performance and reliability will be presented. While fully automated pellet preparation devices [21] [22] [23] [24] are commercially available at a typically much higher cost that may only amortize upon large-scale production, they may not necessarily be suited for the materials of interest, e.g., very hard and highly abrasive powders such as aluminum oxides or strongly translucent samples that require nonstandard thicknesses. Therefore, this kind of preparation technique will be omitted henceforth.
The Manufacturer's Choice
Based on well-established pharmaceutical processes in producing pills [25] [26] [27] [28] [29] [30] [31] [32] or as commonly known from FTIR spectroscopy [33] [34] [35] [36] [37] [38] [39] [40] , the following method is adapted for preparing samples for diffuse reflectance studies. Figure 1 illustrates the overall design for the powder press. In contrast to pharmaceutical applications, the investigated materials (particles) are often just loosely adhering to each other and hence require additional stabilization for support. This is provided by a sample ring (4) which remains around the pellet throughout all optical investigations. A clean ceramic plate onto which the powder sample is pressed by means of a tappet ensures a matte finish to the sample surface. The safest method to remove these highly fragile pellets from the powder press is to disassemble the press itself to ensure minimal stress and shock to the sample. This modular approach can be realized by assembling the components listed below and shown in Figure 1 The preparation of samples, including the assembly of the powder press, follows the recipe given below to construct the setup presented in Figure 1 .
(a) (b)
1. Let the tappet slide in the funnel on a clean planar surface (e.g., table, but not on the ceramic slice) and mark the position on the tappet at the upper end of the funnel. The ceramic slice itself must never come in contact with the tappet or other components as this would cause contamination of its surface which are relayed onto the sample. 2. Affix the clean and dry bottom plate (including the ceramic slice) to the bottom of the cylinder, either by a screw thread or a plug connection. 3. Place the sample ring on the ceramic slice and cover it with the bouncing plate. 4. Fix the bouncing plate with the screws through the cylinder's threads. 5. Screw the funnel into the sample ring. 6. Pour sample powder through the funnel. 7. Gently tap the powder with the tappet by hand. 8. Fill sufficient powder into the funnel to allow compression by hammer-tapping. Throughout compression, the tappet may not come into contact with the sample ring as further strokes will be directed into the ceramic plate, potentially causing it to shatter while abraded metal could contaminate the sample. 9. Stop tapping when the powder cannot be compressed further, so that the marked position on the tappet can be seen at the upper end of the funnel now. 10. Unscrew the funnel and adjust the cover plate into the sample ring. 11. Carefully unscrew the fixing screws from the cylinder. 12. Hold your fingers on the bouncing plate and carefully turn the whole powder press upside down. 13. Pull off the cylinder and examine the surface of the sample pellet.
The Poor Man's/DIY Choice
An alternative method captivates by a comparably simple setup and easy preparation routine [41] . Especially for a low amount of samples to be reproducibly prepared, this may be a valid choice to the before-presented powder press. Similar to the powder press, the prepared pellet will remain in a dedicated sample holder for increased stability during further investigations. Provided the preparation of the sample was performed under low pressure, the material may even be recycled again. The required components are listed below and shown in Figure 2 . Samples can be produced in a manner outlined below:
1. Place the paper (and sample) in an oven at around 60 • C (if sample allows) for a few hours to remove excess humidity. This way, the amount of powder sticking to the paper during later preparation will be minimized. Furthermore, traces of water in the diffuse reflectance spectrum are strongly reduced. 2. Pour or scoop the dry powder sample into a clean sample holder using the spatula. 3. When the sample holder is filled with a heap of material, the dried sheet of paper is placed on top. Then the powder is compressed by placing the tappet onto the paper and hitting former with a hammer. 4. Repeat adding additional powder into the sample holder until the pellet is no longer compressible. 5. If a heap of material remains, carefully stroke it away with a clean razor blade (preferably doctor blade) or a thin glass slide, respectively. Add additional powder if necessary and repeat the above procedure.
Measurement Setup: Requirements and Procedures
Diffuse reflectance spectra require a specific optical setup for accurate and reproducible measurements. While it is possible to assemble it from scratch, yielding appreciable results, several dedicated spectrometers are commercially available at the time of writing this paper for higher precision measurements (cf. Table 1 ). Naturally, successor or predecessor models are, depending on their specifications and measurement options, also suitable. 
Fluorescence Spectrometer
Ref.
FLS1000, Edinburgh Instruments, Ltd.
[42] RF-6000, Shimadzu Corp.
[43] K2 Fluorometer, ISS, Inc.
[44] Fluorolog, HORIBA Scientific, Ltd.
[45] FluoroMax, HORIBA Scientific, Ltd.
[46] F-7000, Hitachi High-Technologies Corp.
[47] OmniFluo, Zolix Instruments Co., Ltd.
[48] FluoTime 300, PicoQuant GmbH [49] FP-8000 Series, JASCO Deutschland GmbH [50] FL 8500, PerkinElmer, Inc.
[51] Cary Eclipse, Agilent Technologies, Inc.
[52]
Double-Beam Spectrometer
LAMBDA 950 UV/VIS, PerkinElmer, Inc.
[53] UV-3600 Plus UV-VIS-NIR, Shimadzu Corp.
[54] UH5300, Hitachi High-Technologies Corp.
[55] Cary 5000 UV-Vis-NIR, Agilent Technologies, Inc. [56] Since double-beam spectrometers measure sample and white standard simultaneously, the determination of the diffuse reflectance of non-luminescent samples becomes facile, fast and reliable. Due to the parallel acquisition method, lamp intensity fluctuations pose no problem. However, in case of fluorescence, extraneous light emission at wavelengths distinct from the excitation creates spurious additional signals that render an unfiltered diffuse reflectance spectrum inaccurate. Using a fluorescence spectrometer instead yields the specific advantage to perform diffuse reflectance measurements on any material at relative ease. For studies on biological samples, however, light is frequently focused either into a cuvette or onto a surface, making such a setup highly susceptible to measurement artifacts as will be explained in Section 2.2.1. Such a scenario is henceforth omitted in favor of a collimated (or, optionally, defocused) beam. In the following, we will explain the principal scheme of a dedicated fluorescence spectrometer with the FLS980 (Edinburgh Instruments) as an example whose layout is sketched in Figure 3 . For fluorescent samples, a setup utilizing two individual monochromators is essential: The excitation monochromator selects an wavelength region for sample illumination while the emission monochromator transmits the linear diffuse reflectance of the sample, thereby canceling additional fluorescence emission. Hence, this method of operation is frequently termed as a synchronous scan, i.e., both monochromators are set to the same wavelength.
Apart from monochromators, additional spectral filters remove potential higher diffraction orders transmitted through grating-based monochromators and possible fluorescence of the sample. In case only monochromatic illumination is required, the light source/monochromator combination can be replaced by an appropriate laser or via bandpass filtering behind a broadband emission source.
If intensity fluctuations are a considerable factor, for instance due to power drifts of the lamp or ambient temperature changes, it is recommended to split a small portion of the excitation light into a low-drift reference detector. The bulk remainder will be used for sample illumination. This way, measured diffuse reflectance intensities can be scaled by the signal of the reference detector. However, it should be taken into account that any additional detector will inevitably increase the overall electronic noise and should hence be used with care.
A horizontal alignment of the powder sample has the distinct advantage of eliminating potential contamination of the spectrometer through material gliding off of the (brittle) surface compared to vertically placed samples as it is common in integrating spheres where an additional cover window is often used to keep the powder in place [15, 16] . With the horizontal alignment, the sample remains preserved throughout the measurement and contamination of its surroundings is avoided even without a superfluous cover window. Furthermore, a parallel excitation/emission beam geometry avoids specular reflection losses originating from a slight tilt of the incident light direction with respect to the sample surface normal. This significantly reduces the impact of non-perfectly-Lambertian sample surfaces. To account for this geometry, the beam path requires at least one additional mirror to reflect the excitation beam downwards onto the sample. In an optimized setup this mirror also relays the emission beam towards the detection arm. A realization of this design is presented in Figure 4 . Diffusely reflected light from the sample is directed into the path of optical detection and is subsequently recorded by a detector within the spectrometer, e.g., a photomultiplier tube (PMT). For simplicity, we will focus on single-channel detection.
Experimental Difficulties
A number of conditions may impair a successful optical characterization using DRS. The following list summarizes detrimental scenarios that should be avoided:
• Different distances between light source and sample surfaces: excitation and/or detected diffuse reflectance intensity changes (I ∝ 1/r 2 with optical pathlength r for a point light source). Furthermore, focusing optics are frequently used to increase the illumination intensity. When the axial position of the sample is altered, the excitation spot size may also vary, thereby modifying the incident intensity. This effect may be enhanced by possible focusing optics and/or apertures within the beam path. Likewise, since the detection arm collects diffusely reflected light from a defined solid angle, a change in the diffuse reflectance position results in an altered amount of light that is being relayed to the detector (cf. Figure 5 . Note that even in the absence of an aperture, the detector will collect a different intensity depending on the sample position). As a result, even minimal deviations in the axial position can cause significant variation in the measured signal intensity yielding large errors in the observed diffuse reflectance, if the positions among the white standard and powder samples differs as will be shown at a later point (cf. Figure 11 ). • Thin layers: the sample is partly translucent. Light reaches the sample carrier and (depending on its optical properties) can be reflected or transmitted further, thereby significantly altering the backscattering properties. Depending on the material, we recommend well-pressed pellets with thicknesses of at least 3 mm to minimize such effects. • Irregularities of the sample-surface: bumps, gaps or slants. Remitted intensities change considerably under grazed incidence angles as quantified by Lambert's Cosine law [1, 3] . With a severely disturbed matte surface, Lambertian behavior cannot be assumed anymore and diffuse reflectance is affected by geometrical instead of material specific effects. In this case, a re-preparation of the sample becomes necessary. • Unequal irradiation positions on sample surface: the smaller the irradiation area, the higher the influence of local sample inhomogeneities on the diffuse reflectance. This way, reproducibility is severely hampered and significant signal fluctuations between individual positions can be expected. Improvement is achieved by maximizing the irradiation area to the sample size, thereby averaging out local irregularities. Nevertheless, there must be a significant separation of illumination area and sample border in order to avoid light propagation through the sample onto the sample-holder wall, as only the sample must be illuminated. Exposure of any other component must be avoided. • Inappropriate monochromator bandwidths: for a synchronous scan, the excitation ∆λ Ex and emission band ∆λ Em need to share a spectrally high overlap. In particular, the transmission bandwidth of one monochromator must be a subset of the other such that a slight discrepancy in central wavelengths of the monochromators do not cause a sudden drop-off of the signal. If, for example, both monochromators transmit a bandwidth ∆λ Ex = ∆λ Em = 0.2 nm of a white light continuum (i.e., the spectral intensity is constant throughout the investigated range) but the central wavelength of the emission monochromator is detuned by 0.1 nm in comparison to the excitation monochromator, half of the signal is lost in this specific case. For a different wavelength, the detuning may be either smaller or larger, thereby severely affecting the measured diffuse reflectance. During a wavelength sweep, one monochromator should therefore be set to a broader spectral bandwidth than the other while exceeding the spectral resolutions of each (e.g., ∆λ Ex = 8 nm vs. ∆λ Em = 2 nm). Naturally, the spectral bandwidth depends on the exact type and resolution of the utilized monochromators and the desired wavelength quantization in the experiment. It has to be optimized for each spectrometer separately. As with position-deviations, this effect is highlighted in more detail in Figure 11 . • Low detection signals: Noise becomes a sizable factor in measured signals. Because the diffuse reflectance is defined through a division between sample and white standard intensity, low count levels, especially with the white standard, will lead to potentially diverging diffuse reflectance values. This situation is mostly reinforced by considerable intensity differences of the excitation light source for varying wavelengths as well as by the utilized blazed gratings within the monochromators which are only designed for specific spectral ranges. With the present setup, this becomes apparent for wavelengths above 800 nm as will be shown in Figures 6 and 7 .
Lens
A remedy consists of splitting the investigated spectral range into subsections, optimizing each for satisfactory signal quality and finally merging all scans into a single diffuse reflectance spectrum. • Very high detection signals exceeding the detector's linearity range. For very large irradiances, the detector undergoes saturation, i.e., higher intensities lead to a sublinear increase of the signal, and thereby distort diffuse reflectance spectra (in the worst case, also damage the detector irreversibly). Subdivision of the spectral range and merging these individual scans may prove beneficial here as well. • Higher order diffraction from monochromators: Additional wavelengths unintentionally irradiate the sample and contribute to an artificially increased signal. Hence, additional wavelength discrimination by bandpass or longpass filters becomes mandatory. The resulting diffuse reflectance in the absence of such filtering will be shown in Figure 9b . • Material luminescence (fluorescence and phosphorescence): Additional light is emitted by the sample at a different wavelength. While spectral filtering of the emission signal provides some control about the wavelengths reaching the detector, a wavelength sweep from UV to VIS means that long-lived states may still luminesce when the emission wavelength is reached [57, 58] . Unless the substance to be characterized is known to be an upconversion material [59, 60] , scanning from longer towards shorter wavelengths or at least limiting the investigated spectral range can help suppressing luminescence.
White Standards
In general, experimental determination of precise, absolute values for diffuse reflectance of a sample is challenging. It inevitably requires the thorough knowledge of the applied spectrometer, in particular of its optical transfer function. The use of reference materials with well documented diffuse reflectance is a common approach to study the spectrometers' pecularitites and for calibration purposes. Such white standards typically possess a characteristic diffuse reflectance over a wide spectral range. The diffuse reflectance R ∞ = I s /I ws then is determined from both, the diffuse intensity signal of sample I s and of the white standard I ws .
Historically, micro-and nano-scaled powders of magnesium oxide (MgO) and barium sulfate (BaSO 4 ) are chosen as white standard materials since they feature a pronounced and spectrally homogeneous diffuse reflectance in the visible [1, 3, 15, 18, [61] [62] [63] . Within the past decades, powders of aluminium oxides (Al 2 O 3 ), titanium dioxide (TiO 2 ) or sintered powder polytetrafluoroethylene (PTFE) [3, [64] [65] [66] [67] [68] [69] [70] [71] [72] became available with high optical quality as well. Table 2 summarizes the most prominent white standards and their individual optical characteristics. The choice of white standards therefore is dependent on the material under investigation and must accord with the particular features of the spectrometer. It should be noted that the given features refer to materials of highest chemical purity, i.e., the sample features may vary dependent on the materials' manufacturer. For the investigations described below, we have chosen alpha-aluminum oxide, α-Al 2 O 3 and prepared a powder pellet according to the procedure described in Section 2.1.
Signal-To-Noise Ratio
The quality of the finally determined diffuse reflectance spectrum is very much dependent on the signal-to-noise ratio (SNR) of the experimentally determined intensity signals. Straightforwardly, the SNR can be improved by increased integration times related with signal detection. This presumes a stable setup for the entirety of the measurement procedure as well as a reference detector to sample the stability of the incident intensity of the probing light. Furthermore, the noise of the reference detector has to be taken into account. Alternatively, multiple fast scans with subsequent mathematical averaging over the individual data sets may be preferred. In terms of reproducibility, a fixed routine is imperative, explicitly including a startup procedure allowing for thermal stabilization of excitation lamp and detectors.
A common, subsequently applied three-fold scan would then consist of: This procedure has the distinct advantage to account for slower temporal fluctuations of the incident sampling light as the wavelength-dependent diffuse reflectance of the sample (s) is scaled to the average of the two diffuse reflectance measurements of the white standard (ws):
with the spectrally measured intensities I(λ). Alternatively, if intensity drifts occur on shorter timescales, the measurement time per sample can be reduced by drastically decreasing integration times per wavelength and successively switching back and forth between sample and white standard:
In this case, the diffuse reflectance is determined by the averages of all white standard and sample measurements, respectively, yielding the generalized expression of Equation (1):
ws (λ) (2) with N being the total number of sample measurements and therefore N + 1 being the number of white standard measurements.
A similar procedure may be applied when different samples are to be characterized in a sequence. In this case, the procedure is:
meaning that two adjacently measured white standard spectra for averaging belong to each individual sample measurement.
It must be added that it is necessary to account for (blazed) grating switches within the monochromators during the measurement. Grating switches cause an interruption in the scanning process and, therefore, must be excluded within the above sketched measurement procedures. It can be realized by subdivision of the spectral range into regions that accord with the spectral windows of the individual optical gratings. Merging the results of all scans then yields the complete diffuse reflectance spectrum.
Diffuse Reflectance Spectroscopy: Analyzing Results
Taking the previous considerations into account, this section features examples of experimentally determined diffuse reflectance spectra and their accurate interpretation. We will focus on spectra in the visible range (VIS) unless otherwise specified. Further attention lies on the identification of artifacts and their consequences on the diffuse reflectance spectra. Lastly, experimental data are plotted in a Tauc plot for quick determination of the material's band gap energy E g .
(White) Standard Comparison
Since the diffuse reflectance is measured against a reference material, it is advisable to take a white standard that is particularly absorption-free in the VIS. From potential materials as outlined in Table 2 , we will exemplarily focus on the class of aluminum oxides for their excellent chemical inertness such as water insolubility, i.e., they are non-hygroscopic, and particle size well below 10 µm [78, 79] . Investigated white standard materials include CR30F (Baikowski), AA-03 (Sumitomo), ZWSK F2000 (Imerys Fused Minerals), and, for comparison, the sintered PTFE material RESTAN (Image Engineering) [80] [81] [82] [83] . All powder samples have been prepared according to the procedure described in Section 2.1.1, yielding a pellet thickness of 4.5 mm. The RESTAN sample has been cut out from a bulk-material, rasped into the same dimensions as the powder samples and inserted into a sample holder which was shown in Figure 1 . Figure 6 shows the detected signal from each white standard as a function of wavelength, normalized to the maximum signal recorded from all samples. The excitation monochromator was operated at a bandwidth of 9 nm whereas the emission monochromator was set to a bandwidth of 1.7 nm. During this sweep, a spectral step size of 1 nm was chosen with an integration time of 1 s. Each sample's diffuse reflectance has been averaged over three scans. The curves highlight the central features of the 450 W xenon arc lamp with its broadband emission spectrum throughout the VIS as well as its sharp emission lines between 400 nm to 500 nm (an isolated emission spectrum is shown in Figure 10 ). The suppression of signals towards the near infrared range can be attributed to the declining spectral sensitivity of the PMT detector for longer wavelengths (also shown in Figure 10 ). Due to the low signals in this range, the diffuse reflectance beyond 800 nm should be treated critically.
All investigated white standards exhibit a similar spectral diffuse reflectance behavior with a normalized signal intensity difference of up to 0.1 (absolute value).
Considering the remarkable (absolute) reflectance of RESTAN on the order of 0.98 throughout the visible region [76] , this result highlights the excellent suitability of the investigated aluminum oxide powders. However, as RESTAN's maximum diffuse reflectance may only be obtained for sample thicknesses exceeding 8 mm [76] , direct comparison between these 4.5 mm-pellets is not advisable as considerable influence by the sample holder can be assumed in the PTFE material. In this regard, the investigated powders clearly demonstrate to be advantageous for samples at lower thickness whereas PTFE may become a reasonable alternative as a white standard when thickness (and thus, volume) of the sample is not a concern.
3.
Example Materials
Diffuse reflectance spectra were measured with different batches of rutile-TiO 2 and YAG:Ce using the white standard CR30F (cf. Figure 7) . In addition to a nominally pure TiO 2 powder sample, we also inspected the spectra of a considerably contaminated TiO 2 powder sample. The latter has been prepared following a different synthesis route and, most probably, a contamination appeared due to steel abrasion from one of the powder crucibles and/or the presence of residual oil. This sample will be used to highlight the impact of deviations of the optical quality via direct comparison with the spectra obtained for the nominally pure TiO 2 reference sample. Evidently, measurements are highly reproducible as demonstrated by the three diffuse reflectance spectra of the impure TiO 2 sample which deviate no more than 0.01 in the VIS in relation to a common mean (cf. Figure 7b) . In contrast to nominally pure TiO 2 , the overall diffuse reflectance is attenuated by approximately 0.25 for VIS wavelengths, concluding the influence of the spectrally flat contaminant. Because the diffuse reflectance is highly sensitive to even small contaminations [1] , DRS thus offers a precise tool for detecting such impurities. Furthermore, even small fluctuations in the diffuse reflectance spectrum can point towards notable features. These features can be amplified by taking the first or second derivative of the spectrum [15] .
Towards the electronic band gap, the diffuse reflectance drops for wavelengths below 410 nm and approaches a common value of 0.08 for both TiO 2 -samples. This finding is in line with related studies [84] [85] [86] [87] and shows that, even for interband transitions, a fraction of the incoming light is backscattered.
In contrast to TiO 2 , YAG:Ce possesses a vastly different diffuse reflectance spectrum. The Ce 3+ absorption band at approximately 460 nm induced by its 2 F 5/2 → 5d 1 electronic transition [88, 89] dominates the otherwise high diffuse reflectance which rivals that of the used white standard above 550 nm. Even in the center of this absorption band, the diffuse reflectance does not fall below ≈0.1, once again underlying the material-specific interplay between absorption and scattering. A second absorption dip of the diffuse reflectance in the UV below 370 nm indicates the onset of the 2 F 5/2 → 5d 2 transition of Ce 3+ [88, 89] .
A common feature for all investigated samples is an increase of noise beyond 800 nm due to an overall weak signal as indicated by the white standard evaluations (cf. Section 3.1, Figure 6 ). Furthermore, an elevation of the diffuse reflectance at 700 nm is observed in all measurements. Based on additional scans with other substances and white standards, this peak can be attributed to a small absorption of the CR30F α-Al 2 O 3 white standard. Comparative studies using TiO 2 against different white standards clearly reveal a dependence of the local increase of diffuse reflectance at 700 nm on the choice of reference material as evident in Figure 8 . As larger grain sizes entail an increased optical path length through the pellet, small residual material absorbances appear more pronounced and thus give rise to a reduced diffuse reflectance. In other words, the requirements in terms of microscopical material absorption are higher for coarse white standards than for small grain materials.
In Figure 8 , the coarse grained α-Al 2 O 3 white standard F1200 (Imerys Fused Minerals, mean particle size d 50 = 3.0 µm [90, 91] ) causes an exaggerated increase of the TiO 2 overall diffuse reflectance compared to the smaller grains of F2000 (d 50 = 1.2 µm [90, 91] ) or the smallest ones in CR30F (d 50 = 0.38 µm [80] ).
Surprisingly, a reverse case occurs for the local maximum of diffuse reflectance at 700 nm. Here, a measurement against the finest white standard CR30F entails the most striking diffuse reflectance peak indicating a local absorption peak, whereas the coarsest F1200 shows almost no elevation of the diffuse reflectance around 700 nm. As uncontrolled impurities of foreign atoms may strongly affect the spectral properties of nanoscaled Al 2 O 3 powders [92, 93] , possibly due to an increased treatment process, the inexplicable bump around 700 nm may occur from an unintentional, additional absorption of such an impurity.
An increase of the white standard's absorption at 700 nm therefore results in a local elevation of the diffuse reflectance. However, even if the spurious absorption peak diminishes, choosing a coarse grained white standard does not necessarily benefit quantitative diffuse reflectance studies as it artificially increases the overall measured diffuse reflectance of the material under investigation, thereby easily attaining values exceeding unity.
Depending on the situation, a feasible alternative includes utilizing a white standard that, at the cost of absolute diffuse reflectance, possesses a rather flat spectral response throughout the investigated wavelength region. Afterwards, a rescaling of the diffuse reflectance spectrum may be performed by comparing the "gray" standard itself with a known reference material [32, 72] . Otherwise, bumps or dips may be falsely attributed to material properties that originally stem from the used white standard. Nevertheless, including the white standard in evaluations is crucial to compare diffuse reflectance between one another. The fact that the observed diffuse reflectance of TiO 2 changes significantly based on the used white standard highlights the need for a common and reliably reproducible white standard to ensure comparability and potential optimization of any material.
Pitfalls and Artifacts
Under certain conditions, diffuse reflectance data may deviate from truthful values. In the following, these artifacts will be discussed in more detail.
Higher Order Diffraction
Owing to potential higher order diffraction in gratings, e.g., the second order at half the center wavelength, the diffuse reflectance may be severely affected. Consequentially, appropriate spectral filtering is essential to minimize the influence of spurious wavelengths by such higher orders. Figure 9a exemplary shows the broadband spectrum after transmission through a monochromator before and after spectral filtering. Besides the desired signal at 700 nm, an additional peak at 350 nm can be clearly resolved. This disruptive peak can be eliminated via long-pass (LP) filters, yielding an unperturbed monochromatic spectrum. Even though the spurious signals are comparably low in relation to the desired wavelength, their effect on the diffuse reflectance can be dramatic. Figure 9b displays the diffuse reflectance of the same rutile-TiO 2 sample (against the same CR30F white standard) with and without proper filtering after the excitation monochromator (cf. Figure 3) .
Apart from the band gap absorption below 410 nm, rutile shows a relatively homogeneous diffuse reflectance through the VIS up into the near infrared wavelength range. However, for excitation wavelengths above 680 nm, additional higher order diffraction signals impinge sample and standard alike when the LP filter is not inserted which yield a notable decrease of the measured diffuse reflectance. This loss can be attributed to the significant UV-absorption of TiO 2 : For wavelengths λ > 680 nm the impinging spectrum contains a considerable UV component at half its nominal wavelength. This portion is strongly absorbed by TiO 2 , and as such only weakly remitted, compared to the CR30F white standard resulting in considerable attenuation of R ∞ . For wavelengths exceeding 820 nm, the second-order diffracted light is beyond the band edge of TiO 2 at λ/2 > 410 nm, such that additional absorption is significantly reduced and the diffuse reflectance becomes comparable to spectrally filtered measurements.
Apart from the evident diffuse reflectance characteristics of the individual sample, this effect can be further enhanced or reduced depending on the spectrometer. The most important influences stem from the excitation spectrum of the light source and the spectral detector response. For example, if the spectral intensity of the excitation lamp at wavelength λ 1 is considerably lower than at its half wavelength λ 2 = λ 1 /2, the second-order diffracted line at λ 2 will appear strongly reinforced, thereby increasing the portion of stray radiation onto the sample. Depending on the spectral sensitivity of the detector η(λ), this effect may become even further pronounced when η(λ 2 ) > η(λ 1 ).
For reference, both excitation lamp spectrum and spectral detector quantum efficiency curve for the components used within the present studies have been plotted in Figure 10 . In the end, the measured intensity is a product of several additional spectral response functions that include, besides excitation light source and detection unit, any intermediary optics such as filters, lenses or monochromators.
Sample Positioning and Monochromator Settings
Diffuse reflectance measurements are highly sensitive to slight modifications of the experimental conditions, especially in terms of geometry. Tilting or changing the axial position of the sample with respect to the white standard can have significant influence on the overall diffuse reflectance and is quantified in Figure 11 for TiO 2 against CR30F. For reference, the effect of too small monochromator bandwidths in the synchronous scan is shown as well. When the TiO 2 sample and the white standard are both identically tilted by 6 • , the diffuse reflectance spectrum essentially remains identical compared to the reference position. Varying the position or angle of only the sample (or only standard, respectively) does not alter the shape of the diffuse reflectance spectrum; however, it yields substantial deviations in the overall amplitude: For minor tilts (e.g., by an angle of 0.6 • ), a shift of the diffuse reflectance in the VIS range by 0.1 is observed whereas this offset grows to 0.2 upon axial repositioning (e.g., 0.3 mm). In this regard, a change of the diffuse reflectance upon tilting can likely be attributed to a local raise by a few 10 µm.
The drastic increase in diffuse reflectance for both misaligned positions is mainly caused by the different detected intensities due to a dissimilar optical path-length as was shown in Figure 5 . Despite these serious differences in the VIS range, the diffuse reflectance becomes largely identical at the band gap for wavelengths λ < 410 nm. Hence, such errors may not appear evident at a first glance.
With just marginally differing measurement conditions, distinctions between samples are challenging to interpret. Even general conclusions such as a comparison between the whiteness of two materials requires a careful evaluation of the setup to ensure an identical situation for all samples. Thus, careful alignment is of utmost importance to utilize the setup's sensitivity at its best.
When both sample and white standard are affected in the same manner, e.g., by an equal tilt, diffuse reflectance becomes reproducible (cf. Figure 11 ). This is confirmed by a further measurement at the reference position with equal excitation and emission monochromator bandwidths of ∆λ = 0.2 nm. Qualitatively, these two diffuse reflectance spectra exhibit similar amplitudes and shapes. However, owing to slight and irregular detuning between the two (narrow) monochromator slits, the diffuse reflectance is heavily affected and shows significant signal fluctuations throughout the visible spectral range.
Luminescence
As excitation spectra require additional filtering to remove secondary signals, similar considerations can be applied on the detection side. During a wavelength-sweep, luminescent materials may emit signals separated by an octave or more to the momentarily investigated wavelength. If the same setup is used on both excitation and detection side, such potentially transmitted higher order diffracted wavelengths entail a similar spectral filtering, especially if luminescence lifetimes become comparable to scan speeds, in particular when samples are cooled [97] [98] [99] [100] [101] [102] .
For short luminescence lifetimes (e.g., τ ≈ 65 ns for YAG:Ce [88] ), samples may be treated like a non-fluorescent material because the luminescence decay time is significantly shorter than the measurement time of the spectrometer. For long decay times, a reverse wavelength-sweep is preferable, owing to the Stokes shift of the luminescence, i.e., emission can only be triggered by shorter wavelengths (neglecting anti-Stokes emission by upconversion luminescence [59] , for instance), thereby circumventing the issue of higher-order diffractions. Alternatively, the forward scan direction (shorter to longer wavelengths) can be used if the investigated spectral range is divided into distinct sections: First, the region is investigated where no luminescence is present; the diffuse reflectance at regions of high absorption that are the prerequisite for luminescence are to be assessed lastly. However, wavelength regions with overlapping emission and absorption bands [89, 102] may pose a hindrance and need to be evaluated on a case by case basis. Nevertheless, the use of color filters is recommended in either circumstance.
Tauc Plot
For evaluation of diffuse reflectance spectra, the Kubelka-Munk (K-M) function F(R ∞ ) is frequently used [103] :
which connects the diffuse reflectance R ∞ to an (abstract) absorption quantity K and scattering quantity S. Even though the K-M function is foremostly designed for calculating the ratio K/S, additional insight on the absorption characteristics can be obtained. Assuming that S changes negligibly within the wavelength region of electronic absorption, the K-M function becomes solely dependent on K. This way, information regarding the absorption α can be extracted which is connected to K through a functional relation involving the incident photon energy E = hν and an electronic transition-dependent exponent n (cf. Similarly, the onset of the electronic band gap described through the absorption coefficient α may be linearized as follows [103, 110] :
with an arbitrary proportionality constant A 1 . Combining Equations (4) and (5) connects the band gap energy E g to the K-M function [110] :
By plotting the thus modified diffuse reflectance (mod. DR) against the photon energy hν, the band gap energy E g can be extracted by a linear fit at its rise as shown in Figure 12 . The crossing point between fit and abscissa will then immediately yield E g [41, [111] [112] [113] . This procedure is also known as Tauc plot and is a powerful tool in the field of quantitative determination of band gaps and absorption centers. With rutile-phase TiO 2 possessing a direct forbidden transition [114] [115] [116] the determined band gap amounts to E g = 3.03 ± 0.01 eV ≡ 409 ± 1 nm which is in excellent agreement with published results and underlines the validity of this method [117] .
Theoretical Background and Simulations
Diffuse reflectance stems from light scattering of single particles and the light-matter interaction between individual scatterers. Originally, scattering at single particles of arbitrary size was described by Mie for spheres [118] yielding computationally expensive expressions that only nowadays can be calculated at relative ease [119] . A plane wave is scattered in a distinct fashion which differs significantly for varying material properties such as refractive index, absorption, or particle diameters. For example, the dependence of light scattering for different particle sizes is shown in Figure 13 . Mie theory, describing the general case of light scattering at spherical particles, can be approximated by less complex expressions for particles sizing towards either zero or infinity. For very small particle sizes in relation to the wavelength, i.e., d λ, the emission pattern is accurately described by Rayleigh scattering [120, 121] : Light in the perpendicular polarization, with respect to an incoming linearly polarized plane wave, is scattered isotropically whereas the parallel polarization is characterized by a dipole radiation pattern. Especially in the context of coherent processes in the visible (VIS) and near-infrared (NIR) range, the particle size should not exceed 5 nm to 10 nm, although a large number of studies has used this treatment for larger particles as well [122] (sec. 2.5).
In the opposite case, that is for particles sizing well above 1 µm, nearly all visible light is scattered into the forward direction with negligible scattering into other directions. This condition is the prerequisite for geometrical optics.
In general, nanoscaled particles typically exhibit a rather homogeneous scattering pattern when illuminated with visible to infrared light. Nevertheless, for accurate calculations, Mie theory or derived approaches should be preferred, especially when more complex particles such as anisotropic materials [123, 124] , multilayer systems [125] [126] [127] [128] , or nonspherical objects or clusters [129] [130] [131] [132] [133] [134] [135] are considered.
These theories work well in case of independent scattering, i.e., when radiative interparticle interactions can be neglected. Typical systems where this assumption holds true are diluted mixtures of colloidal suspensions, paints or pigments among several others [136] . With decreasing interparticle distances, that is when the interparticle clearance length c scaled by the wavelength λ approaches c/λ ≤ 0.3 [137] , a considerable amount of scattered waves will interact with surrounding particles which is termed dependent or multiple scattering. In regards to practical applications such as paint layers, films, powders, pellets, etc., significant effort has been made to incorporate dependent scattering into the theoretical description of light-matter interaction [136, [138] [139] [140] . Usually, light emitted from strongly packed particles is diffuse [1, 141] which was initially treated by Kubelka and Munk using a purely statistical approach [142] . The framework developed by latter accurately describes observed diffuse reflectance and hence plays a vital part in the evaluation of material characteristics today [1, 15] .
Ideally, a matte, rough surface obeys Lambertian behavior, i.e., the radiance remitted is independent of the viewing angle [1] . The primary assumption relies on particles being small enough that they exhibit negligible gloss, such that their facets do not produce notable specular reflections. Secondly, the (macroscopic) sample itself must not possess glossy surfaces caused by either pressing or polishing. In terms of investigating powder samples experimentally, absorption and scattering coefficients α and σ, respectively, are inaccessible. Yet, these may be calculated from the diffuse reflectance R. Since the Kubelka-Munk function is only correct for infinitely thick samples, i.e., they must not transmit any light, the diffuse reflectance is denoted as R ∞ for clarity. Depending on the material and the interparticle distance, this condition is typically met after a few (sub-)millimeters [15, 21, 33, 62, [143] [144] [145] [146] .
In the context of the K-M function (Equation (3)), it is important to note that K and S themselves do not relate to any physical quantity due to mutual dependence [1, 15, 147] . Nevertheless, by including additional assumptions or parameters based on evaluation methods described below, further material-dependent properties can be deduced. The general interplay between experimental and theoretical viewpoints using Mie and K-M theory is highlighted in Figure 14 . Assuming that particle-and material-parameters, especially the size distribution q 0 (d) and complex-valued refractive index m are known, these values can be inserted into the Mie framework in order to obtain the microscopic Mie coefficients a n and b n . Based on these quantities, the macroscopic Kubelka-Munk absorption and scattering coefficients K and S can be extracted, taking the volume filling fraction of the powder pellet into account, which in turn may be used to calculate a theoretical diffuse reflectance R theo ∞ . A comparison with the experimentally determined diffuse reflectance R exp ∞ helps refining the starting parameters until a satisfactory overlap between both diffuse reflectances is attained. This feedback loop will be expatiated upon in Sections 4.1 and 4.2.
From Microscopic to Macroscopic Quantities: Ab Initio Calculations
Performing ab initio calculations on particle ensembles to estimate their diffuse reflectance is a challenging endeavor due to the large number of steps and parameters involved that require considerable effort to determine or are straight out unknown. For example, while analytical expressions for individual particles exist, the response in the framework of dependent scattering may differ significantly. In practice, however, Mie calculations with a few corrective terms are typically sufficient [140] . Starting from arbitrarily chosen particle-and material-parameters such as their size distribution q j (with the most prominent quantities being the size distribution by number q 0 and by volume q 3 [148] ) and complex-valued relative refractive index m = n particle /n medium = m − im [1, 118] , Mie theory is employed to calculate the Mie coefficients a n , b n in order to determine microscopic scattering, absorption and extinction efficiencies Q sca , Q abs , Q ext [119] .
The link between these microscopic and their respective macroscopic quantities can be established by calculating the average path-length parameter and the forward-scattering ratio for diffuse radiation [141, [149] [150] [151] [152] . From these calculations, absorption and scattering quantities K, S are extracted that in turn may be invested into the Kubelka-Munk function (Equation (3)) to yield a theoretical value of the diffuse reflectance (cf. Figure 14 ). Based on these calculations, the starting parameters may have to be refined to yield a more accurate result in combination with experimental data. In a nutshell, a rough recipe to approach this kind of calculations would be as follows:
1. Use a Mie model to calculate the (microscopic) scattering and absorption efficiencies Q sca , Q abs as well as the scattering amplitudes S 1 , S 2 from the Mie coefficients a n , b n [1, 119, 153, 154] . This can be based on classic Mie theory of spheres or advanced models such as stratified spheres, anisotropic particles or arbitrary objects. For simplicity, we exclusively consider isotropic spheres henceforth. 2. The K-M absorption coefficient K can then be defined as [152] 
with the volume filling fraction f V and the particle diameter d. The K-M scattering coefficient S is defined in a similar fashion [152] :
where σ c is the forward scattering ratio that is derived and given in references [136, 152] . 3. For sufficiently thick samples, Equation (3) can be solved for R ∞ , yielding:
In this case, neither particle size d nor volume filling fraction f V play any further role as they cancel out in Equation (9) . However, for a translucent coating layer, Equation (9) becomes inaccurate and needs to be expanded to expressions including the diffuse reflectance of layers beneath the sample [1, 152] . However, since this case is not covered by classic K-M theory, it will be omitted within this context.
This way, the diffuse reflectance of an opaque sample can be approximated by theoretical calculations for a single wavelength and particle size. The aforementioned procedure can be repeated for arbitrary wavelengths, thus generating a reflectance spectrum. Because this model only accounts for single scattering processes, it tends to overestimate the diffuse reflectance, especially where absorption becomes prominent: light is only attenuated once as opposed to potential subsequent scattering (and consequentially absorption) events at neighboring particles.
When the investigated sample is polydisperse, knowledge about the particle size distribution in either its differential form q 0,3 or integral form Q 0,3 (also termed as cumulative undersize) [148] is crucial.
The distribution can be determined via dynamic light scattering, atomic force microscopy, electron microscopy or differential sedimentation [155] [156] [157] [158] . A typical particle size distribution is shown in Figure 15 . Owing to a significant contribution to diffuse scattering originating from small particles (cf. Figure 13 ), it is of utmost importance to resolve the size distribution down to low nanometer-levels. In this regard, disc centrifuges (e.g., by CPS Instruments, Inc. or Brookhaven Instruments Corp. [159, 160] ) have proven to be a valuable asset in accurate size determination. The particle size distributions q 0 and q 3 are mutually dependent on each other and can be transformed as follows:
The denominator of Equation (10) is required for normalization, i.e., the cumulative undersize should approach 100% for d → ∞. Unless otherwise defined, we henceforth use the particle size distribution by number denoted by q 0 for simulations.
For each particle size d i , Q sca , Q abs , S 1 and S 2 are calculated. Afterwards, their weighted average is determined and used in subsequent calculations. This weighing is performed by using q 0 (d i ). For increased accuracy, especially when broad size distributions occur, a considerable amount of particle sizes should be sampled. In general, any polydispersity will wash out sharp Mie resonances at a single particle size.
Provided with an initial size distribution and a complex-valued refractive index m = m + im , one may estimate the diffuse reflectance and vice versa, calculate m from R ∞ , as shown in Figure 16 . Figure 14 . (a) Measured diffuse reflectance spectrum R ∞ (λ) (blue) and calculated values (circles) and the derived absorption coefficient α (red line); for better visibility, simulated values are shown only for selected positions; full calculations take the entire experimental dataset into account. The absorption-dip at 700 nm results from experimental artifacts that is discussed in Section 3.2. (b) Kubelka-Munk absorption and scattering coefficient K and S from which R ∞ is calculated according to Equation (9) . (c) Microscopic scattering and absorption efficiencies Q sca and Q abs calculated from Mie theory [154] used for deriving K and S. (d) Complex-valued refractive index (left); the real part is adapted from ref. [161] whereas the imaginary part is calculated from the experimental diffuse reflectance. The used size distribution q 0 (d) with sampled sizes d i is shown to the right.
If the diffuse reflectance spectrum is known, further optimization may be carried out by modifying both m and q 0 (d) until a sufficient overlap between experiment and simulation is achieved. Because m and q 0 both have significant influence on macroscopic quantities, it is viable to affix one in order to calculate the other. For example, by setting q 0 immutable due to a preliminary size characterization, m alone is varied. Based on this approach, the absorption coefficient [162] 
can be determined. This finding is of crucial importance, considering that it grants access to a quantity that traditionally could only be concluded from transmissive measurements which are impossible to conduct for many industrially important materials as they only exist as powders. While it is possible to directly calculate α from Mie as indicated in reference [163] , the additional step via K-M theory helps relating predicted diffuse reflectances to measured ones for further parameter refinement and extraction of intermediary quantities such as K or S.
Nevertheless, because this approach only accounts for single light-particle interactions, i.e., a scattered photon will not interact with another particle, m is typically overestimated this way. Conversely, if the absorption dispersion is known beforehand, predictions of R ∞ will be skewed towards unity. Especially at spectral regions of high absorption, calculated R ∞ will be significantly larger than measured. While the introduction of empirically determined correction factors or exponents may provide reasonable remedy [164] , a physically correct picture will only be painted by considering multiple scattering.
Monte Carlo Simulation
An alternative to the previously discussed ab initio approach is to use statistical methods [165] . Ray tracers (e.g., LightTools [166, 167] ) allow accurate simulation of light-matter interaction at surfaces. Provided the number of rays is sufficiently large, statistical processes such as the diffuse reflectance can also be approximated satisfactorily [146, [168] [169] [170] [171] [172] [173] [174] [175] [176] [177] [178] [179] [180] [181] . For this, a model of the material under investigation is designed; relevant physical parameters that will be used within the simulation are determined beforehand such as the refractive index, e.g., via the Becke line or Schroeder van der Kolk method [182] [183] [184] [185] [186] , or the particle size distribution q 0 , e.g., via disc centrifugation [159] . Further parameters that enter the simulation result from experimental conditions such as the actual sample thickness or volume filling fraction f V . Lastly, the diffuse reflectance R ∞ is measured as it will be used as a reference to calculate the imaginary part of the refractive index m within the simulation. In other words, m (and thereby, the absorption coefficient α as well, according to Equation (11)) is altered until the simulated diffuse reflectance value coincides with the experimentally determined one. Repeating this procedure for different wavelengths λ thus yields the dispersion of the absorption coefficient α(λ). In order to calculate the diffuse reflectance via Monte Carlo simulation, a ray tracer setup as schematically illustrated in Figure 17 Upon irradiation, individual light beams may interact with particles such that they are either attenuated (or, ultimately, absorbed), scattered according to Mie theory, or remitted. For single light beams, this can be understood as follows: When a light ray impinges upon the sample, it is scattered by a single particle according to Mie theory, i.e., the probability for a light ray to be scattered into a certain direction is defined by the microscopic scattering coefficients. Owing to the statistical nature of this process, there exists a nonzero probability that the ray is scattered backwards, thereby leaving the sample as a remitted beam which is counted by the back half of a hypothetical detector sphere encompassing the entire setup. Alternatively, the ray may be scattered forward where it can interact with another particle. For a non-absorbing sample, the number of scattering events within the pellet is theoretically unlimited. In this case, propagation is only terminated when the light ray leaves the sample. As a result, the calculated diffuse reflectance as the number of backscattered rays scaled by the incoming ones approaches unity for thick samples. In case of thin layers, a significant number of beams traverses the sample and are subsequently collected by the front half sphere which counts towards transmission signals. Taking absorption into account provides a specific termination condition: At each scattering event, the incident light ray is slightly attenuated owing to the lossy medium, thereby gradually decreasing the ray's intensity until a lower threshold is attained that halts further propagation due to negligible intensities [187] . In close relation to the Beer-Lambert law, the attenuation rate scales with the product of absorption coefficient and path traversed through individual particles. Hence, both parameters α and q 0 can affect the calculated diffuse reflectance equally; on a per-particle basis, an increase of α can be compensated by a decreased particle size and vice versa. In order to avoid this ambiguity, q 0 is affixed which is reasonable after its experimental determination. Once again, due to the statistical nature of the interaction mechanism, a significant number of light rays is required for accurate predictions. With parameters resembling those of the experiment, that is a 4.5 mm thick TiO 2 -rutile sample with a volume filling fraction f V ≈ 55%, a particle density of 4.23 mg mm −3 and a particle size distribution as shown in Figure 15 , no transmittance through the sample is observed for 25 million nearly collinear rays (beam divergence ≤ 1 • ). The surrounding material has been assumed as air with a density of 0.119 mg mm −3 and a refractive index n air = 1.0003 − 0i. This underlines the validity of the K-M relation for pressed powders: a thickness of a few millimeters is sufficient for canceling transmission. Consequently, this geometry is therefore sufficient for the determination of R ∞ . In fact, light rays may be scattered several hundred to thousands times inside the sample relatively close to the surface before either exiting through the entrance plane or being absorbed at a particle (cf. the inset of Figure 17 ).
The interplay between scattering and absorption is decisive in the development of the overall diffuse reflectance: A higher scattering coefficient increases the number of scattering events and, thus, the total absorption probability (that is a product between absorption probability at a single particle times the number of events), as does a growing absorption coefficient. As a result, these two quantities appear coupled when performing diffuse reflectance measurements.
Taking scattering and absorption coefficients into account allows to calculate the diffuse reflectance as a function of wavelength. For rutile-phase TiO 2 , the simulated diffuse reflectance spectrum shows significant resemblance to data coming from both literature [188, 189] and present measurements as it is shown in Figure 18 . Throughout the visible range above 450 nm, the absorption remains nearly fully wavelengthindependent and only appears to grow in the infrared spectral region. However, this is likely subject to measurement artifacts as no significant absorption between 730 nm and 4000 nm has been reported [161] . For wavelengths below 430 nm, the diffuse reflectance declines significantly which can be attributed to a growing contribution from absorption induced by the material's band edge. Compared to literature data measured on thin films [161] , the calculated absorption coefficient α is in remarkable agreement, especially for wavelengths below 390 nm.
The striking similarity of α reveals agreement between thin film and diffuse reflectance measurements in this specific case. Therefore, DRS paired with Monte Carlo simulations opens up the possibility to quantitatively determine the absorption coefficient. This result has a tremendous impact on material science: A number of materials do not exist as bulk media or with adequate quality for alternative optical characterization methods such that DRS hereby provides ready and exclusive access.
Both simulations, ab initio and Monte Carlo, yield similar absorption spectra based on identical diffuse reflectance data, particle size distributions and real refractive index. However, ab initio calculations tend to overestimate α by an order of magnitude due to the exclusion of multiple scattering events. As a quick remedy, the theoretically calculated diffuse reflectance has been exponentiated by a value s such that the absorption coefficient yields comparable results to the Monte Carlo simulation, i.e., instead of comparing R sim ∞ with R exp ∞ , the final step matches (R sim ∞ ) s to experimental data. This can be understood by the total diffuse reflectance being composed of directly backscattered radiation and the forward scattered fraction that is then backscattered by additional particles (naturally, their scattering wave can be re-scattered by further particles, etc., yielding a plethora of higher-order terms) [164] . It should be highlighted that s has no physical relevance except for empirically correcting ab initio values to those from literature and Monte Carlo simulation to account for multiple scattering. The best agreement between both simulations has been achieved for a wavelength-independent correction exponent s = 2.5, thus establishing a coarse prediction of R ∞ while including dependent scattering.
The latter is naturally accounted for in the Monte Carlo simulation which paints a more accurate picture of α at the cost of severely increased processing times and demands. In this regard, each method offers distinct advantages: Whereas ab initio methods can be used for attaining a quick overview of the optical properties of the investigated material, a more thorough and quantitative analysis can be performed via Monte Carlo simulation.
While additional rays increase the accuracy of the Monte Carlo simulation, the overall result is not significantly affected. Diffuse reflectances generated from 25 million and 1 billion rays are largely identical and differ by less than 0.1%. Hence, a large number of data points may be generated with a relatively low number of rays while maintaining an accurate estimate, thereby greatly speeding up the process of predicting absorptions from a given diffuse reflectance spectrum or, vice versa, calculate the diffuse reflectance properties from a material with known bulk parameters.
Summary
Our review-like article addresses the optical characterization of pure, dielectric (nano-)powders with the aim to provide an end-to-end instruction from preparing reproducible samples with Lambertian scattering behavior using the presented, innovative approach up to the determination of absorption spectra. As a result, a procedure based on diffuse reflectance spectroscopy is developed that allows for (i) performing reproducible and artifact-free, high-quality measurements as well as (ii) a thorough optical analysis using Monte Carlo and Mie scattering simulations yielding the absorption coefficient in the visible spectral range.
We like to note that diffuse reflectance spectra typically do not allow immediate access to further physical quantities as it is, for instance, known from transmission studies; however, through adequate mathematical transformations, locations of the band gap or even absolute values for absorption coefficients may be gathered from suitable simulations. Furthermore, the diffuse reflectance is a remarkably sensitive quantity for (semi-)opaque samples that can rarely be classified by other means and thus provides a complementary technique for material characterization.
Based on a bottom-up approach, analytical and statistical methods have been applied to predict and reproduce experimentally determined diffuse reflectance spectra that open up a deep insight into individual material properties. As a synergistic ensemble, simulations and experiment offer an in-detail analysis of investigated substances. However, even a less sophisticated approach based on the conversion from Mie theory to Kubelka-Munk equations provides rapid insight in the diffuse reflectance and thereby absorption features of an unknown substance. Indeed, we have shown the determination of the difficult-to-obtain absorption coefficient in the case of micro-or nano-scaled particles by adapting the simulation to the experiment.
As a result, the methodology described herein has tremendous potential in the optical characterization of materials that cannot be suitably investigated otherwise. Furthermore, due to the pronounced differences in light scattering compared to macroscopic objects, diffuse reflectance spectroscopy provides a deeper insight into the optical properties of small-scaled powders. Especially in the context of potential applications, a direct means to assess the properties during production of such materials poses a substantial benefit in terms of speed, cost and effort.
Conclusions
To sum up, the precise and detailed inspection of diffuse reflectance spectroscopy allows for obtaining an end-to-end procedure from sample preparation up to the determination of the absorption features. As a prerequisite, it is necessary to consider all facets, including the selection of materials for powder presses, the choice of a white standard, the precise adjustment of optical paths, the type of data acquisition procedure, the choice of theory for analysis and the application of modern modeling tools. Furthermore, the complexity of the experimental setup itself is kept to a minimum using a fluorescence spectrometer without integrating spheres and the simple case of non-translucent, thick powder samples is assumed. Thereby, it is possible to omit host materials and the investigation of the material of interest itself is streamlined drastically, yielding a feasible alternative to established experimental techniques. At the same time, our findings demonstrate that diffuse reflectance is particularly sensitive to even small changes of the material composition, thus being capable of identifying even marginal impurity traces. In addition, the experimental geometry can affect the diffuse reflectance significantly, thereby producing a large number of sources for artifacts. However, based on the presented methodology, such artifacts can be greatly minimized, resulting in both a considerable sensitivity and yielding reproducible, reliable data.
