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Abstract .  I f  a11 eigenvalues of a l l  matrices A (i = 0, 1, 2, ...) 
i 
l i e  i n  a d i s k  of r ad ius  < 1 and i f  t h e  matrices A. vary s u f f i c i e n t l y  
slowly, then t h e  system x = A.x. is  exponentially s t a b l e .  An e x p l i c i t  
upper bound on t h e  v a r i a t i o n  rate is  given. 
1 
i+l 1 1 
The purpose of this note  is t o  prove f o r  t h e  d i s c r e t e  case a r e s u l t  
1 t h a t  has  been e s t ab l i shed  f o r  t h e  continous case by Rosenbrock 
cen t ly  sharpened by Desoer . 
and re- 
2 
Consider t h e  system 
= A. xi i =  0, 1, 2, ... (1) i+l 1 X 
nxn where x E Rn and Ai E R 
n x n matrices wi th  real elements). 
matrices (Ailo 
f o r  a l l  i. (Rnm denotes t h e  class of a l l  i 
W e  assume t h a t  t h e  sequence of 
W 
i s  bounded, i.e. t h e r e  is some f i n i t e  % such t h a t  
and t h a t  f o r  some E > 0, 
max lh.(Ai)l  5 1 - 2 E < 1 i =  0, 1, 2, ... 
j J  
(3) 
i.e. a11 eigenvalues of a l l  t h e  mat r ices  A 
1 - 2 E < 1, 
are i n  t h e  d i sk  of rad ius  
i 
Under these  conditions,  provided the sequence of matrices 
{Ail varies s u f f i c i e n t l y  slowly, i.e. 
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. _. sup !Ai+, - Ai" is  s u f f i c i e n t l y  small, i 
t h e  system (1) is  exponentially s t ab le .  
It is  w e l l  known t h a t  without t h e  r e s t r i c t i o n  on t h e  rate of . 
v a r i a t i o n ,  t h e  system may have exponentially inc reas ing  so lu t ions .  
N As a f i r s t  s t e p  i n  t h e  proof, l e t  us bound Ai 
N 
where N is a pos- 
i t i ve  in t ege r .  Calcu la te  A by Dunford's in tegra l '  using t h e  circle of 
rad ius  p = 1 - E as contour, 
4 NOW K a t 0  has shown t h a t  i f  one uses t h e  euc l id i an  norms i n  R" and t h e  
n-1 induced norm f o r  matrices, then ~ ~ M - %  - < nMll / I d e t  MI . So 
d e t ( s 1  - Ai) 
2n 1 E aANll < (i-E)N max 
2n I s I =l-E i -  
(i-E)  + (EQ n-1 
N+1 < ( l -E)  - 
En 
where we used (2) i n  t h e  last  s t e p ,  Thus we ob ta in  t h e  bound 
I I A ~ I I  < m p vi, V N  (5  1 i -  
where p = 1 - E and m depends on E, n and %, b u t  is  independent of i. 
Now, f o r  t h e  ith sampling i n s t a n t  pick t h e  Liapunov func t ion  
Vi(X) = xT Pi x 
Hence, by (1) , / 
Pick Pi+l such t h a t  
- I  -  T 
*i 'i+l Ai - 'i+l 
By d i r e c t  s u b s t i t u t i o n ,  t he  s o l u t i o n  is  t h e  symmetric p o s i t i v e  d e f i n i t e  
matrix 
-2- 
Note tha’fthe series (9) is absolu te ly  convergent i n  view of (5), and 
3 
T where we observed t h a t  t he  induced enc l id i an  norm of A w a s  equal t o  t h a t  
of A. Note t h a t  t h e  upper bound does not  depend on i; the re fo re  
2 
1- P 
nxii vi (10) 
Uxl 2 < V,(X) 2 - 
We are going t o  show t h a t  i f  sup IIA - Ai 111 is s u f f i c i e n t l y  s m a l l ,  then - i i  
t h e r e  is an q > 0 such t h a t  
- Pall < 1 - 17 < 1 v i  
I P i + l  1 - 
I f  (12) holds,  then, toge ther  with ( lo) ,  they imply t h a t  (1) is  expon- 
e n t i a l l y  s t a b l e .  
By sub t r ac t ing  two consecutive ins tances  of ( 8 ) ,  w e  ob ta in  
. -  
Call t h e  r i g h t  hand s i d e  - M. and n o t e  t h a t  by (2) and (5) 
1 
n 
Solving (131, m 
(A:)k Mi@,) k 
Pi+l - Pi = Mi + 
k=l 
Inequal i ty  (14) shows t h a t  i f  
then (11) follows. This concludes t h e  proof. 
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