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ABSTRACT 
This paper studiE:"'S a mathematical lf'arni11g model for 
psy~hological sig11al detec ti 011 theoryu The ger1eral model 
studied is based u1Jon a model originally proposed by Kac 
(1962, 1969) as pres~··r1t cd by Dori-m;111 and Biderman (1971). 
This model and three spe:ial cases of this model are 
, 
studied in a two~alt.Ernati·ve forced choice signal detectio11 
experirnet1to It appea.r~s that. all four models are "tractable 
from the point of view of· parameter estimation", with the 
generalization of Kac's model giving the poorest fit to the 
experimental data. 
·, . 
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~ Mathematical Model with Application to Psycholog! 
During the early 1940's, a tremendous technological 
effort was made to develop radar for military purposes. 
The range of any radar was limited by the magnitude of the 
radar signal; the efficiency of the system depended on 
receiving and detecting very faint echoes. Initially, 
detection was done by human operators, but the engineers 
suspected that more sensitive and reliable detection might 
be possible with automatic devices. As a consequence they 
b~;:ga11 to de,1ist· a general theory of threshol.ii signals that 
would support their efforts to design optimal detection 
systems. Soon, with the development of statistical decisioh 
theory, the work grew more and more statistical in nature. 
lJl th:e simpl·es·t cases, deciding whether a particular recep-
·cion -does .. or· ·d·oe$. n:ot contabn a -signal is ·exactly the same 
ptot,t~m ·a st·atisti·cian f ac~.s whe.n. 'J1:e: :tr·ies to decide whether 
a p.a:r:ticu'lar observation c·.o.m·es: fr.o.ttr ot1e or the other of two 
p.ossibl.e populations" Given this insight, it becomes 
possible to apply mathematical statistics directly to the 
:d:et·e:Gtion problem" 
The usual point of origin is taken as Tanner a~d Swets' 
1954 paper on the detection of simple signals. Their con-
.,,,,. 
tention was that a person listening or watching for a signal 
,2 < 
•',• 
'~· ' 
" . • 
could be regarded as having within himself a randomly 
varying process, the value of which changes with the occur-
) 
rence of a signal, but which would still vary over a range 
which might overlap the range of its variation in the absence 
of a signal (Haber, 1968). Thus began the study of the 
theory of signal detection (TSD) • 
. 
Signal detection theory is basically designed for 
analysis of the detection Jof weak signals against a back-
ground of noise, and may be applied to any context in which 
' 
the sensory imput is ambiguous. TSO is really a combina-
tion of two theories: the theory of the ideal observer and 
,, 
~lecision theory. The theory of the ideal observer is·a 
·~~thematical model which relates the detebtability of the 
noise to precise physical stimulus characteristics. Most 
often, these ·mod'els. are ue;.ed for the sake of comparing 
human detect~on performance with that of the mathematically 
ideal; a mathematical simulation of human behavior. 
Tanner and Birdsall (1958) discuss how the ideal observer 
theory reveals the signal parameters. Swets (1961) 
develops the analysis of the differences between the human 
and ideal observers. (See also: Green, 1960; Green and 
Swets, 1966; Kac~ 1969; and Coombs, et. al, 1970). 
,. 
3 
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Decision theory gives an arialysis of the process 
which generates tl1c ciiffc,rer1ce l)etween stimuli tl1() sub-
ject reports he he does and does not hear. More recently 
this theory is postulated as being the product of two pro-
cesses: the sensory (or activation) process and the 
decision (or judgment) process. 
A subject's level of sensitivity to external stimuli 
is defined by the sensory process specifying "the relation 
between external stimulus events and hypothesized sensory 
states of the subject'' (Atkinson, 1963). Atkinson (1963) 
assumes the sensory process is dynamic, changing from trial 
to trial, dependent u~on previous events, whereas most of 
the other theories assume a fixed or static sensory process, 
independent of past events. Some theories have argued 
for a continuum of sensory states (Green, 1960; Swets, 
Tanner and Birdsall, 1961; Dorfman and Biderman, 1971) 
while many others assume a finite set of sensory states 
(Fechner, 1860; Carterette and Kinchla, 1962; Luce, 
1963; Atkinson and Kinchla, 1965; Friedman, et. al.~ 1968). 
The d.,ecision process specifies a subject's observable 
response in terms of his sensory state. This process is 
usually considered as being stat~c over trials of an experi-
ment (Green and Swets~ 1966), but others have treated-it 
,,,.._ 
as also being a function of the §~quence of preceding 
\ 
·' 
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events. (Atkinson, Carterette, and Kinchla, 1962; 
Atkinson and Kinchla, 1965; Friedman, et. al., 1968; and 
Dorfman and Biderman, 1971). The most recent writings 
view the subject as utilizing more than the immediate sen-
sory information to determine a response. However these 
approaches still assume the detection process is fixed over 
a long series of trials. As far back as 1860 (Fechner) it 
was noted that the respon~e tendency was influenced by 
both the stimulus and preceding responses. Many investi-
gator.~ overlook these sequential effects. 
Dorfman and Biderman (1971) felt that ''it woul·d be of 
great value to investigate learning models [ o.f TSD] which 
are appropriate f.or a ·continuum of sensory states.''· 
·while it is true ,that I<ac (1962) J Skla.·ns:ky (1963), an.o. 
$c·hoef.fler (19·:65:) propo·sed such learn·ing modelsJ th_e:re ·has· 
]Je·en no a.tt·empt to fit s·uch models. to exp-e.ri·mental dat.a. 
The ma .. j··qr· goal of. t·hi's p~per is ·t.o follow Dorfman an:d: . . 
.B:i.der·man'' s (1.971) .learri-ing_ model for a continuum of sen-
.Sc)r_y s·t.at·es assuming·~q. dynamic decision process. Any 
gµo~c~1:tion which is not referenced has been taken from t·:bi::s 
.1:9·71 paper of Dorfman and Biderman. 
''The model to be proposed and investigated is a 
generalization of a model originally put forward by Kac 
.. 5 
'· 
"'· 
- . 
(1962, 1969)." Kac 's model takes no sta11d on the threshold 
controversy. A discussion of this problem may be found in 
Corso (1963), but briefly it concerns the validity of a 
sensory threshold, i.e. that a physical stimulus less than 
i 
some specific value (the threshold) evokes no sensory 
experience. Accordingly this threshold serves as a 
reasonable zero point for the sensory continuum. The 
alternate view is that sensation trails off to zero only 
when the stimulus itself is zero. According to this theory 
a subject fails to re~ort a stimulus, not because it fails 
to give rise to a sensory response, but because it simply 
isn't "strong" enough to elicit an observable response; 
this is the response threshold theory., Kac simply sets an 
arbitrary firs·t. :thres-hol,d or cutoff point which changes by 
a fixed cons:tant,: givi.ng cl new threshold. -afte.r each feed-
b.ack·. .,,··since there are fou:r possible evettts· ·in. a .signal 
detection experiment - a_n, event fbr each cell of ·the 
.--.. 
payoff matrix [i.e. a te.p·:·l.y ·of no s:ignal when th·e.re .is. -a 
signal;: a reply of s_igrta:L wb.e.n t_-here is a signal.;, ._a. reply 
of ·no signal when there is no _signal; and a reply' of no 
_s-i·gnal when there is no signal. ] - it seems reasonable to 
assume a more general model, one having a parameter for 
each of these four events''. 
. 6 .., 
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THE MODEL 
A mathematical model consists of a mathematical 
system, idcntificatio11 or coordinating definitions and 
axioms, and specific app1iccitio11s. The mathcmatic"'al system 
is concerned with classes of stimuli 1 respLJ11ses, and events. 
The model attempts to describe response tendencies by 
sets of probability variables. Certain functions are intro-
duced to correspond to events which alter response tenden-
cies during learning. 
The class of stimuli (the total environment of an 
organism during an experiment provides stimulation but 
obviously a particular experiment is only interested in 
certain parts of that environment) are represented in the 
mathematical system by s1 , s2 , ~ •.• _, and are called 
stim~lus configurations. Our study will deal with only 
t.wo st,irnulus conf·igura.tions .. 
We defin'=,,. in :gene·r-al_, v· mutually exclusive and· 
¢~hausti ve cl.asses o·f rf=.sponses which in ·the mathematical 
system are represented by the set of alternatives 
R1 , R2 , ... , Rv· In this case we will be dealing with a 
< 
model with only two possible response alternatives. Later 
when we apply our system to experimental problems we 
identify alternatives R. with certain classes of behavior. i 
I 
· .... · 
,. 
. ~ . , 
As an index of behavior we choose a set of probabi-
lities p1, Pz, ... Pv, one for each alternative or class 
of responses. pj is defined as the probability that 
alternative R. will be chosen. Many texts are available J 
and we shall assume a basic understanding of probability 
theory. 
Factors which change the set of probabilities are 
called events whose nature depends upon the particular 
experiment being considered. In the mathematical system we 
designate events by the abstract set ·E1, E2, •.• , Et. 
The presentation of a stimulus configuration followed by a 
response after which .a.n event ensues is called a trial. 
All experiments a.re: ttlad·e up of sequences of such trials. 
The trial number is indicated by the addition of a sub-
script. In o·ther words, s. is the stimulus p·•·:re. s. ented 
· · · in 
cit the beginning of the nth trial; R. is the response 
.Jn 
alternative on trial n; and Ekn is the event following 
R .. In our experiment we only consider information events, Jn I 
i.e. after s. and R. (written as. s. R. or in J n · in J n 
indicates that the experimenter tells the 
subject that stimulus Sk ~s presented. In this paper 
we will assume that only correct feedback is given, i.e. 
:t·-hat i = k. For comparisons of correct feedback and no 
:8 
-r, 
b.'. 
.. 
• 
feedback experiments and correct feedback and incorrect 
feedback experiments see Atkinson, Carterette, and 
Kincl1la (1962, 1964); Schoeffler (1965); Atkinson and 
Kinchla (1965); and Carterette., Friedn1i111, and Wyrnan (1966). 
The next step in presentation of a mathen1atical model 
is a description of the general correspon<.1ence between 
elements in the mathematical system and empirical 
phenomena. We say that, the stimuli corresponds to states 
of the world; responses in the system correspond to respon-
ses of organisms; events to events in the real world and 
to feedback in our case; and sets of probability variables 
in the system to response tendencies of organisms. 
Our formal definition of the model is completed by 
the following axioms: 
A ·• . ·1 
.. :X:1001 · .. ·•• f .. . .,.·, . . ., 
··i 
T·h:e firs.t rp_a_j o_r -ass·Urrip.t,io·n is t:Jiat: t:h.e s:t·i:mc;1l:i. :s_e:nsor,y 
e·ffects are, normall_y distribut,ed- (µi'.di) .. T.h.urs·tone·-
(1927 a, b) ·was ot1e •O-f the first to pursue such a hypothe-
sis and w.ork out its app:li·c·at_ions. It is u·sually assumed 
t:ha-t ·th-e distribution of one: s:t:imulus can be represented . i 
·, 
on the same continuum as that occupied by the distribution 
of the other stimulus configuration. However, since both 
.I 
9 
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stimuli are sometimes multidimensional in character, it 
i s s t i 11 po s s i b 1 e , em p 1 o y i 11 g t 11 e l i k (~ 1 i l1 o o cl r ;1 t i o n1 ca sure , 
to represent the detection problem in terms of a unidimen-
sional variable (Schoeffler, 1965, and Green and Swets, 
1966). 
Axiom 2. ''There exists a cutoff Xn ·on trial n such 
that if 
(i) X < xn, the response is R2 
(ii) X > X ' the • Rl' response 1S n 
where • observation trial n. '' We • X 1.S an on are assuming 
here that sight (sound) may be represented by a numerical 
value (random variab·le). It is this abstraction which ·we 
call an observation. 
Axiom 3. "If the cutoff is x .. 
J). 
occurs on trial rt, then 
where 
{-1 if 5'. i --
+l if 
f> 
10 
on trial 
~- . lJ. 
• 1 1 =·· 
• 2:, 1 
-- • 
,..-
n 
·,.,;: 
.j' 
S.R. 
1. J 
• 
Special Models 
Dorfman and Biderman consider three special models 
which put certain restrictions on the parameter 6ij of 
the general model. 
Model 1. (Kac Model) 
~11 = 622 = 0 
The Kac Model assumes that the cutoff point is changed 
only when the observer is incorrect. 
Model 2. 
~1 ·= 6z2 = ~ 
612· = 621 = ·6z: 
This- i·s a two-paramter model in which the cutoff changes 
after every trial. 
Model 3 .. 
The c.ottverse of Model 1, Model :3: as:su:rne·~ ,a change in the 
·cu·toff only when the ·observer is :correc·t~. 
Let us call the general model, Model 4~ 
'. 
1,1 .. 
·,n 
~-
/ 
• 
~~--~------------------------------
t. 
. ·+ • 
ESTIMATION OF PARAMETERS 
In the early 1920's R. A. Fisher introduced a widely 
used principle in statistical estimation: one selects as 
an estimator of a parameter that value which will maxi-
mize tl1e likelil1ood of tl1e sample that is clctually ol)served 
to occur. Estimators having this property are called 
maximum-likelihood estimators. The computational procedure 
is straightforward in theory. The likelihood function L, 
which is the probability of obtaining the observed data, in 
terms of the parameter to be estimated, is worked with to 
• 
find the value of the parameter which makes L as large as 
possible. (See Kendall and Stuart, 1961; Wilkes, 1962; 
and Mood and Graybill, 1963). 
In our case the likelibqod .£unction is 
L = 
''where S. R. 1n Jn is the event which occurred on trial n . . .. .. , 
is the total number of trials within an experimertta.1 
structure r, and R is the total number of experimental 
structures." Ddrfman and Biderman go on to ''define an 
experimental structure as an!!. priori probability and/or 
a payoff matrix.'' · 
12 
.. 
• 
By the law of compound probability 
• • • 
which, by definition of conditional probability 
•••• 
k ) N-k Letting a = .P(S1) [ 1 - P (S1 J , where k ·is the 
number of s11 s and N-k the number of s2 •sf our like-
lihood .func:t·i:on is now .redu·ced :to· 
• • • 
Since we will be maximizing L, and a is a constant, we 
) 
. 
can ignore the a. Dorfman and Biderman chose to simplify 
. 13 
~-
.. 
the notation further by letting 
''For purposes of maximization, the logarithm of the like-
lihood function is simplest to deal with, and is as 
follows 
£n L = £n P (R . /s . ) . 
r J n 1.n 
"It follows from Axiom 3 of the general model that Xn 
can be expressed as 
• 
where the absolute value of 1'.. is the number o_f S.R. 's, 1] 1 J 
and its sign is determined by the subscript i as presented 
:i..n Axiom 3. '' For Model 1 this becomes 
For Model 2: X0 = x1 + 2K11~11 + 2K12~12 
For Model 3: Xn = x1 + K11 ~11 + K22~2 
These formulations require a value for x1, which may be 
estimated from the data ("the initial value of the cutoff''), 
14 
.,,, 
or some assumed value. Dorfman and Bidercnan sL1ggc~st the 
simple procedure of setting "Xi at a value ~L1cl1 that 
P(R 1) = P(R2) = 0.5, when P(S 1) = 0.5". 
Maximization of the Likelihood Function 
''There are a variety of numerical rnethods for the 
maximization of" the likelihood function: Kelly (1967) 
discusses a computer method which he called the gradient 
procedure. Traub (1964) goes into detail on iterative 
methods and also mentions the possible use of a mixed 
strategy, i.e. the use of different iteration functions 
"with different characteristics at different stages of the 
computation" (Traub, 1964). 
The direct search method of Hooke and Jeeves (1961) 
-
i,s .. a sequential type of search where eac·h solution is com-. 
'· 
' 
.... 
pared with the optimum up to that time. A :strategy, base·d 
on previous results, is established to de.t.ermine the values 
of the independent variables for the next trial.~ A parti-
cular strategy must be used for each problem. One type of 
strategy is called the pattern search, which has two 
major components: the exploratory move and the pattern 
move. The exploratory move serves as a guide as to the 
direction of the search. At this point we only care 
I
" 
,. 
about the success or failure of a move. A simple explora-
tory move would be to change one independent variable at 
a time. 
The second move, the pattern move, uses the informa-
tion in the exploratory move and actually optimizes the 
function by movin~ in the indicated direction. Each 
pattern move is then followed by a sequence of exploratory 
moves from the last base point (a point from which a 
pattern move is made is known as a base point). We can 
view the entire procedure as a search from base point to 
base point. 
Rao (1952, 1967) discusses the possibility of a 
general method for the solution of the maximum likeli-
hood equation which would '·'a.s.sume a trial solution and 
derive linear equations ,f-or some additive corrections. 
The process :can be repec:1.ted until the corrections become· 
negligible '' (Rao, 1952, 1967). The method used to 
obtain the linear equations for the additive corrections 
which was, introduced by Rao is called the method of 
. . . 
-s.c.-oring: 
The efficient score for e is defined as 
d(log L)/de, and we are interested in the value of e 
for which the efficient score vanishes. 
J 
16 
.. 
Let e be the 
0 
f 
trial value of the estimate and expand, by a Taylor series, 
d(log L)/de, keeping only the first two terms: 
where 58 = e - e0 and I(B 0 ), the information at e = e0 ., 
is the 
2 . 2 E[-d (log L)/de 0 ] • 
Now setting [d(log L)/de 0 J - (5B) I(B 0 ) = 0, the correc-
tion 5B may be obtained: 
(5e) r(e 0 ): = d(1·og 1)/ae0 
(e + 5B) artd the above pro-
.. o· . 
1967). 
Dorfman and Biderman, as well as Dorf·man and Alf 
... 
{1966, 1969) and Ogilvie.and Creelman (1969) refer to this 
method of scoring as an adaptation of the Newton-Raphson 
iteration method. The familiar form of. Newton-Raphson, 
17 
. .. 
.... 
I 
can be more easily compared with the method of scoring 
when rewritten as f 
Dorfman and Biderman employ a mixed strategy using 
both Rao's method of scoring (1952, 1961) and a slight 
modification of Hooke and Jeaves' pattern search procedure 
(1961). The mixed strategy begins with the method of 
scoring until either "the largest change in the estimates 
on successive iterations is less than 5 x 10- 511 , i.e. 
- -
until the criterion for maximization is achieved, or 
''until the value of log L on any iteration, plus a small 
constant, is less than Log Lon the preceding iteration", 
i .. e. ,until a ''failure'' occurs~ After a failure, the 
-·-
pattert1-search :p.r:.oc.edure .:is utilized f.or some fixed numb.e··r 
o.f· :i·terations and then the method of scoring is begun 
again. This alternation between methods s·tops only when 
the cr1tetion of maximization is reached. Dorfman and 
Biderman reveal that their "exploration with separate use 
of the method of scoring and the pattern-search procedure 
revealed that both procedures always converge to the same 
18 
solution within an acceptable margin of error [there is no 
indication of what this error may be]. The mixed strategy, 
however, substantially increases the speed of convergence, 
and ensures convergence \vitl1 poor initial estin1i1tes." 
In carrying out the maximization process the experi-
menter has many techniques to choose from (see Rao, 1952, 
1965; Traub, 1964; Kelly, 1967; Dorfman and Alf, 1968, 
1969; Murray-Lasso and Kozemchak, 1969; and Bandler, 1969). 
I 
For the reason why Dorfman and Biderman chose the procedure 
they did, we must take on faith (or go through the lengthy 
~, 
process of testing for ourselves) their statement that they 
fo~nd their mixed strategy to be the most efficient pro-
cedure with which to maximize the likelihood function, 
sin~e it "produced very rapid convergence in all. of ·th:.e: 
ca-sets· studi.~d. ,., We =ca·n s=uppo.rt their use· _o.f these .tw:·o 
particular methods ·wi.th a .. fe.w o·bs·e.rvation-s mad-::e. by -others-: 
''In problems of· sta.tistic:al est·irnat.i.on., the: gra-dien·t· 
:method appears to b~ slightly less favored than the. 
Newton-Raphson method" (Dorfman and Alf, 1969). 
''Each strategy has its own advantages and disadvan-
tages and its own requirements. For example, gradient 
techniques requir~e partial derivative information which is 
[often] very hard to come by ... The direct search method 
19 
:.-:· 
-has a historic record of successfully climbing in very 
rug g e d t c~ r r ~1 i r1 " ( M t1 r r c:1 y - L cl s so a n d Ko z (l rn c }1 il k , 1 9 6 9 ) • 
''One of the n1ost l)l~L)t11isi11g n1(.1ll1cJ<.is is a sc)z11-cl1 tech-
nique developed by Hooke and Jeeves ... Direct search 
techniques offer an approach, not only to a variety of 
numerical problems for which classical methods have 
proved unfeasible, but also to many hitherto 'unsolvable' 
problems" (Kelly, 1967). 
" • • • more suited to use on modern computers'' (Hooke 
a11d ~Jeeves, 1961) . 
. - .. : 
20 -
·, 
APPLICATION OF THE MODEL 
Dorfman and Biderman decided in their paper to use 
the two-alternative forced choice task (2AFC) with the 
! priori probability of an interval occurrer1ce being con-
trol led. In this task an auditory background stimulus 
(noise) is presented in one of two successive time intervals 
and a signal plus noise is presented in the other interval. 
It is the subject's task to choose the one he feels to 
have contained the signal. The other con~only used 
experimental paradigm is the YES-NO task where a subject 
is to reply whether or not he detects a signal in a single 
i·n.terval. 
The authors plan~ in a future paper, to discuss th~· 
YES-NO task but :t:hey give reasons why the 2AFC task wa>s 
chosen f·:qr· th:is _p·aper: They feel it has the fewest 
nt.1.rnber qf p·arameters, to be estimated. One of their 
·reasons for this is that the 2AFC experiment '·'·appears to 
.be 1,~ss prone to a response preferenc~ than ·the YES-NO 
't'·a·s:k. '' Friedman, et. al. (1968) "obtained a strong pre-
ference or bias in favor of the 'no' response in the YES-
NO signal detection task 1'. 
"When this procedure {FC) is used wit·h equiprobable 
.... 
• 
stimulus alternatives, observers show a relatively small 
tendency to favor one or another response <l 1 t L'r11;i ti ve. 
Presumably. unlike the YES-NO procedure, in which the 
observer tends to regard the decision outcomes as quite 
different in value, the decision outcomes in FC do not 
differ intrinsically in value" (Green and Swets, 1966). 
The data found in Atkinson, Carterette, and Kinchla 
(1962, 1964), Atkinson and Kinchla (1965), and Carterette, 
Friedman, and Wyman (1966) support Green and Swets. The 
more recent pa~ers seem to assume from the start that the 
observer is operating with zero bias (Ogilvie and Creel-
.man,, 1968). 
. 
It is also true that the 2AFC task ''.has fewer 
.. 
·s,e.nsory parameters to be estimated from ,the data since 
the density functions for the difference distributions 
are theoretically identical except fcrr a. location para-
meter" (Dorfman and Biderman), i.e. if we assume the 
.. ··.. I 
s,1 ,S are normally distributed 2 N(µi' a )· 
~titled Application to this experiment), 
22 
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(Green and Swets, 1966) . 
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THE EXPERIMENT 
Method 
Explicit details of the design, apparatus, procedure, 
and subjects of the experimer1t are descri1)eci t)y Dorfn1an and 
Biderman. The more important details of tl1e clesign and 
procedure that are of interest here are described below: 
Design: "A 2AFC acoustic simple detection task was 
employed ••• The probability that th~ signal appeared in 
interval one [P(S 1)] was manipulated [by the experi-
menter] ••• Three probabilities were used, P(S1) = 0.1, 
Oo5, and 0.9 •.. three test sessions of 400 trials each 
and each test session contained a different P(S1) ••• 
Correct feedback was. provided on a.11 trials.'' 
·Procedure: ''Each of th·e fifteen subjects ·partici-
• • • 
pated in five experimental sessions, two training _sessions=, 
and three test sessions.'' In all f:iv-e experimental 
sessions the- same tone was used as a signal. But then the 
''first training session consisted of the presentation of 
five different levels of E/N0 [E is the signal energy 
and N0 the noise power. We shall simply refer to this 
ratio as the signal-to-noise ratio] in an arbitrary 
-24 
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[random] order ••• The equalled 0.5.'' A signal-
to-noise ratio "was chosen so as to give approximately 
76% correct responses in the 2AFC task for a d' of 
about one." d' is equal to the difference of the signal 
plus noise and noise only distributions divided by the 
standard deviation of the noise distribution. A value of 
one was chosen for d' for ease 'of computation. It is 
not clear why Dorfman and Biderman chose the number 76 
for the percentage of correct responses but perhaps they 
were influenced by a previous paper in which 79% was used 
"to maximize the likelihood of discovering an effect if 
it existed.'' (Atkinson and Kinchla, 1965). "The second 
training s.ession was identical in procedure to the three 
test sessions with P(S1) equal to 0.5 ... The test 
value of signal u,,to-noise ra·t:i:O varied somewhat acro.ss 
subjects.'' 
Application to this Experiment 
Let 
Sl event that signal • first interval. • occurs in • 
S2 event that signal • second interval. • occurs in • 
Rl that signal occurred • first interval. • response 1n • 
R2 that signal occurred • second interval. • response in • 
'. 
.,., 
\ 
~--f~r 
~-----------------------------------
As in most signal detection theory (Dorfman and Alf, 
1968) ., D01·fman ancl Biclermcln ilSSLHne tl1~.1 t tl1e S ' . s 
1 
normally distributed They also assume that the 
noise and signal are normally distributed to a good 
approximation. Letting a = µ.1 - µ2/a and recalling 
P (R 1 /S. ) :. JOO f • (t)dt where f. • the normal 1S r n 1n X 1 1 
n 
probability density function of the S., Dorfman and 1 
Biderman conclude that on taking µ 2 = 0 and a= 1 
that 
F is. the cumulative normal function. Whenever needed, 
D:o·rfma:n and Biderman evaluated F using Hastings' (1955) 
ap,pro:ximation: 
wh:e:r:e· 
(2/V7f) J X exp[-'t2Jdt :e 
0 
1 - (:L/fl + a1 X + a2X2 + a3x3 + a4x4) 4J 
a - •. 278393 .a.3 - 000972 
·.1 .-.· - • 
.a.2: - 230389 
~·4 -· 078108 ...... • -· • 
, 
., 
i.. 
_,_,,_ ~·· .. 
Dorfman and Biderman assume that x1 = a/2 and note 
that "all of the theoretical predictions to be considered 
in this paper are simple combinations of the elementary 
theoretical probabilities of the likelihood function 
P (R. /S. ), and are computed from the maximum likelihood r Jn 1n 
estimates using ••. " the cumulative normal function formulas 
presented previously. 
The use of the method of scoring (Rao, 1952, 1965) 
requires computation of the first partial derivatives, 
and the expected values of the second partial derivatives: 
We have shown that 
R Nr 
.in L = l l £n Pr(Rjn/sin) • 
r=l n=l 
:O:n ~t:he :b.·as_:i.s ·of this, p.lu_s- t_he fac:t. :t-ha·t:-
each term of the likelihood function can be expressed in 
terms of the cumulative normal distribution. Since, for 
the general model, 
.... 
/\ ...., 
. •;/, __ . 
• 
~. ·-:=;... 
we have 
t 2 2 
= a/2 + l I Kij6ij 
i=l j=l 
• 
, 
2 2 
£n F(Koij a+ ~ ~ 
i=l j=l 
K.j fl,.) where 
1 n 1J ~ is the 
coefficient of a and S.R. 
1 J is the event which occurred 
on trial n. ,, 
• • • it should be evident that analogous 
expressions can be derived for each of the special models.'' 
Let 
-e -= the:- :tt::h p·arameter 
K = :th·e- -coetficient of ·t·he· t-th par-ame·t~t:·, tn 
f(Zijn) = normal density function of Zijn 
Then for the nth term of £n L we have 
" 
•'·· 
.. 
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The partial derivative of this is ''a random variable which 
can assume two possible values. They are 
2 
-KtnKun f(Ziln)[F(Ziln)Ziln + f(Ziln)]/F (Ziln) if j = l, 
2 
-KtnKun f(Zi2n)[F(Zi2n) 2i2n + f(Zi2n)]/F (Zi2n) if j = 2• 
Note that Zi. Jn is really independent of 
• 1 and • J' 
depending upon n, and being equivalent to either a - Xn 
or -xn. Since x1 = a/2 
= al;z - f 
-x = _a;z -
n 
i=l j=l 
2 . 2 
l l 
i=l j=l 
K •. Dai.) 1J J 
K . . 6 .. , and 1.J 1.J 
K . . ~- . l.J 1J 
The purpose of this is to point out that Z - -z i2n - iln' 
which-means that the expected value of the second partial 
derivative is 
-=~-=- ~·-··-:.:··· 
. - :.~~ ... 
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' 2 
-KtnKunf(Ziln)[[F(Ziln) 2iln+f(Ziln)J/F (Ziln) ]P(R1n/Sin) 
2 
-KtnKunf (-Ziln) [ [F(-Ziln) (-Ziln)+f (-Ziln) ]/F (-ZilJ] 
Now substituting in this the fact that 
P(R1 /S.) = F(z. 1 ), P(Rz /S. ) = F(-z. 1 ) and n 1n 1 n n 1n 1 n 
f(Z. 1 ) = f(-z. 1 ), we obtain 1 n 1 n 
Dorfman and Biderman note that this analysis assumes a 
particular stimulus S.i on trial n. 
The normal density function may be written in t-h:,e 
matrix form as 
where 
.A= - . ,e:· •· •· --
-··'-
• 
• 
• 
• •• 
\. . ."' 
A_ .;,i·· 
() 
,_ 
- . 
·•. 
,;: .. 
• 111 
•• ·. ' .! 
. ~ 
the dispersion or variance-covariance matrix. i.e. 
A = ( a . . ) = E (Xi - i L • ) ( X . - ii . ) . I t t L1 r 11 s o u t t ha t th i s l] 1 J J 
matrix is the inverse of the matrix of minus the expected 
values of the second partial derivatives. (Ogilvie and 
Creelman, 1968; Dorfman and Alf, 1968, 1967; Dorfman and 
Biderman, 1971). ''By substituting the maximum likelihood 
estimates of the parameters for the parameter values one 
can obtain approximate confidence intervals for the para-
meter estimates ••• '' (Dorfman and Biderman). Under 
simple conditions of regularity the maximum likelihood 
estimates approximates the multivariate normal distribu-
tion as n becomes large (Fraser, 1958; Mood and Graybill, 
1963). ''When these conditions are satisfied, it is 
possible to obtain approximate confidence intervals quite 
easily" {Mood and Garybiil, 1963). Say that the variance 
of the estimator of the parameter ~ 
' 
2 
cr (cp) indicating that it is a function of the parameter •.. 
"Therefore a confidence interval with probability may 
be determined by •.. '' use of 
.-.':.· 
~· :,, 
-
. ... 
where is the maximum likelihood estimate and d 
'Y 
chosen so that 
l 
(Mood and Graybill, 1963). 
_ .. 
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RESULTS AND DISCUSSION 
The receiver operating characteristic (ROC) or 
isosensitivity curve which we shall be using is a method 
of presenting and analyzing TSD data in graphical form. 
The concept was first presented to psychologists by 
Tanner and Swets (1954) who drew the concept from a 1954 
paper by Peterson, Birdsall, and Fox (Ogilvie and Creel-
man, 1968). It is a signal-to-noise ratio which represents 
the probability of the correct detection (P(R1/s1), the 
power of the test which is known in psychology as the 
hit rate) as a function of the probability of a false 
alarm (P(R1/s2) or the significance of the test). 
All figures mentioned in this paper refer to those 
similarly numbered in Dorfman and Biderrnan's paper. They 
will not be reproduced in this· ·paper . 
... 
I 
Dorfman and Biderman pr.e~ent S.even figures .o:f their 
data. Figure 1 shows observed and theoretical points on 
·Q) 
an ROC curve for four of the sub_j ects for Model 4, while 
Figure 7 shows the group ROC curves containing observed 
(averaged over the fifteen subjects) and predicted points 
for all four models. A quick· visual examination of these 
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curves seems to indicate that the theoretical fit of 
Hodel 4 is re;_1sonz1l)ly gocJ(l ~111d Maciel l gives "the poorest 
f i t o n th e aver a g e \v 11 i l e Mo de 1 2 a n d Mo cl e l 3 d i d c:1 b o LI t 
equally well, and Model 4 gave the best fit. Although not 
presented [by Dorfman and Biderman] perusal of the indi-
vidual ROC curves leads one to essentially the same 
conclusions." 
Figures 2 to 5 present the theoretical and observed 
learning curves of four subjects for Model 4 at each of 
the three values of P(S1). The P(R1) is plotted 
against blocks of trials in these figures. The fit of 
Model 4 to ••• the learning curve data appears to be 
, 
reasonably good in view· of the fact that the data are from 
individual subjects [and not averages over all the 
s-ubj ects]. '' 
Figure 6 shows an ROC learning curve of data averaged 
over all of the subjects, and the associated theoretical 
predictions acc·ording to Model 4. "For each ~ priori 
probability, the average probability of the appropriate 
events is presented in eighty-trial blocks, and the number 
of each data point represents the trial block from which 
.~ 
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the data point was taken. The arrows give the direction 
of movement of the tl1eoretical points f1-orn tl1c· first 
block of eighty trials to the fifth block of eighty trials 
within an~ priori probability.'' lt is worthwhile com-
paring this ROC curve to the three sensory-state (no 
detection, detection in first interval, detection in second 
interval) learning model of Atkinson and Kinchla (1965). 
Atkinson and Kinchla predict that "the relation between 
hits and false alarms [ROC plot] should be a linear function 
with s 1 .. ope l" (Atkinson and Kinchla, 1965). Dorfman, 
and Biderman's data points do noc even come close to such 
a prediction, "and appear to be in better agreement with 
the theoretical function ·predicted by the continuous 
s.en:sory state model." 
Evaluation of the Special Models Relative to the General 
- Model 
Each of the special models can be separately compared 
with the general model using the Neyman-Pearson likelihood 
ratio principle: 
\ 
Letting Ls stand for the maximum likelihood function 
35 
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• 
with respect to the parameters of the special model and 
Lg the maximum likelihood function with respe~t to the 
parameters of the general model (Model 4), the corres-
ponding likelihood ratio is 
A = L /L s g 
and if the general model is true, -2£n(L /L) s g • approx1.-
mates a chi-square distribution with two degrees of 
' 
freedom {Wilkes, 1962). 
None of the computation is shown, but the mean chi-
squares for the special models, using this formula, was 
calculated and presented in Table 1 (not duplicated in 
#-
this paper) along with the mean of the parameter estimates 
for the four models. 
true, ''the expected 
Assuming that the special model is 
2 .. X [·c:hi-square] is two.'' Using the 
likelihood ratio test and a 5% significance level on the 
15 subjects, "there were 14 significant x2 •s for Model 1, 
12 significant x21 s for Model 2, and 12 significant x2 •s 
for Model 3." Table 2 lists the parameter estimates and 
x2 values for the same four subjects mentioned earlier. 
"In general, the special models are worse than Model 4, 
.... 
36 
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and this is especially the case with respect to Model 1, 
Kac's error-correction model." 
Comparison of Special Models 
Although, as was previously mentioned, Model l does not 
seem to fit as well as Models 2 and 3, it is necessary to 
test whether or not the observed differences are in fact 
stati~jcally reliable. Toward this end, Dorfman and 
Biderman use a repeat measurement design analysis of 
variance. This statistical technique is used to eliminate 
the differences between people existing prior to the experi-
ments by observing the same subject under each of the 
models. Model effects for each subject are measured 
relative to his average response on all models (Winer, 
t.971). 
Analysis of variance (ANOVA) consi:s·t.s of obtaining 
two ind~pendent estimates of variance, one based upon 
" variability between groups (between-group variance, SB) 
and the other based upon the variability within groups 
" (within-group variance, SW). The degree of significance 
between these estimates is provided by Fisher's 
37 
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F-distribution. In order to calculate our F-value we must 
first ci:1lculatc the wi tl1i11-group sum of sciuares 
the between-group sum of squares (Zx~) and the total sum 
of squares (Lx~ 0 t), using some combination of the 
following formulas: 
2 2 
= Detot - (.EXtot) /N = 
2 - - ··.2 
.Z::xB = ~n. (X. - X_t·.· .. t.) · 
.1 . 1 . 0 · 
~(X - X ) 2 tot 
The between-group variance estimate then becomes 
where dfB = number of groups - 1 and the within-group 
38 . 
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variance estimate becomes 
where df -
"1 + n2 - number of groups. The F-ratio is w 
then A 2 /A 2 SB 5w with df = dfB/d~. This concept is readily 
extended to a three or more group ANOVA. The existence of 
a significant F then informs the investigator that other 
methods of comparison are in order (From lecture notes 
in Psychology 25 - Psychological Statistics, Muhlenberg 
College). 
In Dorfman and Biderman's work the special models 
were compared with respect to in 18 , which is proportional 
to -2£n A. It is noted by Wald (1943) that -2£n A has 
a :_noncentral chi-squared distribution when the special 
mode.I is ~rtcorrect and Dorfman and Biderman point out 
that ''.thi~, noncentJt"ality parameter is. direc-t:ly -related t_o 
~ 
the a.cct:1r.acy of· the Illod4 Consequently £n Ls should 
g:ive art i.ndi·cat}.;Jn_ -a."$ t.o the goodness- of-fit e·v¢tt if· t.h-e 
sp.ec.i.al ·inode._1_ :i$ incorrect.'' U:sing a 99% cortf.idence l_ev.e·l 
with :df = 2/28, calculation turns up a significant 
F = 9.46. This prompted Dorfman and Biderman to use a 
Newman-Keuls comparison. 
.,,,.,·, 
.. 
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The basi.c stri1tegy l1el1i11d the Newma11-Keuls test pro-
cedure i s t 11 tl t t 11 e s e t t1 f r c'..l 11 k e d t re ~1 t rn e 11 t ( i r1 our c a s e the 
models) means is divided i11to subsets cor1sisterlt with the 
hypothesis that there are 110 differe11ces between the 
tr ea t n1 e r 1 t s . Th e 11 t,J i th i r1 a s p e c i f i c subs e t 11 o t e s t s are 
made u11less the rat1ge of the set contai11i11g the subset is 
C. 
statistically differe11t from zero. "Newman-Keuls corn\Jari-
sons showed that Model 1 was significar1tly inferior to 
Models 2 and 3" at the 99% confider1ce level, with no signi-
ficant di ff ere nee appearing betweet1 Models 2 a11d 3 o 
D0rfrna11 and Biderrnar1 thought it of ii1terest to compare 
the fit of the models with respect to the group ROC curve 
data col1taini11g observed a11d predicted points for the 
three special#"·rnodels. The· statistic used for this purpose 
was 
z·r N. [P :,(R_1·- /S:.) - .P_ .. (R1/s.)J2 ir r,e . 1 r,o 1 
w. h __ .-ere P (R1/s.) = ari t:h1net.ic mean of t··he_ expected re 1 ··· · ·· · J 
or theoretical Pr(R1n/s1n) over all trials within r 
{r = 1 => P(R1 ) = .l; r = .2 =-> P(R1 ) = .5; 
r ...;. 3 => P(R1) =- .9), and Pr, 0 (R1/si) = arithmetic mean 
of, .·t.he observed Pr(R1n/Sin) over all trials within 
r·· 
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r • the proportion of observed R1 'son Si trials. 
The statistic was computed for each subject under 
each of the three special models. An ANOVA at the 99% 
significance level resulted in a significant F = 11.96 
(df = 2/28). The Newman-Keuls procedure then showed 
Model 1 to be significantly worse than Models 2 and 3 and 
Models 2 and 3 not to differ significantly (again at the 
99% confidence level). What Dorfman and Biderman were 
doing here was comparing the sum of the squared deviations 
between predicted and observed ROC curve values. 
"It has long been recognized that rather complex 
trial-to-trial dependencies are involved in most psycho-
physical data" (Atkinsonj ·1963). 
"Several studies have shown that the response o:n a 
given trial is inf lt1en.ced to some extent Py the stimuli 
and responses on immedla:teJy p,i:::eceding tria1s. ,; (Green, 
:an.cl.: Sw:ets., 1966) o 
The only recognition Dorfman and Biderrn<';'tn make of 
~¢tru .. e'ntia,.l effects is thei·r use :Of 
"' 
P (R1· /S. S. , l R. l 1/1.)-r n in. 1 n- Jn-
where 
,, 
is the event~ Sin-2 Rjn-2 •·· Sin-k Rjn-k • • 0 S.1R·1· 
. 1.. J 
41~ 
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The author presents a table (Table 3) of the values for this 
theoretical and observed statistic averaged over trials 
for subject 3 whose data they considered fairly typical. 
To compare the 3 models 
2 2 3 
I I 
=l j=l r=l 
N .. ,. [P (R1/s.s. ,R.,;) ... p (R1/S.S.,R.t)] 11 Jr r, e 1. 1 J r, o 1 1 J i=l 
was used, where P (R1;S .S~ ,R.t) r 1 1. J is the arithmetic mean of 
P (R 1/s . 5. ~ 1R . 1:/1) r · 1 r1 1 n - J n = 1~era~cd over all trials within r. .. 
An ANOVA again showed a significant F = 11.78 at the 99% 
level, and Mgdel 1 wa.s significantly worse than Models 2 
and 3 according to the Newman=Keuls test. And again Models 
2 and 3 showed no significant difference. Atkinson, Bower, 
and Crothers (1965) contains a section on the sequential 
phenomena of signal detection theory. 
"In summary [of this section], Model l_ gave the·· 
J 
, -
poorest fit to the data on the average with Models 2 and 
3 .d·:o-i.ng a:bout eq_ually well._r., 
Sensitivity 
"Most theories of sig11.al detection view a subject's 
. ,.,.·- . 
2 
.... 
\ 
:i. 
sensitivity level as fixed'', or at most randomly fluctuating 
over time (Atkinson, 1963). This is partly because, as 
poir1teci 0L1t by Grc(~11 ~1r1ci Swets ( 1966), the dyr1an1ic theory 
tends to depress estimates of sensitivity. Dorfman and 
Alf (1968) and Ogilvie and Creelman (1968) developed pro-
. cedures for maximum-likelihood estimation of sensitivity 
assuming tihe static view. ''In principle, if Model 4 is 
a reasonably accurate characterization of this dynamic 
process, then it should provide an estimate of sensitivity 
independ(.nt of dynarnic ef·t·ects. W1 th this consideration 
in mind, maximum-likelihood estimates of sensitivity were 
obtained assuming a static criterion, and these estimates 
of sensitivity were compared with the estimates of 
sensitivity obtained from Model 4, tbe most accurate model 
.... •. Estimates of sensitivity we:r:·e, larger f·or Model 4 in 
ctll. 1.5 cases . . . T.he'. correlation between the two estima.te,:s. 
of·. se:n·sitivi ty was :0. 991 o" And as expected by Dorfman 
.a:n--d Biderman a Student ',.s -.t-t:¢st ·at the 99. 9% confidence 
level showed that "the mean $ensitivity was significantly 
-~... "' 
greater for the learnin·-g tno.del than for the static mod·el. 
(t = 6.89)." 
. -~-·7"·-···· ·- - . ·''"'' .·. -- ·-·· - -· 
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Learning Parameters 
Investigation of the data for Model 4 shows that the 
"estimates of the learning parameters, 6ij' were larger on 
the average ... when the subjects were incorrect than when 
they were correct.'' 
I 
These mean learning parameter estimates 
"were compared by testing all pairs of means by the Newman-
Keuls procedure." The significant results between the means 
of the estimates of 6 . . 1.J may be surmnarized by the relation 
.. 
L\2 ·- ~l 
This implies that ''on the average, subjects change their 
cutoff by a larger amount" when they are incorrect than 
when they are correct. The average estimate of 
( e 007) and of (.0025) for Model 4 and -of 
!:s . . 
· -1·1 
• ... 
A 2·· · 1 ..
·( . 0642) and (.0564) indicate to Dorfman and Biderfua~ 
that Model 4 is ''fairly close" to Model 1 (&11 = 4iz == ·o 
and ~ 2 = • 0348' and 'Zzi = • 0382), Kat 'S error-correction 
.. 
_ rn.o:de-·I. ''This suggests intui ti vEily that the error-correc-
.ti.:on model should provide a good approximation to the 
individual data. Our [Dorfman and Biderman's] findings, 
however, require us to conclude that such is !)O_t ·the case. 
On the average, the error-correction model turns out to be 
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the worst of the special models. It appears that one must 
assume a change in the cutoff on correct trials in order to 
account adequately for these data.'' 
Efficiency of the Maximization Procedure 
Dorfman and Biderman's mixed strategy consisting of 
Rao's (1952) method·nf scoring and Hooke and Jeeve's (1961) 
pattern-search procedure, as mentioned before, met with 
success in maximizing the likP.lihood function. They also 
learned, however, that the method of scoring alone led to 
convergence of the solution when starting with reasonable 
estimates such as a= 1.50 and ~-. = 0. 1.J ''With these 
initial estimated, the method of scoring produced conver.,. 
gence with all f.:i.:f.tee-n_ sub.jects, and all models.'' lt 
twrned out that cal.culatiotis with a wide variety of initial 
estimates led to the same solutio1;1, ''withiri an acceptable. 
margin o! error." The only thing affected was the rate 
of convergence. "For instcl.nce, in an investigation on 
Model 1, eleven different .•• initial estimates were used 
with each subject •.• [including] a wide range of a's and 
D. •• 's for.each sub__i_e_c;:t •.. The Log L's within a subject were 
-- -~-'-·---·-·- . •-. -- -· -·- .. ·. -. ..;. - -- .. 1 J-
a 1 ways identical to six significant figures with the largest 
'. 
. , 
j 
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difference in Log L being 0.00024. Thirteen of the 
fifteen subjects gave identical Log L's to eight signi-
ficant figures." 
Using an IBM 360/65, Dorfman and Biderman found the 
method of scoring to converge very rapidly, requiring no 
more than 5 iterations for convergence and an average of 
26 seconds. From thisJ Dorfman and Biderman concluded that 
the continuous state learning model is tractable from the 
point of view of parameter estimation. 
Evaluation of Model 4 
------ - -
The likelihood ratio test is the most powerful test 
of one model compared to another (BrunkJ 1965 and Dorfman 
and Biderman, 1971). In this test a model is always 
c-ornpared with a mdre general model·. ·:T·his causes diffi·'Clll:ty 
•. 
in Dorfman and· Biderman' s evaluation of Model 4J. the most 
general mod·el in t·h:eir experiment situation. :O:n_e possible 
.alternative is to·. ·pr·opose a still more general_ rnodel and 
evaluate Model 4 against it .. But Dorfman and Biderman 
point out that they do·ubt whether such a procedure would 
-~ __ . __ b.e ''particularly fruitful·'' at this stage of investigation 
since Model 4 already requires estimation of five parameters 
46 
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from the data (four learning and one sensitivity). ·~ more 
fruitful strategy would be to compare Model 4 with other 
learning models with a similar number of parameters. A 
good candidate is the forced-choice, correst feedback, 
dynamic decision process, three sensory state (no detection, 
detection in first interval, detection in second interval) 
.. 
model of Atkinson and Kinchla (1965). Dorfman and Biderman 
\ 
leave such comparisons for future research. 
:.~ :. 
·-
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CONCLUSION 
''The models investigated in this paper are identical 
to signal detection theory with respect to the sensory 
assumptions in that they assume a continuum of sensory 
states. With respect to the decision process, they are 
quite different. The decision process of [classical] 
signal detection theory is based upon statistical decision 
theory. Within this framework, the decisionrnaker in a 
signal-detection task is assumed to divide a likelihood-
ratio continuum into two subsets, and base.~ his decisions 
upon this partition. In contrast, the present models [of 
Dorfman and Biderman] assume that the subject changes his 
criterion as a function of the trial-by-trial results of 
his decisions. The data reviewed earlier (e~g., Atkinson 
et. al., 1965; Friedman et. al., 1968), and th~ ·data 
presented. in t.his pa_p:er wo.uld appear to. give greater 
suppor·t to a dynamic .d·e:ci:s:io.n p.rac·ess tha.n to the static 
. I 
d·ecision process cu.s·to:rqar.i1y .assumed in ~.ig.n,a.._l ,detection 
theory." 
Bush and Mosteller's (1955) oft~quoted general model 
assumes linearity at the outset to simplify the mathematical 
. \ 
\ ' .. 
analysis. They defend their classical linear model but 
t: 
. ...-:~,.t; ~l' .•• ·• ,·!. 
}i;- -: 
.; 
.,,. 
Dorfman and Biderman note that the nonlinear models they 
studied (Sec Luce, 1959. for a discussion of some other 
nonlinear learning models) are "quite tractable from the 
point of view of parameter estimation [and] they should 
merit consideration apart from their possible application 
to problems in signal detection." 
\ 
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