Compressive sensing is a framework for acquiring sparse signals at sub-Nyquist rates.
Introduction
is that it provides no details about the frequency content of those signals, and some-6 times, even the time content can be difficult to interpret [4] . The frequency domain on [61] , [62] , [63] .
48
The main idea behind compressive sensing is to combine sensing and compression steps 
where ξ is measurement noise, ||s|| 0 represents the number of nonzero entries of s and
60
• 2 is the Euclidian norm. However, it should be mentioned that it is not guaranteed 61 that eqns.
(1) and (2) will provide an accurate representation of sparse signals. In some 62 applications that are sensitive to small changes such as medical diagnostic applications, it 63 is almost mandatory to achieve almost perfect recovery of these sparse signals, otherwise compressive sensing schemes are not useful at all in medical diagnostic applications.
65
To reach these almost perfect reconstructions of sparse signals, compressive sensing can 66 be performed in other domains (i.e., other than the time domain), which yields a new 67 reformulation of the compressive sensing appraoch proposed in (1) as [64] , [67] :
Here, x is the vector of expansion coefficients representing the sparse representation of is achieved by representing a signal in the time-frequency domain, rather than using its 73 time-domain samples.
74
It should be understood that the compressive sensing approach proposed by eqn. (3) 75 affects the sparsity in the transform domain, which then inherently affects the number 76 of measurements needed to reconstruct a signal. This is assessed using the so-called 
where N is the signal length, φ k is the k th row of Φ, and ψ j is the j th row of Ψ. Smaller representation. This is achieved by solving the l 1 -norm minimization problem to obtain 118 a sparse time-frequency distribution Υ x (t, f ):
119 Υ x (t, f ) = arg min Υx(t,f ) Υ x (t, f ) 1 (7)
where A M x denotes the set of samples from the ambiguity domain in the region defined by 120 the mask (ν, τ ) ∈ Ω, Υ x (t, f ) denotes the time-frequency distribution, and · 1 denotes 121 the 1 norm. Noise distributions can be approximated as follows:
122 Υ x (t, f ) = arg min Υx(t,f ) Υ x (t, f ) 1 (9)
One has to carefully select samples in the ambiguity domain via an appropriate ambiguity 123 function masking, which is formed as a small, mostly rectangular, area around the origin 124 in the ambiguity plane. This resembles an approach taken to achieve high-resolution reduce cross-terms.
127
As an illustrative example of this approach, let us consider a sinusoidally-modulated distribution (Figure 1(b) A more widely adopted approach is to utilize time-frequency dictionaries and obtain
Compressive sensing based implementation of a typical matching pursuit approach starts with an initial approximation of the signal, x (0) (m) = 0, and the residual, R (0) (m) = x(m). Here m represent the M time indices that are uniformly or non-uniformly distributed, that is, M time indices compressively acquired. At each subsequent stage, the matching pursuit algorithm identifies a dictionary atom with the strongest contribution to the residual and adds it to the current approximation:
where
The process continues till the norm of the 165 residual R (k) (m) does not exceed required margin of error ε > 0:
a number of bases, n B , needed for signal approximation should satisfy n B ≤ K. Lastly,
167
an approximation of a compressively sampled signal is obtained using L bases as
where φ l are L bases from the dictionary with the strongest contributions. L bases used in 169 the signal approximation are obtained regardless of the implemented stopping criterion.
170
The approach based on time-frequency dictionaries is suitable for any post-processing
171
of compressively sampled signals. For example, we can easily obtain any time-frequency 172 representation of a signal using this L-bases based approximation:
where T F {} is a time-frequency operator (e.g., the S-transform or short-time Fourier 
with 0 < W < 0.5, and λ k (N, W ) being non-zero eigenvalues of (15). The amplitude of 188 these eigenvalues can be also approximated for fixed k and large N as
where α = 1 − cos(2πW ) and γ = log 1 +
. It can be shown that the first 2N W 
By time-limiting a discrete prolate spheroidal sequence, v k (n, N, W ), we can obtain an 
where ω m = 2πf m is a modulating frequency. 
as long as both satisfy: at the time instant n using a rectangular window of size M can be defined as follow:
or in a more compact form:
where Ψ M is the discrete Fourier transform matrix of size M × M :
The index M denotes the size of corresponding vectors. For the sake of simplicity, let 
or equivalently: ST F T = Θx. The signal vector x consists of N samples and can be 243 expressed using a sparse vector X of DFT coefficients:
N is the N -point inverse Fourier transform. Hence, the relationship between 245 the short-time Fourier transform and discrete Fourier transform vectors can be written 246 as follows:
Now, let assume that the short-time Fourier transform is subject to L-estimation based • y is a vector of N a available values from STFT (i.e., nonzero values);
255
• X is a sparse discrete Fourier transform vector;
256
• A cs is obtained from ΘΨ 
258
In order to reconstruct STFT, the minimization problem is observed in the form:
The reconstructed stationary components in the short-time Fourier transform domain are 
275
The goal is to separate the micro-Doppler and rigid body components. As previously 276 described, the short-time Fourier transform is calculated using non-overlapping windows can be defined as follows:
where the polynomial coefficients are assumed to be bounded integers. If s(n) is a mono-290 component polynomial phase signal of the form:
and if a set of polynomial Fourier transform coefficients (k 2 , k 3 , ..., k L ) match the signal 292 phase parameters (ϕ 2 , ϕ 3 , ..., ϕ L ):
then we will obtain the sinusoid in the polynomial Fourier transform domain at the 294 position k 1 = ϕ 1 . Otherwise, the polynomial Fourier transform of s(n) is not sparse. In 295 that sense, the polynomial Fourier transform transform can be observed as the discrete
296
Fourier transform of s(n) demodulated by the exponential term d(n):
The situation becomes more complex when s(n) is a K-component polynomial phase
The coefficients of demodulation term d(n) should be then chosen to correspond to one 301 of the components: means that we revealed one of the K signal components: 
where n a denotes available sample positions. 
Algorithm 1 Calculate compressive sensing based polynomial Fourier transform Require: n a > 0 
The procedure can be described in the form of pseudo code as shown in Algorithm 1.
331
Hence, as a result of this phase we have identified the sets of signal phase parameters:
.., ϕ Li ).
333
Next, we need to recover the exact components amplitudes. Denote the set of available 334 signal samples positions by n a = (n 1 , n 2 , , n Na ). In order to calculate the exact amplitudes
335
A 1 , A 2 , ..., A K of K signal components, we observe the set of equations in the form:
In other words we have another system of equations given by:
where α = [A 1 , ..., A K ] T contains the desired K signal amplitudes. The rows of Φ cor-339 respond to positions of measurements n 1 , n 2 , ..., n Na , and columns correspond to the K 340 components with phase parameters (k 1 , k 2 , ..., k L ) = (ϕ 1i , ϕ 2i , ..., ϕ Li ), for i = 1, ..., K.
341
The solution of the observed problem can be obtained in the least square sense as:
Let us consider a polynomial phase signal in the form that consists of three chirp com-343 ponents:
= exp −jπϕ 21 t 2 + jπϕ 11 t + exp −jπϕ 22 t 2 + jπϕ 12 t + exp −jπϕ 23 t 2 + jπϕ 13 t = exp −jπ8T t 2 + jπ16T t + exp −jπ32T t 2 + jπ16T t + exp −jπ8T t 2 + jπ16T t where the signal parameters are given as: t = [−1/2, 1/2) with step ∆t = 1/1024, T = 32, 3) is applied on the spectrum after demodulation with appropriate k 2 (k 2 matches either 
393
We can start with a definition of time-frequency distributions defined as the Fourier 394 transform of a higher order local autocorrelation function:
The general form of the local autocorrelation function can be defined as follows:
where P is an even number representing the order of a distribution, while the coefficients 2. The L-Wigner distribution is obtained when P = 2, a 1 = 1/(2L), and b1 = L as it
.
402
3. For P = 4 and a 1 = 0.675, b 1 = 2, a 2 = −0.85, b2 = 1, the auto-correlation function
leads to the polynomial distribution. 
and
where the discrete signal terms are denoted by vectors x i , while τ nm for m = 1, ..., M are 411 random positions of available samples in one lag-window. Hence, we have:
The standard TFD calculated on the basis of R(t, τ ) with missing samples, would be 413 affected by the noise due to the missing samples. Namely, the missing samples needs to optimization problem can be defined as follows:
where for the observed t j , X(t j , f ) represents a sparse vector belonging to an ideal time- 
424
Let us consider an illustrative example in the form:
The polynomial distribution of the fourth order is considered for a time-frequency rep- Similarly, let us consider a signal with a fast varying instantenous frequency given in 436 the form:
As a suitable time-frequency distribution, the complex-time distribution is usually con-sidered for fast varying instantaneous frequency estimations, since it provides significant 
Let us assume that for x 2 , there is approximately 40% of available samples. The stan- quency, while the other values in the tim-frequency plane are zeros. 
