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Abstract 
Cooperative broadcasting is a capacity-approaching transmission strategy over a broadcast 
channel like the downlink of Wideband Code Division Multiple Access (W-CDMA) mobile 
networks. The W-CDMA codes on downlink are rendered nonorthogonal due to multipath 
and the simultaneous transmissions interfere with each other. The system capacity is inter-
ference limited and the strongest interference is caused by the transmissions to the users at 
the cell edge. 
This thesis focuses on the resource allocation for the communication link from the base-
station to the user at the cell boundary, to increase the overall system capacity using coop-
erative broadcasting. Focusing on the link between the user at the cell edge and the base 
station, multiple W-CDMA channels are used for this link to distribute the available power 
over these channels. This leads to a larger number of simultaneous transmissions with re-
duced Signal to Noise and Interference Ratio (SNIR) on each channel. The reduced SNIR 
on each channel can be improved by symbol repetition with random phasor rotations and 
adding the multiple received copies. The decrease in SNIR tends to reduce the capacity but 
the stronger effect of increase in number of parallel channels provides an overall capacity 
improvement. 
A capacity upper-bound is identified that depends on the system dimensions. A proposed 
receiver operation extends the system dimension (by a factor of 2), increases the capacity 
upper-bound and improves other performance criteria. Optimum discrete loading of parallel 
channels is shown to achieve performance close to the capacity upper-bound. 
As the transmissions to the user at the cell boundary appear as interference for many other 
users who intend to decode this interference for cancellation purpose, error free reception 
at multiple receiving ends is required. Retransmission on failures is not feasible and the 
decoder complexity must be kept low. We propose a packet parity coding scheme and 
corresponding iterative decoding arrangement that achieves this with (around 1 dB) smaller 
gap value compared with Turbo coding scheme. The multiple packet detectors, identified 
in this thesis, further reduce the packet error floors. 
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Introduction 
This chapter serves as an introduction to the material presented in this thesis. The emerging 
trends in the mobile communication systems are described and the focus of the work is 
identified. The questions addressed are described and a sketch of the proposed solutions is 
drawn. 
1.1 Evolution of Mobile Networks 
The recent past has been marked with tremendous growth in amount of digital information 
that an average person handles. This has triggered the demand for an infrastructure that can 
efficiently transfer this information from one point to another. The users of this information 
have become more demanding in terms of the amount of data that they want to transfer in 
limited time and based on this experience they judge the quality of service. Their desire 
to avail service "anytime and anywhere" requires a wireless communication link (with or 
without wired infrastructure) with the ability to support mobility. 
The first generation, IG, of mobile communication devices targeted the telephones for voice 
communication using analogue devices. This was replaced with digital devices in the sec-
ond generation, 2G, which saw the successful deployment of a European standard termed 
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GSM (Group Speciale Mobile) in many parts of the world alongside other standards from 
USA and Japan. The tremendous success of GSM is attributed to its low manufacturing 
cost despite better coverage, efficiency and service quality. 
The information revolution, mainly led by the success of the Internet, demanded even more 
efficient systems which are capable of coping with higher data rates. To provide the experi-
ence of the Internet on mobile networks (web browsing and text message exchange), a top-
up technology for better bandwidth utilisation and flexible data rate service has emerged. 
This is termed as 2.5G and the leading technologies are GPRS (General Packet Radio Ser-
vices) and EDGE (Enhanced Data Rates for GSM Evolution). The search continued for 
a highly efficient and flexible mobile system that can cope with a wide range of data-rate 
demands for the users that are accessing a large variety of services. 
This led to the birth of third generation, 3G, systems. These systems propose the capa-
bility to use demanding services like streaming multimedia and video conferencing, on 
top of usual voice and text messaging services. All the emerging standards of 3G, includ-
ing the European standard Universal Mobile Telecommunications System (UMTS), use a 
more flexible medium access scheme called Wideband Code Division Multiple Access (W-
CDMA). In this transmission scheme, the user-signals can be simultaneously transmitted 
on the same frequency with variable data rate and are separated by unique codes allocated to 
the users by the system. We provide a very general overview of UMTS in the next section. 
1.2 Overview of UMTS 
To serve more than one user in a multiuser system, engineers resort to multiple access 
techniques. One of the multiple access techniques is the Code Division Multiple Access 
(CDMA) where users are kept independent by using unique codes. Spread spectrum is 
a popular CDMA technique where the transmitted data is spread over a wider bandwidth 
using a pseudorandom spreading code. This is a promising multiple access scheme for 
future wireless systems as it does not require a prior scheduling of the channel access. 
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Its performance degrades gracefully as the number of users increases, in contrast to other 
schemes. Moreover, it is relatively immune to intentional jamming and multipath. Due to 
its robustness, theoretical capacity, and other implementation and political factors, CDMA 
is currently the underlying physical layer technology for the important third generation 
cellular standards: cdma2000 and W-CDMA. 
UMTS is a Direct Sequence Spread Spectrum (DS-SS) W-CDMA system. It has a fixed 
chip-rate of 3.84 Mega chips per second (Mcps). The users are separated using a truncated 
long Gold sequence as a scrambling code and an Orthogonal Variable Spreading Factor 
(OVSF) code for channelisation*. UMTS can deliver variable data rates, theoretically rang-
ing from 384 Kbps for circuit switched to 2 Mbps for the packet switched services. 
The UMTS is a cellular mobile system that divides the coverage area in cells (a bounded 
geographical location) with each cell being served with a central base station (or Node B) 
using a wireless link. All users in the same cell communicate simultaneously, producing 
intra-cell interference. All neighbouring cells use the same frequency band for the commu-
nication causing the inter-cell interference to the users in the other cells. The transmitted 
signals are subject to multipath distortion and frequency selective fading. 
In a 3G UMTS system, users can select from a range of Quality of Service (QoS) options. 
The streaming services can be delivered at a high data rates by tolerating few errors in the 
service. On the other hand, the data services - like browsing and file exchange - achieve 
virtually error free delivery at the cost of some delay and reduced data rate. UMTS also 
supports the asymmetric data transfers to and from the mobile device (termed User Equip-
ment, UE) to support services like web browsing. These features of UMTS make it a very 
flexible system, capable of meeting user demands more efficiently than previous systems. 
' T h e details of Gold codes and OVSF codes can be found in [2]. 
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1.3 Resource Allocation for UMTS Downlink 
The communication channel from the base station to the users is called the downlink of 
the cellular system. The reverse link of this channel is called the uplink. On uplink, each 
transmitted signal from a mobile device to the base station undergoes a different set of 
multipaths. The near-far effect at the base station receiver demands a very fast, closed loop, 
distributed power control to ensure an equal received power for all signals. The receiver 
is aware of the signature waveforms of each user and can deploy any multiuser detection 
technique. 
The downlink channel is different from the uplink channel. In contrast to the uplink, each 
transmitted signal (desired and interference) undergoes the same multipath from the base 
station transmitter to the mobile receiver on the downlink channel. The total power at 
the base station transmitter is constrained. The ratio of the signal power to the unwanted 
noise and interference power is termed the Signal to Noise and Interference Ratio (SNIR). 
Power control is required to ensure a certain desired SNIR at the output of each receiver. 
This power control is centralised and done at the base station transmitter end. The mobile 
receiver is unaware of the system parameters corresponding to the receivers for the other 
users in the system (like path gain, signature waveforms etc.). The multiuser detection 
is performed at the mobile receiver end, assuming that only the parameters related to the 
desired user are known and the parameters for all other users in the system are assumed as 
unknown. 
The delivery of multimedia services, from the base station to the mobile equipment, im-
poses asymmetric load on the above mentioned channels. The downlink channel is loaded 
more than the uplink. This work is focused on the downlink channel to identify the possible 
improvements in the high speed data delivery methods over this heavily loaded system. 
Use of orthogonal codes at the downlink transmitter, does not solve the interference prob-
lem as the presence of multipath incurs a loss of orthogonality between the simultaneous 
transmissions [3]. We assume nonorthogonal codes for analysing the system performance 
over the downlink channel. 
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Figure 1.1: Two users in a cell being served over the downlink 
Consider Figure 1.1, which shows two users in a single cell being served over the downlink. 
One of the users is close to the base station and the other is at the cell boundary. The width 
of concentric circles represents the magnitude of the power. As the transmitted signal trav-
els over the wireless channel it suffers attenuation in power, proportional to an exponential 
power' of the distance travelled, indicated by the thinning of the lines in the figure. The 
user close to the base station receives the signal with smaller attenuation than the users at 
the cell boundary. 
The transmission power for the user at the cell boundary, needs to be higher to compensate 
for longer distance it needs to travel. However, it appears as very strong interference for the 
user close to the base station. In contrast, the transmission power required for the user close 
to the base station is significantly attenuated when it reaches the user at the cell boundary 
causing negligible interference. This fact makes the downlink channel performance limited 
by the transmissions to the users at the cell boundary which severely degrade the capability 
of the system to serve other users in the cell. 
The downlink comprises of a central transmitter, transmitting to multiple spatially separated 
receivers and is classified as a broadcast channel, a one to many communication system. 
Bergmans and Cover demonstrated in [4] that the capacity of such a channel can be achieved 
using a scheme called cooperative broadcasting. The basic idea is to intentionally transmit 
the interfering signals 'simultaneously' and then use interference removal at the receiver 
^The exponent of the power is termed the path loss exponent and depends on the environment. A typical 
value is between 3-4 
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(where possible) before detecting the desired signal. The interference removal is more 
effective if we identify the fact that the interference is not random, like noise. In contrast, 
interference is a desired signal for some other user and can be detected and removed at 
any receiver to allow better detection of other signals. Goldsmith [5] identified that the 
use of nonorthogonal codes (which allows the system to be overloaded) can approach the 
cooperative broadcasting capacity. 
Coming back to the example of the user pair in Figure 1.1 on the preceding page, the 
idea of cooperative broadcasting can be used at the receiver of the user close to the base 
station, requiring this receiver to detect the unwanted signal (the transmission to the user 
at the cell boundary) and removing it. However, the user at the cell boundary can treat the 
intra-cell interference signal as random white Gaussian noise as it is a contribution from 
a large number of users in the neighbouring cell. Furthermore, the power of this noise is 
sufficiently attenuated as the user is out of the neighbouring cell's boundary. 
Note that the Xcxmcooperative broadcasting is strictly used for the scheme proposed by 
Bergman's and Cover in [4]. The literature on information theory, like the work of Bergmans 
and Cover [4], defines the one to many communication channel (downlink is an example 
of such a channel) as a broadcast channel even though independent data is transmitted over 
each link. This is different from the term broadcast used when the same data is transmitted 
from one transmitter to the multiple receivers in a system. 
Kahn in [6], optimally groups the users for cooperative broadcasting and then schedules 
the transmissions to the users, minimising the number of simultaneous active channels. A 
single channel is allocated to the user at the cell boundary and transmissions to this user 
(appearing as strong interference to other system users) limit the system performance. In 
this thesis, we focus on efficient transmission to the user at the cell boundary without ex-
ceeding a total power constraint while allowing the error free detection of this interference 
signal at the receiver of the user close to the base station. The interference caused by trans-
mission to the user closer to the base station is negligible at the receiver of the user at the 
cell boundary. 
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It should be noted that we assume that the users in the system are scheduled using the 
approach of Kahn [6] and user at the cell edge (the users that will not perform successive 
cancellation of interference) and the user closer to the cell edge (who will perform the 
successive cancellation of the strong interference signal) are already marked and scheduled. 
We consider a snapshot of such a schedule and focus on the allocation of the resources to 
the user at the edge of the cell to maximise the system performance within a limited power 
budget. 
1.4 Problem Overview and Sketch of the Solutions 
We start with presenting the overview for the downlink channel we consider in this work. 
The block diagram is shown in Figure 1.2. Each user in the cell is served using at least 
one unique CDMA code sequence. The user at the cell boundary is allocated multiple 
code sequences. The knowledge of the estimated path gain is fed back from the receivers 
to the transmitting end using the reverse control channel (uplink). Transmitted power for 
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each code is determined at the base station. The user at the cell boundary, uses multiuser 
detection techniques at the receiver, to increase the SNIR. The other users in the system 
can use interference cancellation when interference is stronger than their own signal. We 
focus on the performance improvement for the users at the cell edge within a constrained 
total power, whilst allowing the other users to detect the transmissions to the users at the 
cell edge, to cancel these unwanted signals (as this is strong interference to them) before 
detecting their desired signal. 
It is worth noting that an assumption of perfect successive interference cancellation is made 
here. In practical system, the errors in any stage of successive cancellation can be propa-
gated to the next stages in the process and can seriously degrade the performance. 
To serve higher data rates to the users at the cell boundary without creating too much in-
terference in the surroundings we need to use limited total power We propose the use of 
multiple parallel (simultaneous) channels-, with the total available power distributed over 
these channels, to increase the sum capacity of the system. 
The communication link between the Base Station (BS) transmitter and the receiver of 
the user at the cell boundary, for the proposed scheme, is shown in the block diagram 
presented in Figure 1.3 on the following page. At the transmitter end, the binary data 
intended for the receiver is converted into a number of parallel streams of binary data. 
The number of parallel channels that are used for communication over a link, are denoted 
by K. The maximum number of parallel channels that can be supported is denoted by 
-^ 'max and depends on dimensionality of the system. Clearly, K < /\,„ax- Data on each 
of these parallel channels is encoded using a suitable channel code (block A). If required, 
the message data symbols are then repeated (block B) to improve the signal quality at the 
output of the block H. Each parallel channel introduces a random phasor rotation for each 
of the repeated instance of the transmitted message data (block C). The amplitude of the 
transmitted signal (and consequently the transmission power) is adjusted (block D), while 
ensuring that the total power remains under the constraint. The signals are spread using the 
^Multiple parallel channels are sometimes used to provide multi-rate services [7] instead of varying the 
spreading factors. 
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random signature waveforms (block E) with a specific number of chips for each symbol 
(assumed same for all the channels). 
The composite signal is transmitted over the wireless link. The path gain of the link is 
assumed to be h, which is constant over the snapshot of system. We assume that the receiver 
can estimate the path gain and the information can be fed back to the transmitter over a 
reverse link. The channel adds Additive White Gaussian Noise (AWGN). The interference 
from other independent sources is also treated as AWGN [8]. 
The receiver has a de-spreader (block G), which uses some signal processing to detect the 
desired signal on each of the parallel channels. The knowledge of the signature sequences 
used at the transmitter, the random phase shifts for each symbol, relative amplitudes of each 
signal, the path gain of the link and the power of AWGN noise is assumed at the receiver 
end. Outputs corresponding to several repeats of the same binary symbol are added (block 
H) to improve the signal to (residual) interference ratio at the output of block H. These 
estimates are used by the channel decoder (block 1) to detect the transmitted data more 
accurately. 
Before we explain the related questions addressed in this thesis, we need to explain the 
motivation for the random phase rotations for the repeated signals. When symbols are 
repeated the residual interference (which is a function of the cross-correlations of the sig-
nature sequences of interferers with the signature sequence of the desired signal) is same 
for each repeat. With random phase rotations (independent rotations in each repeat), the 
residual interference in each repeated instance is also random as it is now a function of 
cross-correlations of rotated signature sequences. The idea is explained in more detail later 
in Section 3.3 on page 83. 
We investigate the following issues related to the proposed system. As compared to using 
the available power on a single channel, we distribute it over multiple channels incurring 
a reduction in SNIR on each channel. The information rate can be traded in to increase 
the SNIR if we repeat each symbol multiple times (block B) and use the several received 
instances of the same symbol to increase the SNIR to the desired level (block H). We show 
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that the reduction in information rate (due to redundant repeats) is more than offset by the 
increase in information rate due to the availability of extra channels. 
Another issue addressed in this thesis is the maximum number of parallel channels Kmax 
supported in the proposed system. We use the random phase shifts (block C) and the cor-
responding de-spreading approach (block G) to double the maximum number of supported 
channels while improving other performance measures as well. 
The use of parallel channels (that potentially interfere with each other) requires efficient 
interference cancellation or multiuser detection at the receiver end to decode the data at each 
channel. Optimum multiuser detection is computationally too expensive and the search for 
relatively simpler but (nearly) equally effective methods is an active research area. The 
main focus in this area has been on the linear interference suppression techniques. For 
the proposed system, we implement linear interference suppression (multiuser detection) in 
block G. 
To increase the sum capacity (total information rate over all parallel channels), we use op-
timum loading of each of the parallel channel (in terms of power transmitted over each 
channel). Different allocations of power to the different channels (block D) results in dif-
ferent SNIR at the receivers. The optimum power allocation, for the link under focus, is 
the one that maximises the total information rate on that link, for the given total power. We 
identify the capacity limits that apply to our problem so that the proposed solution can be 
comparatively judged. We then present practical methods that have a potential to achieve 
performance close to the capacity. 
The transmission to the user at the cell edge is inevitably broadcast to all other users in the 
cell. To allow the use of cooperative broadcasting principle at the receivers close to the base 
station, the data on all these parallel channels should be encoded in such a way that it can 
be decoded error free without any need for retransmission requests''. The proposed channel 
encoder (Block A) and the corresponding decoder (Block I) ensures a very low packet error 
rate at the decoders whilst ensuring a smaller gap from the system capacity (a difference of 
^Retransmission request mechanisms are not scalable for broadcast systems as discussed in [9]. 
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around a dB) as compared to a conventional scheme: the Turbo coding scheme. 
A brief outline of the thesis is as follows. The next chapter provides the motivation of the 
work along with the literature review and also provides a more detailed outline of the thesis. 
The following chapter, Chapter 3, presents a novel way of extending the upper limit on 
capacity. Chapter 4 provides different algorithms for optimally allocating power on various 
parallel channels. Chapter 5 proposes a channel coding scheme which can achieve very 
low packet error rate using iterative decoding technique, without sacrificing the capacity. 
Chapter 6 identifies how to use the inherent links of the coded packets to further lower the 
error floors. The last chapter, Chapter 7, concludes the work and identifies the possible 
future directions. 
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Background and Rationale 
This chapter summarises the relevant background to this work and describes the basic sys-
tem model and related assumptions. The current literature is reviewed and the rationale 
for the project is explained. The questions addressed in the thesis are spelled out and the 
original contributions are enumerated. To conclude the chapter, a detailed outline for the 
rest of the thesis is provided. 
2.1 Mathematical Model of the Link 
Before we present the model for the CDMA system, we discuss the need for using the 
complex baseband channel-model, for wireless communication link, instead of real band-
pass model. In practical systems the communication is usually performed over a frequency 
band of a finite bandwidth, around a carrier frequency, to satisfy the requirements of certain 
regularity authorities. The actual baseband message is up-converted using multiplication 
with the carrier (frequency spectrum is shifted) just before the transmission over the wire-
less medium and the first thing done at the receiver-end is the down-conversion achieved 
by multiplying the carrier with the received signal (a corresponding shift in the frequency 
spectrum) followed by low pass filtering. 
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Figure 2.1: Frequency spectrum for the band pass and equivalent baseband signals, 
adapted from [1] 
As most of the processing; synchronisation, modulation/ demodulation and encoding/ de-
coding is performed in baseband, it is desirable to have an equivalent baseband model which 
sets us free from the intricacies of up-conversion and down- conversion operations. In the 
following paragraphs, we summarise how this equivalent model is derived. 
Consider Figure 2.1. Assume that Sp{t) is the real bandpass signal, of bandwidth W, com-
municated over a channel where the carrier frequency is represented by fc- The Fourier 
domain representation is given by Sp{f). The equivalent baseband signal's Fourier repre-
sentation can be obtained as: 
V2Sp{f + fc) / + /c > 0 
/ + / c < 0 
(2.1) 
Note that the real band pass signal Sp{t) has a Fourier transform satisfying Sp{f) = 5* (— / ) 
and hence S { f ) contains the same information as the spectrum S p ( f ) [1]. A normalising 
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Figure 2.2: Conversion between the equivalent complex baseband model and equiva-
lent real band pass model [1] 
factor of A/2 is used to make the two signals same in terms of energy. Both signals are band 
limited in the same bandwidth as shown in Figure 2.1 on the previous page. 
To obtain the time domain baseband equivalent signal s{t), we note that: 
\ / 2 ^ p m = g ( y - / c ) + 5 " ( - y - A ) (2.2) 
and taking the Fourier inverse we obtain 
(2 3) 
The conversion of the real bandpass signal Sp{t) from and to the equivalent complex base-
band model is shown in Figure 2.2. Left hand side shows how an equivalent complex 
baseband signal can be converted to the real bandpass signal being transmitted over the 
channel. Right hand side shows how we can obtain the complex baseband signal from the 
real band pass signal. 
We will use this complex baseband signal model to represent the signal transmitted over 
the wireless link s{t) (modelled with finer details in the following section). It should be 
noted that this signal s{t) is complex representing the up-conversion and down-conversion 
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operation that are actually performed in the practical communication links. Any phase 
offset (by an angle (9) in the carrier, in a practical system, can be modelled as a multiplication 
of the equivalent baseband complex signal with a factor e-'®. This fact is explained later in 
appendix 3.A on page 123 and will be used while describing our proposed methods later in 
the thesis. 
The downlink of W-CDMA system is an example of a synchronised CDMA system where 
the baseband signal (and also the equivalent bandpass signal) is a linear sum of multi-
ple simultaneous signals kept separated in the code domain using different CDMA codes. 
Consider the basic synchronous W-CDMA model for a communication link between the 
transmitter at the base station and a user at the cell boundary. Assume that multiple, i.e. K, 
W-CDMA channels are assigned to this user to transmit data in parallel over these chaimels, 
each channel indexed using variable k. 
Assume that the binary data symbols, bk[i] E {±1}, are transmitted at discrete time instants, 
indexed by i and separated by a time period T. The transmitter (at the base station) has total 
power Pt that it distributes such that the power pk is transmitted over the /c"' channel. The 
path gain from the transmitter to the receiver of each channel is given as hk for a general 
W-CDMA system. It should be noted that in our case, where all parallel channels are 
assigned to the same user, the path gains are the same and can be denoted by h. We keep 
the presentation of model and other ideas general by using hk, keeping in mind that hk — h 
for all k. The received amplitude of the transmitted signal is given as ak = ^/hkVk-
The bits are spread and transmitted on the same physical channel in the form of a continuous 
time waveform which is corrupted by channel noise and interference from other users in 
the system. These unwanted signals are collectively modelled as additive white Gaussian 
noise. If we consider a period of interest as MT, containing M message symbols, the 
corresponding received signal is modelled as 
r{t) ^ ^ bk{i]sk(t - iT) + n{t)., Q <t< MT, (2.4) 
fe=l i=0 
where notation bk [i] is used to index the bit from the frame of interest containing M mes-
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sage symbols (and bits for BPSK); .s^.(/) is the normalised (power one) signalling waveform 
for channel k. The numberiV/ corresponds to the message symbols constituting the block of 
encoded data and also includes the multiple repeats of each symbol to improve the SNIR. 
The signal n{L) is a zero-mean, white Gaussian, random process (modelling the channel 
noise and interference from other simultaneous users of the system [8]) with power 
implying 
E{M(ti)7i((2)} = - (2). (2.5) 
where E{-} is the expectation operator and <)(•) is the Dirac delta function. 
It is assumed that the symbols transmitted at any instant are independent (for repeated 
bits this independence is achieved by using the random interleavers) and take values from 
± 1 with equal probability. Moreover, the symbol streams on different channels are also 
assumed to be independent of each other. 
We assume a direct sequence spread spectrum system with each user's signalling waveform 
of the form 
N-l 
Skit) = ~r^ ^2 — jTc), 0 < t < T, (2.6) 
^ j=0 
where Tc is the chip period and N is the spreading gain (or spreading factor as # = Tc/T), 
{cj,k}f=o^ is a signature sequence of ± 1 assigned to the A:"' user and (p{-) is a chip waveform 
of duration Tc and unit energy, ^(t)^ dt = 1. 
At the receiving end the signal is filtered using a chip matched filter and sampled at the chip 
rate. The sampling corresponding to the chip of the symbol is given by 
^ir+(j+i)r, 
(( - zT' -
JiT+jTc 
j = 0, • • • , — 1; i = 0. - • • , M — 1. (2.7) 
The resulting discrete time signal corresponding to the symbol is then given by 
K 
r[%| = ^ akhk[i]sk + npi] (2.8) 
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= SAb[i] + n[i], (2 9) 
with 
rM = 
r o M Co,k no[i\ 
ri[{\ 
• VN 
Cl,k 
, n M A 
ni [z] 
rN-ill] _ 
(2 10) 
where nj[i] is defined similar to the definition of rj[n] given in (2.7). For a complex 
baseband model, rij \i] is a complex Gaussian random variable with independent real and 
imaginary components; and n[i] ^ V\4(0, (j^I) [a complex Gaussian distribution and I de-
notes an N X N identity matrix]. Matrix S = [si, • • • , s/<], A = diag(ai, • • • , a^) and 
b[f] = 
Suppose that we are interested in detecting the data bits of a particular channel, say 1. This 
implies that we need to estimate {6i['i]};^£o^ based on the received vectors A 
linear receiver for this purpose can be described by a weight vector Ui € such that the 
desired user's data bits are detected according to 
zi % u?v\i] 
= sgn{zi[%]}, 
where the signum function sgn{zi[i]} is defined as 
+1, for > 0, 
sgn{2;i[z]} = 
—1, for [%] < 0. 
CLII) 
(Z12) 
(Z13) 
The signal g&(() is the deterministic signature waveform assigned to the channel. The 
signature waveform is real valued within the time span of [0, T) and has unit energy. Thus, 
we have 
Si.(t)dt — 1. (2.14) 
The cross correlation between the signature waveforms of the r " and j channels is defined 
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as 
i-T 
Pw = / (2.15) 
Jo 
This gives a measure of the similarity between the waveforms Si{t) and Sj{t). The nor-
malised cross correlation matrix, given by 
I I == , (2.16) 
is symmetric positive definite. We assume that the signature waveforms {si( t) , • • •, s x i t ) } 
are linearly independent. Note from (2.14) that the matrix has unity diagonal elements, 
Pi^ i == 1, Vi = 1, • • • ,K. Using (2.6) in (2.15) and comparing with (2.16) and the definition 
of S we observe that 
R = S^S. (2.17) 
All the signature waveforms used at the transmitter end are assumed to be known at the 
receiver end. 
2.2 System Optimisation 
The maximum data rate at which reliable communication can be theoretically achieved 
is defined as the capacity of the communication channel. Shannon [10] shows that the 
capacity is a function of the signal to noise (and interference) ratio, SNIR, at the output of 
the receiver, formulated in the well known equation, 
^ = 2 + t ) - (2.18) 
Thevariable C represents the capacity in units of bits per transmitted message symbol (over 
a duration of T) where 7 represents the SNIR at the receiver end (after de-spreading). Note 
that this equation is for AWGN transmission (no limit on levels of modulation used) but 
provides the absolute maximum rate that can be achieved. A tighter bound exists for the 
BPSK and corresponding Binary Symmetric communication Channel that will be discussed 
later. When multiple parallel channels (say K channels) are used with the same total power, 
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the achieved sum capacity (bits per transmitted symbol) is defined as 
1 ^ 
C'sum = ^ log2(l + T/c): (2-19) 
k=l 
where 7^ represents the achieved SNIR at the receiver of each channel and the total power 
is constrained, • To maximise the sum capacity, the objective becomes to 
simultaneously maximise achieved SNIR at all the receivers. 
We should point out the difference between the term capacity in Shannon theoretic sense 
and the use of this word to point out the achievable data rates with certain non-zero but 
acceptable error probability, sometimes referred to as achieved capacity. Shannon defines 
capacity as maximum possible information rate that can be reliably transmitted (zero error 
probability) over a channel. The information rate achieved with practical systems has non-
zero error rate and it can approach capacity using efficient use of available resources. In this 
thesis, we refer to the "practically achievable capacity" or "capacity with non-ideal gap" as 
the data rate that can be achieved on a channel with acceptable error rates. 
Another important point to note is the units used for the capacity metric. Unless specified 
otherwise, we consider the capacity in terms of information units (bits, as logarithm to the 
base of 2 is used throughout) per transmitted binary symbol (as BPSK is used throughout). 
This translates to the capacity in terms of bits per second per hertz for BPSK transmission. 
When we compare systems with different spreading factors, to make our comparison fair, 
we normalise the capacity and data rate metric as bits per CDMA chip and this unit is 
clearly stated. 
Capacity for code division multiple-access (CDMA) systems has been studied extensively 
under different contexts. Various quantitative measures are used to compare capacity of the 
CDMA systems under different assumptions. Some of the measures used are, sum capacity, 
user capacity and the capacity region. 
The problem of sum capacity maximisation is formalised in [11] where Rupf and Massey 
also propose an alternate design objective where the solution provides 'equal' achieved 
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capacities for all the system users with the maximum sum. The authors in [12-15] identify 
the sum capacity (also called the 'achievable throughput' in [15]) for various Gaussian 
broadcast channels. The capacity for the downlink channel with fading is evaluated in [5] 
and ergodic capacity for fading channels is discussed in [16]. 
User capacity of CDMA with multiuser detection is studied in [17-19]. Tse and Hanly 
in [18] define the user capacity of a CDMA cell as the number of users that can be ac-
commodated at the required quality of service level defined in terms of the signal to noise 
and interference ratio (SNIR), and computes the user capacity when random signature se-
quences are used in a large system, for matched filter receivers and for minimum mean 
squared error (MMSE) receivers. 
For a multiuser system where more than one user are served simultaneously, the concept 
of capacity region is used. For a fixed available power, a given power sharing policy leads 
to a specific distribution of SNIRs and the corresponding achievable rates at the receivers. 
The multiuser channel capacity can then be characterised by a rate region, where a point in 
the region is spanned by a vector of achievable rates that can be maintained by all the users 
simultaneously. The closure of the union of all achievable rate vectors defines the capacity 
region of the multiuser systern [20]. 
A conceptual diagram in figure 2.3 depicts the capacity regions corresponding to different 
available powers in a multiuser channel for three users. As we increase the total available 
power the region grows in size (the outer layers in the diagram). Any point lying on the 
surface of the region corresponds to a capacity achieving rate allocation characterised by a 
vector which is the vector sum of individual rate vectors of each user. 
Mehta et al. [3] identify that the presence of multipath in wideband channels leads to in-
terference among the simultaneous transmissions over the downlink channel. In such a 
system, a strong user can degrade the performance of the weak users significantly. Differ-
ent allocations of power to the users, results in different SNIR at the receivers, leading to 
different capacities. Bergmans and Cover [4] calculated the capacity regions for different 
transmission schemes for the broadcast channel which can overcome the limits imposed by 
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the strongly interfering user. Goldsmith in [5] calculates the capacity regions for different 
transmission schemes for the W-CDMA downlink channel. 
Verdu identifies the capacity region for Gaussian symbol-asynchronous [21] and Gaussian 
symbol synchronous [22] multi-access (CDMA) system for a given deterministic set of 
signature sequences. 
There are two main approaches that are used to achieve the capacity of the system: the 
design of signature sequences and the power control. 
The capacity achieving signature sequences are identified in [11] and further studied in 
[23,24]. Rupf and Massey [11] identified the set that maximises the information theoretic 
sum capacity, with equal received power for all users, as one where all signature sequences 
are orthogonal to each other if possible, i.e., when the number of users is less than or equal 
to the processing gain, and as the Welch Bound Equality (WBE) sequences, otherwise. 
Ulukus and Yates [23] present an iterative process to converge to the optimum sequences 
and power distribution. Viswanath and Anantharam [24] identified the optimum signature 
sequences for arbitrary (unequal) powers. Honig and Madhow [25] and Ulukus and Yates 
[26] present the power control methods to achieve the CDMA sum capacity with focus on 
uplink channel. 
An important result that links the sum capacity results with two optimisation methods is 
given by Viswanath et al. [27] where user capacity is considered for deterministic and finite 
dimensional signature sequence sets. It is shown that, for a single W-CDMA cell where 
users have the same required SNIR level, the capacity is achieved with minimum total 
power, by each user having equal received powers and using the signature sequence sets 
that are identified in [11]. Furthermore, when such sets are used, the MMSE filters reduce 
to scalar multiples of matched filters [27]. 
The difference of our approach from all these reported works lies in two main points. We 
use random signature sequences and show that either a large number of parallel channels 
can be used to achieve maximum capacity or we can use the waterfilling power allocation 
(or its discrete allocation) to achieve the same capacity with a smaller number of parallel 
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Figure 2.3: Depiction of rate regions in a multiuser system 
channels created with random signature sequences. 
Ulukus and Yener in [28] use Total Weighted Squared Correlation (TWSC) alongside the 
Minimum Mean Squared Error (MMSE) and sum capacity as a measure for the optimal-
ity of the iterative transmitter and receiver optimisation. They show that the performance 
measures of MMSE, TWSC and sum capacity are related to the eigenvalues of a matrix 
(covariance matrix of the scaled signature waveforms). We use these measures to show that 
our proposed dimensionality extension scheme can provide significantly better performance 
even for non optimised random codes. 
The objective of efficient system design would be to operate at a point in the capacity re-
gion that maximises the overall sum capacity. It is clear from (2.19) that the sum capacity 
is maximised for a given total power if the SNIR at the output of each receiver is max-
imised. This can be achieved using two approaches; optimally distributing the available 
total power among all the users (power control) and using techniques to efficiently can-
cel the unwanted interfering signals at each receiver (multiuser interference cancellation). 
We present the overview of well established efficient multiuser detection schemes for any 
power distribution and then discuss the power control strategies used with these multiuser 
detection techniques. 
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2.3 Multiuser Detectors 
Multiuser detection [ 2 9 , 3 0 ] , which can be termed as interference suppression or cancel-
lation in the downlink context, detects the desired signal while effectively removing or 
suppressing the interference. Optimum multiuser detection has a complexity that increases 
exponentially with the number of active users [31], requiring the use of suboptimum tech-
niques. Examples of suboptimum multiuser detectors include the decorrelating detec-
tor [32], the decision feedback detector [33], the minimum mean squared error (MMSE) 
detector [34] and the multistage detectors [35]. Some of these multiuser detectors are also 
suitable for blind adaptive implementations where information about the interfering users 
such as their powers and signature sequences are not needed for the construction of the 
receiver filter of a desired user. A blind adaptive implementation of the MMSE multiuser 
detector is given in [36] and blind adaptive decorrelating detector implementations are pre-
sented in [37]. We present a system model that will be used to evaluate performance of 
different multiuser detection techniques for our problem setting. 
If we pass the continuous time received signal r{t), given in ( 2 . 4 ) , through the chip matched 
filter and sample the output at the chip rate for the duration of a symbol, we acquire N 
samples. These samples constitute a vector that is given by (cf ( 2 . 8 ) ) 
K 
r&[?] = (2.20) 
.7 = 1 
where bj[i] represents the data bits that take values ± 1 with equal probability and s , rep-
resents the ^-dimensional signature waveform with elements taking values ± l / \ / i V . The 
vector n[z] is AWGN with zero mean and covariance matrix a^I. 
Different multiuser detection receivers can be interpreted as filters aiming to filter out the 
unwanted interference to maximise the SNIR at the output of the detector as depicted in 
Figure 2.4. If we denote the filter coefficients employed at the multiuser detector as the 
vector ojfe, the multiuser detector filter output for user A; is given by the inner product of 
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Figure 2.4: Multiuser detector receiver as a filter 
received vector and linear multiuser detection filter as in 
i = i 
(2 21) 
= M(wlsk) + ^ M(cjisj) + w^n[z] (2.22) 
where the first term represents the desired signal, second term represents the interference 
and the last term is ~ # ( 0 , - a random variable with Gaussian distribu-
tion of zero mean and variance, 
For a sequence of transmitted symbols indexed with notation where i is the discrete 
time index, the achieved SNIR (with filter coefficients Uk) is defined as [30] 
7k ((*;*:) = 
E{var{cj^rk[<]|6fc['i]}}^ (2.23) 
which simplifies to 
(2.24) 
In the subsequent discussion we outline main approaches of linear multiuser detection and 
the corresponding SNIR achieved at the output of the receivers. 
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2.3.1 Matched Filter Receiver 
For a matched fiher receiver the filter coefficients used in (2.21) are the same as the discrete 
signature waveform, = s^. The K xl vector at the output of the bank of matched filters 
of all K channels can be expressed as 
z[i] = RAb[z] + n[i] (2.25) 
where R is the normalised cross correlation matrix given by (2.17), vector z is 
7, = [zi,--- , z k Y (2.26) 
and A and b[i] are the same as defined earlier. The vector n[i] is a zero-mean Gaussian 
random vector with covariance matrix equal to 
E{nn^} = cr^R (2.27) 
Using the observations that (s^st)^ = 1 and {slsjY — pkj in (2.24), we obtain the SNIR 
equation for the matched filter detector as 
= 2- CL28) 
It should be pointed out that the matched filter detection has fixed filter coefficient vector 
that only depends on the spreading codes and is independent of the power allocation. 
2.3.2 MMSE Multiuser Detection 
The detection approach that aims to minimise the minimum mean square error in the de-
tected signal is termed as MMSE detector. There are two scenarios for MMSE detection, 
overloaded system when K > N and underloaded system when K < N. MMSE detection 
approach for these scenarios is discussed below. 
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Overloaded System 
The linear MMSE receiver, with filter coefficient vector = irifc, is designed to minimise 
the total effect of the multiple channel interference and the ambient noise at the receiver 
output. The optimum linear MMSE receiver filter coefficient vector, m^, for channel k is 
given by the solution of the following optimisation problem: 
iiifc = argminE |||afe6fc[i] — . (2.29) 
When K > N, we derive the filter coefficients by directly solving the optimisation problem 
as, 
nife = arg mm 
W 
E {r[i]r[z]^} uj - E {r[i]bk[i\} + |%r 
a-h^k 
(2.30) 
Using the condition of the stationary point (the first derivative of the objective function 
should be zero) on the objective function in (2.30) we have 
— 2uj^ |o&| Sfc + |a&| ] = 0 (2.31) 
w=m& 
2Crrmfc - 2 \akf = 0 (2.32) 
and optimum filter coefficients are 
nifc = \akf Crr'^Sk, (2.33) 
where Crr is given as 
Crr = E {r[i]r[z]^} = S |A|^ (2.34) 
= S D S ^ + a ^ N , (2.35) 
where |A| A diag(|oi|, • • • , \ak\) a n d D = |A|^ = diag(|aif , • • • , \akf). 
The above formulation is suitable for batch processing of the symbols. Using a related con-
page51 
C H A P T E R 2 : B A C K G R O U N D AND RATIONALE 
strained formulation, Madhow and Honig [34] and also Ulukus and Yates [26] determine 
the filter coefficients that provide minimum output energy (MOE) and allow for sequential 
detection of symbols. 
If K, the number of interfering vectors is less than the dimension of the signal vectors, Sj, 
and the noise is small, then the matrix C^r is more likely to be ill conditioned (singular) and 
we cannot use this method to determine the filter coefficients. The next section presents a 
formulation for solving the MMSE filter coefficients for this so called under-loaded system. 
Under-loaded System 
The optimum linear MMSE receiver filter coefficient vector, m^, for channel k is given by 
the solution of the same optimisation problem: 
m.k = argnfinE |||afc6fc[z] - a j^r [?] | | ^ | . (236) 
Note that any linear detector must lie in the column space of matrix S. This is because any 
component outside this space does not affect the signal components of the detector output 
(i.e. first and second term of equation 2.22 on page 49), and it merely increases the noise 
level (i.e. third term of equation 2.22). Hence we can write 
= Sxfc (Z37) 
for some x& G [30]. In subsequent derivations the vector represents a vector of 
the same length as with zeros at all positions except the entry which is 1. Directly 
solving the optimisation problem we obtain 
Xfc = arg mm 
= arg mm 
x^S^^ E {r[z]r[i]^} Sx - 2x^S^afc E {v[i]bk[%]} + \akf 
SjAjet-
x ^ ( S j A p S ^ + a h ) S x - 2x^R|A|^e& + {rikf 
" V ' 
R|A|2R+cr2R 
(238) 
(239) 
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Using the condition of the stationary point (the first derivative of the objective function 
should be zero) on the objective function in (2.39) we have 
= 0 (2.40) ^ [X-^(R|A|2R + (7^R)x - 2x^R|A|2efe + \akf] 
^ X=Xfc 
2(R|A|^R + a ^ R ) x - 2 R | A | % | _ = 0 (2.41) 
IX=Xk 
R|A|^ (R + cr^lAr^) x - R | A | % | ^ _ ^ ^ = 0 (2.42) 
Solving for x and substituting for x = x^ we obtain 
Xk = (R + (T"|Ar")" 'e& (2.43) 
and substituting (2.43) in (2.37) we have 
mfc = S (R + O-2|A|-2)"' efc (2.44) 
Note that Madhow and Honig [34], present a geometric derivation of the MMSE solution 
which uses the subspace method to determine the optimum filter coefficients. The two 
solutions only differ by a scaling factor and do not affect the sign of the decision variable. 
We have assumed a fixed power distribution (corresponding to a given matrix A) to cal-
culate the coefficients and corresponding SNIR for the discussed multiuser detectors. In 
addition to the multiuser detection, power control can also be used to improve the SNIR 
and the capacity as discussed in the next section. 
2.4 Power Control 
The second technique to ensure high SNIR at all the receivers is to use power control. The 
aim of power control is to assign transmitter power levels corresponding to the condition 
of the channels so as to achieve a desired service target in terms of SNIR. This power as-
signment has two approaches. One approach is to target a certain service quality (in terms 
or error rate and a desired SNIR to ensure these error rates) for the channels. The other 
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approach is to maximise the sum capacity of the system using opportunistic communica-
tion, loading the channel that provides more capacity. We discuss these approaches in the 
subsequent paragraphs and summarise some key works focusing on these approaches. 
2.4.1 Target Based (Channel Inversion) Power Control 
The communication engineers use practical methods to deliver data rates close to the ca-
pacity limit of a given system. To achieve certain Quality of Service (QoS) - dictated by the 
error rate, delay etc - they set corresponding constraints to be met by all the users sharing 
the total available power. One of the constraints is to ensure certain bit error rate at the 
receiver output. This error rate is a one to one mapping function of the SNIR at the output 
of the receiver, for a given receiver structure and channel code. Targeting certain error rate, 
we set a corresponding target SNIR, F;. to ensure the desired error rate. The base station 
transmitter intends to meet the target SNIR for each user by transmitting minimum power 
to all users. This requires achieving the targets (7^ > Tk), transmitting optimum powers 
satisfying the constraint 
jRr. (2.45) 
k 
Proper power control is required to operate the system at this power solution. Earlier work 
by Aein [38], Zander [39,40] and Bambos et al. [41] identified the power control problem 
as an eigenvalue problem for nonnegative matrices and concentrated on determining the 
power vector which maximised the minimum of the SNlRs or achieved a common SNIR 
value for all users in the system. The authors in [41-43], present the distributed power 
control algorithms which are typically relevant to the uplink problem. However, the results 
can be easily generalised for the downlink. 
The power control schemes usually assume that a conventional single user matched filter 
receiver is used. Ulukus and Yates in [26] combine the transmitter power adjustments 
and the design of the receiver filters of the users to optimise the system performance. They 
present the iterative power control for MMSE multiuser detection receiver to meet the target 
SNIR. 
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Achieving the service target at equality requires that the SNIR at the multiuser receiver 
output satisfies the equation (for the downlink) 
r hkPk{(^lskf 
This can be rewritten, expressing the channel dependent factor as g(p_fe, <^k), given as 
where the notation p_fc represents the vector formed by removing the entry from the 
vector p. The variable g(p_k, w&) can be interpreted as the SNIR achieved if we transmit 
unity power to the desired channel receiver for the given parameters of the channel. It 
should be pointed that p_fe emphasise the dependence of the channel state on the power 
vector excluding the power allocation of the desired channel. 
This simplifies (2.46) to 
r& = g(p_&,w&)pt, (2.48) 
showing that the power should be calculated (iteratively) as 
Owing to the form of (2.49), the SNIR target based approach is also called the channel 
inversion power allocation scheme as the power control assigns powers to the users with 
the aim of compensating for the variations in the channel. It assigns more power to the 
users with bad channel states, and less power to the users with good channel states. 
For MMSE detector, the filter coefficients and the power allocation vector depend on each 
other. They need to be iteratively calculated, as suggested in [26], until they converge to 
the optimum solution. For the downlink case, we propose the optimum power allocation at 
the transmitter end assuming that the receivers would deploy the optimum filters. Iterative 
update of power and filter coefficient calculation can be performed at the transmitter end 
without involving the receivers. The signals are then transmitted using the optimum power 
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distribution. The receivers can estimate the optimum filter coefficients and use these to 
decode the desired data from the received signal. 
2.4.2 Sum Capacity Maximisation Power Control 
The capacity of a multiple access channel (MAC) is expressed as a region of achievable 
rates [ 2 0 , 2 2 ] . Sum capacity - the maximum achievable sum of rates - is often used as 
a measure of the overall network capacity. The power can be distributed among all the 
receivers with the objective of maximising the sum capacity. This power allocation policy 
is worth special attention because sum capacity is a commonly used performance metric 
for multiple access channels [44^6] . 
For a single-user fading channel. Goldsmith and Varaiya [47] show that the optimum power 
allocation policy, in the sense of maximising the ergodic channel capacity, is a waterfilling 
of power in time (optimising the power over the time-varying channel states). For a multi-
user scalar channel, Knopp and Humblet [44] find the optimum power allocation policy 
which maximises the ergodic sum capacity of the network. There has also been some re-
cent work on power control for vector multiple-access channels and their associated capaci-
ties. For a multiple-access channel with multiple antennas, [45] solves for the sum capacity 
maximising power allocation at all transmit antennas and gives a relationship between the 
maximum number of active transmit and receive antennas. The problem of maximising 
the sum capacity as a function of the transmit powers in a vector multiple-access channel, 
such as a CDMA or multiple transmit antenna system, in fading channels, is studied by 
Viswanath et al. for the case of large systems and random transmit vectors (signature se-
quences) in [46] where a simple single-user waterfilling strategy is proposed and shown to 
be asymptotically optimal. 
In [48], Verdu and Shamai study the sum capacity of CDMA systems with random long sig-
nature sequences for a wide variety of receiver structures: optimal joint detection receivers, 
linear minimum mean square error (MMSE) receivers, matched filter receivers, and decor-
relator receivers. They assume that the users are received at the same power and the channel 
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has no fading. 
The optimum power allocation policy is a simultaneous waterfilling policy [45] that requires 
the solution of a set of highly nonlinear equations. By a simple extension of the iterative 
algorithm of Yu et al. for the nonfading vector MAC [49] to the fading CDMA channel, 
Kaya and Ulukus [50,51] develop an iterative power allocation policy. At each iteration, 
only one user allocates its power optimally when the power allocations of all other users 
are fixed. The power allocation of each user in this iterative process is a waterfilling where 
the base level of the water tank is determined by the inverse of the SNIR the user would 
obtain at the output of a minimum mean squared error (MMSE) receiver if it transmitted 
with unit power. The optimum power allocation in that case is shown to dictate more than 
one user to transmit simultaneously in certain regions of the channel state space, provided 
that the signature sequences satisfy some mild conditions. 
Another method of improving capacity is to design the spreading codes more efficiently. 
In [16], Kaya and Ulukus solve for the optimum signature sequence and power allocation 
policies that maximise the information theoretic ergodic sum capacity of a code division 
multiple-access (CDMA) system subject to fading. They show that at most N users may 
transmit at any given channel state, where 7Y is the processing gain; and those users who 
are transmitting should be assigned orthogonal signature sequences. 
Ulukus and Yener in [28] present Total Weighted Squared Correlation (TWSC) as a crite-
rion to maximise the sum capacity and minimise the MMSE. They define the three quan-
tities - TWSC, MMSE and sum capacity - in terms of the eigenvalues (represented by A;) 
of the covariance matrix, S D S ^ , and argue that the design objective should be to minimise 
the TWSC; 
L 
T \ V S C = C L 5 0 ) 
1 = 1 
Building on the background work presented here, we present the rationale of our work in 
the next section and then identify the questions and issues addressed in this thesis. 
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2.5 Rationale 
Recapturing the scenario, we have a total power constraint of Pt to transmit certain amount 
of data over a link from a transmitter to the receiver. The power of background noise and 
interference is a^. Transmitting all available power over a single link achieves the SNIR 7 
at the receiver output, given by 
? = (Z51) 
where the link path gain is assumed to be /? and the corresponding achieved capacity (bits 
per symbol) is 
C'sum = 2 I 0 8 2 ( 1 + 7 ) • ( 2 . 5 2 ) 
We intend to find the effect of using multiple parallel channels with same constrained total 
power for the link. First we investigate the feasibility of using multiple parallel channels, 
which are orthogonal to each other. The capacity increases as the number of orthogonal 
parallel channels, K, is increased. This is shown in Figure 2.5 on the next page as the 
dotted line. 
This figure is produced using the parameters listed on the top of the figure. Power is equally 
divided among all channels. To plot the upper bound, optimum signature sequences are as-
sumed. Orthogonal codes are optimum when K < N and the upper bound is shown as 
black line. When K > N, we will show that the increase is upper-bounded by the fac-
tor A/'log2(l + 7/AO and this bound is obtained using the optimum WBE (Welch Bound 
Equality) codes. The green line is plotted using the non-optimal codes and calculating 
the capacity using (3.64) derived later in Chapter 3. The non-optimum (random) signa-
ture sequences have random binary values, scaled to ensure unit energy for each signature 
sequence. 
It can be noted that the capacity increases with K for the given SNIR 7. This increase in 
capacity is upperbounded due to the fact that the maximum number of orthogonal channels 
that can be supported in the system is upper bounded by the dimensionality of the system 
L (for conventional CDMA system the dimensionality is equal to the spreading factor, 
i.e. L = N). This introduces the upper bound for K > N shown in figure 2.5 as a horizontal 
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Figure 2.5: Capacity increase with use of parallel channels 
line and derived later in this section. 
We would now show what to expect when a large number - K -of non-orthogonal parallel 
channels (e.g. channels created using random CDMA spreading sequences) is used and 
the total transmitted power is still kept same (i.e. Ylk=i 'I'k ~ / r) . The corresponding sum 
capacity over all the parallel channels (assigned to a single link under consideration) is 
1 
^ 'sum = % ^ ^ I0S2 (1 I k ) , 
fc=l 
(2.53) 
using the achieved SNIR from (2.24), for a given de-spreading system, we get 
1 
2 g 1 g2 ^ + fT2(w .^ Wt) (2.54) 
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The residual interference defined as hpj{u>'^Sj)^, depends on the capability of 
the receiver to suppress the interference effectively. As an example, the matched filter 
receiver employing the filter coefficients of ujk = St for each channel, experience the 
residual interference at each channel receiver given by 
and the interference suppression capability depends on the cross correlation of the codes 
given by (sfs , )^, which should be minimised. 
As shown in Figure 2.5 on the preceding page, the sum capacity increases with K when 
K < N but is upper bounded by the capacity that can be achieved using the K orthogonal 
channels. The capacity with random codes is less than the upper bound due to the inter-
ference between the non-orthogonal channels created with random codes. When K > N, 
the capacity is upper bounded by an expression which is the function of the spreading fac-
tor of the system The capacity with random codes with power equally shared between 
them reaches the upper bound, asymptotically, when the number of parallel channels used 
is increased to a large value. We can generalise this upper bound by identifying that in both 
cases the capacity is upper bounded due to the limitation in system dimensionality L: when 
K < N the dimensionality is dictated by the number of channels K and when K > N it is 
defined by the spreading factor N. Keeping this in mind dimensionality L can be defined 
as L = min(/^, N). Using this definition the upper-bound can be generalised as 
CUB = ^ logg + ^ ) ' where L = mm{K, N). (2.56) 
For a large number of random codes (overloaded system) the capacity is asymptotically 
equal to the maximum achievable capacity with the given spreading factor of the system. 
We have 
1 ^ 1 L 
CSAM — 2 ^ LOG2 ( 1 + 7FC) = ^ ' (2-57) 
k=l 
As shown in Appendix 2.A on page 72, the left hand side of the equation can be expressed 
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as 
S D S ^ Qum = 2 log; (^det j^Ii + j J (2.58) 
where matrix D has K diagonal entries representing received power on each parallel chan-
nel such that the sum of all these entries is hPr- This total received power corresponds to 
the same total transmitted power as in (2.51). Rupf and Massey show in [11] that the sum 
capacity is achieved when we have equal received powers (pk = hPx / K ) and the signature 
sequences* satisfy 
== (2.59) 
Using the equal power condition we get from (2.58) 
Qum = 2 ^det H (2.60) 
and using the WBE condition given in (2.59) in (2.60) we obtain 
+ (Z61) 
There are L equal eigenvalues of the argument of the determinant and using the fact that 
the determinant is equal to the product of the eigenvalues of the matrix [52], we have 
C s u m = ^ logg n (2.62) 
substituting (2.51) we get 
C'SUM = 2 LOGS (^1 + ( 2 . 6 3 ) 
which is the right hand side of the equation (2.57). We term this upper bound as WBE 
bound^ For an overloaded system this bound is a constant value as L = N is fixed. 
Consider the left hand side of (2.57). It should be observed that as we increase the number 
of parallel channels, the power on each channel decreases by a factor of K, if equal power 
is assumed, resulting in a smaller argument for the logarithmic function. This logarithmic 
"These sequences are termed Welch Bound Equality (WBE) sequences in literature 
^A similar bound is given in [11] as Narrowband Bound and used in [24 ,48] for comparison with other 
capacity approaching schemes. 
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reduction is overshadowed by the Hnear increase in capacity due to the other factor K out 
of the logarithmic function. 
Considering the right hand side, we observe that the term 1 logg (l + identifies the ca-
pacity corresponding to the SNIR at the input of a spread spectrum system which has a 
desired SNIR of 7 at the output of the de-spreader if the system dimensionality (the spread-
ing factor in conventional spread spectrum systems) is L. This is because the de-spreading 
operation enhances the SNIR by a factor given by spreading gain by adding the L noise 
corrupted samples (each sample corresponding to a chip) of the transmitted symbol. 
Rewriting the right hand side of (2.57) we have 
<^ sum — Y logs (^ 1 + (2-64) 
We deduce that the K parallel channels can provide capacity which is L times the capacity 
corresponding to the SNIR at the input of the de-spreader of a spread spectrum system 
with dimensionality L. The maximum value that L can realise is N which is achieved by 
overloading the system. 
In comparison, a single channel using all available power and targeting the same SNIR of 
7 / L at the input of the de-spreader filter achieves the capacity: 
Qum = - l0g2 (1 + 7) (2.65) 
which is achieved by repeating each chip L times whilst targeting the chip SNIR of 7 /L . 
Comparing (2.64) and (2.65) we observe that the use of parallel channel can improve the 
sum capacity by a factor of 
The maximum number of parallel channels that can be accommodated in the system, A'max, 
is related to the maximum dimensionality of the system, L^ax and the SNIR achieved at the 
receiver of each channel 7^. For conventional CDMA system the maximum dimensionality 
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Figure 2.6: Binary Symmetric Channel 
is given by L^ax = N. Viswanath et al. [53] derive the relationship as 
Ik X, (2 67) 
The maximum value of the right hand side of the equation is determined by the maximum 
possible number of nonzero eigenvalues of the covariance matrix S D S ^ . This number is 
upper bounded by min(A^, K) for the conventional system, where N is the spreading factor. 
The main rationale of this work is to materialise the gain in sum capacity by using multiple 
parallel channels while using the non-optimum codes (random signature sequences) instead 
of optimum WBE codes and investigate how close we can reach the optimum bound defined 
by the WBE codes. We also find the data rate throughput achieved using a target error rate 
for the schemes we consider and compare this achieved rate with capacity upper bounds. 
It should be noted that we are particularly interested in lower SNIR operation in this thesis 
and further work is required to investigate the system operation in higher SNIR region by 
using the multilevel modulation. In this work, binary antipodal transmission (corresponding 
to BPSK) is assumed throughout. 
When we restrict ourself to BPSK the capacity equation (2.52) is a loose upper bound 
for the capacity and a tighter upper bound for the binary transmission can be obtained by 
considering a binary symmetric channel with symmetric transition probability pe as shown 
in Figure 2.6. The capacity (defined as the maximum mutual information between the input 
page 63 
C H A P T E R 2 : B A C K G R O U N D A N D R A T I O N A L E 
' - • AWGN Shanon Capacity 
BPSK Capacity 
A W G N Capacity (Parallel Channels) 
BPSK Capacity (Parallel Channels) 
5 10 
SNR (in dB) 
Figure 2.7; Capacity upper bounds with single and multiple parallel channels assum-
ing AWGN channel model and Binary Symmetric Channel (BSC) model 
and the output of such a channel) with equiprobable binary inputs is given as [54]: 
CBSC — 1 + Pe logg Pe+ {1 — pe) 10g2(l — Pe)- (2.68) 
The transition probability p^ for BPSK modulation is a function of SNIR, 7, and is given 
as [54]: 
1 / Py \ 
(2.69) Pe = ^erfc 
Plotting the upper bound for the AWGN channel and the binary symmetric channel for 
single and multiple parallel channels we obtain Figure 2.7. The capacity on N orthogonal 
parallel channels is plotted by noting that the SNR on each channel is reduced by a factor 
of ^ and the capacity with this reduced SNR is multiplied with a factor of N as N channels 
are used in parallel. The plot in Figure 2.7 shows that the AWGN capacity is the maximum 
upper bound on the capacity while the BPSK capacity demonstrates a capping based on 
modulation depth, i.e. capacity cannot be more than logg A/ for /IZ-ary modulation. It can 
be observed that the capacity with BPSK system saturates after certain SNIR (around 7 dB) 
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Figure 2.8: BPSK capacity with single and multiple parallel channels: motivation for 
use of parallel channels 
and cannot go above 1 bit per symbol period as the transmission is binary. Incorporating 
the capping, a loose capacity upper bound in terms of AWGN capacity formula can be 
expressed as: 
C = min Q log2(l + 7)> logg . (2.70) 
Use of parallel channels can raise the capping and with N orthogonal parallel channels the 
sum capacity is upper bounded by N logg bits per composite-channel use. 
We plot the BPSK capacity results (for single and multiple parallel channels) from Fig-
ure 2.7 on the previous page in Figure 2.8 to argue the motivation for the use of parallel 
channels. As it can be seen that the slope of the capacity graph is such that halving the SNR 
(3 dB decrease in SNR) decreases the capacity by a factor smaller than half. This motivates 
the use of parallel channels. In Figure 2.8 we demonstrate this fact using some numbers. 
The capacity at 7 dB SNR is 0.90 bits per symbol and by reducing the SNR by a factor of 7 
(using 7 parallel channels) provides a capacity of 0.28 bits per channel use. As 7 channels 
are used in parallel the overall sum capacity is increased to 7 x 0,28 = 1.96 for the same 
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available total power. 
It should be noted that at higher total SNR (say 15 dB) the improvement in capacity is 
even more significant as the loss in capacity incurred on a single channel, when SNR is 
reduced to distribute the available power on other parallel channels, is not significant. This 
is due to the fact that the single channel is operating in a region where capacity is already 
capped by the limitation on the modulation depth. Any decrease in SNR, still achieves the 
same capacity on the channel and at the same time frees up some power that can be used to 
transmit data on the other parallel channels. 
Comparison of the two capacity formulae (AWGN and M-ary modulation) and the capping 
on capacity for a specific modulation scheme is demonstrated in [55]. Forney et. al. [55] 
also introduce the gap measure as a tool to compare the performance of coded practical 
systems. The gap measure can be used to find the transmitted bit rate while a specific, 
very small but non-zero, error rate is targeted for communication. Note that if we target 
a sufficiently low error target, the error free information rate (data throughput) can be ap-
proximated by the data throughput (with negligibly small error). 
The approach used by Forney et al. [55] and Gurcan [56] is used to formulate the gap 
measure. If pe is the target error performance then it can be expressed as a function of the 
minimum distance (between two constellation points of the BPSK modulation scheme) and 
the noise power by the following relation: 
which becomes a function of a required SNIR to be targeted, F and using the relation 
between the minimum distance and SNIR - F = - we obtain: 
(2.72) 
The gap measure G is defined as the SNIR gap to capacity for a given constellation, channel 
code and error rate. For a given channel code (with code rate r^) and modulation scheme, 
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if the desired error target is achieved with an SNIR of F, the gap measure G is calculated 
as follows [55]: 
G = (2-73) 
where / ^  is the actual data rate for the coding and modulation scheme used. For a capacity 
approaching scheme the gap measure reduces to 1 (0 dB). Incorporating the gap measure 
G in (2.53), we express the data rate with a practical modulation and coding and given 
probability of error target, as: 
^ = 9 I0S2 (1 + - (2-74) 
which shows that the larger gap reduces the transmitted data rate for the practical system. 
In this thesis, we compare the various transmission and coding schemes using a fixed packet 
error rate target (which in turn is achieved by targeting a specific SNIR target). This packet 
error rate target is fixed to 1 x 10^''. For the simulations to compare the performance of 
channel coding and loading schemes proposed in this work, the total power available is 
fixed to achieve an SNIR of 5 (7 dB) on a single channel (except for results in Figure 3.8 
on page 105 and Figure 3.9 on page 107 where higher SNIR is considered). 
As shown later in the thesis, the conventional channel coding schemes have higher gap 
values (providing lower capacity) for very low error rate targets. We propose a two tier 
channel coding scheme and a corresponding iterative arrangement that can achieve very 
low error rates and has smaller gap from the channel capacity. 
In next section, we identify a set of questions addressed in this thesis related to the rationale 
presented in this section. 
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2.6 Questions Addressed 
This thesis addresses the following main questions related to the rationale presented in the 
last section. 
1. When parallel channels are used for the same total power, SNIR on each channel is 
reduced. To increase the SNIR to a desired level repeated transmissions can be used. 
This thesis investigates the feasibility of this approach. 
2 . The WBE bound - right side of ( 2 . 5 7 ) - is a function of dimensionality of the system 
which is equal to the spreading factor used in conventional W-CDMA system. This 
thesis investigates if there is any alternate method that can increase the system dimen-
sionality for the same spreading gain and what is the effect on the system capacity. 
3. The method of repeating the symbols to meet a target SNIR (corresponding to the ac-
ceptable performance of a specific channel coding scheme) poses a tradeoff between 
the increase in capacity achieved by using the parallel channels - identified in (2.57) 
- and reduction in capacity caused by redundant repeats. It needs to be investigated 
if this tradeoff provides a net increase in system capacity. 
4. What is the optimum power allocation (continuous loading scheme) for a set of par-
allel channels using random spreading codes instead of the optimum WBE codes in 
order to achieve the capacity close to the WBE upper bound? 
5. How to load the parallel channels corresponding to the discrete loading options avail-
able , when a specific coding scheme with a given set of repeat options is used? How 
close this discrete loading scheme reaches to the capacity achieved using continuous 
loading scheme? 
6. Which channel coding scheme can achieve a very low packet error rate without in-
creasing the capacity gap to a very high value. How iterative decoding schemes can 
achieve low capacity gap without significantly increasing the system complexity? 
7. How packet error floors can be reduced to achieve very low packet error rates keeping 
the gap parameter to low values? 
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In the next section we present an outline of the rest of the thesis and identify what approach 
is used to answer each of these questions. 
2.7 Thesis Outline 
The rest of the thesis is structured as follows. Chapter 3 tackles the first two questions and 
presents the interference averaging concept (blocks B and H). We increase the number of 
parallel channels K to achieve the upper bound. This however reduces the SNIR on each 
channel as the total power is constant. To achieve the SNIR required by channel decoder 
to provide acceptable level of performance, symbols are repeated and multiple corrupted 
copies of the symbols are combined to improve the SNIR up to the target. 
Chapter 3 approaches the second question by providing a novel dimensionality extension 
method to increase the capacity of the system in terms of maximum number of parallel 
channels (A'^ax) - block C and G. This is achieved by increasing the system dimensionality 
L by introducing the random phase shifts in transmitted symbols and performing a specific 
operation at the receiver. This also improves some other performance criteria and the overall 
sum capacity is increased. It is shown that dimensionality extension method can double the 
dimensionality of the system (the upper bound is min(2./V, K) as compared to mm{N, K) 
for the conventional system) without changing the spreading factor, resulting in higher 
system capacity. We need to use the large number of the parallel channels {K > 2N) to 
ensure that the system dimensionality is controlled by the factor 2N (with dimensionality 
extension) or N (with conventional system) and not the number of parallel channels used. 
Chapter 4 starts with answering the third question and this question is revisited in Chapter 
6 when we conclude the gap calculations for the channel coding scheme proposed in this 
thesis. It also investigates the resource allocation strategies (block D) for the cooperative 
broadcasting system where multiple parallel channels are used to transmit data to the user 
at the cell boundary, effectively addressing the fourth question. We investigate the optimum 
power allocation for parallel channels to achieve the WBE bound using the non-optimum 
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random signature sequences. The work is then focused on answering the fifth question 
where we investigate the parallel channel loading for practical channel coding schemes. 
Only low SNIR region operation is investigated and multilevel modulation (operation in 
higher SNIR regions) is proposed for future extension. It is shown that the discrete schemes 
can provide capacity close to the continuous loading schemes. The achieved capacity using 
the calculated gap values for various coding schemes is also studied in this chapter. 
Chapters 5 and 6 describe a suitable channel coding scheme (blocks A and I) that ensures 
reliable operation (virtually error free packet data communication) at lower SNIR, ensuring 
low gap from the capacity - sixth question posed in the last section. Chapter 5 presents the 
iterative decoding algorithm that can reduce the gap parameter by approximately 1 dB. 
Chapter 6 addresses the seventh question presenting the method to reduce the error floor so 
that lower error targets can be achieved without increasing the gap parameter any further. 
We present our conclusions and identify some directions for the future work in the last 
chapter. The main chapters (chapter 2-6) are augmented by some appendices to maintain a 
smooth flow of the arguments while deferring the detailed mathematical derivations to the 
corresponding appendices. 
2.8 Contributions 
To the best of author's knowledge and search, following are the significant original contri-
butions of the thesis: 
1. We investigate the feasibility of transmitting signals over multiple CDMA channels 
allocated to the same user at the cell boundary. The available total power is shared 
among the parallel channels achieving lower SNIR. We then use resource allocation 
techniques to improve the sum capacity of the system and achieve performance close 
to an upper bound identified for such a system. 
2. To achieve the SNIR target for ensuring an acceptable error performance, we propose 
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an interference averaging scheme capable of providing better SNIR by repeating the 
transmissions with random relative phase shifts between the signals on each of the 
parallel channels (block B and H). 
3. This work presents a method that increases the dimensionality of the system without 
increasing the spreading factor at the transmitter end (blocks C and G). As a result, the 
maximum number of parallel channels that can be supported in the system (A'max), 
is doubled. This method also reduces the cross correlation of the random spreading 
codes. 
4. The thesis identifies how to optimally load channels (allocate power to each channel, 
block D) if limited discrete loading options are available. This is done whilst ensuring 
that a practical channel decoder can operate with the achieved SNIR to ensure error 
free delivery. 
5. It also proposes a channel coding scheme (blocks A and I) capable of achieving very 
low error rates with small gaps from capacity. 
6. This thesis identifies the iterative decoding of proposed channel code in order to 
reduce the gap (block I). It also identifies further decoding of related data packets 
to improve the rate of success for the recovery of original message packets and also 
provides a systematic way of analysing the packet error performance of such codes. 
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Appendix 2.A Proof for Equation (2.58) 
We provide a simple proof for the two equivalent forms of the capacity equation (also 
proved using information theory concepts in [22]). The outline of the proof follows the 
approach of the book [57] (the authors derive the system capacity for the MIMO systems 
using nearly the same outline) with some significant differences which make the proof 
shorter and compact. 
Consider the discrete received vector from the model (cf. (2.9)) 
r[?] = SAb[?;] + n[?]. (2.75) 
The sum capacity is maximised when MMSE filters are used at the receiver and the capacity 
defined in terms of the achieved SNIR at the receiver of each channel can be expressed as 
in (2.53) and the left hand side of the equation (2.57). We intend to show that this can also 
be expressed as in equation (2.58). The proof is as follows. 
Note that the product S A results in an N x K matrix. Using singular value decomposition 
(SVD) theorem [52], 
SA = U S V ^ , (2.76) 
where U and V are N x N and K x K matrix with orthogonal column vectors such 
that U U ^ = IAT and V V ^ = The matrix S is a diagonal matrix containing the 
nonnegative square roots of eigenvalues of the matrix S D S ^ . 
Substituting (2.76) in (2.75) we obtain 
r[i] = USV^b[z] + n[z], (2.77) 
t The columns of unitary matrix U are the eigenvectors of the matr ix S D S ^ and the columns of the unitary 
matrix V are the eigenvectors of the matrix A ^ S ^ S A 
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which can be rearranged using the fact that U ^ as its columns are orthogonal, 
obtaining 
U^r[i] = SV^b[?] + U^n[z]. (2.78) 
As this is equivalent to multiplying both sides by a unitary matrix U ^ , there is no change 
in relative angles and lengths of the vectors and an equivalent system is given by 
f [i] = Sb[i] + n[{\ (2.79) 
where 
r[i] = U^r[i], h[i] = n[i] = U^n[i]. (2.80) 
The number of nonzero eigenvalues of the matrix S D S ^ is equal to the rank of the matrix 
S A denoted by L. As the dimensions of the matrix S A are N x K, the number of nonzero 
singular values is at most min(7V, K) i.e. the maximum possible rank of the matrix. As the 
singular values are the nonnegative square roots of the eigenvalues, we represent them by 
for i = 1, 2, • • • , L. By substituting the entries for singular values in (2.79), we obtain 
the following set of simultaneous equations. 
nM = f = 1,2, . - - , (2.81) 
= Z=:Z,+ l,Z, + 2 , . - - ,7V (2.82) 
For an overloaded system the dimensionality is L = A'^ . Hence the equivalent channel 
model consists of L = N uncoupled parallel channels with amplitude channel gains equal 
to the singular values and the power channel gains equal to the eigenvalues of the matrix 
S D S ^ . 
If the covariance matrix of the received signal is defined as 
Crr = E{r[%]rH^} (2.83) 
then it follows that the trace of the covariance matrix for the received signal in the equivalent 
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model is 
tr(C^f) = tr(U^CrrU) = tr(Crr). (2.84) 
This implies that the sum of eigenvalues is equal to the total received power in the system 
as the trace of the covariance of the received vector is unchanged in the equivalent model. 
The sum capacity of the uncoupled channels is expressed using the equivalent SNIR on 
each channel, A;/cr^, and is given as 
C'sum = 2 • (2.85) 
Using the property of logarithmic function, we obtain 
C'sum = 2 logs • (2.86) 
Using the fact that the determinant of a matrix is equal to the product of the eigenvalues 
of the matrix [52] and noting that the factors ( l + ^ ) are the eigenvalues of the matrix 
(j-N + - F - j , we obtain 
= + (Z&O 
and recognising the term UAU-'^ as the diagonalisation of the covariance matrix of the 
received vector without noise, we obtain 
C'sum = ^ logs ^det ^liv + ^ j (2.88) 
which proves the desired equivalent form of the sum capacity equation. 
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When limited total power is distributed over multiple parallel channels the SNIR is reduced 
on each channel. To enable the operation at lower SNIR we can resort to interference 
averaging* or lower rate codes (as lower rate codes can provide acceptable error rates at 
low SNIR). In this chapter we introduce an interference averaging approach and a related 
receiver operation that can improve the system performance. 
Interference averaging, as performed by DS-WCDMA, is one of the options. Operation at 
lower SNIR can be achieved by increasing the spreading factor. In this chapter we investi-
gate a novel approach to perform interference averaging. With this approach in use, we can 
perform a receiver operation that has many desirable features from the perspective of better 
resource utilisation for an interference limited WCDMA network. 
The layout of the chapter is as follows. We present the basic idea of interference averag-
ing and show some promising results. We then present system model and the proposed 
receiver operation. For the performance analysis of the proposed scheme, we identify an 
equivalent model for the spreading sequences that would provide the same received vector 
as obtained by the proposed receiver operation. Use of the equivalent model for the spread-
ing sequences simplifies the analysis. The performance criteria - namely the achieved sum 
*i.e. reducing the var iance of a r andom interference signal (that corrupts a determinist ic signal) by adding 
mult iple, independent ly corrupted, copies of the determinist ic signal 
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capacity, minimum mean squared error and total weighted squared correlation - are used to 
establish the superior performance of the proposed scheme. Analysis and simulation results 
are presented to prove these achieved improvements. 
3.1 System Model 
We have presented the basic synchronous CDMA model in Chapter 1. The dimensional-
ity of the system modelled there is determined by the processing gain N. We generalise 
this model in order to present our proposed scheme where the system dimensionality L 
(minimum number of orthonormal basis required to span all signals in the system) can be 
different from the processing gain N. 
Let {ipi, • • be a set of L orthonormal waveforms. We define the discrete signature 
vector Sfc = [si^k, • • • , si^ k, - - - , si^kV- The components are the projections of the 
signature waveform on the L orthonormal waveforms: 
== df. (3.1) 
Jo 
If the orthonormal basis span the signature waveforms, we have 
L-l 
= (3.2) 1=0 
For the model presented earlier where the number of orthonormal waveforms is equal to 
the number of chips per symbol (the processing gain N), we can identify the L orthonor-
mal basis functions, that span the signature waveforms, as the delayed version of the chip 
waveform: i.e. 
4'ii't) = — ITc), I = 0, • • • , L — 1. (3.3) 
Comparing (3.2) with equation (2.6) on page 41, it can be seen that the projections of the 
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signature waveforms on the orthonormal basis are given by 
Si,k = C j , k l ^ - (3.4) 
If the signature waveforms are spanned by the orthonormal waveforms, we can find their 
correlations from their discrete forms as: 
R = S"S, (3.5) 
where the vectors and matrix S are the same as defined in Section 2.1 on page 37. 
Now consider the received signal corresponding to transmissions over K parallel channels. 
We focus on a segment of r(/,) (previously defined in (2.4) on page 40) over a time period 
of one symbol [0, T)^ : 
K 
^ OT6A:A&(() + M ( ( ) , 0 < ( < 7 . ( 3 . 6 ) 
k — 1 
The discrete form of this segment of received vector can be defined in terms of the projec-
tions on the orthonormal waveforms. The I components of this discrete received vector* 
r = [n]ixi are given by 
n = I (IL. (3.7) 
•/o 
The resultant discrete vector r can be obtained by chip matched filtering of the received 
time waveform r{t). This vector is further processed (processing can be a linear filtering 
operation where we obtain the inner product of r with filter coefficient vector for a channel 
k denoted by w&) to obtain the decision variables z*. for each channel. The objective of this 
further processing is to filter out the undesired interfering signals, letting only the desired 
signal to filter through. 
Assume that the users in the synchronous CDMA system are transmitting data in blocks. 
There are M symbols in each block indexed by the variable i. For interference averaging 
t implies that 0 is included and T is excluded f rom the interval 
*The notation r = [ r j j i x i denotes that the vector r is a column vector with L e lements ri 
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purpose, we give random phase shifts (rotations in terms of phasors) to the signals to be 
transmitted at the transmitter end. The discrete equivalent of the continuous time received 
signal corresponding to transmission (where i = 0, • • • , M — 1) is r[-/'] and is given by 
r['i] = SA0b[v:] + (3.8) 
where all the parameters are defined as in the basic model present in Section 2.1 on page 37 
with a notable addition of phase shift matrix 0 . The matrix models the random phase shifts 
using a diagonal matrix as 
.. 0 
0 = 
0 . . 
(3.9) 
where 9i is i.i.d random phase within the range [0, 27r). We note that the diagonal elements 
of the matrix product 0 A are the complex entries which we denote by 2tfc, where 
= (ITO) 
A note on the physical interpretation of this random phase rotation is in place. As we are 
using the equivalent complex baseband model defined in (2.3), the multiplication of the sig-
nal with the factor e-*® does have a physical interpretation for the practical communication 
link. The angle 6^ corresponds to the random phase offset given to the actual carrier for the 
CDMA channel indexed by k. 
We explain this concept with the help of Figure 3.1 on page 80. The multiplication with the 
phasor in complex baseband model is equivalent to performing an up conversion using 
a carrier with a phase offset of 9k, as shown in the figure. 
For the complex baseband model, at the receiving end, each branch corresponds to the 
decoder of the data on a particular channel. The composite complex received signal, r{t), 
is multiplied with the phasor e (the conjugate of the multiplier at the transmitter end) in 
each branch k, to undo the phase offset for the desired signaling (aligning the receiver with 
the desired signal). 
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For the real bandpass model, the composite real received signal, is down converted 
by multiplying with a carrier having same offset as the offset given to the carrier of the 
desired signal at the transmitter end, followed by the low pass filtering. 
In Appendix 3.A on page 123, we show that using the method proposed in the next section 
for the complex baseband model, the output on each receiver branch is equivalent in both 
models. 
3.2 Proposed Dimensionality Extension Method 
Overview of the dimensionality extension method is given in figure 3.2. The procedure is 
formally described as: 
Procedure 3.1 (Dimensionality Extension Receiver Operation). At the receiver end, 
1. Process the received signal to obtain a discrete vector of length N. 
2. Take the element-wise complex conjugate of the vector obtained. 
3. Form a vector of length 2N by concatenating the vector obtained by the conjugate opera-
tion with the original vector in step 1. 
4. Use the extended length vector, formed in the last step, for any further processing like the 
calculation of the filter coefficients and the estimation of the transmitted symbol. 
If we employ the proposed dimensionality extension method, the extended received vector 
in terms of the signature waveforms is given by 
r z = 
S0Ab[ i ] + n[z] 
S©*Ab[i] + n[i]* 
(3.11) 
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Figure 3.1: Phase rotations in complex baseband channel and equivalent real band 
pass channel 
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Figure 3.2: Overview of the dimensionality extension method 
which can be rewritten as 
Y\l\ = 
SG n[%] 
Ab[i] + 
S 0 * 
. . 
(3.12) 
The first matrix represents the scaled equivalent signature matrix S which could have been 
used at the transmitting end to produce the same received vector without employing Pro-
cedure 3.1, at the receiver. The proof for this equivalence is given in Appendix 3.B on 
page 125 and also provides an insight to the effects on the dimensionality of the system 
by this receiver operation. The two equivalent operations are conceptually depicted in Fig-
ure 3.3 on the next page 
Note that the noise samples are characterised by n[i] ^ A/^(0, (t'^Inxn) [a complex Gaussian 
distribution and I#xN denotes an N x N identity matrix]. Also note the factor of \/2 used 
to normalise the extended waveforms. This is done to make them comparable with the 
normal signature sequences used with same total transmitted power. 
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Figure 3.3: Two equivalent operations 
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3.3 Interference Averaging Systems 
As discussed earlier, we intend to serve the users at the cell boundary with multiple parallel 
channels. The limited total power is distributed over them resulting in lower SNIR on 
each channel. To operate the system at lower SNIR we propose an interference averaging 
scheme. 
When transmitting over additive white Gaussian noise channel, adding multiple copies of 
a received noisy signal, increases the Signal to Noise Ratio (SNR) if the noise samples are 
independent of each other. This approach does not directly apply to the system of multiple 
parallel channels using conventional CDMA codes to improve the SNIR as we discuss in 
the following. 
Consider a system where X copies of each symbol are transmitted on every channel (each 
with a random phase rotation relative to all other parallel channels in the system and also the 
rotation is random relative to each repeat of the same message). Assume that the targeted 
SNIR for each transmitted copy of the symbol is -)%. If we repeat the same message, X 
times, we intend to show that the SNIR after adding all the estimates of same message bit 
is given by^ 
1 = X - f x , ( 3 . 1 3 ) 
where 7 is the SNIR achieved after adding the X estimates of the message. 
For the proposed noise and interference averaging system, consider Figure 3.4 on the fol-
lowing page. The tapped delay line accumulates the discretised vectors of the received 
signal over a duration of XT (each corresponding to transmitted symbol index x varying 
from m. to m + X — 1). Each received vector, r^, corresponds to the same copy of the 
transmitted message signal with a (known) random phasor rotation (this is equivalent to 
the random phase rotations incurred due to the array manifold in multi-antenna receiver 
described by Ng in [59]). Receiver has calculated the filter weights (coefficients) corre-
similar argument is made for repeated copies corrupted by AWGN in [58] 
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Figure 3.4: Block diagram of interference averaging procedure performed at the re-
ceiver. 
sponding to each rotation. Using corresponding coefficients with each discretised received 
vector, we find A" multiple estimates of the transmitted message. These estimates are rep-
resented by Zk[x] where x varies from m to m, + X — 1. As shown in the following, the 
residual interference in each filtered estimate, Z},[x\, is independent of the residual interfer-
ence in all other estimates due to the independent random phasor rotations for each signal 
in each repeated transmission. Adding these estimates improves the SNIR of the resultant 
estimate, Zk[m] = Zk[x\, in comparison to SNIR of each estimate on its own. 
First, consider a conventional CDMA system. Assume that each channel repeats the trans-
missions to improve the SNIR of the estimate. Although channel noise for each of these 
repeated transmissions is independent to each other, the residual interference signals in the 
estimate obtained after linear filtering (the second term in equation 2.22 on page 49) are 
same for all repeated copies. Hence simply adding the estimates Zk[i\ corresponding to 
multiple repeats, does not improve SNIR significantly. 
To show this mathematically, we assume a matched filter receiver for simplicity. We rewrite 
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equation 2,22 on page 49 with a substitution of w = s for a matched Alter estimation. The 
message index x varies from rn to rn + X — 1 to represent the X repeated transmissions of 
the message indexed as m: 
K 
i = i 
= Y / H I ^ BK[OO]{SLSK) + \ / H K P J BJ[X]{SLSJ) + SLN[X] ( 3 . 1 5 ) 
= bk [x] + ^ \/hkPj bj [x]pkj + sln[x]. ( 3 . 1 6 ) 
We form an improved estimate by adding the X copies of the estimate available to us: 
m+X—l 
^ Zk[x\ ( 3 . 1 7 ) 
m + X — l / \ 
= I \/hkPj bj[x]pkj + sln[x] J ( 3 . 1 8 ) 
x—m \ j^k / 
m+X—l 
= X y/hkPk bk [re] +XY \/hkPj bj [xjpkj + ^ s^n[x]. ( 3 . 1 9 ) 
j/fe x = m 
The SNIR 7, for the improved estimate, is given by [30]: 
^ E{zk[m]\bk[m]}^ 
E{var{4[m]|6fc[m]}} 
(3.:2i) 
Note that the X terms s^n[x] are independent terms with equal variance and the variance 
of their sum is X times the variance of each term. Rearranging (3.21), we have: 
(3.2:z) 
:> TCf (3.23) 
This shows that the SNIR is slightly improved due to the effective reduction (by a factor of 
j^) in the white noise component. The residual interference is still unaltered and the overall 
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improvement in the SNIR of the system is not very significant when the interference factor 
is more dominating than the white noise factor. 
Now considering the corresponding equation for the dimensionaUty extension system, we 
have: 
K 
Zk [z] = s^rk[a;] - ^ \ / ^ [%] (s^sj) + s f n[a;], (3.24) 
3 = 1 
- y/i&Pt ^ + s f MiiM (3.25) 
j¥'k 
To simplify this equation, we evaluate the cross correlations of the rotated signals as fol-
lows: 
P f c j W - C W s i N (3.26) 
\ 
(3.27) 
I upper half of extended vector lower half (conjugate) of extended vectoiy 
= + (3.28) 
= PkjCos{\ej[x] - ek[x]\). (3.29) 
Note that the factor of | is due to the scaling factor of ^ in s& and Sj as suggested by (3.12). 
Substituting the (3.29) into (3.25) and noting that the factor pkk cos(|0&[r] — Ok[x\\) — 1: 
ZkM ^ ^ cosdgjM - g&MI) +s^[z]n[z] (3.30) 
— A — • 
If the angular difference \9j [x] — 6^ [z] | is random and independent in each repeated instance 
indexed by x, the cross correlations 'pkj [x] are independent random variables. Calculating 
the SNIR of the estimate formed by adding the multiple estimates corresponding to the 
repeated instances of same message we obtain: 
m+X—l 
4 N = Zk[x] (3.31) 
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m+X—l / \ 
= ^ f Vhkpk bk[x] + ^/hpj bj[x]pkj[x] + s ^ i i H j (3.32) 
x=m \ j^k / 
771.+— 1 TIX-\-X — 1 
= X^/hkPk bk[x] + \/hkVj bj[x\pkj[x\ + ^ s^n[a;]. (3.33) 
Z=771 
The SNIR 7, for the improved estimate, is given by [30]: 
E{var{ifc[m]|6fc[m]}} 
(3^5) 
Note that the terms, s^n[x], for the white noise and the terms, \/hkPj bj[x]pkj[x], 
corresponding to the residual interference are independent terms and do not add up con-
structively. Rearranging (3.35), we obtain: 
(3,36) 
/^&PjP%E{cos2 8 } + fZ 
(3J7) 
where 0 = l^ fc — 9j \ is an i.i.d. random variable ranging from 0 to 27r as both 6j and 9k are 
also i.i.d. random variables distributed in the range of 0 to 27r. This shows that the SNIR, 
corresponding to the estimate Zk[m], is X times higher when random phase rotations are 
used for each signal in each repeated instance. 
The effect of random rotations combined with dimension extension procedure for multiple 
repeats of the same message are shown in Figure 3.5 on the next page. The desired signature 
sequence is drawn in red. The rotations for each signal are random, relative to each other 
in the same repeated instance. Moreover, the same signal undergoes independent rotations 
in each repeated instance. Two repeated instances of three randomly rotated signals are 
considered and are shown in two rows of the vector diagrams. In each row, the upper 
part of the vector diagram shows the rotated signals. The lower part of the vector diagram 
shows complex conjugate of the signal that is appended according to Procedure 3.1 on 
page 79. This procedure (appending the conjugate) ensures that the decision variable is a 
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Figure 3.5: Concept of SNIR improvement using interference averaging system 
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real number. 
In the second column of the figure, corresponding to the matched filter receiver operation, 
the signals are rotated to be aligned with the desired signature (random rotation angle and 
signature of the desired signal is assumed to be known at the receiver). When matched 
filtering operation is performed, the received composite signal vector (which is a linear 
sum of interference and desired signals) is projected on the desired signature vector. 
In the third column we can see how the signal components (both in actual and complex 
conjugate part) add up to generate the estimate (a real number). The signal corresponding 
to the desired signature (used for match filtering) adds up constructively due to perfect 
alignment. The projections of the interfering signals on the x-axis and the y-axis are random 
due to the random rotation angles relative to the desired signature. These projections on 
the real axis do not necessarily add up constructively. The projections on the y-axis are 
cancelled out due to the conjugate vectors appended to the actual rotated signals. 
It should be observed that the residual interference is independent in each repeated instance 
(for the given example both the sign and magnitude are different). This helps in interfer-
ence averaging when multiple repeated instances are added and also provides the intuitive 
explanation for the improved SNIR as observed in the analysis above and the experimental 
results presented in the following paragraphs. 
3.3.1 Verification by Simulation 
The analysis for the SNIR improvement method, presented in this section, has focused on 
matched filter receivers. The SNIR is given by (2.24) with the filter coefficients Wt = s^. 
As we have used the signature sequences with unit norm (s f = 1), this equation reduces 
to 
hkPk 
which can be calculated as the ratio of the variance of the received signal to the variance of 
the noise and interference signals. 
SNIR = , (3.38) 
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Figure 3.6: Simulation design to verify the improvement in SNIR using random phase 
rotations in repeated transmissions 
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To verify the effectiveness of this method for improving the SNIR, some simulation tests 
were performed for the matched filter receivers. The simulation design is explained in 
the block diagram given in Figure 3.6 on the previous page. A link between base station 
transmitter and user receiver is considered. This is formed of multiple parallel channels. 
Each parallel channel has a target SNIR of = 0.2. A large block of random binary data, 
bk G {±1}, is generated (block size is K x 10® bits). This data is converted into K parallel 
data streams (1 x 10® bits for each parallel channel). In Block B, the symbols are repeated X 
times {X is varied as 1,2 and 4) to see the effect on the SNIR when interference averaging 
(a term used henceforth to refer to the improvement in SNIR when multiple estimates are 
added, enhancing the aggregate signal power more than the aggregate power of random 
interference) is performed at the receiver. For each repeat, we provide a random phase 
rotation (block C) that is assumed to be known at the receiver end. 
For a given total power Pt and the target SNIR F, the maximum number of parallel chan-
nels, K, is used. The power allocation is performed as described in Section 2.4.1 on 
page 54. This allocation ensures that the target SNIR for each parallel channel is met at 
the receiver. This power allocation is depicted as Block D in the diagram. It is ensured that 
the power for each channel is strictly positive and the sum power is within the total power 
constraint, Pt = 8 Watts. 
The data is spread using the CDMA signature sequences (Block E). The signature se-
quences used to simulate the parallel CDMA channels have random binary values, scaled to 
ensure unit energy for each signature sequence (sf s^). The composite signal is transmitted 
through the channel (Block F) with the path gain of the link assumed to be 1 x 10"^ and the 
power of AWGN noise is negligible, i.e. 1 x 10"^^. The data is estimated at the receiving 
end, using the matched filter coefficients (Block G). 
The interference averaging is performed in Block H by adding (and dividing by the number 
of repeats) the estimates that correspond to the repeated transmissions of the same symbol. 
In Block I, we subtract the actual transmitted signal from the estimate to find the resid-
ual interference and the noise in the estimate, called the error signal. Variance of actual 
transmitted signal divided by the variance of the error signal, gives the SNIR estimate. The 
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Path Gain Total Power Noise Variance Spreading Factor 
h Pt N 
Value 1 X 1 0 - 5 8 Watts 1 X icr i2 
(negligible) 
1 
Table 3.1: Summary of simulation parameters used 
estimated SNIR is plotted for each channel, for different values of X, i.e. the number of 
repeats. The improvement in SNIR is shown in Figure 3.7 on the following pages. 
For quick reference, the system parameters used for the simulation are tabulated in Ta-
ble 3.1. 
The SNIR improvement with X repetitions for the case where no random phase rotations 
are used is depicted in Figure 3.7a on the following page. The performance does not im-
prove significantly as the number of repetitions are increased. Figure 3.7b on the next 
page shows the interference averaging scheme when random phase rotations are used at 
the transmitter and the corresponding filters (for the dimensionality extension method) are 
used at the receiver. On average, the SNIR improves with a factor X which represents the 
number of repetitions. These simulation results show the SNR improvement by the inter-
ference averaging process proposed here when matched filter receivers are used. This is 
also applicable to MMSE detectors, however this has not been verified by either analysis or 
simulations. 
These results show that we can target very low SNIRs at the receiver output and then repeat 
the transmitted message assuming that the receiver is capable of using the interference 
averaging schemes to improve the SNIR to a desired level required by the channel decoding 
stage. The performance of the channel decoding stage depends on the SNIR of the estimate 
provided to this stage by the receiver block. 
DS-WCDMA system uses the principal of noise and interference averaging. The spread-
ing sequence effectively repeats the symbol to be transmitted, as many times as the chips 
per symbol, with pseudorandom polarity. The de-spreader at the receiver (aware of the 
pseudorandom polarity) samples these repeated symbols (one corresponding to each chip). 
The samples are added together. The multiple copies of repeated symbol add up while the 
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Figure 3.7: Interference averaging and SNIR for each channel in multiuser system 
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random signals (noise and interference) do not all add up constructively, resulting in better 
SNIR after de-spreading. Note that the equivalent interference averaging could have been 
performed by increasing the spreading factor of the system. However, the random rotations 
combined with the receiver operation presented as Procedure 3.1 on page 79 have the ca-
pability of extending the system dimensionality and can also improve other performance 
criteria as addressed in the following sections . 
This scheme tends to reduce the information rate on each channel (due to redundant re-
peats) but as it can work at lower SNIR it has the potential to allow more channels to be 
served within the same total power budget. Lowering the SNIR reduces the capacity on 
each channel but as the total number of channels increases (tending to increase the sum 
capacity), there exists a tradeoff. A natural question arises: Does this improve the overall 
sum capacity? The later chapters in the thesis address this question. 
3.4 Performance Criteria 
There are three main criteria to judge the performance of the W-CDMA system using paral-
lel channels (these channels may be assigned to different users as in a conventional system 
or the same user as in our case). These criteria are identified in [28] and we derive these for 
our proposed system using equivalent model for the receiver operation given as (cf. (3.12) 
and a difference of scaling factor); 
i^ [i] = SAb[?] + (3J9) 
where 
\ /2 
se 
, ri[z] = 
se* 
(3.40) 
The linear MMSE receiver, with filter coefficient vector — m/c E is designed 
to minimise the total effect of the multiple channel interference and the ambient noise at 
the receiver output and is obtained by the solution of the following optimisation problem 
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identified for conventional system in [30]: 
ihfc = arg min E\\\akbk[i] - a>fi^[v:]||H 
I" K LJII J 
(3 41) 
leading to 
m/j = arg mm E {f Wk - 2wf ak E . (3.42) 
The first expectation term is defined as the received vector covariance matrix and the second 
expectation term is equal to ak'Sk as the data streams are independent to each other. The 
solution is obtained using the condition that the first derivative of the objective function is 
zero for a stationary point. Applying this condition on the objective function in (3.42) we 
have: 
d 
dCbi \akf' Sfc + |afc|^] — 0 
2 . 2Ci;fm/j — 2 |afc| 8^ — 0 
1 
-'rr ^ki m.k = \ak\^Ci 
(3.43) 
(3.44) 
(3.45) 
where Ct? is given as 
CRF = E = S | A R 
^2N-= S D S ^ + (jH.n. 
(3.46) 
(3 47) 
We denote |A| = diag(|ai | , • • • , |o&|) a n d D = |A| = diag(|ai| , • • • , |a&| ). 
Let the Mean Squared Error (MSE), at the output of a linear filter w^of the channel 
receiver, be defined as 
& = 
| ® f c | 
(148) 
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and using the same steps as used for going from (3.41) to (3.42) and then to (3.43), we have 
6 = 
|o*l 
CrrWjt 
2 ~ + 1. 
Iflfcl 
Let us define the total mean squared error of the system as 
(3.49) 
(3.50) 
fc=i 
This can be expressed in the matrix form as a trace of a matrix term 
(3 j l ) 
K 
^ ^ k=l 
- 2n"s +1 K (3.52) 
where we use O to denote the matrix of size 2N x K, formed by using the filter coefficient 
vectors as the corresponding columns of the matrix: 
tl = [u)i I • • • Cbk\ • • • |wx]-
As seen before, the set of filter coefficients that minimises the Mean Square Error is given 
by (3.45) and can also be expressed as a matrix M given as: 
M = C7.ST>. (3 j3 ) 
To find the minimum mean squared error, ^min, we substitute H in (3.52) with the values of 
optimum filter matrix M from (3.53), i.e. H = M in (3.52), 
'fmin — tr Ik - C Z ' S D S 
H 
(3.54) 
We note that D is a diagonal matrix with real entries and hence = D. Also, from (3.46) 
we can see that Cr? is a real and symmetric matrix. For a real symmetric matrix X it holds 
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that (X = (X^) ^ = X ^ (pp35 Gilbert and Strang [52]), which,leads to , -1 
Cmin — tr IK -
= A' - tr D S ^ C z ^ S 
(3^5) 
(3^6) 
Using the fact that tr(AB) = tr(BA), as shown in appendix 3.C.2, we have 
'Cm in — tr SDS^Cz^ (3J7) 
and using the definition of Cfj; and simplifying, we obtain 
m^in — ^ S D S ^ ( S D S ^ + a%N 
- 1 
(3 j8 ) 
We can obtain the MMSE in terms of the eigenvalues of S D S ^ , i.e. {A;}. Using the proof 
in Appendix 3.C.3 on page 132, equation (3.58) leads to 
MMSE = (min = ^ ^ T 
By definition, the TWSC (at the receiver end) corresponding to this system is 
(3^9) 
AT K 
TWSC A ^ ^ 8,)^ (3.60) 
i = i j=i 
which can be written as (shown in [28]) 
TWSC = tr S D S ^ (3 61) 
Using the approach in Appendix 3.C.3 on page 132, the TWSC can be expressed in terms 
of the eigenvalues of S D S ^ i.e. {A;}: 
TWSC = J ^ A f . (3.62) 
Z=1 
Now we express the third criterion, the sum capacity, in terms of eigenvalues of S D S ^ 
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i.e. {A(}. The sum capacity of this system is given by (as shown by Verdu in [22] and also 
in Appendix 2.A on page 72): 
Csum = ^ logz det (I2N + cr (1.63) 
where S is a 2N x K matrix with the users' extended signature sequences as its columns 
and D isa. K X K diagonal matrix of the users' received powers. Using the property of the 
determinant (the product of all eigenvalues of a matrix is equal to the determinant of the 
matrix [52]) we have from (3.63) 
C'sum = 2 ^ • ( 3 . 6 4 ) 
To make some precise comments about the nature of these criteria and their dependence 
on the eigenvalues, we summarise some definitions related to majorization theory in Ap-
pendix 3.E on page 136 from [53]. Based on these definitions we can see that Cgum is 
Schur-concave and MMSE and TWSC are Schur-convex functions of the eigenvalues of 
S D S ^ . As stated in [53], the signature sequence matrix and the power vector are said to 
be optimum if they yield (Schur-)optimum eigenvalues (the eigenvalues that are majorized 
by all other feasible eigenvalues). These optimum parameters maximise Cjum and also min-
imise the MMSE and the TWSC. 
We now intend to show that this dimensionality extension provides a reduced TWSC for 
the K users and as a result provides the higher Qum and reduced MMSE. We would use the 
equivalent "extended waveforms" model provided in appendix 3.B. Using this equivalent 
model we prove that this scheme achieves two important goals. 
1. It reduces the TWSC for the system which also increases the sum capacity and re-
duces the MMSE. 
2. It doubles the dimensionality of the system without increasing the processing gain 
at the transmitter end. This doubles the maximum number of channels that can be 
supported (termed user capacity in conventional systems). 
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3.4.1 Reduced Total Squared Correlation 
In this section we prove that the TWSC for the proposed scheme is strictly less than the 
conventional scheme. As defined earher in (3.60), the TWSC (at the receiver end) is: 
K A: 
TWSC = ^ 2 2 S j f . (3.65) 
i=i j=i 
Before we layout the proof, we define few notations and terms for convenience of descrip-
tion. 
Definition 3.1. Extending the definition of the normalised correlation given in ( 2 .16 ) , we 
define the weighted correlation between two signature waveform as 
TTI^ J = I (IISI{I)AJSJ{L)DI. ( 3 . 6 6 ) 
Jo 
We define the weighted correlation matrix as Hrxk, a matrix of K rows and K columns. 
We use the notation TT^ .c = [nKxc]r,c to represent Rx C entries of the matrix. The variable 
TTr.c represents the entry at the intersection of the row and the colurrm. We should 
note the relationship between normalised and weighted correlation as: 
I I = ( S A ) ^ S A ( 3 . 6 7 ) 
= A R A . ( 3 . 6 8 ) 
Definition 3.2 (Extended Codes). An extended code is formed by introducing the random 
phasor rotation to the code and then appending the complex conjugate of the rotated code 
at the end of the rotated code. 
If the weighted correlation of the codes is given by 11 = [^tAkxk, we can provide an 
alternate description for the TWSC. Starting with (3.65) and noting that a? = hiPi we have: 
TTWSC = o2o2(sffsj)2 (3.69) 
i = l j=l 
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K K 
i=i j=i 
f-T \ 2 
Si{t)Sj{t)dt (3.70) 
and comparing with (3.66) and changing index variables 
TWSC = f ; f ^ i t . V (3.71) 
r=l c=l 
Now we spell out our theorem and then provide a proof for it. 
Theorem 3.1. The TWSC for the extended code is less than or equal to the TWSC of the 
normal (un-extended) code. 
Proof: The weighted correlation of the extended codes is given by: 
n = (SA)^SA 
1 SA© 
H 
1 SA© 
7 1 SA©* SA©* 
(3.72) 
(3.73) 
where ^ is used as scaling factor to keep the normalised autocorrelation of the codes equal 
to 1 as in (2.14) to make them comparable with the usual scheme which does not use the 
code extension. Note that 0 is a diagonal matrix with complex entries, hence, 
0 ^ = 0*, ( 0 * ) ^ = ©. (3.74) 
Using these properties of 0 , we have: 
1 
n ©*AS^ 0 A S ^ 
SA© 
SA©* 
1 [©*AS^SA© + ©AS^SA©* 
= ^ [©*ARA0 + ©ARA©*] 
©*n© + © n © * 
(3.75) 
(3.76) 
(3.77) 
(3J8) 
Using the properties of pre and post multiplication of a diagonal matrix with any matrix, 
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and multiplying the matrices indicated with an under-brace, we identify: 
/ 
n 
+ 
e-'^ ^TTii e-'^ ^7ri2 
e^ ^^ TTgi e^ ^^ 7r22 
e J^ lTTuf 
e"J''3 7r2x 
e 
pi^i 
fJOa 
eJOiTTi* 
6^ *2 7r2K 
0 
-jOi 
-j#3 
n -
e~-'^^7r2ii:e'^ 
+ 
e'''i7ri2e~'^ 
e-'^ 7r2ie~-^^^ e'^7r22e"^'^^ 
pJOK 
-jSK 
Each element of the matrix H can be written in a more compact form as: 
TTf r — n ATxX 4 { ( e TTrre'^ ) + {' e'^TTr^cG ) } 
Q—j{^r~Oc) _|_ Qj{&r—Oc) 
— TTj-
and using the Euler's identity we note that this becomes 
— ^r,c COS (I Of 0(^  I) • 
(179) 
(3.80) 
(181) 
Consequently the following equation holds for the element by element comparison of 11 
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Path Gain Available Power Noise Variance Channels 
h K 
Value 1 X 10 -5 1 1 X 10-^^ AN 
mW/chip (negligible) Overloaded System 
Table 3.2: Summary of simulation parameters used 
and 11: 
TTr.n — 
TTr.c r = C 
(3.82) 
which leads to 
AT jir K K 
r=l c=l r=l c=l 
(3^3) 
This implies that the TWSC with extended codes is less than the TWSC with normal (non-
extended) codes. • 
3.4.2 Results and Discussion 
We have run some numerical tests to verify the analytical results. In the first test, the 
effect of the spreading factor on the system capacity is observed. An overloaded system 
is considered where the number of users is larger than the spreading factor. The signature 
sequences used to simulate the parallel CDMA channels have random binary values, scaled 
to ensure unit energy for each signature sequence. To average out the effect of random 
nature of codes, simulation is performed for a number of Monte Carlo iterations and the 
results are averaged over these iterations. The available power is equally distributed among 
the parallel channels. 
The parametersfor the simulation experiment are tabulated in Table 3.2 on page 102. The 
power of the additive white Gaussian noise signal is assumed to be 1 x Note that we 
consider very small value of background noise to focus on the effects of signature sequences 
and dimensionality extension method on performance criteria. We also observe the effect 
with larger noise power later in the section. Larger values of background noise are assumed 
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throughout in the following chapters when practical system assumptions are considered. 
The total available power is 1 x 10"^ Watts per chip. The path gain from the transmitter to 
the receiver is hk = h = 1 x 10~®. 
The results (for the link between the user at the cell edge and the base station) are pre-
sented in Figure 3.8 where the term normal codes refers to the random signature sequences 
(CDMA codes) without deploying the dimension extension method. For a fair comparison, 
the total power per dimension I^t!N is kept same. Results are also obtained by simulating 
the dimensionality extended codes described in Definition 3.2 on page 99. We use the eigen 
values of the covariance matrix of the signature sequences to compare the performance of 
the two schemes. Equation (3.62) is used to plot the TWSC, (3.59) is used to plot the 
MMSE and (3.64) to plot the sum capacity and the sum capacity normalised to per chip. 
We use(3.62) to plot Figure 3.8a. Figure 3.8a shows that the TWSC for the proposed scheme 
is strictly lower than the normal scheme by a factor of approximately 0.6. The reason for re-
duced TWSC is the random phasor rotations given to the signals at the transmitter end. The 
significance of reduction in TWSC is that this results in reduction of MMSE and improve-
ment in system capacity. In Figure 3.8b, the reduction in MMSE for the dimensionality 
extension method is shown which is achieved as a consequence of reducing the TWSC. 
In Figure 3.8c we use (3.64) to plot the total sum capacity for different spreading factors. In 
Figure 3.8d, the normalised sum capacity (information bits per chip) is plotted against the 
spreading factor, using the same equation: (3.64) . The results show that for a given total 
power the higher spreading factor does not increase the normalised sum capacity (though 
it increases the overall sum capacity in terms of bits per symbol). The increase in sum ca-
pacity achieved by the improved cross-correlations of the codes is balanced by the higher 
number of chips per symbol which causes the normalised capacity per chip to reduce, undo-
ing the initial increase. We conclude that increasing the spreading factor does not increase 
the sum capacity per chip for the proposed scheme. However, this can improve the design 
flexibility for an interference constrained system [60]. We keep the spreading factor fixed 
to 7 for fiirther investigations. 
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Figure 3.8: Effect of dimensionality extension for different spreading factors 
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Figure 3.8: (cont'd...) Effect of dimensionality extension for different spreading fac-
tors 
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Figure 3.9: Dimensionality extension for different number of parallel channels 
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Figure 3.9; (cont'd...) Dimensionality extension for different number of parallel chan-
nels 
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Path Gain Available Power Noise Variance Spreading Factor 
h Pt N 
Value I x l Q - S 1 X 10-3 1 X lCri2 7 
Watts (negligible) 
Table 3.3: Summary of simulation parameters used 
In anotherexperiment we investigated the effect of using multiple channels with a given total 
power constraint. The simulation parameters are summarised in Table 3.3. As shown, the 
total power (Pt = 1 x 10^^ Watts) is available, to transmit data over a transmitter receiver 
link with a path gain, hk = h = 1 x 10~^. We observe that distributing the available power 
among multiple parallel channels, improves the normalised sum capacity using MMSE 
receiver at the receiving end. For this simulation experiment, we use a spreading factor of 
7 and non-optimum random signature codes. The signature sequences used to simulate the 
parallel CDMA channels have random binary values, scaled to ensure unit energy for each 
signature sequence. As before, Monte-Carlo simulations are used to average out the affect 
of random nature of signature sequences. 
We plot the effect on TWSC, calculated using (3.62), in figure 3.9a on page 107. We 
observe the improvement in the TWSC as more parallel channels are used for a given to-
tal power. Using" the dimensionality extension method, the TWSC is further reduced in 
comparison to normal codes (random CDMA codes without dimensionality extension) as 
suggested by Theorem 3.1 on page 100. 
The corresponding effect on MMSE is calculated using (3.59). The results are shown 
in 3.9b on page 106. It should be noted that MMSE with dimensionality extension method is 
lower than the normal case and this results in higher normalised sum capacity. It should also 
be noted that MMSE is very high for normal codes when the number of parallel channels 
approaches the spreading factor of the system. For the proposed dimensionality extension 
method, MMSE remains low for much larger number of channels (nearly two times the 
spreading factor). 
The sum capacity per chip is plotted in Figure 3.9c on the previous page using (3.64). We 
observe that the sum capacity per chip achieved with more parallel channels is close to the 
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WBE upper bound given in (2.57) as 
(7wBE = ^log2 . (3.&0 
To increase the sum capacity, the number of parallel channels is increased and as the num-
ber of parallel channels approaches the spreading factor, the capacity approaches the WBE 
bound. Using the overloaded W-CDMA system, the upper bound can be achieved with 
optimum multiuser detection which is computationally too expensive [48]. Its linear coun-
terparts are computationally simpler but are suboptimum. The linear MMSE receiver can 
achieve capacity close to this bound by using the parallel channels. 
If we employ the dimensionality extension method, the delivered capacity can surpass the 
upper bound calculated using the dimensionality for a conventional system (L = N) . As 
shown in the next section, the effective dimensionality of the proposed system is given by 
L — 2N, extending the effective upper bound for the proposed system. For comparison 
purposes, we are still using the WBE upper bound corresponding to a spreading factor of 
N as the spreading factor has not been changed at the transmitter end. The dimensionality 
(and the effective spreading gain) has been doubled by an operation at the receiver end and 
the gain in capacity is achieved by harnessing the hidden dimensions incorporated into the 
system due to the random phasor rotations. 
In figure 3.9d we plot the capacity improvement factor which is defined as the ratio of the 
capacity achieved with certain number of parallel channels to the capacity when only a 
single channel is used using the same total power constraint. This is obtained by normal-
ising the results obtained using (3.64) by the value of the capcity for the single channel 
i.e. I log2(l + ^ ^ ) . It can be seen that the capacity can be increased several times using the 
parallel channel approach. It should be noted that although the improvement factor does not 
significantly increase after the number of channels exceeds the spreading factor but using 
dimensionality extension method we can still gain significant improvement when we use 
more parallel channels. The main reason behind this behaviour is investigated in the next 
section. 
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We produce the same results with a higher noise power of 1 x 10~® and all other parameters 
kept the same. These are plotted as Figure 3.10 on page 111 and 112. It can be observed that 
the improvement in this case is limited as compared to lower noise case. The reason is that 
the dimensionality extension method reduces the interference by reducing the correlation 
between the random codes and does not effectively tackle the noise in the system. 
3.5 Dimension Extension 
The improvement in capacity for dimensionality extension method can be explained by 
identifying that the system dimensionality is doubled when random phase shifts are used at 
the transmitter end. In this section we provide a proof for this increase in system dimen-
sionality. 
Theorem 3.2. The dimensionality of the signal space spanned by received signal with the 
extended codes is doubled, provided that all phasor rotations are not equal to ^ where 
n G Z. 
Proof: The dimensionality of the signal space spanned by the extended waveforms is 
defined by the rank of the following matrix' 
M = (SAj (SA 
= S A A ^ S ^ . 
H 
(3.85) 
(3.86) 
Using the definition of the extended codes this simplifies to 
M = 1 
S A 0 1 S A 0 
7 ! SA©* SAG* 
H 
(3.87) 
' N o t e that the matr ix M was used to denote the collection of M M S E filter coefficient vectors earlier but 
in this section this represents the covariance matrix 
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Taking the hermitian transpose of the terms and considering that the 0 and A are diagonal 
matrices and A has real elements (implying that = &* and A ^ = A), we obtain 
M = i SA© 
S A 0 * 
©*AS^ © A S H (188) 
Using the matrix multiplication 
M = 
S A 0 © * A S ^ S A © © A S 
SA©*©*AS^ S A 0 * 0 A S ^ 
H 
I IM 12m 
21M 22M 
(3.89) 
(3.90) 
where we use the notation '•'M to identify the sub-matrix of the matrix M at the hor-
izontal position and vertical position. We identify the definitions of these matrices as 
follows. The element in the row and the j*'"' column of sub-matrix is given by 
11 rur^c = ["M]^ 
SA©©*AS H (3 91) 
As the elements in © have unity magnitude but random phase angles, we have © 0 * = I 
leading to 
ii„ SA^S 
K 
H 
E [SI.. i a £ . i s i „ 
X = 1 
K 
Sr,3 \x^x^c,x-
x=l 
Similarly ©*© = I and we have 
(3.92) 
mr,c- (3.93) 
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The entries for the other two submatrices are given by 
= [ S A G G A S ^ ] ^ ^ . ( 3 . 9 4 ) 
Due to the fact that 0 is a diagonal matrix, we have 8 8 = 8 ^ , where square is element-
wise and this leads to 
= [ s A ' e ' s " ] , ^ 
= E [A l l , [@IL [ S l „ 
X=1 
K 
(3.95) 
X=1 
On the same lines, it can be shown that 
2i_, (3.96) ^r,c — 
x = l 
To show that the matrix (3.85) has a full rank, we must prove that the matrix has all the 
columns (and rows) linearly independent. Let mi , be the column vectors. 
We say that they are linearly independent if the condition 
A'LNII + CKGNIG + • • • A K M 2 K == 0 ( 3 . 9 7 ) 
is true only when all «i , ag,.... a,, are equal to zero. Note that the 0 on the right is a vector 
of 2K zeros and equal in length to each of the column vectors, i.e. 111^ .. 
The 2K vectors in the matrix M can be divided into two halves - left half and right half. 
All the vectors in each half are linearly independent as the condition of linearity holds (for 
the upper or the lower half elements of the vectors) if the matrix SA^S^ was originally a 
full rank matrix. This implies that 
TTI ( " M I ) + A2 ( " M G ) H ( ' ' M / < ) = 0 ( 3 . 9 8 ) 
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does not hold unless = 0 for all j = 1, 2, • • • A'. This proves the independence of all the 
vectors belonging to the same half - the left and right half of the matrix M. 
Now if we can prove that any vector chosen from any half is linearly independent to all the 
vectors in the other half, we can join the two halves to obtain a set of linearly independent 
vectors having the double cardinality of the original set. 
Considering the matrix to be divided in top and bottom half, each of the two halves dictate 
two vector equations (with some nonzero values of a^) to be satisfied for linear dependence 
( " M I ) + 0:2 ( " M G ) 4 A'A' ( " M X ) + A ^ + I = 0 ( 3 . 9 9 ) 
a i + 02 (^'ma) + • • • a x + C(k+I ("nic) = 0, (3.100) 
where is the column of the sub-matrix '•' M. Matrix M (and -^ ^M) represents the 
sub-matrix from top right and bottom left quadrants of the matrix M. Similarly matrix " M 
(and ^^M) represents the sub-matrices in top left and bottom right quadrants. 
The above equations can be written more compactly as 
K 
" r r i f e - I - c t K + i = 0 (3.101) 
fc=i 
K 
dk 4- aK+i == 0. (3.102) 
k=l 
Considering the r''" row-element of the vectors in the above equations and using the defini-
tions in (3.92),(3.93),(3.95) and (3.96), we have 
^ ^ Q^fc ^ ] Sr,x^k,x(^ x '^K+l ^ ^ ^r,x^c,xO'x^^^ 0 (3.103) 
k=l x=l x~l 
AT K 
^ ^ Sr,xSk,xale^^'^^'' + aK+i ^ Sr,xSc,xal = 0. (3.104) 
fe=l x=l x=X 
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For simplicity we substitute = Sr,x''^ k,x(i'l and xar,c,x = r^,x^ c,x(>^ x and rearrange to get 
fT K A: 
Y^Q!FC R(].R,K,X + Q G + I ^ = 0 ( 3 . 1 0 5 ) 
k=l x=l x=l 
"fc + OlK+l = 0 . ( 3 . 1 0 6 ) 
k=l a:=l x=l 
This can be rewritten by rearranging the summation terms 
A: K AT 
^ ^ ^ ^R|FC,A: "I" ^ ^ ^?-,E,A ~L~ (^K+1 ^ ^ '^  = 0 ( 3 . 1 0 7 ) 
k^c x=l x=l x=l 
K AT K 
^ a t ^ ^ + n!K+l ^ mr,c,z = 0. (3.108) 
kjtc x=l x=l x=l 
It can be noticed that the above two equations can be interpreted as the sum of a set of 
the same vectors with different angular shifts. To satisfy the two equations simultaneously, 
each vector in an equation should go same amount of angular transformation relative to the 
same vector in the other equation (as this is a rotation transformation for a set of vectors 
forming a closed shape). Noting the opposite sign of angular transformation for the last two 
summation terms we can see that the condition in last sentence is only satisfied if all random 
phasor rotations are of the form: 6k = where n G Z (the set of all nonnegative integers 
including zero) as these values of satisfy the condition . This proves 
the independence of the columns if the condition in the theorem statement is satisfied. 
Independence of the rows follows as the matrix is hermitian symmetric. • 
The number of nonzero eigenvalues is given by the rank of the matrix [52]. The maximum 
possible rank of an N x K matrix is given by" L^ax = min(iY, K). With dimensionality 
extension method, the dimension of the covariance matrix S D S ^ is changed to 2N x K 
and the maximum rank is Lmax = min{2N, K). The proof presented here shows that 
using random phase shifts we can achieve this maximum rank L^ax with high probability. 
For an overloaded system with K > 2N and dimensionality extension method in use, the 
"The notation m i n ( a , b) refers to the smaller of the two values a and b. 
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Figure 3.11: Dimensionality Extension and identification of signal eigenvalues 
maximum possible value of rank is given by, 
Z/max = 2A .^ (3.109) 
3.5.1 Results and Discussion 
To verify the dimensionality extension, we run some simulation experiments. We use the 
case where N < K < 2N and find the eigenvalues of the matrix M. This matrix is de-
fined as for the conventional system and by (3.86) for the dimensionality extension 
method. We calculate the eigenvalues and eigenvectors for these covariance matrices. We 
arrange the eigenvalues of M in descending order and plot them against their order index 
(There are only N eigenvalues in case of conventional system and there are 2N eigenval-
ues in case of dimensionality extended system). For this experiment we simulate = 11 
channels for a spreading factor N= 7. Equal received power on each channel is assumed. 
Each channel has 1 unit of power at the receiving end. The result is shown in Figure 3.11. 
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With normal signature sequences there are only N = min(A^ — 7,K = 11) = 7 significant 
eigenvalues. For the system with dimensionality extension there are K = min(2Af = 
14:, K = 11) = 11 significant eigenvalues. The 11 significant eigenvalues correspond to 
the signals on A' = 11 channels. The rest of the 3 eigenvalues correspond to the background 
noise. 
3.6 Improvement in Count of Parallel Channels 
One of the main advantage obtained by this extension in dimensionality is the improvement 
in the maximum number of parallel channels that can be simultaneously supported (termed 
as user capacity of the system when these channels are allocated to different users in the 
system). In the following theorem we show that the upper bound on this maximum number 
for the proposed system is two times larger than the conventional system. 
Theorem 3.3. The upper bound on the number of parallel channels that can be supported 
with a targeted SNIR on each channel (after the MMSE linear filtering) is increased if we 
use the dimensionality extension method. 
Proof: As we saw in (3.59) the minimum mean square error can be expressed in 
terms of the eigenvalues of the matrix S D S ^ , i.e. {A;}. This equation can be used to 
derive a relation between the rank of matrix S D S ^ and the MMSE. If there are L non zero 
eigenvalues of the matrix S D S ^ (note that L is same as the rank of the matrix) then the 
equation for MMSE, (3.59), leads to 
(min = ^ ^ - J ] ^ , ^2 (3.110) 
k=l 1=1 ' 
^ \ ' ,.2 
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It can be shown that (Proof in Appendix 3.C.1) 
1 + 7fc 
Using this relation we can write the following summation as 
6 - (3.113) 
K if 1 -I 
Ik ^ - 1 
fe=i ^  ^ % k=i 
K 
- f t ) (3 115) 
k=l 
K 
= ( 3 . 1 1 6 ) 
k=l 
rearranging terms leads to 
k=l k=l 
and comparing (3.112) and (3.117) we have 
K 
To find an upper bound we use the maximum value possible for the right hand side of the 
equation 
K 
< Z/inax (3.119) 
and using the value of Lmax from (3.109), we obtain for the system with extended dimen-
sionality 
K 
V < 2 W . ( 3 . 1 2 0 ) 
For a system with K channels, each operating at the same target S N I R = r^. — F, we 
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can find the maximum number of parallel channels by substituting the SNIR as follows 
K 
1 + r 
<2A^ (3.121) 
giving the upper bound on number of possible parallel channels as 
A' < I 1 + p I 2Ar. (3.122) 
3.6.1 Results and discussion 
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Figure 3.12: Dimensionality extension and user capacity 
Later in this thesis, we would analyse some encoding and decoding schemes that are ca-
pable of achieving certain performance targets for a range of SNIR values. For this range 
of SNIR values, we compare the maximum number of channels that can be accommodated 
in the system, in Figure 3.12. We plot the maximum number of channels that can be si-
multaneously supported with a specific SNIR target, using (3.122). We assume a spreading 
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factor N = 7. 
The results show that with a smaller target SNIR used, a larger number of channels can be 
accommodated in the system and dimensionality extension method provides more parallel 
channels in comparison to conventional system. The cost of using smaller SNIRs is that we 
need to repeat each symbol several times to achieve the required SNIR for the acceptable 
performance of the detector at the receiving end. This results in two phenomena (reduction 
in SNIR and increase in number of parallel channels), each trying to effect sum capacity in 
opposing manner. In the next chapter we show that the overall effect of these two opposing 
phenomena is an increase in the sum capacity of the system. 
In this chapter we have relied on equation 3.63 on page 98 and the eigenvalues of the 
covariance matrix within this equation, in order to establish the performance of the proposed 
system. In the subsequent chapters, we would use the equivalent sum capacity equation 
i.e. equation 2.53 on page 59 that explicitly uses the SNIR at the detection end of each 
channel, to evaluate the sum capacity. We present the algorithms and the techniques to 
maximise the sum capacity of the system using this equivalent sum capacity formulation as 
it more explicitly explains the interaction of the interfering channels. 
3.7 Conclusions 
We have shown in this chapter that the repeated symbols with the random phasor rotations 
have the potential to improve the SNIR. We have also identified that the random rotations 
to the transmitted symbols, also enable us to incorporate an operation at the receiver that 
results in improvement of TWSC and MMSE of the system. This increases the upper bound 
on the sum capacity by increasing the effective dimensionality of the system. We have seen 
that distributing the given total power over a larger number of parallel channels with random 
spreading codes, we can approach the WBE upper bound corresponding to the given total 
power. 
It should be noted that the cost of the improvement obtained in the system is the extra 
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hardware that will be required to implement the dimensionality extension method as the 
filter coefficient vectors are longer. When bits are repeated to improve the SNIR, extra 
transmission and processing delay is also involved. Interleavers are also required to ensure 
that the bits in a sequence are independent to each other to use the structure of convolutional 
codes (used in later chapters) for error correction schemes. 
In the next chapter, we investigate how we can reach the upper bound on the sum capacity 
using the parallel W-CDMA channels (created using the non-optimal random codes) by 
employing power control strategies (block D in Figure 1.3 on page 33). We also develop 
algorithms to optimally allocate power to each channel, keeping the load on each charmel 
corresponding to a practical channel coding and repeat scheme (restricting ourselves to 
binary antipodal transmission). 
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Appendix 3.A Equivalence of Complex and Real models 
In this appendix, we show that the processed received signals** in complex baseband chan-
nel model with proposed dimensionality extension method, are equivalent to the 
received signals , rp^k{t), on each branch of the real bandpass channel model using random 
carrier phase shifts. 
Consider the simplified system shown in Figure 3.1 on page 80. Let's start with the complex 
baseband channel model shown on the left hand side. The complex received signal r{t) is 
modelled as: 
K 
r(() = Y 2 + '"'(t), (3.123) 
k=l 
Ah where is the complex baseband equivalent signal transmitted on branch with a 
phase offset of 9^ and n{t) is equivalent complex noise with noise variance cr^. 
At the y-''' branch, the received signal (with the phase aligned to the desired signal) is 
given by: 
r&(() = (3.124) 
= Sk{t) + ^ 4- (3.125) 
After adding the conjugate of the signal (c.f Procedure 3.1 on page 79) and scaling by a 
factor of 2, we obtain the signal used for detection as: 
—^ ^ = Sk{t) + ^ 2 Sj{t)cos{9j — 6k) + 'n{t). (3.126) 
Now focusing on the real model, we observe that the received real signal, rp{t), is given 
as: 
K 
rp(^) = ^ (/-)\/2 cos (wc/. + Ok) + np{l.), (3.127) 
fe=i 
**This signal is the resultant of Procedure 3.1 on page 79 performed on the output signal r&(<) on each 
receiver branch of the complex baseband channel model 
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where \ /2 cos(wc/ + 0^) is the carrier, is the carrier angular frequency, and np(/) is the 
equivalent bandpass noise. The signal after the down conversion is performed (using a 
carrier for the down conversion which is phase aligned to the carrier used for up conversion 
on the branch) is given by: 
= rp(()\/2 cos(wc/. + k) 
= Spj{t)V2 cos{uJci + dj) + \/2co8(wcf + Ok) 
= 2sp_fc(t) cos^^LUct + 9k) + 2 ^ ] Spj{t) C08(wc( + 9j) cos{u}ct + 9h) + np{t), 
(3.128) 
Using the trigonometric facts: 
+ 9») = 1 + + 24) (3.129) 
and 
cos(a.,i + ej) c o s W + 4 ) = ' = ° ^ ( 4 - f i ) + c ° s ( 2 c . , t + 0,- + fe)^ (3.130) 
equation (3.128) reduces to: 
rp,k(() + co8(2wc( + 2gk)) + 
•Spj(/') (cos(6'/. — 9j) + co8(2cL'c// + 9j + #&)) + hp[t). (3.131) 
Passing the down converted signal in (3.131) through a low pass filter, the higher frequency 
components (components with 2wc() are filtered out, giving the signal: 
rp.&W = ^ apj(() co8(gk - gj) + 7ip(f). (3.132) 
Comparing the output in (3.126) and (3.132) we conclude that the two models are equiva-
lent. 
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Appendix 3.B Equivalence of Receiver Operation and the 
Use of Extended Waveforms 
In the proposed scheme we concatenate the vector r* at the end of the vector r resulting in 
the extended received vector r (appropriately scaled for maintaining the unity power for the 
extended waveforms): 
r 
' V2 r 
C1133) 
In the following we show that this is equivalent to using a longer duration spreading wave-
form denoted by Sk{t) (or a spreading code which is two times longer, s). We denote a 
repeat concatenation of time limited function f ( t ) over a period of 0 < t < T, by f {t), 
where the following equations are satisfied: 
/ ( ; ) = /OO 4- / ( f - ]") (3.13'*) 
and f{t) is nonzero only in the interval 0 <t <T, hence 
/
+ 00 
/ ( ( ) / ( ( - r ) d ( = 0. (3.135) 
-oo 
For a given set of L orthonormal waveforms, ipiit), its easy to generate L additional or-
thonormal waveforms for the time signals spanning a duration of 2T. These additional 
orthonormal waveforms are of the form of — T) indexed as = ''Piit — T). 
The condition of orthogonality for the orthonormal functions is satisfied due to the property 
in (3.135) and the normality condition is satisfied because 
/
-Mo r+w 
dt = / ipi{t — T) dt = 1. (3.136) 
OO */ —oo 
Our dimensionality extension procedure used at the receiver is equivalent to a system where 
extended signature waveform (spread over a period of 2T) is used for spreading the 
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transmitted symbol. The extended waveform is given by 
- n ) . (3.137) 
If the equivalent received signal model is 
K 
r{t) = ^ Sk{t)akhk + o-n(t), (3.138) 
k=l 
then all the components of exist in complex conjugate pairs and either member of the 
pair is obtained using the corresponding orthonormal fimction from the pair of orthonormal 
functions, i.e. 'tpi{t—T). These orthonormal functions are defined over the observation 
interval of 2T. A component of vector is given by 
r2T 
r{l) = / r{t)iii{t) dt 
Jo 
r2T ( K 
'^Skit)akbk +crh{t) \ dt 
\fe=i / 
= y - T ) )^ (3.139) 
using the definition of extended signals for h{t) and the definition of 21^  as given in (3.10) 
p2T ^  I I-2T K ^ 
'"(O — / —7=^kSkit)bkipi{t) dt+ ^ —=2t'^Sfc(t — T)bki>iit) dt 
p2T n2T 
+ / an{t)'il!i{l) di + / an{L — T)'ij>i{i) dl. 
Jo Jo 
^ K I-2T 2 ^ fZT 
/ Sk{t)i->i{t) dt-\—1= / Sk{t — T)'i]ji{t) dt 
p2T r2T 
+a / n(t)ij)i{t) dt + a / n{t - T)'(]>i{t) dt. (3.140) 
Jo Jo 
We can make following observations for 1 < k < K and 1 < I < L: 
n2T t-T 
/ Skit)'ipi{t)dt= Sk{t)ijji{t) dt 
Jo Jo 
(3.141) 
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r2T nT n2T 
/ Skit - T)ipi{t) dt = / Skit - T)ipi{t) dt + / Skit — T)'ipiit) dt ^ 0 ( 3 . 1 4 2 ) 
Jo Jo JT 
I-2T j-T 
/ nit)ipiit) dt ^ / nit)ipiit) dt ( 3 . 1 4 3 ) 
Jo Jo 
/ nit — T)i/jiit) dt = 0 , ( 3 . 1 4 4 ) 
Jo 
where we have used the following facts for the observations made above; 
Skit — T) = 0, •ipiit — T) = 0. 0 < I <T 
Skit) = 0, = 0, T < i < 2T 
(3.145) 
Using (3.141)-(3.144) in (3.140), we get 
1 ^ /-^ 
r(/) = / Skit)'ipiit) dt + a / n(i)^/);(i) di 
v 2 7o Vo 
1 / A: 
/- I I ^2tfcbfcSfc(t) + cjri(i) ) ipiit) dt 
— J rit)ipiit) dt. (3.146) 
The other member of the pair is obtained using the similar procedure as follows: 
p2T 
r(f) = / rit)tpiit) dt 
Jo 
l'2T 
= / fit)i>iit - T) dt 
Jo 
r2T / ^ \ 
Ski:i)akbk + crh{t) \ inii - T) dt 
= [e^^Skit) + e'^^Skit - T))^ + o-n(t)^ ^/(i - T) dt. 
As before, using the definition of extended signals for hit) and the definition of%& as given 
in (3.10), we obtain 
r2T K ^ „2T K ^ 
= I 'y^—^^kSkit)bk''piit — T) dt + / —j=%\skit — T)bkil'iit — T) dt 
' 0 
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r2T r2T 
+ / an{t)ij;i{t — T) dt + / an{t - T)tl>i{t — T) dt 
Jo Jo 
^ K „2T 1 r2T 
= — / Sk{t)'ipi{t — T) d t - \ — / Sk{t — T)tl)i[t — T) dt 
Jo Vo 
fZr r2T 
+a / n{t)'ipi{t — T)dt + a / n{t — T)tpi{t — T) dt. (3.147) 
Jo Jo 
Using the facts in (3.145) the following observations are made for 1 < k < K and 1 < I < L: 
p2T rT r2T 
/ Sk{t)ipi{t - T) dt = / Sk{t)ipi{t - T) dt + / Sk{t)i)i{t - T) dt ^ Q (3.148) 
f-2T p2T 
/ Sk{t - - T) dt = / Sk{t - T)ipi{t - T) dt 
'o JT 
= [ Sk{t)ilJi{t) dt, (3.149) 
Jo 
2 T 
n ( ( ) i A z ( ^ - T ) a - 0 (3.150) 
-70 
^2r r2T 
/ n ( ( - r ) V ' , ( ( - T ) j t = / m ( t - r ) ^ ! ( ( - r ) ( f t 
'o Jt 
= f n{t)'tl>i{t) dt (3.151) 
Jo 
Using (3.148)-(3.151) in (3.147), we get 
1 
' ( f ) = Skit)i>i{t) dt + a n{t)ipiit) dt 
V 2 k=i Jo Jo 
T f K 
^ %bkSk{t) + an{t)^ dt 
1 
^ ^ Jo 
= r*(Z). (3.152) 
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Hence we obtain a vector of length 2L as 
r = 
r( l) 
1 r(Z,) 1 
7^ r( l + Z,) " 7 1 
r(Z, + Z,) 
r(/) = r{l)* 
Which is same as obtained by the conjugate method in (3.133). 
Appendix 3.C Miscellaneous Proofs 
1 
7^ 
(3.153) 
3.C.1 Proof of Equation (3.113) 
The relation in (3.113) is a well known relation and we present its proof for reference to 
make our presentation self contained. From the MMSE filter solution given in (3.45), we 
have 
(3Ji54) 
Now appealing to the original optimisation problem given in (3.41) and substituting the 
solution in the objective function we can obtain the MMSE value as, 
MMSE = E{||afe6fe[i] - m ^ r [ i ] | f } 
o-k E {bl[i\ + riifc - 2 m f E (f[%]6&H) 
1 Cff |2 , 1^  |2 : 
= \ak\ + nife Crrriife - 2riife |afe| Sfe. 
Substituting (3.154) in (3.155) we obtain 
MMSE = + 
(3.155) 
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= ( 1 - RHFSFE). ( 3 . 1 5 6 ) 
Now we turn to the expression of SNIR to find the maximum SNIR in terms of the minimum 
MSE. The expression of SNIR is given by: 
SNIR(mk) E{mfr\i] I bk[i\}^ 
E|var{mfi^[ i ] | h [ i \}^ 
|afcP(infsfc)^ 
|afc|2(rhfsfe)^ 
m l H I 
r h f [ S - k |A_/c|^ S^*. + cr^IsTv] 
\2 
riif C/riifc ' (3.157) 
where the notation X_fc for matrix X implies the matrix obtained by deleting the k colunm 
vector from the matrix. Similar to the definition of Crr, we define C / 
C; A E { (rH - (rM - sta&bkH)''} = S_k |A_k|" (3.158) 
It can be seen that the relationship between Cff and C/ is given by 
= + (3.159) 
Using the (3.154), we can obtain a similar equation for the matrix C / as below 
( C f + = \akfsk 
C/ritife + Sfe |afe|^sfm/j = 
C/ihfc = ( l - sfriife) 
C / m t = | o k | X l - m f s k ) 8 k . (3.160) 
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Substituting the ( 3 . 1 6 0 ) into ( 3 . 1 5 7 ) we obtain the relationship for SNIR as 
\akf (mfsfc)2 
SINR(mfc) -
|afcf (1 - m f s f c ) m f s f e 
(mfsfc) 
(1 - rhfsfc) ' 
Note that (3.156) implies that 
MMSE . .. # 
and using the definition of normalised MMSE given in (3.48) we get 
Substituting (3.163) and (3.164) in (3.161) we obtain 
& 
(3.161) 
= l - m f c S f c (3.162) 
& = (3 163) 
1 - f t = (3.1(>4) 
!SNIR.(]oit) == (3.1()5) 
which implies that 
& = — • (3.166) 
1 + Ik 
3.C.2 Proof that t r ( A B ) = tr (B A ) 
Let Abe N X M matrix and B is M x N matrix. Then using definition of matrix multipli-
cation we have 
N M 
tr(jLl3) = (3.16"% 
i=l j=l 
M N 
— (3.168) 
j=l r—1 
= tr(BA) (3.169) 
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3.C.3 Proof of Equation (3.59) 
We need to show that 
tr ^ S D S ^ ( S D S ^ + 1 = A 
1 = 1 
where \ i are the eigenvalues of the matrix S D S ^ . Let S D S ^ — X, then we start with 
t r (^X(X + ( 7 % w ) - ' y (3.171) 
We use the diagonalisation of the matrix X given by 
X = U A U - \ (3.172) 
where A is a diagonal matrix of size 2N x 2N, containing the eigenvalues at the diagonal 
entries and matrix U contains 2N orthonormal basis vectors (the eigenvectors of the matrix 
X). Substituting this diagonalisation in (3.171) we get 
tr (^ X (X + J = tr (^UAU-^ (UAU-^ + ^ t 'UU- i ) (3.173) 
= tr (^UAU-i (U (A + cjH^n) . (3.174) 
Using the fact that (ABC)~^ = C B A"^ we have 
t r ( x ( x + c7%;v)" ') - t r ( ^ U A U - ^ U ( A + t T % j v ) ~ ' u - ^ ) (3.175) 
- tr ( U A (A + U - A , (3.176) 
using the fact that tr(AB) — tr(BA) where U ^ is taken as B, we obtain 
tr ( x (X + = tr ( U ' ^ U A (A + a ' W ) " ' ) (3.177) 
= t r ( A ( A + ( r%jv ) " ' ) . (3.178) 
page 132 
C H A P T E R 3 : I N T E R F E R E N C E M I T I G A T I O N T E C H N I Q U E S 
Using the fact that all matrices are diagonal matrices, and assuming there are L non zero 
diagonal entries in matrix A we get 
Appendix 3.D Effect of Signature Waveforms 
So far we have not considered the specific properties of the signature waveforms in use. We 
have assumed a set of random signature waveforms of length Mhat have random binary 
values, scaled to ensure unit energy for each signature sequence. These signature sequences 
are termed as binary random signature sequences and are suboptimum in terms of their cross 
correlation properties. We test the performance of our proposed algorithms with some well-
known signature sequences like Gold and Kasami sequences [2] as well. 
The optimum signature sequences for the overloaded systems are Welch Bound Equality 
(WBE) sequences [11]. In the following paragraphs, we summarise how we generate these 
sequences for testing their performance with our algorithms. 
We use an iterative procedure to update the random signature sequences to converge to 
the Welch Bound Equality (WBE) sequence set for the given set of parallel channels. The 
proof for convergence can be found in [61]. The steps of the iterative procedure are outlined 
below. 
Procedure 3.2 (Generating WBE sequences). 
1. Start with a random signature sequence set S. 
2. Update the signature sequence of user k with the unit energy vector formed by normalis-
ing the MMSE filter coefficient vector nife obtained using the approach described in sec-
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tion 2.3.2 on page 50. Normalisation is performed as follows 
m.1. 
Vm^nifc 
3. Replace the signature sequence with the unit energy vector given by (3.180). This maps 
the signature sequence set S to a new signature sequence set S. The authors in [61] show 
that this step is bound to reduce the TWSC of the system . 
4. Continue doing this procedure for all the signature sequences until the TWSC stops chang-
ing. The obtained signature sequence set S satisfies the WBE constraint and is the optimum 
signature sequence for the given system. 
We use a simulation experiment to compare the various performance criteria for the system. 
The signature set matrix S is produced for various signature sequences; like Binary Random 
Sequences, Gold, WBE and Kasami codes; with various spreading factors. Equal unity 
received power on each parallel channel is assumed for an overloaded system with K = 
2N. We use (3.62) to plot the TWSC and (3.64) to plot the sum capacity. 
The performance with different sequences is shown in Figure 3.13 on the following page. 
Figure 3.13a shows the effect on TWSC when we use different codes. The optimum coding 
schemes is clearly WBE with minimum TWSC. Gold and Kasami are close competitors. 
Random codes have slightly higher TWSC affecting the sum capacity that can be achieved 
using these codes. The achieved sum capacity is shown in Figure 3.13b. For the rest of the 
thesis we use the random binary sequences. 
The results shown in Figure 3.13 on the next page demonstrate that using dimensionality 
extension provides reduction in TWSC and improvement in sum capacity for all different 
types of codes. This should be noted that the extended WBE codes (formed by appending 
the conjugate at the end) are not optimum WBE codes for the new dimensions. We would 
need further iterations (as done in procedure given in Appendix 31) on the preceding page) 
to find the WBE sequences for the extended dimensions. 
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Figure 3.13: Comparison of various signature codes 
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Appendix 3.E Majorization Theory 
A comprehensive reference on this theory is [62] and the authors in [53] use this theory to 
present their points. In this appendix we pull out the points relevant to this work from [53]. 
The Order Statistics of a vector x is defined as follows 
Definition 3.3. For any vector x = [XI, • • • , .XAT] G let 
a:[i] > • • • , a:[jv] (3.181) 
denote the components of x in decreasing order and is called the order statistics of x 
The statement that "vector y majorizes vector x" is used to express the fact that the elements 
of vector y are more spread out (more different from each other) than those of vector x. 
Definition 3.4. For x, y G we say that y majorizes x if 
k k 
A; = 1, • • • , A/ ' - 1 (3.182) 
i=l i=l 
(3.183) 
i=l i=l 
As an example (from [53]), for every a G such that = 1, 
1 1 1 [ai, • • • : a„] majorizes - ] (3.184) 
n n n 
The notion of Schur-concave (and Schur-convex) functions is defined as 
Definition 3.5. A real valued function $ : i—> M is said to be Schur-concave if for all 
X, y E such that y majorizes x we have $ (x) > $(y) . We say that the function is 
Schur-convex i f i s Schur-concave. 
An important class of Schur-concave functions is as follows (Theorem 3.C.1 in [62]). If 
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g : R 1-^  R is convex than the symmetric convex function 
N 
4)(x) = (3 185) 
i=l 
is Schur-convex. If g is concave, the function $ is Schur-concave. 
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Parallel Channel Loading 
While describing the rationale of the work, we advocated the use of parallel channels on 
the power constrained link between the base station transmitter and the user at the cell 
boundary in the downlink of direct sequence spread spectrum WCDMA cellular network. 
In this chapter we aim to show that efficient distribution of limited power resource over 
multiple channels can enable us to approach the WBE upper bound identified in Chapter 2. 
Consider a set of K interfering parallel channels (transmissions on each channel interfere 
with the transmissions on the other channels). The data can be effectively transmitted over 
these channels if each channel receiver attempts to cancel the interference from the other 
sources using an MMSE receiver filter. A given distribution of limited power, over these 
channels, results in a specific distribution of SNIR at the output of the corresponding re-
ceivers of each channel. Each SNIR corresponds to a specific capacity given by the capacity 
equation (2.18) on page 43. To maximise the sum of all these capacities offered by each 
parallel channel, the limited power should be distributed optimally. 
We have provided the background and the literature review for the techniques to distribute 
the power over multiple channels in Chapter 2, and we build our argument on that platform. 
First of all, we investigate the use of so called channel inversion approach for parallel 
channel loading and present the results and discussions. We find how this approach can 
be improved using the concept of iterative waterfilling over the parallel channels. As a 
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compromise between the practicality of channel inversion and optimality of waterfilling, 
we investigate the use of discrete loading algorithms. Some comparisons are presented and 
the link, between the presented loading schemes and the channel coding schemes discussed 
in the following chapters, is identified. 
4.1 Background 
4.1.1 System Model 
We use the system model presented in section 2.1 on page 37. We assume there are K 
parallel channels used for transmission. The received signal amplitude ak, corresponding 
to each transmission, is a function of transmitted power p*. given by 
— \/ hkPk-, (4-1) 
where hk is the path gain between the transmitter and the receiver. The total transmitted 
power is limited by Pt, 
K 
(4.2) 
k=l 
Using the MMSE filter coefficients vector (wt) at the receiver, the SNIR at the output of 
the receiver is given by 
Each of these achieved SNIRs, corresponds to a theoretical channel capacity or maximum 
data rate of 
CFC = 2 I0S2 ( 1 + 7FC) • ( 4 -4 ) 
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With a practical system, the achievable data rate (information bits per symbol transmission) 
at the channel is strictly less than the capacity and is given by* 
At = (4.5) 
where G is termed as the SNIR gap of the system and is a convenient mechanism for 
analysing systems that transmit with bk < 6 \ . Note that is the actual bit rate that can 
be achieved on the channel with the given modulation and coding scheme where is the 
maximum possible theoretical information rate with vanishingly zero error. 
For any given coding scheme and a given target probability of error\ we define the SNIR 
gap G as 
(3 = (4 6) 
where F corresponds to the minimum SNIR required to meet the target and b is the bits that 
can be reliably communicated using the particular channel code and the modulation scheme 
if the value of SNIR is maintained at the target. Note that the denominator corresponds 
to the SNIR required if the ideal (capacity achieving) system was in place whereas the 
numerator is the actual required SNIR to achieve this using a practical system. 
The total number of bits per CDMA sample (period T) carried by the system (called the bit 
sum) is given by 
K 
6 == (4.7) 
fc=i 
and the aggregate capacity (called the sum capacity - in bits per CDMA symbol) is given 
by 
K 
C s u m = ^ Ck- ( 4 . 8 ) 
fc=l 
*It should be noted that the notation bk[i] was also used to denote the binary symbol ± 1 transmitted at 
discrete time index i in system model. In this chapter bk (no time index) represents the information units 
transmitted over channel k and the vector b represents the distribution of information bits over each channel. 
^This can be a target packet error rate for a packet transmission system. 
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The corresponding aggregate data rate (in bits per second) is then 
R = J = ^ R K , ( 4 . 9 ) 
k=l 
where T is the symbol period and we define E*. = bk/T. As can be different for different 
channels, depending on the achieved SNIRs at the corresponding receivers, the aggregate 
data rate E. is divided (this division may result in unequal rates) among each of the parallel 
channels. Our objective is to maximise the aggregate rate or equivalently sum capacity of 
the system. 
4.1.2 Loading Approaches 
Different power distribution schemes are presented in the literature to achieve an SNIR 
distribution that optimises the system performance. The main idea is to adapt to changing 
channel conditions to optimise the use of the transmitted power. 
We have multiple parallel channels that interfere with each other. We intend to efficiently 
allocate power among the parallel channels with different channel states at any given instant 
of time. We would consider two main approaches to distribute power (called power control) 
among channels with different channel conditions: The channel inversion and waterfilling. 
Channel inversion scheme adjusts the power on each channel to maintain a constant appar-
ent SNIR for each receiver. This simplifies the receiver design as a constant modulation 
scheme and a channel code (potentially of low and fixed complexity and decoding time) 
can be utilised. 
One potential problem with the channel inversion scheme is that it tries to compensate each 
and every channel state. For severely degraded channel states it would attempt to allocate 
all available power to this degraded channel causing too strong interference to the other 
channels, severely compromising the overall system capacity. 
Waterfilling is the capacity approaching optimum power allocation for given channel states 
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of a set of parallel channels. As opposed to the channel inversion technique (described 
above) where the objective is to compensate for the channel condition, the power is opti-
mally distributed among all available channels in waterfilling approach. Some of the chan-
nels which are in good state would be more favourably loaded (assigned power to transmit 
data) in contrast to the ones which are in bad state which might not be loaded at all. 
Although the waterfilling approach provides us with the theoretical optimum but to practi-
cally achieve this promised capacity we require complicated channel codes which require 
higher computational power and longer time for decoding. 
We investigate a compromise scheme (a scheme that trades in optimality to make imple-
mentation more practical) which loads (assigns power to ensure an SNIR at the receiver 
that can guarantee a specific bit rate) the different channels using an approach similar to 
waterfilling approach but keeping in view the corresponding practical channel codes and 
modulation scheme that can work with the particular loading. We term this "discrete load-
ing" allocation and show how this can be implemented for practical systems to achieve rates 
close to the capacity. 
We start with our description of channel inversion scheme for the case of parallel channels 
in the next section. 
4.2 Channel Inversion Loading for Parallel Channels 
We assume that K parallel channels are being served with transmission power allocated 
to each channel as pk- The channel k is using a signature waveform that corresponds to 
discrete signature vector and the corresponding filter coefficients used at the receiver are 
given by the vector wt- Use of these filter coefficients at each receiver results in the SNIR 
at the output of the receiver represented by 7^. The elements of power vector p relates the 
elements of achieved SNIR vector 7 by the following set of K equalities [26,30] 
° = (4.10) 
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Aiming to achieve the minimum acceptable SNIR (the target SNIR, Tk) for each channel, 
the above equation leads to 
° C - l l ) 
where the right hand side is the achieved SNIR at the multiuser receiver output and the left 
hand side is the target SNIR and the power solution (comprising of vector p, with its k 
elements p&) corresponds to the minimum total power, Pk- The last equation can be 
rearranged to give 
This can be expressed in matrix form as 
( I k - F ) P = U. (4.13) 
where F is a nonnegative square matrix of size K x K with elements f k j defined as; 
if fc = j 
(4.14) 
and matrix Ik is the identity matrix of the same size as F and u = [ui, • • • Uk, • • • u kY i® 
the re-scaled target vector of size K xl and its elements are given by 
" l i T • 
This formulation enables a closed form solution for the Pareto-optimum [41] power alloca-
tion for a given set of filter coefficients using the equation 
P = ( I k - F ) - U . (4.16) 
Ulukus and Yates show (for the uplink case), in [26], that if MMSE filter coefficients are 
used at the receiver then we need to find the power solution iteratively. The reason is that 
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the Alter coefficients cannot be determined until the power vector is known (as they are a 
function of the power vector itself). We use the following iterative procedure (shown to 
converge to an optimum solution in [26]) to determine the MMSE power solution for a set 
of parallel channels (allocated to the same link) over the downlink. The iterative procedure 
for channel k is given as (the superscript n represents the iteration number): 
Procedure 4.1. Iterative estimation of the required power and filter coefficients to achieve 
a target SNIR: 
1. Start with a power allocation vector p"=°. 
2. Calculate the MMSE filter coefficients for all channels (for all k) using the power vector 
corresponding to this iteration and a function /(-)* 
k'k=/(p"), & = 1,2 . . .K. (4.17) 
3. Update the required power for each channel using the equation 
4. Keep iterating steps 2 and 3 until the powers do not change significantly or for a fixed 
number of iterations (five iterations are sufficient in most cases). 
In the next section we present the results for this approach. 
4.2.1 Results and Discussions 
In the channel inversion scheme, we target a certain SNIR to ensure a desired service quality 
on each channel. Within a constrained total power, we can accommodate a certain number 
^The function / ( • ) can be identified ft-om section 2.3.2 on page 50 where right hand sides of equations 
(2.33) and (2.44) are a function of power vector for under-loaded and over-loaded systems. 
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Figure 4.1: Performance of Channel Inversion loading scheme: 
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Path Gain Total Power Noise Variance Spreading Factor 
h Fx N 
Value 1 x 1 0 - 5 1 X Watt 1 X 10"® 1 
Table 4.1: Summary of simulation parameters used 
of parallel channels while meeting the SNIR target for all of them. Decreasing the targeted 
SNIR would reduce the capacity of each channel but would increase the total number of 
parallel channels, and potentially more data can be transmitted. 
Using a simulation experiment we investigate the effect of changing the target SNIR on the 
number of parallel channels that can be accommodated in a given total power constraint 
Pt and then find the overall effect on the sum capacity of the system. A large number of 
parallel channels are created using random signature sequences, i.e. sequences that have 
random binary values, scaled to ensure unit energy for each signature sequence. 
The simulation parameters are tabulated in Table 4.1. We use (4.16) to find the power 
solution to support an equal target SNIR (that is varied over the x-axis to plot various points 
on the graph). If the sum power is within the constraint of total power and all power values 
in the solution are non-negative, we call this set of parallel channels supportable. We keep 
on loading more parallel channels until we reach a point where no more parallel channels 
can be loaded within the given total power constraint. Using the maximum number of 
parallel channels supported and the target SNIR we calculate the sum capacity multiplying 
the equal capacity achieved on each parallel channel with the number of simultaneously 
supported parallel channels y log2(l + T), where K represents the maximum number of 
simultaneously supportable channels with SNIR target F. 
As the total power is distributed over multiple channels, SNIR is reduced and from the 
capacity equation we can deduce that this leads to a reduction in information rate on each 
channel. We investigate if we can accommodate a sufficient number of extra parallel chan-
nels with this lower SNIR (providing satisfactory performance) that can outweigh the re-
duction in the capacity due to the reduced SNIRs. 
In Figure 4.1 on the preceding page we show the effect of using different SNIR targets on 
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two parameters; the number of channels accommodated in the system and the sum capacity 
of the system. The user under consideration is served with multiple parallel channels and 
has a path gain li = 1 x 10"^. The additive white noise variance is cr^  = 1 x 10~®. The 
total power is constrained to Pt = 1 mW. 
In Figure 4.1a on page 145 we show the effect on number of parallel channels accommo-
dated. The results show that a larger number of parallel channels can be supported within 
a total power constraint if the target SNIR is smaller for each channel. In Figure 4.1b on 
page 145, we show the effect on overall sum capacity. It shows that the increase in the num-
ber of parallel channels offsets the negative impact of decrease in information rate due to the 
reduced SNIR. The overall result is increase in system capacity. For the results presented 
here, we assume 0 dB gap from capacity (gap parameter value for a system that achieves 
Shannon capacity), however, practical gap values are considered for different channel cod-
ing schemes, later in the thesis when we investigate the actual data throughput achieved 
when a error target is specified. 
It should be noted that the increase in capacity by reducing the SNIR target is not un-
bounded as the capacity for the given power and channel is upper bounded by the WBE 
bound identified in Chapter 2. When we have a very large number of parallel channels, the 
interference between the channels starts to dominate and any increase in the capacity by 
bringing in more channels is not possible. 
In the next section we investigate what happens if each channel is not restricted to use the 
same target SNIR. We start by removing all restrictions on SNIR target (SNIR can take any 
value and a corresponding encoding and decoding scheme can be found). To move to a 
more practical system we then restrict it to a discrete set (SNIR target values corresponding 
to physically realisable systems). We aim to find how close to the capacity upper bound we 
can reach using this more practical approach. 
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Figure 4.2: Concept of iterative waterfilling on interfering channels 
4.3 Iterative Waterfilling 
If we allow any value of SNIR at the output of the receiver and distribute the total available 
power on the multiple parallel channels with the objective of maximising the sum capacity 
the solution turns out to be waterfllling of power (power allocation using the waterfilling 
principal) over the channel states: formally defined as channel SNIR in (4.25). Some chan-
nels end up with very small SNIR (or even zero SNIR corresponding to no power allocation 
to that channel) and others have very high SNIR value. The resulting sum capacity corre-
sponds to the maximum possible total rate at which reliable communication can be achieved 
with the given total power and the set of parallel channels. 
The concept of iterative waterfilling is shown in the schematic diagram in Figure 4.2. One 
important point should be noted for this waterfilling approach. The base level of water tank 
(the channel states) is itself a function of the power allocation (the water in other sections 
of the tank, where a conceptual tank is imagined with inverse channel states as the bottom 
of the tank) due to the interference between the multiple parallel channels (indicated by the 
solid arrows). This point would be mathematically established in the following discussions. 
Consider a communication link comprising of K parallel channels. The power transmitted 
over each channel is represented by Assume that the channels interfere with each other 
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and the receiver corresponding to each channel uses an MMSE type filter. The residual 
interference at the output of each channel receiver is a function of powers transmitted over 
all other channels. We express the power transmitted to all channels other than the charmel 
k as a vector of length K — 1 represented by p_fc. The residual interference as a function 
of powers of the other users is then expressed as p(p_fc). The SNIR 7^ is given as 
where 
P(P-t) = ^ (4.20) 
We use the notation p(p_fc) to emphasise the dependence of the interference power on 
vector p_fc comprising all the elements of the power vector p except the fc*'' element. This 
implies that the interference power is a function of the power allocation of all other channels 
in the system (as they interfere with transmissions on channel k) except the channel k itself. 
Let each of the parallel channels be termed a subchannel. In our scenario the base station 
transmitter is aware of the parameters (signature waveforms, path gain from the transmitter 
to the receiver) for all subchannels. The allocation of power to each of the subchannels can 
be obtained by a water-filling principle which is derived by maximising the system capacity 
under the power constraint 
K 
(4:u) 
k=l 
Maximisation of the overall data rate, R = b/T over a set of parallel subchannels when the 
symbol rate 1 /T is fixed, requires maximisation of the achievable bit sum b — J2k=i If 
the filter coefficients uj>k are used at the receiver to minimise the interference, the maximum 
bit sum is derived as: 
K 
^ — 2 ^ ( 1 + ( 4 - 2 2 ) 
= ^ E log, [ 1 + I • (4.23) 
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+ (4.24) 
2 ^ G 
where, we define g(p_&) as the subchannel signal to noise and interference ratio when the 
transmitter applies unit energy to that subchannel for all other system variables (receiver 
filter coefficients and power transmitted to other channels) remaining fixed. Formally 
Since g(p_k) is a function of power allocations on all other subchannels, any adjustments 
in power on one channel require re-evaluation of optimum power for the other channels. 
Moreover, the receiver filter coefficients depend on the transmitted power distribution. This 
necessitates an iterative procedure of power distribution and filter estimation until the sys-
tem converges to the optimum point. 
It should be noted that this work does not focus on the issues related to the convergence 
of this algorithm. We use a fixed number of iterations to obtain a solution fairly close to 
the optimum solution. Further work needs to be done to study the issues related to the 
convergence of this algorithm. 
4.3.1 Different Waterfilling Approaches 
Before we describe two common waterfilling approaches we need to explain the concept of 
'margin' (presented by Cioffi in [63]). For a given coding scheme, practical transmission 
systems often mandate a specific value for b, or equivalently a fixed aggregate data rate. In 
this case we use a measure called margin as defined below. 
The margin, 7^, for transmission on a CDMA (sub)channel with a given SNIR 7, a given 
number of bits per symbol bk, and a given coding-scheme and error target with gap G from 
the Shannon capacity, is the amount by which the SNIR can be reduced and a probability 
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of error at or below the target can still be maintained. Mathematically 
2 " . . - - 1 _ ^/G 
~ - 1 " 22k. - 1' ^ ' 
where 6*.,max corresponds to the maximum number of bits that can be loaded without breach-
ing the target. The margin relation can be rearranged to be written as 
' ' I = ^ L 0 E 2 ( L + ^ ) - ( 4 . 2 7 ) 
Now we define the common approaches used for water-filling. One approach tries to max-
imise the data rate for a fixed energy/power (called the rate adaptive approach) and the 
other approach tries to maximise performance (or minimise the energy/power) for a fixed 
data rate (called the margin adaptive approach). 
Definition 4.1 (Rate Adaptive (RA) Loading Criterion). A rate adaptive loading procedure 
maximises (or approximately maximises for the discrete loading case) the number of bits 
per symbol subject to a fixed power (and energy for same transmission period) constraint: 
m a x 6 = log2 J ( 4 . 2 8 ) 
K 
subject to: Pt = ^ Pk ( 4 . 2 9 ) 
k=l 
Definition 4.2 (Margin Adaptive (MA) loading Criterion). A margin adaptive loading pro-
cedure minimises (or approximately minimises for the discrete loading case) the power 
(or energy for the same symbol rate on all channels) subject to a fixed total bits/symbol 
constraint: 
K 
mm p ( 4 . 3 0 ) 
k=i 
K 
subject to: b ^LOGG ( 1 4- ) ( 4 . 3 1 ) 
fe=i ^ 
A definition for a bit distribution vector would be useful for describing the algorithms in 
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the following sections. 
Definition 4.3 (Bit distribution vector). The bit distribution vector for a set of parallel 
subchannels that carry b bits of information (in aggregate), is given by: 
b = [61, 62, • • • , hxY 
The sum of elements in vector b is clearly the total number of bits transmitted, h — ^k-
In the next section we present the "iterative" rate adaptive and margin adaptive waterfilling 
algorithms for parallel C D M A channel loading where each channel is using the M M S E 
filter at the receiver end. 
4,3.2 Iterative Rate Adaptive Waterfilling 
As we have already seen that the SNIR achieved at the output of a receiver, with filter 
coefficients ojk, is given by (4.19). The MMSE filter coefficients are calculated using the 
approach described in section 2.3.2 on page 50 using equations (2.33) or (2.44) depending 
on whether the system is over-loaded or under-loaded. 
We define the term g(p_k) given in (4.25) as the channel SNIR. Substituting (4.25) in (4.19) 
we get the relationship between power and channel SNIR as: 
(4 32) 
where we use the notation to represent g(p-fc) to make it more compact. 
Based on this framework, we describe our rate adaptive waterfilling algorithm in Algo-
rithm 1 on the next page. The flow diagram is shown in Figure 4.3 on page 154 . The 
algorithm is explained in the following paragraph. We present the input and the expected 
output of the algorithm as the pre-conditions ( R E Q U I R E ) and the post-conditions ( E N -
S U R E ) , respectively. 
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Algorithm 1 Iterative Rate Adaptive Waterfilling Algorithm 
Require: Total power constraint P^, the channel states hk, the noise variance a^, a starting 
point for power and the required number of iterations 3 
Ensure: Returns a capacity-achieving bit distribution b 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
= AT 
for 2 = 1 to 3 do 
while loop does not break do 
for fc = 1 to IC do 
calculate w* using 
calculate g% using (4.25) with wt and 
end for 
sort channels gl > fli > " ' ' > Sk-' 
find Lagrange constant ^ Pt + 
for /c = 1 to do 
G 
4 J 
find waterfilling power = max ^ 
end for 
if min pi — 0 then 
K' = K' -1 
continue while loop 
else 
break while loop 
end if 
end while 
= pI, for the next iteration 
= K\ for the next iteration 
end for 
hk — \ log; for active channels and 0 otherwise 
un-sort channels to restore the original indexing 
return b 
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Figure 4.3: Flow diagram for iterative waterfilling 
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We can start with an arbitrary power distribution as an example the total power can be 
equally divided in all sub-channels giving pi =% Pt/K for all k. To start with, all channels 
are considered to be active (line 1). We iterate for a fixed number of iterations J (line 2) 
to obtain the waterfilling solution. Each iteration starts with the same number of active 
channels, as in the last iteration (line 3), and continues in a loop (line 4) until all active 
channels have a nonzero power allocation (where the loop breaks, line 18). 
For every channel (line 5), we calculate the filter coefficients (line 6) using the power allo-
cation in the previous iteration. Using the same power allocation and the newly calculated 
filter coefficients, we calculate the channel SNIRs (line 7). 
We sort the channels (line 9) with the highest channel SNIR indexed as the first channel 
and calculate the Lagrangian constant A (line 10) using the approach of Cioffi [63]. We can 
now find the power allocation for each channel (line 11-13). 
If the power allocation is zero (line 14), the channel is marked as inactive (line 15) and the 
while loop is reiterated (go to line 5). If power allocation is not zero for any channel (line 
17), we break from the while loop (go to line 21). We prepare the variables for the next 
iteration (line 21, 22) and find the elements of the capacity achieving bit distribution vector 
b (line 24). It should be noted that the indices of the active channels are sorted and need to 
be unsorted (line 25) to properly map to the actual bit distribution vector b. 
Appendix 4.A on page 188 presents a corresponding iterative algorithm for margin adaptive 
waterfilling. The corresponding flow diagram is shown in Figure 4.3 on the preceding page 
and the only difference is in the approach of calculating the Lagrange constant. 
The loading algorithms introduced here, compute the values for and pk for each subchan-
nel in a parallel set of subchannels. The solution of these water-filling approaches may pro-
duce values of bk that do not correspond to an easily realisable encoding/decoding scheme 
complicating the encoder and decoder implementation. Alternative suboptimal loading al-
gorithms approximate the waterfilling solution, but constrain 6&to discrete values corre-
sponding to easily realisable encoding/decoding schemes. These algorithms are described 
in the next section. 
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Figure 4.4: Iterative waterfilling and capacity with use of parallel channels 
4.3.3 Results for Iterative Waterfilling 
In figure 4.4 the results are plotted for use of iterative waterfilling with parallel channels 
and it can be seen that using iterative waterfilling the upper bound on capacity can be 
achieved using a smaller number of parallel channels. Moreover it can also be seen that the 
capacity achieved with iterative waterfilling on parallel channels formed using the random 
signature sequence is very close to the capacity achieved with WBE codes and equal power 
allocation. 
4.4 Discrete Bit Loading Approach 
We present the unified mathematical framework (notation and definitions) for the algo-
rithms described by Cioffi in [63] and the actual algorithms proposed by Levin [64] and 
Campello [65]. We identify why these algorithms are not directly applicable to solve the 
problem we tackle: parallel channel loading for W-CDMA using MMSE multiuser re-
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ceivers. Later we adopt this framework and then modify and add some definitions to facili-
tate the presentation of the algorithm that solves our problem. 
Before presenting formal definitions we describe an overview of discrete bit loading proce-
dure. The discrete bit loading requires shuffling of f i xed size information units over multiple 
parallel channels (by loading and unloading these units from different channels). The objec-
tive is to find an efficient loading. Each loading and unloading is associated with a change 
in required energy (or equivalently power) and an efficient distribution is one which loads 
maximum information units with minimum energy. The italic terms in the discussion above 
are formally defined, based on the framework in [63], in the following description. 
Definition 4.4 (Information Granularity). The granularity of a multichannel transmission 
system is the smallest incremental unit of information that can be transmitted, P. The 
number of bits on any subchannel is then given by 
h = Bk- P 
where Bk > 0 is an integer. 
Discrete loading algorithm can use any monotonically increasing relation between transmit 
symbol energy (or equivalently power for same symbol rate on all channels) and the number 
of bits transmitted on any of the multiple channels. 
To compare the efficiency of a decision to load a bit at any specific channel, the concept of 
incremental energy is defined as follows. 
Definition 4.5 (Symbol Energy). The symbol energy e^for an integer number of informa-
tion units {bk = Bk • P) on subchannel k can be notationally generalised to the energy 
function, e{bk), where the symbol energy's dependence on the number of information units 
transmitted, bk, is explicitly shown. 
Definition 4.6 (Incremental Energy). The incremental energy to transmit information 
units on a subchannel is the amount of additional energy required to send the informa-
tion unit with respect to the {Bk — 1)"' information unit (that is, one more granule f3). The 
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Figure 4.5: Conceptual Diagram for the definition of Incremental Energy 
incremental energy is then formally defined as 
-- - /3). 
To explain the definition 4.6 on the preceding page, consider the left hand side of the Fig-
ure 4.5. The boxes represent the granule of information each of size ff. We are attempting 
to load hk bits which constitute of = 5 granules of information, i.e. hk — Bi^fJ = b(3. 
The associated energy that is required to transmit this information is e{bk)- Similarly the 
energy required to transmit one less granule of information is e{bh — ,5). According to the 
definition, the incremental energy is the additional energy required to load the or 5"' 
granule of information over the (B^ — i f ' or 4 '^' information granule. 
There are many possible bit distributions that all sum to the same total bit sum 6sum- A 
highly desirable property is to achieve the sum with minimum transmitted energy. This 
property is formalised using the definition of distribution efficiency. 
Definition 4.7. A bit distribution vector b is said to be efficient for a given granularity j3 if 
niax[e„(6„)] < mm[e„,{b„, + (3)] 
71 77? 
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In words, a distribution is efficient if maximum energy that can be saved by unloading (:i 
bits from any channels is not sufficient to compensate for the minimum energy required to 
further load any of the channel with the same granularity j3. 
The overall process of discrete bit loading based on different criteria (like rate adaptive and 
margin adaptive) is shown in Figure 4.7 on page 165. We start with any bit distribution and 
use a general algorithm that converts it into an efficient distribution. Based on the required 
criterion we select a corresponding algorithm to obtain the efficient distribution satisfying 
the required criteria. In Appendix 4.B on page 189 we present the algorithms for discrete 
bit loading as a reference. These were originally proposed by Levin in [64] and Campello 
in [65] and presented with a unified framework by Cioffi in [63]. 
4.4.1 Modified Discrete Bit Loading Algorithm 
The problems in using the Levin-Campello algorithms for loading the W-CDMA parallel 
channels each employing the MMSE receiver filters are as follows: 
1. The channels are not independent in the sense that the transmission on one channel 
interferes with the transmission on the other channels. Any change in loading on 
one channel affects the interference experienced by all other channels. This causes 
the corresponding channel SNIR g(p_k) to change (note the notation used which 
emphasises the dependence on powers of other channels). Hence, a new energy dis-
tribution needs to be determined for all the channels even if we attempt to change the 
loading on a single channel. 
2. Any change in bit loading on one channel affects the required symbol energy on all 
other channels (in contrast to independent channel case where only the symbol energy 
for the corresponding channel is affected). Hence, incremental energy can only be 
calculated by considering the new and old energy distribution vectors (which contain 
energies for all the channels). As a result we need to consider an energy distribution 
vector corresponding to every bit distribution vector when we try to find the optimum 
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bit distribution vector. 
3. For the given problem setting, MMSE filters are used at the receiver to do the inter-
ference suppression. In this scenario we need to ensure a corresponding SNIR distri-
bution to support a desired bit distribution . To achieve a required SNIR distribution 
we need to calculate the filter coefficients and power using the iterative procedure 
4.1 on page 144. For the specific case of using the parallel channels on a single link 
over W-CDMA downlink (all signature sequences are known at the receiver and the 
transmitter) we can iteratively use the closed form solution for power (described on 
the following pages) for a given set of MMSE filter coefficients and then update the 
coefficients for the new power vector until the solution converges to an optimum. 
Due to the reasons described above we need modified (the original ones are presented in 
Appendix 4.B on page 189) algorithm to increase the efficiency and also the discrete load-
ing algorithms for Rate Adaptive and Margin Adaptive solution. These algorithms are 
presented in the following description. 
A key difference in the original and modified algorithms is the evaluation of energy dis-
tribution vector e - and consequently total energy e = l ^ e - for a desired bit distribution 
b. Note that 1 is a vector where all elements are 1, having the same length as the energy 
distribution vector e. The number of bits transmitted are related to the SNIR as follows: 
h = [b/^xi]fc , where h = logg ( l + •^) • (4 33) 
A desired bit distribution can be supported if we ensure a specific SNIR distribution for all 
the channels. This target SNIR distribution is characterised using the vector 7 and is given 
by: 
= [7xxi] k , where 7^ = 0(2^'"' - 1). (4.34) 
To achieve this SNIR distribution using minimum power (and equivalently energy over a 
fixed time period) we need iterative power control and MMSE filter coefficient optimisation 
for a given signature waveform set until both the power and coefficients converge to the 
optimum. This form of power control is presented in [26]. We present a closed form 
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solution to obtain the power vector for a given filter coefficient vector -calculated using the 
approach in Section 2.3 on page 48. 
Note that the power vector p, corresponding to bit distribution b, can be readily converted 
to an energy distribution vector, defined as e(b) where ek = [ejcxi]*, using the power 
energy relationship and the symbol rate. The conversion is given as; 
e(b) = Tp . (4.35) 
If the power solution p satisfies the desired or targeted SNIR vector 7 with minimum power, 
the following set of K equalities must hold. 
^ ( « 6 ) 
where the right hand side is the SNIR at the multiuser receiver output and the left hand side 
is the targeted SNIR to support the desired bit distribution. This leads to 
and can be rearranged as 
. - - 1) ( 4 3 , ) 
This can be expressed in matrix form as 
( I - F ) p = u. (4.39) 
where f k j — [FKxK]k,j is a nonnegative square matrix with elements f k j defined as 
if i = j 
fk,j = < (4.40) 
- 1 ) ' 
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and the matrix I is the identity matrix of the same size as F and v.^ = x i]fc is the rescaled 
target vector and its elements are given by 
This formulation enables a closed form solution for the Pareto-optimum power allocation 
for a given set of filter coefficients using the equation 
p = ( l - F ) " ' u . (4.42) 
Note that both F and u are a function of b. Hence for a given b and the filter coefficient 
vector u! we can use ( 4 . 3 5 ) to get the energy distribution vector 
e(b) = T p - T (I - F ) - ' u (4.43) 
and the corresponding sum energy is given as 
K 
((t,) = 6*. (4.44) 
k—1 
However, the energy distribution vector needs to be calculated iteratively using the follow-
ing procedure to obtain an optimum energy distribution vector. 
Procedure 4.2. Iterative estimation of required energy distribution vector e and filter co-
efficient vector u} to support a bit distribution vector b 
1. Start with an energy distribution vector 
2. Calculate the MMSE filter coefficients for all channels, k, using the power distribution 
vector corresponding to this energy distribution vector (p" = y) function^ 
w: - /(p") = / ( - ) , = 1,2...AT (4.45) 
^The function / ( • ) can be identified from section 2.3.2 on page 50 where right hand sides of equations 
(2.33) and (2.44) are a function of power vector for under-loaded and over-loaded systems. 
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3. Update the required energy for each channel using the equation - derived from ( 4 . 1 8 ) 
6^+1 - - 1) ^ ^ k = l,2---K ( 4 . 4 6 ) 
For the case where allocation is centrally done at the base station transmitter we can use 
( 4 . 4 3 ) to update the energy vector. 
4. Keep iterating steps 2 and 3 until the powers do not change significantly or for a fixed 
number of iterations (five iterations are usually sufficient in most cases). 
Before we can present the modified algorithm, we need to redefine few terminologies and 
introduce some new definitions. 
Definition 4.8. We define a vector of length K with all elements zero except the 
element being one. The element of the vector vj. is defined as 
1 if i — k, 
[vd. = : 
0 if i ^ k. 
Definition 4.9 (Redefined Incremental Energy). I f h is the current bit distribution with hk 
bits loaded on the subchannel k, the incremental energy is the amount of additional energy 
required to send the {Bk + 1)*^ information unit with respect to the information unit 
(that is, one more unit of (3) on the same subchannel k. The incremental energy is then 
formally defined as 
efc(b) = e(b + - e(b). 
The concept of new definition is presented on the right hand side of Figure 4.5 on page 158. 
It should be noted that the only difference from the actual definition is the changed reference 
point; granule in this case instead of {Bk — 1)*^ granule in the original case. We 
tweak the definition in this manner as this makes the following definition for load (bit) 
transfer incremental energy easier to understand. 
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Figure 4.6: Concept of bit transfer 
Now we define a load transfer operation and the corresponding incremental energy that 
would be helpful in presenting our modified algorithm. 
Definition 4.10 (Load Transfer). For a given bit distribution, we define the load transfer 
operation ni n as an operation where an information iinit (3 is unloaded from channel 
rn and loaded to a different channel n. 
The concept is shown in Figure 4.6 where the load is transferred from channel j to k. 
Definition 4.11 (Load Transfer Incremental Energy). The load transfer incremental en-
ergy is the increase in energy required to achieve a load transfer ni. n for a given bit 
distribution b, expressed as 
em-^»(b) A e(b - + /3v^) - e(b) 
Negative load transfer energy implies a saving in total energy achieved by the corresponding 
load transfer operation. 
As depicted in Figure 4.7 on the next page, the discrete bit loading approach requires three 
algorithms. Any given distribution is first converted to an efficient distribution (Defini-
tion 4.7 on page 158) using an algorithm. Based on the desired criterion, an E-tightening 
algorithm (Rate Adaptive criterion) or a B-tightening algorithm (Margin Adaptive criterion) 
is used to obtain the required distribution. We present the three required algorithms in the 
following paragraphs. 
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Figure 4.7: Overall process of discrete loading 
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Figure 4.8: Flow diagram for discrete loading algorithm that makes the distribution 
more efficient 
The modified discrete algorithm to make distributions more efficient is presented in Al-
gorithm 2 on the next page. See the flow diagram in Figure 4.8. We use (4.44) with 
the Definition 4.11 to calculate ei_, (b) on lines 1,2 and 4. On the first line, the quantity 
e(_j(b) is evaluated for all values of the pair of channels (i, j ) with the condition that % ^ j . 
The pair {i.j) corresponding to the minimum value of the quantity is returned as the pair 
(m — i,n = j). 
For any given distribution vector b, this algorithm aims to convert it into an efficient bit 
distribution vector b. It finds the minimum bit transfer energy for the current distribution 
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(line 1) and continues in a loop (line 2) until this energy is negative (i.e. energy saving is 
achieved for the bit swap). It performs the corresponding transfer (line 3) by unloading the 
channel m and loading the channel n. Once there is no transfer that can achieve the energy 
saving (end of while loop), the distribution is converted into an E-tight distribution (line 6) 
- defined in Definition 4.12 on page 192 - returned by the algorithm (line 7). 
Algorithm 2 Modified Discrete Loading algorithm to make the loading efficient 
Require: Required bit granularity (3 and the current bit distribution vector b 
Ensure: Returns an efficient bit distribution b 
1: (n,. = » = ;)<:= arg ^m^[e i_ j (b ) ] 
2: while em^„(b) < 0 do 
3: b <= b - /5vm + /3v„ 
i M = j) <= arg min lei^Ah)] 
end while 
b ^ b 
return b 
To make a given distribution E-tight, modified discrete E-tightening algorithm is described 
in Algorithm 3. The flow diagram is shown in Figure 4.9. We use (4.44) and the Definition 
4.9 to calculate e(b) and ei(b) on lines 1,2,4,5,8 and 9. 
For the given efficient bit distribution vector b, provided by the algorithm that makes load-
ing efficient, this algorithm aims to convert it into an E-tightened bit distribution bg. The 
total power constraint can be easily converted into an equivalent total energy constraint us-
ing Et = T X Pt- It starts with finding the sum energy S corresponding to the starting 
efficient distribution (line 1). The algorithm then checks in a loop (line 2), if the distribution 
satisfies the Definition 4.12 on page 192 for E-tightness. 
The first condition that needs to be satisfied is that the energy constraint is not violated (line 
3). In this case the maximum saving that can be achieved by unloading a bit is determined 
(line 4). The corresponding 'total energy after the unloading' is determined (line 5) and the 
unloading is performed (line 6). 
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Figure 4.9: Flow diagram for discrete loading E-tightening algorithm 
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The second condition (line 8) checks if the available energy for the loading — S is 
sufficient to accommodate the most efficient loading (that requires minimum energy to load 
a granule of information /3). If this is the case, the channel corresponding to most efficient 
loading is identified (line 9), sum energy is accordingly adjusted (line 10) and the channel 
is loaded (line 11). 
When the definition of E-tightness is satisfied, the while loop ends (line 14) and the cur-
rent distribution is assigned to E-tightened distribution (line 15) which is returned by the 
algorithm (line 16). 
Algorithm 3 Modified Discrete Loading E-tightening algorithm 
Require: Desired bit granularity [3, an efficient bit distribution b and total available energy 
Ex 
Ensure: Returns an efficient E-tightened bit distribution b g 
1: set S = r(b) 
while Ex — S < 0 or Ex — S > min e, (b) do 
~ l<i<K 
if Ex — S < Q then 
10 
11 
12 
13 
14 
15 
16 
n <= arg ^m^[ej(b -
S 5 — e„(b — Pvn) 
b <= b - 3Vn 
else 
if Ex — S > min e / b ) then 
5 <= 5 + em(b) 
b <s= b + Pvm 
end if 
end if 
end while 
b ^ <= b 
return bg 
To make a given distribution B-tight, modified discrete B-tightening algorithm is described 
in Algorithm 4 on page 1 7 1 . The flow diagram is shown in Figure 4 . 1 0 . We use ( 4 . 4 4 ) and 
the Definition 4.9 on page 163 to calculate ei(b) on lines 4 and 8. 
For the given efficient bit distribution vector b, provided by the algorithm that makes load-
ing efficient, this algorithm aims to convert it into a B-tightened bit distribution b^ . It starts 
with finding the sum bit rate c^urrent corresponding to the starting efficient distribution (line 
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Figure 4.10: Flow diagram for discrete loading B-tightening algorithm 
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1). The algorithm then checks in a loop (line 2), if the current bit sum of the distribution, 
^current, satisfies the Definition 4.13 on page 193 for B-tightness, i.e. (^ current = ^ W g e t with 
minimum energy. 
If the current bit sum c^urrent exceeds the target (line 3), we need to unload a bit. In this 
case the maximum saving that can be achieved by unloading a bit is determined (line 4). 
The corresponding bit sum after the unloading is determined (line 5) and the unloading is 
performed (line 6). 
If we have a bit sum that is under the target (line 7) the algorithm attempts to increase the 
bit sum by performing the most efficient loading (that requires minimum energy to load a 
granule of information (3). The channel corresponding to most efficient loading is identified 
(line 8), bit sum is accordingly adjusted (line 9) and the channel is loaded (line 10). 
When the definition of B-tightness is satisfied (^ current = (Vtarget), the while loop ends (line 
12) and the current distribution is assigned to B-tightened distribution (line 13) which is 
returned by the algorithm (line 14). 
Algorithm 4 Modified Discrete Loading B-tightening algorithm 
Require: Desired bit granularity /?, an efficient bit distribution b and a target bit sum t^arget-
Ensure: Returns an efficient B-tightened bit distribution bg 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
s e t ^current = 
w h i l e ^current ^target d O 
if ^current ^ ^target thCll 
M <= arg^m^[ej(b - /?Vj)] 
^current ^current P 
b <^= b - /?v„ 
else 
m<=arg^m^[ej(b)] 
^current ^current "i" 
b <= b + PVm 
end if 
end while 
bg 4= b 
return bg 
These algorithms are used together as shown in Figure 4.7 on page 165. The steps are as 
follows: 
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Path Gain Total Power Noise Variance Spreading Factor Gap 
h PT N G 
Value 1 X 10"® 5x1.0-4 
Watts 
1 X 10"® 7 1 
Table 4.2: Summary of simulation parameters used 
1. Chose any b 
2. Make b efficient with the modified discrete algorithm to make the loading efficient 
described in Algorithm 2 on page 167, resulting in b. 
3. Select the waterfilling criterion. 
• For rate adaptive criterion, E-tighten the resultant b with the modified discrete 
E-Tightening algorithm described in Algorithm 3 on page 169, resulting in bg. 
• For margin adaptive criterion, B-tighten the resultant b with the modified dis-
crete B-Tightening algorithm described in Algorithm 4 on the previous page, 
resulting in bg. 
Results obtained for the discrete bit loading algorithms are presented in the next section 
and are compared with the ideal waterfilling algorithm. 
4.4.2 Results and Discussion 
We compare the performance of continuous and discrete bit loading on parallel channels 
allocated to the user at the cell boundary for a given constrained total power at the base 
station. The simulation parameters used are tabulated in Table 4.2. A number of parallel 
channels are generated using the sequences of random binary values, scaled to ensure unit 
energy for each signature sequence. For an increasing number of parallel channels, the 
system is loaded using the iterative waterfilling algorithm (with 5 iterations) presented as 
Algorithm 1 on page 153. Loading is also performed using the discrete loading algorithm 
presented as Algorithm 2 on page 167 and the result is E-tightened for the available power 
constraint using the Algorithm 3 on page 169. The upper bound is also plotted using 2.56 
page 172 
C H A P T E R 4 : P A R A L L E L C H A N N E L L O A D I N G 
Path Gain, h " 1 .Oc-005: Noise Power. (T - I .Oc-009 Toial Power. I* - 5.0c-004: Spreading Facior, N = 7 
3.5 
o 
_D 
^2.5 
S 2 
L 5 
0 . 5 
iQi 0'. 
•O— W B E B o u n d : K > N 
E q u a l P o w e r : R a n d o m C o d e s 
•®— I W F : R a n d o m C o d e s 
• D i s c r e t e L o a d i n g ( r a t e 1 /2) : G = 1 
10 15 
N u m b e r o f p a r a l l e l c h a n n e l s , K 
20 2 5 
Figure 4.11: Effect of granularity: sum capacity (bits per symbol) versus number of 
parallel channels 
on page 60, for both over loaded and under loaded system. Capacity using eigenvalues of 
the covariance matrix is also plotted for the given set of parallel channels created using the 
random sequences using (3.64). 
The same total power is transmitted over an increasing number of parallel channels and 
it is demonstrated in Figure 4.11 on page 173 that the sum capacity is increased. The 
interference at the receiver for each channel is minimised by the MMSE filter. Using a 
coarse granularity of 1, we have to tolerate a gap between the capacity and the data rate 
achieved with the practical system. However, even with a coarse granularity, we can achieve 
data rates very close to the system capacity achieved when the values for the rate loading 
are from a continuous range. 
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4.5 Granularity and Channel Coding 
In this chapter we have developed generalised discrete loading algorithms for any W-
CDMA system that can support a range of uniformly spaced bit loadings. We have shown 
that the system can be loaded with a discrete granularity to optimise the performance close 
to the waterfilling performance. 
In the next chapter, we would present the practical systems (combining a proposed channel 
coding and interference averaging scheme) that are capable of operating at fractional bit 
loadings, achieving a performance close to the waterfilling performance for the parallel 
channels. There are some important issues related to these schemes that require a further 
modification to the discrete loading process for these coding schemes. In the following 
sections we identify these issues and then present the modified loading approach. 
1. For the results in this chapter a gap value of G = 1 (corresponding to an ideal capacity 
achieving system) is assumed. The proposed and other practical coding schemes have 
a gap value larger than one. 
2. As we would see in the next chapter, when we load the system with fractional bits, the 
gap measure for the coding schemes shghtly varies with the loading on the channel. 
3. The scheme has a set of possible fractional loads. These are not uniformly spaced 
(the granularity is not a constant number p). Rather, we have a set of feasible discrete 
loadings corresponding to these schemes. 
Addressing the first two issues is straightforward. We can either treat G as a variable - a 
function of desired bit loading, G = g{bk) - or we can use the maximum value of gap (the 
worst case scenario is tackled) for an approximate optimum solution. To address the third 
issue we need to use the efficient discrete loading algorithm with slight modification based 
on the work in [66]. We decide which loading is optimum by the comparing the normalised 
incremental energy required to achieve the increment in the data rate. 
Assume that we have a vector of discrete loads, (3 = J 2 , ' ' ' '3r\^ , with R feasible loads. 
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Assume that the elements of the vector are ordered in an ascending order, where /ii = 0 
and /ir < /i^+i • Any loading on a channel k - the A;*'" element of vector b - must be one 
of the elements (identified with an index r&) of the set of feasible rates, i.e. bk = As 
an example we have, f3 = [0,1/8.1/4]^ and b = [1/4,0,1/8,1/4]^. As 63 — 1/8 we 
identify that ra, the position index of 1/8 in the vector of feasible rates, is 2. The definition 
of incremental energy is same as Definition 4.9 on page 163 but is calculated differently as 
no fixed granularity /? exists for these systems. The incremental energy for these systems is 
give as 
efc(b) = e(b + {Prt+i — Prk)'^k) — ^(b). (4.47) 
The current index of the loading at the channel k is r^. The next higher feasible load is 
yS^^+iand the corresponding increase in load on channel k is: 
The modified loading algorithm for these coding schemes are presented next. The schematic 
flow diagram for rate adaptive loading is presented in 4.12 on the following page. Algorithm 
5 presents the rate adaptive loading algorithm. We start with a distribution vector b = 0 
where all channels have no load. This algorithm aims to convert it into an efficient and 
E-tightened bit distribution vector bg. The sum energy corresponding to the starting bit 
distribution of all zeros is 0 (line 1). A loop continues (line 2) until the total energy con-
straint is not violated (at which point the loop breaks). Within the loop, we identify the 
loading that corresponds to the minimum incremental energy per loaded bit (Line 3). Note 
that the net loading in the denominator is calculated using the current index of the loading 
at the channel i, i.e. r,;. The next higher feasible load is and the corresponding increase 
is: Pn+i — ftrr The sum energy is incremented accordingly (line 4). If the constraint is not 
violated (line 5), we load the channel (line 6). If the constraint is violated (line 7), we break 
from the loop (line 8). The optimum loading is assigned (line 11) and is returned (line 12) 
by the algorithm. 
The schematic flow diagram for margin adaptive loading is presented in 4.13 on page 177. 
The margin adaptive algorithm is similar and is presented as Algorithm 6 on page 179. We 
start with a distribution vector b = 0, where all channels have no load. This algorithm aims 
to convert it into an efficient and B-tightened bit distribution vector bg . The sum load c^urrent 
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Figure 4.12: Rate adaptive loading for practical coding schemes 
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Figure 4.13: Margin adaptive loading for practical coding schemes 
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Algorithm 5 Modified Discrete (Rate Adaptive) Loading for proposed coding scheme 
Require: Feasible rate vector /3, the starting point for bit distribution b = 0, total available 
energy Ej-
Ensure: Returns an efficient E-tightened bit distribution bg 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
while loop does not break do 
m <= arg min ,, 
5 <= 5 + e„j(b) 
S < Et then 
b <= b + {(ir,n + l — 
else 
break 
end if 
end while 
bg <= b 
return bg 
corresponding to the starting bit distribution of all zeros is zero (line 1). A loop continues 
(line 2) until the total energy constraint is not violated (at which point the loop breaks). 
Within the loop, we identify the loading that corresponds to minimum incremental energy 
per loaded bit (line 3). Note that the net loading in the denominator is calculated as in rate 
adaptive algorithm. The sum load is incremented accordingly (line 4). If the constraint is 
not violated (line 5), we load the channel (line 6). If the constraint is violated (line 7), we 
break from the loop (line 8). The optimum loading is assigned (line 11) and is returned 
(line 12) by the algorithm. 
4.5.1 Results for Practical Schemes 
The results presented here use feasible rate set and the gap values corresponding to each 
feasible rate in the set. We consider two channel coding schemes (explained in more detail 
in next chapter) which target a packet error rate of 1 x 10"^ with a finite (and equal) block 
length. The schemes have specific gap values that are calculated in the following chapters. 
These parameters are assumed to be known for producing the results in this section and are 
actually calculated in the following chapters. 
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Algorithm 6 Modified Discrete (Margin Adaptive) Loading for proposed coding scheme 
Require: Feasible rate vector /3, the starting point for bit distribution b = 0, required bit 
sum /^ target 
Ensure: Returns an efficient bit distribution 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
c^urrent 0 
while loop does not break do 
m <#= arg min „ 
c^urrent ^ c^urrent Pr„i) 
if c^urrent — t^arget then 
b "^= b + {Prm+l Prm^ r^n 
else 
break 
end if 
end while 
bg <= b 
return bg 
Note that these systems have an upper bound on maximum deliverable rate due to the 
maximum value of the rate in the feasible set. For k channels the maximum rate that such a 
practical system is capable to deliver is KPR where I3R is the largest feasible rate in the set. 
In this work we restrict ourselves within the SNIR region of interest and do not consider 
higher level modulations that can provide a larger value for Br. 
We explain the design of our simulation using the block diagram in Figure 4.14 on the next 
page. We generate the random phases (Block C) and the CDMA sequences (Block E). The 
CDMA sequences have random binary elements in the vector and are normalised to corre-
spond to unit energy signals. Blocks A and I summarise the performance of the channel 
coding scheme investigated. These blocks are simulated in the next chapter and provide a 
performance measure i.e. gap parameter which is used in the chapter. Assuming that chan-
nel parameters (Block F) are known at the receiver the filter coefficients are calculated at 
the receiver end (Block G), Using the inputs from various blocks, the loading algorithm is 
run to provide the power and bit rate (data rate on the channel with a target probability of 
packet error, 1 x 10"'') on each channel. Sum power and sum rate is calculated and plotted 
for an increasing number of parallel channels. 
The general parameters used for the following simulations are shown in Table 4.3 on page 
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Figure 4.14: Simulation design biocli diagram to investigate the performance of par-
allel channel loading 
Path Gain Total Power Noise Variance Spreading Factor 
h PT N 
Value 1 x 1 0 - 5 S x l O r ^ V ^ M i x i c r o 7 
Table 4.3: Summary of simulation parameters used 
Rate PER Block Encoder Iterations Decoder Gap 
Target Size Algorithm G 
Value 1 2 1 x 1 0 - 4 750 [7,5]8 30 BCJR Log-MAP 5dB 
Table 4.4: Summary of simulation parameters used for Turbo Coding 
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Rate PER Block Encoder Iterations Decoder Gap 
Target Size Algorithm O 
I X I 1 X 10"^ 250 X 3 [7. 5]g 6 outer, 5 inner BCJR Log-MAP 3.9 dB 
Table 4.5: Summary of simulation parameters used for PPC scheme 
180. The parameters for the Turbo coding scheme are tabulated in Table 4.4 on page 180. 
Figure 4.15 on page 182 shows the results for the Turbo coding scheme with corresponding 
feasible rate set (using calculated gap values tabulated later in Table 6.5 on page 263). 
The main observation from 4.15a on the next page is that although an ideal system with 
gap parameter 1 shows capacity improvement when multiple parallel channels are used, the 
practical system fails to realise this improvement. The main reason is the large value of gap 
parameter for this scheme does not allow multiple channels to be loaded simultaneously. 
From Figure 4.15b on the following page, we can observe that even for accommodating a 
single channel all available power is used. To reduce the required power to accommodate 
each channel we must reduce the gap parameter of the channel coding scheme (A question 
addressed in the following chapters). 
It should be noted that the results shown for the Turbo code are not the capacity in Shannon 
theoretic sense. It is rather the achieved data capacity (also termed throughput) with a 
practical modulation (BPSK) and coding scheme with a targeted non-zero (though very 
small) error rate (in our case a target PER of 1 x 10^^ is assumed). 
The parameters used for the proposed PPC coding scheme are tabulated in Table 4.4 on 
the previous page.The results in Figure 4.16 on page 183 show the performance for the 
proposed channel coding scheme (presented in the next chapter) that has a reduced gap 
parameter. The corresponding feasible rate set and calculated gap values are tabulated in 
Table 6.6 on page 263. It can be seen that although the upper bound on the maximum rate 
on each channel is tighter (lower maximum rate is possible on each channel) but reduc-
tion in the gap parameter has provided the improvement in sum rate for multiple parallel 
channels. The power graph in Figure 4.16b on page 183 shows that as compared to the 
Turbo scheme, smaller total power is required to achieve the capacity. With a small number 
of multiple parallel channels (i.e. 3) this scheme outperforms the Turbo coding scheme in 
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(a) Capacity with Turbo coding scheme 
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(b) Power with Turbo coding scheme 
Figure 4.15: Performance of Turbo coding scheme with discrete loading on parallel 
channels 
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(b) Power with proposed coding scheme 
Figure 4.16: Performance of proposed coding scheme with discrete loading on parallel 
channels 
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terms of sum rate. Once again, it should be noted that the results shown for PPC scheme 
do not depict the capacity in Shannon theoretic sense but show the achieved data capacity 
(achieved information rate) with a practical modulation (BPSK) and coding scheme with a 
targeted non-zero (though very small) error rate. 
For the dimensionality extension method combined with the proposed coding scheme, the 
performance of discrete loading on parallel channels is shown in Figure 4.17 on the next 
page. These results compared with the corresponding results in Figure 4.16 on the pre-
ceding page show that the dimensionality extension method can achieve capacity approxi-
mately equal to the capacity achieved by the proposed coding scheme with unity gap while 
requiring much smaller sum power. 
The results in Figures 4.16a on the previous page and 4.17a on the following page show 
that the use of the multiple parallel channels does increase the overall achieved data rate 
with practical coding and modulation schemes and a non-zero error target, bringing the per-
formance closer to the WBE upper bound. We observe the fact that the data rates achieved 
with these practical coding schemes are upper bounded by the fact that we constrain our-
selves with the use of the binary transmission (BPSK modulation) system as observed in 
Figure 4.18 on page 186. 
4.6 Conclusions 
When the available total power is distributed over multiple parallel channels the SNIR on 
each channel can go below the required target SNIR. Symbol transmissions can be repeated 
and receiver can add multiple copies to improve the SNIR. Use of parallel channels has a 
potential to increase the sum information rate and repetition of the symbols degrades the 
information rate. In this chapter we have shown that this tradeoff can result in an overall 
increase in achieved information transmission rate. 
To achieve the WBE upper bound on capacity, we can use random signature sequences 
with power control using iterative waterfilling. It is shown that the performance can ap-
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Figure 4.17: Effect of using Dimensionality Extension scheme 
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Figure 4.18: Use of practical channel coding schemes with non-ideal gaps and practi-
cal rates 
proach the capacity upper bound when multiple parallel channels are used. We further 
investigate how these loading approaches can be used for loading channels corresponding 
to a specific channel coding and repeat combination. The results show that these discrete 
loading approaches can also achieve performance close the more theoretical continuous 
loading schemes. Practical gap values for the channel codes presented in the next chapter 
are assumed to be known in this chapter (later calculated in the following chapters). 
It is clear that successful use of the proposed schemes require the full and perfect knowl-
edge of the channel state information at the transmitter end. This requires an efficient and 
delay free (if channel changes quickly over time) feedback channel. Channel estimation er-
rors or the delays in the feedback affect the performance of the optimisation schemes which 
assumes full knowledge of the channel state. Mobility in the system also effects the perfor-
mance as it determines how closely the channel can be tracked and the correct information 
fed back to the transmitter. 
In the next chapter, we present some suitable channel coding schemes that can achieve a 
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required error rate with smaller gap parameter (smaller gap is desirable as it implies higher 
sum capacity for the system). The reduction in gap parameter is achieved using an iterative 
channel decoding scheme. We calculate the gap values for these codes and show that the 
value is smaller than the corresponding value for the conventional channel coding scheme 
to achieve the same packet error rate target. 
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Appendix 4.A Margin Adaptive Waterfilling Algorithm 
Margin adaptive approach has a waterfilling constant satisfying the following equation for 
each used subchannel 
Pk = ^ • (4.48) 
Qk 
Rearranging (4.48) we obtain: 
(4/W) 
= PL50) 
1 ^ 
The bit rate constraint requires 
+ (4.51) 
Substituting (4.50) in (4.51), we obtain 
^ = 2 X ] ( - ^ 0 ) (4-52) 
fe=i 
which can be rearranged to get 
providing the Margin Adaptive constant 
^ InfliGj ' 
We propose the iterative algorithm - Algorithm 7 on page 190 - for margin adaptive power 
allocation in W-CDMA interfering parallel channels based on the presented framework. 
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Note that the superscripts represent the iteration index. 
We can start with an arbitrary power distribution as an example the total power can be 
equally divided in all sub-channels giving = PT/K for all k. To start with, all channels 
are considered to be active (line 1). We iterate for a fixed number of iterations 3 (line 
2) to obtain the waterfilling solution. Each iteration starts with the same number of active 
channels as the last iteration (line 3) and continues in a loop (line 4) until all active channels 
have a nonzero power allocation (where the loop breaks, line 21). 
For every channel (line 5), calculate the filter coefficients (line 6) using the power allocation 
in the previous iteration. Using the power allocation of the previous iteration and the newly 
calculated filter coefficients, calculate the channel SNIRs (line 7). 
Sort the channels (line 9) with the highest channel SNIR indexed as the first channel and 
calculate the Lagrangian constant j? (line 10) using the approach of Cioffi [63] and the 
equation (4.55). Find the power allocation for each channel (line 11-13). 
If the power allocation is zero (line 14), the channel is marked as inactive (line 15) and 
the while loop is reiterated (go to line 5). If power allocation is not zero for any active 
channel (line 17), we break from the while loop (go to line 21). We prepare the variables 
for the next iteration (line 21, 22) and we find the elements of the capacity achieving bit 
distribution vector b (line 24). It should be noted that the indices of the active channels are 
sorted and need to be unsorted (line 25) to properly map to the actual bit distribution vector 
b. 
Appendix 4.B Levin-Campello Discrete Bit Loading 
Optimum discrete loading is an instance of "Greedy Optimisation". The basic concept 
is to tradeoff the load at a channel that require more incremental energy with the load at 
any other charmel that requires lesser incremental energy for same bit granularity. This 
process continues till no such tradeoff is possible. Such algorithms are optimum when the 
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Algorithm 7 Iterative Margin Adaptive Waterfilling Algorithm 
Require: Total bits required b, the channel states hk, noise variance cr ,^ a starting point for 
power and the required number of iterations 3 
Ensure: A capacity achieving minimum power distribution that loads a bit vector b such 
that ^ b = 6 bits 
1: = AT 
2: for 2 = 1 to 3 do 
3: K ' = 
4: while loop does not break do 
5: for k = Ito do 
6: calculate using 
7: calculate using ( 4 . 2 5 ) with Uk 
8; end for 
9: sort channels 0l > 02 > • • • > 0^,: 
l°g2 Bfc 
l/K' 
10: find Lagrange constant = G 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
for k = 1 to do 
find waterfilling power pl = max ^0, ^ j 
end for 
if min pi = 0 then 
AT' = AT' - 1 
continue while loop 
else 
break while loop 
end if 
end while 
= pI, for all k (for the next iteration) 
= K\ (for the next iteration) 
end for 
h k ^ \ log2 for active channels and 6^ = 0 for inactive channels 
unsort the channels 
return b 
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information granularity is the same for all channels, which is the usual case. In Algorithm 8 
we outline the greedy algorithm presented by Levin [64] and Campello [65]. 
For any given distribution vector b, this algorithm aims to convert it into an efficient bit 
distribution vector b. The algorithm finds (line 1) the channel m corresponding to the 
minimum energy required for loading a unit (granule) of information. It also finds (line 
2) the channel n corresponding to the maximum energy saved by unloading a granule of 
information. 
While (on line 3) there is a possibility of a net saving in energy {energy saved is more than 
the energy required), the loading (line 4) and unloading (line 5) is performed and the new 
minimum energy required (line 6) and the maximum energy saved (line 7) are evaluated to 
continue the loop. When no net saving in energy is possible (the breaking condition of the 
while loop), lines 9 and 10 assign and return the required efficient distribution. 
Algorithm 8 Levin-Campello Efficientizing algorithm 
Require: Desired bit granularity /3 and any bit distribution b 
Ensure: Returns an efficient bit distribution b 
m 4= arg min [ei{bi + / i ) ] 
l<i<K 
9 
10 
n <= arg max fe,(ft,)l 
1<3<K 
while Cmibm + P) < 6^(6^) do 
^7Ti. 4 " P 
P 
m <= arg ^mi^[e,:(6j + /?)] 
n <= arg ^m^[ej(6j)] 
end while 
b <=: b 
return b 
For any given bit distribution, we can use Algorithm 8 to convert it into an efficient dis-
tribution. After that, we chose an appropriate algorithm to either obtain a Rate Adaptive 
or a Margin Adaptive solution. In the following we present the corresponding algorithms 
introduced originally by Levin [64] and Campello [65]. 
In order to achieve a rate adaptive efficient bit distribution we need to introduce the concept 
of E-tightness. 
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Definition 4.12. A bit distribution with granularity [3 is said to be E-tight if 
K 
0 < ^ ^ + /)) 
k=l 
In words, the residual energy available after the allocations (the middle term) is less than 
the minimum energy associated with the additional loading using granularity /). E-tightness 
implies that no additional bit of information can be added without violating the total avail-
able energy constraint. 
To make a given distribution E-tight, an E-tightening algorithm is required as presented in 
Algorithm 9 on the next page. For the given efficient bit distribution vector b, provided 
by the algorithm to make loading efficient, this algorithm aims to convert it into an E-
tightened bit distribution b ^ . The total power constraint can be easily converted into an 
equivalent total energy constraint using Et ~ T y. Pj-. It starts with finding the sum energy 
S corresponding to the starting efficient distribution (line 1). The algorithm then checks in 
a loop (line 2) if the distribution satisfies the Definition 4.12 for E-tightness. 
The first condition that needs to be satisfied is that the energy constraint is not violated (line 
3). In this case the maximum saving that can be achieved by unloading a bit is determined 
(line 4). The corresponding total energy after the unloading is determined (line 5) and the 
unloading is performed (line 6). 
The second condition (line 7) holds if the available energy for the loading Et — S is suf-
ficient to accommodate the most efficient loading (that requires minimum energy to load a 
granule of information /?). If this is the case, the channel corresponding to most efficient 
loading is identified (fine 8), sum energy is accordingly adjusted (line 9) and the channel is 
loaded (line 10). 
When the definition of E-tightness is satisfied, the while loop ends (line 12) and the current 
distribution is assigned to E-tightened distribution (line 13) which is returned (line 14) by 
the algorithm. 
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Algorithm 9 Levin-Campello E-tightening algorithm 
Require: Desired bit granularity p, a bit distribution b and total available energy Et 
Ensure: Returns an efficient E-tightened bit distribution b g 
k 1; set the energy sum S = Y^k=i ^k{b 
2: while Et — S < 0 or Et — S > min eAbi + /5) do 
" 1<:<K ^ ^ 
3: if Et — S < 0 then 
4: n <J= arg m^^[ej{bj)] 
5: S S — e„(6„) 
6: bn 4= fejj (3 
7: else 
8: m <:= arg + /?)] 
9: 4= 5^+ Crnibm + /3) 
10: 6m "i" P 
11: end if 
12: end while 
13: bg ^ b 
14: return b^ 
In order to achieve a margin adaptive, efficient bit distribution, we need to introduce the 
concept of B-tightness. 
Definition 4.13. A bit distribution b with granularity /? and aggregate bits per symbol b is 
said to be B-tight if 
K 
b — ^  = t^arget 
k=l 
where btargot the desired total bits per symbol. 
To make a given distribution B-tight, a B-tightening algorithm is required as presented in 
Algorithm 10 on the following page based on the original algorithm proposed by Levin [64] 
and Campello [64] and described by Cioffi in [63]. The targeted bit sum ^target should be a 
multiple of granularity (3, i.e. 6,arget = B6 where B is an integer. 
For the given efficient bit distribution vector b provided by the algorithm to make the load-
ing efficient, this algorithm aims to convert it into a B-tightened bit distribution b^ . The 
total power constraint can be easily converted into an equivalent total energy constraint us-
ing Et = T X Pt us before. It starts with finding the sum bit rate fecun-ent corresponding to 
the starting efficient distribution (line 1). The algorithm then checks in a loop (line 2), if 
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Algorithm 10 Levin-Campello B-tightening algorithm 
Require: Desired bit granularity /3, a bit distribution b and a target bit sum 6target-
Ensure: Returns an efficient B-tightened bit distribution bg 
1 set c^urrent = X]a;=1 
2 while c^urrent 7^  t^arget dO 
3 if c^urrent ^ t^arget theU 
4 n 4= argmaxi<j<x| 
5 c^urrent c^urrent P 
6 bn P 
7 else 
ej(6j -1-8 m 4= argmini<j<K 
9 c^urrent c^urrent "1" P 
10 bm bjYi -|- p 
11 end if 
12 end while 
13 b a <= b 
14 return b g 
the current bit sum 6current satisfies the Definition 4.13 on the previous page for B-tightness, 
i.e. fecurrent = t^arget with minimum energy. 
If the current bit sum c^urrent exceeds the target (line 3), we need to unload a bit. In this case 
the channel corresponding to the maximum saving that can be achieved by unloading a bit 
is determined (line 4). The corresponding bit sum after the unloading is determined (line 5) 
and the unloading is performed (line 6). 
If we have a bit sum that is under the target (line 7) the algorithm attempts to increase the 
bit sum by performing the most efficient loading (that requires minimum energy to load a 
granule of information /i). The channel corresponding to most efficient loading is identified 
(line 8), bit sum is accordingly adjusted (line 9) and loading is performed (line 10). 
When the definition of B-tightness is satisfied (/^ current = target with most efficient energy), 
the while loop ends (line 12) and the current distribution is assigned to B-tightened distrib-
ution (line 13) which is returned by the algorithm (line 14). 
The overall Levin-Campello solution comprises of the same steps depicted in the schematic 
diagram in Figure 4.7 on page 165. 
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We have considered the performance of a system where data is transmitted from the source 
to destination over a number of parallel (possibly interfering) channels. We propose to use 
this transmission policy for the user at the cell boundary. These transmissions are unwanted 
broadcasts for the other users in the system. In a cooperative broadcasting scheme, these 
users intend to detect these interference signals to perform interference cancellation before 
decoding their own signals. This requires error free decoding of the same signal by multiple 
users and retransmission is not feasible to achieve error free reception. 
To provide this error free delivery we can channel encode the data on each channel. The 
decoding process for such a system involves the multiuser detection followed by the channel 
decoding. As many users would need to perform this decoding process, we should aim for 
a low the complexity encoder and decoder scheme. 
An important point to note is that we are focusing on the capacity improvement for the link 
from the transmitter to the receiver assuming that the users are already scheduled in such 
a manner that only one user is at the cell edge and others are relatively closer to the base 
station. Any transmissions over the link to the user at the cell edge, should be appropriately 
encoded to facilitate the successive cancellation at the other users in the cell, if cooperative 
broadcasting approach is desired. 
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To compare feasibility of different coding schemes an important parameter is the gap mea-
sure introduced in section 2.5 on page 58. We need to use a coding scheme that minimises 
the gap measure while providing error free delivery in order to maximise the sum capacity. 
Complexity of a Turbo coding system increases exponentially when the constraint length 
of the codes is increased [67]. Using a low complexity Turbo coding scheme with small 
constraint length constituent encoders, shown in Figure 5.7 on page 211, the gap measure 
has a high value. In this chapter and the next we present a channel coding scheme that has 
the potential to achieve low packet error rates with small constraint length encoders and 
small block sizes keeping the gap measure as low as possible. 
For decoding the proposed code, many decoding modules can work in parallel and can 
potentially interact to improve the performance. The decoder modules can make decisions 
about the transmitted data with certain probability and these probabilistic decisions are 
termed soft decisions. Performance can be improved by exchanging these soft decisions 
between different modules of the proposed decoding system. The iterative decoding is 
followed by final hard decoding of the inner code (the code that is applied first at the 
transmission end and is decoded last at the receiver end) to recover the source data. This 
can further reduce the packet error rate of the system. 
In this chapter we focus on the iterative decoding of the proposed code and then in the next 
chapter we find the improvement in packet error rate achieved by the hard decoding of the 
data provided by the first stage of decoding. The main objective of this decoding process 
is to improve the error performance without increasing the gap measure G. If same error 
target can be achieved using a smaller gap value, it results in higher capacity. 
The rest of the chapter is organised as follows. We present an overview of the system and 
then the model for the channel coding scheme we propose. We identify the need for the 
iterative decoding and present the concept of the Tanner Graph as a tool to understand and 
describe the iterative decoding process. The overview of the iterative process is followed 
by a detailed system model with related assumptions. The iterative decoding process is 
then explained in detail. Results are presented to depict the achieved improvements. An 
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overview is provided how the performance can be further improved by using the methods 
presented in the following chapter. 
We start with the system overview in the next section. 
5.1 System Overview 
We consider the system composed of three main blocks; the transmitter, the channel and 
the receiver. The overview of the system is shown in the block diagram in Figure 5.1 on the 
next page. The top collection of blocks shows the transmitter end and the block on the right 
hand side is the channel. The collection of the blocks at the bottom of the figure represents 
the receiving end. 
The discrete information from the data source is in the form of binary digits (bits). To 
transmit this information over multiple parallel channels the serial stream of bits is con-
verted into K parallel streams of bits. The data stream is then segmented into blocks of 
bits. Each block has the same number of bits and hence all the blocks are of equal size. 
These blocks of data are called the source packets. The proposed Packet Parity Coding 
(PPC) scheme encodes these packets to produce a larger number (larger than the number 
of original source packets) of encoded packets, having the same size. These are called the 
parity packets. Each parity packet is appended with a Cyclic Redundancy Check (CRC) to 
detect the success of packet decoding at the receiver end. The resulting packets are encoded 
using an error correction code, e.g. Turbo code. 
This is a concatenated channel coding scheme with PPC acting as the inner code providing 
the encoded data to the outer code i.e. Turbo code. The encoded binary data, provided 
by the outer code, is converted into a binary antipodal stream of + 1 and —1 for efficient 
transmission over the channel. 
The encoded data stream is spread using the signature waveform corresponding to a partic-
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Figure 5.1: System block diagram focusing channel encoding and decoding 
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ular W-CDMA channel. The spread data streams from all the parallel W-CDMA channels 
are then transmitted on the same analogue channel in the form of a composite signal. The 
analogue channel can further add the additive white Gaussian noise* to the composite signal 
before the signal is tackled at the receiver block. 
The receiver block receives the composite signal and detects the transmitted data. A multi-
user receiver is used to receive the data corresponding to each W-CDMA channel. The 
estimated data for each channel is passed to the channel decoder block. The 'outer code' 
(Turbo code in this case) is decoded first, feeding the decoded data to the decoder of 'inner 
code' (PPC code) to improve the decoding process if possible. After decoding the data, an 
estimate of the transmitted stream is made available to the discrete information sink. 
The system performance can be characterised by performance measures discussed in the 
next section. 
5.2 Performance Measures 
An error in transmission occurs if the estimate at the information sink is different from the 
information source. The performance of an error correction code is usually judged based 
on the bit error rate (BER) and packet error rate (PER) after the channel decoding. A bit is 
termed to be in error if the decoded bit is different from the actual transmitted message bit. 
A packet is considered to be received in error if all the bits in the packet are not same as the 
corresponding transmitted message bits. 
For packet data transmission, PER is the more appropriate criterion for the transmission 
performance rather than the BER. Turbo codes are suited for packet data transmission since 
the error pattern of Turbo decoder is bursty [68] but usually they have an error floor and to 
achieve error free transmission they need to be used with automatic repeat request (ARQ) 
schemes. The authors in [69] present different ways of analysing the packet (frame) error 
rate for Turbo codes. They show that the performance depends on the interleaver design and 
"Interference from other sources can also be lumped with this AWGN component 
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packet (frame) size (larger is better). The packet error of the Turbo code also depends on the 
constraint length of the constituent convolutional codes used and the number of message 
passing iterations between these constituent codes. 
We assume a low complexity encoder as shown in Figure 5.7 on page 211, with constituent 
convolutional encoders of a constraint length of 3 and the generator matrix [7, 5], in octal 
form. We assume random interleaver separating two encoders. The packet error rate for 
using rate half Turbo coding on a given message block is determined using simulation. The 
block is subdivided into smaller blocks and proposed channel encoding and corresponding 
message passing decoding is performed using the same low complexity codes to determine 
the PER. The iterative decoding of the code, to improve the performance, is presented in 
this chapter and the suppression of the error floor, provided by the decoding of the inner 
FPC code, is analysed in the next chapter. 
We compare the different schemes using the gap measure presented by Cioffi in [63]. For 
code rate that achieves the desired error target at Signal to Noise and Interference Ratio 
(SNIR) r , the gap parameter G is given by: 
(5.1) 
Targeting a packet error rate of 1 x 10'* we find the gap from capacity using (5.1) for 
Turbo coding and the proposed message passing between three related packets. We show 
that the gap is reduced by around 1 dB. We also show in the next chapter that the packet 
error rate floor can be further reduced by approximately ten orders of magnitude exploiting 
the structure of an outer code without increasing the gap. 
We introduce the Packet Parity Coding (PPC) system model in the next section. 
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5.3 Packet Parity Coding (PPC) 
A particular PPC encoding scheme encodes V source packets into W parity packets. Each 
parity packet is generated using d different source packets from V. If d is one, the parity 
packet is a copy of one of the source packets. If d > 1, the parity packet is a result of bit-
wise XOR operation - addition over Galois Field of order 2, GF(2) - o n d source packets. 
The source data in V source packets, each of length Mp, is organised in a source data 
matrix^ ~Vmj,xv with source packets as column vectors. The PPC code can be characterised 
using an encoding matrix Wyxiy . This matrix consists of VF column vectors - represented 
as WW - each of length V. Entries in the matrix are from { 0 , 1 } . The indices of ones 
in Wui indicate which columns of matrix V (source packets) should be used to generate 
the encoded packet indexed by w. Hence the full matrix W completely defines the PPC 
encoding scheme. The encoded packets form the ^'columns of the matrix resulting from 
the matrix product [V x W ] ^ Note that the size of each encoded packet (the length 
of each column of the resulting matrix) is the same as the source packets. 
The model in the above paragraph can be explained more easily using a simple PPC code 
example. Assume we label three source packets (V=3) as A, B and C and name our scheme 
as ABC coding scheme. Let each packet contain 250 bits (A/p=250). The source data 
matrix V will be a matrix of binary data with dimensions 250 x 3. If we need to produce 
the parity packets* - A, B, C, A+B, A+C, B+C, A+B+C - the corresponding encoding 
matrix W is given by 
1 0 0 1 1 0 1 
w = 0 1 0 1 0 1 1 • (5.2) 
0 0 1 0 1 1 1 
The first three columns represent the parity packets generated by simply copying the source 
packets. The next three columns correspond to parity packets formed by doing bitwise XOR 
on the 'pairs' of the source packets. For example, the fourth column corresponds to a parity 
packet formed by XOR of the first and second source packet. Last column corresponds to 
1'The product in the subscript of the matrix indicate the matrix size as rows x columns. 
^Here, s y m b o l ' + ' denotes the bitwise modulo two addition or bitwise XOR operation. 
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a parity packet formed by XOR of all three source packets. 
For a channel code, the number of bits transmitted on the channel is larger than the actual 
number of source bits. The ratio of source bits to the transmitted bits is called the code rate 
and is less than unity. Note that the effective code rate of the PPC code will be given by 
For the given example of ABC code, it is It should be observed that although the rate of 
the code is very low, we will show later that the iterative decoding benefits (like reduction 
in gap parameter) overshadow the shortcoming of the low rate of the code. 
We define a PPC coding scheme complete code if all possible unique parities are transmitted 
for the given number of source packets, V. The maximum number of unique parities is 
given by§ 
== , (5.3) 
as we add up all possible ways in which any collection of source packets can be mixed 
to form a unique parity packet. The ABC coding scheme introduced in this section is an 
example of complete PPC code as V = 3 and W = VKmax = 7. If W < we term the 
coding scheme as punctured PPC code. 
5.3.1 The Need for Iterative Decoding 
Channel codes^ are used to make the detection of transmitted data more reliable for the 
given channel. To achieve the capacity derived by Shannon [10] within reasonable decod-
ing complexity, efficient channel codes have been proposed. Iterative decoding has been 
identified as a decoding method that approaches performance close to capacity keeping the 
complexity of decoding within acceptable limits. Capacity approaching codes like Turbo 
(pioneered by Berrou et al. [71,72]) and LDPC (first discovered by Gallager [73] and re-
invented by MacKay [74,75] and Luby [76]) widely use the iterative decoding schemes. 
Turbo codes and LDPC codes can achieve low error rates due to the pseudorandom nature 
of their codewords [77]. 
^Notation (") represents the ways in which r objects can be combined from n objects. (") = 
^A detailed survey on applications and evolution of channel codes can be found in [70], 
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In an iterative decoding scheme, the decoder decisions are iteratively improved by passing 
the information between different modules of the decoder. As the number of iterations 
increases, the performance approaches the optimal decoding scheme. The optimal decoding 
scheme is computationally too complex. We can achieve performance close to optimal 
decoding using the iterative decoding methods that are not as complex as optimal decoding 
scheme. 
The reliability of data transmitted in packets is sometimes increased by using coding schemes 
which operate on packets. One approach is an erasure resilient coding. Fountain coding 
schemes surveyed in [78] are one example. Luby has proposed efficient erasure correcting 
codes (LT codes) in [9] and various variants have emerged [79-81]. The proposed PPC cod-
ing scheme is similar to LT coding scheme in the sense that we use parity packets formed 
by XOR combinations of source packets. They differ from LT codes in two aspects: The 
design is not for erasure correction and therefore does not involve random parity packet 
generation and in contrast to so-called 'rate-less' nature of LT codes they have a fixed pre-
defined rate depending on the parity packets used. 
Another approach to improve reliability of transmitted packet data is to transmit multiple 
instances of the coded data. This requires packet combining approaches at the receiver 
end with various variants like, diversity combining [58] and code combining [82-85]. The 
proposed PPC coding scheme also uses the concept of packet combining while exchang-
ing the information between related packets but it does not consider any retransmission 
request mechanism. Packet combining schemes have been investigated to work with iter-
ative decoding methods as in the work by Stiiber [86]. Some recent literature, by Jenkac 
et al. [87,88], tackles the iterative decoding and packet combining approaches for erasure 
correction and proposes 'Turbo Fountain' and a corresponding iterative decoder. This de-
coder is similar in nature to the decoding scheme we use to pass messages between packets 
related to each other by the PPC encoding scheme. 
In a related investigation by Kahn [6], the suitability of the scheme proposed here is in-
vestigated for erasure channels. The data for the performance of the iterative decoding in 
multiple packet detectors was provided by the author for the investigation purposes. Kahn 
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used the data to analyse the PER of ABC type code and observed that the packet error 
rate on the erasure channel depends on what combination of parity packets is received and 
which multiple packet decoders can be used for the purpose of decoding. In this work, no 
erasures are considered and hence all multiple packet detectors can be used for decoding 
purposes. 
For a PPC decoding scheme the performance improvement (better success rate in decoding 
the source information) can be obtained using the parity packets received at the receiver in 
two different ways. 
1. The channel decoding of related parity packets can be done iteratively to improve the 
error correction performance. 
2. Even if some of the parity packets fail to decode correctly, incomplete combinations 
of the successfully decoded packets are capable of regenerating the unknown source 
packets using simple XOR operations. This brings down the effective 'source packet 
error rate'. 
The second improvement will be discussed and analysed in the next chapter. This chapter 
will focus on the first improvement method. To explain the iterative decoding arrangement 
we introduce the Tanner Graphs in the next section. 
5.3.2 Use of Tanner Graph 
Tanner considered how a generalised Low Density Parity Check (LDPC) code can be effec-
tively represented by a bipartite graph now called a Tanner Graph [89]. This graph provides 
a complete representation of a code and helps in describing the decoding arrangement. A 
bipartite graph, like a Tanner graph, is a graph (nodes connected with edges) in which the 
nodes can be divided into two types and edges may only connect nodes of different types. 
In a Tanner graph these two types are termed as variable nodes and check nodes. 
Gallager, in [73], introduces the LDPC codes and provides a near optimal decoding algo-
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Figure 5.2: Tanner Graph for full ABC code 
rithm now called the message passing algorithm (MPA). The algorithm iteratively estimates 
the variable nodes in a Tanner graph by exchanging messages at the check nodes. We will 
use the Tanner graph and message passing approach of MPA to describe our iterative de-
coding scheme. 
The Tanner Graph corresponding to proposed ABC coding scheme is presented in Figure 
5.2. Variable nodes are represented with a circle and check nodes are represented by a 
square with a plus sign inside it. It can be seen in the diagram that the variable nodes are 
the parity packets in our case. The variable nodes corresponding to parity packets formed by 
single source packet, d= 1, are copies of the source packets to be decoded. In the presented 
diagram these nodes are drawn below the row of check nodes and the other variable nodes 
for which d > 1 are drawn above the row of check nodes. 
A check node in a Tanner Graph is a connection point for related variable nodes (parity 
packets). A group of packets is connected to same check node if they satisfy the following 
relationship. Each of the packets in the group can be obtained as a result of the XOR 
operation of the rest of the packets in the group of related packets. In other words, each 
packet forms a check for the rest of the related packets explaining the term 'check node'. 
Consider a check node connecting packets A, B and A + B drawn in Figure 5.3. Taking the 
XOR of any two of the connected packets yields the third, such that the information about 
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Figure 5.3: The check node joining A, B and A + B 
any two can be used in the detection of the third packet. In terms of the Tanner graph in the 
figure, the information about any two neighbours" can be used to provide the information 
for the leftover third neighbour of the check node. 
The possible message flows are shown in three diagrams in Figure 5.3. The first flow 
originates from the definition of A + B as this packet is the result of XOR of information 
bits in A, B. The other two message flow diagrams result from the property of XOR 
operation: the result for XOR of B and A + B is the third related packet A and similarly 
the XOR of A and A + B results in packet B. 
The message flow diagrams indicate how the available information about some variable 
nodes can help in guessing value of some other variable nodes. We use these multiple mes-
sage flows to iterativeiy improve the performance of our decoding scheme. For example, 
information available for A and B can provide some information for A + B and then A + B 
can use this information with information about A (or B) to provide information about B 
(or A). This process can be iterated to improve the decoding performance. 
In our case each of these check nodes correspond to a proposed 'multiple packet detector'. 
These check nodes (or multiple packet detectors) are identified for full ABC code example 
and are tabulated in Table 5.1 on page 219. In the figure, two different types of check 
nodes can be identified. Some connect three and others connect four packets. It should also 
be noted that the final objective is to decode the variable nodes drawn below the row of 
"The variable nodes connected to the same check node are termed as check-node neighbours. 
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check nodes. Any check node that does not connect to these packets (e.g. decoder 7) can 
help improve the decoding of connected parity packets but does not yield any useful source 
packet. 
These check nodes and the possible message flows between the packets connected to same 
check node, form the main building block for the iterative decoding of outer and inner chan-
nel code to improve the decoding performance. We provide an overview of this iterative 
message exchange in the next section. 
5.3.3 Overview of Message Passing Scheme 
We select the PPC parity packets that are connected to a single check node to improve the 
decoding process of each of these packets using decoding information from the other con-
nected packets. In Tanner graph terms, the messages are exchanged between the variable 
nodes connected to the same check node to improve the estimate for all connected variable 
nodes. 
Before presenting the overview, we need to define the term log likelihood ratio (LLR) and 
its variants - a priori, a posteriori and extrinsic LLR. Let the A represent the a posteriori 
and the A represent the a priori LLR information for the quantity within the braces that 
immediately follow the symbol. The a posteriori LLR is calculated for each bit h (using 
some algorithm that considers the code structure and determines the probability of either 
+ 1 or a —1 was transmitted given what sequence of data is received at the receiver) using 
some input signal r{t) (or equivalently some corresponding estimates of received signal as 
identified later in the chapter), as 
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Using Bayes rule this can be rewritten as 
A(6)^^]og P{r(t)|6 = +1} P{6 = -H1} P{r ( t ) |6=-1} ^ { 6 = - ! } ' (5.5) 
where the first term in (5.5) indicates the extrinsic LLR provided by the decoding as it 
purely depends on the received vector and does not get affected with the second term i.e. a 
priori LLR provided by the external sources. The second term represents the a priori 
LLR which is either zero (at the beginning of the iterative process) or obtained from the 
extrinsic information generated by the other sources in some previous iteration. Note that 
the superscript j; in the second term indicates the quantity obtained in the previous iteration 
of the iterative process. 
Consider the check node that connects three variable nodes .4, 1^ and A + B alongside 
the overview diagram for the corresponding iterative multiple packet decoder shown in 
Figure 5.4. We have three component decoders to operate in parallel on the input LLR of 
the systematic bits corresponding to each packet in order to improve the LLR estimate. The 
output from any two component decoders can be passed on to the third component decoder 
to help it in the process of improving its LLR estimate of the data. This process can be 
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iterated to improve the output LLR for all three packets. 
To see how a component decoder (within a multiple packet detector) is organised to provide 
the improved extrinsic LLR using the input a priori LLR from many sources, we consider 
the overview in Figure 5.5. At the heart of the component decoder lies the Turbo Decoder 
module. Turbo decoder can use the a priori LLR obtained form the multiple sources (chan-
nel and other related packets) and can appropriately combine them to calculate the a priori 
LLR for the packet being decoded. This a priori LLR is used by the component MAP de-
coders in Turbo code to generate the a posteriori LLR which is used to make hard decisions 
as 6 = sgn(A(6). Given that CRC bits are transmitted with each packet, these can be used 
to check the detection success. If the detection is successful, the a posteriori LLR can be 
modified to incorporate the additional information provided by the CRC (the lower branch 
of the output in Figure 5.5) as follows. 
10" • sgn(A(6)) if successful CRC 
A(6) otherwise 
(5.6) 
If the detection process is not successful, the extrinsic information is calculated using (5.5) 
and provided as the output. 
In either of the above two cases, the extrinsic information is passed on to two other compo-
nent decoders for their use. This process continues iteratively to improve the estimates for 
all three component decoders. In addition to the iterations between the packets, the Turbo 
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Figure 5.6: Summary of notation and LLR symbols 
decoder also iterate between the two constituent convolutional codes (for a fixed number of 
iterations in this work) to improve their decoding success. 
Before we move from this general overview to a more detailed explanation of the system, 
a detailed model and corresponding notation and assumptions are presented in the next 
section. 
5.4 System Model 
Throughout the following discussion it will be useful to quickly check a particular notation 
against the notation legend shown in Figure 5.6. 
To refresh and introduce some notation we recapture the description of the encoding process 
at the transmission end and add more details. For V source packets we can generate W 
parity packets. Each parity packet is produced by doing XOR operation on the bits of a 
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specific selection of source packets. The size of the generated parity packet is the same as 
any source packet. Each source and parity packet is appended with its CRC making the 
packet size Tl/p. As we have W encoded packets, for a channel k and packet index w, the 
packet is represented with the source data frame** = {du,,t[0], • • • , —1]}- The 
index i is used to represent the bit position for each bit, dyj^k[i]-
We encode each of these blocks using Turbo coding. We assume a parallel concatenated 
convolutional (PCC) Turbo encoder [54,90] that consists of two constituent convolutional 
encoders linked with a random interleaver as shown in the block diagram in Figure 5.7. 
The bits of each parity packet are also interleaved relative to the other parity packets using 
the corresponding interleaver All constituent encoders are assumed to start at zero state 
and the first encoder is assumed to terminate at zero sate. 
Let M H } denote the concatenation of systematic bit 
and output parity bits for encoder 1 and 2 respectively for each input bit To obtain 
'No te the notation used for the data frames is the small case letters with hat symbol d, x and b 
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Figure 5.8: Transmission of data over parallel channels 
a desired code rate, we puncture the data {xw,k[']}i% ^ &nd map the bits to the output 
bit-frame. For each block, the output bit-frame of the punctured data is denoted by 
^^w,k ~ • ^>w,k[^^p 1]}: 
where 71/p is size of the turbo encoded (and punctured) block. Note that the last // bits 
of fC.fc are the termination bits to terminate the first constituent decoder in the zero state, 
where u is the number of shift registers in the first constituent encoder [90]. 
The frames corresponding to all parity packets are concatenated to obtain a frame of length 
A] = W X Mp given by 
bk — • ' ' • ' ' • bw.k} • 
For any index i, where 0 < i < M — 1, corresponding to a discrete time epoch, we collect 
K bits, to be simultaneously transmitted over K parallel channels, into a vector: 
b[t] = KM-. ••• • (5.7) 
as depicted in Figure 5.8. The subscript to can be dropped for simplifying the notation . 
These bits are spread and transmitted on the same physical channel in the form of a continuous-
time waveform which is corrupted by the additive white Gaussian noise (and interference 
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from other unknown sources) and the corresponding received signal is modelled as [30]: 
K M-1 
r{t) = ^ak'^bk[i]skit - iT)+ n{t), 0<t<MT, (5.8) 
k—1 i=Q 
where M is the number of data bits in the data frame of interest (W parity packets of PPC 
code); T is the symbol period; is the normalised signalling waveform for channel k; 
is the received signal amplitude; n is the additive white Gaussian noise with power spectral 
density cr^ . It is assumed that the symbols in the frame bk are independent and equiprobable 
± 1 random variables and the streams on different channels are independent. To ensure the 
independence of bits in a stream on each channel, at least for short blocks corresponding to 
the code memory, we use random interleavers. 
We assume a direct sequence spread spectrum system model described in detail with related 
assumptions in section 2.1 on page 37. 
At the receiving end the signal is filtered using a chip matched filter and sampled at the chip 
rate. The resulting discrete time signal corresponding to the symbol is then given by 
K 
rH = ^ akbk[{\sk + (5.9) 
k=l 
= SAb[ i ]+ n[i], (5.10) 
with S, A and n defined earlier in Section 2.1 on page 37 and b[%] is defined as in (5.7). 
Suppose that we are interested in detecting the data bits of a particular channel, say k. This 
implies that we need to estimate {bk[i]}iio^ based on the received vectors \ To 
suppress the interference signals (all signals intended for channels other than k) we use a 
linear receiver filter that can be described by a weight vector ojk € . 
. 2:fc[j] = a;fr[ i ] (5.11) 
The resulting scalar output (with some residual interference in it) is used to detect the signal 
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according to 
= sgii{zfe ['/:]}. (5.12) 
where sgn{zfe[v;]} is defined as 
+ 1, forzk[i]>0 
sgn{2fc[i]} = { (5.13) 
-1, for2fc[ i ]<0. 
We assume that the receiver uses the MMSE filter coefficients as calculated in section 2.3. 
We also assume that the transmitter performs the power control to ensure that the SNIR at 
the receiving end is equal to a target r^ . The receiver has the knowledge (or the capabil-
ity to estimate as shown in the following discussion) the variance of combined noise and 
interference signal in the frame of estimates • These estimates are now used to 
decode the channel coded bits at the receiver. 
The variable Zk[i] acts as the noisy (incorporating the interference as well) estimate of 
the transmitted bit bk[i]- The authors in [8] observe that the distribution of the residual 
interference (the second factor in (2.21))and the AWGN noise at the output of the MMSE 
linear filter is well approximated by a Gaussian distribution. Based on this observation we 
consider Zk as the output of an additive white Gaussian noise channel whose input symbols 
are hk[i]. The equivalent model is given by 
(5.14) 
where /i^ is the equivalent amplitude of the transmitted symbols and rjk ~ A/^(0, ul) is 
equivalent noise sample which is Gaussian distributed with mean 0 and variance We 
use the equivalent amplitude (/if) and the interference variance {vl) of this equivalent signal 
model for the filter output Zk [?] to generate the LLR for the decoded bit as follows (subscript 
d identifies that the LLR is provided by the multiuser detection). 
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— 2 . 1 
( 5 . 1 7 ) 
The equivalent amplitude and the interference variance of the filter output are defined re-
spectively as: 
(5.18) 
^^T/ar{z&} (5.19) 
We now show how to obtain these quantities in our system setup. The outputs Zk[i] of all 
the bits in the same frame of data are used for the evaluation of the equivalent amplitude 
and interference variance. If sign of Zk\i] correctly estimates (or follows) the sign of bk[i] 
(at least for most of the cases), then the mean fik can be approximated as 
(5.20) 
As SNIR at the output of multiuser receiver for channel k is defined as 
SNIRfc A (5.21) 
var{z&W} 
This implies 
(5.22) 
(5.23) 
" SNIRfc 
Using power control at the transmitter we ensure that a certain SNIR is maintained at the 
filter output of each channel i.e. 
SNIRfe = Tfe. (5.24) 
Substituting 5.24 in 5.23 we obtain 
<4 = (5.25) 
1 k 
The above equations are used with ( 5 . 1 7 ) to obtain the soft output from the multiuser detec-
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Figure 5.9: Identifying the estimates corresponding to each packet from the full frame 
of estimates 
tor which is then passed over to channel decoder for improving the detection performance. 
After all the bits corresponding to a frame containing all parity packets have been esti-
mated using the multiuser detection and the corresponding LLRs have been calculated, we 
need to identify the estimates corresponding to each sub-frame representing a parity packet. 
Consider the diagram in Figure 5.9. As the full frame of estimates is represented by 
% ~ • • • : ^w,kt ' ' ' • 
For the given full frame of length M we identify each sub-frame with a corresponding 
subscript w. We can identify the corresponding estimates for each bit in the received sub-
frame £„ from the full frame of M estimates as 
ZwA''] = + {w - l)Mp], i = 0, • • • , Mp - 1. (5.26) 
Using these estimates with calculated variables, fik and Uf, for the corresponding full frame, 
we can calculate the LLRs of the bits of each parity packet w as using (5.17). 
The relation is given by 
9// , . 7... [vl 
(5.27) 
We now focus our discussion on the single desired channel (as the channel decoding process 
is same for each channel) and drop the channel index k for further discussions to simplify 
the notation. 
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Figure 5.10: Block diagram of the receiver for one channel 
In the next section we describe how these LLRs are used by the two (outer and inner) 
channel codes - the Turbo and the PPC code - to iteratively decode the information symbols 
by exchanging the LLR information. 
5.5 Iterative Channel Decoding 
Figure 5.10 shows the setup for a single channel in more detail. This figure highlights 
how the two channel decoders can interact with one another to exchange the soft decoding 
information. 
Based on the factor graph, the parity packets connected to the same check node are selected 
for iterative decoding and are taken into a multiple packet detector. Using the definition of 
a posteriori LLR given in (5.4) and the estimates of the transmitted signals we formulate 
the a posteriori LLR for our problem. We use a MAP algorithm and the structure of the 
constituent codes along with the relation between the packets connected to same check node 
(defined in section 5.3.2) to determine the probability of either + 1 or a —1 was transmitted, 
given the related frames of the estimates of the transmitted signals. Let JF denote a set of 
packets connected to same check node of the tanner graph introduced in section 5.3.2. The 
concatenation of related frames of the estimates of the transmitted signals, i.e. {zf\f G J^} 
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is denoted by zjr and for a given parity packet w, the corresponding detector and T can be 
identified from Table 5.1. The a posteriori LLR is calculated for each bit and is given 
as 
Using Bayes' rule, this can be rewritten as (similar to (5.5)) 
^ ^ ^ "N/-
A(fe,„[i!) AP(b,„[i]) 
where the first term in (5.29) indicates the extrinsic LLR provided by the decoding of the 
code as it purely depends on the received vector and does not get affected by the second 
term i.e. a priori LLR provided by the external sources. The second term represents the a 
priori LLR which is either zero (at the beginning of the iterative process) or obtained from 
the extrinsic information generated by the other related sources in some previous iteration. 
Note that the superscript p in the second term indicates the quantity obtained in the previous 
iteration of the iterative process. 
Many multiple packet decoders can run in parallel as shown in the diagram. Possible mul-
tiple packet detectors for full ABC code (each corresponding to a check node in Figure 5.2 
on page 205) are identified in Table 5.1 on the following page. 
The first block in the table presents the decoders involving only three packets and the sec-
ond block identifies the detectors involving four packets. Decoder 7 can only improve the 
chances of success of each involved packet but cannot recover any source packet on its own. 
Implementation of each multiple packet detector contains multiple Turbo decoders called 
the component decoders in the overview diagram in Figure 5.4. Each component decoder 
(mainly a Turbo decoder) takes multiple inputs. One input is the LLR provided by the 
multiuser detection and the other inputs are the extrinsic LLR provided by the other packets 
connected to the same check node. These are appropriately combined and used as the a 
priori LLR by the component decoder to decode the bits. The a posteriori information at 
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Table 5.1: Iterative Multiple Packet Detectors 
3-Packet Detectors 
Number Connected Packets T 
1 A B A + B {1,2,4} 
2 A C /1 + C {1,3,5} 
3 B C B + C {2,3,6} 
4 A B + C A + B + C {1,6,7} 
5 B A + C A + B + C {2,5,7} 
6 C A + B A + B + C {3,4,7} 
7 ^ + g v4 + C B + C {4,5,6} 
4-Packet Detectors 
Number Connected Packets T 
8 B C A + B A + C {2,3,4,5} 
9 A C A + B B + C {1,3,4,6} 
10 A B v4 + C B + C {1,2,5,6} 
11 A B C A + B + C {1,2,3 ,7} 
the output of each Turbo decoder is converted to extrinsic LLR to be passed on to the other 
Turbo decoders for the packets connected to same check node. This process can be iterated 
to improve the performance. 
In addition to this outer iteration loop, each turbo decoder contains two MAP decoders 
that can iteratively exchange the LLR information for a number of iterations improving the 
Turbo decoding performance before delivering the output and the extrinsic information for 
the outer iteration between component decoders in a multiple packet detector. 
In the following section we present how we can process the LLRs from multiple packets 
connected to a check node to estimate the LLR for one of the packet connected to the same 
check node. We call this process LLR processing. We will then describe how the processed 
LLRs are combined with the LLRs received from the multiuser detector to decode the Turbo 
code of each packet. 
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5.5.1 LLR processing 
For the multiple packet detector, the information from multiple Turbo decoders must be 
combined and passed to other Turbo decoders. A method for combining the generated 
LLRs, based on the techniques used in the decoding of LDPC codes is explained. 
In the decoding of LDPC codes [91], given that there are multiple bits connected to the 
same check node, the extrinsic LLRs from some of these bits are used to generate an a 
priori LLR for another bit. Similarly, in the multiple packet decoder, which corresponds to 
a single check node, using the extrinsic LLRs for some packets connected to a check node, 
it is possible to obtain a priori LLRs for the bits of another packet connected to the same 
check node. Applying this principle to the check node connecting packets A, B and A + B 
as an example, we consider how to obtain a transformational from the extrinsic LLRs for 
the systematic bits of packets A and S to an a priori LLR for the systematic bits of packet 
A + B. 
( \ 
/\c,PPc(z^+B) = log + j 
where the notation represents the LLR obtained from the channel code of packet A 
for the systematic bit (indicated by the zero in the superscript of symbol x) in the previous 
iteration (indicated by p in the superscript of lambda). Similarly, this can be applied to 
generate a priori LLRs for packets A and B. 
Having generated these a priori LLRs, they are then passed as inputs to the respective 
Turbo decoders. These Turbo decoders are operated iteratively, improving the decoding 
performance with each iteration. 
This approach can be generalised and applied to the four-packet detectors. Hagenauer, Offer 
and Papke [92] show that in general, given that a check node has a set of connections, T , 
the a priori LLR to be passed out to connection w ^ !F is given by the following expression 
^^The detailed derivation can be found in [92] summarised in Appendix 5.A on page 231. 
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Figure 5.11: Three Packet Decoder 
(the notation represents the set T excluding w)\ 
= - 2 arctanh f tanh^AP(.r^)^ ( 5 . 3 1 ) 
This equation can then be used as an LLR transformation for the detectors involving any 
number of packets. For the case where T has three members, this equation reduces to 
equation (5.30). 
From now on we will use a special algebra, as in [92], for the log likelihood ratios A(.r): We 
use the symbol ffl as the notation for the addition defined by (all subscripts and superscripts 
are dropped as the definition is general) 
A(zi) a A(z2) A A(a;i + 3:2), ( 5 . 3 2 ) 
where the + sign on right hand side represents XOR operation on (or modulo 2 addition of 
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the binary value of) the bits. The additional rules are; 
A(.X) FFL ± 0 0 = ± A ( . T ) ( 5 . 3 3 ) 
A(A;) M 0 A 0 ( 5 . 3 4 ) 
The notation for algebra on more than two LLR values is extended as 
]>E& A(%Y) A ) ( 5 . 3 5 ) 
/=i \ /=i / 
= - 2 arctanh ^ j Q t a n h ^ ^ ^ ^ ^ j ^ , ( 5 . 3 6 ) 
where the summation sign represents the modulo two sum of F binary symbols and the 
summation sign with 'a box and plus sign in it' represents the algebraic combination of the 
corresponding LLRs to obtain the LLR of the XOR of all these symbols. 
For our case, we use this notation to find the LLR for a packet, processing LLR of all 
attached packets to a check node leaving the one for which we intend to estimate the LLR. 
Given that a check node has a set of connections, T , the a priori LLR estimate to be passed 
out to connection w ^ T given by the following expression (the notation represents 
the set !F excluding w)\ 
AC(2:%) = ]>B:I AOCF). ( 5 . 3 7 ) 
In the next section we describe how the Turbo decoder in each component decoder of a 
multiple packet detector uses this LLR processing to improve the decoding performance 
and generate the extrinsic LLR for the other component decoders. 
The overview of a three-packet detector is illustrated in Fig. 5.11. The check node con-
necting the parity packets - indexed with u,' = 1, 2,4 - is considered as an example. Each 
message block is interleaved before Turbo encoding of the data using a random interleaver 
at the transmitter end. For exchanging the information for the message bits, corresponding 
de-interleavers (H"^) are used at the receiver end, where needed. The extrinsic LLR infor-
mation is exchanged between the Turbo decoders of the multi-packet detector for a fixed 
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number of iterations and then a posteriori LLR is passed out for decisions. The operation 
of each of these Turbo decoders is explained in the next section. 
5.5.2 Turbo Decoder Description 
For the notation in this section the reader is referred to the legend presented in Figure 5.6 
on page 210. 
Each packet in a multiple packet decoder is decoded using the Turbo decoder. The a poste-
riori LLRs are used to generate the extrinsic LLRs passed on to the related Turbo decoders 
where these are appropriately combined using the method in the last section to provide the 
a priori LLR for the next iteration. The implementation of each Turbo decoder and how it 
uses the a priori LLR from different sources to produce the a posteriori LLRs is presented 
next. 
Given the a priori LLR obtained from the channel for each message and parity bit, the 
Turbo decoder provides an estimate of the a posteriori LLR for these bits using the code 
constraints. The decoder may also be provided with a priori LLR for each message bit from 
sources other than the channel. 
Consider the block diagram in Figure 5.12 on the next page. The Turbo decoder comprises 
two constituent convolutional decoders, which are assumed to have perfect knowledge of 
the generator polynomials used at the encoder end. Each of these decoders uses the mod-
ified BCJRW (Log-MAP) algorithm for decoding, as described by Ryan in [90] and Wang 
and Poor in [30]. 
We identify two types of Turbo code bits: the systematic or message bits represented with 
a 0 in the superscript of the term inside the brackets, following the LLR symbol, and the 
Turbo code parity bit represented with a 1 (or 2) in the superscript of the corresponding 
term. 
MOriginally proposed by Bahl, Cocke, Jelinek and Raviv (BCJR) in [93]. 
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Figure 5.12: Block Diagram of Turbo Decoder 
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There are two map decoders. Each decoder is termed as an auxiliary decoder with respect to 
the other. For every message bit, the two MAP decoders generate a posteriori LLRs based 
on the code structure for the convolution code corresponding to each decoder and the input 
provided to them as the a priori LLR. We represent the a posteriori LLR by Ac,i ['/']) and 
Ac,2(a;° [?]) and the input a priori LLR by Ac,i(a;° [i]) and Ac,2(a;° [i]). We obtain a priori 
LLR from three main sources; 
1. Multiuser detection, 
2. Auxiliary decoder, 
3. Other Turbo decoders in the multi-packet detector. 
In the first iteration, the only source of a priori LLR is from the multiuser detector and 
all other sources of a priori LLR are initialised to zero. In the subsequent iterations, the 
extrinsic information from the auxiliary MAP decoder is combined with the LLRs coming 
from two other sources; LLRs from the other Turbo decoders operating on the packets 
connected to same check node and the LLRs from the multiuser detection. Hence the a 
priori LLR (for message bits) for each MAP decoder in subsequent iterations is calculated 
as: 
[i]) = [i]) + A, ( I» . [ . : l ) + G I ( 5 . 3 8 ) 
III) = + J A A ? ( 4 [ , : ] ) ( 5 . 3 9 ) 
As mentioned before T represents the set of parity packets connected to the check node 
and the notation represents the set T excluding w. 
The extrinsic LLR passed from one MAP decoder to the other constituent MAP decoder is 
calculated as; 
- Ac,2(1° H) - (5.40) 
Ac,i2(X° [i]) = A,,i(a;° [z]) - Ac , i« [ i j ) . (5.41) 
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The LLRs for the Turbo code parity bits are obtained directly from the multiuser detection 
module, Ac.i(:/4H) = (•'^ 4['']) and If the corresponding Turbo 
code parity bit is not transmitted due to puncturing, the LLR is set to zero as no information 
is available for this bit from the channel or Multi User Detector (MUD). 
After fixed number of iterations, the a posteriori LLR of the message bits generated by 
the second decoder, Ac,2( f'° [«]), is set as the a posteriori LLR for the Turbo decoder, 
Ac ['/']) = Ac,2 (z° ['/]). The LLR provided by this decoder to the other Turbo decoders 
as extrinsic LLR is calculated as 
(3:° = Ac,2 (z° [z]) - I Ad(z° ^ AP(z^ ) j , (5.42) 
\ / 
and can be used to generate a priori information for the other Turbo decoders for the packets 
cormected to same check node. 
After a fixed number of these message passing iterations, the a posteriori LLR Ac (.T° [i]) for 
each message bit can be used for hard decisions followed by PPC hard decoding (described 
in the next chapter). 
5.6 Results for Iterative Channel Decoding 
A simulation experimentwas carried out to evaluate the performance of channel decoding 
scheme with multiuser detection and power control that ensures a specific SNIR at the in-
put of the channel decoder. The simulation design is shown in the form of a block diagram 
in Figure 5.13 on the following page. The data from the binary source is converted into 
parallel streams of data, each corresponding to the data over a parallel channel. The data is 
segmented into packets (size 250 bits). In Block A^ and At the raw packet data is passed 
through the inner (PPC) and outer (Turbo) channel encoding. In block D, amplitudes (pow-
ers) on each channel are controlled (using ( 4 . 1 6 ) ) to achieve the desired SNIR on each 
channel at the receiver end within the total power constraint of = 5 x 10"^. It is ensured 
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Figure 5.13: Simulation design for evaluating the performance of channel coding 
schemes 
Rate PER Block Encoder Iterations 
Target Size 
Decoder 
Algorithm 
Gap 
G 
I 1x10-4 750 [7,5]8 30 BCJRLog-MAP 5dB 
Table 5.2: Summary of simulation parameters used for Turbo Coding 
that the parallel channels used provide a power solution with all positive entries in power 
vector with the sum of power entries within the constraint. In block E, the data is spread 
using the random signature sequences (normalised for unity power). The composite signal 
is transmitted over the channel simulated in Block F with path gain h = 1 x 10"^ and addi-
tive white Gaussian noise of variance <7^  = 1 x 10"®. The data is despread (Block G) using 
an MMSE filter and SNIR of estimates is calculated. This soft information is provided to 
the decoder blocks Ib(for outer code) and I„(for inner code) respectively. Iterative decoding 
is performed on the two channel codes and the output of detected packets is compared with 
actual transmitted data to estimate the packet error rates. Finally as part of the simulation 
experiment we vary the target SNIR as an independent variable for each channel coding 
scheme and then find the packet error rate using the above simulation setup. 
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The parametersfor the Turbo coding scheme are tabulated in the Table 5.2 on page 227. 
The scheme is compared to the performance of iterative decoding on the three packet check 
node. The parameters corresponding to this coding scheme are tabulated in Table 5.3. 
The performance of the iterative channel decoding on a single three packet check node is 
determined using a simulation experiment. For turbo encoding we use two constituent Re-
cursive Systematic Convolutional (RSC) encoders separated by a random interleaver (Fig. 
5.7). Both encoders use the generator polynomial [7, Sjg (in octal form) with a constraint 
length of 3. We use puncturing to achieve a rate | Turbo code. The information block size 
is taken to be 750 bits corresponding to three PPC source packets A, B and C in the ABC 
code, each of the size 250 bits, i.e. Mp = 250 bits and Mp = 500. For a fair comparison, 
when Turbo coding is used without PPC, we use the message block size of Alp = 750 bits 
and Mp — 1500 bits for all three source packets encoded as a single packet (Turbo perfor-
mance is better with larger block sizes). Note that for Turbo 30 iterations are performed and 
for iterative decoding 6 Turbo iterations and 5 message passing iterations are performed. 
For different SNIR values at the input of the channel decoder (ensured using the power 
control at the transmission end), the PER performance of a three neighbour check node (a 
multi packet decoder connecting three packets, like decoder 1) is determined. 
The results are shown in Figure 5.14. For a target packet error rate of 1 x lO""*, the target 
SNIR (F) is approximately 1.55 dB for rate | three packet check node (A and B with 
third redundant packet A + B and each encoded with rate | code, rate (?'c) is | x | i) . 
This corresponds to a gap of 3.9 dB calculated using (2.73). The corresponding gap for the 
Turbo code (rate r^ , = target SNIR F = 5 dB) is 5 dB, calculated using the same equation 
i.e. (2.73). We can achieve a reduction of around 1 dB in this case. We next show that using 
the multiple packet detectors, and performing the so-called hard decoding on the structure 
of the ABC codes, we can bring down the packet error rate floor without increasing the gap. 
Rate PER Block Encoder Iterations Decoder Gap 
Target Size Algorithm G 
I 1 sx 1 n - 4 
3 1 X 10 250 x 3 [7, 5]s 5 outer 6 Turbo BCJR Log-MAP 3.9 dB 
Table 5.3: Summary of simulation parameters used for 3 Packet Check Node with 
iterative decoding 
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Figure 5.14: Packet error rate performance of iterative message passing (MPA) de-
coding on a check node of three packets compared to normal Turbo decoding 
After the first stage of decoding is finished, we can further exploit the XOR relations be-
tween the parity packets to decode the required message/source packets. This is called hard 
decoding of PPC codes and its performance is evaluated in the next chapter. 
5.7 Conclusions 
As can be seen from (2.74) on page 67, smaller gap parameter can improve the achieved 
system capacity for the given total power and a channel coding scheme used. This chapter 
has proposed a channel coding scheme capable of achieving very low packet error rates. 
A corresponding iterative decoding algorithm brings down the gap value and it was shown 
that about 1 dB improvement in gap parameter can be achieved for a low packet error rate 
target of 1 x 10 - 4 
The proposed coding scheme tends to increase the complexity of the encoding and decod-
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ing arrangement and introduces some delay as the coding rate is lower and more processing 
is involved in correctly decoding the data. More hardware (for operating the multiple de-
tectors and constituent decoders in parallel) and processing power is required. Interleaving 
the message bits also requires a fixed delay in the reception of the data. 
The proposed coding scheme and the conventional Turbo coding exhibit an error floor. 
The value of the gap parameter increases when we target very low packet error rates. In 
the following chapter, we present a packet decoding scheme, for the proposed PPC encoded 
packets, that can bring down the error floor. We present a general analysis to find the source 
packet error rate when such a scheme is deployed. 
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Table 5.4: XOR results for corresponding bits in packet A and B 
,.0 
'A+B 
-1 
- 1 
+ 1 
+ 1 
- 1 
+ 1 
- 1 
+ 1 
- 1 
+ 1 
4 - 1 
Appendix 5.A Proof of Equation (5.30) 
Consider the four mutually exclusive events in Table 5.4. We are interested in finding the 
LLR for the resulting XOR bit given the LLR for the corresponding bits and x^. 
Its clear from the table that 
= +1) = = +1) P '^(^ b = - 1 ) + == - 1 ) Pr(xl = +1), 
Pr(a;^ _^5 = - 1 ) = Pr(.T^ = - 1 ) Pr(a;g = - 1 ) + Pr(x^ = +1) Pr(a;^ = +1), 
This implies that 
Pr(x^+j3 = +1) _ Pr(x^ = +1) Pr(zg = - 1 ) + Pr(x^ = - 1 ) Pr(x% = +1) 
P^(^A+B = - 1 ) = - 1 ) Pr(x^ == - 1 ) + Pr(z^ = +1) Pr(x^ = +1)' (5.43) 
which can be rearranged to get 
= - 1 ) 
P r ( z = = + 1 ) ^ P r ( x ^ = + 1 ) 
Pr(%o=-l) 
1 + 
P r ( x P = + l ) _ Pr(xO = + 1 ) ' 
Pr(a:^ = - 1 ) P r ( x ^ = - 1 ) 
(5.44) 
and using the definition of LLR we obtain the result 
A(z° A+B J log (5.45) 
With proper sub-scripts and super-scripts, this proves the equation (5.30). 
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Packet Parity Decoding 
The Turbo decoding and the iterative decoding scheme presented in the last chapter exhibit 
a packet error floor. These error floors imply that it becomes very inefficient to reduce the 
error rate after certain values. In other words, attempts to achieve very low packet error 
rate targets, result in significant increase in gap values due to these packet error floors. In 
this chapter, we show how the multiple packet detectors inherent in PPC codes (identified 
in last chapter) can be deployed to reduce the packet error floors. 
The outline of the chapter is as follows. We analyse the performance of the proposed hard 
decoding of available parity encoded packets. Analysis is generalised to make it applica-
ble to other variants of the PPC scheme and some example PPC schemes are analysed to 
estimate the PER. Performance of ABC coding scheme is compared with other channel de-
coding schemes and using the gap values. The improvement in sum capacity is investigated 
using the ideas presented in the thesis. 
6.1 PPC Source Packet Error Rate 
The outer channel code (Turbo code in our case) attempts to correctly estimate the data bits 
in each packet. A packet is declared detected if all the source data bits in the packet are 
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estimated correctly. This is verified by using CRC at the receiver end. This packet detection 
process has a probability of failure given by Ppg. Using the probability of detecting a parity 
packet incorrectly we aim to find the probability of failing to decode a source packet (out 
of total V source packets). 
The error rate for the source packets, called PER, is the average number of failed source 
packets out of total V source packets transmitted. This is given by 
PER = ^ P r ( Z ) - — . (6.1) 
1=0 
where I is the number of source packets which the inner channel code detects successfully 
and Pr(Z) represents the probability of this successful detection. 
As the number I depends on the number of successfully detected parity packets - repre-
sented by z - we can express Pr(Z) as 
w 
Pr(Z) = g P r ( Z | z ) P r ( z ) . (6.2) 
2 = 0 
Assuming that the packet failures are independent events with probability ppe (also termed 
'raw packet error rate' in further discussions), the probability of successfully decoding z 
parity packets out of a total of W parity packets is then given by 
P r ( z ) = (6.3) 
In the following sections we will show how to determine the PER using (6.1)-(6.3). For 
any PPC scheme, the key to evaluate the PER is to find the conditional probability P r ( / | 2 ; ) . 
We aim to demonstrate how the conditional probability, Pr(Z|z), can be systematically eval-
uated for any PPC scheme. 
Before describing the methodology to determine the probability Pr(Z|z), it is the appro-
priate to identify a specific PPC scheme, namely repeat-i? scheme, that we would use for 
comparison. We define repeat-i? scheme as a scheme where R copies of each source packet 
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are transmitted, V — 1 and W = R. The source packet would be available at the receiver 
with probability 1 if at least one parity packet is successfully detected. 
0 z = Q 
Pr(; = l | z ) = < ( (6.4) 
1 2 > 0 
Substituting this in (6.2), we obtain 
R 
Pr(; = 1) = ]>];Pr(z) (6.5) 
Z = 1 
= 1 — Pr(z = 0) (6.6) 
From (6.1), we note that PER = Pr(l = 0). For V = 1, lis either 0 or 1 which implies that 
Pr(Z = 0) = 1 — Pr(/ = 1) and using (6.6) we have: 
PER = Pr(Z = 0) 
= Pr(z = 0) 
Substituting this in (6.1) and using (6.3) we obtain 
PER = °(1-Ppe)^ 
To see why the PPC scheme improves the performance compared to simple repeat schemes, 
we compare the repeat-3 scheme to full ABC coding scheme. The code rate for repeat-3 
scheme is | . The coding rate for full ABC code is -^ = | as discussed in section 5.3 on 
page 201. Although the coding rate of repeat-3 scheme is lower as compared to the coding 
rate for full ABC code but the analysis in subsequent sections verifies that it outperforms 
the repeat-3 scheme in its PER (for source packets) performance and yields a lower PER 
for same raw Ppe. 
An idea for the underlying source of this better performance can be obtained by observing 
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Encoded Packet A B C 
/ 
B / 
C / 
A + B / / 
yl + C / / 
B + C / / 
A + B + C / / / 
Table 6.1; Presence of source packets in each parity packet for full ABC code. 
the entries in Table 6.1, ABC code scheme has each source packet hidden in at least 4 coded 
packets (4 ticks in each column on right hand side) while repeat-3 scheme relies on exactly 
3 packets for the successful communication of each packet. 
A better explanation can be provided by comparing the PER equations (6.1) and (6.7). We 
would observe in the following analysis that z has to be less than 4 for a source packet to 
be in error for the ABC encoded system. Owing to the binomial nature of (6.3), Pr(z < 3) 
is very small as this requires at least 4 out of 7 packets to fail. This leads to a factor, in 
(6.1) making the overall PER very small. 
In contrast, whenever all three copies of a source packet fail, the error event occurs in 
repeat-3 case. This introduces a factor, in PER calculations in (6.7). Which is more 
significant than the factor of for full ABC code. 
In the next section we present methods to find the conditional probability Pr(^z) for a PPC 
coding scheme. We use full ABC code example to explain these methods in detail and show 
how it can be extended to other coding schemes. 
6.2 Analysis for ABC Code Performance 
We have identified that the PER calculations for any PPC code requires the calculation of 
the conditional probability Pr(Z|z). 
For ABC code the number of successfully decoded source packets, I, varies between 0 and 
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V = 3. This value depends on the number of parity packets, 2, successfully decoded by the 
outer code (Turbo code) out of total W = 7 parity packets. All possible values of Pr(^|z) 
for ABC codes are tabulated in Table 6.2 on the preceding page. 
We need to define the term degree and the neighbour of a parity packet for explaining the 
conditional probability Pr(/|z) calculations. 
Definition 6.1. A PPC parity packet indexed by w, has a degree d^, which is the count of 
ones in the corresponding vector w„ . 
(Zw = TVwl, (6.8) 
where 1 represent a vector of all ones and same length as w^, i.e. V. 
As an example to explain the concept of degree of a packet, we find degrees of different 
parity packets in ABC code using (5.2) on page 201. First three packets have degree 1, next 
three have degree 2 and the last packet has degree 3. This corresponds to the count of I 's 
in the corresponding column vector of the PPC encoding matrix W . 
Definition 6.2. The neighbours of an encoded packet are the source packets used to gener-
ate the encoded packet. 
As an example, A and B are the two neighbours of an encoded packet A + B. A degree 
one packet has a single source packet that is its neighbour. 
We can now explain how we obtain the values in the table. As a general formulation the 
terms indicate the possible ways to have cji degree 1 packets out of a total 
of Qi, 92 degree 2 packets out of a total of Q2 and % degree 3 packets out of Qz, where 
z = 91 + 92 + 
The case where z = 0 (corresponding to first row of the table) is trivial as no source packet 
can be decoded when no parity packet is available. When 2 = 1 (second row), the available 
parity packet can only recover a source packet (I = 1) if the parity packet is of degree 1. In 
total, there are (j) = 7 different ways of choosing any packet from a set of 7 parity packets. 
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- K -
V source packets 
Select v-c 
neighbours 
from 
V-x 
Select c 
neighbours 
from j: 
Packet of degree .v Packet of degree y } 
Figure 6.1: Explanation of Equation (6.9) on page 239 
As there are only 3 packets of degree 1, therefore there are (^) (Q) = 3 different ways of 
selecting this single parity packet from degree one packets leading to recovery of a source 
packet 1 = 1. This explains the conditional probability in column 2. Similarly There are 
(g) (^) = 4 ways in which the single parity packet can be selected from the packets with 
degree greater than one leading to / = 0, explaining the entry in column 1. As / < z (source 
packets detected cannot be greater than the parity packets available) all other entries in this 
row are zero. 
Considering z = 2 (third row), no source packet is detectable (I = 0) if both available 
packets have a degree 2. This has Q (J) = 3 different ways from total (g) = 21 
different ways of selecting any two parity packets giving the entry in column 1 of row 
corresponding to z = 2. 
However, for z = 2, one source packet can be detected in three cases. In the first case a pair 
of degree one and degree two parity packet is available where they do not have a common 
neighbour (if they do have a common neighbour then two source packets can be recovered 
from such a pair). In the second case a source packet is recovered when a pair of a degree 
one and a degree three parity packet is available. In the third case the pairing of any degree 
two with the single degree three packet can also provide a source packet. 
To find the probability of first case in last paragraph, we identify the probability of the event 
that a given pair of parity packets having degree x and y have c common neighbours. 
Consider Figure 6.1. For any given degree x packet, we can select the other member of the 
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pair, a degree y packet from a set of (^) possible degree y packets. To ensure that the second 
event is independent of the first, x ^ y. The given degree x packet has x source packets 
marked as its neighbours. For the chosen degree y packet to have c common neighbours 
with the given degree x packet, at least c neighbours should be selected from the x marked 
source packets already a neighbour of degree x packet. The rest of the neighbours y~c can 
be chosen from the remaining V — x source packets which are not the neighbours of degree 
x packet. This can obviously be done in (^) ) different ways. Hence the probability is 
given by 
(6.9) 
\yj 
x ^ y (6.10) 
x,y<V (6.11) 
c<min(a ; , y) (6.12) 
We use this general formulation to our specific case where we are interested to find the 
probability of the event that a degree one packet has zero neighbours common with a degree 
2 packet for ABC coding where V = 2>. We obtain Pr(c = 0|z = l . y = 2) = 1/3, 
explaining the factor | in the third column of the case when z = 2 and a pair of degree one 
and two packet is available. 
When 2 = 2, two source symbols can be detected (column 4), if both are degree 1 packets 
or the pair of degree one and degree two packet has a neighbour in common. The second 
event has the probability Pr(c = l\x — l,y = 2) = 2/3, calculated using (6.9). 
As discussed before when z — 2, probability of detecting source packets Z > 2 is zero 
explaining the remaining columns of this row. 
When z = 3, no source packet is available (I — 0) only in the case when all three packets 
are the degree 2 packets. Only 1 source packet is available {I = 1) if we have one packet 
of each degree 1,2 and 3; moreover, the degree 1 and degree 2 packets have zero common 
neighbours - hence, c = 0, leading to the factor Pr(c = 0|x = 1, y = 2) = 1/3 calculated 
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from (6.9). 
Two source packets are available, / = 2, if two degree 1 and one degree 2 packets are 
available and the degree 2 packet has both degree one packets as its neighbour. Note that 
we intend to find the probability of having a specific mix (in terms of their different degrees) 
of three parity packets. This is different from the case of finding the probability of common 
neighbours in two parity packets as was done in (6.9). To find this probability we proceed 
as follows. 
If we represent the total number of degree 1 packets in our coding scheme by Qi, the 
probability of selecting a pair from Qi, such that both are the neighbours of a given degree 
2 packet, is given by 
(&13) 2 A 0 
3 
We can use Figure 6.2 on the following page to explain this formulation. The given degree 
2 packet is marked and the rows corresponding to its neighbours are also marked. The 
count of degree one packets that are formed from the '2' specific source packets that are 
also the neighbours of degree 2 packet (two marked rows) is (^) and they are marked with 
a brace on the top. The count of the rest of degree 1 packets is Qi — Q also marked with 
another brace on the top. The probability of selecting both degree one packets from these 
specific ones and none from the rest forms the numerator. The denominator represents the 
possibihties of selecting any two degree 1 packets from all Qi possible candidates. This 
generalised form of this equation will be used for analysing other PPC schemes later in the 
chapter. 
In the last column for the row corresponding to z = 3, we put all other cases where all three 
source packets are available. We should specially note the case when no degree 1 packet is 
available and all 4 'higher degree' parity packets (3 degree 2 and 1 degree 1 parity packets) 
are available. Each degree 2 parity packet can decode a source packet when used with the 
degree three packet. As an example, A + B can be used with A + B + C io generate source 
packet C. Hence although no source packet is directly available but all can be extracted 
using XOR operations on the parity packets. 
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(?) 
Selecting Selecting 
both from none from 
this type this type 
Degree 1 Degree 1 
from from 
marked rows not 
rows marked 
Rows marked showing 
neighbours of selected 
degree two 
'a 
U J 0 J 1 01 0 / 0 1 
,0 1 0 K 0 1 1 
[0 0 1 0 . 1 1 1 
Selecting any 2 
degree 1 packets 
All Degree 1 
a 
Selected 
Degree 2 
Figure 6.2: Explanation of probability calculation in Equation (6.13) on page 240 
For all other cases where z > 3, we can find all the source packets from the available 
encoded packets. This would be verified by checking all possible cases in Table 6.3 on 
page 243. 
In the preceding discussion we have seen that the number of source packets decoded from 
the available parity packets depends on two things: the total count of parity packets and 
the particular mix (in terms of their different degrees) of the available collection of parity 
packets. The particular mix of the collection is dictated by two things, the degree of each 
packet (represented by d) and the specific neighbours of each packet. To discuss how 
various collections of parity packets can be decoded to recover source packets we introduce 
the concept of degree distribution vector. 
Definition 6.3 (Degree Distribution Vector). We define the degree distribution vector d for 
a collection of z parity packets as a vector of length equal to the maximum possible degree 
D with each entry at index d = 1, 2, • • • ,D giving the count of degree d packets in the 
given collection. 
As an example consider the full ABC code (maximum degree D = 3). A collection of 
parity packets would have degree distribution vector of d = [2, 3, 0]^ if two packets have 
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d — \ d = 2 d = 3 
G, & & 
Degree 1 Degree 2 Degree 3 
W = 0 i 0 1 0 1 
0 ft 1 0 1 1 1 
\ / \ ^ / 
9 r = 2 92=3 #3=0 
d = l D — 3 
d - [ 2 , 3 , 0 f 
2 = 5 
Figure 6.3: Definitions of some terms related to degree distribution 
degree 1, three have degree 2 and no packet has degree 3. Note that s = 5, the sum of 
entries in d implying that z = d ^ l , where 1 is a vector of all ones with length D. 
We use Figure 6.3 and the example above to elaborate few related definitions before mov-
ing to next step. The crossed out packets are not available. If we represent the number of 
received packets having degree d as we can represent the general form of degree distrib-
ution vector by d — [qi, , qo]^- In the given example this vector is d — [2, 3, 0]"^ . If 
maximum possible number of degree d packets is given by Qd, then the degree distribution 
vector when all parity packets are available (z — W), is d = [Qi, Qo, • • • , QD]^-
In the next section we identify how we can obtain Pr(f|z) for all the possible values ofz . For 
any given z we identify the possible degree distribution vectors and then the corresponding 
count of recoverable source packets I. 
6.2.1 Available Source Packets for a Degree Distribution Vector 
For ABC code, Table 6.3 tabulates how many source packets would be available for a given 
collection of z parity packets with the specific degree distribution given by d = [c/j, 
The values of % are arranged in first three columns. The symbol is used as a wild 
character indicating all possible values that can be used at that place, e.g. for ABC code, 
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Table 6.3: Number of source packets available for each degree distribution case 
Distribution Description Decoded 
Case Qi 92 <?3 I 
1 0 * 0 Only degree 2 0 
2 0 0 * Only degree 3 0 
3 0 1 1 One 'hidden' degree 1 1 
4 * 1 < % 1 Three 'hidden' degree 1 3 
5 i 0 0 i degree 1 only i 
6 1 0 1 One degree 1 and one degree 3 1 
7 i 1 1 0 No common neighbour (1/3) 1 
ii One common neighbour (2/3) 2 
8 i 1 1 1 Linear combination (1/3) 1 
ii Not linear combination (2/3) 3 
9 0 < 91 < 3 1 < % * All Degree 2 and at least one degree 1 3 
10 i 2 1 0 Linear combination (1/3) 2 
ii Not linear combination (2/3) 3 
11 2 * 1 One 'hidden', two normal degree 1 3 
12 3 * * All degree 1 3 
an asterik symbol (*) at first column position (which corresponds to qi) implies values of 
0, • • • ,3 whereas an asterik at the third column place (which corresponds to q^) implies the 
values of 0 and 1. 
Before explaining the table, we need to elaborate two terms used in describing the cases 
in the table with the help of Figure 6.4 on the following page. The concept of 'hidden' 
degree 1 packet is explained in diagram (a) where a pair of degree 2 and degree 3 can 
produce a degree 1 packet. Concept of "Linear Combination" is depicted in diagram (b). A 
group of three packets is termed as a "Linear Combination" where each packet is a "Linear 
Combination" or "result of XOR operation" of the other two packets. 
The first two cases in the table where only degree 2 or degree 3 packets are available cannot 
yield any source packets. In the third case any degree 2 packet used with the degree 3 
packet yields the 'hidden' degree 1 packet. This corresponds to the entry (g) (^) (J) on row 
3 and column 2 of the Table 6.2 on page 236. As an example A + B with A + B + C, 
produces C, the 'hidden' degree 1 packet. 
When more than one degree 2 packets are available with the degree 3 packet, all source 
packets can be decoded (using the concept of 'hidden' degree one packets). This is tabulated 
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w = 
1 0 0 1 1 0 1 
0 1 0 1 0 1 1 
0 0 1 0 1 1 1 
Columns of W 
1 1 0 
1+1 = 0 
0 1 1 
No Hidden 
degree 1 degree 1 
1 1 0 
0 + 1 = 1 
1 1 0 
No Hidden 
degree 1 degree 1 
0 1 1 
1+1 = 0 
1 1 0 
No 
degree 1 
Hidden 
degree 1 
1 0 1 
0 + 1 = 1 
0 0 0 
Linear 
Combination 
of two 
Results 
in third 
(a) Hidden Degree 1 
1 0 1 
0 1 1 
0 0 0 
1 1 0 
0 + 1 = 1 
0 0 0 
XOR of any two 
columns (linear 
combination) 
results in the third 
0 1 1 
1 + 1 = 0 
0 0 ,0 
Linear 
Combination 
of two 
Results 
in third 
Linear 
Combination 
of two 
Results 
in third 
(b) Linear Combination 
Figure 6.4: Explanation of some terms in Table 6.3 on the preceding page 
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as case 4. Cases 5 and 6 are where only the available degree one packets are useful for 
recovering the source packets and no additional available packets (if any) are useful in 
recovering the source packets. 
Cases 7 and 8 need some attention. In case 7 if the degree 1 packet and the degree 2 packet 
have no common neighbour (for instance A and D + C), we end up decoding 1 source 
packets. The likelihood of this event is determined using equation (6.9) as Pr(c = 0|;t = 
l,;y = 2) = 1/3. If this is not the case (for instance A and A + B) ~ with likelihood 
Pr(cj — 1|%' = 1, y = 2) = 2 / 3 - t w o source packets are recovered. 
If in a collection of three parity packets XOR of any two packets yields the third packet 
we say that each packet is a linear combination of the other two, see Figure 6.4 on the 
preceding page. In case 8, if each of the three packets is a linear combination of the other 
two (for example A, B + C, A B + C) then only one source packet is recovered. The 
likelihood of this event is calculated by observing that this requires that degree 1 and degree 
2 packets should not have any common neighbour, Pr(c = 0|.x = l , y = 2) — 1/3. 
This is clearly an extension of case 7-(i). However if this is not the case (for example A, 
A + B and A + B + C), all three packets are known and this happens with a likelihood of 
Pr(c = l\x = 1, y = 2) = 2/3. This is an extension of case 7-(ii). 
Case 9 has more than one degree 2 packets with at least one degree 1 packet. Any 2 degree 
2 packets can be used (XOR operation on two) to find the third missing degree 2 packet. If 
at least 1 degree 1 packet is also available we can find the other two source packets in two 
more operations. Example is A, A + B and B + C where XOR operation on A + B and 
B + C yields A + C. Source packet A is already available and the missing B and C can be 
found using A with A + B and A + C respectively. 
Case 10-(z) occurs when the available degree 2 packet is a linear combination of the other 
two degree one packets. The probability of this event is obtained using equation (6.13) 
which gives the probability of selecting a pair of degree 1 packets from all possible pairings 
satisfying the condition that both degree 1 packets have their neighbours common with a 
given degree 2 packet. In this case only two source packets are recovered and the degree 2 
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packet available is redundant as it is the result of XOR operation on already known source 
packets. Example is A, B and A + B.lf this is not the case - likelihood is again calculated 
using equation (6.13) and finding the probability of the specific event 'not' happening - all 
three source packets are recovered. Example is A, B and A + C where the first and the last 
packets can recover the missing packet C as well. 
In case 11, the available two degree 1 packets used with the degree 3 packet would recover 
the last unknown degree 1 packet. As an example XOR of .4, (J and /l + B + C generates the 
unknown source packet B. For case 12, all source packets are already known directly. This 
completes the description of the table which is used to evaluate the conditional probability 
Pr(Z|z). 
In the next section we provide an algorithm that arranges all possible degree distribution 
vectors such that all vectors corresponding to a specific value of z appear together. This 
helps in calculating the PER as shown in the following section. 
6.2.2 Degree Distribution Trellis 
Degree distribution trellis arranges all possible degree distribution vectors for a given PPC 
schemes (e.g. ABC codes) such that the distributions corresponding to each value of z = 
0,1,2, - - ,W appear grouped together. This helps us find Pr(Z|z) using Table 6.3 on 
page 243. 
We define any degree distribution vector as a state in the trellis. The total number of parity 
packets corresponding to each degree distribution is given by the sum of entries in the 
degree distribution vector d as 
z — d ^ l . (6.14) 
The vector 1 is of length D (same as the length of d) and all entries equal to 1. All degree 
distribution vectors corresponding to same z appear grouped together (in vertical columns 
of Figure 6.5 on page 249) and this group is defined as the stage of the trellis. All degree 
distribution vectors (states) corresponding to a specific value of z = s {stage) are member 
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of a set given by 
Vs = {d|z = .s, < Qd Vr/}, (6.15) 
where the vector is a vector with a 1 at position d and all other entries equal to zero and 
z can be calculated using (6.14). 
Algorithm 11 Degree Distribution Trellis Generation Algorithm 
Require: W, and all Q^. 
Ensure: All possible degree distribution vectors grouped such that the d with same z form 
a group. Conditional probability Pr(d |z) for each d is also calculated. 
set s = 0 
set Dq — {do = 0} 
set Pr(do|z = 0) = 1 
for s = 1 to W do 
for d; € do 
for d = 1 to D do 
if df ed < Qd then 
d = dj + erf 
Pr(d | z = g,d(|z = g - l ) = ( ^ ^ ^ 1 ) ) Pr(d( |z = s - 1) 
11: if d e % then 
12: Pr(d |z = &)<:= Pr(d |z — g) + Pr(d |z = a, d; |z = g — 1) 
13; else 
14: Pr(d |z = s) Pr(d |2 = s, di |z = s — 1) 
15: end if 
16: Vg <= Vs U {d} 
17: end if 
18: end for 
19: end for 
20: end for 
9 
10 
The objective of drawing the trellis is to arrange all degree distribution vectors d such that 
the members of each set a = 0,1, • • • , VK are arranged together. The algorithm to 
achieve this is presented as Algorithm 11. 
This algorithm also provides the conditional probability of each degree distribution vector 
Pr(d |z). Table 6.3 on page 243 is used to convert this conditional probability to Pr(/|z) 
by identifying the mapping between different degree distribution vectors d and available 
source packets I. The explanation of the algorithm is as follows. 
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The number of available packets z defines the stage of the algorithm .s . For the starting 
stage, s = 0 (line. 1). The only possible distribution vector for this stage ( 2 = .s = 0) is 
d = 0 (line 2) with conditional probability 1 (line 3). 
To move to the next stage in the algorithm, an additional packet is assumed to be added to 
increment z by 1 (the loop at line 4) so that the new z corresponds to the next stage. To 
start with, we have an empty set of degree distributions corresponding to this stage (line 5). 
Taking each degree distribution in the last stage as the starting point (the loop at line 6), we 
enumerate all possible degrees d (the loop at line 7) for the newly added packet. The degree 
of the added packet d can have any value (1,2, • • • , D) so long as the distribution in the last 
stage has not exhausted all possible packets for this degree d (the conditional check at line 
8). 
New degree distribution vector d is evaluated using the selected starting point df and the 
degree d of the newly selected packet, by incrementing the count of degree d packets by 1 
(line 9). The probability of getting a degree distribution vector d from the degree distribu-
tion vector of d; in the last stage - represented by Pr (d | z = s. d; |z = s — 1) - is evaluated 
(line 10). 
If this distribution is already in the set of distributions corresponding to this stage we in-
crement the probability (line 12), otherwise we set this as the new probability (line 14) and 
add the distribution to the set of distributions (line 16). We continue until all stages have 
been completed . 
Calculation of Pr(d , d,) on line 10, needs to be explained with some more detail. This joint 
probability is calculated using the following 
Pr ^d|z = s, d; |z = .s - 1 j = Pr (d|z = s)| (d| |z = 5 - 1 ) Pr(d( |z = s — 1) 
Qd — dfe^i 
VK - (s - 1) Pr(d; |z = s — 1). (6.16) 
The first factor in (6.16) is the transition probability from state d; to d and is evaluated as 
follows. When moving from stage s — 1 to stage s a parity packet is added from W -{s —I) 
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Figure 6.5: ABC Code: Degree distribution vector trellis 
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available parity packets, as ( s — 1) packets have already been added. Out of these available 
packets, (Q j — df e^) are the leftover degree d packets for any value of d. The probability 
of selecting a packet of this particular degree d, from all available packets, defines the 
probability of transition from state d; to d. 
A trellis drawn for full ABC code using the Algorithm 11 on page 247 is shown in Figure 6.5 
on the preceding page. Each rectangular box represents a specific degree distribution vector 
{state). The boxes aligned in columns correspond to stages of the algorithm or the total 
number of available packets z. Arrows leading from left to right show the probability of 
going from a state in one stage to another state in the next stage. The conditional probability 
of being in a particular state - Pr(d|z) - when the stage is z, is written in the left side box 
of the bigger rectangle and the degree distribution is written in the upper right corner. For 
this diagram the distribution should be read as [qi, , the number of degree 1,degree 
2 and degree 3 packets respectively. The bottom middle box indicates the specific case in 
Table 6.3 on page 243 that this distribution belongs to and the average number of available 
packets I is determined from the table and is written in the bottom right box. This helps 
us map the conditional probability Pr(d|z), to the conditional probability required for PER 
calculation i.e. Pr(Z|z). 
As an example, when we transit from stage 0 to stage 1, the added packet (corresponding 
to the increment i n z ) may have a degree 1, degree 2 or degree 3. Probability of adding 
a degree one or degree two packet is 3/7 each when all packets are available. In this same 
situation the probability of adding a degree 3 packet is 1/7. When a degree one packet is 
added the resulting degree distribution vector is [1,0,0]^ and in case of adding degree 2 it 
is [0,1,0]^. Addition of a degree 3 packet leads to a degree distribution vector [0,0,1]^. 
Transition from stage 1 to stage 2 requires that we consider all three states in the previous 
stage as the starting point. Depending on the degree of the added packet we end up at 
different states in the next stage (z = 2). For example we end up in state [0,1,1]^ if 
either we were in state [0, 0,1]^ and a degree 2 packet was added or we were in state 
[0,1,0]^ and a degree 3 packet was added. The probabilities of each of these transitions 
are calculated using equation 6.16 on page 248. We show how we find these probabilities 
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using an example : d, = [0,0,1]^, d = [0,1,1]^. d = 2, Qs = 3, df eg = 0, VK = 7, s = 
2, Pr(d(|z = s - 1) = 1/7, giving 
(6.17) 
Similarly for df = [0, l , 0 ]^ ,d = [0, = 3, Qa = l , d f e 3 = 0, W = 7, s = 
2, Pr.(df|z = s - 1) = 3/7, giving 
Adding the two probabilities we get the probability of the new state as 
Pr (d | s = ^) = ? . i + i . ^ = ^. (6.19) 
We are now in a position to evaluate the PER performance of ABC coding scheme given the 
packet error performance of the outer code, Ppg. We use the Algorithm 11 on page 247 to 
generate the trellis in Figure 6.5 on page 249. We obtain Pr(Z|z) from the trellis and Pr(z) 
from (6.3) and substitute them in equation (6.2) to get Pr(Z). Substituting this in (6.1), we 
find the average number of packets in error, i.e. PER. 
In the next section we present the PER results for ABC codes and compare them with the 
repeat schemes discussed in section 6.1. 
6.3 PER performance of ABC codes 
We run a simulation experiment. PPC encoded packets (using full ABC coding scheme) 
are transmitted over a channel. For a varying raw packet error rate (error rate before PPC 
decoding) on the channel we evaluate the packet error rate after PPC decoding. The results 
are shown in Figure 6.6 on the next page. The top plot shows the error rate for a given 
number of parity packets available. 
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Figure 6.6: Performance of full ABC coding scheme 
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Substituting (6.2) in (6.1) and rearranging the summation order we obtain an alternate equa-
tion for finding PER 
PER = ^ ^ P r ( ( | z ) Pr(z)-
V 1=0 2=0 
^ T/ _ / 
z=0 1=0 
W 
- ^ P E R ( z ) , (6.20) 
z~0 
where the PER contributions for each value of available parity packets z, can be identified: 
y _ / 
PER(z) = Y ] — ^ Pr(z). (6.21) 
1=0 
The top plot in Figure 6.6 on the preceding page corresponds to PER(z) for z = 0,1,2, • • • 7 
. The lowest curve corresponds to PER(z = 0) and the top curve corresponds to PER(z = 
3). All other curves where z > 3 result in zero error rate and are not visible on the logarith-
mic scale. Note that we make use of the trellis in Figure 6.5 on page 249 and the Table 6.3 
on page 243 to plot these curves. 
Adding all these curves according to (6.20) yields the total PER. These curves are separately 
plotted to emphasise that the dominant case is when z = 3 or "four out of seven packets are 
lost". This event has very low probability (nearly equal to that of losing all four packets in 
a repeat four scheme) according to the binomial equation (6.3) on page 233, explaining the 
low PER of the full ABC codes. 
In the lower plot we compare the PER for full ABC code with other packet repeat schemes 
discussed in section 6.1 on page 232. We use (6.7) to plot the results for the simple repeat-2, 
repeat-3 and repeat-4 schemes for comparisons. 
We observe from the results that, for a range of low values of raw PER, full ABC code 
performs nearly as well as repeat-4 coding scheme (which has a PPC coding rate of 1/4) 
without lowering the PPC code-rate to 1/4 (full ABC coding scheme has PPC coding rate 
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Figure 6.7: ABC Code: Packet success rate for each value of z and the probability of 
receiving z packets 
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of 3/7). This is possible because no packet error occurs when up to three packets fail. 
The dominating case for the performance is when 4 packets fail and only three packets are 
available. Even in this case some combinations would yield all the source packets. The 
event that more than four packets fail is very unlikely on its own and hence does not effect 
the performance significantly. 
To get an idea of PPC performance improvement from another perspective we consider 
Figure 6.7 on the preceding page. We plot the probability mass function Pr(z) in the lower 
plot. This is calculated using (6.3). The legend shows what raw packet error rates have 
been used to plot the probability mass function Pr(z). In the upper plot we show the 
average number of available source packets I normalised to total available source packets 
V (i.e. l/V) using the trellis in Figure 6.5 on page 249 and Table 6.3 on page 243. 
It can be seen that the event of receiving very small number of source packets {z < 4) 
has very low probability and this is the event for which most of the packets are in error. 
Hence, the cases which can contribute more to PER are less likely according to the binomial 
equation (6.3). 
6.4 PER performance of other PPC schemes 
The analysis can be readily extended to any PPC coding scheme. As an example, we present 
the analysis of a punctured PPC code in appendix 6.A on page 267. The algorithm can be 
used to generate a trellis (shown in Figure 6.8 on the following page) and different degree 
distribution cases can be tabulated as in Table 6.7 on page 268. 
We use the trellis and the table to get Pr(Z|z) and equation (6.3) to obtain Pr(z). Substitut-
ing these in (6.2) we obtain Pr(/). This is used in (6.1) to find the PER after PPC decoding 
for any raw packet error rate. The results obtained are presented in Figure 6.10. The results 
are plotted using the same procedure as for ABC case results in Figure 6.6 on page 252. 
Dominant case for ABCD case is PER(z = 6). 
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Figure 6.10: Performance of full ABCD coding scheme 
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We plot the ABCD coding results corresponding to Figure 6.7 on page 254 in Figure 6.9 
using the trellis in Figure 6.8 on page 256 and Table 6.7 on page 268. Similar observations 
for ABCD codes can be made. The only difference is that we have more coded packets (z 
has a higher range) and the event that zero packets are received from this larger block is 
now more unlikely. 
6.5 Results and Discussion 
6.5.1 Packet Error Rate Improvement 
To perform the comparison of various coding schemes the following simulation experi-
ments are performed. We assume an inner coding scheme, like Turbo code with given 
simulation parameters as tabulated in Table 5.2 on page 227 and 3 packet message passing 
decoding of the inner code using the parameters in Table 5.3 on page 228. These coding 
schemes are combined with various outer codes (hard packet decoding) to obtain the results. 
Following schemes are simulated as an outer code: 
1. ABC full coding with iterative decoding with a coding rate of | x | = 3 14-
2. Repeat 2,3 and 4 coding scheme which has code rates of 2 ^ 2 " 4 = 2 ^ 3 ^ 6 
2 4 - 8-
The result in Figure 6.11 on page 261 investigates the improvement in performance due to 
the PPC hard decoding (decoding of source packets from the successfully decoded parity 
packets). The PER (for the parity packets) before the hard decoding is performed is called 
the raw PER. If simple Turbo decoding is used without any MPA on the check nodes, we 
obtain the results depicted in Figure 6.11a where the PER is plotted against the SNIR on 
the channel for various schemes. If the raw PER is improved using the MPA on the check 
nodes before the PPC decoding is performed, we obtain the corresponding results presented 
in Figure 6.1 lb. 
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Table 6.4: Gap value calculation for various channel coding schemes 
Gap for a target packet error of 1 x 10"^ 
Coding Scheme F G G (in dB) 
Turbo Coding Scheme 5 ^ 3.2 5 
3-Packet Check Node (MPA) 1.55 | 2.4 3.9 
ABC with Turbo (only Hard Decoding) 1.55 ^ 4.1 6.2 
ABC with Turbo (MPA and Hard Decoding) —0.7 ^ 2.5 3.9 
The Figure6.11c compares various coding schemes discussed so far. These schemes are 
enumerated as follows: 
1. Turbo Code: Single Packet: Turbo coding scheme using the simulation parameters 
in Table 5.2 on page 227. 
2. PPC with Turbo: No MPA: Three packet check node with iterative message passing. 
The simulation parameters are tabulated in Table 5.3 on page 228 with a notable 
difference in the number of iterations. No iterations are performed between various 
Turbo coded packets and therefore, the error rate is not very good. 
3. 3-Packet Check Node: MPA: Same simulation parameters as in Table 5.3 on page 228 
are used and messages are exchanged between connected Turbo endcoded packets (5 
iterations). Packet error rate is significantly reduced. No outer PPC code is used and 
hence the code rate is not significantly low. However the error rates show a floor. 
4. PPC with Turbo: MPA: The above scheme with exactly the same parameters are 
used but full ABC code is used as an outer code and hard packet decoding is used at 
the receiver to suppress the error floors. 
In the next section we use this figure and the values tabulated in Table 6.4 to compare the 
performance. 
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6.5.2 Gap Calculations 
We calculate the gap for a channel coding scheme using the approach of Cioffi [63]. For an 
effective channel code rate Vc the gap measure is given - cf (2.73) - as 
G = 
22rc _ 1' (6.22) 
where F is the required SNIR target to achieve certain PER or BER performance at the 
receiver using the specific channel coding scheme for which gap is being calculated. 
In Figure 6.11 we show the PER corresponding to various schemes. The packet error rate of 
1 X 10"4 can be achieved at SNIR of - 0 . 7 dB using an overall code rate of when ABC 
coding is used with MAP and hard decoding. The calculated gap is 3.9 dB using (6.22) 
with F = Tc = 3/14. Similarly, gap for other schemes is also calculated. The 
gap is the same as achieved with the three packet check node scheme, however, it should 
be noted that the PER has been brought down to 10"^^ from 10"'^  at the SNIR of 0 dB, 
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Table 6.5: Gaps for interference averaging with Turbo coding scheme 
Repeat Count= X - 8 X = 4 % = 2 X = 1 
rc 
r , 
1 
1 6 
-4 
1 
8 
-1 
1 
4 
2 
1 
2 
5 
G 4.4 4.2 3^3 3J^ 
G (in dB) 6.4 6.2 5.8 5 
Gaps for interference averaging for the proposed coding i 
Repeat Count= X = 8 X = 4 % = 2 X = 1 
Tc 
r 
3 
1 1 2 
-9.7 
3 
56 
-6.7 
3 
28 
-3.7 
3 
1 4 
-0.7 
G 2^3 
G(indB) 4.5 4.4 4.25 3.9 
This scheme results in minimising the packet error rate floors. Hence, smaller packet error 
targets can be achieved without increasing the gap value significantly as with other coding 
schemes which exhibit the error floors. 
In Table 6.5 and 6.6 we find the gaps when interference averaging methods by repeated 
symbol transmission are used. 
6.5.3 Capacity with PPC 
We use the SNIR targets from the corresponding tables and carry out a simulation experi-
ment for a system of users to observe the capacity improvement. The results are presented 
in Figure 6.12 on the following page. For these results, we assume random spreading codes 
(the signature sequences used to simulate the parallel CDMA channels have random binary 
values, scaled to ensure unit energy for each signature sequence) with MMSE filter used at 
the receiver. The parameters used for the Turbo coding scheme are tabulated in Table 5.2 on 
page 227 and for the PPC coding scheme are tabulated in 5.3 on page 228. Power control 
is used to ensure SNIR target is achieved at the output of W-CDMA detector and the input 
of channel decoder. Maximum number of channels that can be supported are found. We 
use equation (4.16) to find if all supported channels can be served within the total power 
constraint. The spreading factor is 7 and total available power is 1 x 10"^ Watt (1 mW). 
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The background noise variance is 1 x 10"^^. The path gain for the user at the cell boundary 
is assumed to be 1 x 10"^. 
The results demonstrate that sum capacity is increased using proposed scheme. There are 
two factors that cause this gain. The reduction in gap and the operation at lower SNIR which 
allows for more parallel channels to be accommodated. Figure 6.12a shows that the gap for 
the Turbo coding scheme is higher than the proposed PPC coding scheme used with Turbo 
code. The gap increases as we simply repeat the symbols for both of the coding schemes. 
However, the reduction in SNIR target for the proposed coding scheme allows for more 
channels to be accommodated in such a manner that the overall sum capacity increases for 
the proposed coding scheme as seen in 6.12b. A significant gain in capacity (around 50% 
at 0 dB) can be observed when proposed channel coding scheme is used to meet a certain 
PER target. 
If we use the dimensionality extension method proposed in Chapter 3, we can further im-
prove the capacity. The total number of parallel channels that can be accommodated with 
dimensionality extension is doubled without increasing the spreading factor. Consequently 
the capacity is improved approximately by a factor of 2. The corresponding results are 
presented in Figure 6.13 on the next page. 
6.6 Conclusions 
In this chapter we have used the multiple packet detectors inherent in the proposed PPC 
codes to bring down the error floor while keeping the gap values small (without sacrificing 
the capacity). A method to analyse the packet error rate performance of such codes is 
presented and analysis of two example codes is provided. 
Various channel coding schemes are compared based on their packet error rate performance 
and their corresponding gap values are calculated for a target packet error rate of 1 x 10"" .^ 
Using these gap values, we perform some simulation experiments to determine the sum 
capacity achieved for a given total power using conventional Turbo coding scheme and 
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system using dimensionality extension 
the proposed scheme. It has been shown that the proposed scheme can achieve a significant 
improvement (around 50% at 0 dB SNIR) in sum capacity. Further improvement is achieved 
if dimension extension is used as the gap can be reduced by approximately a factor of 2. 
The proposed scheme relies on the performance of CRC error detection to detect which 
packets are decoded successfully. The CRC bits are overhead bits and also the occasional 
errors in the performance of the CRC can degrade the performance of the decoding scheme. 
Delays are involved in decoding the two-tiered coding scheme and the analysis of the 
scheme is complex and painstaking for each combination of PPC scheme. Furthermore 
the trade-off between the coding rate and the error performance of the scheme is not simple 
to predict and analyse. 
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Appendix 6.A Punctured ABCD Code Analysis 
In this section we show how another PPC coding scheme (punctured ABCD coding) can 
be analysed using the concepts presented in this chapter. We consider four source packets, 
V — 4, and generate all possible degree one and degree two packets to form the PPC 
encoded packets. Hence number of parity packets is given by 
and the corresponding coding matrix W is given by 
W = 
1 0 0 0 1 1 1 0 0 0 
0 1 0 0 1 0 0 1 1 0 
0 0 1 0 0 1 0 1 0 1 
0 0 0 1 0 0 1 0 1 1 
(6.23) 
We name the scheme as ABCD and identify that its a Punctured PPC Code as W — 10 < 
Wmax, where = 15 using (5.3). 
For analysing the PER performance of this coding scheme, we generate the trellis using 
Algorithm 11 on page 247 with following parameters V = 4,11/ = 10, Qi = 4, Qg — 
8, D = 2. The trellis obtained is shown in Figure 6.8 on page 256. Different degree 
distribution cases that require attention are tabulated in Table 6.7 on the following page and 
the average number of source packets decoded for each case are identified. 
Before explaining these cases and identifying their likelihood along with their correspond-
ing count of decoded source packet we recall the meaning of the term neighbour and clarify 
the meaning of the terms overlap and cover. The source packets which constitute a parity 
packet are termed as the neighbour of the parity packet. Two parity packets are termed to 
have an overlap if they share a common neighbour. A given collection of parity packets 
cover a number of source packets if these source packets are a neighbour of at least one of 
these parity packets. 
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Table 6.7: Punctured ABCD code degree distribution cases 
Distribution Description Subcase Decoded 
Case qi. 92 likelihood I 
1 0, * Only degree 2 packets 0 
2 i. 0 i 
3 i 1, 1 No overlap 1/2 1 
ii Overlap 1/2 2 
4 i 1, 2 No degree 2 overlaps with de- 3 ^ ^ 1 
gree 1 
ii Only one degree 2 overlaps 3/15 2 
with degree 1, degree two do 
not overlap with each other 
iii Only one degree 2 overlaps 6/15 3 
with degree 1, degree two 
overlap with each other 
iv Both degree 2 overlap with 3/15 3 
degree 1 
5 i 1, 3 No degree 2 overlap with de- 1/20 1 
gree 1 
ii At least one degree two over- 1/20 3 
lap with degree 1, all degree 2 
cover three source packets 
iii At least one degree two over- 18/20 4 
lap with degree 1, degree 2 
cover all source packets 
6 1, 92 > 3 Degree 2 covers all source 4 
packets 
7 i 2, 1 Degree 2 does not overlap 1/6 2 
with any degree 1 
Continued on Next Page. 
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Table 6.7 - Continued 
Distribution Description Subcase Decoded 
Case 9i, % Probability I 
ii Degree 2 overlaps with both 
degree 1 
1/6 2 
iii Degree 2 overlaps with one 
degree 1 only 
4/6 3 
8 i 2, 2 One degree 2 overlaps with 
both degree one, the other 
overlaps with none. 
1/15 2 
ii One degree two is of the two 
types specified in case 8-(i) 
8 ^ 5 3 
iii None degree two is of the two 
types specified in case 8-(i) 
6/15 4 
9 i 2, 3 Degree 2 covers only three 
source packets including the 
two covered by degree 1 
1/20 3 
ii Not the above case 4 
10 2, 92 > 3 Degree 2 covers all source 4 
packets 
11 i 3, 1 Both neighbours of all degree 
two are common with avail-
able degree 1 
1/2 3 
ii At least one degree two has a 
neighbour which is not com-
mon with available degree 1 
1/2 4 
12 i 3, 2 Both neighbours of all degree 
two are common with avail-
able degree 1 
1/5 3 
Continued on Next Page. 
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Table 6.7 - Continued 
Distribution Description Subcase Decoded 
Case % Probability I 
ii At least one degree two has a 
neighbour which is not com-
mon with available degree 1 
4/5 4 
13 i 3, 3 Both neighbours of all degree 
two are common with avail-
able degree 1 
1/20 3 
ii At least one degree two has a 
neighbour which is not com-
mon with available degree 1 
19/20 4 
14 3,92 > 3 Degree 2 covers all source 
packets 
4 
15 4, * All source packets known 4 
To evaluate the probability of each subcase we would extensively use an equation which is 
a generalisation of (6.13). Assume we have to select q2 = (.7 + j ) degree 2 packets from 
all available degree 2 packets ( Q2 ) such that j of them belong to a group of degree 2 
packets satisfying a specific condition and j belong to another group that satisfy a different 
condition. Assume that the two groups are mutually exclusive. Further assume that the total 
number of degree two packets that satisfy the first condition is J and that satisfy the second 
condition is J . As the groups are mutually exclusive we have J ~ Q2 — J. The likelihood 
of selecting a specific group of degree two packets, with the desired mix (j, j ) , is given by 
V+j/ 
(6.24) 
This equation is explained in the diagram 6.14 on the next page where as an example J 
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Figure 6.14: Explanation of Equation (6.24) on page 270 
and J degree two packets are marked. The probability of selecting a particular mix (j, j) is 
identified as given in (6.24). 
Now we can explain the cases. Case 1 represents the scenario where only degree 2 packets 
are available and no source packet can be decoded. In case 2, we only have degree 1 
packets available and they can recover as many source packets as the available number of 
parity packets. 
In case 3 one packet of each degree is available. Only one source packet can be decoded if 
the degree 2 packet does not have any neighbour in common with the available degree one 
packet. If degree 2 has a common neighbour with degree one, the other neighbour of the 
degree 2 can be recovered by XOR operation of the degree one and degree 2. A s a result 
two source packet are decoded at the end of PPC decoding. 
Probability of each of these two subcases can be found using the equation (6.24). A condi-
tion to be satisfied by the selected degree 2 packet is that it should take both of its neigh-
bours from three source packets different from the neighbours of the available degree one 
packet. There are J = (G) = 3 degree 2 packets that satisfy this condition and the rest 
J = (52 — (2) = 3 do not satisfy this condition. Hence the likelihood of case 3-(i) is 
P r ( ( j = l , j = 0)) = For case 3-(ii) this probability is P r ( ( j = 0, j = 1)) = ob-
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tained by inserting the values in (6.24)*. 
Case 4 is similar to case 3 (same J and J) but now two degree 2 packets need to be se-
lected, i.e. j + j = 2. Case 4-(i) corresponds to P r ( ( j = 2, j = 0)) = ^ with all other 
parameters same. Case 4-(iv) corresponds to P r ( ( j = O.j = 2)) = g . Case 4-(ii) and 
4-(iii) correspond to P r ( ( j = 1, j = 1)) — ^  and require some further deliberation. There 
are nine pairings possible by selecting one packet each from two groups of three packets 
each ( J = 3, J = 3 ). Out of these 9 pairs, three specific pairs consists of degree two 
packets with no overlap (one packet is complement of the other, e.g. A + B and C + D). 
These three specific pairs correspond to case 4-(ii) and introduce the factor of | in calcula-
tion of probability as: ^  x | = ^ . The rest of these pairings correspond to case 4-(iii) with 
Case 5-(i) follows from the last case, with same J and J, except for a different z = 
j + j = 3 with the required mix of ( j = 3, j = 0). The corresponding likelihood is 
Pr((j/ = 3,j — 0)) = For case 5-(ii) we use the equation (6.24) in slightly different 
context. The count of the degree 2 packets formed such that at least one source packet is 
left uncovered is J = (2) = 3 and the count of the rest is J = Q2 — (2) = 3- The likelihood 
of selecting a mix of ( j = 3, j = 0) from these groups is given as Pr( ( i = 3, j = 0)) = 
Note that at least one source packet is left uncovered in this case as available degree 2 
packets are covering the source packets already covered by degree one packets. Finally 
the likelihood of subcase 5-(iii) can be found by subtracting the likelihood of other two 
subcases from 1. 
In Case 6, at least 4 degree two packets are available. This means that degree 2 packets 
cover all the source packets with probability 1 (as it is impossible to select 4 different 
degree 2 packets from less than 4 source packets). Starting with the available degree 1 and 
a degree 2 packet that has overlap with it, we keep on decoding the source packets until all 
are known. 
Cases 7-(i) to 7-(iii) are an extension of case 5-(i) to 5-(iii). The main difference is that 
* N o t e t ha t w e c o u l d a l so u s e ( 6 . 9 ) f o r th i s c a s e w i th x = l,y = 2,V = 4, where c = 0 f o r c a s e 3 - ( i ) a n d 
c = 1 f o r c a s e 3 - ( i i ) 
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Table 6.8: Parameters and likelihood of some cases 
case mix probability 
U = 3 , ; = o ) 1 
•?.(\ 
ll-(i) 1 C! 
12-(i) 0 = 2 , j = 0 ) 1 5 
13.(i) O ' = 3 , ; = o ) 1 20 
we have two source packets covered by degree 1 packets. There are only two possible 
neighbours that a degree 2 packet can select from to avoid an overlap with the known 
degree 1 packets. Hence J = Q) = 1 and J = Q2 — 1 = 5 and for case 7-(i) we have 
P r ( ( j = l,j = 0)) = | . Using the argument for case 5-(ii) and 5-(iii) we find the likelihood 
of case 7-(ii) and 7-(iii) with the new parameters. 
Case 8 can be more easily analysed if we identify the condition that a selected degree 
two packet has 'exactly one' neighbour common with either of the two available degree 
1 packets. This can be identified by considering the fact that, for any two source packets 
given, out of all 6 degree 2 packets exactly one degree 2 packet has both source packets as its 
neighbour and exactly one other has no source packet as its neighbour. These two packets 
form the group with J = 2. The rest of the packets form the other group, J = Q2 ~ 1 — A. 
Case 8-(i) has the likelihood P r ( ( j = 2, j = 0)) = case 8-(ii) has P r ( ( j = 1, j = 1)) = 
^ and case 8-(iii) P r ( ( j = 0, j = 2)) = 
Cases 9, 11, 12 and 13 have two possibilities each. In each case we split the all possible 
degree 2 packets into J = (2) = 3 degree 2 packets, that are formed from only three source 
packets that include all the neighbours of available degree 1 packets. One packet is left 
uncovered by all of these three degree 2 packets and this one is not covered by degree 1 
packets either. The rest of the packets are J = 3. We need to use the correct mix to find 
the likelihood of the first subcase (i) in each case. These are tabulated in Table 6.8. The 
likelihood of the second case is found by subtracting the likelihood of first from 1. 
Cases 10 and 14 follow from exactly the same argument as 6. Last case, case 15, occurs 
when all source packets are available from the degree 1 packets and no further decoding is 
required. 
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Chapter 7 
Conclusions and Future Directions 
In this chapter, we summarise our main conclusions and identify some future directions for 
the work. 
7.1 Conclusions 
The users at the cell boundary, limit the system performance as the power allocated to them 
is very strong interference to all other users in the system. To remove this limitation coop-
erative broadcasting is a promising technique. In order to constrain the total interference 
caused to the surroundings, the users at the cell boundary should be served with limited 
total power. We have shown in this thesis that in order to deliver higher data rates to the 
user at the cell boundary the constrained total power should be distributed onto the multiple 
parallel channels. 
We have identified an upper bound on capacity that can be achieved using these parallel 
channels and we term this upper bound as the Welch Bound Equality upper bound. We 
show that this capacity upper bound can be achieved using the random signature sequences 
and resource allocation techniques, over the link from the base station to the user at the cell 
boundary. 
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We distribute the constrained power over a larger number of channels, reducing the SNIR 
at each channel. Interference averaging scheme is proposed in this thesis that uses repeated 
transmissions to increase the effective SNIR in order to meet SNIR targets for the channel 
decoder to ensure targeted performance. Moreover, number of parallel channels that can 
be accommodated is limited by an upper bound which is a function of the dimensionality 
of the system. This thesis identifies an equivalent receiver operation that can double the 
system dimensionality using the same spreading factor. Consequently, a higher number of 
parallel channels can be accommodated. The correlation properties of the signature codes 
are also improved when this extension method is employed. 
When we use random signature sequences for multiple parallel channels, we use power 
control and interference suppression techniques to achieve capacity. We show that we can 
operate the system very close to the capacity by using iterative waterfilling which optimally 
loads the parallel channels. It is observed that the WBE upper bound is achieved by using 
the iterative waterfilling approach when large number of parallel channels are used. For a 
given total power we achieve larger capacity (approximately four times for the selected pa-
rameters) than the capacity achieved when the available power is used on a single channel. 
A practical system has limitations on the loading of each channel (what information rate 
it can carry reliably) dictated by the encoding and decoding schemes. Channel codes and 
the proposed interference averaging transmits redundant data. This affects the amount of 
information per transmitted symbol. We identify the sets of discrete loadings possible with 
our proposed scheme when a practical channel coding scheme is used. This makes the 
system flexible to work with different loading options at each parallel channel. We present 
a discrete loading method, that loads the parallel interfering channels with information 
units that can be reliably delivered using the practical encoding and decoding schemes. We 
demonstrate that using this method system can deliver rates close to the capacity achieved 
with waterfilling. 
To enable effective working of cooperative broadcasting, we need to ensure error free de-
coding of the data on each of the parallel channels assigned to the boundary user. This is 
to guarantee that a large number of other users in the system receiving these signals as a 
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strong interference can all decode it error free without requiring any retransmission. Use of 
conventional coding schemes, exhibit a significant gap from the capacity when very small 
error rates are targeted, degrading overall sum capacity. This thesis proposes a channel cod-
ing scheme that is capable of achieving the performance target with a 1 dB smaller value of 
the gap parameter. The reduction in gap parameter is achieved by using iterative message 
passing between different modules of the channel decoding system. The inherent multi-
ple packet detectors in the coding scheme can be employed to bring down the packet error 
floors further (by several orders of magnitude, e.g. from 1 x 10"^ to 1 x 10"^ ® at 1.5 dB) 
and hence lower packet error rates can be targeted without increasing the gap parameter 
(which needs to be kept small to keep the system capacity large). 
In the next section we identify some areas for further work and make some recommenda-
tions. 
7.2 Future Directions 
There are some potential areas, related to this work, where some further questions need to 
be answered. In this section we identify some of them and propose a possible approach to 
tackle these questions. 
Throughout this work we have assumed that the system is operating in low SNIR region and 
multilevel modulation techniques are not deployed. The maximum deliverable load is upper 
bounded by the maximum possible loading (bits per symbol) which is dependent on the 
level of modulation used. Higher order modulation can provide higher information rate but 
require much higher powers. The operation in higher S N I R region needs to be investigated 
further as part of the future work and the effect of using higher order modulation techniques 
on overall capacity of the system should be quantified. 
The thesis has focused on the sum capacity maximisation, for the user at the cell boundary, 
assuming that the power resources have been allocated to the other users in the system. 
Sum capacity maximisation can also be jointly performed for all the users in the system, 
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incorporating all the ideas presented in this thesis. The capacity region can be identified for 
a two user scenario by sharing available CDMA channels and performing parallel channel 
loading on channels available to each user. 
For dimensionality extension we have proposed to use the random phase shifts. This raises 
further questions. Are there any optimum phase shift configuration for a given set of users 
instead of random shifts? Furthermore, it would be desirable to find the filter coefficients 
corresponding to a system without any phase shifts and then use it with some simple trans-
formation to deduce the coefficients for any given phase shift configuration. The issues 
related to practical implementation of dimensionality extension, in current systems, need to 
be thoroughly investigated as well. 
We have proposed the iterative algorithm for the waterfilling and discrete loading with the 
assumption that they converge to a solution in fixed number of iterations. A more detailed 
analysis of the problems related with the convergence of these algorithms should be carried 
out as part of the future work. It will be desirable to know how complex and time consuming 
the convergence of these algorithms is in all types of system settings. 
Interference cancellation (making use of error detection techniques) for some of the par-
allel channels can be used to improve the system performance. Detailed analysis of such 
interference cancellation combined with loading algorithms, requires further work. 
Wang and Poor in [94] show how iterative decoding between soft multiuser detector and the 
channel code can improve the system performance. We have presented our channel decoder 
as a block that takes soft LLR as input and provides improved LLR at the output. Using 
the 'soft input soft output' (SISO) multiuser detector proposed in [94], we can iteratively 
feed back the LLR calculated by our channel decoder back to SISO multiuser detector to 
improve system performance further. 
Fixed granularity systems are easier to load using discrete loading algorithms. Appropriate 
control on channel coding rates is required to provide a wide range of uniform granularity. 
Rate-Compatible Punctured Convolutional codes (RCPC codes), proposed in [83], can be 
adapted to provide uniform granularity and allow the use of discrete loading algorithms for 
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uniform granularity. Thorough investigation of the proposal need to be done as part of the 
future work. 
We have used the Turbo code as the inner codes in our proposed scheme due to their suitabil-
ity for packet based data transmission and their widespread use in 3G W-CDMA systems. 
The advantages and disadvantages for the use of other suitable codes (LDPC, block codes) 
as inner code can be investigated for proposed PPC scheme. 
We have used the low complexity (smaller constraint length), convolutional encoders in the 
Turbo coding module. We can also determine the effect of using 'larger constraint lengths' 
on the gap from the capacity and on complexity. The tradeoff between the two effects needs 
to be investigated. 
We use a fixed number of iterations to decode the signal. A packet failure occurs if the 
decoding fails to decode the message without any errors, within these fixed number of 
iterations. Removing the restriction on the maximum number of iterations allowed, a com-
parison of the proposed coding scheme and Turbo codes, in terms of performance and the 
number of iterations required, can be done. It is expected that the proposed scheme would 
require smaller iterations to decode the message. The reason for this anticipation is that the 
proposed scheme manages to decode all other packets in the parity encoded block, once 
few of the packets in the block are successfully decoded. This avoids large number of it-
erations required to recover a particularly difficult to decode packet. Information from all 
other related packets helps the detection of such 'hard to detect' packets. 
The list of these recommendations is not exhaustive but it points out some significant areas 
requiring further deliberations. 
page 278 
References 
[1] D. Tse and P. Viswanath, Fundamentals of Wireless Communication. Cambridge 
Press, 2005. 
[2] M. K. Simon, J. K. Omura, R. A. Scholtz, and B. K. Levitt, Spread Spectrum Com-
munications Handbook. McGraw Hill, 1994. 
[3] N. B. Mehta, L. J. Greenstein, T. M. Willis III, and Z. Kostic, "Analysis and results 
for the orthogonality factor in WCDMA downlinks," IEEE Trans. Wireless Commun., 
Twd. 2, pp. 1138-1149,2003. 
[4] P. P. Bergmans and T. M. Cover, "Cooperative broadcasting," IEEE Trans. Inform. 
Theory, vol. IT-20, pp. 317-324, 1974. 
[5] A. J. Goldsmith, "The capacity of downlink fading channels with variable rate and 
power," Trans. Veh. Technol, vol. 46, no. 3, pp. 569-580, Aug. 1997. 
[6] S. Kahn, "3G wideband CDMA: Packet-based optimisation for high data-rate down-
link transmission," Ph.D. dissertation, Imperial College London, June 2006. 
[7] T. Ottosson, "On schemes for multi-rate support in DS-CDMA systems," Wireless 
Personal Communications, vol. 6, pp. 265-287, 1998. 
[8] H. V. Poor and S. Verdu, "Probability of error in MMSE multiuser detection," IEEE 
Trans. Inform. Theory, vol. 43, no. 3, pp. 858-871, may 1997. 
page 279 
R E F E R E N C E S 
[9] M. Luby, "LT codes," in Proc. 43rd Annual IEEE Symposium on Foundations of Com-
puter Science, 2002, pp. 271-280. 
[10] C. E. Shannon, "A mathematical theory of communication," Bell Systems Technical 
Journal, vol. 27, pp. 379-423, 623-656, 1948. 
[11] M. Rupf and J. L. Massey, "Optimum sequence multisets for synchronous code-
division multiple-access channels," IEEE Trans. Inform. Theory, vol. 40, pp. 1261-
1266,July 1994. 
[12] W. Yu and J. M. Cioffi, "Sum capacity of Gaussian vector broadcast channels," IEEE 
Trans. Inform. Theoiy, vol. 50, no. 9, pp. 1875-1892, Sept. 2004. 
[13] S. Viswanath, N. Jindal, and A. Goldsmith, "Duality, achievable rates, and sum-
rate capacity of Gaussian MlMO broadcast channels," IEEE Trans. Inform. Theory, 
vol. 49, no. 10, pp. 2658-2668, Oct. 2003. 
[14] R Viswanath and D. Tse, "Sum capacity of the vector Gaussian broadcast channel and 
uplink-downlink d u a l i t y , " T r a n s . Inform. Theory, vol. 49, no. 8, pp. 1912-1921, 
Aug. 2003. 
[15] G. Caire and S. Shamai, "On the achievable throughput of a multiantenna Gaussian 
broadcast channel," IEEE Trans. Inform. Theoiy, vol. 49, no. 7, pp. 1691-1706, July 
2003. 
[16] O. Kaya and S. Ulukus, "Ergodic sum capacity maximization for CDMA: Optimum 
resource allocation," Trans. Inform. Theory, vol. 51, no. 5, pp. 1831-1836, May 
2005. 
[17] Y. Yingwei and H. V. Poor, "User capacity for synchronous multirate CDMA systems 
with linear MMSE receivers," in Proc. IEEE 54th Vehicular Technology Conference 
(VTC'OI), vol. 4, 2001, pp. 2562-2566. 
[18] D. N. C. Tse and S. V. Hanly, "Linear multiuser receivers: effective interference, 
effective bandwidth and user capacity," IEEE Trans. Inform. Theory, vol. 45, pp. 641-
657,1999. 
page 280 
R E F E R E N C E S 
[19] S. V. Hanly and D. N. C. Tse, "Resource pooling and effective bandwidths in CDMA 
networks with multiuser receivers and spatial diversity," IEEE Trans. Inform. Theory, 
vol. 47, pp. 1328-1351,2001. 
[20] T. M. Cover and J. Thomas, Elements of Information Theory. Wiley, 1991. 
[21] S. Verdu, "The capacity region of the symbol-asynchronous Gaussian multiple-access 
channel." IEEE Trans. Inform. Theory, vol. 35, no. 4, pp. 733-751, 1989. 
[22] , "Capacity region of Gaussian CDMA channels: The symbol-synchronous 
case," in Proc. Allerton Conf. Communications, Control and Computing, Monticello, 
IL, Oct. 1986, pp. 1025U-1034. 
[23] S. Ulukus and R. D. Yates, "Iterative signature adaptation for capacity maximization 
of CDMA systems," in Proc. 36th Annual Allerton Conf. Communication, Control 
and Computing, Sept. 1998. 
[24] R Viswanath and V. Anantharam, "Optimal sequences and sum capacity of synchro-
nous CDMA systems," IEEE Trans. Inform. Theory, vol. 45, pp. 1984-1991, 1999. 
[25] M. L. Honig and U. Madhow, "Hybrid intra-cell TDMA/inter-cell CDMA with inter-
cell interference suppression for wireless networks," in Proc. IEEE Vehicular Tech-
nology Conference (VTC'93), 1993, pp. 309-312. 
[26] S. Ulukus and R. D. Yates, "Adaptive power control and MMSE interference suppres-
sion," Wireless Networks, vol. 4, pp. 489-496, 1998. 
[27] R Viswanath, V. Anantharam, and D. Tse, "Optimal sequences, power control and 
capacity of synchronous CDMA systems with linear muhiuser receivers," in Proc. 
Information Theory Workshop 1998, 1998, pp. 134-135. 
[28] S. Ulukus and A. Yener, "Iterative transmitter and receiver optimization for CDMA 
networks," IEEE Trans. Wireless Commun., vol. 3, pp. 1879-1884, 2004. 
[29] Verdu, Multiuser Detection. Cambridge, U.K.: Cambridge Univ. Press, 1998. 
[30] X. Wang and H. V. Poor, Wireless Communication Systems: Advanced Techniques for 
Signal Reception. Prentice Hall, 2003. 
page 281 
R E F E R E N C E S 
[31] S. Verdu, "Minimum probability of error for asynchronous Gaussian multiple-access 
channels." Trans. Inform. Theory, vol. 32, no. 1, pp. 85-96, 1986. 
[32] R. Lupas and S. Verdu, "Linear multiuser detectors for synchronous code-division 
multiple-access channels." IEEE Trans. Inform. Theory, vol. 35, no. 1, pp. 123-136, 
1989. 
[33] A. Duel-Hallen, "Decorrelating decision-feedback multiuser detector for synchronous 
code-division multiple-access channel," IEEE Trans. Commun., vol. 41, no. 2, pp. 
285-290,Feb.1993. 
[34] U. Madhow and M. L. Honig, "MMSE interference suppression for direct-sequence 
spread-spectrum CDMA," IEEE Trans. Commun., vol. 42, pp. 3178-3188, 1994. 
[35] M. K. Varanasi and B. Aazhang, "Multistage detection in asynchronous code-division 
multiple-access communications,"/£'£'£' Trans. Commun., vol. 38, no. 4, pp. 509-519, 
1990. 
[36] M. Honig, U. Madhow, and S. Verdu, "Blind adaptive multiuser detection," IEEE 
Trans. Inform. Theoiy, vol. 41, no. 4, pp. 944-960, 1995. 
[37] S. Ulukus and R. D. Yates, "A blind adaptive decorrelating detector for CDMA 
systems," inProc. IEEE Global Telecommunications Conference (GLOBECOM'97), 
vol. 2, Phoenix, AZ, USA, 1997, pp. 664-668. 
[38] J. M. Aein, "Power balancing in systems employing frequency reuse," COMSAT Tech-
nical Review, vol. 3, pp. 277-300, 1973. 
[39] J. Zander and M. Frodigh, "Performance of optimum transmitter power-control in 
cellular radio systems - comment," ZEEE Trans. Veh. TechnoL, vol. 43, p. 636, 1994. 
[40] J. Zander, "Performance of optimum transmitter power-control in cellular radio sys-
tems," IEEE Trans. Veh. Technol, vol. 41, pp. 57-62, Feb. 1992. 
[41] N. Bambos, S. C. Chen, and G. J. Pottie, "Channel access algorithms with active 
link protection for wireless communication networks with power control," IEEE/ACM 
Trans. Networking, vol. 8, pp. 583-597, 2000. 
page 282 
R E F E R E N C E S 
[42] G. J. Foschini and Z. Miljanic, "A simple distributed autonomous power control al-
gorithm and its convergence," IEEE Trans. Veh. Technol, vol. 42, pp. 641-646, Nov. 
1993. 
[43] J. Zander, "Distributed cochannel interference control in cellular radio systems," IEEE 
Trans. Veh. Technol., vol. 41, pp. 305-311, 1992. 
[44] R. Knopp and R A. Humblet, "Information capacity and power control in single-cell 
multiuser communications," in Proc. IEEE International Conference on Communica-
tions (ICC'95), vol. 1, 1995, pp. 331-335. 
[45] W. Yu, W. Rhee, and J. M. Cioffi, "Optimal power control in multiple access fading 
channels with multiple antennas," in Proc. IEEE International Conference on Com-
munications (ICC'01), vol. 2, 2001, pp. 575-579. 
[46] R Viswanath, D. N. C. Tse, and V. Anantharam, "Asymptotically optimal water-filling 
in vector multiple-access channels," IEEE Trans. Inform. Theory, vol. 47, p. 241U267, 
Jan. 2001. 
[47] A. J. Goldsmith and P. R Varaiya, "Capacity, mutual information, and coding for 
finite-state Markov channels." IEEE Trans. Inform. Theory, vol. 42, no. 3, pp. 868-
886,1996. 
[48] S. Verdu and S. Shamai, "Spectral efficiency of CDMA with random spreading," IEEE 
Trans. Inform. Theory, vol. 45, no. 2, pp. 622-640, Mar. 1999. 
[49] W. Yu, W. Rhee, S. Boyd, and J. Cioffi, "Iterative water-filling for Gaussian vector 
multiple access channels," IEEE Trans. Inform. Theory, vol. 50, no. 1, pp. 145-152, 
Jan. 2004. 
[50] O. Kaya, "Achievable rates, optimal signalling schemes and resource allocation 
for fading wireless channels," Ph.D. dissertation, Univ. of Maryland, Aug. 2005. 
[Online]. Available: http://hdl.handle.net/1903/2948 
[51] O. Kaya and S. Ulukus, "Optimum power control for CDMA with deterministic se-
quences in fading channels," IEEE Trans. Inform. Theory, vol. 50, no. 10, pp. 2449-
2458, Oct. 2004. 
page 283 
R E F E R E N C E S 
[52] G. Strang, Linear Algebra and Its Applications, 2nd ed. Academic Press, 1980. 
[53] R Viswanath, V. Anantharam, and D. N. C. Tse, "Optimal sequences, power con-
trol, and user capacity of synchronous CDMA systems with linear MMSE multiuser 
receivers," Z£'£'JE Trans. Inform. Theory, vol. 45, pp. 1968-1983, 1999. 
[54] S. Haykin, Communication Systems, 4th ed. John Wiley & sons, USA, 2001. 
[55] J. G.D. Forney and G. Ungerboeck, "Modulation and coding for linear gaussian chan-
nels,"/££'£' Trans. Inform. Theory, vol. 44, no. 6, pp. 2384-2415, 1998. 
[56] M. K. Gurcan, "Lecture notes for advanced data communications course," Imperial 
College London, 2006. [Online]. Available: http://blues.ee.ic.ac.uk/welcome.asp 
[57] B. Vucetic and J. Yuanc, Space-Time Coding. John Wiley & Sons, Ltd, 1998. 
[58] B. A. Harvey and S. B. Wicker, "Packet combining systems based on the Viterbi de-
coder," in Proc. Communications - Fusing Command, Control and Intelligence (MIL-
C0M'P2;, 1992, pp. 757-762. 
[59] J. W. P. Ng, "Array Communications: Space-Time vector channel estimation and re-
ception," Ph.D. dissertation. Imperial College London, July 2004. 
[60] J. G. Andrews, X.Yang, A.Hassan, and G. de Veciana, "The flexibility of CDMA 
mesh networks," IEEE Wireless Commun. Mag., submitted for publication. [Online]. 
Available: www.ece.utexas.edu/j andrews 
[61] S. Ulukus and R. D. Yates, "Iterative construction of optimum signature sequence sets 
in synchronous CDMA systems," IEEE Trans. Inform. Theory, vol. 47, pp. 1989-
1998,2001. 
[62] A. W. Marshall and I. Olkin, Inequalities: Theory of Majorization and its Applications. 
New York, U.S.A.: Academic Press, 1979. 
[63] J. M. Cioffi, "Course reader for digital communication," Stanford University, 2005. 
[Online]. Available: http://www.stanford.edu/group/cioffi/ 
page 284 
R E F E R E N C E S 
[64] H. E. Levin, "A complete and optimal data allocation method for practical discrete 
multitone systems," in Proc. IEEE Global Telecommunications Conference (GLOBE-
COMW;, vol. 1, 2001, pp. 369-374. 
[65] J. Campello, "Practical bit loading for DMT," in Proc. IEEE International Conference 
on Communications (ICC'99), vol. 2, 1999, pp. 801-805. 
[66] M. A. Imran, "Throughput optimisation in W-CDMA systems," Master's thesis. Im-
perial College London, 2002. 
[67] Y. Chung-Wai, K. B. Letaief, R. S. Cheng, and R. D. Murch, "On the PER perfor-
mance and decoding complexity of turbo codes," in Proc. IEEE 49th Vehicular Tech-
nology Conference (VTC'99, vol. 3, 1999, pp. 2214—2218. 
[68] O. Kato, A. Matsumoto, K. Fukawa, and H. Suzuki, "Packet error rate analysis and 
its reduction by known bits insertion for Turbo code in 100 Mbps OFCDM system," 
in Proc. IEEE Vehicular Technology Conference (VTC'03), vol. 57, 2003, pp. 2120-
2 1 2 4 . 
[69] O. Y. Takeshita, O. M. Collins, P. C. Massey, and D. J. Costello, "On the frame-error 
rate of concatenated turbo codes," IEEE Trans. Commun., vol. 49, pp. 602-608, 2001. 
[70] J. D. J. Costello, J. Hagenauer, H. Imai, and S. B. Wicker, "Applications of error-
control coding," IEEE Trans. Inform. Theory, vol. 44, no. 6, pp. 2531-2560, Oct. 
1998. 
[71] C. Berrou, A. Glavieux, and P. Thitimajshima, "Near Shannon limit error-correcting 
coding and decoding: Turbo-codes," in Proc. IEEE International Conference on Com-
munications (ICC'97), vol. 2, 1993, pp. 1064—1070. 
[72] C. Berrou and A. Glavieux, "Near optimum error correcting coding and decoding: 
t u r b o - c o d e s , " T r a n s . Commun., vol. 44, pp. 1261-1271, 1996. 
[73] R.G.Gallager, "Low-density parity-check codes," Ph.D. dissertation, MIT Press, 1963. 
[74] D. J. C. MacKay, "Good error-correcting codes based on very sparse matrices," IEEE 
Trans. Inform. Theory, vol. 45, pp. 399^31, 1999. 
page 285 
R E F E R E N C E S 
[75] , "Good error-correcting codes based on very sparse matrices," in Proc. IEEE 
International Symposium on Information Theory, 1997, p. 113. 
[76] N. Alon and M. Luby, "A linear time erasure-resilient code with nearly optimal recov-
e r y , " T r a n s . Inform. Theojy, vol. 42, pp. 1732-1736, 1996. 
[77] D. J. C. Mackay, Information Theory, Inference, and Learning Algorithms, 1st ed. 
Cambridge University Press, 2003. 
[78] M. Mitzenmacher, "Digital fountains: a survey and look forward," in Proc. IEEE 
Information Theory Workshop 2004, 2004, pp. 271-276. 
[79] A. Shokrollahi, "Raptor codes," IEEE Trans. Inform. Theory, vol. 52, pp. 2551-2567, 
2006. 
[80] P. Maymounkov, "Onhne codes, Tech. Rep. TR2002-833, Nov. 2002. 
[81] C.Harrelson, L.Ip, and W.Wang, "Limited randomness LT codes," in Proc. Allerton 
Conf. on Communication, Control, and Computing, 2004. 
[82] D. Chase, "Code combining-a maximum-likelihood decoding approach for combin-
ing an arbitrary number of noisy packets," IEEE Trans. Commun. [legacy, pre -1988], 
vol. 33,pp. 385-393,1985. 
[83] J. Hagenauer, "Rate-compatible punctured convolutional codes (RCPC codes) and 
their applications," IEEE Trans. Commun., vol. 36, pp. 389^00, 1988. 
[84] J. Hagenauer, N. Seshadri, and C. E. W. Sundberg, "The performance of rate-
compatible punctured convolutional codes for digital mobile radio," IEEE Trans. 
Commun., vol. 38, pp. 966-980, 1990. 
[85] S. B. Wicker and M. J. Bartz, "Type-II hybrid-ARQ protocols using punctured MDS 
codes," IEEE Trans. Commun., vol. 42, pp. 1431-1440, 1994. 
[86] K. R. Narayanan and G. L. Stiiber, "A novel ARQ technique using the turbo code 
principle," IEEE Commun. Lett., vol. 1, pp. 49-51, 1997. 
page 286 
R E F E R E N C E S 
[87] H. Jenkac, J. Hagenauer, and T. Mayer, "The Turbo-Fountain," European Transactions 
on Telecommunications (ETT), vol. Special Issue on "Next Generation Wireless and 
Mobile Communications", 2006. 
[88] , "The Turbo-Fountain and its application to reliable wireless broadcast (invited 
paper)," in Proc. European Wireless 2005, 2005. 
[89] R. M. Tanner, "A recursive approach to low.complexity codes," IEEE Trans. Inform. 
7%eo%^Twd.27,pp. 533-547,1981. 
[90] W. E. Ryan, Wiley Encyclopedia of Telecommunications. Wiley and Sons, 2003, ch. 
Concatenated Codes and Iterative Decoding. 
[91 ] W.E.Ryan, CRC Handbook for Coding and Signal Processing for Recoding Systems. 
CRC Press, 2004, ch. An introduction to LDPC codes. 
[92] J. Hagenauer, E. Offer, and L. Papke, "Iterative decoding of binary block and convo-
lutional codes," IEEE Trans. Inform. Theojy, vol. 42, pp. 429-445, 1996. 
[93] L. Bahl, J. Cocke, F. Jelinek, and J. Raviv, "Optimal decoding of linear codes for 
minimising symbol error rate," IEEE Trans. Inform. Theory, vol. 20, pp. 284-287, 
1974. 
[94] W. Xiaodong and H. V. Poor, "Iterative (turbo) soft interference cancellation and de-
coding for coded CDMA," IEEE Trans. Commun., vol. 47, pp. 1046-1061, 1999. 
page 287 
