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Abstract  
   This dissertation is an integration of several studies on the hydrogen-graphite and 
hydrogen-platinum systems, which are standards for reactions relevant in realizing 
the vision of practical hydrogen fuel systems.  The studies I discuss here are carried 
out ab initio, meaning no empirical parameters are employed in the theoretical 
treatment of the condensed matter systems.  Electronic structure calculations here are 
based on density functional theory, an exact theory for many-body problems which 
has greatly accelerated not only the understanding of physical/chemical processes at 
the atomic level, but also the search for new materials and the systematic design of 
new devices and chemical processes.  Total energy calculations parametric in nuclear 
coordinates were then used as the potential energy term for discussing hydrogen 
atomic reactions of concern in these studies, in accordance with the Born-
Oppenheimer picture.   
   More specifically, in this dissertation I discuss results on the following: (1) 
Hydrogen atomic adsorption & clustering on graphene: Among the most stable 
groups of two/three H atoms, the adsorption per H atom is found stronger as 
compared with the adsorption of isolated H atoms on graphene, and so favorable 
cluster formation of H on the graphene surface is ascertained.  Results also show that 
the H-graphene system is an excellent example of substrate effects being much more 
important, compared with direct adsorbate interaction, in determining the nature of 
grouping/ordering of adsorbed species on a surface; (2) Effects of adsorbed hydrogen 
on the electronic states of graphene: The adsorption of hydrogen disrupts the  
bonding network of graphene in an extended range – an event that affects the 
material’s reactivity to subsequent hydrogen, and hence promotes cluster formation.  
A hydrogen atom on graphene is also shown to be easily identified and distinguished 
from pairs at a very local level through its effects on graphene electronic states near 
the Fermi level; (3) Graphene two-face hydrogenation and saturation: Calculations 
for the closest pairing using both faces of graphene suggest not only stronger 
adsorption, but also barrierless entries for the second as well as all subsequent 
incoming hydrogen atoms.  The ensuing fully hydrogenated material is stable, and 
has a structure greatly distinct from graphene; (4) H-Pt(111) revisited: Calculated 
hydrogen states on Pt(111) within three different numerical treatments are discussed.  
The ground state of atomic H on Pt(111) was found to have a localized character, 
physically independent of the PES construction used.  All calculations support the 
low barrier to surface diffusion, as delocalization states start just 32 meV above the 
ground state for atomic H adsorption, and subsequent delocalized states are not much 
higher in energy.  Results are discussed with relevant experimental data available; (5) 
The role of lattice defects – vacancies: Application to a hypothetical rough Pt surface 
is also discussed – a benchmark for understanding the role of vacancies on actual 
surfaces, which should lie between the two extremes for the Pt surface presented here. 
The edges of vacancies trap adsorbed H strongly, a factor that leads to increased 
difficulty of hydrogen diffusion as compared to that on the ideal surface.  The 
hydrogen atom is however still more unlikely to reside at or enter a surface vacancy 
itself, much more the subsurface; (6) Coadsorbed H and CO interaction on platinum: 
A clear nonattractive interaction of hydrogen with CO is confirmed, most notably 
with oxygen, which retains its strong H-repulsive traits in the Pt-bound CO case.  
Inhibiting effects of CO greater than what is expected from simple adsorption site 
exclusion are discussed with regard to adsorption/desorption and mobility on 
platinum, as well as possibilities of surface-bound COH and HCO formation. 
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1   Introduction 
   The biggest scientific challenge of our time is addressing the global climate crisis, 
and expected to play a crucial role in its solutions is hydrogen.  While fossil fuels are 
expected to be around for some time, the reality of its limited supply and 
scientifically proven role in climate change are real, current concerns.  Considering 
all available options for replacing oil, the prevalent answer is not unexpected, 
considering its known advantages: clean, renewable, and potentially a much more 
efficient source of energy.  Hydrogen is the most abundant element in the universe.  
On our planet, it exists in great quantity as a component of water and organic 
compounds.  It is the simplest, the lightest of all the chemical elements, and it has the 
unique chemical property of being both an alkali and a halogen.  But most 
importantly, hydrogen is viewed as the major energy source for mobile applications 
of the future.   
   The so-called hydrogen economy is a state in which society’s everyday energy 
needs come from that stored through hydrogen, produced for example through the 
breakdown of water by solar or nuclear power.  However, serious hurdles are still 
present along the road to achieving this vision, as breakthroughs are needed in all key 
areas of achieving everyday hydrogen-based energy systems: production, storage, 
and practical utilization of hydrogen fuel.  I do not plan to enlighten the reader with 
solutions by the end of this work, but rather contribute to fundamental knowledge on 
specific systems that are highly relevant to the theme that is being discussed here.   
   This dissertation is primarily an integration of several studies of mine on the 
hydrogen-graphite and hydrogen-platinum systems, which are standards for reactions 
essential in realizing the vision of practical hydrogen systems, and serve as 
benchmarks for materials design, for example in the pursuit of alternatives.  More 
precisely, the hydrogenation of graphitic carbon has been seen as a possible storage 
solution, while platinum and its alloys are currently still the best catalysts for fuel 
cell related chemical reactions.   
   As will be discussed in more detail in the proceeding chapters, this area of research 
isn’t what I can consider as groundbreaking as the reader may already be aware that 
studies concerning the hydrogenation of solid surfaces dates back decades, mostly 
comprised of experimental work in vacuum environments.  However, despite this 
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long and colorful history of hydrogen-surface interactions, I believe a lot of details 
are still left unclear, and continuing developments in the field offer more questions 
that require theoretical work in finding answers.  In the case of the physical systems I 
am focusing on for example, the clustering of hydrogen on graphene and its 
subsequent saturation has not yet been fully understood, which is why in the past five 
years this has been a very active topic of research for several materials research 
groups across the globe.  On the side of transition metals, detailed examinations of 
the hydrogenation of surface vacancies and coadsorbed interaction of H with CO 
from the theoretical side are surprisingly very much lacking, considering that these 
are two very fundamental topics in understanding real situations for catalytic 
reactions on Pt.  Along with their significance beyond academic understanding, these 
topics have hence been natural choices for me to tackle in my graduate school 
research. 
   The initial motivation for the works that I discuss is in line with hydrogen-based 
energy technology.  However, I would like to emphasize that the applications 
covered by this research are numerous.  Hydrogen in amorphous and diamond-like 
carbon has for example been studied for the tribological properties of the system, and 
studies on hydrogenation-dehydrogenation processes on graphitic surfaces have been 
fueled by the need to understand reactions in interstellar media.  Also, the inherent 
lightness and reported high hydrogen uptake of carbon materials have led to much 
interest in using this class of materials in hydrogen-powered vehicles, and the recent 
attention given to graphene for novel carbon-based nanoscale devices has revived 
interest in the chemical modification of this carbon material.  Furthermore, on a more 
academic perspective, hydrogenation of graphene is one direct bridge that links 
concepts in organic chemistry with the possibilities in solid state engineering.  
Platinum on the other hand, while not as hot a topic as today’s two dimensional 
carbon sheets, it is still one of most recognized components of catalysts for processes 
involving hydrocarbons and water, and so I expect that valuable insights should be 
obtained from the more fundamental investigations discussed here.  In short the 
availability of a considerable amount of experimental data and exciting, ongoing 
developments in these areas make these materials fertile ground for further 
theoretical surface science work.  
   This dissertation is organized as follows. In Chapter 2, a brief write-up on the 
background of the computational methods and approximations used in this study is 
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presented.  The studies heavily involve electronic structure calculations based on 
density functional theory, from the determination of stable structures, to the analyses 
of surfaces states, to the creation of potential energy surfaces needed for further work 
on a more detailed description of adsorbate motion.  In Chapter 3, I try to answer the 
question of how the steps to graphene saturation with hydrogen look like.  I discuss 
physical mechanisms that lead toward the conversion of graphene into its fully-
hydrogenated counterpart – a material which possesses properties closer to that of 
diamond than graphene.  I firstly discuss stability trends in small clusters of adsorbed 
hydrogen, as well as surface structure and concurrent reactivity changes for graphene 
one-face and two-face hydrogenation.  Effects of adsorbed hydrogen on graphene 
electronic states, which are essential to adsorbed hydrogen structure discrimination, 
are also discussed.   
   In a markedly distinct yet related focus, in Chapter 4, I discuss some open topics 
regarding the role of defects (vacancies) and unwanted coadsorbates (CO poisoning) 
on platinum surface-bound hydrogen atoms, topics which provide a more general 
picture of processes valuable to many catalytic reactions.  Quantum states describing 
hydrogen motion were determined from wave functions expressed as a linear 
combination of a uniformly distributed set of Gaussian-type orbitals spanning the 
space within the vicinity of the topmost layer of Pt atoms, using an independent 
hydrogen approximation in an external periodic potential brought about by the frozen 
solid surface.  Revisiting the clean, ideal surface was done not only to provide the 
standard to which I compare in my results regarding the effects of defects and 
coadsorption, but also as a tool to discuss previously reported data on this topic.  Key 
findings are summarized at the end.   
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2   Theoretical background 
2.1. Many-body systems and the adiabatic approximation 
   The purpose of this chapter is to provide the reader of this work with some brief 
explanations on (1) the theoretical concepts in which the calculations in this 
dissertation are based on, and (2) the approximations that are usually made in the 
implementation of the theory in order to minimize computational costs without 
sacrificing physical accuracy.  Investigating the dynamics of chemical reactions, or 
determining the electronic structure of atomic, molecular, or large condensed matter 
systems ab initio (i.e., solely from fundamental physical principles, without 
empirical data) entails solving the many-body Schrödinger equation  
 Hˆ E    (2.1) 
where the wave function   is a function of real space coordinates of the individual 
particles comprising the physical system: 
  1 1, ... ; ...N M r r R R  (2.2) 
Here, the atomic nuclei are located in positions denoted by IR , while the positions 
of the electrons are given by ir  in a system with 3(N+M) degrees of freedom.  The 
many-body Hamiltonian is given by  
 ˆ ˆ ˆ ˆ ˆ ˆNuc el Nuc Nuc Nuc el el elH T T V V V        (2.3) 
where the individual terms, expressed in Gaussian units for notation simplicity, are 
given by 
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Here, capital letter indices are labels for atomic nuclei, while small letters are for 
electrons.  Also, 2I  represents the Laplacian with respect to nucleus I whose mass is 
I, while 2i  is the Laplacian with respect to the electron i, whose mass is m.   
   The main problem with this approach in studying a system of atoms is that in 
almost all cases, with the exceptions being the simplest, obtaining exact solutions of 
the Schrödinger equation is not possible.  In this view, reasonable approximations 
have to be implemented.  The Born-Oppenheimer approximation springs from the 
fact that the atomic nuclei are much heavier, and slower, than the electrons.  This 
allows us to say that the nuclei are nearly fixed with respect to electron motion.  
Reactions in which this approximation is valid are commonly referred to as 
electronically adiabatic.  This situation then provides logical bases to separate the 
electronic degrees of freedom for any given fixed configuration of atomic nuclei, 
giving Eq. (2.9) which shows the case in which the electronic wave function is 
solved parametrically on the nuclear coordinates IR :   
            ˆ , ,
I
el el
I i I I i IH E  RR r R R r R  (2.9) 
   ˆ ˆ ˆ ˆ ˆ
I I
el el Nuc Nuc Nuc el el el
IH T V V V
     R RR  (2.10) 
Next, according to the Born-Oppenheimer method  el IE R  is used as a potential 
energy function to examine the nuclear motion.  That is, we set up a Schrödinger 
equation of the form 
      ˆ Nuc el NucI I IT E E    R R R . (2.11) 
   In this dissertation, the term  el IE R  in (2.11) is called the potential energy 
surface (PES), which is very useful, for example, in determining activation barriers 
and finding optimum reaction paths in chemical reactions.  While called a ‘surface’, 
the PES obviously is not limited to a dependence of only two variables (for a one-
dimensional dependence on nuclear motion, the term potential energy curve is 
frequently used).  One specific way of investigating atomic motion by solving (2.11) 
is discussed in Chapter 4.   
   While separately treating the electronic from the nuclear degrees of freedom has 
been shown to be a very convenient tool in a lot condensed matter systems, there is 
still the hurdle of obtaining the eigenvalues and wave functions of the electronic 
system in (2.9), for any frozen configuration of the nuclear coordinates IR .  Even 
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with this simplification, the many-body problem remains an arduous task.  While 
obtaining the Schrödinger wave functions for a system of few electrons using 
traditional wave function methods is tractable [1], the exponential increase in 
computational expenses renders dealing with more complex systems impractical 
considering the computational costs involved.  It is in this light that alternative 
treatments for studying condensed matter systems have been sought even long after 
the onset of wave mechanics.  One alternative which showed early promise (but did 
not gain popularity until a series of developments to the theory) revolved on a simple 
premise: that knowledge of the ground-state density for an electronic system 
uniquely determines the system.   
2.2. Total energy calculations for many-electron systems 
   The topics that are discussed in this dissertation are theoretical/computational in 
nature, being largely rooted on density functional theory (DFT) [2, 3], a concept 
whose mathematical formalism was established in the 1960s and has greatly 
accelerated not only the understanding of ground state properties of many body 
systems and physical/chemical processes at an atomic level, but also the search for 
new materials and the systematic design of new devices and desired chemical 
processes.  Under this theory, a many-electron problem uses the electronic density 
 n r  (i.e., the number of electrons per unit volume) as its fundamental variable, 
instead of the wave function.  In my studies, stable physical structures, 
electronic/magnetic properties, and multidimensional reaction energetics are some of 
the key results which I have obtained based on density functional theory.  Aside from 
the topics covered in this thesis, some of my work which have used density 
functional theory include investigations on physical properties of systems involving 
carbon nanotubes [4-8], analyses of chemical interactions at materials interfaces [9-
14], computational materials design for energy and spintronics applications [15-17], 
as well as the dynamics of transition metal surface abstraction/etching reactions [18-
23]. 
   In a nutshell, density functional theory states that if the ground state charge density 
is known for any given system of atoms, the external potential and the number of 
electrons can be known, and hence the full Hamiltonian H . The density  n r  thus 
implicitly determines all properties derivable from H  through the solution of the 
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time-independent or time-dependent Schrödinger equation.  This conclusion arises 
from the straightforward proof of Hohenberg and Kohn [2] that the external potential 
 V r  is uniquely determined, within a trivial additive constant, by  n r .  The same 
paper also established an analogous variational principle: the variational principle in 
quantum mechanics states that for any normalized trial wave function, the 
expectation value of the Hamiltonian for this wave function must be greater than or 
equal to the actual ground state energy.  It was shown that the energy functional 
assumes its minimum value for the correct  n r .  Hence, combining this with the 
fact that the total energy of an electron gas, including exchange and correlation, is a 
unique functional of the electron density, we then have   
                 min mineltot ext H xcn nE n E n T n V n V n E n    r r  (2.12) 
or more explicitly, 
                 2
2I I
el nuc nuc
tot xc
e n n
E n T n d v n d d V E n
      R Rr rr r r r r r r . (2.13) 
The total energy of an electron gas, including exchange and correlation Exc as defined 
in Eq. (2.13), is a unique functional of the electron density.  Kohn and Sham in a 
subsequent paper showed how it is possible, formally, to replace the many-electron 
problem by an exactly equivalent set of self-consistent one-electron equations by 
extracting the Hartree equations [24] from the variational principle for the energy 
functional:   
     2
1
N
j
j
n 

r r  (2.14) 
      2 2
2 eff j j j
v
m
        r r r
  (2.15) 
          2 xceff ext n E nv v e d n


    rr r r rr r  (2.16) 
where the integral in (2.16) is the Hartree energy  Hv r  and the final term is the 
exchange-correlation potential  xcv r .  While the Pauli exclusion principle is an 
integral part of the method, the problem with Hartree theory is that it treats 
noninteracting electrons moving in the external potential veff, i.e., neglecting 
quantum statistics.  Not only do the Kohn-Sham equations (2.14) to (2.16) show a 
more general picture from Hartree theory, but the set also presents a tractable tool for 
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an exact theory, since knowledge of the exact  xcE n , in principle, includes all 
many-body effects.  This term takes into account the exchange energy, which is the 
reduction in the energy of the electronic system due to the antisymmetry of the wave 
function, and the correlation energy, which is defined as the remaining difference 
with the exact many-body energy of the system (i.e., all other contributions beyond 
Hartree-Fock), brought about by electronic correlations not yet taken into account by 
the inclusion of the exchange term, like that due to spatially separated electrons of 
opposite spins.  I must add that in some definitions the correlation energy is 
comprised of both the exchange energy defined above and the remaining error in 
energy (i.e., all other energy terms beyond the Hartree model).   
   As mentioned earlier from the discussion on the Hohenberg-Kohn variational 
principle, the immediate goal is finding the ground state electron density.  
Computationally, this can be achieved by simply iterating the Kohn-Sham equations 
until self-consistency is achieved – a process more clearly explained through the 
flowchart shown in Fig. 2.1.   
   In contrast to the Hartree and Hartree-Fock approximation, the ground-state energy 
(2.13) is exact.  However, for an arbitrary  n r , one can give no simple exact 
expression for  xcE n , and so the reliability of any practical implementation of 
density functional theory crucially depends on the accuracy of the expression for the 
exchange-correlation functional.  What is exactly calculable is the exchange-
correlation energy for the spatially homogeneous electron gas, i.e., for the case in 
which  n r  is the same at all r.   This is exactly what is done in the simplest 
representation for  xcE n : the so-called local density approximation (LDA),  
       LDA LDAxc xcE n n n d  r r r  (2.17) 
where at any point r, the local exchange-correlation energy of the homogeneous 
electron gas is used for the corresponding electron density, ignoring the general 
nonlocality of the true exchange-correlation energy.  This crude approximation not 
surprisingly leads to significant differences of predicted values when compared with 
experimental data, a common example being the known overbinding flaw of LDA.  
The next significant attempt to improve  xcE n  comes from the generalized gradient 
approximations (GGA) [25-27], implemented in light of knowing that any real 
system has a spatially varying density  n r , and so it would clearly be useful to also 
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include information on the rate of this variation.   Here, the value of the exchange 
correlation potential at a point r depends not only on the value of the density at r, but 
also on its variation close to r, taken into account through systematic gradient 
expansions: 
         ,GGA GGAxc xcE n n n n d  r r r r . (2.18) 
In general, GGA improves on LDA in terms of predicting binding energies and 
structure geometries.  GGA was particularly found to be better than LDA in 
hydrocarbon systems and in transition metals in general, hence my choice of GGA 
for the exchange-correlation energies in the computations in this work.  However, 
failures of both the LDA and current available GGA implementations in predicting 
some band gaps for example, especially in strongly correlated electron systems, are 
the reasons why improving the term  xcE n is still an active area of research in 
condensed matter theory as of the time of writing of this paper.  This is however 
beyond the scope of this thesis.  In the next section, some specific points in the 
Fig. 2.1. Flowchart for the self-consistent calculation of the ground state electron 
density using the Kohn-Sham equations. 
Initial guess for charge density: 
Calculate     0ieffv  r  
Solve Schrödinger equations by diagonalizing the Hamiltonian    1
,
i
j k ,   1,ij k  
Determine the new charge density     1in  r  using the calculated wave functions   1,ij k  
Convergence test: Do  
   ieffv r  and     1ieffv  r  
differ significantly? 
Determine the new effective potential     1ieffv  r  from     1in  r  
Compute total energy
No 
Yes 
Generate new 
   1ieffv  r  
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practical implementation of density functional theory for studying crystalline systems 
are discussed.  
2.3. Implementing density functional theory in condensed matter 
systems 
   Over popular cluster implementations which commonly use a basis set of Gaussian 
orbitals [28], I have chosen to use supercell implementations of Fig. 2.1 for the 
studies that are discussed in the proceeding chapters.  In the calculations, one of the 
main concerns of anyone using density functional theory is how to minimize 
computational cost (i.e., minimizing the amount of hardware and time used) without 
compromising the accuracy of the calculated physical properties of the system being 
studied.  There are many other tools that are useful in implementing density 
functional theory in periodic systems, but in this section I only deal with the most 
important methods that are currently being used by theoretical surface scientists.  
   Since a supercell implementation is periodic in three dimensions, the only way to 
get around this for modeling surfaces (which are two-dimensional) is to use infinitely 
repeating, periodic slabs of atoms with vacuum layers separating the slabs large 
enough in order to avoid significant interaction between slab images.  Of course, the 
slabs should also be thick enough (for example, five or more atomic layers for 
transition metal surfaces) to accurately represent a material’s surface.  In general, the 
asymmetry in surface-adsorbate systems creates a net dipole moment in the direction 
of the surface normal, and causes the energy to converge slowly with respect to the 
size of the super cell.  This is where the use of dipole corrections [29, 30] is 
beneficial.  Moving away from the surface normal, caution must also be exercised in 
choosing the unit cell size along lateral directions in order to avoid unwanted 
interactions between adsorbate images, for example, or even longer-ranging 
substrate-mediated interactions.  Of course the disadvantage for surface unit cells 
would be the increase in atoms, hence much more hardware-demanding and time-
consuming calculations.  Finally, I would like to point out that for consistency, the 
surface normal direction is always oriented along the z direction for the studies 
discussed in this dissertation. 
   An alternate statement of Bloch’s theorem asserts that for an electron in a periodic 
potential (which is an intrinsic property of the supercell approach to DFT), the 
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electronic wave functions at each k point can be expanded in terms of a discrete 
plane-wave basis set, as in   
    , ij c e   k G rk k G
G
r  (2.19) 
where G is a reciprocal lattice vector and k is set to lie within the first Brillouin zone, 
noting that any given wave vector q in all of the reciprocal space can be represented 
by an appropriate k differing by a reciprocal lattice vector.  Substituting (2.19) into 
Eq. (2.15) and taking the inner product, the Kohn-Sham eigenvalue equation in the 
plane-wave representation becomes 
  2 2 , ,2 eff j j jv c cm     
       GG k G k GG k G G G

.
 (2.20) 
In principle, an infinite plane-wave basis set is required in expanding the electronic 
wave functions.  However, the coefficients ,jc k G  for the plane waves with small 
kinetic energy   22 2m k G  are more important than those with large kinetic 
energy.  Knowing this, the size of the matrix can be reduced, up to a certain kinetic 
energy cutoff for the plane waves which defines the size of the matrix to be setup for 
diagonalization.  Numerical convergence for the basis set often refers to the point in 
which physical properties such as the binding energy of a system does not change 
significantly (say, to within 0.01 eV) even if the plane wave cutoff is increased.   
   However, an extremely large plane wave basis set would still be required to 
perform an all-electron calculation, especially in order to accurately take into account 
the tightly-bound core orbitals.  In order to be able to further reduce computational 
expenses, pseudopotentials have been introduced.  The concept of pseudopotentials 
is simply based on the well-known observation that the physical/chemical properties 
of solids are dependent on the valence electrons to a much greater extent than on the 
core electrons.  The pseudopotential approximation exploits this fact by removing the 
core electrons and by replacing them and the strong ionic potential with a weaker 
pseudopotential psv  that acts on a set of pseudo wave functions ps  rather than the 
true valence wave functions v , giving   
      2 2 , ,2 ps ps v psj j jvm   
       k k
r r r  (2.21) 
Asymptotically, a pseudopotential should be able to correctly reproduce the long-
range interaction of the core.  Outside the core region of radius rc, a good 
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pseudopotential should exactly match the all-electron ionic potential, and ps  should 
coincide with the full wave function.  Smooth, weakly oscillating pseudopotentials 
are ideal since these would require less Fourier coefficients, and consequently a 
lower cutoff energy.  This property of a pseudopotential is often referred to its 
softness, and very soft (“ultrasoft”) pseudopotentials [31] can be created that enable a 
dramatic reduction in size of the basis set.   
   Under the Born-von Karman boundary conditions for any given bulk crystal, the 
density of allowed k points is proportional to the volume of the crystal.  For infinite 
periodic systems, the infinite number of k points thus ideally requires integration 
over the first Brillouin zone, over all occupied energy bands, in determining the total 
energy of a crystal.  Some ways have been devised in order to avoid calculating 
electronic states at too many (infinite!) k points, based on the fact that the electronic 
wave functions at k points that are very close together are almost identical.  Thus 
only a finite number of these “special” k points are required, belonging to sets more 
concretely defined in Refs. [32, 33], and have been shown to approximate the full 
integration rather accurately.  Numerical convergence with respect to k point 
sampling refers to the point where physical properties such as the binding energy of a 
system do not change significantly even if the number of k points is increased.   
   There is still a number of details and related topics that can be added into the 
present discussion, but what I have just briefly gone through should already cover 
most of the underlying theory for the portions in the proceeding chapters related to 
electronic structure calculations.   
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3   Hydrogen on graphitic carbon  
3.1. Background 
   Graphene is an atom-thin sheet of sp2-bonded carbon atoms.  Its most basic unit 
cell has a basis of two carbon atoms, with lattice constants of length 2.462 Å 
separated by a 60 angle, creating what’s usually known as a two-dimensional 
honeycomb structure of atoms since the bonding network resembles the structure 
which honey bees build.  Considered the limit for large aromatic molecules, 
graphene has recently gained a lot of attention for its unique physical properties, 
being one of the best two-dimensional materials that physicists can use to test 
theories.  In relation to other carbon allotropes, carbon nanotubes are simply rolled 
graphene sheets, while the stable material that is formed by an ordered stacking of 
these sheets is graphite.  As shown in Fig. 3.1, the most stable three-dimensional 
structure is a Van der Waals-bonded alternating stacking of graphene sheets, which 
Fig. 3.1. (a) sublattices in graphite sheets. (b) ABAB stacking of graphene sheets in 
the bulk graphite structure.  A primitive cell is drawn in the center panel of (a). 
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inevitably leads to physical differences between the two sublattices of graphene (here 
noting once again the basis of two carbon atoms). 
   My primary motivation in investigating hydrogen in carbon systems is realizing 
high hydrogen uptakes on surfaces for practical hydrogen storage in solid-state 
materials.  In order to achieve this, it is always beneficial to know how the road to 
adsorption saturation on the surface looks like in terms of the physical mechanisms 
involved, and how one can control required reactions given this knowledge.  Much 
theoretical and experimental work has been done globally in this area in the past 
Fig. 3.3. Contour maps describing adsorbed H-induced graphene reconstruction.  
(a) displacement of C atoms from the original graphene plane, and (b) local planar 
distortion.   For (b), dashed (solid) contours indicate downward (upward) local 
planar distortion.  Contours are separated by 0.02 Å.  Positions of H atoms are 
marked by the white triangles. 
Fig. 3.2.  High-symmetry sites on graphene 
top
hollow
bridge
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decade, and in this study I revisit some key concepts that I have reported in the past 
few years.  This study discusses systems involving hydrogen in chemisorbed states 
on graphene, which have been studied with density functional theory. I outline my 
recent findings crucial to understanding graphene defects brought about by hydrogen, 
which serves as a benchmark for covalently-adsorbed species on the carbon surface.  
Emphasis is given to the underlying mechanisms related to the growth of defect 
structures, which have been shown to drastically change the properties of graphene.   
3.2. Hydrogen atom adsorption & clustering on graphene 
   Investigations on the physical/chemical modification of graphene by the addition of 
adsorbed species on one or both faces of graphene have been carried out for a wide 
range of reasons.  Reactions with NO and NH3, for example, have been studied for 
sensing applications, while studies involving adsorbed metals have been carried out 
in light of addressing the demands of post-silicon electronics.  On the latter, recent 
studies [34-37] have predicted the tendency of metal atoms to attach onto graphene 
through the hexagonal C ring centers (i.e., the hollow sites, Fig. 3.2), with binding 
energies ranging from about 0.1 to 2.0 eV.  It was shown that strong changes in the 
carbon sheet’s properties can indeed be induced by such attachments to graphene, the 
extent dependent on the bonding mechanisms involved.   
   In the case of hydrogen, an atom approaching graphene preferentially ends up at 
top sites, i.e., H prefers single-coordination, and given appropriate time to relax, it 
reaches a very stable chemisorbed state, albeit having to go through a barrier of about 
0.2 eV [38].  This barrier arises from the need to disrupt C-C bonds (which raises the 
system energy) in the process of creating a stable C-H bond (which lowers the 
system energy).  Reported H atom adsorption energies vary slightly across 
computational studies (roughly in the range of 0.6 to 0.8 eV, the negative sign 
denoting adsorption exothermicity), the values primarily depending on how isolated 
the H atom is treated on graphene.  Bridge-site adsorption is endothermic (~0.1 eV), 
while the hollow-site is not a local energy minimum for the H atom on graphene. The 
chemisorption is associated with the receiving carbon atom being pulled out by about 
0.33 Å from the initial planar geometry of graphene.  Reconstruction due to the 
adsorption of a single H atom is however not limited to the receiving C atom, as 
clearly described in Fig. 3.3(a), which plots the displacement of C atoms from the 
original graphene plane along z, taken to be the direction normal to the graphene 
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plane.  Local planar distortion, which is the distance a C atom moves out of the plane 
determined by its three nearest neighboring C atoms, is shown in Fig. 3.3(b).  It 
becomes apparent that C-C bonds within a certain range of the adsite are strained out 
of their initial planar geometries in order to minimize the energy of the system.  Even 
longer ranging is the H atom’s effects on the graphene electronic states – but let’s 
firstly consider the behavior of small groups of hydrogen adsorbed on graphene, 
starting with hydrogen pairs.  
   Stable hydrogen molecule adsorption on graphene [39] requires molecular 
dissociation.  Breaking up the incoming molecules requires a large amount of energy 
(in particular, the H2 binding energy from my calculations is 4.48 eV), but graphene 
reconstruction reduces the barrier to reaching stable adsorbed states to about 3.3 eV.  
The configuration with atoms attaching to opposite corners of a graphene hexagon 
(i.e., in the para configuration) was found to be the most stable configuration for an 
adsorbed pair, and from the constructed potential energy surface was additionally 
found to be the most accessible.   
   On the experimental side, Zecho et al. characterized graphite basal plane-adsorbed 
hydrogen, verified with electron energy loss spectra and reasonable agreements with 
density functional theory calculations [40].  Prominent peaks from thermal 
desorption spectroscopy (TDS) measurements were furthermore confirmed to be 
contributions from adsorbed deuterium (D) atoms at terraces [41].  Analyses of the 
spectra through numerical simulations of first order desorption kinetics suggest from 
the separate TDS profile contributions the presence of relatively solitary adsorbed 
deuterium atoms, close-pairing deuterium dimers, and mixtures of these on the 
graphite surface.  Very recent scanning tunneling microscopy (STM) measurements 
[42, 43] confirm this, in particular showing four distinct pair configurations on 
graphene.  Adsorbed clusters of four hydrogen atoms ordered along the perimeter of 
a graphite hexagon, in addition to the presence of pairs, have furthermore been 
proposed from a comparison of high-resolution electron energy loss spectroscopy 
with simulated vibrational spectra [44].   
   Understanding the stability of small groups of hydrogen adsorbed on graphene is 
fundamental in tracing succeeding steps to achieving levels of saturation.   It is with 
this motivation that the stability of adsorbed two-hydrogen [45] and three-hydrogen 
[46] clusters on graphene were investigated.   Geometries for these clusters, which 
span H-H separations approximately within the bounds of two graphitic hexagons, 
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Fig. 3.5. Adsorption energy per H atom of single face-adsorbed two H clusters (Eads 
= ½[Egr+2H(ads) – (Egr + 2EH(g))]), plotted against hydrogen atom separation.  The 
reference dashed line (Ea = 0.83 eV) corresponds to the binding energy of an 
isolated hydrogen adatom on graphene.  The solid red line shows the interaction of 
two H atoms in a vacuum, i.e. the formation/dissociation of H2 far from the 
graphene surface, adjusted to the above-mentioned energy reference.  Both single-
face and both-face pairings are shown (squares), as well as results of partially 
constrained optimization calculations which were published in Roman et al., 
Carbon 45 (2007) 218 (circles). 
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adsorbed on one face of graphene.   
a b
to1 to4
tp1
to2
tm3
to6to5
tm6
to3
tm5tm4
tm2tm1
p1 p6
p7
p4p2
p3
p5
18 
 
are shown in Fig. 3.4, and the corresponding adsorption energies for the adsorbed 
pairs and trios are shown in Figs. 3.5 and 3.6, respectively.  Schematics comparing 
single atom adsorption with that of pair adsorption from H atoms/an H2 molecule are 
shown in Fig. 3.7.  Reference energies for adsorbed, but individually isolated H 
Fig. 3.7.  Energy/stability of adsorbed H atoms/molecules:  (a) atomic H adsorption 
on graphene, (b) adsorbed pair formation from two H atoms or from a H2 molecule. 
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Fig. 3.6.  Adsorption energy of a three-H cluster (per H atom, single face, Eads = 
⅓[Egr+3H(ads) – (Egr + 3EH(g))]) plotted against hydrogen separation.  The reference 
dashed line (Ea = 0.77 eV) corresponds to the binding energy of an isolated 
hydrogen adatom on graphene.  Hydrogen separation in this case is defined as the 
distance of the third H atom from the center of its component (ortho/meta/para) pair. 
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atoms, are indicated by the broken lines in Fig. 3.5 and 3.6.  Asymptotically – that is, 
as hydrogen separation approaches infinity – I expect all three plots to merge into 
this reference level.  Hydrogen atoms in a vacuum merge into this reference at 
around 4.0 Å separation.  The fact that the data points in the graphs deviate from the 
reference levels shows the non-negligible clustering effects even at large interatomic 
separations. 
   Results shown here were obtained from unconstrained structure optimization 
calculations.  Differences in the employed supercell size led to slight differences in 
isolated H atom adsorption energy.  For the hydrogen pair stabilities, structural 
optimization calculations were performed using the Dacapo code [31, 47], which 
implements a supercell approach to density functional theory, using ultrasoft 
pseudopotentials for the frozen atom cores.  I used a 400 eV cutoff for the expansion 
of the one-electron wave functions, and the generalized gradient approximation [12] 
for the electronic exchange-correlation term.  The Brillouin zone was sampled using 
a 441 grid through the Monkhorst and Pack scheme [33].  In general I expect 
hydrogen on solid surfaces to have non-negligible magnetic properties, which is why 
calculations here and for most of this dissertation are spin-polarized.  A pair of 
hydrogen atoms on 32 substrate carbon atoms comprise the unit cell (“isolated” 
adsorbed atoms were treated at half the coverage), using a single, isolated graphene 
sheet with C-C nearest neighbor distances of 1.42 Å and a 15 Å vacuum separating 
sheets in the periodic supercell scheme.   While surface reconstruction was extensive 
in terms of the substrate area affected, it is most prominent within the immediate 
vicinity of the adsorbed hydrogen atoms.  The carbon atoms closest to the attached 
hydrogen (i.e. the receiving carbons) expectedly pucker up the most, moving to 
positions up to around 0.8 Å above the lowest-lying substrate atoms.  Note that pairs 
p1, p2 and p6 are similar to the T-B-T, T-H-T, and T-C-T final geometries of Ref. 
[39], respectively.  The pairs have been labeled in decreasing order of adsorption 
strength.  Stable hydrogen pair positions obtained after geometry optimization only 
slightly differ (<0.1 Å increase in H-H separation) from the exact on-top positions 
shown in the figure, save for pair p1 where the repulsion is much stronger. 
   For the trimer stabilities, stable hydrogen adsorption configurations were 
determined through geometry optimization calculations using the VASP code [48], 
which implements the projector augmented-wave method [49] for density functional 
theory-based electronic structure calculations.  All calculations were also spin-
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polarized, and utilized the exchange-correlation functional based on the PBE version 
of the generalized gradient approximation [25].  I applied a 400 eV cutoff to limit the 
plane-wave basis set without compromising computational accuracy, and a 441 
Monkhorst-Pack special k point grid for Brillouin zone sampling.  Three H atoms on 
a 48-C atom single sheet comprise the unit cell, with C-C nearest-neighbor distances 
of 1.42 Å before relaxation.  All atoms were completely unrestricted in the geometry 
optimization.  Likewise, a 15.0 Å vacuum separating adjacent sheets was used.  I 
specifically choose the thirteen most closely-packed combinations of three atoms 
adsorbed on C atom “top” sites.  Upon reconstruction, hydrogen atom lateral 
positions generally do not deviate much from the positions on receiving C atoms 
shown in Fig. 3.4.  A trio is named based on its smallest H pairing component 
(o=ortho, m=meta, p=para) and distance of the third member of the trio from the pair 
center.  This means, for example, that the trio labeled to1 is the three-hydrogen 
cluster comprised of a pair of adjacently adsorbed (ortho) hydrogen, and a third H 
atom adsorbed in the closest possible distance from the aforementioned pair. 
   Pair energies were computed using Es = [Egr+2H(ads) – (Egr + 2EH(g))]/2, where the 
terms Egr, EH(g), and Egr+2H(ads) are the total energies for the graphene sheet, a gas 
phase H atom, and the system comprised of an adsorbed H pair and graphene, 
respectively.  Table 3.1 shows the trios arranged by adsorption energy, starting with 
the most stable geometry.  Table values were computed using the following 
 Es Eo Em Ep 
to1 -1.39 -1.45 -2.60 – 
to4 -1.39 -1.45 – -1.43 
tp1 -1.33 – – -1.23 
to2 -1.24 -1.00 -2.15 -0.98 
tm3 -1.22 – -2.07 -0.90 
to3 -1.19 -0.84 -1.99 – 
to5 -1.18 -0.81 – – 
tm6 -1.17 – -1.93 -0.76 
to6 -1.14 -0.70 – – 
tm5 -0.80 – -0.82 – 
tm4 -0.79 – -0.78 –
Table 3.1. H trio adsorption energies on graphene.  Cells without numeric values 
indicate that the specific pair (o=ortho, m=meta, p=para) is not part of the given trio. 
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expressions: Eads = Egr+3H(ads) – (Egr + 3EH(g)); Es = Eads/3; Eo = Egr+3H(ads) – (Egr+2H(ortho) 
+ EH(g)); Em = Egr+3H(ads) – (Egr+2H(meta) + EH(g)); and Ep = Egr+3H(ads) – (Egr+2H(para) + 
EH(g)), where the terms Egr, EH(g), Egr+3H(ads), and Egr+2H are the total energies for the 
graphene sheet, a gas phase H atom, the system comprised of an adsorbed H trio and 
graphene, and the system comprised of an adsorbed H pair and graphene, 
respectively.  The adsorption energy of an isolated H atom on graphene Eiso = 
Egr+H(ads) – (Egr + EH(g)) is 0.77 eV, a value which differs slightly from previous 
calculations [38, 45] due to the different adsorbate coverage used in these studies.  
For the same reason pair and trio adsorption energies reported here also differ 
slightly from corresponding values reported in Refs. [50, 51]. 
   The closest pairing, most commonly labeled in related literature as the ortho pair 
given that its hydrogen atoms are directly attached to adjacent carbon atoms, is found 
to be the most stable pairing, in contrast to findings at a higher coverage [38], and 
hence suggesting one specific coverage effect on pairing stability.  The para pair 
however does not come too far behind in energy.  A comparison with analogous yet 
more restricted calculations (very localized relaxation) suggests that the increased 
stability of p1 over p2 arises from the inclusion of carbon atoms beyond the 
hydrogen’s immediate neighbors in the substrate reconstruction.  The two most 
stable pairs are followed by that with the farthest atomic separation among pairings 
considered, and then by a not immediately foreseeable sequence of the rest of the 
pairings.  Despite this apparent irregularity with regard to H-H separation, results 
noticeably favor hydrogen pair attachment to locations involving carbon atoms from 
different sublattices, i.e. the case in which the two adatoms are separately attached to 
an  and a  carbon atom.  The preference arises from the unavoidable disruption of 
the stable sp2/-bonding of the neighboring carbon atoms brought about by the 
receiving carbon tetrahedrization required by the attaching H.   
   As seen in Fig. 3.5, the four most stable adsorbed pair configurations are more 
stable than the state comprised of two isolated H adatoms, while the remaining 
pairings are not.  Bound pairs are all chemically stable with respect to free hydrogen 
atoms, but the results support the greater likelihood of odd-neighbored pairs (Fig. 
3.8) being present on hydrogenated graphite surfaces.  This is in exact agreement 
with experiments involving different deuterium atom dosages.  More specifically, 
pairs p2, p3, and p4 of the current study correspond exactly to observed pairs c, e and 
d of Andree et al. [42], respectively, while pairs p1 and p2 correspond to dimers A 
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and B of Hornekaer et al. [43].  Thermal desorption spectroscopy (TDS) data [40, 41] 
for a deuterium coverage that favors formation of deuterium pairs on the surface 
show three key features – two peaks (500 K and 580 K) with a shoulder in between 
(540 K).  Assuming that the numbers for each specific pair type simultaneously 
existing on the carbon surface do not vary greatly, the features at 580 K, 540 K, and 
500 K can then be tentatively assigned as originating from p1, p2, and the 
combination of p3 and p4, respectively, if based solely on the pair adsorption 
energies.  A more detailed treatment of the simultaneous dynamics of two adatoms 
desorbing from graphene would be needed in order to give finality to these 
assignments.  Nonetheless, the initial rise in sticking probability with hydrogen 
exposure [42] and reduced barriers to hydrogen sticking [50] are in agreement with 
the lower energy for clustering which I have reported.  
   This trend I expect should hold for pairs with adatom separations beyond that 
covered by two graphite rings, but should weaken with increasing H-H interatomic 
separation.  The results do not imply that the p5, p6 and p7 pairs cannot form – they 
can.  However, given sufficient energy, the hydrogen atoms may diffuse out to form 
lower energy pair configurations, if not moving into isolation.  Barriers to diffusion 
between H atom chemisorption sites on graphite are relatively large [52], but I expect 
that moving out of the metastable states should generally be easier, as in the IB 
transition of Ref. [43].   
   These results also suggest that the first adsorbed hydrogen can induce nearby 
neighbor reactivity: it is clearly shown here that the presence of adsorbed hydrogen 
on graphene has a significant effect on the adsorption of a second one, even to a 
Fig. 3.8.  The adsorption of a first H selectively modifies the reactivity of nearby 
graphite atoms, leading to drastic differences between the stabilities of “odd” and 
“even” pairs. 
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A A
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relatively distant H-H separation of 5 Å.  Energetics of multiple adsorbates on 
surfaces can in most cases be described by direct coadsorbate interaction and 
electronic screening effects, but the case of pairs on graphene shows one of the 
clearest examples of substrate effects being much more important in determining the 
nature of clustering.   In particular, I have associated the reported stability trends 
with the high stress due to bonds involving both sp2 and sp3 carbon atoms.  Certain 
configurations for example leave the C atoms located in between receiving C atoms 
strained, leading to higher system energy.   
   Adsorbed groups of three hydrogen atoms are generally stable: the Eads and 
associated Es values are all negative, meaning all adsorbed three-hydrogen groups are 
stable with respect to hydrogen atoms located far from the graphene surface.  If Es 
for a given trio is less than Eiso, the trio is more stable compared with a system 
comprised of three isolated adsorbed H on graphene.  In other words it would be 
more energetically favorable for the hydrogen atoms to clump together than to 
separate from each other on the surface, i.e., the net interaction shows an ‘attractive’ 
character.  Only one trio – tm1 – is found unstable when compared with separately 
adsorbed atoms (Fig. 3.6, 3.9).  As with the hydrogen atom and pair on graphene 
cases, the extent of the sheet reconstruction is rather substantial. For the most stable 
trio to1, which also is the most closely-grouped among all the considered geometries, 
the receiving C atoms all move out from the plane, consequently forming a local 
puckered-up island on the graphene sheet.  
Fig. 3.9.  Closely packed but different.  The closest-packed cluster (to1, upper 
panel) is most stable, while the threefold-symmetric group (tm1, bottom) is not. 
a
b
24 
 
   Comparing these with the pair adsorption [46], one can see that most of the trios 
are unlikely to dissociate into a pair and an atom on the surface, especially when one 
considers the high barriers to H atom diffusion.  These results further affirm the 
likelihood of clustering of hydrogen adatoms on graphene.  Also, while I expect that 
the probability for meta pairs existing on graphene is low, it is shown here that a 
third H adatom attaching nearby in most cases stabilizes that pair.  The general trend 
is that the clusters of three have stronger binding per H atom compared to the pairs, 
and so experimental work should be able to find these.  
   It’s also worthwhile mentioning the stabilities of adsorbed hydrogen trios in terms 
of component pairs.  It has been earlier shown that the ‘odd’ ortho (p1) and para (p2) 
pairs are stable, while ‘even’ pairs such as the meta (p6) pair are higher in energy.  
Enhanced reactivity for the formation of the former kind of pairs has earlier been 
suggested [45, 46, 50].  Table 3.1 values clearly show that adding a third H atom to 
the surface, no matter how far/close it is to a pre-adsorbed pair, is never an 
endothermic process.  A more important question to answer here however is: would 
it be more favorable to have a cluster of three, or a pair and single H atom separately 
adsorbed on graphene?  Table 3.1 can be used straightforwardly to provide answers 
to this: if Eo (or Em, Ep) for a given trio is less than Eiso, then the trio is more stable 
than having a separately adsorbed pair and atom.  From this criterion it can be seen 
that most of the trios are unlikely to dissociate into a pair and an atom on the surface, 
especially when one considers the reported high barriers to H atom diffusion.  These 
results once again affirm the likelihood of clustering of hydrogen atom adsorbates on 
graphene.  Also, while I expect that the probability for meta pairs existing on 
graphene is low, it is shown here that a third H atom adsorbing nearby in most cases 
stabilizes the pair. 
   Comparing the stabilities of trios with that of pairs, another trend is obvious.  The 
most stable pairs, the ortho and para pairs, are components of the most stable trios in 
the set considered in this study.  The configuration to1 for example is a combination 
of two ortho pairs and one meta pair. It may be useful to note that it’s geometrically 
impossible to have a trio comprised of purely odd pairs.  Less stable trios such as tm3 
contain the stable pair p3 or p4, which while less stable than the ortho and para pairs, 
are nonetheless favored pairing geometries.  The least stable trios are entirely 
comprised of the three least stable pairs discussed earlier on, and thus one may 
25 
 
actually make good qualitative estimates on the stability of adsorbed groups of three 
based on the knowledge of pair and single atom adsorption. 
   As a final note on this section, the threefold-symmetric configurations of three 
hydrogen atoms are shown to be the least stable, and so scanning tunneling 
microscopy (STM) structures with threefold/sixfold symmetry are not likely 
originating from closely-clustered H trimers.  This fact is advantageous for more 
precise H adatom identification, which is discussed in more detail in the succeeding 
section.   
3.3. Effects of adsorbed hydrogen on the electronic states of graphene 
   Detecting and discriminating singly adsorbed and small groups of adsorbates is an 
essential step to knowing how saturation is reached, as in the case for hydrogen 
adsorption on graphite.  Despite the difficulty associated with the size of the 
hydrogen atom, structures attributable to the presence of hydrogen in pairs or in 
relative isolation have been recently reported in two independent studies [42, 43] 
employing STM at high resolutions.  Four distinct pairs have been suggested, all 
involving odd-neighbor adsites, in agreement with the results I presented in the 
previous section.  One point from Ref. [42] that particularly interested me was the 
difficulty of clearly recognizing adsorbed pairs with atomic separations less than that 
of a para pair, noting that the close proximity of the atoms of these pairings casts 
sensible doubt on clear discrimination not only from each other, but also from an 
isolated atomic adsorbate.  
   In this section, I comment on the surface electronic states in the presence of 
adsorbed hydrogen, which are important in the identification of adsorbed hydrogen 
structures [51], as well as in providing fundamental knowledge on how graphene 
electronics can be tailored by hydrogenation.  Related theoretical descriptions of 
defect-induced effects on the electronic states of graphite have pointed out useful 
ways of describing the nature of point defects on the surface [53-55], but have been 
primarily concerned with vacancies, substitutions, or arbitrary adsorbates, and so I 
believe more specificity to effects of H/D atoms is necessary.  As important 
references, I include in this study the adsorbed ortho and meta hydrogen atom pairs 
(referred to as p1 and p6), which are the pairs of closest spacing.  It should be further 
noted that while simple stability calculations predict that the p6 pair is not likely to 
26 
 
Fig. 3.11. A representative electronic 
state (
2 ) near the Fermi level: atomic 
H on graphene.  The figure shows slices 
(dash-dotted lines) along (a) z=0.56 Å 
(solid line wave function contours), 
z=1.69 Å (broken line contours) and (b) 
y=9.84 Å.  The surface normal of pristine 
graphene is oriented in the z direction.  A 
total charge density plot for (b) is 
provided in (c), indicating atomic nuclei 
positions frozen at the optimized 
coordinates. 
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Fig. 3.10. A representative electronic 
state (
2 ) near the Fermi level: pristine 
graphene.  The figure shows slices (dash-
dotted lines) along (a) z=0.31 Å (b) 
y=0.0 Å.  The surface normal is oriented 
along the z direction.  A total charge 
density plot for (b) is provided in (c), 
indicating atomic nuclei positions. 
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exist, especially when compared with p1, I do not refute the mere possibility of its 
existence on the graphite surface. 
   Figures 3.10, 3.11, 3.12, and 3.13 show two dimensional cross-sections of 
representative electronic states near the Fermi level for pristine graphene and the 
systems involving an H atom, an ortho pair, and a meta pair adsorbed on graphene, 
respectively, where all C and H atom nuclei are frozen at their optimized coordinates.  
To be consistent with sample-positive STM measurement bias voltages, I chose the 
lowest states for which E–EF > 0.  For reference, the total charge density 
distributions are given as well in the lowermost panels.  Complementing the results 
shown in Fig. 3.11, panels d and e of Fig. 3.14 show the atomic orbital-projected 
density of states for a free hydrogen atom and a component carbon atom of graphene, 
separately, while panels a, b and c describe those for the combined system.  Nonzero 
magnetization is apparent.  Consistent with Fig. 3.11, the density of states in the 
vicinity of the Fermi level for the graphene-H atom system is large for the hydrogen 
and varies per carbon atom on the graphene sheet, giving easy insights on what can 
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Fig. 3.12. Same as Fig. 3.11, but for 
pair p1 on graphene. (a) top view, (b) 
cross sectional side view, (c) total 
charge density. 
Fig. 3.13. Same as Fig. 3.11, but for 
pair p6 on graphene. (a) top view, (b) 
cross sectional side view, (c) total 
charge density. 
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Fig. 3.14. Spin-polarized density of states projected onto atomic orbitals: panels (a)-
(c) are for the graphene-H adatom system, while (d) and (e) are isolated systems. (a) 
DOS projected on the H adatom orbitals, (b) for the receiving C atom, (c) for a C 
atom next to the receiving C atom, (d) for a H atom in the gas phase, and (e) for a C 
atom of clean graphene.   
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be easily probed via STM.  Simulated constant-current STM images are shown in Fig. 
3.15.  Calculations were based on the theory of Tersoff and Hamann [56] for 
constant-current STM imaging, which in a nutshell states that the STM tip position 
map follows the contours of a local density of states (LDOS) isosurface.  Assuming 
an s-wave probe tip, I use the states closest to the Fermi level.  The isosurfaces used 
here (both for atom and pair adsorption) were chosen solely to get a topography that 
is quantitatively consistent with the reported tip position corrugation in Ref. [42], i.e., 
“bright spots” are about 2 Å above the clean sections of the surface.   
Fig. 3.15.  (top row) Simulated STM images (tip z position plots).  (a) H atom on 
graphene, (b) p1 pair on graphene, and (c) p6 pair on graphene.  All images are shown 
using the same scale.  The LDOS value used for the p1 pair on graphene image is 
5.010-5 Å-3eV-1, while the rest used 1.010-3 Å-3eV-1.  The middle row shows the 
approximate position of the C atoms.  Bottom panels show the hydrogen structures 
together with reconstruction extents for comparison. 
a b c
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   Figure 3.11 indicates that the presence of adsorbed hydrogen atom should be very 
well observable from the strong disruption of the graphene surface electronic states: 
the presence of the H atom breaks the resonance of the original -network at the 
Fermi level of clean graphene.  An obvious manifestation of this effect is that every 
other pz orbital on the C lattice is skipped by the wave function, i.e. the electronic 
state has maxima only in the graphene sublattice which does not include the 
receiving C atom, aside from the maximum at the location of the H atom itself.  This 
causes the original honeycomb lattice to form a triangular one.  In contrast to this, the 
charge density distributions for all three systems do not discriminate graphene C 
atoms, and show that both the puckering up of the receiving carbon atom and the 
presence of the hydrogen adsorbate itself should contribute to an observable 
topography change over the position of the adsorbed atom, which should be relevant, 
for example, in atomic force microscopy measurements.  The proximity of the H 
atom with its images in the periodic model I used here unfortunately makes me 
unable to comment more on larger superstructures associated with the adsorption, but 
such is not of much significance in this discussion.  I limit the analysis to the 
immediate vicinity of an adsorbed atom, which would be more useful in identifying 
adsorbed structures for intermediate to high adsorbate coverages. 
   The corresponding simulated STM image for H atom adsorption is shown in Fig. 
3.16, which can be compared with the high resolution image attributed to adsorbed D 
(type a) in Ref. [42].  In that report, it was assumed that a D atom was at the center of 
a bright spot.  It should be noted that H and D are electronically equivalent. The 
simulation reproduces the image from experiment satisfactorily in terms of its size 
and general shape and symmetry.  The tripod extensions of the central spot in the 
simulation come from pz orbitals from third-nearest neighboring (para) C atoms 
(shown in black in the schematics of Fig. 3.16).     
   While the H atom adsorption on graphene exhibits a distinct threefold symmetry, 
the pairs, by their very nature, have to break such symmetry completely.  A similar 
means for discriminating paired from single point defects has been pointed out in a 
previous study [54], using a superlattice.  Another point that should be emphasized 
here is the fact that the two closest pairs show a marked difference in disrupting 
graphene electronics.  The ortho pair has its hydrogen atoms separately attached to C 
atoms of both substrate sublattices, and hence the electronic states in the vicinity of 
the Fermi level reveal the complete honeycomb network.  Do note however that this 
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Fig. 3.17.  Calculated STM images for pristine carbon sheets: (a) graphene, (b) 
graphite (bilayer graphene).  The hexagons at the upper left of the panels are 
guides for locating carbon atoms (dashed for the subsurface C layer).   
a b 
Fig. 3.16.  Simulated STM (i.e., tip z corrugation for constant current imaging) for H 
atom adsorption on graphene.  Clockwise: (a) H atom adsorbed on single-sheet 
graphene, (b) H atom adsorbed on an A carbon atom on a two-layer graphite surface, 
(c) same as (b) but on a type B carbon, (d) actual STM image from A. Andree et al., 
Chem. Phys. Lett. 425, 99 (2006), where U = –0.2 V (sample positive).  The inset in 
(a) shows the position/orientation of substrate atoms with respect to the adsorbate 
(white circle). 
a
cd
b 
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translated to a significant loss in C atom resolution in the corresponding simulated 
STM image at the chosen parameters.   
   The appearance of substrate atoms from both sublattices is in agreement with a 
previous STM simulation of the closest pairing p1 (dimer A) [43], but the spatial 
extent of the prominent STM features differ.  The adsorbed pair is represented as two 
distinguishable bright spots in Ref. [43], but the image presented in this study is 
more of a single yet elongated bright spot, with extensions in four directions.  
Several factors may contribute to these differences, including surface unit cell size 
(pair adsorption coverage) and density of states isosurfaces used, as well as 
electronic states chosen with respect to the Fermi level. The meta pair on the other 
hand reproduces the cloaked sublattice effect found in the atomic adsorption.  These 
two pairs have been shown to differ significantly in terms of adsorption strength, and 
are shown here to differ as well on how they modify the graphene electronic states 
(and thus how they would look like under the STM). 
   The electronic wave function features at elevated positions (marked by the dashed 
contours in Figs. 3.11 to 3.13) suggest that the exact positions of adsorbed H atoms 
are at the centers of the bright spots.  Hence one may actually say that an adsorbed 
hydrogen atom on graphene is not really transparent to the STM based on these 
results.  This of course works under the important assumption that the hydrogen atom 
remains localized on its adsorption position, which should not be unreasonable 
considering the high barriers involved in chemisorbed H hopping, and the standard 
use of D atoms in related experimental work.  An equally important concern is: can 
the H atoms in the close pairings be resolved?  The wave functions in Figs. 3.12 and 
3.13 do not say no, though actual experimental conditions may not be as ideal.  If at 
this scale individual hydrogen atom resolution is poor, one can at least expect that 
more elongated bright spots at specific orientations for the closely-spaced adsorbed 
pairs, as in Figs. 3.15(b) and 3.15(c), and the surrounding C atom contributions to the 
STM image should provide supporting clues as well.  
   On an actual multilayer graphite system without defects, it is well-known that 
electronic differences on A and B site atoms are very significant, to the point that it’s 
common to observe only the surface B-site atoms (i.e., C atoms that do not have 
neighbors in adjacent sheets) under scanning tunneling microscopy [57].  This is 
affirmed by straightforward calculations using a two-atom basis for graphene (four 
atoms for bilayer graphene), as shown in Fig. 3.17.  Here the case for a single 
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graphene sheet shows the hexagonal arrangement of carbon atoms, but the bilayer 
graphene model clearly shows the difference between A and B carbon atoms.  One 
may then wonder about what should happen when a second perturbation – that from 
an adsorbed H atom – is present.  Similar calculations using a two-layer system were 
subsequently performed: a second graphene sheet was placed at a distance 3.35 Å 
below the reconstructed sheet of Fig. 3.15(a), with its lateral position set to make the 
adsite of Fig. 3.13(a) fall on an A site (Fig. 3.16(b)), then a B site (Fig. 3.16(c)).  
STM images were recalculated from the surface electronic states of H on bilayer 
graphene.  The images were found practically identical to that on (single sheet) 
graphene, regardless of the adsite type, indicating that H atom adsorption, within the 
approximations and coverage used, affects graphene electronics much more strongly.  
   It should be noted that Ref. [42] suggests that single atom adsorption images look 
different, depending on its location on the graphite surface.  Given the size and 
position of the STM feature assigned the type b structure with respect to its 
surroundings, interpreting it as a single adsorbed atom at the site indicated in the 
inset indeed is plausible.  However I think that the clear lack of threefold symmetry 
alone eliminates the type b feature as a singular defect, regardless of whether it’s a 
vacancy, atom adsorbate, or substitution.  Given the feature’s size, shape, and 
orientation on the surface, I think it’s more consistent to associate the type b feature 
of Ref. [42] to the closest pairing, p1.  The extensions at the sides of the simulated 
bright spot may have been made more prominent due to the close proximity of 
adjacent adsorbed pair images in the periodic model.  
   The calculations suggest that the characteristic feature in Fig. 3.16(a) and Fig. 
3.16(b) should then hold for atomic adsorbates on the graphite basal plane, no matter 
which type of site (A or B) the H atom is attached onto.  One can however easily see 
two factors which could tell these two adsites apart: (1) a 60 rotation of the 
prominent structure, following the different orientations of the substrate threefold 
symmetries at the two inequivalent sites (a similar conclusion is pointed out for a 
vacancy-induced superlattice in Ref. [53]), and (2) a more disrupted substrate atom 
visibility for B-site adsorption.  An adsorbed atom’s strong electronic perturbation 
becomes weaker as one moves farther from the adsorbate location, and so there will 
have to come a point where the effects of the subsurface layers would be more 
dominant, showing what’s expected from a clean graphite surface.  The interesting 
case comes with B-site adsorption, as A-site C atom visibility is enhanced by the 
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presence of the adsorbed H, creating a region centered at the adsite wherein the C 
atom visibility should be different with respect to the surrounding clean surface.  The 
size of this region depends on the relative strengths of the two perturbations to the 
single-layer graphene electronic states, but its mere presence should already be of 
practical use.   
   Lastly, it’s also interesting to see if scanning tunneling microscopy is powerful 
enough to detect subsurface hydrogen in graphite, since proof for entry of hydrogen 
inside graphitic structures is needed.  In particular, here I focus on hydrogen atoms 
that are adsorbed just below a graphene sheet.  A simulation performed on the 
opposite face of the system used for Fig. 3.15(a) is shown in Fig. 3.18, using similar 
parameters.  Results show a much less pronounced feature for the unpopulated face, 
but it is important to note that (1) the honeycomb lattice is still incomplete, and (2) 
accessing electronic states farther from the Fermi level might improve the central 
feature. 
  The electronic effects of H adsorption also provide fundamental insights on 
clustering stability.  More precisely, the location of the wave function maxima in 
Figs. 3.11 to 3.13 are not coincidentally the most preferred locations for the 
additional H atoms if one were to create a strongly adsorbed pair from an initially 
adsorbed H atom, or a strongly adsorbed trio from initially adsorbed ortho and meta 
H pairs.  This is in agreement with a recent study which also tackled H pairing on 
graphene, attributing pairing stability from their magnetic properties [58].  
Considering the high stress due to strained C-C bonds, changes in surface electronics, 
Fig. 3.18.  Probing the clean (opposite) face of hydrogenated graphene 
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and the presence of magnetism, in a rather simplified statement, even pairs create 
dangling bonds, odd pairs do not, which is directly manifested in the cluster 
stabilities.   
3.4. Graphene two-face hydrogenation and saturation  
   When compared with the graphite terraces that have been given emphasis so far, 
the edges of graphite show much more reactivity to hydrogen atoms.  On the 
experimental side, mechanical alloying has been used to prepare defective structures 
of graphite under hydrogen atmosphere [59, 60], and the reported 7.4 wt% hydrogen 
stored in the resulting nanocrystalline (finely ground, in other words) graphite was 
partly attributed to the formation of a vast number of edge dangling bonds resulting 
from the rupture of graphite intralayer linkages.  One previous work  [61] done in the 
same research group on hydrogen molecule dissociative adsorption on the zigzag 
edge of graphite has agreed with the aforementioned observations, as a quick check 
of the potential energy surface for H2 indicates a non-activated process.  Adsorption 
onto bare armchair edges [62], however, has been shown to be a slightly less favored 
route, suggesting the possible utility of the zigzag edge over the armchair edge as a 
reaction channel.  Quantum dynamics calculations on the obtained potential energy 
surfaces on these two distinct edges naturally showed different scattering behaviors 
for approaching H2 of different incident energies [63], affirming the expected 
graphite edge reactivities. 
   The clear trend goes: the more defects you have, the more chances you get for 
hydrogen chemisorbing onto a C atom.  An alternative to increasing the number of 
dangling bonds by creating more edges is increasing the sp3 character of the substrate 
atoms on the sheet itself, which should be a viable option for achieving a high 
hydrogen uptake in carbon-based materials.  As a reference, hydrogenated tetrahedral 
amorphous carbon (ta-C:H), a diamond-like carbon material with a high sp3/sp2 ratio, 
is known to be capable of reaching a hydrogen/carbon atomic ratio of about 60% (4.6 
wt%) .  A higher uptake value (i.e., >6.5 wt%) is however desired for practical use, 
and explicit control of the uptake and release of hydrogen is necessitated in actual 
situations.  Taking full advantage of graphite for this specific purpose should involve 
the exploitation of every single section possible, hence the need to promote 
adsorption on the faces of each sheet of the graphite lattice.  
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While one-face hydrogenation of graphene is itself a fertile ground for academic 
discussion, the problem with one-face hydrogenation when considering practical 
applications is that a full monolayer hydrogen coverage is impossible to achieve, 
since there is no way for the carbon atoms to be in sp3 configurations all at the same 
time.  This is disadvantageous, for example, if one needs to maximize the hydrogen 
content on graphene.  The situation however changes drastically when both faces of 
graphene can have access to hydrogen [64].  This is best illustrated with a pair of 
hydrogen atoms adsorbed closely, but on opposite faces of graphene, i.e. in a way 
forming the two-face analogue of the ortho pair discussed earlier.    
   Results for relevant adsorption pathways are shown in Fig. 3.19, which 
unambiguously show that atomic hydrogen adsorption on a graphene sheet with pre-
adsorbed hydrogen on the opposite side can proceed much more easily compared to 
that onto a plain graphene sheet, since the difficulty of overcoming the energy barrier 
to chemisorption on graphene is removed.  The final state for this pair is also a very 
stable one, significantly lower in energy as compared with any of the same-face pairs 
I discussed earlier.  Regarding this, it is interesting to note that recent ab initio 
calculations [65] have shown that the entry of atomic H into the region between 
Fig. 3.19. Calculated potential energy curves showing increased substrate reactivity 
brought about by adsorption of the first hydrogen.  Adsorption of a single hydrogen 
atom on frozen (relaxed) graphene is shown as filled (open) squares, while that for 
the second hydrogen atom is shown in circles. 
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bilayer graphene is not an endothermic process, and so population of both sides of 
sheets of graphite is possible.   
   One implication of these results is that the chemisorption of a first hydrogen atom 
actually has the potential of setting off a series of subsequent adsorption reactions, 
Fig. 3.21.  Adding more hydrogen onto a graphene sheet pre-adsorbed with hydrogen 
on one face. The energy vs. hydrogen-carbon separation Z relationship for incoming 
atomic hydrogen is presented in the left panel (a), showing strong chemisorption at Z 
=1.1 Å.   The right panel (b) shows the calculated potential energy contours for H2 
dissociation, as a function of the H-H separation r, and the distance Z of the H2 
molecule centre-of-mass from the surface.  The adsorbed atoms for this particular 
case (constrained to the T-C-T dissociation geometry described in Y. Miura et al., J. 
Appl. Phys. 93, 3395 (2003)) are separated by about 2.5 Å, and located around 1.2 Å 
from the nearest carbons.  
Fig. 3.20.  Stable form of fully hydrogenated graphene.  Hydrogen atoms are shown 
in white.  
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which, upon saturation of the substrate, forms the final assembly shown in Fig. 3.20.  
An independent study with similar conclusions is given in Ref. [66].  Such a network 
of fully covered sheets, with its hydrogen-to-carbon ratio of unity, can hold hydrogen 
to a commercially-practical storage capacity of 7.7% by weight [64].  This assembly 
has also been shown to be the more stable conformation of hydrogen-saturated 
graphene (graphane), which has a 1:1 C-H stoichiometry [67].     
   On a related note, though hydrogen can occupy both faces of a graphite layer once 
the process for hydrogen storage is initiated, adding more hydrogen onto a sheet 
covered with a half monolayer of hydrogen (adsorbates attached only to next-nearest 
carbon atoms) on the opposite face is worth examining.  For this situation, isolated 
sheets modeled through a fully relaxed structure composed of eight carbon atoms and 
four pre-adsorbed hydrogen atoms in the supercell were used, with hydrogen atoms, 
and a hydrogen molecule approaching from the gas phase (Fig. 3.21).  As expected, 
geometry optimization favored restructuring of the carbon lattice into an atomically 
non-flat carbon sheet, in which the hydrogenated carbons are separated from the 
plane of the upper carbon layer by 0.24 Å.  Equipotential contours pertaining to the 
adsorption of hydrogen molecules on the unpopulated graphite sheet face are shown 
Fig. 3.22.  Schematic on controlling graphite for hydrogen storage.  Pristine graphite 
(top) has been shown to have a low reactivity to approaching hydrogen, but 
adsorption is expected to be promoted when the C atom planar arrangement is 
perturbed through infrared radiation-induced vibrations. Ideal hydrogen uptake in the 
final assembly is shown in the lower section.  Infrared radiation at distinct 
frequencies can and should be used for separately promoting the two processes. 
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in Fig. 3.21(b), indicating that the unpopulated surface can very easily break up 
incoming hydrogen molecules during adsorption, given their barrierless reaction 
routes.  Further calculations [64] on vibrational modes of pristine and hydrogenated 
graphene also suggest the possibility of controlling the reversible hydrogenation 
reactions, as depicted in Fig. 3.22. 
   An expansion of the graphene lattice parameter by a factor of about 3% was 
observed, producing C-C bonds with lengths of 1.54 Å when fully hydrogenated – 
and a structure closer to that of diamond than graphene (also, C-C bond lengths in 
diamond are 1.54 Å).  This is somewhat in agreement with recent experimental work 
characterizing graphane [68], as local regions with in-plane expansion have been 
reported, albeit to a much greater extent.  Along the xy plane, the hexagonal lattice is 
maintained.  Finally, the hydrogen-saturated graphene is found to be more stable than 
graphene and hydrogen atoms (molecules) by 2.48 eV (0.24 eV), in terms of 
chemisorption energy per hydrogen atom (Fig. 3.23).   
 
Fig. 3.23.  Stability of the fully-hydrogenated graphene (graphane). 
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4   Hydrogen on platinum 
4.1. Case studies for Pt-bound hydrogen atom states 
   Diffusion comprises an essential aspect of catalytic processes as it bridges the 
initial adsorption of reactants with eventual reactions at other locations.  In the 
context of fuel cells for example, hydrogen, upon reaching the anode, would require 
moving along the catalyst surface, say that of platinum or its alloys, and traveling 
through a proton conducting membrane before reacting with ambient oxygen at the 
other end to complete the process.  It is primarily in light of describing these 
processes at the atomic scale, particularly those involved at the anode, that the H-Pt 
system has created its own following (see for instance Refs. [69-73]), with a quantum 
mechanical picture of the behavior of a hydrogen atom on the platinum surface 
examined as well.  The simplest and most widely used approach here is an 
electronically adiabatic treatment of the hydrogen motion near the solid surface, 
usually beginning with the creation of an n-dimensional PES.  In a lot of cases this 
term is expressed in terms of fitting functions using input parameters from 'static' 
total energy calculations for given atomic nuclei positions, orientations, etc.  As with 
related studies on the subject [74-81], in this work the PES is used in the Schrödinger 
equation for H atom motion Eq. (2.11) under the periodic boundary conditions of the 
model surface.  
   The significance of quantum effects on hydrogen atom motion on solid surfaces 
has long been suggested.  For example, DiFoggio and Gomer found that the surface 
diffusion coefficient for hydrogen remained constant for temperatures below 140 K 
on the W(110) surface, suggesting hydrogen tunneling that is not shown by the 
heavier deuterium [82].  Furthermore, helium scattering on Pd(111) [83] and electron 
energy loss spectroscopy studies on Rh(111) [84], Pd(110) [85] and Cu(110) [86] 
show results that can only be explained by delocalized models of hydrogen.  More 
recently, STM imaging of hydrogen atoms on copper provided a window on tracking 
the motion of a single H atom, and the weak temperature dependence of the H 
hopping rate that was found suggests H atom tunneling along the copper surface [87].  
Finally, finite zero-point energy values for hydrogen atoms adsorbed on Si(111) and 
Pt(111) were directly measured from nuclear reaction analysis (NRA) [88], 
suggesting yet another quantum mechanical effect observable for hydrogen atoms on 
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metals.  These findings cannot be explained by adiabatic potential energy surfaces 
alone.  
   The small mass of hydrogen and the relatively flat corrugation of its potential 
energy surface on the (111) surface of platinum makes a departure from a classical 
analysis a necessity.  This is in marked contrast with the hydrogen atom on a graphite 
system discussed in the previous chapter, which has a very stable energy minimum, 
when compared with possible adsorption on other sites.  Results in ref. [38] for 
instance suggests a diffusion barrier in the order of 0.7 eV for hopping between 
adjacent C atoms, while density functional theory calculations on platinum suggests 
a barrier about an order of magnitude lower.   
   In this section, I firstly return to a benchmark system, the hydrogen atom on an 
ideal platinum surface, commenting firstly on how the three-dimensional potential 
energy surface treatment leads to differences in physical results pertaining to 
hydrogen atom motion.  I work with the case in which the eigenstates describing 
hydrogen motion are determined from wave functions expressed as a linear 
combination of a uniformly distributed set of Gaussian-type functions spanning the 
space within the vicinity of the topmost layer of Pt atoms.  Hydrogen atom behavior 
on two distinct platinum systems are discussed: a perfectly smooth (111) surface, and 
a hypothetical surface representing the opposite extreme, in which a periodic 
presence of vacancies is brought about by taking out one of four top-layer atoms on 
the Pt surface.  Schematics for both surfaces are shown in Fig. 4.1, with special 
adsites labeled.  These sites are high-symmetry sites on the surface, except for e1 and 
e2 which are vacancy edge sites on the Pt surface which have strong affinities for H 
Fig. 4.1.  Important sites on the (1) clean Pt surface (2) Pt surface with vacancies. 
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adsorption.  The difference between e1 and e2 lie on their relative positions with 
respect to the second layer of Pt atoms – e2 is more directly above a second layer Pt 
atom.   
4.1.1. H atom states on Pt: formalism 
   The potential energy surfaces for atomic H on platinum were constructed from 
calculations using density functional theory on a five atomic layer slab of platinum 
using lattice parameters consistent with experimental data.  For the case of the flat Pt 
surface, sampling came from about 500 different positions of the hydrogen atom, 
while the larger space for H on the defective Pt system which will be discussed later 
on required about 6,200 to maintain the same sampling point density. The 
computations work on an adiabatic description of the atom motion on the substrate, 
and can thus be seen as divided into two parts: the construction of a model potential 
energy surface for the motion of hydrogen in three dimensions, and solving the 
Schrödinger equation for H atom motion under the periodic boundary conditions of 
the surface.   
   Obtaining an increasingly accurate PES goes hand in hand with the addition of 
more ab initio points, to the point in which there is a very fine mesh of data enough 
for a smooth numerical integration.  This however would be way too computationally 
expensive to be practical, hence the employment of interpolation schemes is usually 
sought, for example, by finding analytic fits that are physically consistent with the 
data.  This is very critical in the computations since the V matrix calculations are the 
most time consuming.  Completely analytical forms were chosen in some of the 
calculations presented in the following section: the finite PES sampling was 
supplemented with surface-normal Morse and harmonic fits, both with lateral 
coordinate-dependent parameters interpolated from plane wave expansions.  Results 
from these are compared with calculations from a potential energy surface created 
from three dimensional splines connecting the ab-initio energy data. 
   Real-space wave functions describing hydrogen atom motion on this system were 
calculated in order to comment on quantum mechanical aspects of H adsorption: 
relative probabilities of site occupancy, zero-point corrections to adsorption energies, 
as well as wave function delocalization, which is directly related to the diffusion 
process on the solid surface.  Working within the variation method, the eigenstates 
describing hydrogen motion were numerically determined from wave functions 
43 
 
expressed as a linear combination of a uniformly distributed set of Gaussian-type 
functions – density of 720 (12125) and 1152 (12128) per surface Pt atom on the 
flat and defective Pt(111) surfaces treated here, respectively – spanning the space 
immediately above the first layer of Pt atoms.  Finer meshes of orbitals would have 
been more ideal, but one must take into consideration the fact that computational 
time and memory allotment is proportional not just to the basis set size, but its 
square.  Nevertheless, a reasonable compromise was found with the grid dimensions 
just stated. 
   Working within variation methods, the quantum states for hydrogen atom motion 
for any given wave vector k on an external periodic potential (here from the Pt 
surface) were computed numerically based on wave functions expressed as a linear 
combination of Gaussian functions.  Gaussian functions for the basis set were chosen 
in view of the large plane wave basis set needed for describing localized states, 
especially along the surface normal direction which is not periodic (and can be 
severely anharmonic).  I use slightly different notation in this section: the H atom 
position is given by r, and    el IE VR r since Eq. (2.9)’s total energy for the 
electronic system now serves as the potential term.  Starting with the Hamiltonian, 
  2 2 2 2 22 2 2 2ˆ ( ) , ,2 2H HH V V x y zm m x y z
               
r   (4.1) 
where mH is the protonic mass, a convenient way of solving Eq. (2.11) is through 
wave functions for hydrogen motion on the Pt surface expressed as 
 ( , ) ( , )
N
i i
i
c  k r k r  (4.2) 
Fig. 4.2.  Schematic for determining wave functions for H atom motion. 
R
s
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under the periodic potential term, where the basis set functions are LCAO Bloch 
functions, 
     , mii m i
m
e     k Rk r r R s  (4.3) 
Here, R is a translational lattice vector, and s the position of a basis function (Fig. 
4.2).  Gaussian functions in three dimensions were used for orbitals: 
           2 2 2, , ,1 12 2, xy m i m i z m ix x y y z zm i m i e                r R s r r  (4.4) 
Band structures for the hydrogen atom can then be evaluated from k-dependent 
eigenvalues given by  
         
ˆ, ,
,
, ,
H        k
k r k r
k r
k r k r
 (4.5) 
Inserting (4.1) and (4.2) into (4.5), we then have  
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  
   
  
k  (4.6) 
which, in matrix form, reduces to evaluating 
   0 kH S c  (4.7) 
It should be noted that for N Gaussian orbitals, the matrices have dimensions NN, 
and have N distinct solutions for each k.   The term k  is thus more appropriately 
labeled ,n k .  The matrix elements Hij can be expressed as  
     2* 2ˆ , ( ) ,
2ij i j i jH
H H V dV
m
           k k r r k r

    
              
       2* 2 *, , , ( ) ,
2i j i jH
dV V dV
m
           k r k r k r r k r

 
                 ij ijT V k k        (4.8) 
and so the bulk of the computations come down to evaluating the following three 
terms: 
        , ,m ni iij m i n j
m n
V e V e dV                k R k Rk r r r r r  (4.9) 
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        2 2, ,2 n miij m i n jm nHT e dVm        k R Rk r r r r
  (4.10) 
        , ,n miij i j m i n j
m n
S e dV        k R Rk r r r r  (4.11) 
   Fortunately, both T and S have exact solutions for a basis set of Gaussian orbitals, 
leaving the numerical integration job solely to the V term (in these studies, to further 
reduce computational time, a partially parallel implementation was used in 
calculating the V matrix elements).  Similar methods were also used in some studies 
I have also worked on regarding quantum effects of hydrogen on transition metal 
surfaces and subsurface entry [89-92].  Due to the very computationally demanding 
nature of calculating full band structures, I only focus on k=0 states. 
4.1.2. Clean Pt 
   For this section I return to the ideal, clean (111) surface, here represented by a five 
atomic layer slab with all Pt atoms fixed at bulk interatomic separation, as suggested 
in several studies [93-97].  I should also note that unlike the graphene case in which 
experimental and DFT calculations-based C-C bond length values are identical, the 
Pt-Pt separation used here (2.77 Å) is slightly different from my computed value of 
2.83 Å.  Platinum is an fcc close-packed solid, and the (111) face is most stable 
among low-index surfaces.  This is exactly why the (111) surface was chosen.  I use 
a hydrogen surface coverage of one-fourth, i.e. the unit cell contains twenty Pt atoms 
(four per layer) and a single H.  Calculations for a coverage of 1.0 were also done for 
comparison.  In essence, the number of layers used to represent the surface is the key 
difference from some previous calculations from our research group [77-79], with 
the increased H-Pt interaction energy point sampling as a secondary addition. Energy 
calculations were performed in a periodic supercell approach to density functional 
theory, employing pseudopotentials. For this particular system I used a 508 eV cutoff 
for the expansion of the electron wave functions, generalized gradient approximation 
[27] for electronic exchange-correlation, and a 441 Monkhorst-Pack [33] mesh for 
the Brillouin zone sampling, which showed good adsorption energy convergence.  
   Eighty-one total energy surface-normal scans across the 11 surface primitive cell 
were the bases of the potential energy surface (PES) constructed.  Fig. 4.3(a) shows 
the minimum-energy corrugation along the surface (i.e. V(x,y) at V(r)/z = 0), with 
the corresponding trace along indicated paths connecting the minima at the top and 
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hollow sites.  Fig. 4.3(b) shows a one dimensional cut along the energy topography.  
Top site and fcc site adsorption are found to be, in practical terms, energetically 
equivalent, with an adsorption energy of 2.61 eV. The slight energetics differences as 
compared with related computational literature, especially on the relative adsorption 
strength on the hollow and top sites, arises from factors including adsorbate 
coverages used, differences in the slab thickness, and the choice of equilibrium bulk 
lattice constants.   
   The full potential energy term V(x,y,z) for the hydrogen atom on the (111) surface 
of clean platinum may be expressed analytically in Morse form (4.12) or harmonic 
(4.13): 
   0 2( , ) ( , )( , , ) ( , ) 1 1x y z z x yV x y z D x y e        (4.12) 
     201( , , ) , ( , ) ,2V x y z x y z z x y D x y    (4.13) 
with the terms D(x,y), (x,y), (x,y), and z0(x,y) interpolated through Fourier 
expansions.  I have specifically chosen these forms in order to compare results with 
previous studies on this same topic.   
   Figure 4.4(a) shows a surface-normal cross section of the potential energy surface 
(i.e. V(x,z) along the axes drawn in Fig. 4.1) for the total energy calculations 
supplemented with cubic spline interpolations in all directions while taking into 
Fig. 4.3.  Potential energy minimized along the z-direction for the (111) surface of 
platinum, sampled on a 6Å6Å area. Contour lines are separated by 0.02 eV, and 
lighter shades denote regions of stronger adsorption. (right panel) Potential energy 
along the path indicated by the dashed line in the left panel for two hydrogen 
coverages ( = 0.25, 1.0). 
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account the periodic boundary conditions along surface-parallels.  Figure 4.5 on the 
other hand shows that in regions away from top site-adsorption, the Morse fits tend 
to exaggerate the Pt-H repulsion extent when the hydrogen atom is in regions near 
the surface but far from the top site.  Correspondingly, the harmonic approximation 
for the z-component of the potential energy surface is good for hydrogen on hollow 
sites, wherein subsurface entry is more probable, but weak for top site adsorption.  
Three-dimensional cubic spline interpolations are arguably more exact since data 
points are connected more smoothly and contours followed more closely, although 
eigenstate calculations can be more time consuming, and care must be taken in some 
cases to avoid unphysical interpolations when the sampling is few. 
   Figure 4.6 shows the wave functions for k=0, n=0 to 5 for the PES constructed 
with Morse forms along the surface normal direction.  The corresponding states 
Fig. 4.4.  Surface-normal cross sections of (a) the potential energy surface for flat 
Pt(111) and (b) for the surface with vacancies.  Isoenergy contours are separated by 
0.1 eV in (a) and 0.15 eV in (b).  Lighter shaded regions denote lower energy 
(stronger adsorption).  PES values at the labeled local minima are expressed in eV.  
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describing hydrogen atom motion on the (111) surface of platinum calculated using 
the potential energy surfaces from a harmonic approximation and supplemented with 
splines, respectively, are shown in Figs. 4.7 and 4.8.   Panels are ordered such that 
Fig. 4.6.  Periodic plot of real-space wave functions describing hydrogen atom 
motion on the flat Pt surface, using Morse fits along the surface normal direction.  
Red and blue regions denote different signs for the wavefunction value.  The 
ground state is shown in (a), while states 30 meV, 32 meV, 34 meV, 34 meV and 
55 meV above the ground state are shown in (b) to (f), respectively. 
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Fig. 4.5.  A comparison of fitting methods for the potential energy term. 
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the n=0 ground state is shown in (a) and the state highest in energy among wave 
functions shown in panel (f), differing in energy by less than a tenth of an 
electronvolt.   
   Focusing firstly on the results for the Morse functions-based PES construction, the 
n=0 state (E = 2.46 eV, Fig. 4.6(a)) of hydrogen shows an important difference with 
previous results for a coverage of 0.25 on the Pt(111) surface modeled using three 
atomic layer-thick slabs [79]: the ground state wave function is clearly more 
localized in the vicinity of the fcc threefold hollow site in the current calculations – a 
distinction that should be attributed to the differences in the potential energy surfaces 
constructed, since the computational methods are identical.  The thicker surface slab 
and denser PES sampling used here thus improves on the description of the 
interaction of an H atom with a real Pt surface.  Comparing results to that reported in 
Refs. [75, 76], agreement is found with regard to the location and highly localized 
character of the ground state wave function.  While being more close to Ref. [75], 
Fig. 4.7.  Periodic plot of real-space wave functions describing hydrogen atom 
motion on the flat Pt surface, using harmonic fits along the z-direction.  Red and 
blue regions denote different signs for the wavefunction value.  The ground state is 
shown in (a), while states 30 meV, 31 meV, 33 meV, 33 meV and 54 meV above the 
ground state are shown in (b) to (f), respectively. 
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results deviate starting from the first higher band.  I attribute these differences to the 
different treatments/approximations used in obtaining the wave functions.  The n=1 
state (Fig. 4.6(b)) is 30 meV above the ground state, and while primarily located at 
the hcp site, already exhibits significant delocalization, having vibrational extrema at 
all three high-symmetry sites.  This delocalization is attributed to the intrinsic 
anharmonicity of the potential energy term in the surface parallel direction (in 
contrast to delocalization associated with the increase in wave function 
nodes/extrema for excited states in a harmonic oscillator).  This then suggests that, 
assuming the hydrogen atom is initially at the ground state, quantum surface 
diffusion is likely to occur even at half the barrier obtained straight from the PES, as 
the H atoms can be widely distributed along the surface. The n=2 state shown in Fig. 
4.6(c) has its extrema at the top and hcp sites, while bridge sites are accessed in the 
degenerate n=3 and 4 states (Fig. 4.6(d) & 4.6(e)), which as well show considerable 
delocalization.  As we go on higher in energy to the state shown in Fig. 4.6(f), 
Fig. 4.8.  Periodic plot of real-space wave functions describing hydrogen atom 
motion on the flat Pt surface, using three-dimensional spline interpolations.  Red 
and blue regions denote different signs for the wavefunction value.  The ground 
state is shown in (a), while states 32 meV, 38 meV, 39 meV, 48 meV and 58 meV 
above the ground state are shown in (b) to (f), respectively. 
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vibrational states get more complex as the number of wave function extrema 
increases, translating to even greater delocalization.   
   The n=0 wave functions of hydrogen for the other PES constructions are physically 
similar to their counterpart using the Morse-fitted PES, and have practically the same 
zero-point corrected adsorption energy (E0  –2.46 eV).  The states shown in Fig. 4.7 
have strong physical resemblances to those shown in Fig. 4.6.  In particular, 
considerable delocalization is seen starting from the state 30 meV above the ground 
state, Fig. 4.7(b).  Wave functions shown in Figs. 4.8(b) to 4.8(d) also suggest the 
possibility of surface diffusion right above the ground state.  While primarily located 
at the hcp site, the n=1 state 32 meV above the ground state is noticeably more 
spread out than the ground state, and the presence of a vibrational peak at the fcc 
hollow site suggests the onset of delocalization.  However, a noticeable difference 
compared with the results within the Morse and harmonic potential constructions is 
the absence of the wave function extremum at the top site.  Figure 4.8(e) shows that 
the top site is not favorably occupied until reaching a state 16 meV higher in energy, 
bypassing delocalized vibrational states at hollow/bridge sites (Figs. 4.8(c),(d)).  
   Based on adsorption energies from the potential energy surface, one can conclude 
that atomic hydrogen will adsorb on the fcc hollow site or the top site with near-
equal preference.  However, the much stronger repulsion profile at the top site as the 
H atom moves towards the surface suggests that these two adsites should be quantum 
mechanically non-degenerate, explaining the fcc-localized ground state.  The use of 
harmonic approximations (or Morse approximations) all throughout the surface 
however reduces the potential energy profile differences between fcc hollow site and 
top site adsorption, and I see this as the primary factor that leads to the differences 
between figures 4.6/4.7 and 4.8, especially with regard to occupancy of the top site.   
   One obvious similarity though among the results is the expected increase in 
delocalization extent with energy.  The state 58 meV above the ground state (Fig. 
4.8(f)) is worth mentioning, as vibrational extrema of the wave function are observed 
at all high-symmetry (i.e., top, hcp, fcc, and bridge) sites.  Vibrational characters of 
the lower states are generally parallel to the surface plane, and get more mixed with 
increasing energy.  However, the vibrational characters perpendicular to the surface 
are much more associated with the corrugation of the PES itself, i.e., not particularly 
localized at a specific adsite.  It is only in much higher states not shown here that a 
perpendicular character shows prominence. 
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   Results on the numerical methods employed here once again support having a low 
barrier to H atom diffusion on the ideal (111) surface of platinum.  To get from the 
localized ground state to considerable delocalization, the energy needed is less than 
the barrier predicted from the potential energy surface.   
   This section’s results can be compared with some relevant experimental work.  
High resolution electron energy loss spectroscopy (HREELS) is an experimental 
technique used to obtain information concerning vibrational modes of a surface or of 
adatoms and admolecules.  Being able to resolve energy losses in the meV range, this 
method is thus useful in describing adsorbed hydrogen on platinum.  While the loss 
intensity for vibrations of atomic H on surfaces is acknowledged to be low, several 
peaks could still be recognized: at 31 meV [74, 75], 67-68 meV [74, 75, 98, 99], 112-
113 meV [74, 99], and 152-153 meV [74, 98, 99].  Comparisons of specular and off-
specular geometries suggest dipole characters for all but the 68 meV peak.  The 
prominence of these energy loss peaks were however shown to be considerably 
dependent on the hydrogen coverage on the Pt surface, with the 68 meV, 112 meV 
and 152 meV energy peaks losing prominence as H coverage decreases [74].  At the 
same time however, the 31 meV peak gains more prominence, meaning that this is 
the only feature that is worth comparing with at the low adsorbate coverage 
considered in my model.  Assuming hydrogen atoms on the surface are in the ground 
state, the 31 meV peak excellently fits the n=01 transition (Fig. 4.8) as these states 
are separated by 32 meV.  The agreement of these results may even be improved 
more by an explicit treatment of hydrogen atom motion band structure for the n=1, in 
which a little dispersion may be present.    
   There have also been studies quantifying the diffusion barrier for atomic hydrogen 
on Pt(111).  Laser-induced thermal desorption (LITD) measurements [100] of the 
barrier to the diffusion of H on the flat Pt surface showed values in the range of 300 
to 520 meV for coverages of 0.33 to 0.001 ML, although it has been pointed out that 
defects created on the surface may have significantly affected the reported results.  
Data from quasielastic helium atom scattering [101] yielded an average activation 
energy of 685meV at a coverage of 0.1 ML, while linear optical diffraction results 
[102] yielded values ranging from 104 to about 185 meV for the entire spectrum of 
coverages studied (around 157 meV for =0.1), found generally higher than those 
observed on stepped surfaces, and exhibiting a different coverage-dependence trend 
when compared with the previous two studies mentioned.  While the current 
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capabilities for probing hydrogen at coverages as low as 0.1 ML is encouraging, the 
very dissimilar values at a finite coverage of 0.1 ML from the latter two studies is a 
point of concern in which I can at best make only conjectures with regard to any 
attempt in harmonizing the two, given the fact that I from my results actually expect 
much lower values for the diffusion barrier of an isolated H atom on Pt(111).   
   The 0.15 eV zero-point energy I got from my calculations seems rather large 
compared to data from nuclear reaction analysis [88], but I for now tentatively 
attribute the significant discrepancy to the effects of neighboring hydrogen atoms in 
the high hydrogen coverage (=1 ML) used in the experiments.   
 
4.1.3. Vacancy effects  
   It’s worth a discussion comparing the previous section’s results to a (111) surface 
of Pt wherein one in four first-layer surface atoms is removed, creating a surface with 
an ordered arrangement of vacancy defects. Physically, this system represents an 
extreme case for the presence of surface defects.  Calculations employing density 
functional theory have revealed several local adsorption minima on this rough Pt 
surface, most notably at the edges of the vacancy (the two types which I call e1 and 
e2, the former being the global minimum).  In terms of the PES construction, the 
advantages of splines become much more obvious since Morse or harmonic 
approximations would have grave shortcomings in describing the more complex area 
within the surface vacancy.  It is with this reason that hydrogen motion eigenstates 
are pursued only from the PES constructed with cubic spline interpolation.  Splines 
also show a very significant improvement over the 2D sinusoid-fitted case, especially 
when complemented with a reasonable potential term cut very close to substrate 
atoms in order to avoid unphysical features brought about by the repulsive 
singularity.  The resulting potential energy cross-section surrounding a vacancy site 
is shown in Fig. 4.4(b).  
   From the symmetry of the system, total energy calculations were performed to 
build 324 surface-normal scans on a 22 area, i.e., on an 1818 grid.  All 
computational parameters are held the same as with the discussion in the previous 
section, save for the choice of the GGA functional [25] and the energy cutoff, which 
was done to optimize calculations without compromising accuracy.  Fig. 4.9(a) 
shows the potential energy minimized along the z (surface normal) direction, while 
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Fig. 4.10 shows the corresponding stable-position corrugation z0(x,y) for this system, 
which essentially follows the contours of the surface itself.   
   These results show the following key details/trends: First, strongest adsorption 
occurs at the bridge centers on vacancy step edges, with that on the e1 step slightly 
preferred over the more close-packed edge site e2.  The adsorption energy from DFT, 
i.e., without zero-point correction, at this position is –2.96 eV – stronger than that on 
the flat surface, attributed to the lower stability of the rough surface modeled in this 
Fig. 4.10.  H atom surface normal (z) position of the H atom at minimum energy.  
Contour lines are separated by 0.12 Å, and lighter shades being farther from the Pt 
surface. 
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Fig. 4.9.  (a) Potential energy minimized along the z-direction for the (111) surface 
of platinum with vacancies, sampled on a 6Å6Å area. Contour lines are separated 
by 0.05 eV, and lighter shades denote regions of stronger adsorption. (b) Potential 
energy along the paths of least potential indicated by the broken curves in (a). 
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study.  Adsorption at high-symmetry sites (and at all points directly above the first 
layer) is stronger as compared to data shown in Fig. 4.3, although the relative 
stability of the top site with respect to the threefold hollow sites is noticeably 
decreased.  
   There is a clear difficulty in entering the vacancy.  My calculations show that 
vacancy entry requires surmounting a wall about 0.84 eV high, and is thus expected 
to prevent hydrogen from settling at the positions left vacant by the removed 
substrate atoms.  The slight stability of the vacancy center from its immediate 
surroundings is expected partially from being a high-symmetry site on the second 
layer of the (111) surface, but the magnitude of the barrier is worth noting.  This wall 
arises from the relative stability of the second layer atoms at the vacancy, associated 
with their higher coordination, and is expected to hold true in general for regions at 
the immediate bottom of steps, as in [80].   
   While H adsorption in the Pt(111) vacancy is stable relative to the system with the 
H atom in the vacuum region, the difficulty for a hydrogen atom in entering the area 
left vacant by a missing surface Pt atom may seem surprising since settling inside the 
hole seems to be the most logical process at first glance, like a golf ball settling into 
the hole of a putting green.  In order to explain the energetics of a H atom near the 
vacancy, it is important to note the following trends one can readily obtain from a 
systematic study of H atom interaction with smaller Pt structures.  Firstly, interaction 
with an H atom is much more short-ranged, i.e. H-Pt bonding is more short-ranged 
compared with Pt-Pt bonding and so the H atom does not directly form bonds with 
the first-layer atoms when it is placed at the center of a vacancy, but with the second 
layer (subsurface) atoms.  Secondly, subsurface entry of a hydrogen atom is 
endothermic, consistent with the tendency of H to bind more favorably to low-
coordinated substrate atoms.  To illustrate this concretely, the binding energy for the 
H-Pt diatomic molecule, which has an interatomic separation of 1.53 Å, is 3.64 eV – 
much stronger than that on the surface of Pt(111).  Substrate atoms with lower 
coordination are more reactive to adsorbates, an effect I attribute to having more 
electron density present for forming new bonds.  It is with these reasons that the 
energy of the system with H at the center the vacancy is higher than when it is on the 
edge of the vacancy.  It should be finally noted that H atom adsorption on Pt at high-
symmetry adsites are generally lower in energy, which is why e1 is at a bridge center, 
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and the center of the vacancy, which is a second-layer analogue of an fcc threefold 
hollow surface adsite on ideal Pt(111), is a local potential energy minimum. 
   At 208 meV, the surface diffusion barrier derived directly from the PES is higher, 
for the defective system.  The path of least potential along the surface passes through 
the top site, as compared with the network connecting only hollow sites in the ideal 
(111) surface, which has a 60 meV barrier.  But it’s also interesting to consider the 
question: does a vacancy open the way for subsurface H atom adsorption?  In terms 
of diffusion into the subsurface, Fig. 4.4 shows several other local minima aside from 
the energy minima at surface sites labeled in Fig. 4.1: the tetrahedral sites TH1 
(E=1.46 eV), TH2 (E=1.27 eV), and the octahedral site OH (E=1.79 eV).  These 
are rather big jumps in energy considering how strongly bound the H atom is on the 
surface.  To put things into perspective it would be good to compare these results 
with that on Pd(111), as palladium is known for its high hydrogen absorption 
capability.  Referring to a recent study by Ozawa et al. [92], the potential energy 
surface value for atomic H motion at the 1st TH1 subsurface site of Pd(111) is –2.38 
eV, while those on the 1st OH and 1st TH2 sites are –2.55 eV and –2.30 eV, 
respectively.  In contrast, the potential energy value at the vac site in the current 
study is –2.28 eV, higher than any of the aforementioned subsurface sites in 
palladium.  On the surface of Pd(111), the PES global minimum (fcc site adsorption) 
is –2.92 eV, which coincidentally is very similar to the adsorption energy at e1 for 
the current study.  Considering this, the large differences in subsurface energies for 
the H atom in the two systems being compared here suggest that atomic H entry into 
the Pt subsurface with the presence of vacancies is unlikely.   
   Figure 4.11 shows the real-space wave functions describing hydrogen atom 
behavior on the Pt surface with vacancies.  States in (a) to (e) show probabilities for 
localized adsorption on the different adsorption local minima as we go up in energy.  
Panel (f) shows a considerably delocalized wave function 178 meV from the ground 
state.  Strongest adsorption occurs at the bridge centers on vacancy step edges, with 
that on e1 slightly preferred over the other vacancy edge potential energy minimum, 
e2.  The adsorption energy with zero-point correction at this position is –2.79 eV – 
considerably stronger than that on the flat surface, which can be expected from the 
lower stability of the rough surface.  Subsequent higher states suggest the localized 
occupation at the fcc-e2 region (e.g., Fig. 4.11(b,c)) and the hcp-e1 region (e.g., Fig. 
4.11(d)), separately, while the favorable occupation of the top site starts from a state 
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about 160 meV above the ground state (Fig. 4.11(e)).  More significant wave 
function delocalization is manifested from thereon (Fig. 4.11(f)), implying 
considerably easier surface diffusion. 
   Lastly, these calculations also show that the hydrogen atom is highly unlikely to 
enter a vacancy (and subsurface sites), and hence replacing the removed Pt atom in 
its original position is not expected.  From the potential energy surface, settling at the 
vacancy is a state about 680 meV higher than adsorption on e1, and wave functions 
showing a significant vacancy occupancy are located much higher in energy as 
compared to the states I have discussed in this study.  For comparison, significant 
occupancy of a subsurface site in Pd(111) was shown for a state 0.31 eV above n=0 
[89].  For the Pt system currently being discussed, I expect a much higher jump in 
energy.   It would be good to confirm its actual value through further analyses of the 
higher states for H atom motion, which has not yet been done at this point because of 
the large number of states that need to be individually examined.  This section has 
Fig. 4.11.  Periodic plot of real-space wave functions describing hydrogen atom 
motion on the Pt surface with vacancies.  Positive (negative)-valued regions are 
plotted in red (blue).  A superposition of the lowest energy states is shown in (a), 
while states 35 meV, 50 meV, 53 meV, 159 meV and 178 meV above the ground 
state are shown in (b) to (f), respectively. 
a
b
c
d
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anyway shown that the mere presence of vacancies holds the hydrogen at the Pt 
surface more strongly, and in this manner the vacancies indeed serve as trapping 
centers that contribute to weaker hydrogen diffusion. 
4.2. Coadsorbed hydrogen and carbon monoxide on platinum 
   The coadsorbed hydrogen and carbon monoxide on Pt system has been the subject 
of a number of experimental studies [103-113] for its high relevance in 
heterogeneous catalysis, particularly in relation with hydrogen fuel cells.  Several of 
these studies have looked into the limit in which hydrogen pressure is very much 
increased that adsorbed CO site occupancy and adsorption geometry is significantly 
affected [104, 106, 109, 110]. Thermal energy atom scattering and LEED studies 
[104] of the coadsorption system formed after H2 exposure on Pt(111) preadsorbed 
with a low CO coverage revealed some of the first evidence of CO island formation, 
emphasizing that homogeneous islands would not form without the coadsorbed 
hydrogen because of CO-CO repulsion on the solid surface.  Surface site occupancy 
is correlated with local coverage, as bridge site-adsorbed CO has been reported even 
for average CO coverages of less than 1/4 ML [106].  An increase in hydrogen 
pressure leads to opposite trends in the number of bridge-bonded and top-bonded CO 
admolecules, suggesting hydrogen-induced CO displacement at high hydrogen 
pressures that can ultimately lead to segregation into areas of high local CO coverage 
[106] and even decrease the CO desorption energy due to the repulsive interactions 
[110] between adsorbed species.  
   On the other hand some reports have provided evidence of mixed 
adsorbates/overlayers existing on the platinum surface, suggesting an attractive side 
to the on-surface H-CO interaction.  One of the early studies on coadsorbed H and 
CO on Pt(111) has shown multiple binding sites for the adsorbed species, and 
suggested the possible formation of surface species that contained both H and CO, 
citing similarities with the formaldehyde-dosed surface [103].  Further evidence for 
the formation of H-CO surface complexes was suggested in a later thermal 
desorption study [105], as well as a mixed overlayer [111].  Whether or not H and 
CO tend to completely segregate on the Pt(111) surface may seem different across 
literature, but one should note the differences in experimental conditions of these 
studies: dosages/pressures of the adsorbing species, as well as initial surface 
conditions, i.e., the order of introducing CO and hydrogen to the surface. 
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   The reader may also find interest in related experimental work on the interaction of 
H and CO on other metals [114-122], which have primarily been motivated by 
catalyzing the Fischer-Tropsch reaction.  Similar to findings on Pt, studies on close-
packed metal surfaces have frequently reported repulsive coadsorbate interactions 
associated with possible segregation into homogeneous groups, and that the presence 
of preadsorbed CO greatly reduces subsequent hydrogen intakes.  A lesser H-CO 
repulsion extent has however been reported on Ni [114], which is consistent with the 
fact that Ni is considered an efficient catalytic component in methane conversion 
from CO.  
   There exists a good number of theoretical studies on the behavior of the hydrogen 
atom on Pt(111) [71, 74-79, 81], CO on Pt [123-129], as well as studies on the 
formyl (HCO) radical [130-140], but theoretical work specifically addressing the 
H/CO coadsorption system on Pt [111, 141] is however surprisingly limited.  It 
would be good for example to quantify the extent to which H and CO interaction on 
Pt is repulsive knowing that H-CO interaction in the gas phase is actually partly 
attractive, and comment on possibilities for H and CO closely coexisting on Pt.  It is 
in this light that I in this study try to describe in more detail the hydrogen-carbon 
monoxide interaction on platinum by firstly mapping out an effective potential 
energy term a mobile H atom experiences.  From this potential energy term VH 
hydrogen atom adsorption and surface diffusion are discussed, noting differences 
with analogous results on H-Pt(111) and the simpler three-atom CO/H systems.  In 
the last section of this study I briefly comment on H-CO interaction with respect to 
the stability of adsorbed formyl on the Pt surface. 
4.2.1. Computational model 
   Working within the electronically adiabatic H atom motion approximation, the 
main computational work of this study is a three-dimensional potential energy term 
VH constructed from a pool of H atom position-dependent calculations based on 
density functional theory.  For this purpose I used the VASP code [48, 49] for its 
periodic supercell implementation of DFT.  Energy calculations covered almost 
6,500 sampling points in the space spanning a 22 (111) surface cell laterally, and up 
to 5.0 Å away from the first layer of Pt atoms into the vacuum region. All 
calculations were spin-polarized and use the generalized gradient approximation [25, 
26] for electronic exchange-correlation.  An energy cutoff of 400 eV was used to 
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limit the plane wave basis set while retaining excellent numerical accuracy, while 
Brillouin zone sampling used a 441 mesh [33].  For this given set of k points, the 
potential energy converges within 0.06 eV at the PES global minimum, which is 
reasonably good when compared with the actual adsorption energy magnitudes.  
Lesser-interacting regions of the PES show much better convergence, within 0.01 eV.  
A vacuum region of around 16 Å between repeating Pt sheets was used to accurately 
represent the solid surface-vacuum interface.  The same unit cell was used for 
adsorbed HCO calculations.  Supplementary calculations for a higher CO coverage 
were implemented with a c(42) structure, using similar DFT parameters and two 
CO admolecules in a surface unit cell.  On this topic, I received comments that 
relativistic effects should be taken into account.  However, it must firstly be noted 
that relativistic effects were not found conclusive in giving light to the CO/Pt(111) 
puzzle.  Furthermore, relativistic effects were not found necessary for theory-
experiment agreement on H-Pt(111) (or H-metals in general) and H-CO, so there is 
reason to believe such effects would have minimal contributions in this study.   
   I assumed an unreconstructed (111) surface represented by a five atomic layer-
thick Pt sheet with atoms fixed at interatomic separations consistent with 
experimental data.  A single CO molecule and a hydrogen atom are included in the 
calculation unit cell, and contains four metal substrate atoms in each atomic layer, 
giving rise to a representative model for a Pt(111) surface with an intermediate CO 
admolecule coverage, i.e., CO-CO repulsion is still weak.  The periodic model used 
provides a hypothetical ordering of CO on the surface which I believe is not 
necessarily unphysical, and nonetheless provides us with information that should 
prove useful in discussions with more elaborate models.  The CO molecule in the 
surface cell was placed on a top site, as CO has experimentally been observed to 
preferentially adsorb on top sites with decreasing CO coverage [97, 142-152].  The 
topic of which site is the global energy minimum for CO adsorption is not part of this 
study.  The chief approximation used in these calculations is the assumption of 
frozen CO molecule and Pt surface atoms in the presence of hydrogen.  Physically 
this is closest to the case of hydrogen atoms moving significantly faster when 
compared to the motion of metal substrate and CO atoms, which is not unreasonable 
given the lighter mass of hydrogen and considerable differences in measured 
diffusion parameters of these two species on transition metal surfaces [101, 115, 153, 
154].  I leave the task of describing the coupled H and CO motion on the Pt surface 
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to later studies.  Meanwhile, towards the end of this section, the C and O atoms are 
relaxed together with H in order to comment on stable states arising from the 
possible reaction of the coadsorbates.  
   The CO molecular axis is aligned parallel to the surface normal, with the molecule 
anchored via the carbon atom, in line with well-known experimental results.  Upon 
relaxing the CO molecule along the direction normal to the surface (the z coordinate 
axis), Pt-C and C-O bond lengths of 1.86 Å and 1.16 Å were obtained, respectively.  
These values change by only less than 1% for the top-adsorbed CO in c(42)-2CO 
structure calculations, which is in excellent agreement with estimates of Ogletree et 
al. [97].  More details on this are given in Table 4.1 and Fig. 4.12.  The magnitude of 
CO adsorption energy on Pt (Eads = 1.54 eV) also finds very good agreement with 
experimental data, particularly closest to the value of 1.50 eV reported in Ref. [151].  
It's helpful to note that while the usefulness of DFT in binding site prediction of CO 
on Pt(111) has been much discussed, the excellent agreement of the actual binding 
energy magnitude and geometry predictions for CO top-site adsorption with 
experimental data are much more relevant to this study's focus, evaluating H-CO 
interaction on Pt.   
4.2.2. Results and discussion 
  Potential energy plots describing H-CO interaction on the Pt(111) surface are 
shown in Figs. 4.13 and 4.14.  High-symmetry adsites on the surface farthest from 
the adsorbed CO are identified in Fig. 4.13(a) with terminology borrowed from 
adsorption on the clean (111) case.  The two types of hcp and fcc threefold hollow 
sites, which differ in distance from the CO admolecule, are distinguished from each 
other.  Calculated energy values shown in these plots have been adjusted with respect 
Fig. 4.12.  Calculated geometry 
for stable CO molecule adsorption 
on the Pt(111) surface. 
Table 4.1. Bond lengths of CO on Pt(111) 
 
Theory 
  = 0.25 =0.5 
Pt-C (top) 1.86 Å 1.88 Å 
Pt-C (brg) --- 2.04 Å 
C-O (top) 1.16 Å 1.16 Å 
C-O (brg) --- 1.18 Å 
 
Experiment  
 (D.F. Ogletree, et al. Surf. Sci. 173 (1986) 351)  
      Pt-C (top) 1.850.1 Å  
      Pt-C (brg) 2.08 0.07 Å 
      C-O (both) 1.15 0.05 Å 
C
O
Pt(111)
1.86 Å 
1.16 Å 
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to Eref = EPt+CO(ads) + EH(g) so that the energy of the system with the H atom far from 
the surface is zero.  This reference is particularly convenient in defining regions 
where the adsorption of atomic H on the Pt+CO(ads) system is favored (VH < 0) and 
not (“repulsive”, VH > 0).  
   Potential energy continuously increases as a hydrogen adatom approaches a CO 
molecule adsorbed on the platinum surface.  In contrast to the free CO case [132, 136, 
138], there is a noticeable absence of an energy minimum near the carbon atom, 
overshadowed by the more strongly attractive H-Pt interaction near the metal surface.  
This lack of an attractive character to H-CO interaction on Pt is consistent with 
experimental speculations, affirming that regions comprised of mixed adsorbates on 
Pt are unlikely to spontaneously form. 
   The interaction with the adsorbed CO molecule is highly asymmetric: the lateral 
repulsion radius is greater for H atoms approaching O than for adatoms near C, 
visually depicted through the mushroom-shaped isoenergy contours in Fig. 4.14(a).  
And so even before an incoming hydrogen atom reaches the Pt surface, it already 
experiences a hindrance to adsorption when approaching within a considerable 
region (~2 Å) around O.  Barrierless pathways to the Pt surface are still available at 
Fig. 4.13. (a) CO coverage and adsorption geometry, as viewed from the (111) 
direction (top view).  Analogues to Pt(111) high-symmetry sites are labeled 
accordingly: fcc threefold hollow (f1 and f2), hcp threefold hollow (h1 and h2), and 
top (top) sites.  Gray circles with increasing shading depth are visual guides for Pt 
atom positions going into the subsurface; black indicates CO.  (b) H atom motion 
potential energy minimized along z, sampled over the area shown in (a). For 
prominently repulsive regions, i.e, near CO, energy minima within the range 0.0 Å < 
z < 1.8 Å were used.  Equipotential contours are separated by 0.15 eV, and darker 
regions indicate lower energy, i.e., more attractive interaction with H. 
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the coverage used in the PES calculation, but it would not be unreasonable to 
speculate that higher CO coverages should provide situations which would favor 
more scattering, and may prove even more detrimental to incoming hydrogen 
molecules.   
   One may compare the PES to energy maps on the interaction of an H atom with an 
isolated CO molecule previously obtained from ab-initio [132, 136, 138] and semi-
empirical [134] calculations.  The most obvious similarity is a predominantly 
repulsive O, which may initially seem surprising considering that the formation of 
the stronger OH bond should actually lower the system energy.  On a quantitative 
level, the calculated binding energy of diatomic OH is 4.87 eV, compared to the CH 
bond’s 3.68 eV, a difference that can be most attributed to the greater 
electronegativity of oxygen.  It has been suggested that the high extent of CO bond 
Fig. 4.14.  (a) Potential energy cross section along the surface-normal plane passing 
through the dashed line in Fig. 4.13.  The coordinate x is the distance along the 
dashed line in Fig. 4.13, with the origin set at the CO position.  Equipotential 
contours are separated by 0.15 eV, and darker-shaded intercontour regions indicate 
lower energy.  (b) Potential energy along the path connecting the local minima (fcc, 
top and hcp sites) on the exposed Pt surface.  A z-contour corresponding to this path 
is given by the broken line in (a). 
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breaking associated with the O-H bond formation is responsible for the repulsion 
extent of H around the oxygen atom [139].  For my system, charge 
accumulation/depletion for H near O shown in Fig. 4.15 is consistent with this, as a 
decrease in charge overlap for the C-O bond is discernible, particularly for the  
interaction involving px orbital electrons.  For H near O, the only effect of the Pt 
surface is a small decrease in the repulsion magnitude.  The favored bent geometry of 
COH associated with the electronic ground state has an on-Pt analogue, as seen 
through the presence of the local energy minimum when the H atom is 0.98 Å from 
the oxygen atom, with a COH bond angle of 121.  This minimum has a local energy 
depth of about 0.3 eV with respect to the CO–H dissociation saddle point, opening a 
possible shallow anchorage for a hydrogen atom.  But the metastable nature of this 
adsorption state (VH+0.4 eV) still suggests that there is a low likelihood of 
hydrogen spontaneously adsorbing on CO, and safely rules out an easy pathway for 
dissociative adsorption of H2 on CO.  Results also suggest that it would be easier for 
an adatom to desorb into the vacuum region than migrate up to O given the absence 
of a favorable local route for the latter process.  
   While the top and h2 adsites on the surface are local energy minima, the most 
stable adsorption location for the H atom is at f2.  The adsorption energy of H 
Fig. 4.15.  Cross-section plots of changes in charge density distribution ndiff(r) = 
nPt+COH(ads)(r) – [nH + nPt+CO(ads)(r)] for H atom position near the Pt-COH(ads) 
metastable minimum.  Regions in red (blue) indicate an increase (decrease) in 
charge density.  Black dots denote positions of atomic nuclei.  (a) cut along the 
same plane (xz) as Fig. 4.14, (b) along another surface-normal plane, which is 
perpendicular to (a).   
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calculated from DFT at this point on H/CO-Pt(111) is 2.65 eV, while the 
corresponding values at the top and h2 sites are 2.58 eV and 2.57 eV, respectively.  
These results show that while H-CO repulsion evidently prevents H atom adsorption 
Fig. 4.17.  H and CO coadsorption with high CO coverage.  H atoms are in blue, 
while CO is in black/red (labeled in upper left).   
H CO 
Fig. 4.16.  Three-dimensional real-space wave functions describing hydrogen atom 
motion on the Pt surface with CO.  CO admolecules are depicted by filled black 
circles.  The ground state (E0 = 2.50 eV) is given in panel (a).  The states in panels 
(b) to (f) are 70 meV, 120 meV, 162 meV, 186 meV and 187 meV higher in energy 
from the ground state, respectively. 
a b c
d e f
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on the nearest hollow sites h1 and f1, defining an adsorption exclusion region around 
CO, adsorption on the next-nearest hollow sites are not significantly affected: the 
relative energetic difference between the top and fcc sites is more emphasized, but 
the values themselves do not differ much from previous results (i.e., E<2%) for H 
adsorption on the clean Pt surface [81], which is rather surprising given the rather 
close proximity of these adsites to the adsorbed CO.   
   Real-space wave functions describing hydrogen atom motion on this system were 
calculated in order to comment on quantum mechanical aspects to H adsorption on 
this representative system of Pt with CO.  Working within the variation method, the 
k=0 eigenstates describing hydrogen motion were numerically determined from 
wave functions expressed as a linear combination of a uniformly distributed set of 
Gaussian-type functions (density of 720 per surface Pt atom) spanning the space 
immediately above the first layer of Pt atoms.  Adsorption states on the O atom were 
neglected in order to reduce computational costs, which can be justified with the fact 
that VH at this metastable position is ~3 eV above that of H adatom minima.  The 
finite VH sampling was supplemented with cubic spline interpolations in all 
directions for smooth numerical integration, applying periodic boundary conditions 
along the surface-parallel directions.  The ground state of hydrogen in the present 
calculations (Fig. 4.16(a)) is evidently one that is localized on the f2 hollow site, 
while high probabilities of finding hydrogen on the h2 hollow and top sites are at 
states 70 meV and 120 meV higher in energy.  I reaffirm the possibility of finding H 
with an adsorption strength very close to that on the clean Pt surface: the zero-point 
corrected energy of the adsorbed H atom here is 2.50 eV, which again is only <2% 
different from its clean surface counterpart [81].   
   On the experimental side, a previous study showed that the presence of CO has a 
mixed effect on the adsorption strength of H atoms on Pt(100) [107], while another 
suggested, from the lower desorption temperature of hydrogen, the weakening of the 
hydrogen-metal surface bond when CO is around [111].  I attribute the difference of 
these findings and that of the latter experimental study to the fact that they used a 
very high CO coverage, one which is enough to decrease the H adsorption stability 
due to the higher inter-adsorbate repulsion.  Supplementary calculations I performed 
for the coadsorption system including an H atom and two adsorbed CO molecules in 
a c(42) geometry support the possibility of H intercalated within CO islands, 
showing that at least two stable H adsorption states (with respect to unbound H) exist 
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for this high-coverage coadsorption system (Fig. 4.17) – on top and bridge sites 
between CO admolecules – and indeed, with significantly weaker adsorption 
strengths (1.78 eV and 1.62 eV, respectively) due to the stronger repulsion between 
the adsorbed species.  Assuming the repulsion radius for H adatoms does not change 
drastically from that in Fig. 4.14 (~1 Å), one can infer the possibility of having a 
mixed overlayer, even to the reportedly favored local CO coverage of 0.5, which has 
CO-CO separations as close as 3.67 Å.  
   The lowest energy barrier to surface diffusion calculated from DFT is much 
increased – to 195 meV, specific to the benchmark model used in this study, from 
~60 meV on the clean Pt(111) surface [75, 76, 81], which has easier access to 
minimum-potential canals connecting the surface threefold hollow sites.  Clear 
delocalization of the H atom motion wave function on the other hand is apparent at 
states from about 186 meV above the ground state (Fig. 4.16(f)).  Higher states 
expectedly exhibit even greater delocalization across the surface while steering clear 
of CO due to the repulsion.  Lower coverages of CO are expected to substantially 
reduce the difficulty in surface diffusion. 
   Finally, I briefly discuss H-CO interaction with respect to the stability of adsorbed 
formyl on platinum.  For this purpose, a reasonable estimate of the binding energy of 
formyl on the Pt surface was obtained by fully relaxing HCO at five different initial 
positions on Pt (Fig. 4.18), including that used in a previous study on a Pt cluster 
Fig. 4.18.  (a) Top view of initial geometries for HCO adsorption calculations.  
The carbon atom is placed (1) on a top site, (2) on an fcc hollow site, (3) hcp, (4) 
bridge site.  The geometry in (5) is similar to that used in J. R. B. Gomes et al., J. 
Electroanal. Chem. 483, 180 (2000).  The corresponding adsorption energies are  
–1.93 eV, –0.85 eV, –1.10 eV, –1.05 eV, and –0.85 eV, respectively.  Inset: side 
view (HCO plane) for configuration 1.  
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[155].  The atoms are oriented in a way that the HCO plane is perpendicular to the 
(111) surface, with the C atom closest to the Pt surface.  Formyl slightly rotates in 
configurations 2 and 5 (configuration 3) due to favorable O-Pt (H-Pt) interaction.  
Adsorption energies were found to lie within a 0.4 eV of each other, but are all stable 
to both Eref and the system comprised of the pristine Pt surface and unbound HCO.  
The lowest-energy configuration (1, Fig. 4.18(a)) in particular is more stable by 1.93 
eV and 2.16 eV with respect to these references.  Here the formyl molecule is 
oriented analogous to formaldehyde, in such a way that the top Pt atom replaces the 
missing hydrogen.  
   From the standpoint of reactions needed for fuel cells, the formation of adsorbed 
formyl is unwanted as not only does it decrease available protons, but also since 
desorption of CO through this complex becomes even harder, as shown in the 
computational results.  It should however be noted that the adsorbed formyl is about 
0.7 eV higher in energy with respect to the surface-bound CO molecule and H atom 
(at f2), and thus corresponds to an unfavorable reaction for adatoms, not to mention a 
possibly higher energy barrier to the process given the nontrivial geometry changes 
required.  Experimental evidence for the presence of adsorbed formyl [103] 
originating from CO and hydrogen however suggest that this barrier may not be very 
high.  As a summary for this section, Fig. 4.19 shows the relative stabilities of a 
system of the three atoms H, C and O on the platinum surface, emphasizing that the 
separately coadsorbed case for H and CO is most stable.  
Fig. 4.19.  A comparison of H-C-O system states on the platinum surface.  All 
units are in eV.  
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5   Summary and conclusions 
   In this work, I firstly discussed the stability and likelihood of the presence of small 
hydrogen clusters on a face of graphene with a coverage 0.06.  The most stable 
adsorbed structures among groups of two and three H atoms were found to be the 
configurations in which the hydrogen atoms are immediately next to each other, i.e. 
in the closest possible clustering geometries.  In both cases, the adsorption per H 
atom is stronger as compared with the adsorption of an isolated H atom on graphene, 
and so favorable cluster formation of H on the graphene surface is ascertained.  Other 
stably adsorbed groups were explicitly pointed out.  In all cases, the importance of 
reconstruction in reaching stable configurations was found.  These results show that 
the H-graphene system is an excellent example of substrate effects being much more 
important, compared with direct adsorbate interaction, in determining the nature of 
grouping/ordering of adsorbed species on a surface.  The trend of adjacent-
adsorption configurations having the strongest bound structures on graphene may 
still hold for the next larger clusters of bound hydrogen, but this trend is not expected 
to hold as bound hydrogen is increased infinitely unless both faces of a graphene 
sheet are hydrogenated.  It should be further noted that on the graphite case, inter-
sheet interactions may be important in determining the stability of these small 
hydrogen clusters on the surface and so results presented here may not necessarily be 
identical. 
   A hydrogen atom on graphene was shown to be easily identified through its effects 
on graphene electronic states near the Fermi level.  A comparison with effects 
brought about by pairs having H–H separations less than 2.7 Å show visible 
differences that make it possible to discriminate the atom from the pairs at a very 
local level.  The adsorption of hydrogen was confirmed to disrupt the  network near 
the Fermi level of graphene in a rather extended range – an event that affects the 
material’s reactivity to subsequent hydrogen, and hence promotes cluster formation.  
Calculations for the closest pairing using both faces of graphene suggest not only 
more strongly adsorbed states, but facile processes for the entry of subsequently 
adsorbing hydrogen.  The ensuing fully hydrogenated material is stable, and has a 
structure greatly distinct from pristine graphene.    
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   Calculated hydrogen states on Pt(111) within three different numerical treatments 
were firstly discussed.  While the use of analytic fits was found to reduce the 
difference between top-site and fcc hollow-site occupancy of the H atom, resulting to 
a premature occupancy of the top site at some of the lowest energy states, the ground 
state of atomic H on Pt(111) is physically independent of the constructed PES used.  
The ground state for hydrogen atom motion was found to be much less delocalized 
than previously reported, showing that the thicker surface slab and denser PES 
sampling used here improves the description of the quantum mechanical behavior of 
an H atom on platinum.  All calculations support the low barrier to surface diffusion, 
as delocalization states start just 32 meV above the ground state for atomic H 
adsorption, and subsequent delocalized states are not much higher in energy.  This 
section’s results show excellent agreement with the most recent HREELS data 
available, and strongly suggest a closer examination of the inconsistent experimental 
reports regarding hydrogen diffusion at low coverages.   
   Application on a hypothetical rough Pt surface was also discussed – a benchmark 
for understanding the role of vacancies on actual surfaces, which should lie between 
the two extremes for the Pt surface presented in this study. Quantum effects were 
seen to reduce the barriers on both types of platinum surfaces.  While filling up the 
vacancy seems most logical in order to create a smoother, more stable surface, it was 
shown that it is the edges of vacancies that trap adsorbed H strongly, and this leads to 
increased difficulty of hydrogen surface diffusion as compared to that on the ideal 
surface.  A comparison with analogous results for palladium shows that subsurface 
entry of atomic H is not likely. 
   Adsorbed CO clearly shows inhibiting effects greater than what can be expected 
from simple adsorption site exclusion, consistent with the macroscopic effect of 
lower electrode catalytic activity for ‘poisoned’ platinum electrodes.  It was 
explicitly shown that the presence of CO decreases the likelihood of H adsorption 
due to strong repulsion with adsorbed CO, particularly with the oxygen atom. The 
repulsion furthermore leads to a local decrease in the number of H adsites, affecting 
the nearest high symmetry sites within 2.77 Å of CO.  Farther from this, these results 
suggest the possibility that H adsorption strength on platinum may not be 
significantly affected.  Considerable weakening of H atom adsorption is on the other 
hand observed inside more compact CO groups.  H diffusion on the surface, given 
the higher potential energy near CO, understandably favors paths farthest from the 
71 
 
adsorbed CO.  Diffusion of H atoms into or within compact CO groups on Pt is 
expected to be difficult.  
   Formation of an adsorbed COH complex is highly unlikely given the strong 
repulsion with oxygen of incoming H, the lack of easy reaction pathways for H 
adatoms, and the metastable nature of the COH energy minimum.  The formation of 
an adsorbed formyl on the Pt surface is also found to be an endothermic process for 
interacting coadsorbed species, but is very stable with respect to its unbound state.  
Stable H atom adsorption has been found even for a high coverage of adsorbed CO, 
indicating that the existence of H atoms intercalated in CO groups, if not the 
presence of a more homogeneous mixed overlayer, is not unlikely.  However, 
repulsion between H and CO indicates that regions comprised of mixed adsorbates 
on Pt are unlikely to spontaneously form. 
   One future prospect for furthering these studies is a more accurate treatment of 
weak, noncovalent chemical interactions in implementing density functional theory.  
Existing implementations of DFT have found a lot of success in explaining physical 
phenomena and designing new functional materials, but even until today are 
suggested to still be lacking in areas such as van der Waals interactions and strongly 
correlated electron systems.  In this light, future theoretical work may focus on 
effectively taking into account physisorption and hydrogen bonding in condensed 
matter systems by working on post-GGA methods in accounting for nonlocal 
correlation energy.  Another future prospect, more specifically relating to the 
physical systems of this dissertation, is implementing dynamics for many-hydrogen 
processes on solid surfaces.  It is always beneficial to obtain the temperature 
dependence of reactions such as collective diffusion of adsorbates, and at least a 
qualitative description of other factors that affect reaction rates in order to optimize 
the operational conditions for a desired physical process.  While classical molecular 
dynamics has often been a useful tool in addressing these needs in condensed matter 
systems, such methods may not be appropriate for dynamics of systems primarily 
involving hydrogen.  It has been made clear that a quantum mechanical treatment is 
in general necessary for describing individual hydrogen behavior, and this may 
probably hold as well for a group of hydrogen atoms.  I also expect that these studies 
will contribute to the discussion on the possible breakdown of electronically 
adiabatic models.   
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