Abstract. This study developed some new estimators for estimating population variance by utilizing available information on midrange and an interdecile range of auxiliary variables. A general class of estimators was also suggested. The derivations of the bias and the mean squared error were presented. Conditions were determined to verify the e ciency of the proposed estimators over existing estimators considered in this study. An empirical study was also provided for illustration and veri cation. Moreover, a robust study was carried out to evaluate the performance of the proposed estimators in comparison to existing estimators in case of extreme values. According to the theoretical and empirical research, it was found that the suggested estimators performed more e ciently than the existing estimators.
Introduction
In survey research, if information is available on every unit of population and, also, correlates with the study variable, then such information is called auxiliary information. Utilizing this auxiliary information, one can propose numerous types of estimators for estimating the population variance by incorporating the product, the ratio, and the regression methods of estimation. To the best of our knowledge, Neyman [1] initially considered applying auxiliary information in his study. Then, Cochran [2] initiated the application of auxiliary information in the estimation stage and proposed a ratio estimator for estimating the population mean. The ratio estimator is the most e ective one in estimating the population mean or variance when there exists a high positive correlation between the variables of interest and an auxiliary variable.
Suppose that a nite population U = fU 1 (Y i Y ) 2 by drawing a random sample from the population.
The traditional ratio estimator for evaluating the population variance, S 2 y , of the variable of interest Y is described as follows: (Y i Y ) r (X i X) s :
Isaki [3] was the rst to propose variance-based ratio and regression estimators by using one auxiliary variable for estimating the population variance. Then, Prasad and Singh [4] suggested new estimators, and showed that their proposed estimators were more capable than those suggested by Isaki [3] . Arcos et al. [5] also proposed some new estimators that performed better than the usual estimators and the other variance ratio estimators considered in this study.
Comprehensive details regarding the problem of creating competent estimators for estimating population variance can be found in [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The remainder of the article is structured as follows. Section 2 provides a detailed explanation of the existing variance estimators. The formation of the recommended estimators and the e ciency assessment of the proposed estimators with the usual estimator and the existing estimators are given in Section 3. Section 4 includes a practical study of the suggested estimators. Robustness study of the proposed estimators is investigated in Section 5. The nal comments and conclusion are presented in Section 6.
The existing estimators
Upadhyaya and Singh [19] suggested the following estimator for S 2 y by employing the information on kurtosis of an auxiliary variable. Upadhyaya and Singh [19] proposed the following estimator:
Kadilar and Cingi [20] proposed some new ratio estimators of variance, and proved that these estimators performed more e ciently than the usual estimator of variance. The estimators proposed by Kadilar and Cingi [20] , where X (1) and X (N) are the smallest and largest order statistics in a population of size N. Ferrell [26] veri ed that since the midrange is based on only extreme values of data, this measure is sensitive to outliers. The next measure included in this study is the interdecile range (IDR), which is the di erence between the 9th and 1st deciles of an auxiliary variable and is de ned as:
The major edge of IDR is its robustness against outliers (cf., [27] [28] [29] [30] [31] ). The proposed estimators can be speci ed as follows: The proposed and the existing estimators also belong to the following general class of estimators for S 2 y de ned as follows:
where k 1 , and k 2 are either constant or functions of known parameters of the population. The bias and the Mean Squared Error (MSE) ofŜ 2 i can be obtained as follows: Based on the de nition of e 0 and e 1 , we obtain:
E(e 0 ) = E(e 1 ) = 0; E(e 2 0 ) = ( 2(y) 1);
E(e 2 1 ) = ( 2(x) 1); E(e 0 e 1 ) = ( 22 1):
The bias of the proposed estimators,Ŝ 2 i , i = p1, p2; :::; p6, is derived as follows:
; i = p1; p2; : : : ; p6:
where:
Assuming jR i e 1 j < 1 so that (1+R i e 1 ) 1 is expandable, expanding the right-hand side of the above equation, and neglecting the terms of e 0 s having power greater than two, we get: As is clear, the de nition of MSE is:
Hence,
where i = 1; 2; :::; 23 for existing estimators and i = p1; p2; :::; p6 for the proposed estimators and where
, 2(x) = 04 = 2 02 , 2(y) = 40 = 2 20 , and 22 = 22 = ( 20 02 ).
The proper selections of k 1 are k 2 are given in Table 1 .
E ciency comparison
This section presents the conditions in which the proposed estimators perform more capably than the usual and the existing ratio estimators of variance. This study used the notations of MSE(Ŝ 2 pj ) and MSE(Ŝ 2 i ) ( 
where j = 1; 2; :::; 6. Table 2 presents the characteristics of 3 real populations. The values of the constants and biases of the existing and suggested estimators are reported in Tables 3 and 4 , respectively, whereas the MSE values are reported in Tables 5 and 6 , correspondingly.
According to Tables 3 and 4 , it is found that the recommended estimators have the smallest values of constant in comparison with the usual and existing ratio estimators of variance. Therefore, they also satisfy the conditions given in Eq. (4) and (6), meaning that the proposed estimators perform better than the usual and the existing estimators.
The values of the biases of the recommended estimators are also lower than those of the usual estimator and the existing estimators (cf. Table 3 versus  Table 4 ). Based on the comparison made between the estimators (suggested by Isaki [3] , Upadhyaya and Singh [19] , Kadilar and Cingi [20] , Subramani and Kumarapandiyan [21] [22] [23] [24] , and Khan and Shabbir [25] ) and the proposed estimators, it is revealed that the recommended estimators have the smallest values of MSE, compared to the existing estimators; thus, it is con rmed that the proposed estimators are more e cient (cf. Table 5 versus Table 6 ).
Robustness study of the proposed estimators
As in the previous sections, it was mentioned that the measures used in this study, such as midrange and interdecile range, were robust against outliers. Thus, when there exist outliers in the data, these measures perform more e ciently than other measures of locations. Therefore, in this section, the e ciency of the recommended estimators in the case of outliers is evaluated. For this purpose, two real data sets obtained from the Italian Bureau of the Environment Protection (IBEP) are considered [34] . This dataset consists of three variables: the entire quantity Based on Figures 1 and 2 , it is clearly observed that there exist outliers in the data; therefore, the recommended estimators are expected to outperform the usual estimator and the existing estimators.
The characteristics of two outlier datasets are reported in Table 7 , and the MSE values of the existing and the proposed estimators are given in Table 8 . Based on Table 8 , it is revealed that the recommended estimators have the least values of MSE in comparison to the usual and existing estimators, proving that the proposed estimators are also superior in the presence of outliers to the estimators used in this study. Therefore, it can be concluded that the performance of the proposed estimators is relatively better than those of the usual and existing ratio estimators of the variance in the case of the datasets with and without outliers.
Summary and conclusions
To enhance the precision of estimators, the use of auxiliary information is very important in both the designing and estimation stages. This study developed some new ratio estimators of variance based on the information obtained from the midrange and an interdecile range of auxiliary variables. The proposed estimators were compared with the estimators introduced by Isaki [3] , Upadhyaya and Singh [19] , Kadilar and Cingi [20] , Subramani and Kumarapandiyan [21] [22] [23] [24] , and Khan and Shabbir [25] . Based on the results of this study, it was observed that the proposed estimators showed better performance than their competitors in terms of bias and mean squared error. The suggested estimators also performed more e ciently in the presence of extreme values than the usual and existing estimators considered in this study. Hence, this study strongly recommends using the proposed estimators over the estimators considered in this study when usual and unusual observations are present in the auxiliary variables. 
