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Abstract 
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evolutionary equations, Journal of Computational and Applied Mathematics 42 (1992) 221-231 
homogcncous 
Let the Cauchy problem for a symmetrical homogcncous ODE system bc soivcd by a diffcrcncc schcmc and 
let s be the required number of matrix-vector operations with the finite-difference matrix. In classical schemes 
s is proportional to the number of time steps. The Lanczos method is used to decrease s without essential 
increase of error. A thcorctical cstimatc is given which shows approximately the \/;: advantage of such an 
approach. Its application to the 2D heat conduction equation is considcrcd. One- and two-cyclic alternating 
direction difference schemes are used. Some numerical experiments show that the arithmetical costs are 
rcduccd by a factor 3 up to 60 with rcspcct to the classical approach. Combination of a splitting schcmc and 
the Lanczos method is also proposed for the computation of the lower part of the spectrum and for solving 
some other problems. 
Keywords: Lanczos method, splitting methods, evolutionary equations, cigcnproblem for symmetrical matrices. 
1. Introduction 
Let us consider the Cauchy problem for an evolutionary equation 
du 
Au + dt =o, DO, Ulr=[)=cp, (1 1) . 
where U( t 1, <p E R”, A is a symmetric nonnegative definite rz x II matrix. This problem can be 
obtained as a result of finite differences with respect to space derivatives of a parabolic 
equation (method of lines). 
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Let us solve (1.1) by a time siepping ODE solver with SYCXJ sires r: 1, = TS, s C N, T > 0. In 
general, the solution of such schemes can be presented as fcillows: 
LP’ = B&, (1 2) . 
where u(,~’ ’ 1s an approximation to IJ( t,) and B7 is a symmetric operator satisfying the sufficient 
stability condition 
Iis,II G 1. (1 3) . 
Such schemes appear in splitting methods (see the bibliography in [6fi. Let us describe two 
examples. We suppose A = A, + A,. A, 2 0, A, 2 0. -4, and A, are symmetric. (The formula 
?I > $B (‘!I 2 $81, applied to matrices % and $3, means that the difference $8 - ?I is positive 
(respectively nonnegative) definite.) 
( 1) The two-cyclic splitting-up scheme [6, 9 131 
BT=(l+ ;‘A,)-‘(I - STA,)( I + $7&)-y I - <TA,) 
x(1+ $4,)-‘(1 _ - fA.)(I+ $TA,)--yI- id,). (1 4) . 
(21) The one-cyclic splitting-up scheme (if A, A, = A2 A, [6, 8 201) 
B,=(I+~TA~)-‘(I+~TAI)-‘(~-b4,)(I-~Ta4~). (1 5) . 
The schemes which have just been described have the second accuracy order in terms of T. 
As a rule, they are constructed in such a way that multiplying B, by a vector requires only 
several times more arithmetical operations than A by a vector. 
There exist some methods of optimization of splitting schemes for solving systems of linear 
equations [ 11. 
The aim of the present paper is the optimization of computation with formula (1.2) for the 
solution of ( 1.1) by splitting-up schemes. 
Problems ( I .l) and ( 1.2) can be considered as particular cases of the problem of computing 
the vector 
14 =f(C)cp, (16) . 
where C is a symmetric matrix and f is a function defined on the spectral interval of C. 
“necute 1y1 steps of the Lanczos method [9, Chapter 131 with the matrix C and the vector <p. Let 
Q,,, (- be the matrix of the Lanczos vectors and 7’,,, c
the’ process. Thcr; ;’ 2 
, be the tridiagonal symmetrical matrix of 
01 can take the vector 
14 I?1 = II cp II Q,,a-f( T,,.#i’“)~ (I 7) . 
where e:“‘) E [FB”’ is the first unit vector, as an approximation to f(C)cp. We shall call this 
method the spectral Larrczos decomposition method, shortly SLDM. In different forms it was 
introduced in [2,&l I]. Error expressions, depending on the function f and the number of the 
steps m, were given in [2,4]. 
In [3] SLDM was applied directly to ( 1.11, i.e., to the function fc A) = exp( -PI), which gave 
a noticeable gain. In [7] problem ( i .I) (namely the one-dimensional heat conduction equation 
in that case) was solved with the SLDM, applied to the matrix A - ’ f A > O), which can hardly 
be done in the multidimensional case. 
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In the present paper SLDM is used for computing (1.21, i.e., it is applied to the polynomial 
f( B,) = B:. The main aim of such a combination is the decrease of the number of multiplica- 
tions of B, by vectors, for any fixed s. 
As additional results, we shall show the possibility of computing A’s smallest eigenvalues 
when using B7 and the possibility of computing some other matrix functions are well, 
2. The error evaluation for the SLDM applied to an abstract splitting-up scheme 
The result of solving problem (1.1) with a splitting-up scheme is given by (1.21, where B, is 
the symmetric operator of transition to the following time layer, s = f/7 Is the (integer) number 
of the time layer. When we apply SLDM to the problem of computing vector (1.2), then m 
steps of the Lanczos process with the matrix B, and the initial vector 50 will generate vector 
(1.7): 
u::!, = II cp II Q,,,.&‘&Y’- (2-l ) 
Theorem 2.1. Let B, be a symmetric matrix, 0 G B, < I, and s be a natural rzumber. Then for 
m <s wehaEe 
II a?) - a(? .\ s Ill II < . ~~YZ[l+~~~)+*(&--)]exp[-$+*($)I. (2.2) 
. 
Proof. We start with the decomposition 
s 
y = ps+ 1 
c( 1 
O y T,*_,(x), 
i- 0 
(2.3) 
where (1) is a binomial coefficient, Tk* is the Chebyshev polynomial, “shifted” onto the interval 
[0, 11, and Co means that the term with T,: is to be divided by 2 (see [ 10, Theorem 2.61). [4, 
Theorem 31 ( = Theorem A.1 from the Appendix), having been reformulated for the spectral 
interval [0, 11, gives the inequality 
11 lly - l/q;, 11 < 2-zs+ l[(s?J + (,_:_ 1) + *.* +(‘o”)]. 
In order to obtain an approximation for 2-2”+2(,zS,,,), we use Stirling’s formula 
(2 ) s ! 
(s -m)!(s i-m)! 
= &GEG(2s)2’ye-2s 1 + 0 L 
i HI ,s 
X 
i 
jzT. (s _ m) (s - m).‘-“lee”+“’ 
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Since 
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s2s 
log (s _ m)s-ln(s + *)s+m 
1 
=‘Og(l -m/q-“(l +m/s)“” 
= -(S -m)log 1-t ( 1 
-(s+m)log 
( 1 
1 -i-t 
=-- (S -m) -5-g [ 
m2 +o(r++*,[~-$+0(f) 
m2 2 
-i 
+E+O Yj ( 1 
m2 2 3 
=m-- 
S s 
-m--+%+0 m- 
s ( 1 S2 
m2 m’ 
=-- +o --i_ 
s ( I S- 
and 
it follows that 
Finally, for m G k <s, 
and 
s+k+ 1 s+m+l 
= 
s-k 
3 
S-f?2 
I 
s-m -1 s+m+l s+m+l 
l- 
1 s+m+l 
1 = 
s+m+l-s-t-m = 2m+l 
so that the formula for the sum of a geometrical series implies (2.2). q 
Notes. (I) Of course, in the typical situation that II u - u:” 11 = O(?), an error level II u’,” - 
u:::, II of the order 71 is acceptable. Taking in (2.2) 
m = ~2s log I-’ + 1, 
1 I 
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for sufficiently small T one can see that m3 < s2 and, therefore, 
Thus, SLDM has a = &log(s/f ) advantage, in terms of the number of mul?iplications of BT 
by vectors, over (1.2). 
(2) The theo rem’s condition on B, is valid, for instance, for scheme (1 4). 
(3) For some other splitting-up schemes, for example (1 S), we have inequality (1.3) instead 
of 0 < BT G I. In this case one can obtain an error expression for SLDM, analogous to (2.2), 
using instead of (2.3) the decomposition 
[s/21 
Xs=2-"-' C O ~ ( 1 Ts_2i(X) 7 i=o 
where T’ is the standard Chebyshev polynomial of the first kind [lo, Theorem 2.61. 
(4) For some splitting-up schemes the original transitional operator does not satisfy the 
conditions of Section 1, but one, appearing after a suitable change of variables, does. That 
takes place, for example, for the alternating triangular method (A, =A:, see [6, 0 331). 
(5) The theorem has been proved for the exact arithmetic. Rounding errors are known to 
exert a strong influence upon the Lanczos process (see [9, Chapter 1311, which is essentially 
unstable. However, the SLDM general error bound is stable with respect to rounding (see 
Theorem A.2 in the Appendix). This assertion was proved in [2]. Moreover, as for the 
computation of the matrix exponent, replacement of A by B, decreases the matrix norm and 
the required number of the Lanczos steps. The above together with the theorems from the 
Appendix implies that the usage of splitting in SLDM can nothing but improve the situation 
with respect to rounding. For detailed information, the reader is referred to [5]. 
3. Solution of a heat conduction equation 
Let us consider the problem 
au 
- div( c - grad U) + z =o, (x, y)Efi= [o, 112, t>O, 
(3 1) . 
where 0 < CJ, < a(x, y) < c2, (x, y) E 0. Approximating the spatial operator - dida - grad u) 
as usual by five-point finite differences with a constant step h, in x- and y-directions, we obtain 
a second-order semi-discrete scheme with a grid spatial operator A 2 0. To solve this scheme, 
one can apply the SLDM either directly to A, or to the operator corresponding to a splitting 
scheme. We will now compare these two approaches. The decomposition A = A, + A, corre- 
sponds to the Alternating Direction Method: A, responds the discretization of - %a - 
th/ax)/ax and A42 that of -a(a l &@y)/i3y (a comparison of the SLDM and other, more 
conventional, methods for solving problem (3.1) has been made in [4, 8 41. 
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For the theoretical comparison we shall assume sufficient smoothness of the solution of (3.1) 
;ud approximability of probienr (3.1) by the splitting-up scheme of order O( h* + 3 *), so T 
should be of the order of h. 
In [2, 9 51 it was proved that a number of steps of the Lanczos process, when applied to A, 
equal to 
m= [@-‘it log h-‘1 + 1, (3 2) . 
is sufficient to solve problem (3.1) with an error 0th’) (this is covered by [4, Theorem 41; see 
also [ 11). 
For the combination “SLDM + splitting-up”, taking 7 = c,h and 
(3 3) . 
in (2.21, we conclude that for lt sufficiently small m” < sz and, hence, 
Evidently, the total error of the solution of (3.1) has the same order of magnitude. 
Comparing formulae (3.2) and (3.3), we see that for any t > 0 and sufficiently small h, (3.3) is 
h-‘-’ times as small as (3.2), up to a multiplicative constant. 
Let us t.drn attention to numerical examples. The experiments were carried out on an EC 
( = IBM) computer with double precision (16 decimal places, truncation). The semi-discrete 
approximation to problem (3.1) was solved on a grid with h = $ for the following data: 
(1) c= 1, cp =x(1 -x)y(l -y) (Table 1); 
(2) u= 
i 
10, for (x, y) E [0, 0.21 X [0, 0.31, 
1, elsewhere, 
cp = erp{ - lOO[(x - 0.6)’ + ( y - 0.6)‘]} (Table 2). 
Table 1 
t Exact solution Exact solution 
of differential of semi-discrete 
problem problem 
Standard 
SLDM 
SLDM + 
splitting 
(1.5), (2.1) 
0.004 0.585 17.10-’ 
0.008 0.54711~10-’ 
0.016 0.475 07 - 10 - ’ 
0.032 0.35155.10-l 
0.064 0.18794. lo- ’ 
0.128 0.53158~10-~ 
0.256 0.424 89 - 10 - ’ 
0.512 0.27145.W’ 
I.024 0.11078. lo-’ 
0.585 17. lo- ’ 
0.547 11.10 - ’ 
0.475 08 - 10 - ’ 
0.35160.10-’ 
0.18801- 10-l 
0.53201. lo-’ 
0.42557.10 -_? 
0.27231. lo-’ 
0.11150~10-” 
0.585 16. lo- ’ 
0.54689.10-’ 
0.47392. lo- ’ 
0.34955 - lo- ’ 
0.18657-10-l 
0.52767. lo-’ 
0.42189. :I)-” 
0.26969. lo-’ 
0.11020-lo-” 
0.585 1s.10-’ 
0.54713*10-’ 
0.473 43 - 10 - ’ 
0.34842. lo- ’ 
0.18572.10-’ 
0.52499. lo-’ 
0.41940. lo-” 
0.26766. lo-” 
0.10902. lo-” 
m = 15 m= 3, 7=4.10-3 
Table 2 
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t Exact solution 
of differential 
problem 
Exact solution 
of semi-discrete 
problem 
Standard 
SLDM 
SLDM + 
splitting 
(1.41, (2.1) 
0.002 0.14552 
0.004 0.152 14 
0.008 0.134 10 
0.016 0.975 50 - 10 - ’ 
0.032 0.60412.10-’ 
0.064 0.29799. lo- ’ 
0.128 0.78084. lo-’ 
0.256 0.52348. lo-” 
0.512 0.234 12. 1O-5 
1.024 0.46827. lo- “’ 
0.144 77 
0.15174 
0.13407 
0.97634. lo- ’ 
0.60464. lo- ’ 
0.29846. lo- ’ 
0.J8440.10-2 
0.52885. lo-” 
0.23920. lo-’ 
0.48932. lo- “I 
0.14477 0.146 18 
0.15174 0.15242 
0.13407 0.134 19 
0.97634. lo- ’ 0.97624. lo- ’ 
?.60458.10-’ 0.60452. lo- I 
0.29796.10-l 0.29764. lo- ’ 
0.78068. lo-’ 0.77849. 1O-2 
0.52551.10-” 0.524 16~ lo-” 
0.23J21-10-5 0.23690. lo-” 
0.483 33 - 10 - ‘(’ 0.48392. lo-” 
m = 150 
In Tables 1 and 2 the solution in the point (x, y> = ($, g) has been shown. The following 
notations are used: m is the number of steps of the Lanczos method, r is a step of a 
splitting-up scheme. There are the following numbers in the columns of Tables 1 and 2: time t 
is in the first column; the exact solution of problem (3.1) is in the second one; the exact solution 
of the semi-discrete problem (1.1) is in the third one; the approximate solution of the 
semi-discrete problem (l.l), generated by the SLDM with A, is in the fourth one; the 
approximate solutions of the semi-discrete problem !l.l), generated by the SLDM with B, from 
(1.5) and (1.4) respectively, are in the fifth one. 
A step of SLDM, when applied to A, requires 10 multiplications per node; SLDM, applied 
to B, as in (1.5), requires 16 multiplications; and SLDM, applied to B, as in (1.4), takes 29 
multiplications. Fivs of these multiplications go for lin ear vector operations in the Lanczos 
processes. Taking this into consideration, we conclude, from the tables, that the “splitting-up” 
Lanczos method in terms of the number of multiplications has a 3-5-fold advantage over the 
standard Lanczos method. Similarly, the advantage of the “splitting” SLDM over schemes (1.4j, 
(1.5), requiring t/7 steps, is estimated as 59- and 42-fold for examples (1) and (21, respectively. 
4. Computation of the lower part of the spectrum and other applications 
The spectral transformation, induced by (1.4) and (1.5), increases, on the average, the 
distances between neighbouring eigenvalues of A in the lower part of the spectrum with 
respect to the spectral interval length. Kaniel-Saad-like theorems [9, 8 12.41 permit to hope 
that the Lanczos method, when applied to B, and cp, will compute eigenvalues of B,, 
corresponding to smaller eigenvalues of A, faster than the Lanczos method, being applied 
directly to A and cp in order to calculate smaller eigenvalues of A. 
Introduce the auxiliary matrices 
A,=7 -l(I-B,)(I+B,)-l, (4 1) . 
h 
10 23 30 40 50 60m I I ;r 
Fig. 1. The approximations to the least eigenvalucs (Example 4.1); 1: the SLDM + splitting, 2: the standard SLDM. 
for scheme ( 1.51, and 
Ai=4~-‘(I-{B,)(I+&)-‘, (4 2) . 
for ( 1.4). The substitution of ( 1.51 and (1.4) respectively to (4.1) and (4.2) shows us that in both 
cases A =A, + 017”). 
The formulae for recalculating approximate eigenvalues i of A from the exact ones of BT 
have the form 
i 
1-P =-----_- 
i(1 +/L)’ 
for ( 1.51, and 
(4 3) . 
li= 4( 1 - ,II) 
7 ( 1 
-, 
-i- lr,cL 1 
(4 4 . 
for ( 1.41. 
Numerical experiments to compute the least eigenvalues of two matrices of the same kind as 
in Section 3 have been made. 
Example 4.1 (Fig. 11. c = 1, rp =x( 1 -x)y(l - y), h = $, 7 = 10-“, matrix (1.5). 
Example 4.2 (Fig. 21. 
i 
10, 
(T= 
for (x, y) E [0,0.2] X [0,0.3], 
1, elsewhere, 
cp=x(l-x)y(l-y), h=&=2lO-‘,matrix(1.4). 
In the figures the graphs of the functions log 1. 11 - $;“)/A I 1 (code 1) and log,, 11 - A’,““/! I 1 
(code 2) have been drawn, where A, is the least eigenvalue of the differential original for A, 
A’;“’ and 2;“’ are the approximations to A,, generated by m steps of the Lanczos processes with 
A and B7, respectively. 
Marking the moments of stabilization of the curves in the figures and taking into account the 
arithmetical costs of one step of the Lanczos process (see Section 3), we conclude that the 
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-5 
Fig. 2. The approximations to the least eigenvalues (Example 4.2); 1: the SLDM + splitting, 2: the standard SLDM. 
splitting-up Lanczos method is about 3-5 times faster than the standard one. (The spikes of the 
curves are only determined by the transition through the exact eigenvalue A,.) 
The fister computation of the lower part of the spectrum of A when combining SLDM and 
splitting permits us to suppose that, using analogous techniques, we shall be able to calculate 
efficiently vectors like 
U =f(A)cp, A > 0, (4.5) 
when the function I f(h) I decreases ufficiently fast for increasing A. For this purpose A is to 
be replaced by A,, and formulae (4.3) and (4.4) are to be used in order to obtain the 
approximate solution. The final forms for the approximate solutions are 
II cpll Q,,,,s;f[ r-l(I- Tn.&+ T,n,~;)-‘]~:‘“‘y 
for scheme (1.51, and 
for (i.4j. 
We believe that the problems of computing the vectors exp( --zfl)(p, z 2 0, and (A i- WI)-‘cp, 
w E @, Re w > 0, appearing respectively when solving an elliptical equation with coefficients 
that do not depend on one of the variables z, or when computing a resolvent, may be other 
successful applications of our approach. 
Appendix. General SLDM error bounds 
Let A,< a*. < A, be the eigenvalues of a matrix C, A, < A,,, and f be a function defined on 
[A,, A,,]. 
A. 1. Exact arithmetic 
Denote 
g(x) =f{;[(h, +A,) - (4 -h,)xl): 
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the function g is, then, defined on the segment [- 1, l]. Let us take into consideration the 
first-kind Chebyshev series 
x 
g(-r) = c &q(x). (A-1) 
k=l’ 
Theorem A.1 (Druskin and Knizhnerman [2,4]). ff (A.l) is absof~@ conuergenf on [ - 1, II, the 
foilowing inequality holds: 
r 
II u - u,,z IId 2 II $0 II c I g, I - 
k=m 
A.2. Computer arithmetic 
Let E be the elementary computer round-off error, c, be the maximal number of nonzero 
elements in the rows of C, 
( II I c I II El= 7+c, llcll 1 EY e2 = Omax[l2(n + 4)~, ~~1, q = rn2.’ II C II e2 
(Paige’s parameters, see [9]). Moreover, let f be defined on [A, - 77, A, + ~1, 
g(x) =f{$,, +A, - (& - A, +271)x]] 
and g, be defined by (A.1). 
Theorem A.2 (Druskin and Knizhnerman IS]>. if 
m[6(n +4)e fe.,] Q 1, (n +4).f < A, 
and (A-1) is absolutely comergent on [ - 1, 11, then rhe error bound 
j_116(x)*(l -x2)-“.5 dx] 
(h5 II c ll 
- 
A, -A, 
is calid for the computation of (I .6) by means q f the simple Lanczos process. 
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