This study elaborates the Rasch differential item functioning (DIF) model formulation under the marginal maximum likelihood estimation context. Also, the Rasch DIF model performance was examined and compared with the Mantel-Haenszel (MH) procedure in small sample and short test length conditions through simulations. The theoretically known relationship of the DIF estimators between the Rasch DIF model and the MH procedure was confirmed. In general, the MH method showed a conservative tendency for DIF detection rates compared with the Rasch DIF model approach. When there is DIF, the z test (when the standard error of the DIF estimator is estimated properly) and the likelihood ratio test in the Rasch DIF model approach showed higher DIF detection rates than the MH chi-square test for sample sizes of 100 to 300 per group and test lengths ranging from 4 to 39. In addition, this study discusses proposed Rasch DIF classification rules that accommodate statistical inference on the direction of DIF. Differential item functioning (DIF) is one of the most active research areas in psychological and educational measurement (Camilli & Shepard, 1994; Holland & Wainer, 1993; Mapuranga, Dorans, & Middleton, 2008; Millsap & Everson, 1993; Osterlind & Everson, 2009) . A popular definition of the No DIF condition for dichotomously scored item (Lord, 1980; Meredith & Millsap, 1992) is P(X = 1; G y j ) = P(X = 1 y j )P(G y j )
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Differential item functioning (DIF) is one of the most active research areas in psychological and educational measurement (Camilli & Shepard, 1994; Holland & Wainer, 1993; Mapuranga, Dorans, & Middleton, 2008; Millsap & Everson, 1993; Osterlind & Everson, 2009) . A popular definition of the No DIF condition for dichotomously scored item (Lord, 1980; Meredith & Millsap, 1992) is P(X = 1; G y j ) = P(X = 1 y j )P(G y j )
or equivalently, P(X = 1 y; G) = j P(X = 1 y); 8y j ;
where P( · ) is a probability, X is an item indicator variable (1 for correct and 0 for incorrect), G is a group indicator variable, and y is a latent ability. The No DIF definition above states that the probability of a correct response at the same ability should be the same regardless of G. Item response theory (IRT) models have attracted attention from researchers because they can test the null hypothesis of No DIF above directly using item response function (IRF) differences. Popular parametric IRF forms in IRT include the Rasch (Rasch, 1980) , the two-parameter logistic (2PL), and the three-parameter logistic (3PL) models (Birnbaum, 1968) . Proposed statistical tests to directly evaluate the No DIF hypothesis in IRT were the use of the Wald test (Lord, 1977 (Lord, , 1980 , the likelihood ratio (LR) test (Thissen, Steinberg, & Gerrard, 1986; Thissen, Steinberg, & Wainer, 1988 , the score test (or Lagrange multiplier test; Glas, 1998) , and simultaneous item bias test (SIBTEST; Shealy & Stout, 1993) . The first three are well-known large sample tests in the maximum likelihood estimation approach, and they are appropriate for the parametric IRT models. The last, SIBTEST, is a nonparametric IRT approach in which the IRFs do not assume a particular parametric form. This article focuses on the use of Rasch modeling in DIF investigation. We show formulations of the Rasch DIF modeling in detail in the marginal maximum likelihood (MML) estimation context and discuss its relationship with one of the most widely used DIF methods, the Mantel-Haenszel (MH) procedure (Holland & Thayer, 1988; Mantel & Haenszel, 1959) and with Educational Testing Service (ETS) DIF categories. We also discuss DIF classification rules for the Rasch DIF model. In addition, we investigate the performance of two types of DIF tests (the Wald test, which we call z test here, and the LR test) under the Rasch DIF model, comparing them with the MH procedure through simulations. Our simulation and elaboration of the Rasch DIF model formulation and discussion of its relationship with the MH method facilitate understanding, both theoretically and empirically, of the behavior of both procedures with regard to DIF detection. For the simulation part of the study, our interest lies especially in the small sample and short test length situations. Because of the relationship known in the literature between the Rasch model and the MH method, which is elaborated in a later section, and because their statistical tests are asymptotic-based, a large sample size with a long test length is theoretically expected to display the same behavior in the two approaches in terms of DIF detection and recovery of the relationship between DIF estimators. However, the Rasch model is said to have the potential to work efficiently with a small sample size because of its concise parameterization for item response behavior. Hence, the study of the impact of small sample sizes with short test lengths (although applications for DIF investigation with such occasions may not be common) is not only of theoretical interest, in that the results can show how robust the two procedures are and how well the theoretical relationship holds between the Rasch DIF model and the MH procedure under these conditions, but also has some practical value for practitioners who are faced with the challenging situation of a small sample size with a short test.
Formulation of the Rasch DIF Model
The general form of the Rasch DIF model can be expressed as follows for a response of 1 using a logit link function:
where x ni is the score of person n for item i (1 = correct, 0 = incorrect; i = 1, 2, . . ., I; n = 1, 2, . . ., N), y n is a scalar proficiency (ability) parameter for person n, d i is the item difficulty parameter for item i, g i is the DIF index parameter for item i, and g indicates either the reference group or the focal group, G = 1 if g = R (reference group), G = 0 if g = F (focal group). This is equivalent to P(x ni = 1|y n , g) = exp(h)/{1 + exp(h)}, where
Under this model presentation, g is the item difficulty difference between the focal group and the reference group (i.e., g = d F À d R ). Because of the dependency induced by the nested structure (i.e., items nested within person), or equivalently to model the repeated measurement design for a given person, y n is considered a random parameter, and it is assumed that y n |g ∼ iid N(m g , s). 1 Note that this population modeling takes care of the overall group ability differences, called ''impact,'' which should not be confounded with DIF. This impact modeling can be specified by latent regression of y onto the group indicator variable.
where Y is the group indicator variable that is the same as G in Equation (2), the bs are scalar regression coefficient parameters, and e ∼ iid N(0, s). The person notation n is suppressed in the above and the following equations since they are all formulated for person n. For the identification of the DIF model above and to make sure a common comparable scale is established between compared groups, b 0 = 0 and the number of elements in {g i } < I (i.e., the number of free g parameters less than the total number of items in the test) were used (see Wang, 2004 , for the effects of different types of constraints on the DIF modeling). From the perspective of IRT as being a multilevel model (e.g., Adams, Wilson, & Wu, 1997; Kamata, 2001; Rijimen, Tuerlinckx, De Beock, & Kuppens, 2003; Skrondal, & Rabe-Hesketh, 2004; Van den Noortgate, De Boeck, & Meulders, 2003; Van den Noortgate & Paek, 2004) , Equations (2) and (3) represent a random intercept model. This hierarchical structure for DIF modeling can be easily embedded as well in at least two of the general Rasch family IRT models. One is the multidimensional random coefficient multinomial logit model (MRCLM; Adams, Wilson, & Wang, 1997) , and the other is linear logistic test model (LLTM; Fischer, 1973 Fischer, , 1983 . The unidimensional version of the MRCLM in the log of odds form is
where X ik = 1 if the response to item i is in category k and 0 otherwise (1 ≤ i ≤ I, and 1 ≤ k ≤ K i ), y is a scalar person ability random parameter that follows a density function g(y; a) where a is a vector of person distribution parameters, b ik is a predetermined item score for category k of item i, j is a p × 1 fixed unknown item parameter vector, and a 0 ik is a 1 × p vector to specify a linear combination of p elements of j for each response category. For K i = 2, let b ik=2 = 1 and b ik=1 = 0, which is a typical dichotomous item scoring. In addition, let a
, where 0 is a null vector serving as a reference category; l 1m = −1 when m = i, l 1m = G when m = I + 1, and l 1m = 0 otherwise; Y 0 = [1, Y] and β is a 2 × 1 regression coefficient vector. Under these specifications, Equation (4) with g(y; a) = N(Y 0 β, s 2 ) becomes the DIF model formulated as in Equations (2) and (3).
LLTM incorporates a linear regression structure into item parameters. For DIF modeling in the LLTM, item difficulty is partitioned into three parts: one is the common item difficulty (for both focal and reference groups), another is an impact parameter that models group mean, and the third is a parameter for DIF. With the same assumptions specified for the Rasch DIF model and m g = m + G 0 , where G 0 = −1 if g = focal group and G 0 = 1 if g = reference group, it can be shown that the DIF modeling under the LLTM context has the following form (see Appendix A):
with y * ∼ iid N(m, s). For the model identification and to make sure a common comparable scale, m = 0 and the number of elements in {g i } < I (i.e., the number of free g parameters less than the total number of items in the test) can be used. The person ability and its distribution in Equation (5) are not identical as in Equation (2), but Equation (5) models the ''impact'' factor by and has the same item difficulty (d i ), DIF index parameter (g i ), and s in the person ability distribution. This confirms that when the person ability distribution follows a normal distribution (with homogeneous variance), the LLTM DIF modeling using the conditional maximum likelihood (CML) estimation works the same way as the Rasch DIF model by the MML estimation with the normal distribution assumption.
2
The Rasch DIF model has a DIF effect size measure of g, offering two types of DIF test statistics. One is the z test that is the ratio ofĝ to the standard error (SE) of it, and the other is the LR test. By incorporating the DIF size estimator g in the IRF, the Rasch DIF model estimates g and SE(g) directly from the data, so that the z test can be carried out with ease.
3 The LR test statistic, sometimes called the ''deviance,'' is defined as D = −2 log (likelihood of nested model/likelihood of full model). D follows a chi-square distribution with degrees of freedom equal to the difference between the number of parameters in the full and the nested models. The full model (DIF model) consists of Equations (2) and (3). The nested model (No DIF model) consists of Equation (2) without the term g and Equation (3). Note that a separate equating step to put item estimates on the same scale to calculate the DIF effect size is not needed in this Rasch DIF model formulation.
To estimate the Rasch DIF model, statistical packages equipped with a mixed model estimation routine or IRT models with the functionality for flexible userspecified IRF parameterization can be used. Such programs include, for example, HLM (Bryk, Raudenbush, & Congdon, 1996) , SAS NL MIXED procedure (SAS Institute, 1999), or ConQuest (Wu, Adams, & Wilson, 1998) . See also, for example, Kamata (2001) and De Boeck and Wilson (2004) on how to use a mixed model framework to estimate IRT models. We used the program ConQuest in this study, and we have provided an appendix for practitioners that shows in detail how to specify and estimate the Rasch DIF model in using ConQuest (see Appendix B).
The Relationship Between the Rasch DIF Model and the MH Procedure Mellenbergh (1982) called the constant statistical relationship between item response (X) and group (G) for all levels of a matching variable ''uniform DIF.'' Following Mellenbergh's definition of uniform DIF, Hanson (1998) differentiated uniform DIF from ''parallel DIF'' caused by IRT IRF difficulty parameter differences only. The uniform DIF was defined as
where P(y) ≡ P(X = 1 y j ). He showed that in the case of the 3PL model with the parallel DIF,
where g is a guessing parameter and a is a slope parameter, indicating the parallel DIF in the 3PL model is not the same as the uniform DIF definition. In contrast, parallel DIF with the 2PL and the Rasch models result in a(y) = e a(d F Àd R ) and a(y) = e (d F Àd R ) , respectively, satisfying the uniform DIF definition. The MH procedure estimates a common odds ratio a MH as a DIF effect size measure typically conditioning on an observed number-right score Z = P X . For the Rasch model, Z is a sufficient statistic for y, so a(y) = a(Z) = a and a MH = a = e (d F Àd R ) . The common odds ratio a MH is sometimes transformed by À2:35 ln(a MH ) to put it into ETS difficulty scale called the ''delta scale'' for practitioners who use the ETS DIF classification rules (Dorans & Holland, 1993, p. 41) . Thus, we have
Equation (6) shows that MH is linearly related to g. Holland and Thayer (1988) 
in the Rasch model to show that testing H 0 :
j in the Rasch model is equivalent to testing H 0 : a MH = 1 in the MH procedure, indicating that observed score matching with the MH procedure can be the same as the unobserved latent variable IRT approach. 4 They stated that the exact conditions needed to hold for a MH = e (d F Àd R ) or Equation (6) are as follows: (a) the Rasch model fits the data, (b) all items are DIF-free except the studied item that may exhibit DIF, (c) the matching variable is number-right score that includes the studied item, and (d) the data are random samples from the reference and the focal group. Wright (1987, 1989 ) also showed ln (a MH ) is equivalent to the Rasch item difficulty difference, d F À d R , estimated by the noniterative normal approximation algorithm (PROX; Wright & Stone, 1979) .
Based on Equation (6), the Rasch difficulty difference DIF classification rules can be constructed that connect with the ETS DIF classification rules (Longford, Holland, & Thayer, 1993, p. 175) , which state
• A (negligible DIF) if statistically not significant for H 0 : MH = 0 below .05 level or if j MH j < 1; • C (large DIF) if statistically significant for H 0 : j MH j ≤ 1 below .05 level and if j MH j ≥ 1:5; and • B (medium DIF) otherwise.
Equation (6) gives 0.426 and 0.638 for MH = −1 and MH = −1.5, respectively, with regard to g. Thus, the exact g DIF classification rule set that translates the above ETS DIF classification rules is as follows: Under this alternative g DIF classification rule set, a simple null hypothesis testing of H 0 : g = 0 is performed only one time for a studied item, whereas the exact g DIF classification rule set involves testing a simple null hypothesis H 0 : g = 0 and a composite null hypothesis H 0 : g j j ≤ 0:426 for the decision of the DIF category. We will discuss some refinement of the alternative g DIF classification rule set in the last section of this article. The exact g DIF classification rule set and the alternative g DIF classification rule set will not always lead to the same DIF category decisions as the ETS DIF classification rules with the MH procedure even if the conditions for a MH = e
hold, because the statistical tests used in the Rasch DIF model and the MH procedure are not the same, and may function differently for finite (especially small) samples although they are expected to perform almost the same with large sample and long test conditions; second, the alternative g DIF classification rule set does not involve the composite null hypothesis testing that corresponds to H 0 : MH j j≤ 1 for large C DIF in the ETS categories. Roussos, Schnipke, and Pashley (1999) showed, under the 3PL model having parallel DIF, the tendency of the MH delta ( MH ) to be squashed toward zero when the studied item has high difficulty. When the Rasch model holds, it brings stable behavior to the MH procedure. The relationship a MH = e (d F Àd R ) implies that the location of the item difficulty parameter does not have any influence on the MH . There is no need to be concerned about whether one is testing a hard or an easy item for DIF nor are there differences between parallel and uniform DIF.
Simulation Study for Small Sample and Short Test Length Conditions
There are several studies that examined the performance of the MH procedure under small-sample conditions (e.g., Fidalgo, Ferreres, & Muniz, 2004; Mazor, Clauser, & Hambleton, 1992; Muniz, Hambleton, & Xing, 2001; Parshall & Miller, 1995; Schulz, Perlman, Rice, & Wright, 1996) , but these studies mainly varied the sample sizes with a relatively long test. Donoghue, Holland, and Thayer (1993) conducted simulation studies with a variety of conditions, one of which is the variation of the test length (e.g., 4-, 9-, 19-, and 39-item tests), but they used large sample sizes (2,000 and 500 for the reference and focal groups). Also, all these above-cited studies used the MH procedure only for DIF investigation without comparing with the IRT DIF methods. The simulations in the present study compare the Rasch DIF model approach with the MH method in the small sample and the short test length conditions. This study used the same test lengths used by Donoghue et al. (1993) and their true IRF difficulty parameters with the Rasch IRF. (The test length of 39 is obviously not a short test length, but the same or longer test length is frequently observed in educational achievement testings, so it was included for comparison purpose.) The sample sizes in this study were (100, 100), (200, 200) , and (300, 300), where the numbers in the parentheses are the reference and the focal group sample sizes, respectively. When sample sizes become large (e.g., larger than 300 per group) with longer test lengths such as 39 or higher, the theoretical relationship, MH = À 2:35g is expected to hold, but with these small finite samples and short test length conditions, DIF detection rates and the extent to which the theoretical relationship holds between the Rasch DIF model and the MH procedure are not clearly known.
Group ability differences between the reference and focal group were specified by 1 standard deviation difference with regard to the ability means, that is, y~N(0, 1) and N( −1, 1) for the reference and the focal groups, respectively.
In each test length, one item was the studied item with a possible parallel DIF, whereas the remaining items had No DIF. Note that this scenario is equivalent to assuming that a set of suitable items for ability matching is available. This situation is typically observed in practice in a pretest item analysis where each pilot item is investigated one by one for DIF with the existing operational test as an ability matching item set. When a matching item set is internally sought within a test, an iterative refinement procedure can be used to construct a matching item set (e.g., Holland & Thayer, 1988, p. 141; Wang, 2008) .
For DIF conditions, g = 0.468 or 0.681
5 The g values in the DIF conditions correspond to MH = 1.1 and 1.6, respectively, which are slightly higher than the threshold values in medium and large DIF classifications. The choice of g was based on the fact that the medium or large DIF items are the items of greatest concern in practice that are considered for removal from a test. The ultimate interest for the Rasch DIF model in this simulation is its ability to screen out such medium and large DIF items in a small sample with possible short test conditions. Three DIF conditions (g = 0, 0.468, and 0.681), four test length conditions (4, 9, 19, and 39), and three sample size per group condition (100, 200, and 300) gave a total of 3 × 4 × 3 = 36 data simulation conditions. In each condition, 400 replications were made, and the two tests from the Rasch DIF modeling (z test and LR test) and the MH chi-square test were applied to each replication for statistical detection of DIF.
The item response data with DIF and No DIF were generated following the standard IRT data generation procedure: (a) generate predicted IRF values using Equation (2) with the true item parameters and ys; (b) compare randomly generated standard uniform distribution quantiles with the predicted IRF values; (c) assign 1 if the IRF value is less than or equal to the value from the standard uniform distribution; assign 0 otherwise.
Results
The recovery of true DIF sizes by both the Rasch DIF model and the MH procedure was good for all conditions in general. Bias of the Rasch DIF model g ranged from −0.03 to 0.02 across all conditions; and the mean squared error of g ranged from 0.03 to 0.16. (When the smallest sample size of 100 per group is combined with the smallest test length of 4, the mean squared error ranged from .10 to .16. Except in this most extreme condition, the mean squared error ranged from .03 to .08.) When the À2:35ĝ transformation was compared with the estimated MH delta values (^ MH ), their differences ranged from −0.04 to 0.01 with a mean of −0.01. Even with such a small sample of 100 per group and the test length Table 2 . When there is DIF, increasing sample size brought more statistical rejections across different tests. Test length impact on DIF detection when there is DIF is not as clear as the sample size, although there seems to be a slight hint that there is an approximate tendency for increasing test length to entail higher DIF detection rates (see, e.g., the bold type rejection rates in Table 2 for this overall pattern), but the effect of increasing test length is minimal when both sample size and DIF size are large.
The third column in Table 2 is the rejection rate fromĝ=SE(ĝ), which is the z test. As can be seen, the z test showed highly inflated Type I error when there is No DIF (g = 0). The z test had maximum of about 4.5 times as large as the .05 level when there is No DIF. Because the g value is well estimated, as seen in Table 1 , we suspected that SE(ĝ) was underestimated. The standard deviation ofĝ, SD(ĝ), for each condition was calculated and compared with SE(ĝ). The comparison made in Table 3 shows that the SE(ĝ) is about 26% to 43% downwardly biased 6 when compared with SD(ĝ). To allow the investigation of the z-test performance when the SE(ĝ) does not have such systematic bias, the adjusted z test was calculated where SE(ĝ) in the z test was replaced by SD(ĝ). The fourth column in Table 2 represents the rejection rate from the adjusted z test. The adjusted z test, LR test, and MH chi-square test rejection rates were close to or less than the .05 level when there is No DIF. To further facilitate interpretation of the rejection rate results, differences between rejection rates when the LR test was the base line were calculated and plotted in Figures 1, 2 , and 3. Note that the desired results would be a line through zero at the y-axis when all tests perform closely.
To ensure fair comparisons when there is DIF, the Type I error rates should be at least approximately similar. The minimum and maximum of the rejection rates when there is No DIF were 0.14 and 0.23 (with an average of 0.19) for the z test, 0.04 and 0.06 (with an average of 0.05) for the adjusted z test, 0.04 and 0.07 (with an average of 0.05) for the LR test, and 0.02 and 0.05 (with an average of 0.04) for the MH chisquare test. (Except the 19-item test with sample size of 100 per group, which had the rejection rate of 0.02 when there is No DIF, all other condition rejection rates were 0.03-0.05 when there is No DIF for the MH chi-square test.) The z test was not comparable with other test results because of its liberal nature due to the underestimation of SE(ĝ) (The z-test results in Figures 2 and 3 when there is DIF were displayed for completeness of the results presentation rather than for comparison purposes.) Figure 1 shows that the z test is too liberal. The MH chi-square test, when compared with the LR or the adjusted z test, showed a conservative pattern in the Type I error rates and the DIF detection rates when there is DIF, which is shown as the departure of the MH test results in a negative direction from the LR test results in Figures 1, 2 , and 3. The average DIF detection rates when g = 0.468 (or MH = −1.1) were 0.47, 0.48, and 0.39 for the adjusted z, LR, and MH chi-square tests, respectively. The average DIF detection rates when g = 0.681 (or MH = −1.6) were 0.72, 0.74, and 0.66 for the adjusted z, LR, and MH chi-square tests, respectively. 
Summary and Discussion
This article has made a comprehensive presentation of how the Rasch DIF model can be formulated in the MML estimation context and has investigated the performance of the Rasch DIF model with regard to the DIF parameter recovery and statistical testing of DIF, comparing it with the MH procedure in the small sample and short test length conditions. For the statistical testing of DIF, the z test and the LR test were employed. Overall, the LR test and the adjusted z test (i.e., when its denominator is properly estimated) showed good performance with regard to false positive rate and statistical power. Their successful DIF detection rates, when there is DIF, were higher than for the MH procedure for the sample size of 100 to 300 per group with test length of 4 to 39. Note that the small sample and short test length conditions made differences mostly in terms of statistical testing, not in terms of the theoretical relationship between the Rasch DIF model and the MH DIF estimator, a MH = e g , which held well. Zwick (1990) mentioned that it is unwise to use the MH approach to short tests because the low reliability of a short test would lead to larger discrepancy of the relationship between the IRF in the IRT model and the DIF measured by the MH procedure. This may explain partly the observed lower rejection rates by the MH procedure than the LR (or adjusted z test) in the short test length conditions. Regarding sample size, the results from this study suggest that for small sample sizes such as 100 to 300 per group, the use of the Rasch DIF model could be more powerful than the MH procedure when the Rasch model fits the data.
With a sample size of 200 or higher per group and test length of 9 or higher and when there is medium size DIF (g = 0.468 or MH = −1.1), both the (adjusted) z test and the LR test detected DIF more than about 50% of the time. As far as large DIF size (g = 0.681 or MH = 1.6) detection is concerned, a sample size of 200 or higher per group made successful DIF detection at least about 70% across different test lengths. When 300 per group is used, DIF detection of such large DIF by both tests was more than about 90% of the time regardless of small or long test length.
In IRT model estimation, estimating the variance-covariance matrix for the model parameters is more challenging than estimating the parameters themselves. In DIF contexts (e.g., when using Lord's chi-square statistic approach or the Rasch DIF model as in this article), it seems important for the IRT model users to pay attention to how standard errors of the model parameters are estimated. If they are estimated by an approximate method that, for instance, uses diagonal elements only in the observed information matrix (or any other approximate methods) rather than the full observed information matrix, one needs to be cautious of the extent of the potential systematic bias because of the approximation whenever the estimated standard errors are used for DIF testing (e.g., the z test in this study or Lord's chi-square statistic or Wald tests in general). When the Rasch DIF model is estimated, unless SE(ĝ) is estimated properly, we recommend the use of the LR test.
In practice, when using the Rasch DIF model, there are at least two concerns. One is the model-data fit issue, and the other is how to find a matching item set that is DIFfree. For the first issue, when the Rasch model is adopted for scaling and equating, the model-data fit issue should be considered from the beginning of the test development process and field test analysis to maximize the model-data fit. Benefits gleaned from the use of the Rasch model once the test items are developed to fit the Rasch model are at least twofold with respect to DIF investigation. The first benefit is that testing Equation (1)-No DIF hypothesis of the same IRFs between two groups-is equivalent to the No DIF hypothesis (H 0 : a MH = 1 or MH = 0) tested by the MH test (Holland & Thayer, 1988) , but when the 2PL or 3PL model is used for DIF, the same IRF hypothesis does not necessarily lead to the null hypothesis definition of No DIF in the MH procedure. Hanson (1998) showed that parallel DIF for the 3PL model violates the constant odds ratio assumption tested by the MH DIF unless the guessing parameter is zero. Zwick (1990) showed that the same IRF hypothesis of Equation (1) in the 2PL or 3PL model indicates H 0 : a MH = 1 or MH = 0 in the MH procedure only if the slope parameters are the same across all items or there are no group ability differences. Thus, when test items are developed using the 2PL or 3PL model but the MH DIF procedure is used for DIF investigation, direct inference of the same IRFs (No DIF) or parallel DIF in the IRT model cannot be guaranteed from the MH procedure results. Another benefit is based on the study by Roussos et al. (1999) . They showed that a MH shrinks toward 1 as the studied item difficulty becomes higher. This property of the a MH would result in loss of power for those high difficulty items, a result that is also supported by the Mazor et al. (1992) study. Roussos et al. (1999) also showed that when the Rasch model fits the data, a MH becomes impervious to the negative effect of high item difficulty, which in turn prevents the MH procedure from losing power for high difficulty item DIF detection. For the second issue of finding a matching item set internally when there is no available external matching item set, an iterative procedure or a two-stage matching item set refinement approach can be used (e.g., Holland & Thayer, 1988; Wang, 2008; Wang & Su, 2004) . One way to implement the two-stage procedure is to first examine DIF for each item one by one to find No DIF items and to test those previously identified DIF items individually again with the No DIF items as the matching item set.
Last, we would like to discuss the use of directional two-sided test to refine statistical testing inference for the aforementioned alternative Rasch DIF classification rules. Kaiser (1960) proposed the directional two-sided test that allows directional inference. The traditional nondirectional two-sided test has two hypotheses: H 0 : g = 0 and H A : g 6 ¼ 0 (in our Rasch DIF model context). Rejection of H 0 : g = 0 (No DIF) only tells us that g is not equal to zero, that is, there is DIF, but it does not provide any directional inference whether g > 0 (DIF is against the focal group) or g < 0 (DIF is against the reference group) within the statistical testing logic. Note that if a practitioner declares DIF against the focal group by simply observing the DIF estimates (e.g.,ĝ = 0:47 or^ MH = À 1:1), his or her declaration of DIF against the focal group is his or her subjective conjecture, not the statistical testing result.
The directional two-sided test starts with three hypotheses 7 : H 0 : g = 0, H 1 : g < 0, and H 2 : g > 0. The construction of statistical testing with these three hypotheses showed that differences between the directional two-sided test and the traditional two-sided test lie in the hypothesis formulation and the decision rules (see Bohrer, 1974; Harris, 1997; and Kaiser, 1960 , for derivations and other details of the directional two-sided test. See also Shaffer, 1972 Shaffer, , 1974 , for reformulating the two-sided directional tests as a pair of simultaneous one-sided tests). Under the same nominal significance level, the critical values for statistical significance for the two-sided directional tests are the same as the traditional two-sided test. At .05 level, they are −1.96 and 1.96 for d F À d R = g testing in the Rasch DIF model. The decision rules are: decide on H 1 : g < 0 when z =ĝ=SE(ĝ) < À 1:96 (i.e., statistically significant DIF against the reference group), decide on H 2 : g > 0 when z =ĝ=SE(ĝ) > +1.96 (i.e., statistically significant DIF against the focal group); and decide on H 0 : g = 0 when À1:96 ≤ z ≤ + 1:96 (i.e., uncertain about the direction of DIF or not enough evidence to conclude in either direction). Thus, the alternative Rasch DIF classification rules are By employing the framework of the directional two-sided test, formal statistical inference on the DIF direction is embedded inside hypothesis testing, and the DIF classifications become explicit about the direction of DIF as well.
Appendix A
Formulation of the Within-Logit-Mean DIF Model
Under the same assumptions specified in Equation (1), let X = (x 1 ; x 2 ; Á Á Á ; x I ) indicate a person's item response vector. Recall y|g ∼ iid N(m g , s) and logitfP(
ðA:1Þ
where P ig (y) = P(x i = 1|y, g) = exp(h)/{1 + exp(h)}, where h = y − d i + g i G; Q ig (y) = 1 − P ig (y); and f( ) is a standard normal density. Let m g = m + G 0 , where
Let sc + m = y * . Then,
Note that compared with Equation (2), y|g
Defining,
we can write,
Appendix B
Rasch DIF Model Specification Using the Program ConQuest
To run the Rasch DIF model, a data file, a design matrix file, a population anchor file, and a command file should be prepared in advance. ConQuest used in this study was the one built on November 21, 1997. The data structure shown below allows easy specifications of multiple g parameters in the design matrix. The following data matrix, design matrix, and the population anchor file ensure the implementation of constraints used for the Rasch DIF model (b 0 = 0 and the number of elements in [g i ] < I), data linkage for the matching items, and establishment of a common scale. The example here is given for a four-item test with the second and the fourth items as studied items. 10110 0 11000 0 The first block (up to the fourth column) is the data set for the focal group where columns are for items and rows are for persons. The second block (from the fifth to the eighth column) is the data set for the reference group. The last column (the ninth column) is a group indicator variable (1 for focal group; 0 for reference group).
Design matrix. The design matrix is the one in the rectangular box below. The number 6 in the first row represents the total number of parameters in the design matrix. The fifth and the sixth columns are for the DIF parameters for the second and the fourth items. If the second item was the only studied item, the design matrix should not have the last column with the total number of parameters being 5 instead of 6. When the number of elements in [g i ] > 1 as in this example, the LR test null hypothesis is H 0 : (g 1 ; g 2 ; . . . ; g i ) 0 = (0; 0; . . . ; 0) 0 . 
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The author(s) received no financial support for the research and/or authorship of this article. Notes 1. In the IRT modeling context, the MML estimation is taken primarily for more effective parameter estimation. In this MML estimation, the person parameters are so-called nuisance parameters, treating them as random parameters to be marginalized in the likelihood, but in a repeated design frame or multilevel modeling perspective (Davidian & Giltinan, 1998; Rijimen et al., 2003) , this is a modeling of the dependency of data such as serial correlation within person induced by the nested structure of repeated measurements for a given person. This gives another justification for the MML estimation in the IRT modeling context. 2. Equation (5) can be called the ''within-logit-mean DIF model'' in the sense that the impact factor is modeled within the logit form in contrast with the Rasch DIF model-Equations (2) and (3). Equation (5) can be also specified by Equation (4) (Wu et al., 1998, pp. 75-84) discusses estimating the same IRF form as Equation (5) for DIF, but with different model constraints. 3. Thissen, Steinberg, and Wainer (1993) called the LR test the general IRT-LR approach, and the squared form of the z test the IRT-D 2 approach, both of which are based on the MML estimation. 4. Theoretically, it has been argued that the latent score matching is preferred to the observed score matching. Meredith and Millsap (1992) showed that the observed score matching approach is not necessarily equivalent to the unobserved score latent score matching approach. 5. d R = −.85 for the studied item difficulty was also from the Donoghue et al. (1993) study. In brief, the true difficulties ranged from −0.85 to 0.85 (mean = 0 and SD = 0.72) for the 4-item test; from −1.45 to 1.45 (mean = 0 and SD = 1) for the 9-item test; from À1:85 to 1.85 (mean = 0 and SD = 1.17) for the 19-item test; and from −1.85 to 1.85 (mean = 0 and SD = 1.1) for the 39-item test. See Donoghue et al. (1993, pp. 143-146) for the details of the true item difficulties used in this study. 6. ConQuest estimates parameter standard errors using the observed information matrix Wu et al., 1998) . The SE(ĝ) in the Rasch DIF model was estimated from a diagonal matrix approximation to the full observed information matrix. This is a trick sometimes used in IRT variance-covariance matrix estimation to lessen computational burden in the estimation process. The full observed information matrix estimation for the Rasch DIF model was not allowed when using ConQuest. Wu et al. (1998, p. 137) mention that the impact of using the diagonal matrix approximation will be the underestimation of the sampling error in general. Our simulation results using ConQuest confirm the comment by Wu et al. 7 . A similar supporting line of thought for the two-sided directional testing logic or three-valued logic was expressed by Tukey (1991) . He maintained that the first thing that should be answered is not for the question ''Are the effects of A and B different?'' but for the question ''Can we tell the direction in which the effects of A differ from the effects of B?'' because the reality is that any effects under investigations are different-''in some decimal place.''
