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Model of Transient Oscillatory Synchronization
in the Locust Antennal Lobe
coding dimension emerges if the set of contributing neu-
rons changes in time over the period of stimulation in
a stimulus-specific manner. In olfactory systems, slow
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and Gilles Laurent2 temporal patterns of excitation and inhibition have long
been observed in the olfactory bulbs of amphibians1Howard Hughes Medical Institute
The Salk Institute (Kauer, 1974; Kauer and Shepherd, 1977), mammals
(Chaput and Holley, 1980; Meredith, 1986, 1992), andComputational Neurobiology Laboratory
La Jolla, California 92037 in the antennal lobes of insects (Burrows et al., 1982;
Christensen and Hildebrand, 1987; Laurent and Davido-2 California Institute of Technology
Biology Division, 139-74 witz, 1994; Stopfer et al., 1999). These slow temporal
patterns have been shown in the locust olfactory systemPasadena, California 91125
3 Institute for Nonlinear Science to be odor specific, reproducible over repeated trials,
and superimposed on faster oscillatory patterns (Lau-University of California, San Diego
La Jolla, California 92093 rent and Davidowitz, 1994; Laurent et al., 1996; Wehr
and Laurent, 1996). Odor encoding or representation in4 Department of Physics and Marine Physical
Laboratory this system thus appears to rely on both the composition
and the temporal recruitment of neuronal ensembles.Scripps Institution of Oceanography
University of California, San Diego Intracellular recordings in vivo from locust antennal
lobe projection neurons (PNs) revealed that individualLa Jolla, California 92093
5 Department of Biology PNs phase-lock with population oscillations at times
that depend on the stimulus. Thus, there is a fine struc-University of California, San Diego
La Jolla, California 92093 ture to the timing of PN action potentials within the
population response that is stable over trials and differ-
ent for different PNs (Laurent et al., 1996; Wehr and
Laurent, 1996; Laurent, 1996). PNs’ action potentialsSummary
were usually phase-locked with the field potential for
epochs of 1–5 cycles of network oscillations (50–250Transient pairwise synchronization of locust antennal
lobe (AL) projection neurons (PNs) occurs during odor ms), followed or preceded by epochs of desynchronized
firing or silence. This structure appeared to be indepen-responses. In a Hodgkin-Huxley-type model of the AL,
interactions between excitatory PNs and inhibitory lo- dent of slow temporal patterns; epochs with or without
spike synchronization could alternate while a neuroncal neurons (LNs) created coherent network oscilla-
tions during odor stimulation. GABAergic interconnec- fired continuously (Wehr and Laurent, 1996; Laurent,
1996). This fine structure could be eliminated by picro-tions between LNs led to competition among them
such that different groups of LNs oscillated with peri- toxin application, while the slow temporal patterns were
not affected (MacLeod and Laurent, 1996).odic Ca21 spikes during different 50–250 ms temporal
epochs, similar to those recorded in vivo. During these In this paper, we investigate the mechanisms underly-
ing these transient spatiotemporal patterns of synchro-epochs, LN-evoked IPSPs caused phase-locked, pop-
ulation oscillations in sets of postsynaptic PNs. The nization with a realistic computational model of the an-
tennal lobe network. We explore whether oscillatorymodel shows how alternations of the inhibitory drive
can temporally encode sensory information in net- synchronization of PNs and local neurons (LNs) requires
local reciprocal inhibition to both local and projectionworks of neurons without precisely tuned intrinsic os-
cillatory properties. neurons and whether realistic network and cellular dy-
namics can emerge from circuit interactions alone. We
Introduction also examine the conditions under which transient syn-
chronization of participating neurons occur, as ob-
Stimulus-evoked field potential oscillations have been served in the antennal lobe. Because similar dynamics
observed in a variety of neuronal systems (Adrian, 1942, are observed in larger, analogous circuits in vertebrates
1950; Hubel and Wiesel, 1965; Gray and Singer, 1989; (the olfactory bulb), this small system constitutes an
Gelperin and Tank, 1990). These oscillations are caused ideal model system for studying odor-evoked spatio-
by synchronized neural activity in large ensembles of temporal activity patterns in early olfaction.
interacting cells. If all activated neurons contribute con-
tinuously to population activity during a stimulus presen-
tation (synchronized firing of every participating neuron Results
lasting the full period of stimulation), the ability of the
system to process and represent information is then Transient Synchronization of the Antennal Lobe
limited to identity coding—different neuronal ensembles Neurons in Vivo
oscillate in response to different stimuli. An additional When activated by odor stimulation to the antenna, the
antennal lobe of the locust produces a coherent and
distributed population response: sets of PNs begin to6 Correspondence: bazhenov@salk.edu
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Figure 1. Network Geometries
(A) Two reciprocally connected neurons.
(B) A simple network model of 6 PNs and 2
LNs. Four neurons were stimulated by current
pulses to simulate the effect of odor presen-
tation.
(C) A network model of 90 PNs and 30 LNs.
All interconnections were random with prob-
ability 0.5. Thirty-three percent of the total
population was stimulated by time-modu-
lated current pulses. Dashed lines illustrate
connections to the rest of the network.
fire in oscillatory synchrony. The timing and extent of when direct current was applied (Figure 2A). This re-
sponse increased with the amplitude of the injectedthis organized population activity can be monitored by
placing an extracellular field potential electrode in the current (M.S., unpublished data). Isolated PNs displayed
overshooting Na1 spikes at a fixed frequency through-ipsilateral mushroom body, a target of the PNs. Upon
odor stimulation, these recordings show 20–30 Hz oscil- out the DC pulse, but isolated LNs generated low-ampli-
tude Ca21 spikes (Laurent, 1996) whose frequency de-lations, reflecting the coherent arrival of action poten-
tials from many coactivated PNs. The identity of these creased during the first 150–200 ms of stimulation
(Laurent et al., 1993). This adaptation depended on aactivated PNs, however, changes progressively during
a response in an odor-specific manner. Consequently, hyperpolarizing Ca21-dependent potassium current in
LNs which was activated during the first few Ca21 spikes.the synchronization between 2 PNs or between 1 PN
and the local field potential (LFP) is generally transient, Although such a current has not been characterized
biophysically in LNs, its existence, or that of a function-i.e., shorter than the total duration of the population
response (Laurent and Davidowitz, 1994). During the ally equivalent current, is implied by current-clamp data
(M.S. and G.L., unpublished data) in which LN Ca21 spikeodor response, PN action potentials are generally
phase-locked with the field potential, although this discharges adapt upon maintained depolarization.
When reciprocally coupled (as in Figure 1A), the LNphase-locking between a PN’s spikes and the LFP may
occur for only a fraction of the spikes it produces during and PN oscillated out-of-phase at a frequency of about
20 Hz when direct current was applied (Figure 2B). Thethe odor response. (See, for example, Laurent et al.
[1996], Figure 4; in this example, characteristically, ac- first Na1 spike in a PN elicited an EPSP followed by a
Ca21 spike in the LN, which in turn evoked a fast IPSPtion potentials were transiently locked to the population
activity at consistent times over consecutive stimuli.) in the PN. This IPSP then delayed activation of the next
Na1 spike in the PN. The frequency of the resultingWhen phase-locking is transient, the periods of transient
synchrony are odor specific (Laurent et al., 1996; Wehr oscillations was controlled mainly by the duration and
the amplitude of the LN-evoked IPSPs (Figure 2C). Asand Laurent, 1996). We now explore, using models of
increasing size and complexity (see Figure 1), the mini- the coupling (gLN ! PN) increased from zero, the frequency
quickly stabilized at a level depending on the decay timemum requirements for evoking such cellular and circuit
dynamical behavior. constant of inhibition. These results indicate that the
fast inhibitory input from a LN can effectively control
the oscillatory response of a PN during DC stimulation.
Oscillations in a Reciprocal LN-PN Pair In the next sections, we investigate this effect in more
One-compartment models of excitatory (cholinergic) realistic and progressively larger network models.
PNs and inhibitory (GABAergic) LNs (Laurent, 1996) were
first constructed to create a simple network model of the
antennal lobe (Figure 1, see Experimental Procedures). LN-LN “Competition” in a Small LN-PN Network
A network model consisting of 6 PNs and 2 LNs (FigureIsolated neurons were silent at resting membrane poten-
tials but fired Na1 (PN) or Ca21 (LN) action potentials 1B) was constructed to evaluate the effect of reciprocal
Model of Synchronization in the Antennal Lobe
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Figure 2. Stimulus-Evoked Oscillations in PN
and LN Models
(A) Responses of isolated PN and LN to cur-
rent pulses of different amplitude.
(B) A reciprocally connected LN-PN pair os-
cillated out-of-phase at about 15 Hz.
(C) Frequency of oscillations in reciprocal LN-
PN pair versus decay time constant of inhibi-
tory synapse (gLN ! PN 5 0.8 mS) and versus
maximal conductance of inhibitory synapse
(t 5 5 ms).
(D) Oscillations in a network of 6 PNs and 2
LNs.
(D1) Lateral inhibition between LNs led to al-
ternations in the temporal patterns of LN os-
cillation. Variations in LN-evoked fast IPSPs
changed the temporal patterns of PN activity.
(D2) Blocking LN-LN reciprocal connections
made these cells oscillate regularly thus de-
creasing the complexity of PN responses.
inhibitory interconnections between LNs on stimulus- turn, damped oscillations in LN1. The timescale of this
slower temporal structure was determined by the rateevoked PN responses. We first simulated a network that
had intact inhibitory synapses between the 2 LNs and of LN spike adaptation [controlled mainly by the K(Ca)
current in LNs] and the strength and time constant of LN-from LNs to PNs. The stimulus, delivered to both LNs
and to 2 of the PNs (PN1 and PN2 in Figure 2D), elicited LN interactions. Blocking reciprocal inhibition between
LNs eliminated this slow patterning; both neurons thenan oscillatory response in the network. Both LNs started
to fire synchronously, but the LN-LN inhibition quickly displayed sustained synchronous periodic activity (Fig-
ure 2D2).organized the fast periodic synchrony into a slower se-
quence of out-of-phase patterns (Figure 2D1): each LN In the simple network model of 2 LNs and 6 PNs, each
LN provided inhibitory input to 3 PNs (see Figure 1B).produced periodic (20 Hz) Ca21 spikes during 100–200
ms epochs, interrupted by epochs of subthreshold oscil- This input was significant during the epochs of oscilla-
tions with Ca21 spikes but was greatly reduced duringlations. These interruptions were caused by inhibitory
input from the other LN, which displayed a complemen- epochs of subthreshold oscillations in the presynaptic
LN. Thus, alternations in patterns of subthreshold/su-tary activity pattern. This slower patterning of LN oscilla-
tions and antagonistic activity depended on the rate at prathreshold oscillations in LNs significantly affected
LN-evoked IPSPs in the PNs and could affect the syn-which LN responses adapted (see Figure 2A) and also
on the input from other neurons and external stimulation. chrony of PNs during stimulus-evoked oscillations. Be-
low, we show in a larger network model that patternsThe oscillations in one of the LNs (e.g., LN1) always
started at a higher frequency, which dampened the acti- of LN-mediated inhibition can effectively control the
transient synchrony of PN oscillations.vation of the other LN (LN2). After a few cycles, activation
of the Ca21-dependent potassium current in LN1 re-
duced the frequency of its Ca21 spikes, thus diminishing Oscillations in a Larger LN-PN Network
To examine stimulus-evoked responses in a larger LN-the inhibitory input to LN2. LN2 then “escaped” from its
“silent” state, producing periodic Ca21 spikes which, in PN population, we simulated a network consisting of
Neuron
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90 PNs and 30 LNs (see Figure 1C and Experimental Transient Synchronization
To investigate temporal patterns of synchronizationProcedures). These numbers were selected to match
among PNs more precisely, we analyzed the fine struc-the PN/LN ratio in the locust antennal lobe (about 900
ture and timing of action potentials during many succes-PNs and about 300 LNs; Laurent, 1996) and also to
sive stimulus presentations. The length of each stimu-allow practical computation times. Receptors for both
lus-evoked oscillatory response was divided into 11excitatory and inhibitory transmission had fast iono-
consecutive windows corresponding to the cycles of thetropic-type kinetics. Weak, slow GABAergic synapses,
field potential oscillation. Then, the timing of all spikes inwhich could be activated by a long train of Ca21 spikes
each window was measured relative to the correspond-at relatively high frequencies, were introduced between
ing peak in the field potential (see Experimental Proce-LNs and PNs to limit network activity in those simula-
dures). Each action potential was thus represented bytions when fast GABAergic synapses were blocked.
its phase, where zero corresponded to the positive peakMaximal conductances for these slow receptors were
of the field potential and 6p corresponded to the follow-set low so they did not affect the network oscillations
ing/preceding trough in the field potential. The phaseswhen fast GABAergic connections were intact. External
of all spikes were then plotted (black dots) as rastersstimulation was delivered to a randomly selected subset
(Figure 4), where each row corresponded to a differentof about 30 PNs and 10 LNs (33% of the total population).
trial (20 trials in all).About 50% of the total PN population was recruited in
The results of this analysis for 4 PNs and three differ-oscillations through direct external stimulation and PN-
ent stimuli (“odors”) are presented in Figure 4 (shadedPN interaction.
rectangles). We first show an example of one set of 20In contrast to the simple networks described in the
responses to one stimulation pattern (Figure 4A) andprevious sections, but similar to experimental findings,
then compare it with the responses to two other stimuli.this model displayed a low level of spontaneous activity
In stimulus 2 (Figure 4B), we activated the same subseteven without external stimulation (Figure 3). This was a
of PNs as in stimulus 1 but a different subset of LNs.consequence of distributed coupling bringing the aver-
We found that the first two stimuli (1 and 2, Figures 4Aage membrane potential of all neurons closer to the
and 4B) elicited responses in almost identical groups ofthreshold for spike generation and a small-amplitude
PNs; the fine temporal structure of the PN responses,Gaussian noise current in each cell (see Experimental
however, was different. For stimulus 1, for example, PN1Procedures). When several PNs occasionally fired to-
was clearly synchronized with the field potential duringgether, they caused EPSPs in a set of postsynaptic
epochs 1–8 and 10, less so during epoch 11, and desyn-PNs. Some of these EPSPs occurred at the peak of a
chronized during epoch 9 (although still active). Whendepolarization (evoked by the random fluctuations of
stimulus 2 was presented, PN1 locked to the field poten-the membrane potential) and produced Na1 spikes in the
tial during epochs 1, 2, 6, and 7 only. PN4 was desyn-postsynaptic cells. Spontaneous PN activity, however,
chronized during almost all epochs for stimulus 1 butwas not synchronized; the field potential (averaged PN
displayed very clear synchronization during epochs 2,membrane potential, see Experimental Procedures) was
6, and 7 in response to the second stimulus.therefore almost flat between stimulus presentations
Figure 4C shows the response to a different stimulus(see Figure 3A).
pattern consisting of a subset of PNs and LNs that onlyWhen an external stimulus was delivered, the field
partially (about 10%) overlapped with that of stimulus 1potential began to oscillate with a frequency of about
(Figure 4A). Stimulus 3 produced responses in a different20 Hz (Figures 3A and 3D), reflecting the onset of syn-
group of PNs. Some of the neurons that fired in responsechrony in a large subset of PNs. LNs tend to fire after
to the first two stimuli showed only subthreshold re-PNs; the average phase shift between spikes in LNs and
sponses when stimulus 3 was presented and vice versa.PNs at each cycle of network oscillation was 728 6 918.
The average network activity, however, was comparable
This is in agreement with measurements from re-
in all three cases. Other panels (open rectangles) in the
cordings made in vivo (Laurent and Davidowitz, 1994).
Figures 4A–4C will be discussed later.
Figure 3D shows examples of these oscillations in 2 Figure 5A plots the standard deviation (SD) of spike
randomly selected PNs and 1 LN. The PNs were syn- phase as a function of time (cycle number) for all 90
chronized with one another and with the field potential PNs calculated over 20 trials. Strongly phase-locked
during several 100–150 ms epochs. These epochs corre- activity (low SD of phase, dark bars) appeared during
sponded to intervals of suprathreshold (Ca21 spike) os- different temporal epochs in each PN and usually per-
cillations in the LN. The timing of these epochs was sisted for 1–3 cycles of network oscillation and alter-
consistent and reproducible (see below). Results ob- nated with epochs of weakly or non-phase-locked activ-
tained with the model closely resembled those from ity (large SD). Thus, different groups of PNs contributed
recordings made in vivo. Figure 3F shows an intracellular to the field oscillations during different epochs of the
recording from a single PN, with a simultaneously re- response to the stimulus. These results were indepen-
corded field potential from the ipsilateral mushroom dent of stimulus shape. When square-pulse stimuli were
body, where PNs send axon collaterals. presented, a similar alternation of epochs with high and
These results indicate that, as in the simpler network low spike synchronization was found. In this case, how-
of 2 LNs and 6 PNs, LN activity in the larger network ever, the offset excitation, otherwise observed in many
alternated between intervals of sub- and suprathreshold PNs after stimulus termination (e.g., Figure 3B), was
oscillations. Switching between these modes of LN ac- absent.
tivity appeared to control transitions between the peri- In our model, PNs usually displayed active (i.e., includ-
ing Na1 spikes) responses or subthreshold oscillationsods of synchronized and nonsynchronized PN spikes.
Model of Synchronization in the Antennal Lobe
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Figure 3. The Response Properties of a Network of 90 PNs and 30 LNs
(A) Averaged PN activity (field potential) showed periodic oscillations at about 20 Hz during stimulation.
(B) Network response, spikes indicated with dots. Firing rates of PNs and LNs increased during stimulation. During 1 s intervals between
stimulus presentations, the PNs displayed spontaneous activity leading to occasional Na1 spikes.
(C) To simulate odor presentations, two 500 ms time-modulated current pulses with added Gaussian noise were introduced to 33% of the
PNs and LNs.
(D) Different PNs and LNs participated in the coherent network oscillations during different portions of the stimulus presentation.
(E) Power spectrum of averaged PN activity had a sharp peak near 20Hz.
(F) Typical odor responses recorded in vivo. Odor stimulation evoked oscillations in the local field potential (upper trace, recorded in the
mushroom bodies), and action potentials in a PN (lower trace).
throughout the period of stimulation. In some cases, Such slow temporal patterning results in part from the
slow inhibition and will be explored elsewhere (Bazhe-however, spikes were skipped during a few cycles. For
example, PN2 displayed well-synchronized responses nov et al., 2001 [this issue of Neuron]).
The results presented in Figures 4 and 5A indicateto stimulus 3 (Figure 4C) but no spikes during the fourth
and fifth epochs of stimulation. Spikes were here re- that different PNs phase-lock during different epochs
of a response to a stimulus. This fine structure in PNplaced by subthreshold oscillations (data not shown).
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Figure 4. PN Responses for Different Stimuli and Role of the Strength of LN Inhibition.
Four cells (rows) are shown. The response of each cell has been divided into 11 epochs of about 50 ms, each corresponding to oscillatory
cycles of activity. In each epoch, the positions (phases) of the action potentials relative to the maximum of the corresponding field potential
were calculated and plotted (rows labeled PN1, PN2, etc.). This operation was repeated 20 times for each odor (rasters within each epoch).
Model of Synchronization in the Antennal Lobe
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Figure 5. Standard Deviation of PN Spike Phases Measured over Repeated Stimulus Presentations
(A) Standard deviation (20 trials) is shown as a function of oscillatory cycle number for 90 PNs. Zero deviation (black) corresponded to precise
phase-locking of PN spikes with field oscillations. Maximal deviation (white) corresponded to complete desynchronization of PN spikes with
field oscillations. White also indicates silent PNs.
(B) Standard deviation of PN spike phases (shown in Figures 4A and 4B) plotted against the total number of LN spikes in all presynaptic LNs.
The data for four PNs and two stimuli are plotted with different symbols. Straight line is linear regression.
responses was stable and reproducible (see Figure 4). tions in inhibitory drive from LNs over the duration of a
response.To examine the mechanisms underlying this transient
oscillatory synchronization of PNs, we analyzed the ac-
tivity of sets of presynaptic LNs. For each of the PNs Roles of Fast GABA-Mediated Inhibition
To separate the potentially different influences of LN-LNshown in Figures 4A–4C, we first identified the set of
presynaptic LNs (a 0.5 probability for LN-PN intercon- and LN-PN inhibitory synapses over PN synchronization
during odor responses, we selectively blocked the fastnections yielded about 15 presynaptic LNs for each PN
in our simulated network). Then, for each cycle of oscilla- GABA receptors on LNs. Figure 6A1 shows the average
activity of such a partially “disinhibited” network (config-tion, we measured the number of Ca21 spikes produced
by the presynaptic LNs over the interval between the uration in Figure 1C). Similarly to the simple network of
6 PNs and 2 LNs (Figure 2D), the partially disinhibitedtwo nearest peaks of the field potential. The number of
Ca21 spikes thus represented the total inhibitory input large network oscillated at a lower frequency (about 15
Hz) when LN-LN synapses were blocked, a result ofto the selected PN during each cycle of the stimulus-
evoked response. The average number of spikes (over higher activity levels in LNs. LNs now showed weaker
temporal clustering and produced Ca21 spikes more reg-20 trials) in all presynaptic LNs, NLN, is plotted as a
function of oscillation cycle number for each one of the ularly during almost every cycle of the collective network
oscillation (data not shown).4 PNs (open rectangles in Figure 4). There was a clear
correlation between NLN and the tightness of firing in We analyzed PN oscillatory synchrony in this partially
“disinhibited” network using the approach used pre-PNs; PN action potentials phase-locked with the field
potential when NLN was 2 or higher and desynchronized viously for the intact network (Figure 4). Figure 6A2
shows the phases of PN action potentials in the disinhib-when NLN was ,1. The SD of PN spike phases was
calculated for all 11 consecutive oscillation cycles (Fig- ited network for the same neurons as in Figures 4A–4B.
The increase in LN activity could lead to more tightlyure 5B). This SD decreased as NLN increased. Thus, the
alternation of LN-mediated GABAergic input provides a synchronized PN responses. This synchrony was typi-
cally reduced by the end of stimulation, possibly a resultpotential mechanism for PN synchronization and the
transient nature of PN synchronization is linked to varia- of the increased number of PN action potentials per
The number of Ca21 spikes in all presynaptic LNs, averaged over 20 trials, is shown for each cycle (rows labeled NLN).
(A and B) During stimulation of similar sets of neurons, almost identical subsets of PNs responded, but with different temporal patterns.
(C) A different subset of PNs was stimulated during these trials, and different PNs responded.
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Figure 6. Effect of Fast Inhibition and LN Spike Adaptation for PN Responses
(A) Blocking LN-LN GABAA inhibition.
(A1) Average PN activity (field potential).
(A2) PN responses for the two different stimuli presented in Figures 4A and 4B. Most of the PNs were now phase-locked with the field potential
during the whole trial, reducing the discriminability of PN responses for similar stimuli.
(B) Blocking Ca21-dependent K1 current in LNs.
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oscillation cycle. Even in such cases, PN spike structure permitted us to assess variability in spike position on a
cycle-by-cycle basis. Each point in the 90-dimensionalcould be highly reproducible, with action potentials that
were phase-locked to the field potential. Their average standard deviation space represented a vector of PN
spike deviations calculated from all PNs for a given cyclephases, however, varied widely between 2p and 1p
(Figure 6A2). In general, the number of desynchronized of network oscillation (see Experimental Procedures).
The oscillatory cycle number provided a common timePNs was reduced when LN-LN connections were selec-
tively blocked. As a result, the responses of this partially reference, against which the network evolution could
be represented by a sequence of points in the standarddisinhibited network to different stimuli were more simi-
lar to each other than in the intact network. deviation space. The distance between different re-
sponses in this space would be zero if the networkWhen both LN-LN and LN-PN fast GABAergic connec-
tions were blocked, the synchronization of PN spikes responded identically to all stimuli. We found that
blocking the fast LN-LN synapses reduced the averagewas completely lost (data not shown), reproducing the
observation made in picrotoxin application experiments interrepresentation distance by a factor of about 2.5.
Thus, at each oscillation cycle, the SDs of PN spike(MacLeod and Laurent, 1996; Stopfer et al., 1997; Mac-
Leod et al., 1998). This is explored in greater detail in a timings evoked by presentations of different stimuli were
much more similar in the disinhibited network than incompanion paper (Bazhenov et al., 2001).
the intact one. Consequently, the ability of the network
to discriminate among different stimuli, based on se-Effects of LN Spike Adaptation
Computer simulations of the small 2 LNs-6 PNs network quences of synchronized/desynchronized epochs, was
significantly reduced after LN-LN disinhibition.demonstrated the essential role of LN spike adaptation
for transient PN synchronization. When the rate of Ca21 We also calculated the average distance between net-
work responses for two different stimuli as a functionspikes in 1 LN decreased as a result of IK(Ca) activation,
another LN was released from inhibition and produced of the spatial overlap between the sets of activated
neurons. We used the stimulus used in Figure 4A as aperiodic Ca21 spikes, which, in turn, dampened activa-
tion of the first LN (Figure 2D). These switches caused control and then randomly selected a second set of LNs
and PNs that overlapped, to a varying extent, with thetemporal changes in the inhibitory input to postsynaptic
PNs, hence controlling transient PN spike synchroni- control set. The amount of overlap varied between 0%
and 97.5%. The average distance presented in Figurezation.
To explore the effects of LN spike adaptation in a 7A was calculated by averaging the distances over five
sequential cycles (third to seventh) for both intact (solidlarge network, we blocked IK(Ca) in all the LNs in the
network in Figures 3 and 4. One immediate consequence line) and disinhibited (dashed line) networks. The follow-
ing conclusions can be drawn. First, the distance be-was a frequency increase in the stimulus-evoked net-
work oscillations (about 30 Hz; Figure 6B1). Figure 6B2 tween network responses was always about 2.5 times
greater for intact networks than for partially disinhibitedshows the phases of selected PNs’ action potentials
(same neurons as in Figures 4A, 4B, and 6A2), illustrating networks. Second, even when the stimulated sets of
neurons overlapped by .90%, the distance betweenthese general findings: fewer PNs showed transient syn-
chronization; PNs were generally either phase-locked evoked dynamical network responses was only reduced
by about 50% in either intact or partially disinhibitedduring the entire stimulus duration (e.g., PNs 1–3, stimu-
lus 1) or fired desynchronized spikes all or most of the networks. This indicates that the intrinsic antennal lobe
mechanisms underlying temporal patterning of re-time. We analyzed the number of presynaptic LN spikes
over the stimulus duration (as in Figure 4A and 4B) and sponses can dramatically increase an observer’s ability
to discriminate between overlapping stimuli.found that while the average number of presynaptic
spikes (characterizing strength of the inhibitory input) To further analyze the ability of this model to discrimi-
nate among different stimuli, we employed a clusteringwas different for different PNs, the variability in LN spike
number from one cycle of field oscillations to another algorithm previously applied to experimental data from
locust PNs (MacLeod et al., 1998) (see also Experimentalwas less after IK(Ca) blockade (data not shown). This result
suggests that transient PN synchronization can be Procedures). In contrast to the spike deviation analysis,
which characterizes how reliably individual PNs firecaused by IK(Ca)-mediated adaptation of LN firing.
spikes at different cycles of the network oscillation, the
clustering algorithm characterizes the reproducibility ofStimulus Discrimination
To test the ability of the 120-neuron network to discrimi- spike counts on a slower timescale to examine odor-
specific differences in slower modulations. Figure 7Bnate between different stimuli, we first calculated the
distance between the trajectories corresponding to dif- presents the results of this analysis for 3 PNs from intact
and partially disinhibited networks. The ability of theferent responses in “standard deviation space” (see Ex-
perimental Procedures) for both intact and partially dis- intact network to discriminate between pairs of odors
(Figure 7B1) was reduced when fast LN-LN inhibitioninhibited (only LN-LN GABAA connections were blocked;
LN-PN synapses were intact) networks. This analysis was blocked, as shown by the increase in misclassifica-
(B1) Average PN activity shows oscillations at higher frequency (about 30 Hz).
(B2) PN responses for the two different stimuli presented in Figures 4A and 4B. Now PN synchronization (or its absence) usually endured
throughout the whole stimulus duration.
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Figure 7. Effect of LN-LN Inhibition and LN Spike Adaptation on Spike Time Variability and Stimulus Discrimination
(A) Average (over cycles 3–7) distance between two different responses (see Experimental Procedures) versus the percentage of overlap of
activated sets of neurons.
(B) A clustering algorithm (t 5 100 ms) was applied to spike trains in 3 PNs to illustrate discrimination between two stimuli presented in
Figures 4A and 4B. Each trial was characterized by the distances to the centers of two clusters corresponding to stimuli 1 and 2 (see
Experimental Procedures); these distances are plotted on axes x and y.
(B1) Intact network.
(B2) Fast LN-LN inhibitory synapses blocked.
(C) Misclassification rate calculated for all PNs for intact and disinhibited networks and for the network where Ca21-dependent K1 channels
in all LNs were blocked.
tions (Figure 7B2). The histogram in Figure 7C shows spike rate that are determined by other mechanisms.
These mechanisms include the activation of slow inhibi-the rate of misclassified responses (responses in which
the cluster algorithm matched the network response tory receptors between LNs and PNs, which can signifi-
cantly contribute to the discrimination of the networkwith the wrong stimulus) calculated for the full network
(all 90 PNs) in intact and disinhibited models and in the responses for different stimuli (Bazhenov et al., 2001).
In the next paper (Bazhenov et al., 2001), we will showmodel where IK(Ca) in all LNs was blocked, thus eliminating
spike adaptation. This error rate was relatively small that the presence of potentially strong slow inhibitory
synapses between LNs and PNs can explain the slow(about 7%) for the intact network but increased to about
18% after blocking IK(Ca) and increased to about 26% temporal patterns observed experimentally (Laurent and
Davidowitz, 1994) and improve stimulus discriminabilitywhen fast GABA-mediated connections between LNs
were blocked. Note, however, that most of the stimuli after fast inhibition blockade.
were identified correctly even in the absence of fast LN-
LN inhibition, probably because the cluster algorithm Discussion
takes into account not only the specificity of the fine
temporal structure of PN responses (which was reduced In vivo recordings from the locust antennal lobe have
revealed that individual PNs respond with complex tem-after blocking LN-LN inhibition) but also variations in
Model of Synchronization in the Antennal Lobe
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poral patterns when the antenna is presented with air- scribed in network models of the thalamic reticular nu-
cleus with localized GABAA interconnections betweenborne odors. The antennal lobe network of LNs and PNs
produces coherent oscillations at about 20 Hz; however, neurons (Destexhe et al., 1994a; Golomb et al., 1994)
and in models of sparse inhibitory networks (Golombindividual PNs are synchronized with and participate in
this ensemble activity during relatively brief epochs of and Hansel, 2000) whose geometry is close to that of
the LN population in the model of the antennal lobea response. These epochs of phase-locked activity are
different for different PNs. Hence, the ensemble of PNs presented here.
Excitatory/inhibitory connections between LNs andcontributing to coherent network oscillations evolves
within a single odor stimulation. When a new odor is PNs and inhibitory connections between LNs were
found to be essential for maintaining coherent networkpresented, some of the same PNs may respond, but
usually with different temporal patterns (Laurent and oscillations and creating transient synchrony of PN re-
sponses, but the role of excitatory PN-PN connectionsDavidowitz, 1994; Laurent et al., 1996; Wehr and
Laurent, 1996). was less obvious. We blocked all PN-PN connections
and found little difference in the spatiotemporal dynam-To explore the mechanisms underlying the transient
oscillatory synchronization of PNs, we constructed a ics of the AL network; however, fewer PNs were re-
cruited into network oscillations. Increasing PN-PN cou-network model of the antennal lobe consisting of two
kinds of neurons: excitatory (cholinergic) PNs and inhibi- pling by 100% slightly increased the frequency of
coherent network oscillations, and a larger subset oftory (GABAergic) LNs. Upon stimulation, some PNs
started to fire; PN-evoked EPSPs induced Ca21 spikes PNs displayed active responses during stimuli presenta-
tions. The role of PN-PN interaction might become morein postsynaptic LNs, which in turn evoked a fast IPSP,
hyperpolarizing PNs and delaying activation of the next significant if smaller subsets of PNs were activated di-
rectly by the stimulus. In this case, specific patterns ofNa1 spikes. In a model of 90 PNs and 30 LNs, PNs and
LNs oscillated with an average phase shift of 728 6 PN-PN interconnections could be an additional factor
for increasing the complexity of PN responses.918. This mechanism has been previously described in
computational models of the olfactory bulb (Rall et al., We analyzed the ability of our model LN-PN network
to discriminate between different stimuli that evoked1966; Rall and Shepherd, 1968). Similar but more reliable
phase shifts (848 6 48) between excitatory and inhibitory responses in almost identical, overlapping sets of PNs.
Although discriminations were robust in the intact net-units was observed also in linear model of the olfactory
bulb (Freeman, 1979). In our model, variability in the work, performance was significantly reduced when LN-
LN inhibition was blocked. Discrimination was at almostphase between oscillations in the excitatory and inhibi-
tory cells was a consequence of the transient properties chance level when fast GABAergic input to PNs was
blocked. These results suggest that local inhibitory con-of neuronal synchronization. PN synchronization started
when the total number of Ca21 spikes in all LNs presyn- trol of precise spike timing in excitatory relay cells can
provide a specific mechanism for information codingaptic to each PN during one cycle exceeded a threshold
of about 2. This number depended on the strength of in sensory systems. Stimulus encoding in this model
depends on stimulus-specific alternations of the fastthe inhibitory synapses. More simultaneous LN spikes
were required to synchronize PNs when the peak con- GABAergic input. In other systems, different intrinsic
and network mechanisms could control these alterna-ductance of inhibitory synapses between LNs and PNs
was reduced. Stimulus-evoked synchronization of olfac- tions. Individual GABAergic interneurons in the hippo-
campus, for example, can effectively control the sponta-tory neurons, also dependent upon input from inhibitory
interneurons, was previously employed in a model of neous firing and subthreshold oscillations of pyramidal
cells. The efficiency of this control depends on an inter-the Limax olfactory lobe (Ermentrout et al., 1998). How-
ever, in that model, synchronization always endured action between GABAergic IPSPs and intrinsic oscilla-
tory mechanisms in pyramidal cells (Cobb et al., 1995).throughout the stimulus presentation and did not display
the transient properties described here and in experi- Precise control of the timing of individual spikes by in-
hibitory input has also been described in cerebellar nu-ments with insects (Laurent et al., 1996).
If GABA-mediated synapses were placed only be- cleus neurons in the context of fine temporal control of
movement via inhibitory output from cerebellar cortextween LNs and PNs (but not between LNs), many PNs
showed sustained synchronized oscillations, unlike the (Gauck and Jaeger, 2000). The vertebrate thalamus ap-
pears to be another example of a system where thetransient synchronization observed in vivo and in the
intact model. Inhibition between LNs (Leitch and Lau- necessary inhibitory circuits are present (Steriade et al.,
1990, 1993). Sensory information passes to the cortexrent, 1996) appears to provide an important source of
complexity in the PN responses. Random synaptic inter- through thalamic relay cells whose spike timing can be
controlled by GABAergic thalamic reticular neurons andconnections between LNs created clusters of synchro-
nously firing neurons. The LNs in each of these clusters inhibitory interneurons. As one reticular cell inhibits
many relay neurons, its inhibitory input could synchro-generated periodic Ca21 spikes during specific epochs
only, during which the fast IPSPs synchronized sets of nize firing in stimulus-specific groups of relay neurons,
thus affecting responses at the cortical level.postsynaptic PNs, thus generating strong field potential
oscillations. These IPSPs also dampened the periodic In the present model, when distinct, nonoverlapping
sets of PNs were stimulated, they evoked dynamic,depolarization of other LNs, causing their postsynaptic
PNs to quickly desynchronize with the field potential evolving responses in distinct populations of PNs. By
contrast, when stimuli were delivered to overlappingand with each other.
Spatiotemporal clustering of network oscillations has sets of PNs, the responses were distributed to overlap-
ping PN sets which, however, showed subtle differencesbeen observed in models of other systems. It was de-
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in the temporal sequences of the epochs with/without receptors between LNs and PNs appear to be necessary
spike synchronization, enabling a high level of discrimi- to account for realistic slow temporal patterns in PN
nation. Our simulations thus support the idea that odor spike trains; omitting these receptors makes it impossi-
identity is contained both in the identities of the active ble to model accurately the temporal patterns of PNs
PNs and in the relative timing of spikes in those PNs. described experimentally. Fifth, the fine temporal struc-
While temporal patterning may be unnecessary for the ture of PN responses is necessary to discriminate similar
discrimination of nonoverlapping ensembles (activated, stimuli, while distinct stimuli can be separated based
generally, by chemically different odorants), such fea- on activated PN identity alone (consistent with behav-
tures become important when activated PN ensembles ioral and physiological results; Stopfer et al., 1997; Lau-
overlap significantly (Stopfer et al., 1997; MacLeod et rent, 1999). Thus, the importance of temporal coding
al., 1998). for stimulus discrimination increases with the spatial
Results with blocking fast inhibition in the AL model overlap between ensembles of activated glomeruli.
appear to contradict data recorded in vivo showing that The present model provides, for the first time, a mech-
picrotoxin application, which blocks inhibitory synapses anism for generating the stimulus-specific temporal pat-
onto PNs and onto LNs, causes no loss of information terns created during olfactory stimulus encoding. Re-
in the odor-evoked spike patterns of individual PNs markably, this was accomplished using only basic and
(MacLeod et al., 1998). This discrepancy can be ex- realistic parameters and without making assumptions
plained by the presence of additional temporal struc- about complex intrinsic properties of the AL neurons.
ture—slow temporal patterns—in the locust AL. Such The model is simple, and it was constructed to study
slow patterns are, at least in part, a result of the activa- mechanisms underlying transient synchronization; nev-
tion of additional slow inhibitory receptors between LNs ertheless, this model was also able to reproduce many
and PNs (MacLeod and Laurent, 1996), which contribute important details of AL dynamics qualitatively and, in
to the ability of the disinhibited network to discriminate some cases, quantitatively. The fact that unusual neural
between different stimuli (Bazhenov et al., 2001). The properties were not required by our model suggests that
slow inhibitory receptors in the present model were too the principles and the mechanisms of spatiotemporal
weak to serve this purpose even though they were able coding implemented here may obtain elsewhere, too.
to control total network activity when the fast GABAergic Vertebrate olfactory bulb, for example, has many fea-
synapses were blocked. Activation of these receptors tures which, as we describe here, appear to be important
required relatively long trains of Ca21 spikes at high for spatiotemporal coding (such as lateral inhibitory con-
frequencies. They were thus unable to organize slow nections between periglomerular cells and excitatory-
temporal structure in the network with intact fast inhibi- inhibitory loops including periglomerular [or granule]
tion. This suggests that the slow inhibition needed for and mitral cells [Shepherd and Greer, 1998]). This anal-
slow temporal patterning should be activated by rela- ogy leads us to suggest that the vertebrate olfactory
tively short sequences of LN depolarizing potentials, as bulb may use the temporal dimension to encode olfac-
typically observed in the intact antennal lobe. tory stimuli also, as shown experimentally in zebrafish
These results lead to several conclusions. First, con- (Friedrich and Laurent, 2001).
sistent with physiological evidence (MacLeod and Lau-
rent, 1996), our model shows that epoch-specific syn- Experimental Procedures
chrony of PN oscillations depends on LN-evoked fast
GABA-mediated IPSPs. Reducing the inhibitory input Intrinsic Currents
Each PN and LN was modeled by a single compartment that in-during certain epochs of stimulus-evoked oscillation led
cluded voltage- and Ca21-dependent currents described by Hodg-to desynchronization of the PNs. Conversely, enhancing
kin-Huxley kinetics (Hodgkin and Huxley, 1952). Because no datathe GABAergic synapses between LNs and PNs led to
exist as yet on the biophysical properties of locust antennal lobestereotyped PN responses that were always synchro-
LNs and PNs, we used general descriptions borrowed from other
nized with network oscillations. The strength of these cell types with two guiding principles: (1) minimize the number and
inhibitory synapses must therefore fall within a certain complexity of ionic currents in each cell type (LN and PN); (2) gener-
range to enable the fine temporal structure characteris- ate realistic (though simplified) firing profiles. The expressions for
voltage- and Ca21-dependent transition rates for all currents aretic of PN spike synchronization. Second, the odor-spe-
given in the Appendix (below). No attempt was made to producecific fine temporal structure of the PN responses results
intrinsic resonant oscillations (pacemaker properties) in LNs or PNsin part from odor- specific spatiotemporal patterning of
because such properties have never been observed in locust LNsLN activity, controlled by the fast inhibitory synapses
or PNs (Laurent and Davidowitz, 1994; Laurent, 1996).
between LNs. Blocking LN-LN connections selectively
reduced the differences between PN responses to like
Synaptic Currents
stimuli but did not affect the coherence of the network Fast GABA and nicotinic cholinergic synaptic currents (Laurent,
oscillations. Enhancing LN-LN inhibition can shorten the 1996) were modeled by first-order activation schemes (see review
epochs when PN spikes are phase-locked with network in Destexhe et al., 1994b). We found that an additional inhibitory
activity. Third, adaptation of LN Ca21 spikes contributes synaptic current was required to accurately model physiological
results. Slow GABAergic synapses with a time constant of a fewsignificantly to the temporal variations in inhibitory input
hundred milliseconds were introduced to diminish synchronousto target PNs. In the absence of spike adaptation, the
high-frequency oscillations in the model network in the tests wheretransient character of PN spike synchronization is es-
fast GABAergic synapses were blocked. Such oscillations have
sentially eliminated. Modulation of a Ca21-dependent never been observed in vivo when fast GABA currents were blocked,
K1 current in LNs by Ca21 entry during Ca21 spikes is and thus we predict that activation of slow inhibitory receptors
sufficient to account for the experimentally observed contributes to the appearance of slow temporal patterns and also
controls network activity when fast inhibition is blocked (MacLeodtransient PN synchronization. Fourth, slow, inhibitory
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and Laurent, 1996; Stopfer et al., 1997; MacLeod et al., 1998). In 100 Hz for the simulations presented here to match the membrane
potential fluctuations observed in postsynaptic PNs in vivo (see,our model, these slow inhibitory receptors could be activated by a
long train of LN Ca21 spikes at relatively high frequencies only; their e.g., Figure 2 in Wehr and Laurent, 1999).
maximal conductances were low so that these receptors did not
affect the network oscillations controlled by intact fast GABAergic Computational Experimental Procedures
connections. The rate constants for all synaptic kinetic equations All simulations described in the paper were performed using a
are given in the Appendix. fourth-order Runge-Kutta [RK(4)] integration method and, in some
cases, an embedded Runge-Kutta [RK6(5)] method (Enright et al.,
1995). The time step was 0.04 ms. Source C11 code was compiledNetwork Geometry
on an Intel PC using a GCC compiler (ver. 2.7.2.1). A simulation ofIn the locust antennal lobe, LNs are synaptically connected to other
1 s of network activity among 90 PNs and 30 LNs took about 14LNs and to PNs (Leitch and Laurent, 1996). Both LNs and PNs
min of CPU time.receive direct synaptic input from olfactory receptor neurons
(Laurent, 1996).
Phase AnalysisWe simulated three network models: (1) a reciprocal LN-PN pair
PN voltages were averaged and low-pass filtered with frequency(Figure 1A); (2) a network of 6 PNs and 2 LNs (Figure 1B); and (3) a
cutoffs at 50 Hz (second-order, Butterworth) to simulate local fieldnetwork of 90 PNs and 30 LNs (Figure 1C). In the second model,
potentials (LFPs). PN spike times were converted to phases withwe assumed random (with 0.5 probability) interconnections between
respect to the LFP. The positive peaks of the field potential werePNs (nicotinic), random (with 0.5 probability) connections from PNs
assigned a phase 0 or 2p, and following or preceding nearest minimato LNs (nicotinic), and reciprocal connections between two LNs (fast
were assigned a phase 1p or 2p, respectively. The phase of eachGABA) and from LNs to PNs (fast GABA) (each LN was connected
PN spike was calculated relative to the nearest peak of the fieldwith 3 different PNs). In the third model, all interconnections were
potential according to the equation (Laurent et al., 1996):random with 0.5 probability. This probability is higher than that
estimated from experimental data (G.L., unpublished data). How-
`P N spike 5 1 tP N spike 2 tlastF P peaktnextF P peak 2 tlastF P peak22p. (1)ever, connection probability should be scaled with the total numberof neurons so that the average number of synapses on each neuron
does not depend on the size of the network. In a network with a
number of neurons close to that of the actual antennal lobe (about 10 Standard Deviation Calculation
times more than in model 3), the probabilities of all interconnections PN spikes times were converted to phases as described above.
would be reduced by a factor of 10. Note that these estimations are Standard deviations of spike phases during 20 trials, Di(k), were
in agreement with the scaling law derived by Golomb and Hansel calculated for each PN with number i (i 5 1,…,N) at each cycle of
(2000) for sparse networks. Assuming probability of connections oscillations k (k 5 1,…,K), where N is number of PNs in the network
0.05–0.1 for locust AL (total number of LNs 300 and PNs 900), the and K is total number of oscillation cycles, depending on the dura-
probability scaled for our network model (30 LNs and 90 PNs) will be tion of the stimulus. At each oscillation cycle, k, the state of the
0.3–0.5. In addition to the fast GABAergic synapses, slow inhibitory network was represented by the vector D(k) 5 Di(k), i[[1,N]. A net-
receptors were introduced for connections between LNs and PNs work response for stimulus S was represented by the sequence of
(MacLeod and Laurent, 1996). Some of the intrinsic parameters of points D(k) (k 5 1,…,K) in the N dimensional vector space. A Euclid-
the neurons in the network were initialized with random variability ean distance between responses for two different stimuli S1 and
to ensure robust results. Also, small-amplitude current in the form S2 at each moment k was calculated as dist(D1(k),D2(k)) 5 || D1(k) 2
of Gaussian noise (s < 10%) was introduced to each cell to achieve D2(k) ||, where || D || 5 Ö (oNi51 D2i ).
random and independent membrane potential fluctuations. We
tested different noise levels (s < 0%–10%) and generally found Cluster Analysis
no difference in the network dynamics. Temporal patterns of the PN spike train with duration T was divided into nonoverlapping bins
individual neurons, however, were slightly different in simulations of duration t, and the number of spikes in each bin was counted.
with different noise level. This trial was then represented by a vector in n 5 T/t dimensional
The local field potential (LFP) was calculated in the model as the vector space. Repetitive presentations of the same stimulus to the
average membrane potential of all PNs. In experiments with locusts, same selected PN produced a set of points in this space and the
the LFP was measured in the ipsilateral mushroom body; its oscilla- centroid of this set was calculated. Two different stimuli were used
tions during odor presentations indicated synchrony of PN spiking to produce different clusters, each defining a centroid. The Euclid-
(Laurent, 1996; Laurent et al., 1996). Thus, the LFP measured in ean distances from each trial to the two centroids were then calcu-
vivo reflected only the action potentials of PNs but did not reflect lated and plotted against each other (as in MacLeod et al., 1998),
subthreshold membrane potential fluctuations. Because we used thus characterizing the effectiveness of a single PN spike train to
the LFP only as an indicator of synchrony in the network and as a represent different stimuli. This procedure was repeated for different
common time reference, its specific shape was not important to our PNs. Bins between 50 and 200 ms were tested to ensure the results
results. were not dependent on the bin size.
Stimulation Appendix
To simulate odor stimulation, 33% of the LNs and PNs, randomly The membrane potentials of PN and LN are governed by the equa-
selected, were activated by current pulses. In the antennal lobe, the tions
actual number of LNs and PNs activated by an odor is estimated




5 2gL(VPN 2 EL) 2 INa 2 IK 2 IA 2network of about 900 PNs and 300 LNs. These simulations, there-
fore, could be thought to concern a small fraction of the actual
gKL(VPN 2 EKL) 2 IGABAA 2 Islow-inh 2 InACh 2 Istim (2)network, explaining the relatively high rate of activation. The stimuli
were modeled by current pulses with a rise time constant of 100
ms and decay time constant of 200 ms. The current used for each Cm
dVLN
dt
5 2 gL(VLN 2 EL) 2 ICa 2 IK(Ca) 2 IK 2
pulse was calculated as the total synaptic current produced by N
gKL(VLN 2 EKL) 2 IGABAA 2 InACh 2 Istim.Poisson distributed spike trains (each with average spike rate m)
arriving at N-independent excitatory synapses. Each glomerulus in
the locust AL receives between 100 and 200 axons from olfactory The passive parameters are Cm 5 1.43 · 1024 mF, gL 5 0.021 mS,
EL 5 250 mV for LNs and Cm 5 1.43 ·1024 mF, gL 5 0.021 mS, EL 5receptors neurons (Laurent, 1996); thus N was set to 200 and m
was varied between 50 and 150 Hz. In this case, random current 255 mV for PNs.
The leak potassium current is IKL 5 gKL(V 2 EKL), where EKL 5 295fluctuations were 5%–10% of its amplitude; lower m produced




where [R] is the fraction of activated receptors, [G] is the concentra-A fast sodium current, INa, a fast potassium current, IK, a transient
Ca21 current, ICa, a calcium-dependent potassium current, IK(Ca), and tion of G proteins, EK 5 295 mV is the potassium reversal potential.
The rate constants were r1 5 0.5 mM21ms21, r2 5 0.0013 ms21, r3 5a transient potassium A current, IA, are described by the equation
0.1 ms21, r4 5 0.033 ms21, and K 5 100 mM4.
Iintj 5 gjmMhN (V 2 Ej), (3) Peak synaptic conductances were gGABAA 5 0.4 mS between LNs;
gGABAA 5 0.8 mS between LNs and PNs; gslow-inh 5 0.015 mS between
LNs and PNs; gnACh 5 0.3 mS between PNs and LNs; gnACh 5 0.35where the maximal conductances are gNa 5 7.15 mS, gK 5 1.43 mS,
mS between PNs.gA 5 1.43 mS for PNs and gCa 5 0.286 mS, gK(Ca) 5 3.58 · 1022 mS,
gK 5 10 mS, for LNs. For all cells, ENa 5 50 mV, EK 5 295 mV, ECa 5
Acknowledgments140 mV.
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(V), tm(V), th(V) are nonlinear functions of V derived
from experimental recordings of ionic currents. INa, IK are described
Received December 8, 2000; revised February 28, 2001.in Traub and Miles (1991).
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