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Abstract
The goal of this paper is to develop provably efficient importance
sampling Monte Carlo methods for the estimation of rare events within
the class of linear stochastic partial differential equations (SPDEs).
We find that if a spectral gap of appropriate size exists, then one can
identify a lower dimensional manifold where the rare event takes place.
This allows one to build importance sampling changes of measures that
perform provably well even pre-asymptotically (i.e. for small but non-
zero size of the noise) without degrading in performance due to infinite
dimensionality or due to long simulation time horizons. Simulation
studies supplement and illustrate the theoretical results.
1 Introduction
Consider the linear stochastic parabolic equation for (t, ξ) ∈ [0,+∞) × O,
where O ⊂ Rd is a bounded, regular domain,{
∂Xε
∂t (t, ξ) = AX
ε(t, ξ) +
√
εB ∂w∂t (t, ξ)
Xε(t, ξ) = 0, ξ ∈ ∂O, Xε(0, ξ) = x(ξ). (1.1)
The object w(t) is a cylindrical Wiener process and Q = BB⋆ is the covari-
ance operator of the noise. Its formal time derivative is a noise that is white
in time and Q correlated in space. Let H = L2(O) and define A to be an
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unbounded linear operator that is self-adjoint such that there exists a se-
quence of eigenvalues {αk}k≥1 and a sequence of eigenfunctions {ek(ξ)}k≥1
(that form a complete orthonormal basis of H) with the property that
Aek = −αkek, 0 < α1 ≤ α2 ≤ α3 ≤ ... (1.2)
In this way, A can be an unbounded operator and it is the generator of
the analytic semigroup etA, which has the property that
etAek = e
−αktek.
A cylindrical Wiener process can be defined as the formal sum
w(t, ξ) =
∞∑
k=1
ek(ξ)βk(t)
where {βk} is a family of i.i.d. Brownian motions on some probability space
(Ω,F ,P). B : H → H is a bounded linear operator which is positive definite
and diagonalized by the eigenbasis {ek}. In particular there is a collection
of positive eigenvalues such that
Bek = λkek.
Assumption 1.1. The eigenvalues αk and λk satisfy
∞∑
k=1
λ2k
αk
< +∞. (1.3)
Notice that Assumption 1.1 is equivalent to assuming
∣∣A−1/2B∣∣
2
< ∞
where
|A−1/2B|22 =
∞∑
k=1
∣∣∣A−1/2Bek∣∣∣2
H
is the Hilbert-Schmidt norm. This assumption guarantees that a L2(O)-
valued solution to (1.1) exists. In the case that A is the Laplace operator
and O is sufficiently regular, αk ∼ k2/d, where d is the spatial dimension.
This means that in the case of spatial dimension d ≥ 2, the eigenvalues of B
need to decay to zero. In the case d = 1, B can be the identity (white-noise
case) and B could even be unbounded. Using this notation we can suppress
the spatial variable by considering Xε as a stochastic process on the Hilbert
space H that solves the equation{
dXε(t) = AXε(t)dt+
√
εBdw(t)
Xε(0) = x,
(1.4)
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the mild solution to (1.1) is given by
Xε(t) = etAx+
√
ε
∫ t
0
e(t−s)ABdw(s) (1.5)
and we are interested in calculating the probability of exit from certain
subsets of H via Monte Carlo. Let D ⊂ H and define τ εx to be the exit time
τ εx = inf{t > 0 : Xεx(t) 6∈ D} (1.6)
where Xεx denotes the solution to X
ε with initial condition x.
In this paper we focus on the case where D = {x ∈ H : |x|H ≤ L} is
the L2(O;R) ball with radius L ∈ (0,∞). We are interested in developing
provably efficient importance sampling schemes to calculate quantities such
as
θε(x, T ) = P (τ εx ≤ T ) . (1.7)
θε(x, T ) is the distribution function of the exit time τ εx of X
ε(t) from the
L2(O;R) ball with radius L ∈ (0,∞). Since, L > 0 and O is an attractor
for the ε = 0 noiseless dynamical system, we are dealing with a rare event.
Estimation of rare events such as (1.7) could be of interest in several appli-
cation domains, ranging from material science, where large L2 norms could
be events that one would like to avoid, to overflow of power grids where
O represents the steady state of the system and departures from it are un-
wanted, or to quantifying transitions between metastable states in nonlinear
models.
As ε gets smaller the event becomes rarer, i.e. θε(x, T ) becomes smaller,
which makes estimation of such events difficult. Large deviations theory,
see [4, 8], deals with approximation of quantities such as ε log(θε(x, T )) in
the small noise regime, i.e., when ε ↓ 0. However, it ignores the effect of
prefactors, which can be significant. In particular, even in dimension one, it
has been established in [5] that in metastable cases one may have to go to
very small values of ε before one starts observing good behavior (in the sense
of variance reduction of the estimators). The reason for this behavior is that
other parameters of the problem such as the time horizon T are important in
the prelimit and compete with 1/ε. For reasons like this accelerated Monte
Carlo methods, like importance sampling, that also account for the behavior
in the prelimit (i.e., before ε→ 0) become important.
We want to estimate quantities like θε(x, T ) via importance sampling. As
it will be described in Section 2, importance sampling is a variance reduction
technique in Monte-Carlo simulation whose goal is to minimize the variance
of the estimator via appropriate changes of measure. In this paper we focus
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on the linear case. The problem is challenging even then, as the curse of
dimensionality kicks in rather quickly if the change of measure is not done
correctly. This is an issue additional to the issues related to effect of other
parameters of the problem in the prelimit, such as T , see also [5] for a related
discussion in the finite dimensional case.
The main novelty of this paper lies in the identification of a condition on
the spectral gap under which we can prove that the rare event takes place
in a lower dimensional manifold. In particular, as Theorem 3.4 indicates, if
λ1 ≥ λk and 3α1 < αk for all k ≥ 2, then the rare event takes place in the e1
direction. Even if λ1 is not the maximal eigenvalue of B, then Theorem 3.9
guarantees that if 2α1
λ21
< αk
λ2
k
, then for large enough time horizons the rare
event occurs in the e1 direction. We also remark here that for metastabil-
ity problems one is typically interested in long time horizons. Forcing the
importance sampling trajectories in the e1 direction results in them exiting
along the e1 direction with high probability, see Theorem 4.1, and the rel-
ative errors of such an importance sampling scheme do not degrade as the
dimension of the Galerkin approximation gets large, see Theorems 5.2 and
5.7. To accomplish this we essentially project the desired change of measure
down to the e1 direction. In addition, the relative errors of the Monte Carlo
simulations for the suggested changes of measure also do not degrade as
the time horizon T gets large. This latter behavior is parallel to what was
achieved in the one-dimensional setting of [5].
To the best of our knowledge the current work is the first one to address
provably efficient importance sampling schemes for SPDEs that perform well
both in the limit as the noise goes to zero, but in the prelimit as well and do
not degrade in performance due to increased dimension. The construction
of the proposed change of measures is based on the subsolution method
introduced in [6].
The rest of the paper is organized as follows. In Section 2 we recall
the importance sampling technique appropriately tailored to the infinite
dimensional setting and we mention issues that come up due to the fact
that we are dealing with infinite dimensions. In Section 3 we solve the
corresponding deterministic variational problem and we provide conditions
on the time horizon and eigenvalues that guarantee that the rare event
likely takes place in the e1 direction. In Section 4 we are studying the
ε−dependent problem and prove that if only the e1 direction is being forced
and the spectral gap mentioned in Section 3 holds, then the exit from the
L2 ball happens in the close neighborhood of the e1 manifold for ε small
enough. This allows to prove a non-asymptotic upper bound of the second
4
moment of the importance sampling estimator in Section 5.
In Section 5 we also propose two specific changes of measure with prov-
ably good bounds in performance that do not degrade with increasing di-
mension, nor with increasing time horizon T . The first scheme, Scheme 1,
is motivated by the one-dimensional construction of [5], whereas the second
proposed scheme, Scheme 2, is on the one hand simpler to apply and to
analyze and computationally faster, but on the other hand performs slightly
worse than Scheme 1. In Section 6 we present extensive simulation stud-
ies that demonstrate the theory developed in this paper. Section 7 is on
conclusions and future work where we also discuss the issues and challenges
that come up in the direct application of the results of this paper in the
nonlinear case. An Appendix follows with the proof of the pre-asymptotic
bound for the performance of Scheme 2, and with an estimate with detailed
dependence on ε, T and αk for the Galerkin approximation.
2 Importance sampling in infinite dimensions and
issues that come up
In this section we recall what importance sampling is in the context of
infinite dimensional models and discuss some of the issues that come up and
are unique to the infinite dimensional setting. Assume that w(t) is adapted
to a filtration, Ft.
For any Ft-adapted uε ∈ L2([0, T ];H), we can define the change of mea-
sure
dP¯ε
dP
= exp
(
1√
ε
∫ T
0
〈uε(s), dw(s)〉H −
1
2ε
∫ T
0
|uε(s)|2Hds
)
. (2.1)
By Girsanov’s formula in infinite dimensions (see, for example, [4])
w¯(t) = w(t) − 1√
ε
∫ t
0
uε(s)ds (2.2)
is a cylindrical Wiener process in P¯ε and
dXε(t) = (AXε(t) +Buε(t))dt+
√
εBdw¯(t)
Because of this, we can estimate θε given in (1.7) by using the unbiased
estimator
Γε(0, x, uε) = 1{τεx≤T}
dP
dP¯ε
, (2.3)
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where the first two entries in Γε denote that the initial condition is Xε(0) =
x. Our goal is to find a sequence of controls uε so that the Monte Carlo
estimator has small relative error. To this end, we try to minimize
Qε(0, x, uε) = E¯ε
[
1{τεx≤T}
(
dP
dP¯ε
)2]
. (2.4)
The explicit representation for dP/dP¯ε is
dP
dP¯ε
= exp
(
− 1√
ε
∫ T
0
〈uε(s), dw¯(s)〉H −
1
2ε
∫ T
0
|uε(s)|2Hds
)
.
In this case the second moment of the estimator is
Qε(0, 0, uε) =
E
[
exp
(
−1
ǫ
∫ τε
0
|uε(s)|2Hds−
2√
ε
∫ τε
0
〈uε(s), dw¯(s)〉H
)
1{τε≤T}
]
.
By Girsanov’s formula,
dP˜ε
dP¯ε
= exp
(
− 2√
ε
∫ τε
0
〈uε(s), dw¯(s)〉H −
2
ε
∫ τε
0
|uε(s)|2Hds
)
is a change of measure under which
w˜(t) = w¯(t) +
2√
ε
∫ t
0
uε(s)ds = w(t) +
1√
ε
∫ t
0
uε(s)ds.
is a cylindrical Wiener process. In this way, Qε(0, 0, uε) can be represented
as
Qε(0, 0, uε) = E˜ε
[
exp
(
1
ε
∫ τε
0
|uε(s)|2Hds
)
1{τε≤T}
]
and
dXε(t) = [AXε(t)−Buε(t)] dt+√εBdw˜(t).
We will focus in this paper on the case where uε(s) = uε(s,Xε(s)) are
feedback controls. By a variational principle (see [3]) and by calculations
similar to those in [5],
− ε log (Qε(0, 0, uε)) = inf
v∈A
E
∫ τˆv,ε
0
(
1
2
|v(s)|2Hds − |uε(s, Xˆv,ε(s))|2H
)
ds
(2.5)
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where Xˆv,ε solves
dXˆv,ε(t) = [AXˆv,ε(t) +Bv(t)−Buε(t, Xˆv,ε(t))]dt +√εBdW (t), (2.6)
and A is the set of Ft-adapted H-valued processes for which
τˆv,ε = inf{t > 0 : |Xˆv,ε(t)|H ≥ L} ≤ T with probability one,
and
E
∫ τˆv,ε
0
|v(s)|2Hds < +∞.
By the related work in the finite dimensional case, [5, Section 3], we
know that asymptotically optimal changes of measure (i.e. with minimum
variance as ε→ 0) can perform rather poorly in practice (i.e. for small but
fixed ε > 0). The reason for this behavior is the role of prefactors that can
be rather significant if the change of measure does not account for them.
We wish to estimate
θε(x, T ) = P (τ εx ≤ T ) ,
where
τ εx = inf{t > 0 : |Xεx(t)|H ≥ L}.
This is the probability that the L2(O) norm of Xεx exceeds L before time T .
What we intend to show below is that the changes of measure that work
well in one dimension do not work well in the infinite dimensional case
(or in high finite dimensional cases). Of course, this has to do with the
curse of dimensionality. Let us define an object called the quasipotential
V : H → [0,+∞] by
V (x) =
∣∣∣B−1(−A)1/2x∣∣∣2
H
, (2.7)
using the convention that if x 6∈ B(−A)−1/2(H), then
∣∣B−1(−A)1/2x∣∣2
H
=
+∞. In [5], importance sampling schemes for the one-dimensional case were
designed using the one-dimensional quasipotential. What we shall show
below is that a direct analogue of the finite dimensional approach to the
infinite dimensional setting is not possible.
Consider the functional U : H → R defined by
U(x) =
α1
λ21
L2 − |B−1(−A)1/2x|2H . (2.8)
The Fre´chet derivative of U is
DU(x) = 2B−2Ax.
7
Let us define B⋆ to be the adjoint operator to B and set
u(x) = −B⋆DU(x) = −2B−1Ax.
This U is chosen because it is a solution to the equation
H(x,DU(x)) = 0
where
H(x, p) = 〈Ax, p〉H −
1
2
|B⋆p|2H . (2.9)
By an infinite dimensional analogue to the arguments in [5, Lemma A.1],
for any sufficiently regular function Z,
− ε log(Qε(0, x, u)) ≥ inf
{v:τˆv,ε≤T}
(
2Z(0, x) − 2EZ(τˆv,ε, Xˆv,ε(τˆv,ε))
+ E
[∫ τˆv,ε
0
2Gε[Z](s, Xˆv,ε(s))ds
−
∫ τˆv,ε
0
|B⋆DZ(s, Xˆv,ε(s))−B⋆DU(Xˆv,ε(s))|2Hds
])
. (2.10)
In the above expression,
Gε[Z](t, x) = ∂Z
∂t
(t, x) +H(x,DxZ(x)) +
ε
2
Tr(BB⋆D2xZ(t, x)). (2.11)
Notice that the expression for Gε[Z] contains the term TrBB⋆D2xZ. The
presence of this term shows that the quasipotential cannot in general be
used in an importance sampling scheme. By that we mean that if Z(x) =
U(x) = α1
λ21
L2 − |B−1(−A) 12x|2H then Gε[Z] = εTrBB⋆B−2A = εTrA = −∞.
This is clearly an issue, since then the upper bound for the second moment
is ∞, which is useless information.
But the situation is even worse than this. Because H is infinite dimen-
sional, unbounded operators like A are not the only problem. In fact, if
Tr(BB⋆) = +∞, then any Z(x) that is radially symmetric and has a neg-
ative second derivative has the property that Gε[Z](x) = −∞. By radially
symmetric, we mean that there exists ϕ : R→ R such that Z(x) = ϕ(|x|H ).
In the radially symmetric case,
∂Z
∂xk
=
xk
|x|H ϕ
′(|x|H), ∂
2Z
∂x2k
=
x2k
|x|2H
ϕ′′(|x|H ) +
(
1
|x|2H
− x
2
k
|x|3H
)
ϕ′(|x|H).
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Therefore,
TrD2xZ(x) =
∞∑
k=1
∂2Z
∂x2k
= ϕ′′(|x|2H)−
1
|x|H ϕ
′(|x|H) +∞ϕ
′(|x|H )
|x|H .
In particular, if Z(x) = cL2 − c|x|2H for some constants L and c, then
TrBB⋆D2xZ(x) = −2cTrBB⋆ = −∞.
We need to find a control that has a finite trace second derivative. It
turns out that the correct control is a projection of the control we described
based on the unbounded operator A. Instead, we consider the functional
U(x) =
α1
λ21
L2 − α1
λ21
〈x, e1〉2H .
and the feedback control
u(x) = −B⋆DU(x) = 2α1
λ1
〈x, e1〉H e1.
This solves our issues with the trace of the second-derivative but introduces
other problems into our analysis. Notice that in (2.10), we wish to maximize
Z(0, y) − Z(τˆv,ε, Xˆv,ε(τˆv,ε)). We want Z(t, x) to be as large as possible for
|x|H < L, but as small as possible on the boundary |x|H = L. If x = 0, then
Z(0, 0) = α1
λ21
L2. Unfortunately, depending on the location of Xˆv,ε(τˆv,ε),
Z(τˆv,ε, Xˆv,ε(τˆv,ε)) may be as small as 0 at ±Le1 or as big as αλ21L
2 if the
terminal point is orthogonal to e1. In order for (2.10) to provide us with a
useful estimate, we need for Xˆv,ε(τˆv,ε) to be near ±Le1. The results of the
next two sections show that this is indeed the case.
3 Calculus of variations in the ε = 0 case
In this section we consider the deterministic controlled process
dXv(t) = [AXv(t)−Bu(Xv(t)) +Bv(t)]dt.
where u(x) = 2α1λ1 〈x, e1〉H e1 and v(t) is a deterministic control. We will
show in later sections that the controls used in the importance sampling
schemes will converge to this u uniformly as ε→ 0.
Let τ = inf{t > 0 : |Xv(t)|H > L}. Define the functional I : C([0, T ];H)→
R
I(Xv) =
∫ τ
0
(
1
2
|v(s)|2H − |u(Xv(s))|2H
)
ds.
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We are interested in the minimizers of
inf{I(Xv) : v ∈ L2([0, T ];H)}.
Our goal is to show that the minimizers of I over all trajectories have the
property that Xv(τ) is near ±Le1.
Lemma 3.1. If y ∈ C([0, T ];H) is absolutely continuous such that T =
inf{t > 0 : |y(t)|H = L} and I(y) < +∞, then y is weakly differentiable and
I(y) =
α1
λ21
〈y(T ), e1〉2H −
α1
λ21
〈y(0), e1〉2H +
∫ T
0
(
1
2
|B−1 (y˙(s)−Ay(s)|2H)
)
ds.
(3.1)
In the above expression, y˙ = ∂y∂t in the weak sense.
Proof. Let y(t) = Xv(t) and for any k ≥ 1, let yk(t) = 〈y(t), ek〉H and
vk(t) = 〈v(t), ek〉H . Because A and Q are diagonalized by the {ek} basis, yk
solves
yk(t) =
∫ t
0
(− αkyk(s)− 〈Bu(y(s)), ek〉H + λkvk(s))ds.
Each yk is differentiable. Consequently y(t) is weakly differentiable in the
sense that for any test function h ∈ H, 〈y(t), h〉H is differentiable and
d
dt
〈y(t), h〉H =
∞∑
k=1
y˙k(t) 〈h, ek〉H .
Furthermore, vk(t) =
1
λk
(y˙k(t) + αkyk(t) + 〈Bu(y(s)), ek〉H) and
v(t) = B−1 (y˙(t)−Ay(t) +Bu(y(t))) .
Thus,
I(y) =
∫ T
0
(
1
2
∣∣B−1 (y˙(s)−Ay(s) +Bu(y(s)))∣∣2
H
− |u(y(s))|2H
)
ds.
We assumed in the statement of the Lemma that I(y) < +∞. Therefore,
with some simplifications,
I(y) =
∫ T
0
(1
2
∣∣B−1 (y˙(s)−Ay(s))∣∣2
H
+
〈
u(y(s)), B−1y˙(s)
〉
H
− 1
2
|u(y(s))|2H +
〈−B−1Ay(s), u(y(s))〉
H
)
ds.
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The result follows because
∫ T
0
〈
B−1y˙(t), u(y(t))
〉
H
dt = α1
λ21
〈y(T ), e1〉2H −
α1
λ21
〈y(0), e1〉2H and because
〈−B−1Ay(s), u(y(s))〉
H
= α1λ1 〈y(s), u(y(s))〉H .
Finally, because u(x) = 2α1λ1 〈x, e1〉H e1, we obtain
−1
2
|u(y(s))|2H +
α1
λ1
〈y(s), u(y(s))〉H = 0,
concluding the proof of the lemma.
Now we find the minimizers of I. First, we fix T > 0 and z ∈ H, and we
find the minimizer of I over all y ∈ C([0, T ];H) such that y(T ) = z. Then
we minimize over z and T .
Lemma 3.2. Fix T > 0 and z ∈ H. If y∗ ∈ C([0, T ];H) is such that
y∗(0) = 0, y∗(T ) = z and
I(y∗) = inf{I(y) : y(0) = 0, y(T ) = z},
then
y∗k(t) := 〈y∗(t), ek〉 =
zk(e
−αk(T−t) − e−αk(t+T ))
1− e−2αkT
and
1
2
∫ T
0
〈v(s), ek〉2H ds =
αkz
2
k
λ2k (1− e−2αkT )
.
Proof. By calculus of variations, the Euler-Lagrange equation for I(y) in
(3.1) is
y¨(t) = A2y(t)
and the solution is given above. Then
〈v(t), ek〉 = 1
λk
(y˙(t) + αky(t)) =
2zkαke
−αk(T−t)
λk (1− e−2αkT ) .
The lemma then follows by integrating the square of this.
Let y∗ be as in Lemma 3.2. Then by (3.1),
I(y∗) =
α1
λ21
z21 +
∞∑
k=1
αkz
2
k
λ2k (1− e−2αkT )
(3.2)
where zk = 〈z, ek〉H .
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In this way, for any fixed T equation (3.2) is a quadratic form in z. We
can show that the minimizer y∗ points only in the e1 direction by studying
the eigenvalues. Let
ϕ1(T ) =
α1
λ21 (1− e−2α1T )
+
α1
λ21
, (3.3)
ϕk(T ) =
αk
λ2k (1− e−2αkT )
, k ≥ 2 (3.4)
If ϕ1(T ) < ϕk(T ) for all k ≥ 2, then the minimum occurs at z = ±Le1
and by Lemma 3.2,
〈y⋆(t), ek〉H = 0 for all k ≥ 2.
Now we describe the conditions on the eigenvalues λk and αk, and the
time horizon T that guarantee that the deterministic control problem exits
D = {x ∈ H : |x|H ≤ L} at ±Le1. If λ1 ≥ λk and 3α1 < αk for all k ∈ N,
then we can guarantee that for all time horizons T > 0, the minimal control
problem exits at ±Le1. If at least one of the λk > λ1, then for small T ,
the minimal control system will not exit near ±Lek. If however, 2α1λ21 <
αk
λ2
k
we can always find T0 > 0, such that for all T > T0, the minimal control
problem exits at ±Le1.
3.1 Minimal control problem if λ1 ≥ λk and 3α1 < αk for all
k ≥ 2
Assumption 3.3. Assume that for all k ≥ 2, λ1 ≥ λk and 3α1 < αk.
Theorem 3.4. Assume that Assumption 3.3 holds. Then for any fixed
T > 0, there exists a minimizer y∗ ∈ C([0, T ];H) satisfying
I(y∗) = inf{I(y) : y ∈ C([0, T ];H), y(0) = 0, ∃ 0 ≤ t ≤ T, |y(t)|H = L}.
The minimizer y∗ has the property that |y∗(t)|H < L for all t < T and
|y∗(T )|H = L. Furthermore, y∗ only points in the e1 direction. That is,
〈y∗(t), ek〉H = 0 for k ≥ 2.
Proof. We want to show that ϕ1(T ) < ϕk(T ) for all T > 0 and k ≥ 2. Let
us define
ψk(T ;λ1, λk) = ϕ1(T )− ϕk(T ) = α1
λ21 (1− e−2α1T )
+
α1
λ21
− αk
λ2k (1− e−2αkT )
=
1
λ2k
[
α1
λ2k
λ21
2− e−2α1T
1− e−2α1T − αk
1
1− e−2αkT
]
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Since λ1 ≥ λk for all k ≥ 2, we get that λ
2
k
λ21
≤ 1 and a sufficient condition
for ψk(T ;λ1, λk) < 0 is
ψk(T ; 1, 1) =
α1
(1− e−2α1T ) + α1 −
αk
(1 − e−2αkT ) < 0.
We calculate that the previous display holds for small T because
lim
T→0
ψk(T ; 1, 1) =
3α1
2
− αk
2
.
This is negative as long as αk > 3α1. We can compare the derivatives in T
to show that
ψ
′
k(T ; 1, 1) =
−2α21e−2α1T
(1− e−2α1T )2 +
2α2ke
−2αkT
(1− e−2αkT )2
For any fixed T > 0, the function x 7→ x2e−2Tx
(1−e−2Tx)2
is decreasing. There-
fore, ψ
′
k(T ; 1, 1) < 0 for all T and because limT→0 ψk(T ; 1, 1) < 0, this
implies that ψk(T ; 1, 1) < 0 for all T > 0. The minimal eigenvalue is ϕ1(T ).
Then if we take the infimum over all |z|H = L in (3.2), the minimum
occurs when z1 = ±Le1, and zk = 0 for all k ≥ 2. This suggests that
the minimizing control only pushes in the e1 direction. Furthermore, I(y
⋆)
decreases as T increases.
Remark 3.5. In the case where A = ∆ is the Laplace operator endowed with
Dirichlet boundary conditions on the spatial domain [0,1] and B = I is the
identity, αk = π
2k2. Consequently, 4α1 = α2 < α3 < .... So the Laplace
operator satisfies the conditions of the previous theorem.This gap does not
exist for heat equations in dimension d ≥ 2. However, in the next section we
describe a relationship between the αk and λk that imply minimizers exit in
the e1 direction even for the multidimensional heat equation.
3.2 Minimizing control problem for the general case
Assumption 3.6. Assume that for all k ∈ N, 2α1
λ21
< αk
λ2
k
.
Remark 3.7. Notice that Assumption 3.3 implies Assumption 3.6.
In the case where there exists k ∈ N such that λk > λ1, it is impossible
for e1 to be the minimal exit direction for all T > 0. Intuitively, this is a
consequence of the fact that over short time periods, the noise is much more
powerful than the dissipation. Over longer time periods, the dissipation has
an important effect. Let ϕ1(T ) and ϕk(T ) be given as in (3.3)-(3.4).
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Lemma 3.8. If there exists a k ∈ N for which λk > λ1, then for T close to
0, ϕk(T ) < ϕ1(T ) and the minimal exit direction is not e1.
Proof. Recall the definition ψk(T ;λ1, λk) = ϕ1(T )−ϕk(T ). Straightforward
calculations show that in this case
lim
T→0
ψk(T ;λ1, λk) = +∞.
This means that for small T , ϕk(T ) < ϕ1(T ), implying that in this case and
for small T the minimal exit direction is not e1.
If λ1 is not the maximum eigenvalue of Q, then over short time periods
the minimal control problem will not exit in the e1 direction. Over longer
time periods, Assumption 3.6 is a sufficient condition for a spectral gap to
exist.
Theorem 3.9. Assume that Assumption 3.6 holds. Then there exists a time
T0 > 0 such that for any T > T0, there exists a minimizer y
∗ ∈ C([0, T ];H)
satisfying
I(y∗) = inf{I(y) : y ∈ C([0, T ];H), y(0) = 0, ∃ 0 ≤ t ≤ T, |y(t)|H = L}.
The minimizer y∗ has the property that |y∗(t)|H < L for all t < T and
|y∗(T )|H = L. Furthermore, y∗ only points in the e1 direction. That is,
〈y∗(t), ek〉H = 0 for k ≥ 2.
Proof. It is sufficient to prove that there exists T0 ≥ 0 such that for all
T > T0 and all k ∈ N, ϕ1(T ) < ϕk(T ). For any fixed k,
lim
T→+∞
(ϕ1(T )− ϕk(T )) = 2α1
λ21
− αk
λ2k
.
By assumption this is negative. Therefore, there exists a finite Tk = sup{T >
0 : ϕ1(T )− ϕk(T ) ≥ 0} <∞. If ϕ1(T )− ϕk(T ) ≤ 0 for all T > 0, we define
Tk = 0.
A couple of useful remarks are in order here. First, notice that if λk ≤ λ1
and 3α1 < αk, then Tk = 0 by Theorem 3.4. Second, if k is such that
λk > λ1 then simple algebra shows that the function T 7→ ϕ1(T ) − ϕk(T )
is decreasing, which combined with Assumption 3.6 and Lemma 3.8, imply
that the specific Tk is actually the unique solution to ϕ1(T )− ϕk(T ) = 0.
We define T0 = supk Tk and prove the theorem by showing that T0 is
finite. We actually will prove something stronger, namely that Tk → 0.
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By definition, for any k ∈ N such that Tk > 0,
α1
λ21(1− e−2α1Tk)
+
α1
λ21
=
αk
λ2k(1− e−2αkTk)
By Assumption 1.1, αk
λ2
k
→ +∞. If there existed a subsequence satisfy-
ing Tnk > δ > 0, then the left hand side of the above equation would be
bounded but the right hand side would converge to infinity. This would be
a contradiction and consequently Tk → 0.
Consequently, there is a T0 such that for all T > T0, the spectral gap
exists and the minimal control problem on the time horizon T exits {x ∈
H : |x|H ≤ L} at ±Le1.
Remark 3.10. Numerical evaluations of ψk(T ;λ1, λk) have shown that in the
case λk−λ1 < −η < 0 for an appropriately large η > 0 such that Assumption
3.6 holds one actually has that T0 = 0. This implies that if the gap λk − λ1
is negative and large enough then the condition 3α1 < αk is not necessary
in order to guarantee that ϕ1(T )−ϕk(T ) < 0 for all T > 0, implying that y∗
only points in the e1 direction. However, we had been unable to find exactly
how large the gap λk − λ1 should be relative to the gap of α1 − αk in order
for T0 = 0 to be true. Despite that, Theorem 3.9 does cover the case of a
multidimensional heat equation as long as Assumption 3.6 holds.
4 Weak compactness of minimizing trajectories
Let uε be a sequence of feedback controls that are bounded by and converge
uniformly on bounded subsets of H to u(x) = 2α1λ1 〈x, e1〉H given in the
previous section. In practice uε(x) = −B⋆DU δ(x) with δ = δ(ε) for both of
the two exponential convolution schemes outlined in the next section.
Theorem 4.1. Assume that either Assumption 3.3 or Assumption 3.6 holds.
Let T0 = 0 if Assumption 3.3 holds or let T0 be as in Theorem 3.9 if As-
sumption 3.6 holds. Fix a time horizon T > T0 and let Qε(0, 0, uε) be the
variance of the importance sampling estimator (2.4). Let vε ∈ A be approx-
imate minimizers to the variational problem in the sense that
−ε log(Qε(0, 0, uε)) = inf
v∈A,τˆv,ε≤T
E
[∫ τˆv,ε
0
(
1
2
|v(s)|2H − |uε(Xˆv,ε(s))|2H
)
ds
]
≥ E
[∫ τˆvε,ε
0
(
1
2
|vε(s)|2H − |uε(Xˆv
ε,ε(s))|2H
)
ds
]
− ε2
(4.1)
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where
τˆv,ε = inf{t > 0 : |Xˆv,ε|H ≤ L}.
Then as ε→ 0,
E
〈
Xˆv
ε,ε(τˆv
ε,ε), e1
〉2
H
→ L2. (4.2)
In the above equations
dXˆv
ε,ε(t) =
[
AXˆv
ε,ε(t)−Bu(Xˆvε,ε) +Bvε(t)
]
dt+
√
εBdw(t).
Theorem 4.1 says that the solution to the minimal variational control
problem exits the ball of radius L near the points±Le1. The plan for proving
Theorem 4.1 is as follows. First, we prove that the family {vε} is tight in the
sense that a subsequence converges in distribution in the weak topology on
L2([0, T ];H). Then this implies the tightness in law of the processes {Xˆvε,ε}
in the topology of C([0, T ];H) to the minimizing trajectory described in
Section 3. Then we prove that the stopping times τˆv
ε,ε converge to T , and
finally we can prove the theorem.
The following large deviations principle is an immediate consequence
of [7] and [3].
Lemma 4.2 (Large Deviations Principle). The limit
GT (u) := lim
ε→0
−ε log (Qε(0, 0, uε)) (4.3)
exists and is equal to the variational problem with ε = 0. That is
GT (u) = inf
v∈L2([0,T ];H)
∫ τˆv,0
0
(
1
2
|v(s)|2Hds− |uε(s, Xˆv,0(s))|2H
)
ds (4.4)
which is the problem studied in Section 3.
A consequence of the large deviations principle is that {vε} is bounded
in the L2(Ω× [0, T ];H) norm.
Lemma 4.3. There exists ε0 > 0 and C > 0 such that for all 0 < ε < ε0,
E
∫ τˆvε,ε
0
|vε(s)|2Hds ≤ C
where the vε satisfy the assumptions of Theorem 4.1.
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Proof. By the large deviations principle (Lemma 4.2), there exists ε
′
0 > 0
such that for all 0 < ε < ε
′
0,
−ε log(Qε(0, 0, uε)) ≤ C0,
for some constant C0 <∞. Then by (4.1),
C0 ≥ E
[∫ τˆvε,ε
0
(
1
2
|vε(s)|2H − |u(Xˆv
ε,ε(t))|2H
)
ds
]
− ε2.
We use the fact that sup|x|H≤L |u(x)|H < +∞ and potentially choose ε0 < ε
′
0
as needed to conclude.
Remark 4.4. Often we will want to study vε as L2([0, T ];H) valued random
variables. So far the vε are only defined on [0, τˆv
ε,ε]. Without confusion we
can always extend vε to [0, T ] by defining vε(t) = 0 for all τˆv
ε,ε < t ≤ T .
As in [1–3] we define the spaces
SN =
{
v ∈ L2([0, T ];H) :
∫ T
0
|v(s)|2Hds ≤ N
}
(4.5)
SN is a metric space in the topology of weak convergence.
Lemma 4.5. Without loss of generality we can assume that vε ∈ SN almost
surely and that for any sequence εn → 0, there exists a subsequence (also
denoted εn) and a limit SN -valued random variable v for which v
εn → v in
distribution in SN .
For details about the proof of Lemma 4.5 see the proof of [2, Theorem
4.4]. Next we show that the tightness of {vε} implies the tightness of Xˆvε,ε
in C([0, T ];H).
Lemma 4.6. Define the stochastic convolution Φ(t) =
∫ t
0 e
A(t−s)BdW (s).
There exists C > 0 and p > 1 such that
E sup
0≤t≤T
|Φ(t)|pH ≤ CT.
The above lemma can be proven using the stochastic factorization method
(see [4]).
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Lemma 4.7. If vn → v weakly in L2([0, T ];H), and
Ψn(t) =
∫ t
0
eA(t−s)Bvn(s)ds,
then Ψn converges in C([0, T ];H) to
Ψ(t) =
∫ t
0
eA(t−s)Bv(s)ds.
Proof. This is a consequence of the Arzela-Ascoli theorem in infinite dimen-
sional spaces. First we prove that for any fixed t, Ψn(t) → Ψ(t). For any
fixed t ≥ 0, and for M ≥ 0, by the Ho¨lder inequality,
|Ψn(t)−Ψ(t)|2H =
∞∑
k=1
(∫ t
0
e−2αk(t−s)λk 〈vn(s)− v(s), ek〉H ds
)2
≤
M∑
k=1
(∫ t
0
e−2αk(t−s)λk 〈vn(s)− v(s), ek〉H ds
)2
+
λ2M+1
2αM+1
∫ t
0
(|v(s)|H + |vn(s)|H)2 ds.
The second term can be made arbitrarily small for large M , and the finite
sum converges to 0 because of the weak convergence of the vn. Furthermore,
the {Ψn} family is uniformly continuous. For any r < t ≤ 0,
|Ψn(t)−Ψn(r)|H ≤
∣∣∣∣
∫ r
0
(
eA(t−s) − eA(r−s)
)
Bvn(s)ds
∣∣∣∣
H
+
∣∣∣∣
∫ t
r
eA(t−s)Bvn(s)ds
∣∣∣∣
H
=: J1 + J2.
We estimate that for 0 < γ < 12 ,
J1 =
∣∣∣∣(eA(t−r) − I)
∫ r
0
eA(r−s)Bvn(s)ds
∣∣∣∣
H
≤
∥∥∥(eA(t−r) − I)(−A)−γ∥∥∥
L (H)
∣∣∣∣(−A)γ
∫ r
0
eA(r−s)Bvn(s)ds
∣∣∣∣
H
≤ C
∥∥∥(eA(t−r) − I)(−A)−γ∥∥∥
L (H)
∫ r
0
(t− s)−γ |Bvn(s)|Hds
≤ C(t− r)γ
√∫ r
0
|vn(s)|2Hds.
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This converges to 0 as t−r→ 0. A simple Cauchy-Schwarz inequality shows
J2 ≤
√
t− s
√∫ t
r
|vn(s)|2Hds.
Therefore
|Ψn(t)−Ψn(r)| ≤ C|t− s|γ
and the family is equicontinuous. By the Arzela-Ascoli theorem, a subse-
quence converges in C([0, T ];H).
Lemma 4.8. Suppose that vn → v in SN and εn → 0. Then Xˆvεn ,εn
converges in distribution in C([0, T ];H) to Xˆv,0.
Proof. Let F : [0, 1] × C([0, T ];H)→ C([0, T ];H) be the mapping
F(ε,Ψ)(t) =
∫ t
0
eA(t−s)uε(s,F(ε,Ψ)(s))ds +Ψ(t).
We use the notation that u0 = u. A standard Gro¨nwall argument shows
that F is well-defined and it is continuous in Ψ. F is also continuous as
ε→ 0 because uε → u uniformly by assumption. Observe that
F(ε,Ψ)(t) −F(0,Ψ)(t) ≤ C
(∫ t
0
|uε(s,F(ε,Ψ)(s)) − u(F(ε,Ψ)(s))|Hds
+
∫ t
0
|u(F(ε,Ψ)(s)) − u(F(0,Ψ)(s))|Hds
)
≤ Ct|uε − u|L∞ +
∫ t
0
‖u‖Lip|F(ε,Ψ)(s) −F(0,Ψ)(s)|Hds.
In the above expression |uε−u|L∞ = sup|h|H≤L |uε(h)−u(h)|H and ‖u‖Lip =
sup|h1|≤L,|h2|≤L
u(h1)−u(h2)
h1−h2
. By a Gro¨nwall argument, F is continuous as
ε→ 0 uniformly in Ψ because uε → u uniformly.
Using this notation, we get
Xˆv
εn ,εn = F
(
εn,
∫ ·
0
eA(·−s)vεn(s)ds+
√
εn
∫ ·
0
eA(·−s)Bdw(s)
)
We showed in Lemma 4.7 that
∫ t
0 e
A(t−s)vεn(s)→ ∫ t0 eA(t−s)v(s) in distri-
bution in C([0, T ];H). It is a consequence of Lemma 4.6 that
√
ε
∫ t
0 e
A(t−s)dw(s)→
0 in distribution. Therefore, by the continuity of F , Xˆvn,εn → Xˆ0,v in dis-
tribution.
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Now we prove that any limit of Xˆv
ε,ε is a distribution that is concen-
trated on the minimizing trajectories of the deterministic control problem
characterized in section 3.
Lemma 4.9. Let vε be approximate minimizers as in (4.1). Let εn → 0 be
a subsequence such that vεn converges in distribution in SN to a limit v
0.
Such a subsequence exists by Lemma 4.5. Then v0 is a distribution that is
concentrated on the minimizing controls of the deterministic system. That
is
∫ τˆv0,0
0
(
1
2
|v0(s)|2H − |u(Xˆv
0,0(s))|2H
)
ds
= inf
v∈L2([0,T ];H)
∫ τˆv,0
0
(
1
2
|v(s)|2H − |u(Xˆv,0(s))|2H
)
ds
with probability one.
Proof. By (4.1) and Lemma 4.2,
lim sup
n→+∞
E
[∫ τˆvεn,εn
0
(
1
2
|vεn(s)|2H − |u(Xˆv
εn ,εn(s))|2H
)
ds
]
≤ GT (u).
On the other hand, by the fact that vεn → v in distribution in SN and by
Lemma 4.8,
lim inf
n→+∞
E
[∫ τˆvεn ,εn
0
(
1
2
|vεn(s)|2H − |u(Xˆv
εn ,εn(s))|2H
)
ds
]
≥ E
[∫ τˆv0,0
0
(
1
2
|v0(s)|2H − |u(Xˆv
0 ,0(s))|2H
)
ds
]
Consequently,
E
[∫ τˆv0,0
0
(
1
2
|v0(s)|2H − |u(Xˆv
0 ,0(s))|2H
)
ds
]
≤ inf
v∈L2([0,T ];H)
E
∫ τˆv,0
0
(
1
2
|v(s)|2H − |u(Xˆv,0(s))|2H
)
ds.
But since the right-hand side is the infimum, the limit v0 must attain the
infimum with probability 1.
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Corollary 4.10. Assume T > T0. Let v
0 be as in Lemma 4.9, then τˆv
0,0 =
T and
〈
Xˆv,0(τˆv,0), e1
〉2
H
= L2
This is an immediate consequence of Lemma 4.9 and Theorem 3.4 or
Theorem 3.9 which say that the minimizing trajectory only points in the e1
direction and that it exits at time T .
Lemma 4.11. Let vεn and v0 be as in Lemma 4.9. Then
lim
ε→0
E
〈
Xˆv
εn ,εn(τˆv
εn ,εn), e1
〉2
= L2.
Proof. First we show that τˆv
εn ,εn converges to T in probability. Let η > 0
and notice that
P(τˆv
εn ,εn > T − η) = P
(
sup
0≤t≤T−η
|Xˆvεn ,ε(t)|H < L
)
.
Then because Xˆv
εn ,εn → Xˆv,0 in distribution and the sup is continuous in
that metric,
lim
n→+∞
P(τˆv
εn ,εn > T − η) = P
(
sup
0≤t≤T−η
|Xˆv0,0(t)|H < L
)
= 1.
The above formula is a consequence of Theorem 3.4 or Theorem 3.9, which
say that the minimum trajectory satisfies |Xˆv0,0(t)|H < L for all t < T . Now
because τˆv
εn ,εn converges to T in probability and Xˆv
εn ,ε → Xˆv0,0 in distri-
bution, it follows that Xˆv
εn ,εn(τˆv
εn ,εn)→ Xˆv0,0(T ) = ±Le1 in distribution.
The result follows.
Now we can prove the main theorem of this section.
Proof of Theorem 4.1. Let vε satisfy (4.1). Let εn → 0 be any subsequence.
Then by Lemma 4.5, there is a further subsequence (relabeled as εn) for
which vεn → v0 in distribution. By Lemma 4.9 v0 is concentrated on the
minimizing controls of the deterministic system. By Lemma 4.11,
lim
n→∞
E
〈
Xˆv
εn ,εn(τˆv
εn ,εn), e1
〉2
= L2.
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5 Analysis of importance sampling
The goal of this section is to discuss construction and theoretical perfor-
mance of concrete importance sampling schemes. As in the previous sec-
tion, we assume that either Assumption 3.3 or Assumption 3.6 holds. If
Assumption 3.3 holds we fix any time horizon T > 0. If Assumption 3.6
holds, then we fix T > T0 where T0 is as in Theorem 3.9 and thus T needs
to be large enough. This is not a problem for us as we are indeed interested
in developing schemes that are stable for large T .
For functions U(t, x) and Z(t, x) let us define the operator
Gε[Z,U ](t, x) = Gε[Z](t, x)− 1
2
|B⋆ (DxZ(t, x)−DxU(t, x))|2H
where Gε[Z](t, x) is defined in (2.11). Then, by [5, Lemma A.1], we get for
uε(t, x) = −B⋆DxU ε(t, x) the non-asymptotic bound
−ε log(Qε(0, x, uε)) ≥ inf
v∈A
(
2Z(0, x)− 2EZ(τˆv,ε, Xˆv,ε(τˆv,ε))
+ 2E
∫ τˆv,ε
0
Gε[Z,U ε](s, Xˆv,ε(s))ds
)
. (5.1)
where Xˆv,ε satisfies (2.6) and A is the set of adapted L2([0, T ];H) controls
for which τˆv,ε ≤ T . The function uε(t, x) = −B⋆DxU ε(t, x) is used for the
implementation of the scheme, whereas the function Z(t, x) is used for the
analysis of the scheme. The bound (5.1) holds for any U ε and Z, but in
the analysis of the specific schemes considered below we will make specific
choices for U and Z, also linking them together.
Our goal is to provide implementable importance sampling schemes for
which Gε[Z,U ε](t, x) ≥ 0 for all (t, x)× [0, T ]×H or at least
2E
∫ τˆε
0
Gε[Z,U ε](s, Xˆv,ε(s))ds > −Cf(ε).
for some function f(ε) such that limε→0 f(ε) = 0 uniformly with respect
to T < ∞. As it is also discussed in the finite dimensional case of [5],
controlling the term Gε[Z,U ε](t, x) is vital when it comes to assessing the
performance of a given importance sampling scheme. This is no different
in the infinite dimensional case and as we also mentioned in Section 2 if
for example we choose Z(t, x) = U(t, x) = α1
λ2
k
L2 − |B−1(−A) 12x|2H , then
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Gε[Z,U ] = εTrA = −∞, which implies that in this case we have no control
on the performance of the corresponding importance sampling scheme.
Let us set Z(t, x) = (1−η)U(t, x) with η ∈ (0, 1). Then, straightforward
algebra gives
Gε[Z,U ](t, x) = Gε[Z](t, x)− η
2
2
|B⋆DxU(t, x)|2H
≥ (1− η)Gε[U ](t, x)− η − 2η
2
2
|B⋆DxU(t, x)|2H (5.2)
We construct importance sampling schemes based on constructions that
exploit different properties of the dynamical system near the attractor and
away from it and then combine them in an appropriate smooth way. In
particular, for k1, k2 ∈ N, if Fi(t, x), i = 1, · · · , k1 are good change of measure
in parts of the phase space away form the rest point while Fj(t, x), j = k1+
1, · · · , k2 are good changes of measure in parts of the phase space within the
neighborhood of the rest point, then we consider 0 < δ ≪ 1 (which is to be
chosen) and we define the exponential mollification of Fi(t, x), i = 1, · · · , k2
(similarly to [5])
U¯ δ(t, x) = −δ log

 k1∑
i=1
e−
Fi(t,x)
δ +
k2∑
j=k1+1
e−
Fj(t,x)
δ


We notice that limδ↓0 U¯
δ(t, x) = F1(t, x) ∧ F2(t, x) ∧ · · · ∧ Fk2(t, x). We also
notice that the Fre´chet derivative of the exponential mollification U¯ δ(t, x) is
DxU¯
δ(t, x) =
k2∑
i=1
ρi(t, x)DxFi(t, x), where ρi(t, x) =
e−
Fi(t,x)
δ∑k2
i=1 e
−
Fi(t,x)
δ
As it will be discussed in the sequel we choose the functions Fi such that
the corresponding weight function ρi(t, x) ≈ 0 away from the part of the
phase space where Fi is intended to dominate, whereas ρi(t, x) ≈ 1 within
the area of the phase space where Fi is intended to dominate. In particular
the exponential mollification allows for a smooth transition between the
regions where Fi for i = 1, · · · , k2 are supposed to be inducing the desirable
change of measure.
Now that we have described the general construction, let us go into
specifics for the problem at hand. The results of Sections 3 and 4 motivate
considering importance sampling schemes that only act in the e1 direction.
By Theorem 3.4 or Theorem 3.9 one expects that in the linear case such
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schemes work well at least when Assumption 3.3 or Assumption 3.6 holds.
So, let us consider a change of measure induced by a function U(t, x) such
that the control u(t, x) = −B⋆DxU ε(t, x) only acts in the e1 direction. That
is
uε(t, x) = uε(t, 〈x, e1〉H e1) and 〈uε(t, x), ek〉H = 0 for k ≥ 2.
We will discuss two different ways to choose the functions Fi, i = 1, · · · , k2
which then form U¯ δ(t, x) that is the basis for defining U ε(t, x) . The first
way is motivated by the one-dimensional construction of [5]. The second
way is similar to the first one in spirt, but simpler to apply and with compa-
rable performance. Motivated by the results of Sections 3 and 4, we choose
for both constructions k1 = 1 and
F1(t, x) =
α1
λ21
(
L2 − 〈x, e1〉2H
)
which turns out to induce a simple but provably good change of measure
away from the rest point. The two different ways that we present differ on
what one does in the neighborhood of the rest point, i.e. in the neighborhood
of the attractor. Also without loss of generality we set the initial point to
be x = 0.
Before proceeding with the analysis for each of the schemes, we give the
definition of exponential negligibility
Definition 5.1. A term is called exponentially negligible if it is bounded
above in absolute value by a quantity of the form εc1e
−
c2
ε , where c1 < ∞,
c2 > 0.
Scheme 1: Motivated by [5], let us consider the minimization problem
V (t, x) = inf
u∈L2([0,T ];H):dX(t)=[AX(t)+Bu(t)]dt,X(t)=x∈H,X(T )=z∈H
{
1
2
∫ T
t
|u(s)|2Hds
}
where |z|2H ≤ L2. One can solve this variational problem in closed form and
get
V (t, x) =
1
2
∣∣∣B−1(−2A)1/2(I − e2A(t−T ))−1/2(z − xeA(t−T ))∣∣∣2
H
(5.3)
Due to the singularities appearing at t = T we next introduce a regular-
ization parameter M ≫ 1 and consider
VM (t, x) =
1
2
∣∣∣B−1(−2A)1/2((1 +M−1)I − e2A(t−T ))−1/2(z − xeA(t−T ))∣∣∣2
H
(5.4)
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We choose k2 = 2. Projecting VM down to the e1 direction and control-
ling for the possibility | 〈z, e1〉H |2 < L2, this leads to the following definition
for F2, F3, which is analogous to the corresponding definitions of [5] for the
one-dimensional case,
F2(t, x) =
α1
λ21
(
1
M + 1− e2α1(t−T )
) (〈z, e1〉2H + e2α1(t−T ) 〈x, e1〉2H
−2eα1(t−T ) 〈z, e1〉H 〈x, e1〉H
)
+
α1
λ21
(L2 − 〈z, e1〉2H) (5.5)
and
F3(t, x) =
α1
λ21
(
1
M + 1− e2α1(t−T )
) (〈z, e1〉2H + e2α1(t−T ) 〈x, e1〉2H
+2eα1(t−T ) 〈z, e1〉H 〈x, e1〉H
)
+
α1
λ21
(L2 − 〈z, e1〉2H) (5.6)
As in [5] due to the singularities at t = T this scheme needs one more mol-
lification parameter denoted by t∗ and we finally set uε(t, x) = −DxU δ(t, x)
where
U δ(t, x) =
{
F1(x), t > T − t∗
U¯ δ(t, x), t ≤ T − t∗ , (5.7)
Then we can establish the following theorem, whose proof is omitted as
it is exactly analogous to that of Theorem 4.7 in [5]. We only remark that
the statement limε↓0 EZ(τˆ
v,ε, Xˆv,ε(τˆv,ε)) = 0 that is needed in the infinite
dimensional case that we consider in this paper is a direct consequence of
Theorem 4.1 and the definition of the Z function.
Theorem 5.2. Assume that δ = 2ε, η ∈ (ε/(ε + α1L2), 1/4). Let uε(t, x) =
−B⋆DxU δ(t, x) where U δ is defined in (5.7). Then up to an exponentially
negligible term in ε, we have for ε sufficiently small
−ε logQε(0, 0;uε) ≥ 2I1(ε, η, T, | 〈z, e1〉H |2,M)1{T≥t∗} + 2I2(ε, T )1{T<t∗}
− EZ(τˆ ε, Xˆε(τˆ ε)),
where
I1(ε, η, T, | 〈z, e1〉H |2,M) = (1− η)U δ(0, 0) + εR(η, T, | 〈z, e1〉H |2,M).
I2(ε, T ) =
α1
λ21
(L2 − Tε)
25
Here R(η, T, | 〈z, e1〉H |2,M)1 is a negative function that is uniformly bounded
in all of its arguments,
U δ(0, 0) ≥ α1
λ21
(
1
M + 1− e−2α1T
) 〈z, e1〉2 + α1
λ21
(L2 − 〈z, e1〉2)− δ log 3
and limε↓0 EZ(τˆ
ε, Xˆε(τˆ ε)) = 0.
Remark 5.3. As mentioned in [5] there are natural scalings under which
η → 0 and M → ∞, δ ↓ 0 as ε → 0. We can set δ = 2ε, M = ε−κ
with κ ∈ (0, 1), t∗ = −2λ21α1 log 1M . Also, the value of | 〈z, e1〉H |2 is not that
important as long as it is of order one and less than L2. If the natural
scalings are used then various terms vanish as ε→ 0, and we obtain that
lim
ε↓0
U δ(0, 0) = α1L
2 + α1| 〈z, e1〉H |2
e−2α1T
1− e−2α1T
uniformly in T as ε→ 0.
Theorem 5.4. Let uε(t, x) = B⋆DxU
δ(t, x) where U δ with δ = 2ε is defined
in (5.7) with t∗ = −2λ21α1 log
(
1
M
)
, then uε converges uniformly to u(x) =
α1
λ1
〈x, e1〉H .
Proof. This is an immediate consequence of the fact that t∗ converges to∞.
Therefore, U δ = F1 and u
ε = u for small ε.
Scheme 2: A further analysis of Scheme 1 leads to the conclusion that
the role of F2 and F3 as defined by (5.5)-(5.6) is to push trajectories very
gently outside the area of attraction in a time dependent manner. As we
will see in the analysis below and in the numerical simulation results of
Section 6, actually doing no change of measure in the neighborhood of zero
leads to schemes with comparable performance, but simpler in terms of
implementation. In particular, we now set k2 = 1 (i.e. we now need only
one function to control the behavior in the neighborhood of the rest point)
and we define
F ε2 =
α1
λ21
(L2 − εκ), where κ ∈ (0, 1) (5.8)
As the analysis below will demonstrate the term εκ defines the size of the
neighborhood of the attractor outside of which F1 takes over. The simulation
1For the exact form of R(η, T, | 〈z, e1〉H |
2,M) we refer the interested reader to Theorem
4.7 in [5]. We do not report it here as the formula is long and not useful for our purposes.
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results indicate that εκ should be neither too large, nor too small. We set
uε(x) = −DxU δ(x) where
U δ(x) = −δ log
(
e−
F1(x)
δ + e−
Fε2
δ
)
, (5.9)
Lemma 5.5 takes care of the integral term in the upper bound of the
second moment of the estimator and its proof is given in Appendix A. For
0 < η < 1 to be chosen later, we set Z = U δ,η = (1− η)U δ.
Lemma 5.5. Consider the function U δ(x) of Scheme 2 as defined by (5.9)
and for κ ∈ (0, 1) let us consider ε sufficiently small such that ε1−κ ≤ α1
2λ21
.
Then for all (t, x) ∈ [0, T ]×H we have Gε[U δ,η, U δ](x) ≥ 0.
Theorem 5.6. Let uε(x) = B⋆DxU
δ(x) where U δ with δ = 2ε is defined in
(5.9) then uε converges uniformly to u(x) = α1
λ21
〈x, e1〉H on bounded subsets
of H.
Proof. Notice that
B⋆DxU
δ(x) = ρδ1(x)B
⋆DxF1(x) = ρ
δ
1(x)
α1
λ1
〈x, e1〉H
where
ρδ1(x) =
e−
F1(x)
δ
e−
F1(x)
δ + e−
Fε2
δ
.
Then setting δ = 2ε
|uε(x)− u(x)| = ∣∣1− ρ2ε1 (x)∣∣ α1λ1 |〈x, e1〉H | .
Notice that
∣∣1− ρ2ε1 (x)∣∣ = e−
Fε2
2ε
e−
F1(x)
2ε + e−
Fε2
2ε
=
1
e
Fε2−F1(x)
2ε + 1
If F ε2 > F1(x) then the above expression converges to 0. This happens
whenever | 〈x, e1〉H | > εκ. The convergence is uniform for x satisfying εκ/2 <
| 〈x, e1〉H | ≤ L. On the other hand, if | 〈x, e1〉H | ≤ εκ/2, then |uε(x) −
u(x)|H < 2α1εκλ1 , because ρδ1 is bounded. This implies uniform convergence
on bounded subsets of H.
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Theorem 5.7. Assume that δ = 2ε and that for κ ∈ (0, 1), ε1−κ ≤ α1
2λ21
.
Let u(t, x) = −B⋆DxU δ(t, x) where U δ is defined in (5.9). Then up to an
exponentially negligible term in ε, we have
−ε logQε(0, 0;uε) ≥ 1
2
(1− η)U δ(0, 0)
where
U δ(0, 0) ≥ α1
λ21
(L2 − εκ)− δ log 2.
Proof. Recalling (5.1) we have
−ε log(Qε(0, x, uε)) ≥ inf
v∈A
(
2Z(0, x) − 2EZ(τˆ ε, Xˆε(τˆ ε))
+ 2E
∫ τˆε
0
Gε[Z,U ](s, Xˆε(s))ds
)
.
Choose Z = U δ,η as in Lemma 5.5. By Theorem 4.1 we have that
limε→0EU
δ,η(τˆ ε, Xˆε(τˆ ε)) = 0. Therefore, we can find a small enough ε > 0
such that this expression is less than Z(0, x)/2. By Lemma 5.5 we have
that Gε[Z,U ](t, x) ≥ 0. Since U δ(x) is the exponential mollification of two
functions, Lemma 4.1 of [5] gives that for every x ∈ H
U δ(x) ≥ min {F1(x), F ε2 } − δ log 2,
concluding the proof of the theorem.
6 Numerical simulations
In this section we demonstrate the theoretical results of this paper by a series
of simulation studies for (1.1). Clearly, if the initial point is in the domain
of attraction of the stable equilibrium point of the SPDE, then for L > 0,
we are dealing with a rare event. Hence accelerated Monte Carlo methods
such as importance samplings become relevant. We will apply the schemes
of Section 5 and we will compare their performance with (a): standard
Monte Carlo, which corresponds to no-change of measure at all, and with
various other alternatives such as (b) reversing the dynamics everywhere in
the domain of simulation and (c): forcing all the directions in the region
away from the rest point as opposed to the suggested change of measure,
where only the important e1 is being forced.
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The mild solution to
dXε(t) = (AXε(t) +Bu(t))dt+
√
εBdw¯(t) (6.1)
is
Xε(t) = etAx+
∫ t
0
e(t−s)ABu(s)ds+
√
ε
∫ t
0
e(t−s)ABdw¯(s),
where etA is the C0-semigroup generated by A.
We will only use controls in feedback form, i.e, u(s) = u(s,Xε(s)). It
is clear that in order to simulate the process given by (6.1), we need to
discretize the equation in time and space. Here one can use many different
methods ranging from finite differences to spectral methods. In the simula-
tion below we used the exponential Euler scheme finite-dimensional Galerkin
projection as it is described in [9]. In particular, we first notice that the N th
Galerkin approximation for Xε (6.1) is given by{
dXεN (t) = (ANX
ε
N (t) + (ΠNBu)(t,X
ε
N (t)))dt +
√
εΠNBdw¯(t)
XεN (0) = ΠNx,
(6.2)
and we refer the reader to Appendix B for the definition of the projection
operators AN and ΠN . Under appropriate conditions on the control u(t, x),
the unique solution to (6.2) can be written as
XεN (t) = e
AN tΠNx+
∫ t
0
eAN (t−s)(ΠNBu)(s,X
ε
N (s))ds
+
√
ε
∫ t
0
eAN (t−s)ΠNBdw¯(t) (6.3)
The exponential Euler numerical scheme, as introduced in [9], that we
use in order to simulate from (6.3) goes as follows. Consider time step
h = T/Λ for some Λ ∈ N and discretization times tk = kh for k = 0, · · · ,Λ.
Then we set ΘN,Λ0 = ΠNx and we define
ΘN,Λk+1 = e
ANhΘN,Λk +A
−1
N (e
ANh − I)(ΠNBu)(tk,ΘN,Λk )
+
√
ε
∫ tk+1
tk
eAN (tk+1−s)ΠNBdw¯(t) (6.4)
In particular, for given N and Λ, and for ΘN,Λk,j =
〈
ej,Θ
N,Λ
k
〉
and
f jN =
〈
ej ,ΠNBu(tk,Θ
N,Λ
k )
〉
with j = 1, · · · , N , we have that the numerical
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scheme for the approximation to (6.1) is
ΘN,Λk+1,j = e
−αjhΘN,Λk,j +
1− e−αjh
αj
f jN +
√
ελj
√
1− e−2αjh
2αj
ξjk (6.5)
where ξjk for k = 0, · · · ,Λ − 1 and j = 1, · · · , N are independent, standard
normally distributed random variables. As it is quantified in Theorem 3.1
and more precisely in Section 4(b) of [9], the strong error rate of convergence
of this scheme for our case of interest is N−(1/2)+ζ + log ΛΛ for an arbitrarily
small ζ > 0.
In our numerical simulations we consider the stochastic heat equation
and we take B = I (i.e., we work with space-time white noise) and the
operator A to be the realization of the Laplace operator ∂
2
∂ξ2
with Dirich-
let boundary conditions in H. A is diagonalizable in H. The complete
orthonormal basis of H is given by
ek(ξ) =
√
2 sin(kπξ), k = 1, 2, 3, ... (6.6)
with the eigenvalues taking the form αk = k
2π2. Our goal is to estimate
quantities of the form (1.7).
All the simulations below were done using a parallel MPI C code with
K = 5× 105 Monte Carlo trajectories and we consider exit from the ball of
size L = 1 of a system exposed to space-time white noise (B = I). As it
is standard in the related literature, the measure of performance is relative
error per sample, defined as
relative error per sample
.
=
√
K
standard deviation of the estimator
expected value of the estimator
.
The smaller the relative error per sample is, the more efficient the al-
gorithm is and the more accurate the estimator is. However, in practice
both the standard deviation and the expected value of an estimator are typ-
ically unknown, which implies that empirical relative error is often used for
measurement. This means that the expected value of the estimator will be
replaced by the empirical sample mean, and the standard deviation of the
estimator will be replaced by the empirical sample standard error.
Before presenting the simulation results, let us comment on what the
end conclusions of the numerical studies are2.
2 Due to space limitations issues and due to the lack of any important additional
information, we do not report estimated probability values for some of the test cases and
we only report estimated relative errors per sample, which is the measure of performance
being used. The data on probability estimates is available upon request.
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1. Standard Monte Carlo estimation, i.e. with no change of measure
performs pretty bad as it is indicated in Tables 1-2. A dash line
indicates that there was no successful trajectory in the simulations
and thus no estimate, good or bad, could be provided. Notice that
the relative errors per sample in Table 2 are getting increasingly large
making the reported probability values of Table 1 to be of no value.
2. The importance sampling scheme based on Scheme 2 performs very
well as it is indicated in Tables 3-7 with increasing accuracy as T
gets larger. In Table 3 we have picked some representative probability
estimates and we have compared the estimated values for different
levels of the N th Galerkin approximation with N = 4, 100, 150, 300.
We notice that the estimates range from events of the order of 10−4 to
10−22 and that the estimates are practically indistinguishable for N =
100, 150, 300. This indicates that the first mode really dominates the
rare event. This also leads us to conclude that N = 100 is a sufficiently
good lower dimensional approximation to the corresponding SPDE.
Notice also that the relative errors per sample as reported in Tables 4-7
support the theoretical findings in that the scheme performs optimally
as the theory predicts. In particular as T gets larger and ε gets smaller,
relative errors decrease independently of the dimension.
3. In Tables 8-9 we report estimated relative errors per sample based
on Scheme 1. Comparing these tables with the ones corresponding
to Scheme 2, i.e., Tables 4-7, we notice that Scheme 1 seems to be
performing a little bit better than the simpler Scheme 2 for small
times, but the difference in performance disappears as T gets larger.
We note however that the slightly superior performance comes with a
little bit of extra computational cost, in that instead of F ε2 of Scheme
2, one needs to compute at each step both F2(t, x) and F3(t, x) of
Scheme 1.
4. In Table 10 we investigate numerically the situation where the first two
eigenvalues are the same, the third eigenvalue is well separated from
the first and second and we project down to the {e1, e2} manifold. We
observe that the performance of the scheme (in terms of relative error
per sample) is pretty stable as T gets larger. At the same time, if the
spectral gap exists but we still project down to the {e1, e2} manifold
instead of the {e1} manifold, then the performance is quite bad, see
Table 11.
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5. Simulations based on forcing the modes everywhere (either all of the
modes or only the first one) were also implemented, see Table 12 for
N = 100. A clear degradation in performance is indicated as T gets
larger.
6. If there is a spectral gap that is not sufficiently large, then the perfor-
mance starts degrading, see Table 13.
ε | T 1 2 3 4 6 8 10 12
0.09 − 4.80e− 05 9.39e− 04 1.65e− 04 3.12e− 04 4.76e− 04 6.32e− 04 7.04e− 04
0.08 − 1.80e− 05 2.6e− 05 4.39e− 05 9.40e− 05 1.08e− 04 1.44e− 04 1.62e− 04
0.07 − 2.00e− 06 2.01e− 06 1.39e− 05 7.99e− 06 2.40e− 05 2.41e− 05 4.00e− 05
0.06 − − − − 1.99e− 06 − − 6.00e− 06
0.05 − − − − − − − −
0.04 − − − − − − − −
0.03 − − − − − − − −
0.02 − − − − − − − −
Table 1: Estimated probability values for θε(0, T ) for different pairs (ε, T )
when Galerkin projection level is N = 100. The values reported are based
on standard Monte Carlo without employing some change of measure.
ε | T 1 2 3 4 6 8 10 12
0.09 − 144 103 78 57 46 40 38
0.08 − 235 196 150 103 96 83 79
0.07 − 707 707 267 353 204 204 158
0.06 − − − − 707 − − 408
0.05 − − − − − − − −
0.04 − − − − − − − −
0.03 − − − − − − − −
0.02 − − − − − − − −
Table 2: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. The values reported are
based on standard Monte Carlo without employing some change of measure.
Notice that a probability of 2× 10−6 means that exactly one of the 5× 105
trajectories exited the region. The relative error in that case is 707 =√
5× 105
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ε T N = 4 N = 100 N = 150 N = 300
0.09 2 4.08e− 05 4.47e− 05 4.48e− 05 4.55e− 05
0.09 4 1.58e− 04 1.75e− 04 1.76e− 04 1.74e− 04
0.09 8 3.99e− 04 4.42e− 04 4.44e− 04 4.43e− 04
0.09 12 6.42e− 04 7.10e− 04 7.12e− 04 7.11e− 04
0.06 2 1.37e− 07 1.52e− 07 1.52e− 07 1.51e− 07
0.06 4 6.75e− 07 7.45e− 07 7.46e− 07 7.46e− 07
0.06 8 1.81e− 06 2.01e− 06 2.00e− 06 2.00e− 06
0.06 12 2.93e− 06 3.26e− 06 3.26e− 06 3.27e− 06
0.04 2 2.57e− 11 2.91e− 11 2.92e− 11 2.92e− 11
0.04 4 1.74e− 10 1.93e− 10 1.94e− 10 1.94e− 10
0.04 8 4.96e− 10 5.56e− 10 5.53e− 10 5.53e− 10
0.04 12 8.26e− 10 9.16e− 10 9.21e− 10 9.20e− 10
0.02 2 1.87e− 22 2.08e− 22 2.13e− 22 2.23e− 22
0.02 4 2.63e− 21 2.93e− 21 2.94e− 21 2.97e− 21
0.02 8 8.67e− 21 9.61e− 21 9.51e− 21 9.61e− 21
0.02 12 1.46e− 20 1.61e− 20 1.63e− 20 1.62e− 20
Table 3: Estimated probability values for θε(0, T ) for different pairs (ε, T )
and for Galerkin projection levels of N = 4, 100, 150, 300. The importance
sampling scheme being used is Scheme 2 of Section 5 with κ = 0.6.
ε | T 1 2 3 4 6 8 10 12
0.09 12.2 3.3 2.0 1.6 1.1 0.9 0.9 0.9
0.08 14.9 3.6 2.1 1.7 1.2 1.0 0.9 0.9
0.07 18.3 3.9 3.4 1.8 1.3 1.1 0.9 0.9
0.06 25.9 4.4 2.6 1.9 1.4 1.1 1.0 0.9
0.05 39.5 5.2 2.9 2.2 1.6 1.3 1.1 1.0
0.04 70.8 6.6 3.4 2.5 1.8 1.4 1.2 1.1
0.03 145 8.9 4.3 3.1 2.1 1.7 1.4 1.3
0.02 − 16.1 6.3 4.2 2.9 2.3 1.9 1.7
Table 4: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 4. The importance sampling
scheme being used is Scheme 2 of Section 5 with κ = 0.6.
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ε | T 1 2 3 4 6 8 10 12
0.09 12 3.3 2.1 1.6 1.1 1.0 0.9 0.9
0.08 15 3.5 2.2 1.7 1.2 1.0 0.9 0.9
0.07 18 3.9 2.4 1.8 1.3 1.1 0.9 0.9
0.06 25 4.5 2.6 1.9 1.4 1.2 1.0 0.9
0.05 42 5.3 2.9 2.1 1.5 1.3 1.1 1.0
0.04 64 6.6 3.4 2.5 1.8 1.4 1.2 1.1
0.03 187 9.0 4.3 3.0 2.1 1.7 1.5 1.3
0.02 − 16.4 6.2 4.2 2.9 2.3 1.9 1.8
Table 5: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. The importance sampling
scheme being used is Scheme 2 of Section 5 with κ = 0.6.
ε | T 1 2 3 4 6 8 10 12
0.09 11.9 3.3 2.1 1.6 1.1 1.0 0.9 0.9
0.08 14.4 3.5 2.2 1.7 1.2 1.0 0.9 0.9
0.07 18.8 3.9 2.4 1.9 1.3 1.1 0.9 0.9
0.06 24.7 4.5 2.6 2.1 1.4 1.2 1.0 0.9
0.05 38.5 5.3 2.9 2.5 1.5 1.2 1.1 1.0
0.04 66.1 6.6 3.5 2.7 1.8 1.4 1.2 1.1
0.03 189 9.1 4.3 3.0 2.1 1.7 1.5 1.3
0.02 − 16.2 6.3 4.2 2.9 2.3 1.9 1.8
Table 6: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 150. The importance sampling
scheme being used is Scheme 2 of Section 5 with κ = 0.6.
ε | T 1 2 3 4 6 8 10 12
0.09 11.9 3.2 2.1 1.6 1.1 1.0 0.9 0.9
0.08 14.2 3.6 2.2 1.7 1.2 1.0 0.9 0.9
0.07 18.3 3.9 2.3 1.8 1.3 1.1 0.9 0.9
0.06 25.3 4.5 2.6 1.9 1.4 1.2 1.0 0.9
0.05 39.3 5.3 2.9 2.1 1.5 1.2 1.1 1.0
0.04 68.6 6.5 3.4 2.5 1.8 1.4 1.2 1.1
0.03 161 9.2 4.3 3.0 2.1 1.7 1.5 1.3
0.02 500 15.7 6.3 4.2 2.9 2.3 1.9 1.7
Table 7: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 300. The importance sampling
scheme being used is Scheme 2 of Section 5 with κ = 0.6.
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ε | T 1 2 3 4 6 8 10 12
0.09 3.7 1.1 1.1 1.4 1.3 1.2 1.1 1.0
0.08 4.3 1.2 1.0 1.4 1.4 1.3 1.1 1.0
0.07 5.2 1.3 0.9 1.5 1.6 1.4 1.3 1.2
0.06 6.4 1.4 0.9 1.5 1.7 1.6 1.4 1.3
0.05 8.7 1.6 0.9 1.5 1.9 1.8 1.7 1.6
0.04 13.8 1.6 0.9 1.2 2.3 2.3 2.1 1.9
0.03 29.1 1.8 1.0 1.1 3.1 3.1 2.9 2.7
0.02 121.9 2.4 1.1 1.0 4.6 5.2 5.1 4.7
Table 8: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. The importance sampling
scheme being used is Scheme 1 of Section 5 with parameters (M, t∗) =
(ε−0.5,− 2α1 log(ε0.5)).
ε | T 1 2 3 4 6 8 10 12
0.09 3.7 1.5 1.6 1.4 1.1 0.9 0.8 0.8
0.08 4.3 1.5 1.6 1.4 1.2 1.0 0.9 0.8
0.07 5.2 1.3 1.6 1.5 1.2 1.1 0.9 0.9
0.06 6.4 1.4 1.6 1.6 1.3 1.2 1.0 0.9
0.05 8.7 1.6 1.4 1.7 1.5 1.3 1.1 1.1
0.04 13.8 1.6 1.2 1.7 1.6 1.4 1.2 1.2
0.03 29.1 1.8 1.0 1.7 1.9 1.7 1.6 1.4
0.02 118.8 2.4 1.0 1.4 2.4 2.3 2.1 1.9
Table 9: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. The importance sampling
scheme being used is Scheme 1 of Section 5 with parameters (M, t∗) =
(ε−0.6,− 2α1 log(ε0.6)).
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ε | T 1 2 3 4 6 8 10 12
0.09 5.8 1.7 1.1 0.9 0.9 1.0 1.4 1.8
0.08 6.9 1.8 1.2 0.9 0.9 1.0 1.3 1.7
0.07 8.6 2.1 1.3 1.0 0.9 1.0 1.2 1.6
0.06 11.8 2.3 1.4 1.0 0.9 1.0 1.1 1.4
0.05 17.1 2.7 1.6 1.1 0.9 1.0 1.0 1.2
0.04 28.8 3.3 1.8 1.3 1.0 0.9 1.0 1.1
0.03 76.5 4.5 2.2 1.6 1.1 0.9 1.0 1.0
0.02 500 7.4 3.2 2.2 1.5 1.2 1.1 1.0
Table 10: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. We project to the {e1, e2}
manifold and the eigenvalues are α1 = α2 = 1 while αk = k
2 for k ≥ 3.
The importance sampling scheme being used is Scheme 2 of Section 5 with
κ = 0.6.
ε | T 1 2 3 4 6 8 10 12
0.09 175 54 34 26 20 16 15 13
0.08 220 82 47 38 29 23 21 19
0.07 360 118 83 63 45 37 32 29
0.06 453 250 132 104 72 59 49 48
0.05 471 341 220 168 146 101 83 85
0.04 543 499 483 302 297 268 222 155
0.03 − 500 500 453 402 364 353 397
0.02 − − − − − − − −
Table 11: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. We project to the {e1, e2}
manifold and the eigenvalues are k2 for k ≥ 1. The importance sampling
scheme being used is Scheme 2 of Section 5 with κ = 0.6.
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ε | T 1 2 3 4 6 8 10 12
0.09 3.7 1.1 0.9 1.1 2.2 4.5 10 21
0.08 4.4 1.2 0.9 1.1 2.2 4.5 10 20
0.07 5.1 1.2 0.9 1.1 2.1 4.2 10 17
0.06 6.4 1.3 0.9 1.1 2.2 4.2 9.5 17
0.05 8.7 1.4 0.9 1.0 2.1 3.9 8.5 17
0.04 13.6 1.6 0.9 1.0 1.9 3.9 8.9 14
0.03 28.2 1.8 0.9 1.0 1.8 3.6 7.6 15
0.02 128.3 2.4 1.1 0.9 1.7 3.4 7.4 16
Table 12: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. We project to the {e1}
manifold everywhere (i.e., even in the neighborhood of the attractor) and
the eigenvalues are k2 for k ≥ 1.
ε | T 1 2 3 4 6 8 10 12
0.09 14.8 5.6 2.9 2.3 2.2 1.8 1.5 2.0
0.08 21.9 5.7 3.0 2.5 2.3 1.9 3.7 3.6
0.07 20.9 5.3 3.2 2.5 2.1 1.7 1.6 2.1
0.06 38.6 7.7 4.1 2.8 13.6 2.0 1.9 2.7
0.05 56.4 7.4 4.1 3.1 2.2 1.9 1.8 2.8
0.04 73.4 8.6 6.1 3.8 2.6 2.2 2.4 2.7
0.03 258.7 10.6 5.1 4.1 2.8 2.4 2.2 2.8
0.02 − 17.7 9.0 5.4 4.1 3.6 2.8 3.5
Table 13: Estimated relative errors per sample for θε(0, T ) for different pairs
(ε, T ) when Galerkin projection level is N = 100. We project to the {e1}
manifold and the eigenvalues are 1, 2 and then k2 for k ≥ 3. The importance
sampling scheme being used is Scheme 2 of Section 5 with κ = 0.6.
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7 Conclusions and future work
In this paper we studied the issues that arise in the design of importance
sampling schemes for small noise infinite dimensional stochastic dynamical
systems. We concentrated on the linear case where we could also provide
conditions on the spectral gap and we could design importance sampling
methods whose performance does not degrade due to the infinite dimension-
ality of the system or due to prelimit effects.
Our results are a promising first step towards building provably efficient
and implementable importance samplings schemes for the estimation of rare
events for nonlinear SPDEs. There are however certain issues that need to
be first understood better before addressing the nonlinear case. In the linear
case the idea is that if a sufficiently large spectral gap exists then the rare
event takes place in a lower dimensional manifold which happens to be affine
(the e1 direction). In this case we built our importance sampling schemes by
projecting to the span of e1. In Section 2 we demonstrated that projecting
onto lower-dimensional manifolds is necessary to avoid infinite trace second
derivatives. In the nonlinear case, the first problem is identifying the lower
dimensional manifold where the rare event takes place (if one exists) and the
second problem is how to project to this manifold if it is not affine. Solving
the first problem seems to be problem dependent and it may be difficult to
find closed form solutions. Even when one can explicitly characterize the
lower-dimensional manifold where the rare event is likely to take place, it is
not clear how to project onto that manifold if it is not linear. The results of
this paper could potentially be useful for building sensible algorithms where
one could linearize locally the underlying manifold where the rare event
takes place and apply the methods of this paper in a local fashion. These
issues present interesting challenges for future work.
A Proof of Lemma 5.5
Before proving Lemma 5.5 let us define some useful quantities. Set
β0(x) =
[
ρ1(x) |B⋆DxF1(x)|2H − ρ21(x) |B⋆DxF1(x)|2H
]
and notice that ρ1 ∈ [0, 1], guarantees that β0(x) ≥ 0. In addition, let us
define
γ1 = Gε[F1](x) = −εα1.
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By the argument of Lemma 4.1 of [5] applied to Gε[U δ,η](x) and (5.2) we get
Gε[U δ,η, U δ](x) ≥1− η
2
(
1− ε
δ
)
β0(x) + (1− η)ρ1(x)γ1
+
η − 2η2
2
ρ21(x) |B⋆DxF1(x)|2H (A.1)
for all x ∈ H. The lower bound for the operator Gε[U δ,η, U δ](x), given by
(A.1), will be based on a separate analysis for three different regions that
are determined by level sets of V1(x) = | < x, e1 > |2.
Let κ ∈ (0, 1) to be chosen, α ∈ (0, 1 − κ) and consider K such that
e−K
e−K+1
= 34 , i.e., K = − ln 3 < 0. Let us also assume ε ∈ (0, 1) . Then, we
define
B1 =
{
x ∈ H : V1(x) ≤ εκ+α, κ ∈ (0, 1), α ∈ (0, 1 − κ)
}
B2 =
{
x ∈ H : εκ+α ≤ V1(x) ≤ εκ + (εκ − εK)
}
B3 =
{
x ∈ H : εκ + (εκ − εK) ≤ V1(x) ≤ L2
}
Lemma 5.5 is a direct consequence of Lemmas A.1, A.2 and A.3 that
treat the regions B1, B3 and B2 respectively.
Lemma A.1. Assume that x ∈ B1, δ = 2ε, η ≤ 1/2 and ε ∈ (0, 1). Then,
up to an exponentially negligible term
Gε[U δ,η, U δ](x) ≥ 0.
Proof. In this region, we are guaranteed that F1(x) > F
ε
2 . Indeed, we have
that
F1(x)− F ε2 ≥
α1
λ21
(
εκ − εκ+α) > 0
since ε < 1 and α ∈ (0, 1). Hence, we have that
− 1
2ε
[F1(x)− F2] ≤ − 1
2ε
[εκ (1− εα)] = −1− ε
α
2ε1−κ
This immediately implies that the term involving the weight ρ1 is ex-
ponentially negligible. Since β0(x) ≥ 0 and η ≤ 1/2, all other terms are
non-negative, and the result follows.
Lemma A.2. Assume that x ∈ B3, δ = 2ε, η ≤ 1/4 and that ε1−κ ∈
(0, α1/2λ
2
1). Then, we have
Gε[U δ,η, U δ](x) ≥ 0.
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Proof. In this region we have that V (x) ≥ 2εκ−εβK > 0 for ε small enough.
Moreover, since K = − ln 3 is chosen such that
ǫ−K
ǫ−K + 1
=
3
4
we obtain that for x ∈ B3, ρ1(x) ≥ 3/4. We have the following inequalities
Gε[U δ,η, U δ](x) ≥ (1− η)1
4
ρ1(x)(1 − ρ1(x)) |B⋆DxF1(x)|2H + (1− η)ρ1(x)γ1
+
1
2
(
η − 2η2) |ρ1(x)B⋆DxF1(x)|2
≥ (1− η)
[
ρ1(x)(1− ρ1(x))α
2
1
λ21
V1(x)− εα1ρ1(x)
]
+ 2
(
η − 2η2) ρ21(x)α21λ21 V1(x)
≥ (1− η)
[
α21
4λ21
V1(x)− εα1
]
ρ1(x) +
3
α21
λ21
2
(
η − 2η2) ρ1(x)V1(x)
≥ (1− η)
[
α21
4λ21
(2εκ − εK)− εα1
]
ρ1(x) +
9α21
16λ21
η (2εκ − εK)
≥ (1− η)α1
[
α1
2λ21
εκ − ε
]
ρ1(x) +
9α21
8λ21
ηεκ
≥ 0
In the third inequality we used the fact that ρ1(x) ≥ 3/4 for x ∈ B3.
In the next inequality we used that η ≤ 1/4 and that for x ∈ B3, V1(x) ≥
2εκ − εK. Lastly, in the last inequality, we used that K < 0 and that
0 < ε1−κ < α1/(2λ
2
1). This concludes the proof of the lemma.
Lemma A.3. Assume that x ∈ B2, η ≤ 1/4 and set δ = 2ε. Let ε > 0 be
small enough such that ε1−κ ≤ α1
2λ21
. Then we have that
Gε[U δ,η, U δ ](x) ≥0
Proof. This is the most problematic region, since one cannot guarantee that
ρ1 is exponentially negligible or of order one. We distinguish two cases
depending on whether ρ1(x) > 1/2 or ρ1(x) ≤ 1/2.
For the case ρ1(t, x) > 1/2, one can just follow the proof of Lemma A.2.
Then, one immediately gets that Gε[U δ,η, U δ ](x) ≥ 0.
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Let us now study the case ρ1(x) ≤ 1/2. Here we need to rely on the
positive contribution of β0(x). Dropping other terms on the right that are
not possibly negative, we obtain from (A.1) that
Gε[U δ,η, U δ](x) ≥ (1− η)β
4
ρ1(x)(1 − ρ1(x)) |B⋆DxF1(x)|2H + (1− η)ρ1(x)γ1
≥ (1− η)β
8
ρ1(x) |B⋆DxF1(x)|2H + (1− η)ρ1(x)γ1
where we used ρ1(t, x) ≤ 1/2. Recalling now the definitions of DxF1(x) and
γ1, we subsequently obtain
Gε[U δ,η, U δ](t, x) ≥ (1− η)
[
α21
2λ21
V (x)− εα1
]
ρ1(x)
≥ (1− η)α1
[
α1
2λ21
εκ − ε
]
ρ1(x) ≥ 0
In the last inequality we used that for x ∈ B2 V (x) ≥ εκ and that ε > 0
is small enough such that ε1−κ ≤ α1
2λ21
. This concludes the proof of the
lemma.
B Galerkin approximation
The goal of this section is to get an explicit bound in terms of ε, T and
the eigenvalues of the difference of Xε(t) and its finite dimensional Galerkin
approximation, see also [9] for general bounds. Our goal is not to present the
most general result possible, but rather to point out the issues related for the
problem studied in thus paper in the simplest situation possible. For N ∈ N
let HN be the finite dimensional space span{ek}Nk=1. Let ΠN : H → HN be
the projection operator onto this space. That is, for any x ∈ H,
ΠNx =
N∑
k=1
〈x, ek〉H ek.
Definition B.1. Letting AN := ΠNA, the N
th Galerkin approximation for
Xε is defined to be the solution to N -dimensional SDE{
dXεN (t) = (ANX
ε
N (t) + ΠNBu(X
ε
N (t)))dt+
√
εΠNBdw(t)
XεN (0) = ΠNx.
(B.1)
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Given that in this paper, u represents the control being applied which
turns out to be affine, we may, for the purposes of this section, embed this
into A. We will do so and thus from now on set u = 0. The same conclusions
hold when u 6= 0.
Theorem B.2. For any initial condition x ∈ H and any ε > 0, T > 0,
E sup
t≤T
|Xε(t)−XεN (t)|2H ≤ |(I−ΠN )x|H+
√
εCT
(
∞∑
k=N+1
λ2kα
−γ
k
)1/2
, (B.2)
for some constant C < ∞. The limit as N → +∞ is zero but it is not
uniform with respect to initial conditions in bounded subsets of H. The
limit is uniform with respect to initial condition in the compact set {x ∈ H :
|(−A)ηx|H ≤ R} for any η > 0.
Before proving this theorem in generality, we study the special case of
the stochastic convolution.
Lemma B.3. For any T > 0, p ≥ 1, 12 < γ < 1 the Galerkin approximations
of the stochastic convolution converge in Lp(Ω;C([0, T ];H)) and there exists
a constant C = C(p, γ) such that
E sup
t≤T
∣∣∣∣(I −ΠN )
∫ t
0
e(t−s)ABdw(s)
∣∣∣∣
p
H
≤ CT
(
∞∑
k=N+1
λ2kα
−γ
k
)p/2
. (B.3)
Proof. We use the stochastic factorization method (see [4]) which is based
on the following identity. For any s < t, 0 < α < 1∫ t
s
(t− σ)α−1(σ − s)−αdσ = π
sin(απ)
. (B.4)
We then write the stochastic convolution as∫ t
0
e(t−s)ABdw(s) =
sin(απ)
π
∫ t
0
(t− σ)α−1e(t−σ)AYα(σ)dσ (B.5)
Yα(σ) =
∫ σ
0
(σ − s)−αe(σ−s)ABdw(s). (B.6)
Let 12 < γ < 1 and p ≥ 1. We then choose 0 < α < 1−γ2 and calculate that
E |(I −ΠN )Yα(σ)|2H =
∫ σ
0
s−2α
∞∑
k=N+1
λ2ke
−2αksds
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We use the identity supx>0 x
γe−x =: Cγ < +∞ to show that
e−2αks ≤ e
−α1s
sγαγk
and it follows that there exists C = C(α, γ) such that
E|(I−ΠN )Yα(σ)|2H ≤
(∫ ∞
0
s−2α−γe−α1sds
) ∞∑
k=N+1
λ2kα
−γ
k ≤ C
∞∑
k=N+1
λ2kα
−γ
k .
By the Burkholder-Davis-Gundy inequality, for any p ≥ 2,
E|(I −ΠN )Yα(σ)|pH ≤ C
(
∞∑
k=N+1
λ2kα
−γ
k
)p/2
.
By applying the Ho¨lder inequality to (B.5)∣∣∣∣(I −ΠN )
∫ t
0
e(t−s)Adw(s)
∣∣∣∣
p
H
≤
(∫ t
0
(t− σ)
p(α−1)
p−1 e−
pα1(t−σ)
p−1 dσ
)p−1(∫ t
0
|Yα(σ)|pHdσ
)
.
If we choose p large enough so that p(α−1)p > −1, then the first integral
converges and is bouned for all t > 0 and
E sup
t≤T
∣∣∣∣(I −ΠN )
∫ t
0
e(t−s)Adw(s)
∣∣∣∣
p
H
≤ CT
(
∞∑
k=N+1
λ2kα
−γ
k
)p/2
.
We can lower p by using Jensen’s inequality.
Proof of Theorem B.2. First, we observe that in the case being considered
|Xε(t)−XεN (t)|H = |Xε(t)−ΠNXε(t)|H .
So, we can write
Xε(t)−ΠNXε(t) = (I −ΠN )eAtx+
√
ε(I −ΠN )
∫ t
0
e(t−s)ABdw(s).
We know that ∣∣(I −ΠN )eAtx∣∣H ≤ |(I −ΠN )x|H → 0.
If x ∈ (−A)−η(H), then
|(I −ΠN )x|H = |(I −ΠN )(−A)−η(−A)ηx|H ≤ α−ηN+1|(−A)ηx|H .
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The stochastic convolution term can be made small by Lemma B.3. We can
combine these estimates to conclude that
E sup
t≤T
|Xε(t)−XεN (t)|H ≤ |(I −ΠN )x|H +
√
εCT
(
∞∑
k=N+1
λ2kα
−γ
k
)1/2
.
The above expression converges to 0 and the convergence is uniform for
initial conditions x satisfying |(−A)ηx|H ≤ R.
We conclude this section with two relevant remarks.
Remark B.4. The previous theorem shows that Xε(t) and its Galerkin ap-
proximation XεN (t) are pathwise close, but also that the Galerkin approxi-
mation’s accuracy for fixed n and ε decreases as time T increases. This is
not a failure of our estimation. The difference Xε(t) − XεN (t) is a Markov
process that is exposed to the noise
√
ε(I − ΠN )Bdw(t). While this noise
is degenerate in H, it is nondegenerate on the the subspace (I − ΠN )(H).
We can guarantee by standard arguments that for fixed n and ε and with
probability one Xε(t) and XεN (t) will deviate from each other arbitrarily far
on an infinite time horizon.
Remark B.5. In Theorem B.2, we claimed that the convergence of the
Galerkin approximations is uniform if the initial conditions x are regular
enough. In fact, over long time periods, the regularity of the initial condi-
tions does not matter. This is because
|(I −ΠN )etAx|H ≤ e−αN t|x|H .
Therefore we can have uniform convergence on bounded sets in D ⊂ H as
long as we consider the estimate
sup
x∈D
E sup
t0≤t≤T
|Xε(t)−XεN (t)|2H
for some t0 > 0.
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