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ABSTRACT 
This paper is intended to show some of the uses of Natural 
Language Interfaces by studying three systems that use Natural 
Language Interfaces. What better way to bridge the communication 
gap between the user and the computer than Natural Language 
Interfaces? The three systems that I will be reporting on are: 
1) TORUS: A STEP TOWARDS BRIDGING THE GAP BETWEEN DATA BASES AND THE CASUAL USER. 
By: J, Mylopoulos, A. Borgida, P. Cohen, N. Rossopoulos, J. Tsotsos, and H. Wong, 1976. 
2) PHLIQA-1 A QUESTION-ANSWERING SYSTEM FOR DATA BASE CONSULTATION IN NATURAL ENGLISH. 
By: W. J. H. J, Bronnenberg, S. P. J, Landsbergen, R. J. H. Scha, W. J. Schoenmakers and Von Utteren, 1978. 
3) INTERACTING IN NATURAL LANGUAGE WITH ARTIFICIAL SYSTEMS: THE DONAU PROJECT. 
By: G. Guida, and M. Somalvico, 1980. 
The rapid increase of Personal Computers has highlighted the need 
for a method to use efficient man-computer interfaces. Technology 
in the area of Computer Processor, Data Base, and Language Processor 
has progressed to a more understandable level. Thus interfaces such 
as Natural Language will aid the user to better communicate with the 
computer. S. J, Kaplan and David Ferris [03) noted this phenomenon 
as follows: 
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,· 
"Artificial Intelligence has been getting a lot of 
attention lately, and much of it has been focused on the 
field's successes in Natural Language Processing - the 
ability to communicate with computers in ordinary 
languages such as English. A lot of research has taken 
place over the last 10 years, and commercial products 
are beginning to become available. The Japanese are 
interested, too. They hope to use the technology as an 
integral component of their projected fifth generation 
machines." 
This excerpt, and numerous others, have led me to investigate this 
topic in further detail. 
In conclusion the three systems studied have helped to bridge the 
gap between the computer and the user. The area of Natural Language 
and Artificial Intelligence offers numerous possibilities for future 
development to aid further in bridging the gap between the computer 
and the user. 
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INTRODUCTION 
The ever-incr•~sing use of Mini and Small Business Computers by 
numerous users with varying knowledge of computer expertise, and the 
ever-widening variety of diverse software products for problem 
solving, have highlighted a need for better use of the computer 
interface. This interface should be easy to use by people at all 
administrative levels, i.e., from upper management to clerks. 
Several systems have approached this problem with conventional 
data processing methods. Some "Expert Systems" have used Artificial 
Intelligence techniques to help construct the interface for a 
limited set of users. Other systems have used a Natural Language 
Processor as an answer to solving the interface problem. 
An analysis of this need has led me to the "Natural Language 
Interfaces" as a possible solution. 
This thesis discusses three systems that use Natural Language 
Interfaces. I will examine here the manner in which the. three 
systems use these interfaces. 
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TORUS: A STEP TOWARDS BRIDGING THE GAP BETWEEN DATA BA
SES AND 
THE CASUAL USER 
1. 1 ABSTRACT 
The term TORUS is short for TORonto Understanding Sy
stem. This 
report describes TORUS, a natural language understandi
ng system that 
serves as a front-end to a data base management system
 to facilitate 
communication with casual users. The system empl
oys a semantic 
network to store knowledge about a data base of st
udents. This 
knowledge is used to find the meaning of each input 
statement, to 
decide what action to take with respect to the data
 base, and to 
select information that must be output in response 
to the input 
statement. A prototype version of TORUS was imple
mented at the 
University of Toronto in the early 1970's. 
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1.2 SYSTEM INTERFACES 
SYSTEM INPUTS 
The TORUS system's input is via information requests 
to the data 
base using English phrases and/or sentences. In orde
r for TORUS to 
understand and interpret your information reque
st, two major 
analyses are done. First, a Syntactic Analysis is u
sed to process 
sentences. Second, a Semantic Analysis is used 
to create an 
interpretation consisting of relationships establish
ed within the 
particular set of data which the system must manage. 
The syntactic analysis is an analysis of the inpu
t sentence. 
This analysis consists of a word-by-word examination o
f the form and 
structure of the sentence. While this analysis is ta
king place, the 
problems of word recognition, inflectional and der
ivational affix 
analysis and contractions are managed. During the an
alysis, certain 
contiguous sets of words such as idioms and compo
und words are 
recognized and replaced by symbols which the rest of 
the system can 
utilize. 
The initial output of the first stage of 
is a linked-list consisting of dictionary 
entries will also be found: 
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the syntactic analysis 
entries. Among these 
A) words of the original sentence; 
B) multiple entries for ambiguous words; 
C) symbols for the replacement of idiom
s and compound words. 
This linked-list is passed to an A
ugmented Translation Network (ATN) 
for continued syntactic analysis.
 Despite the fact that ATN's ar
e 
generally non-deterministic, only
 one parse is used at any given
 
time. Only where an appropriate
 semantic analysis of a parse i
s 
impossible, another parse is used
. The form which a parse tree m
ay 
take is shown below [14]. 
s 
TYPE: Q 
TENSE: present 
ASPECT: perfect 
SUBJ: NP 
HEAD: (we/PRO, human, ••• ) 
V: (receive/VERB, transitive, •.• ) 
OBJ: NP QUANT: (how-many/QDET) 
HEAD: (recommendation-letter/NOUN, concre
te, ••. ) 
NMODS: PP 
PREP: (for/PREP) 
HEAD: (he/PRO, human, male, ••• ) 
A semantic analysis is a net who
se nodes consist of the objects 
under consideration by the data b
ase system and the arrows represe
nt 
interrelations among the objects. The inte
rrelations that are used 
in the semantic node are only tho
se which are considered to be o
f 
importance in the system under 
consideration. 
semantic net is the following: 
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An example of a 
·------------I person I 
A 
ISA 
I furniture I 
A 
ISA 
-----
-----
----
is part------------. 
I chair l<---------1 seat I 
----.------· 
-
A 
ISA 
-----
-----
---
owner -------------- color -------------
! me I<---~-----! .my-chair !---------> I tan 
covering 
V 
I leather 
Figure 1 [16] 
V 
I brown 
ISA 
The semantic analysis proceeds by the constru
ction of a semantic 
graph, which involves general concepts that m
ay be linguistic (i.e. 
cases and connectives), that may be events or character
istics, and 
that are interconnected by semantic relations.
 The semantic graph, 
however, is independent of the specific global 
knowledge held in the 
semantic net. The semantic graph is construc
ted in parallel to the 
~arse phase in the following ways: 
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may already be on the semantic tree or may be new. If several 
(i) Possible referents for notion phases are found. Th••• referents 
candidates for a given noun phrase are found, the•• are all linked 
together, 
point one has a node for each noun, adjective and verb found in the 
(ii) References are found for adjectives and verbs so that at this 
input parse. Each node may be associated with one or more nodes of 
the semantic net, 
(iii) Th• system now attempts to fill in case fr3mes .for verbs. An 
example is the case frame for RECEIVE, 
RECEIVE: DESTINATION = LEGAL-PERSON<SUBJ> 
OBJECT OBJECT<OBJ> 
(SOURCE = LEGAL-PERSON<from>) 
(AFFECTED = LEGAL-PERSON<for>) 
Figure 2 (14) 
(iv) A case-fitting algorithm searches the parse of input for 
appropriate nodes which match the required specification. When this 
is done a partial semantic graph has been constructed, i.e, 
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RECEIVE 
. 
-
-----------------------------------------------
I I I V V V 
------
DEST AFF OBJ 
I I I V V V 
---------- ---------- ---------------------DEPARTMENT JOHN SMITH RECOMMENDATION LETTER 
Figure 3 [14] 
(v) Graphs are constructed for prepositional phases. 
Ambiguity is a serious problem in natural language parsing. There 
are three varieties of ambiguity to be considered: 
(i) Syntactic ambiguity; 
(ii) Word-sense ambiguity; 
(iii) Referential ambiguity. 
The Syntactic ambiguity is managed by the syntactic parser and 
Word-sense ambiguity, as mentioned, is dealt with by cases. At the 
time of the writing of the original TORUS report in 1976, there was 
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not a good mechanism for dealing with Referential ambiguity. 
An example of resolving an ambiguity of type (ii) is seen in the 
~emantic graph of the statement -
John Smith took CS2505 from Jim Brown. 
A John Smith<---------- s took----------> Jim Brown A 
0 
V 
CS2505 
1--------- CH 
V 
relative-time----------> past 
Figure 4 [14] 
By resolving the word-sense ambiguity of "took" to mean "was 
taught in", this semantic graph is refined to -
CS2505 
A A 
0 
------------- CH --------relative-time-----> complete 
V 
past 
V V 
V 
John Smith 
Figure 5 [14] 
0 
------ CH -------------teach<-...; ___ relative-time 
V 
V 
Jim Brown 
V 
past 
V 
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When the semantic graph has been put 
semantic graph 1s within the semantic 
semantic net have recognition functions 
determines the nodes of the semantic graph 
into its final form, the 
net. The nodes of the 
attached to them. This 
which represent objects 
that are associated with the general node of the semantic gra
ph to 
which the functions are attached. Once appropriate associa
tions 
with the semantic net are formed, the input can then be interp
reted 
in terms of the specific data base under consideration. It s
hould 
be noted from the TORUS report that the input processing algor
ithms 
s~ems to be based on a general set of language heuristics r
ather 
than general language theory. 
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SYSTEM OUTPUTS 
Once a query has. been analyzed and an answer graph (to be 
discussed later) has been formed, the system generator constructs a 
sentence from it. 
The algorithm for generating a sentence is a version of the 
algorithm presented in Simmons-Slocum. This is an algorithm 
developed by R. F. Simmons and J, Slocum for generating English 
discourse from semantic networks [16]. The algorithm used in TORUS 
is more extensive than presented by Simmons-Slocum. The TORUS 
algorithm uses "grammar defined in terms of an augmented transition 
net", but it is more complete than that 1n Simmons-Slocum, because 
it is more complete and provides for complementation, 
reflexivization and complex noun-phrases. Further, morphological 
functions have been introduced to construct regular inflections of 
verbs and nouns. Finally question generation has been generalized 
to allow multiple queries. 
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1.3 HARDWARD REQUIREMENTS 
The first version of TORUS was implemented on an IBM
 370/165 II 
under MVT at the University of Toronto in early 
1970's. The 
languages used for the implementation were SPITBOL [14] and 1.P
AK, 
which is an extension of SPITBOL offering graphs and 
graph patterns 
[14]. Since MINIZ had been implemented in PL/I, one part of 
the 
interface level was written in that language. Th
e first input 
dictionary contained: approximately 400 words, semanti
c net only 100 
nodes and a few mapping recognition, and inverse mapp
ing functions. 
The complete system required more than 900k bytes to ru
n. 
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L 4 SYSTEM DESIGN 
DATA BASE TYPE 
Systems that are knowledge-based are, in genera
l, quite extensive 
with respect to computer memory and time neede
d. The main goal of 
TORUS is to develop a methodology for buildin
g Understandable Data 
Base Management Systems (UDBMS's), namely a system 
which has 
available: 
(A) A data base stored in and maintained by a Data Base 
Management 
System (DBMS) [14). 
(B) A Natural Language Understanding System (NLUS) ser
ving as a 
front-end to the DBMS, which is given knowledge
 about the data base, 
can "understand" and respond to simple Englis
h sentences, and can 
engage the user in a dialogue [14). 
These types of systems can obviously play a v
ery important role 
in the future in making data bases available
 to casual users who 
have neither the time nor patience to learn a
 programming or query 
language before communicating with the computer
. 
The first step towards achieving the basic goa
l of TORUS was to 
build a prototype version. This version comm
unicated with the DBMS 
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and the user in very basic ways. 
Two of the most important decision
s and their justifications 
were: 
(A) The type DBMS was fixed to be a relational
 system along with the 
type proposed by Codd, This decisio
n enabled the developers to be 
more explicit about the NLUS - DBMS 
interface and make work easier 
since relational DBMS's offered a s
et of "higher level" commands 
than other types of DBMS's [14). 
(B) They decided that NLUS must have knowledg
e about the data base 
if it is to allow a natural commun
ication mode with the user. This 
knowledge was represented on a "sema
ntic network", i.e. a directed 
labelled graph which nodes represent
 conceptual objects and which 
knowledge represent semantic relation
ships [14]. 
DATA BASE SCHEMA 
The data represented in TORUS is 
divided into two general 
categories and is accordingly store
d in the DBMS on the semantic 
net. Student file information in 
a related DBMS in terms of 
n-tu~les are elements of the relat
ionships. The data base key 
element on the following schema will 
be denoted by an asterisk. An 
- 15 -
and the user basic ways, in very 
· ns 'f'cat10 
Two of the 
just1 .1 
were: 
(A) The t 
type proJ 
more exp 
since r, 
than ot 
(B) n 
if it 
know 
lab, 
knc 
r 
MICROOEX CORRECTION GU/Of (M-9) 
The Preceding document has been re-
ph~tographed to assure legibility and 
its image appears immediately here-after. 
d 
:h 
,neral 
mantic 
:ms of 
.se key 
. k An 1S • 
and the user in very basic ways. 
Two of the most important decisions. arid their justifications 
were: 
(A) The type DBMS was fixed to be a relational system along with the 
type proposed by Codd. This decision enabled the develop
ers to be 
more explicit about the NLUS - DBMS interface and make w
ork easier 
since relational DBMS I s offered a set of "higher level
 II commands 
than other types of DBMS's [14]. 
(B) They decided that NLUS must have knowledge about the data base 
if it is to allow a natural communication mode with the u
ser. This 
knowledge was represented on a "semantic network", i.e. 
a directed 
labelled graph which nodes represent conceptual objects and which 
knowledge represent semantic relationships [14]. 
DATA BASE SCHEMA 
The data represented in TORUS is divided into two 
general 
categories and is accordingly stored in the DBMS on th
e semantic 
net. Student file information in a related DBMS 1n 
terms of 
n-tuples are elements of the relationships. The data
 base key 
element on the following schema will be denoted by an ast
erisk. An 
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example is the associations used for the representation of 
information regarding student files in the BOIDATA relation [14]: 
BIODATA (* NAME, 
ADDRESS, 
TELEPHONE-// 
STATUS-IN-CANADA, 
FIELD-OF-STUDY, 
FULL-OR-PART-TIME). 
An instance of this relation, reguarding the person named "John 
Smith", is as follows [14]: 
BIODATA ("John Smith", 
"65 St. George St., Toronto, Canada", 
9286324, 
"Citizen", 
"Computer Science", 
"Full-time"). 
Another relation is [14]: 
RECOMMENDATION-LETTER (NAME, 
DATE-RECEIVED, 
* RECOMMENDING-PERSON, 
ADDRESS, 
LETTER). 
An instance of "John Smith", is [14]: 
RECOMMENDATION-LETTER ("John Smith 11 , 
740517, 
"Jim Brown", 
"30 Willowdale 
Ave., Toranto, Canada", 
A). 
These types schema and numerous sub-schema are represented in the 
relational DBMS implemented for TORUS. Note that the nodes on the 
- 16 -
~e~antic net can be concepts, events and characteristics. Thus generic ideas PERSON, UNIVERSITY, as well as, "John Smith" and 
"University of Toranto," are all concepts. Similarly, the generic idea of RECEIVE (such that every particular "receiving" action is its instantiation), as well as specific instantiations of the idea, 
are all events. 
Finally, ideas which express properties of objects, actions, or 
other properties are characteristics. From these three methods of 
storing and representing data, numerous data retrieval access schema 
can be derived to obtain the requested output, based on input 
requests of different styles and formats. 
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PHLIQA-1, A QUESTION-ANSWERING SYSTEM 
FOR DATA BASE CONSULTATION IN NATURAL ENGLISH 
2.1 ABSTRACT 
The feasibility of using a natural language, usually English, as 
a means of communicating with computer systems, has been the subject 
of investigations since the early sixties. In Philips laboratories 
and elsewhere, promising results have already been achieved, 
especially for applicatians where the subject of the dialogue is 
restricted, which is the case in some data bases. Programs have been developed that enable the computer to answer a simple formulated question relating to data in a data base and express the 
answer in ordinary, if somewhat limited, English. PHLIQA-1 is such 
a project. 
The Philips Question-Answering System (PHLIQA-1) enables a 
computer to "understand" and answer questions formatted in natural language. Prior to this system users had no alternative but to learn a programming language. With PHLIQA-1, it appears that 
computers could be made to adapt and communicate with man. The PHLIQA-1 is a first step in this direction; it enables a computer to 
understand and answer questions that are formulated in natural English. This report describes PHLIQA-1, a question-answering 
system for data base consultation in natural language with 
- 18 -
artificial intelligence. The aim of PHLIQA-1 research is to broaden 
the field of artificial intelligence and to raise the level of 
"intelligence" of the machines as they perform their task. This 
report deals with a somewhat distinct sector of this field, in which 
efforts are made to enable computers to "understand" the natural 
language, ENGLISH. 
The three natural language systems used are: 
1) English-Oriented Formal (EFL), 
2) World-Model (WML), 
3) Data-Base Language (DBL). 
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2.2 SYSTEM INTERFACES 
SYSTEM INPUTS 
The user would typically type in the question on a CRT and the 
answer would be returned. The input is via an information request 
in an English sentence. In order for PHLIQA-1 to understand the 
information request, it uses a combination of the EFL, WML and DBL 
to translate and process the information request. 
This is how the EFL operates: the EFL translation operation 
converts English into a logic representation. An example is an 
expression like Algebra, such as "a * (b + c) ", where a, b, and c 
are the primitive terms. Algebra has rules for addition, 
multiplication, etc., that establishes the value of expressions and 
PHLIQA-1 uses a similar evaluation method. The system usually 
references semantic aspects that are handled by two main process 
steps: 
1) EFL ---> WML 
2) WML ---> DBL. 
This translation operation establishes the relation between English 
words, a question, and the primitive terms in the data base. 
- 20 -
The three artificial languages were chosen to provide a modular 
step-by-step approach to problem solving. As quoted by W. J, H. J. 
Bronnenberg in PHLIQA-1, Technical Review: 
The primitive terms of the artificial lang.uage were chosen as 
follows: 
A) The primitive terms of EFL correspond to the 
referential aspects of English words [09). 
B) The primitive terms of WML correspond to the 
elementary concepts of the subject domain [09). 
C) The primitive terms of DBL correspond to the 
data base primitives [09) • 
Although the English grammar used is subject to contain 
limitations, PHLIQA-1 is capable of analyzing English sentences. It 
cannot perfo~m a synthesis. The user cannot refer to previous 
questions or answers. PHLIQA-1 works on the current user request. 
Thus a real dialogue with the system is not possible, but a somewhat 
modified forward looking dialogue is. 
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SYSTEM OUTPUTS 
Duiing English to EFL translation, the data is processed by the 
grammatical structures of the sentence. The 'function words' like 
"the", "each", "and", and "then", are processed. Then the 'formal 
aspect' of other words, such as the distinction between the singular 
and plural of nouns, are processed. This phase does not analyse the 
semantic results of the translation, therefore English to EFL is an 
independent operation. 
The EFL to WML translation converts the terms of EFL into a 
usable format for WML expression. This allows a relationship 
representation to be established. This translation is dependent on 
the subject domain. If this translation is successful, it implies 
that the question makes sense in the context of the subject domain. 
The next translation is WML to DBL. This translation stores the 
structure developed in WML into the data base. The WML can match 
information requests against the data base in order to produce an 
answer to the question posed. A sample Question Answering session 
would be schematized as follows: 
- 22 -
.QUESTION I I 
I 
V 
( ) 
( ) 
( C ) 
( EFL ) 
V (---------) 
I \ 
( ) 
( ) 
( C ) 
( WML ) 
V (------- -) 
I \ 
V 
--------) ----------
\ D \-->I E I 
) ) ----------
--------) I 
V 
I I ANSWER 
Figure 6 [09] 
( ) 
( ) 
( C ) 
( DBL ) 
(---------) 
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The previous figure represents a simplified breakdown into 
modules of the translator Tl, T2 and T3, the evaluator E and the 
data base D. The user formulates the question in natural English; 
which is then translated into the artificial languages EFL 
(English-oriented Formal Language), WML (World-Model Language) and 
DBL (Data Base Language); E then makes use of D to formulate the 
ANSWER. Cx is the translation of QUESTION into the artificial 
language X. 
With the PHLIQA-1 question and answer dialogue, the system 
handles questions of two basic kinds: Yes/No questions and "WH" 
questions, which stands for words such as "what", "which", "when", 
"how", etc •• 
A sample Yes/No type question is: 
"Did Shell buy a computer in 1970?". 
Sample of "WH" questions are: " 
"What computer did Shell buy in 1970?" 
"How many computers did Shell buy in 1970?". 
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These kinds of questions relate to a description of an object 
when an unambiguous identification of the object is assumed. The 
following question and answer session illustrates some of the 
processing types of dialogue: 
1 
2 
3 
4 
5 
6 
QUESTION: 
HOW MANY COMPUTERS ARE THERE IN THE NETHERLANDS? 
ANSWER: 
9 
QUESTION: 
WHAT IS THE NUMBER OF IBM COMPUTERS IN GERMANY? 
ANSWER: 
1 
QUESTION: 
WHAT COMPUTERS IN EINDHOVEN WERE INSTALLED BEFORE 1970? 
ANSWER: 
Xl PHILIPS BOSCHDIJK EINDHOVEN NETHERLANDS 
P1400 PHILIPS BOSCHDIJK EINDHOVEN NETHERLANDS 
QUESTION: 
IN WHAT MONTH IN 1972 DID SHELL BUY A COMPUTER FROM IBM? 
ANSWER: 
JANUARY 1972 
QUESTION: 
DOES EACH COMPUTER IN EINDHOVEN HAVE A CPU MADE BY PHILIPS? 
ANSWER: 
NO 
QUESTION: 
WHAT COMPANIES HAVE A CONFIGURATION WITH A CPU THAT COST MORE 
THAN 100,000 DOLLARS? . 
FIRST ANSWER: 
AKZO 
SECOND ANSWER: 
AKZO 
SHELL 
SIEMENS 
UNILEVER 
- 25 -
7 
8 
9 
10 
QUESTION: 
WHAT rs THE PRICE OF THE MOST EXPENSIVE CONFIGURATION OF UNILEVER? 
ANSWER: 
538,000 DOLLARS 
QUESTION: 
HOW MANY BITS OF CORE MEMORY DOES AKZO'S ARNHEM COMPUTER HAVE? ANSWER: 
131,072 BITS 
QUESTION: 
WHICH OF THE COMPANIES THAT POSSESS MORE THAN 2 CONFIGURATIONS BOUGHT A CPU BEFORE MAY '75? 
ANSWER: 
AKZO 
PHILIPS 
SHELL 
SIEMENS 
UNILEVER 
QUESTION: 
HOW EXPENSIVE IS EACH OF AKZO'S CONFIGURATIONS? ANSWER: 
PDP15 AKZO YSSELLAAN 191,000 
ARNHEM DOLLARS 
NETHERLANDS SI2002 AKZO GOLDSCHMIDT- 196,000 
STRASSE DOLLARS 
STUTTGART 
GERMANY 
GAMMA30 AKZO AV. MONTAIGNE 973,000 
LYONS DOLLARS 
FRANCE 
ICL4120 AKZO TEMPLE PLACE 483,000 
LONDON DOLLARS 
UNITED KINGDOM 
Figure 7 (09] 
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2.3 SYSTEM REQUIREMENTS AND DESIGN 
The first version of PHLIQA-1 was installed on a PHILIPS Pl400 
computer, in the late 1970's. PHLIQA-1 was developed in conjunction 
with its own data base especially built for the purpose, One of the REQUIREMENTS was that it should be organized in such a way as to provide confidence in the possibility of equipping any other data base with a question-answering system. For this reason, the parts 
of PHILQA-I that depend on the chosen data base and those that do 
not are kept separate. Therefore the parts that depend on a data base in a systematic way from the structure of the data base and its subject domain can easily be adapted for use on other data base(s). 
The data base designed by way of example for PHLIQA-1 contains fictitious data. It is also small enough to fit completely into the fast memory of the computer. The organization of the data base, however, does comply with the relevant standards of CODASYL. 
- 27 -
INTERACTING IN NATURAL LANGUAGE WITH 
ARTIFICIAL SYSTEMS: THE DONAU PROJECT 
3. 1 ABSTRACT 
This report describes a methodological approach to system development including conception through implementation using 
natural language and artificial intelligence. The Domain Oriented Natural Language Understanding (DONAU) project is a system that uses these concepts. DONAU was developed in Milan, Italy in mid 1970's, 
and presented at the Milan Polytechnic Artificial Intelligence Seminar. It combines several concepts in support of design, implementation and experimentation of a general purpose domain 
oriented natural language understanding system. Based on a two level modular architecture intended to overcome the lack of flexibility of many other systems, it facilitates· the exchange of 
results and actual experiences between different projects in order to gain from their experiences. 
Level 1: 
The horizonal level allows independent and parallel development of the single segments of system and/or projects. 
- 28 -
Level 2: 
The vertical level ensures the possibility of adapting to changes in 
the definition of the domain or particular parts of the system 
and/or project. 
The model knowledge representation and parsing algorithms are 
described and illustrated via sample examples. The performance of 
the system is evaluated and reported with discussion. The approach 
has promise for future research and development. When the DONAU 
paper was published, two versions of the system had been developed 
and implemented: 
1) A. robot oriented programming language to control the SUPERSIGMA 
robot which was developed as a Milan Polytechnic Artificial 
Intelligence project in 1980. 
2) The data base oriented inquiry language for relational data about 
the oil research world project by the International Institute for 
Applied Systems Analysis at Laxenburg, Austria 1979 and 1980. 
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3.2 SYSTEM INTERFACE
S 
SYSTEM INPUTS 
Input into DONAU 
is natural langua
ge sentences prov
ided by a 
user. This input 
is converted into
 system internal f
ormats. Basic 
grammar analysis i
s also performed t
o verify subject, verb 
and other 
basic grammar form
s are that pres
ent. Incomplete 
or ambiguous 
sentences/phrases 
are rejected. 
When data reguest(s) 
are input into the
 system, it is pr
ocessed 
in two basic ways 
via a top and botto
m module. The to
p model is a 
general purpose 
component becaus
e it is indepen
dent of any 
particular applica
tion area. The b
ottom module must
 be specific. 
It must process sp
ecial purpose and
 domain dependent 
modules, since 
it is devoted to s
pecify the system 
in a particular do
main. 
-
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In order to communicate with an artificial system, even in 
natural language, a complex structure ~nd behavioral conc~pt must 
work together. The following figure shows this type of top and 
bottom modularity. 
INPUT 
--------------> 
( 
TOP MODULE 
GENERAL OPERATOR 
------------------( 
( BOTTOM MODULE 
( SPECIFICATION ( IDENTIFICATION 
------------------
Figure 8 [07] 
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OUTPUT 
--------------> 
) 
) 
) 
) 
) 
Both horizontal and vertical levels in this modular structure show the interaction with th• top and bottom modules. This figure helps to further illustrate the particular algorithms and structures of DONAU. 
NATURAL DEPENDENCY SEMANTIC 
TREE INFORMATION 
. TREE EXECUTABLE FORMAL STATEMENT 
LANGUAGE TREE SENTENCE 
----------- ----------
-------------
------------
SYNTACTIC SEMANTIC INFORMATION LEGALITY 
·----> 
--> 
--,> 
--> 
------> 
ANALYSER ANALYSER EXTRACTOR CONTROLLER 
-----------
----------
------------- ------------
( ) ( ) ( ) ( ) 
( ) ( ) ( ) ( ) 
(DEPENDENCY ) (MODEL-LIST) ( CONTENT ) ( LEGALITY ) 
( ) ( ) ( ) ( ) 
(GRAMMAR) (NETWORK) (DIAGRAM) 
. ( BASE ) 
Figure 9 (07] 
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In order to explore the two level architecture, the splitting of 
the natural language comprehension process in four functions is 
explicitly outlined. 
1) Semantic Analyzer, 
2) Information Extractor, 
3) Information Tree, 
4) Legality Controller. 
The Semantic Analyser is developed to complete the parsing 
produced by the other modules by testing the correctness of 
information received. Even though several models and algorithms 
were proposed, the model developed by R. F. Simmons: Natural 
Language Question - Answering Systems 1969 was used. The DONAU 
project approach to transformation was called a "model-list" 
network. This list provides appropriate representation of semantic 
data to improve languages, like command and query. Output of the 
segment is correct semantical information (the semantic tree) which 
is the internal representation of the natural language request. 
This analyser also performs two basic activities which are 
lexical and syntactic analysis. The lexical analysis is used as a 
preprocessor to supply basic linguistic information needed for the 
syntactic analysis. The syntactic analysis uses dependency grammar 
modules to perform a complete analysis of the output from the 
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le~lc~l ~nalysis. 
The Information Extractor is devoted to processing the semantic tree after the operative significant semantic content which is 
constructed by the information tree. The model helps to remove the redundancy of expressing activities for interaction which must be 
communicated by natural language sentences in artificial system connected by DONAU. This is the understanding part of the system. The goal in the understanding process is to obtain the kernel of information which is necessary to activate the desired and correct action of the artificial system. That is the target of the man-machine interaction. Although it could only perform a bounded number of activities, it was a step toward machine understanding. 
The Information Tree contains the 
information stored on the data base. 
significant content of 
This dependency tree 
the 
is 
accepted as input to the semantic analyser. Each continuous node of the tree is a model-list that can be associated in various ways. 
1) The first element of the model-list 1s bounded to the nodes. 
2) The other elements are bounded in an orderly way to the successor 
node. 
3) The semantic type is thus assigned to a successor node, this node 
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is part of the same node-list, 
4) A morphological type is then assigned to a node, this type must 
be the same as that already bounded to a node in the dependency 
tree, 
The proceeding process describes the linking together of the 
model-list. Figure 10 shows a sample of the node list structure. 
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sentence: (LIST verb) 
object: sub 
1------ --------------- -----------
art spec: sub 
compl: verb 
prep compl: spec: sub 
I 
spec: sub adj spec: num date:
 prep 
I 
prep prep sub 
num 
Figure 10 [07) 
The Legality Controller is devoted to check th
e information tree 
it receives as input and determines if it is
 consistent with the 
artificial system to which the natural langua
ge input sentences is 
directed. The controls are embedded in the in
formation and are the 
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processing rules. If 
statements. The Legality 
this is successful, it 
Control consists in the 
produces formal 
evaluation of the 
information tree within a legality base representation. 
While the first two segments in the horizonal model are mainly 
oriented by the understanding process, the last two take strongly 
into account the operative context of the interacting artificial 
system. 
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SYSTEM OUTPUTS 
In order to produce output the DONAU system uses the legality controller; which first performs a match between user's query and the logical model of the data base. The system generates an equivalent inquiry expression in the computer formal language. These activities are done in three main steps. 
1) The identification of the relationship between the domain which are explicitely or implicitely required by the query. 
2) The identification of the output requested. 
3) The construction of the correct links between the domains needed for building the formal query instructions. 
A relational data base model was chosen to store the DONAU system information. This type of structure allows for generating, storing, and retrieving data stored in a syntactic tree network structure. This structure has been widely used to store and emulate artificial intelligence using natural language. The output is produced by the bottom modules which converts the data request into a logical construct. 
- 38 -
3.3 HARDWARE REQUIREMENTS 
The DONAU system was first 
run 
Milan Polytechnic and is pro
grammed 
software of the system r
eflects 
on the UNIVAC 1100/81 compu
ter at 
in 1100-LISP. The architec
t~re 
the two level modular de
sign. 
During the development of
 the system the 
programming had constant
ly been used 
concept of data-driven 
for providing flexible 
non-deterministic procedure
s which were activated when
ever necessary 
by the data which is being 
processed. 
The DONAU program is about 
25K for the syntactic analyz
er and llK 
for the functional segments
. The specification infor
mation relates 
to a vocabulary of about 2
00 words. The compiled ve
rsion of LISP 
programs ran about 1 secon
d to comprehend of simple 
sentences of 5 
to 10 words. Positive resu
lts were evaluated from the 
understanding 
capabilities of DONAU in c
onnection with the content 
and extent of 
the vocabulary. Future dev
elopment looks promising. 
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3.4 SYSTEM DESIGN 
This paper describes a new methodological approach to the 
conception and development of natural language understanding system. 
The DONAU system gives a novel contribution to support the design, 
implementation and experimentation of this understanding It is 
centered on the definition of a new two level modular system 
architecture. The horizontal level reflects the distinction among 
the different conceptual activities involved in natural language 
understanding process. The vertical level reflects the modular 
architecture consisting of the non-deterministic area and the 
special purpose specification information which directly relates to 
the particular semantic domain. 
Finally during the work done in implementing the DONAU system, 
the need for a more specific and powerful language such as LISP was 
identified. Thus the development of an extended version was 
requested to support the main features of: pattern matching, search 
algorithms, scanning routines and other text processing related 
features. 
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CONCLUSION 
In conclusion, although the three systems studied use different 
strategies and approaches, they help to advance natural language 
processing in artificial systems. These systems were among the 
first to aid in bridging the gap between the user and the computer. 
The TORUS: A STEP TOWARDS BRIDGING THE GAP BETWEEN DATA BASES AND 
THE CASUAL USER SYSTEM. This system used natural language as a 
front-end for casual users of a data base at the University of 
Toronto, Canada. 
PHLIQA-1: A QUESTION-ANSWERING SYSTEM FOR DATA BASE CONSULTATION 
IN NATURAL ENGLISH. This system used natural language to consult 
with a data base to help control and process question and answer 
dialogue. 
INTERACTION IN NATURAL LANGUAGE WITH ARTIFICIAL SYSTEMS: THE 
DONAU PROJECT. This system aided with system development by using a 
two level modular architecture which offered flexibility and a more 
usable system that most previous systems did not offer. The Top or 
Horizonal level will allow independent and parallel development of 
single segments of a system and/or project. The Bottom or Vertical 
level ensures the possibility of_ adapting to changes in the 
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definition of the domain or particular parts of the system and/ or 
proJect. 
These systems, and numerous others, have shown some of the ways 
in which natural language can be used as an effective means to 
solving the 'user to computer communication problem.' 
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