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La espectrometría de masas de dilución isotópica (IDMS) es una de las 
herramientas más potentes de la química analítica. Es reconocida por su 
capacidad de producir datos de alta fiabilidad y calidad metrológica. 
Mediante el uso de IDMS, y especialmente en el acoplamiento con 
técnicas cromatográficas, se hace posible la cuantificación de analitos a 
nivel de trazas en muestras de alta complejidad. Esta técnica se basa en el 
uso de compuestos análogos a los analitos de interés y, por tanto, de 
idéntico comportamiento físico-químico. Por esta razón, IDMS permite 
corregir tanto desviaciones por deriva instrumental como complicaciones 
derivadas del proceso analítico. Así, por ejemplo, resuelve problemas de 
extracciones no cuantitativas, pérdidas o interconversiones. 
Habitualmente, la cuantificación por IDMS se lleva a cabo mediante curvas 
de calibrado en las que se representa la relación entre la señal del analito 
y la señal del análogo marcado isotópicamente (en concentración 
constante en calibrado y muestra) frente a la concentración de estándar. 
No obstante, en la presente tesis se presenta otra posibilidad: la 
deconvolución de perfiles isotópicos (IPD). Si bien es una técnica 
ampliamente estudiada en el campo de la especiación y el análisis 
elemental, su uso para análisis molecular es todavía novedoso y poco 
conocido. 
La principal ventaja de IPD frente a IDMS convencional es que no necesita 
de curvas de calibrado para la cuantificación. Se trata de una herramienta 
matemática, basada en regresión lineal múltiple, capaz de hallar la 
contribución –como fracción molar– de cada compuesto al perfil isotópico 
de una mezcla de un compuesto natural y su homólogo marcado con 
isótopo estable. De esta manera, la adición de una cantidad conocida de 
compuesto marcado y la consiguiente medida del perfil isotópico 
resultante permite obtener la cantidad de analito en la muestra. Así, cada 
inyección proporciona un valor de concentración, hecho que puede 





Todos los estudios presentados en la presente tesis hacen uso de la 
cromatografía líquida acoplada a espectrometría de masas en tándem 
(LC-MS/MS) y cuantificación por IPD e IDMS convencional. Con el objetivo 
de enfatizar la potencia de IPD en la resolución de problemas analíticos 
complejos, se han seleccionado diversos tipos de compuestos, así como 
distintas matrices que, por su naturaleza, son consideradas de gran 
dificultad. 
Los estudios realizados se han agrupado en tres bloques. En el primero de 
ellos se incluye el desarrollo de la metodología de IPD aplicada a la 
determinación de esteroides androgénicos endógenos en orina, evaluada 
frente a cuantificación por calibrado en términos de incertidumbre y de 
cuantificación simultánea de hasta 4 metabolitos. El segundo bloque 
consta de otros dos estudios enfocados a análisis clínicos, tanto para la 
certificación de estándares de vitamina D como para la cuantificación de 
estrógenos en suero. Finalmente, en el tercer bloque se aplica IPD a otra 
matriz de gran dificultad analítica como lo son las aguas residuales, para la 
realización de estudios de epidemiología basada en aguas residuales 
(WBE) de drogas de abuso. 
Entrando más en detalle, el primer bloque consta de dos partes. En un 
primer estudio se escogió la testosterona (T) como compuesto modelo en 
el análisis de esteroides androgénicos endógenos. Se desarrolló un 
procedimiento de extracción de la orina siguiendo las pautas establecidas 
por la Agencia Mundial Anti-Dopaje (WADA), basado en extracción líquido-
líquido tras un paso de hidrólisis enzimática con glucuronidasa obtenida 
de Escherichia coli. No obstante, en lugar de utilizar la cromatografía de 
gases se optó por la de líquidos acoplada a espectrometría de masas en 
tándem. La cuantificación de T se llevó a cabo mediante distintas 
metodologías IDMS –IPD y calibrado con patrón interno, en modo 
ponderado y no ponderado– y clásicas –adiciones estándar–, con el 
objetivo de evaluar las fuentes de incertidumbre de cada una de ellas. En 
general, tanto IPD como calibrado ponderado resultaron en 





Para estas dos metodologías de cálculo fueron de menor magnitud que las 
del calibrado no ponderado, especialmente a bajas concentraciones. 
Ambos comportamientos fueron corroborados mediante un ejercicio 
inter-laboratorio. En el caso de IPD, el parámetro crucial en la 
incertidumbre analítica es el volumen de disolución de patrón interno y 
que puede reducirse considerablemente realizando la adición por pesada 
en lugar de volumen. En cambio, el calibrado presenta dos principales 
fuentes de incertidumbre, la pendiente y la ordenada en el origen, 
parámetros intrínsecos del procedimiento y difícilmente optimizables. 
Esta metodología de IPD desarrollada para T se extendió a la 
determinación de cuatro de los principales esteroides endógenos 
requeridos por la WADA para la monitorización anti-dopaje: androsterona 
(A), etiocolanolona (Etio), testosterona (T) y epitestosterona (E). Se obtuvo 
una buena separación cromatográfica de los pares de isómeros T/E y 
A/Etio, además de límites de cuantificación por debajo de los niveles 
habituales en adultos e incertidumbres combinadas por debajo de los 
límites establecidos por la WADA, a excepción de la A. De esta manera, IPD 
se muestra como una alternativa viable para aplicaciones anti-dopaje, si 
bien la técnica LC-MS con interfase electrospray imposibilita incluir los 
otros dos esteroides incluidos en la guía –5αAdiol y 5βAdiol– debido a su 
pobre ionizabilidad. 
En el segundo bloque, correspondiente a los análisis clínicos, se expone en 
primer lugar una aplicación de IPD para la re-certificación de estándares 
analíticos. Durante el desarrollo de un método de análisis de vitamina D 
se encontró una gran dificultad a la hora de cumplir con los estrictos 
requerimientos de exactitud y precisión establecidos por el Programa de 
Estandarización de Vitamina D (VDST). Esta dificultad radicaba en la 
escasa, y en ocasiones incorrecta, información acerca de los estándares 
adquiridos para el estudio. Para corregir esta problemática se recurrió a 
IPD para establecer los valores correctos de pureza de estándares y 
análogos marcados. A partir de materiales de referencia certificados, se 





las disoluciones de estándar marcado utilizadas en dicho estudio. A su vez, 
estas disoluciones re-certificadas fueron empleadas para re-certificar las 
disoluciones del estándar natural por IPD directo. Esto permitió 
ulteriormente la correcta validación del método en cuestión (no incluido 
en la presente tesis). 
Por otra parte, tras haber comprobado su utilidad en una matriz biológica 
en el primer bloque (orina), el potencial de aplicación de IPD en el ámbito 
clínico se puso a prueba en la determinación de estrógenos en suero 
humano, la cual es también considerada una matriz analítica compleja. 
Además, este estudio supone una dificultad añadida debido a la menor 
concentración de estos compuestos en las muestras, ya que tanto la 
estrona (E1) como el estradiol (E2) pueden encontrarse a niveles tan bajos 
como 1 ppt. Para ello se desarrolló un método de extracción líquido-
líquido seguido de una reacción de derivatización, que incorpora un grupo 
funcional altamente ionizable en los analitos, el Dansilo. Siguiendo la guía 
de validación de la Agencia Europea de Medicamentos (EMEA), se 
desarrolló un método basado en calibrado con patrón interno 
paralelamente al método IPD, con resultados de validación favorables en 
ambos casos. Finalmente, ambos métodos se compararon con técnicas de 
inmunoensayo ya establecidas en análisis de rutina, observándose sesgos 
proporcionales de hasta 2.55 en el caso de la estrona. De esta manera se 
pone de manifiesto no solamente la necesidad de emplear técnicas de 
cromatografía en ese tipo de análisis, sino la posibilidad de emplear IPD en 
su cuantificación, con el correspondiente ahorro de tiempos de análisis y 
de costes debido a la falta de necesidad de preparar, procesar cuando 
proceda y medir curvas de calibrado en las secuencias de análisis. 
Por último, el tercer bloque se centra en la determinación de drogas de 
abuso en aguas residuales mediante IPD. Una vez más, tras comprobar la 
potencia de este método de cuantificación en dos tipos de matrices de 
gran complejidad y concentraciones bajas, se propone una nueva matriz y 
un nuevo campo de estudio. Enmarcado en el concepto de epidemiología 





un procedimiento de extracción ya validado en el laboratorio y utilizado 
de manera regular. Se analizaron las muestras de control de calidad (QC) 
de los análisis rutinarios mediante el método establecido, calibrado con 
patrón interno marcado, e IPD. Dichos QCs se prepararon por fortificación 
de muestras a dos niveles de concentración. Ambos métodos fueron 
comparados en términos de valores adversos en los QCs e incertidumbre 
de los resultados. El método de IPD propuesto mostró consistentemente 
una mejoría en los porcentajes de recuperación de los QCs. Estableciendo 
unos límites aceptables de 70-120% de recuperación, IPD redujo el 
número de 31 a 11 resultados adversos de un total cercano a los 60 valores 
individuales, en comparación con calibrado. En cuanto a incertidumbre 
analítica, el parámetro RMS (Root Mean Square), asociado a la 
reproducibilidad del sesgo, en IPD resultó aproximadamente la mitad que 
en calibrado y, dado que es el mayor contribuyente a la incertidumbre 
combinada, también ésta resultó considerablemente menor. Por tanto, el 
método de cálculo de IPD, en igualdad de procedimiento experimental, 
proporciona una mejoría notable en la incertidumbre asociada tanto al 
resultado puramente analítico (concentración en muestra), como en las 
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La presente tesis doctoral tiene como objetivo principal el desarrollo de la 
metodología de análisis por espectrometría de masas de dilución isotópica 
(IDMS) en la determinación de compuestos denominada deconvolución de 
perfiles isotópicos (IPD), ampliando los campos de aplicación y variedad 
de analitos, mediante la técnica de cromatografía líquida acoplada a 
espectrometría de masas en tándem (LC-MS/MS). En concreto, la 
metodología de IPD se ha desarrollado y evaluado en las siguientes tres 
etapas. 
Determinación de esteroides en orina mediante IPD 
1. Desarrollo de un método de liberación y extracción de esteroides 
empleando la técnica de hidrólisis enzimática seguida de 
extracción líquido-líquido. 
2. Optimización de un método de separación por cromatografía 
líquida en fase reversa y detección mediante espectrometría de 
masas en tándem, primero para un compuesto modelo 
(testosterona) y posteriormente para los principales esteroides 
anabólicos androgénicos (testosterona, epitestosterona, 
androsterona y etiocolanolona). 
3. Evaluación y comparación de distintas metodologías de 
cuantificación (adiciones estándar, calibrado con patrón interno e 
IPD) para testosterona mediante el estudio estadístico de las 
fuentes de error. Estudios intra- e inter-laboratorio. 
4. Validación de las metodologías desarrolladas haciendo uso de 







Aplicación de IPD a análisis clínicos 
1. Evaluación y estudio de la pureza y exactitud de patrones 
comerciales de distintos metabolitos de vitamina D  
–25-hidroxivitamina D2 (25(OH)D2), 25-hidroxivitamina D3 
(25(OH)D3) y 24,25-dihidroxivitamina D3 (24,25(OH)2D3)– 
mediante la cuantificación por IPD y dilución isotópica inversa 
(RID) a partir de materiales de referencia. 
2. Desarrollo de un método de extracción cuantitativo y reproducible 
de estrógenos en cantidades limitadas de muestras de suero 
humano, mediante extracción líquido-líquido y derivatización para 
disminuir los límites de detección y cuantificación. 
3. Optimización del instrumento de cromatografía líquida acoplada a 
espectrometría de masas en tándem para la cuantificación de 
estrógenos hasta niveles de ng/L mediante calibrado con patrón 
interno e IPD. 
4. Validación exhaustiva de ambos métodos siguiendo guías de 
validación clínicas (EMEA), haciendo uso de estudios de 
fortificación y CRM. 
5. Comparación de resultados de muestras de pacientes reales entre 
técnicas de rutina basadas en inmunoensayos y los métodos 
desarrollados para LC-MS. 
Determinación de drogas de abuso en aguas residuales urbanas 
1. Adaptación a IPD de un método previamente validado en el 
laboratorio para la determinación de drogas de abuso (DOA) 
seleccionadas (anfetamina, metanfetamina, cocaína, 
benzoilecgonina y MDMA) en aguas residuales mediante LC-MS y 





2. Validación de la metodología de IPD mediante estudios de 
fortificación y análisis de muestras de inter-laboratorio, 
comparando los resultados obtenidos con los del método original. 
3. Estudio y comparación de la exactitud y precisión de ambos 
métodos en las muestras de control de calidad (QC), preparadas 









Plan de trabajo 
A lo largo de la presente tesis se ha seguido una aproximación muy similar 
para afrontar el desarrollo de cada uno de los distintos métodos de 
cuantificación por IPD y cuyos pasos difieren ligeramente de los esquemas 
de trabajo típicos de desarrollos basados en LC-MS y calibrados 
metodológicos. De manera general, los pasos para desarrollar un método 
analítico basado en IPD son los siguientes: 
1. Búsqueda bibliográfica de estudios y métodos publicados con 
anterioridad sobre el tema, ya sea sobre los analitos de interés, 
del tipo de muestras a analizar o de ambos. Estudio de la posible 
novedad del método que se quiere desarrollar o de la posible 
mejora que conllevaría el uso de IPD. 
2. Búsqueda y adquisición de patrones comerciales de los 
compuestos, prestando especial atención a la selección de 
compuestos marcados isotópicamente, su disponibilidad y 
opciones de marcaje, priorizando aquellos con carbono 13 sobre 
los marcados con deuterio. 
3. Optimización de los parámetros instrumentales del sistema de 
espectrometría de masas para obtener la mayor sensibilidad y 
selectividad posible tanto para los compuestos naturales como 
para los marcados. Obtención de las transiciones. 
4. Optimización de la separación cromatográfica mediante la 
correcta selección de columna, solventes de la fase móvil y 
aditivos de la misma. Ajuste del gradiente de elución que asegure 
la completa separación de los analitos y de sus posibles 
interferentes en muestra. 
5. Cálculo de las distribuciones isotópicas correspondientes a 
compuestos naturales y marcados según la fragmentación 





de las transiciones correspondientes a los clústers de la 
fragmentación seleccionada, realizando las correcciones 
oportunas en función de la presencia de interferencias espectrales 
y del grado de marcaje de los patrones. 
6. Certificación de la concentración de los patrones marcados 
mediante el cálculo por IPD cuantificando con patrones naturales 
certificados, proceso conocido como dilución isotópica inversa 
(RID). 
7. Optimización y desarrollo de los parámetros experimentales tales 
como la extracción de analitos de la matriz, estudio de la eficiencia 
y selectividad de la extracción, límites de detección y 
cuantificación y presencia de interferentes inesperados. 
































Desde sus primeros pasos como especie, el ser humano se ha 
caracterizado siempre por su curiosidad hacia el mundo que lo rodea y 
hacia sí mismo. Esta capacidad de observación, experimentación y 
aprovechamiento de los recursos a su alcance es lo que nos ha permitido 
convertirnos en aquello que somos en la actualidad. La comprensión de 
los mecanismos y leyes que rigen la Naturaleza nos ha llevado a desarrollar 
diversas disciplinas de conocimiento a lo largo de los siglos, ya sea para 
mejorar procesos que ocurren de forma natural, por ejemplo, en el cultivo 
de alimentos, cría y cruce de especies animales o explotación de recursos 
minerales; o bien para aprovecharlos de forma más eficiente, en la forma 
de fuentes de energía o invención de tecnologías. No solo eso, el 
descubrimiento del propio cuerpo humano, y de los procesos biológicos 
en general, ha permitido el desarrollo de la medicina y una mejora 
continua de la esperanza de vida. 
En este marco concreto, y a raíz de la inherente competitividad que nos 
caracteriza, el uso de hierbas para mejorar las capacidades físicas y 
psicológicas se conoce y practica desde la Antigüedad, tanto para la guerra 
como para competiciones deportivas. Si bien las antiguas prácticas 
alquímicas y las primeras técnicas químicas de extracción llevaron a una 
mejora en la purificación de compuestos activos, han sido el desarrollo de 
la medicina y la química lo que ha contribuido a potenciar al máximo las 
capacidades humanas.  
Estos avances han dado lugar a la investigación y fabricación de sustancias 
que mimetizan la actividad de los compuestos producidos por el propio 
organismo, llamadas sustancias endógenas, por similitud completa o 
parcial de su estructura química. Esto puede ser utilizado, entre muchos 





para producir efectos psicoactivos (drogas recreativas) o aumentar el 
rendimiento en actividades deportivas (dopaje). 
En este último ámbito, con la aparición de la administración de sustancias 
en el deporte de alto nivel, surge la necesidad de regular o prohibir su 
abuso con el objetivo de mantener la igualdad de oportunidades, la 
competición justa y la salud de los atletas. Una de las formas más 
habituales de dopaje, actual e históricamente1, es la administración de 
esteroides. Los esteroides son compuestos orgánicos producidos por el 
propio organismo que regulan multitud de procesos biológicos, entre ellos 
el desarrollo y producción de masa muscular y ósea2. Resulta 
comprensible, pues, el porqué de su abuso en el deporte. Habitualmente 
se reconocen dos grandes clasificaciones de los compuestos que 
presentan esas características: los esteroides anabólicos androgénicos 
endógenos (EAAS, Endogenous Anabolic Androgenic Steroids) y los 
esteroides exógenos. Los primeros son aquellos que presentan la misma 
estructura química que los compuestos naturales del cuerpo, mientras 
que los segundos son aquellos que presentan partes similares y que 
mimetizan la actividad bioquímica de los compuestos endógenos. Son 
sintéticos y están diseñados específicamente para esa función, hecho que 
profundiza la necesidad de desarrollar un sistema de controles antidopaje 
que proteja tanto la competitividad del deporte como la salud de los 
participantes3. 
No solo eso, además de la mejora de las capacidades físicas y mentales, el 
placer y los efectos psicotrópicos ha sido otro gran aliciente que ha llevado 
al ser humano a desarrollar estas actividades de aislamiento de productos 
naturales y síntesis de nuevos compuestos. Por su alta capacidad para 
crear adicción y/o tolerancia que conlleva en muchos casos a un riesgo 
para la salud del usuario por uso excesivo de sustancias psicoactivas4, las 
conocemos como “drogas de abuso” (DOA, Drugs of Abuse) o, más 
vulgarmente, “drogas”. Al igual que en el caso del dopaje en el deporte, el 
uso de drogas con fines recreativos y de placer también se conoce desde 





sociedades modernas, que han visto como la prohibición de drogas 
clásicas (como podrían ser la marihuana, cocaína u otros productos 
derivados de plantas) ha dado lugar al fenómeno de las sustancias 
derivadas de los principios activos originales y a las drogas de diseño5. 
Éstas están pensadas para mimetizar el efecto de las originales de una 
forma u otra, pero en la mayoría de casos se trata de sustancias cuyos 
efectos a largo plazo son desconocidos y resultan especialmente dañinas 
para la salud y el correcto funcionamiento del organismo. 
En estas dos situaciones se presentan una serie de problemáticas tanto de 
salud como de legalidad relacionados con esteroides6 y drogas de abuso. 
Por ello, es necesario algún tipo de control y de capacidad de detección, 
ya sea para prevenir el consumo, monitorizar niveles de sustancias y 
metabolitos en un organismo o analizar los hábitos de consumo. Es aquí 
donde entra en juego la química analítica. 
Sin profundizar en una definición más exhaustiva, entendemos por 
“química analítica” aquella rama de la ciencia dedicada a la medición de 
propiedades y composición de muestras de interés para el resto de 
ciencias7. Así pues, el objeto de investigación en química analítica es el 
desarrollo de nuevos métodos de análisis que permitan la detección, 
caracterización y determinación de nuevas sustancias de interés, además 
de la mejora de los métodos existentes para alcanzar concentraciones 
cada vez más bajas y mejorar la calidad de sus resultados, es decir, mejorar 
su fiabilidad, precisión, robustez, etc. Este último caso es de especial 
interés para la presente tesis, pues se centra en el desarrollo de métodos 
enfocados a sustancias bien conocidas, como algunos esteroides y drogas 
de abuso (o sus derivados), y en el estudio y mejora de la precisión y 
exactitud de dichos métodos. 
Una de las estrategias más utilizadas y eficaces en química analítica es la 
separación de los analitos de interés de una matriz que los acompaña para 
su posterior caracterización y/o cuantificación. La separación de analitos 





analito de interés habiendo eliminado el resto de componentes de la 
muestra. Esta etapa puede llevarse a cabo mediante técnicas de 
laboratorio clásicas como son las extracciones con distintos disolventes, 
precipitaciones, absorción y/o adsorción en matrices sólidas, métodos 
electroquímicos, de inmunoafinidad, etc. Además, el uso continuado de 
dichas técnicas ha facilitado su automatización y la aparición de nuevos 
desarrollos que han desembocado en la invención de metodologías 
instrumentales de separación. Entre estas técnicas instrumentales 
destacan la cromatografía de gases o líquidos y la electroforesis capilar. 
Por otra parte, la detección de los analitos puede llevarse a cabo mediante 
diferentes técnicas instrumentales que se apoyan en las distintas 
propiedades de la materia y su interacción con algún tipo de energía. De 
esta manera, existen detectores que miden variaciones de fenómenos 
físicos como la radiación electromagnética, corriente eléctrica, 
conductividad térmica, índice de refracción, etc., debidas a la presencia de 
compuestos que provocan estas variaciones. Hay otro tipo de detector 
que ha ido ganando popularidad debido a su versatilidad, sensibilidad y 
selectividad: la espectrometría de masas. Ésta se basa en el filtrado y 
detección de la masa de los compuestos que se introducen en el sistema 
tras ser ionizados, por lo que funciona simultáneamente como método de 
separación y detección. Se separa cada compuesto de interés por 
selección de su relación masa/carga y su presencia se pone de manifiesto 
mediante la respuesta eléctrica generada cuando impactan sobre el 
sistema de detección, generalmente un multiplicador de electrones 
secundarios, entre otras posibilidades8. 
En concreto, la separación cromatográfica acoplada a la espectrometría de 
masas es actualmente una de las herramientas más potentes y versátiles 
para la determinación de compuestos orgánicos. Haciendo uso de la 
espectrometría de masas enfocada a la cuantificación, se presenta una 
forma alternativa de tratamiento de los datos producidos llamada 
Deconvolución de Perfiles Isotópicos (IPD, Isotope Pattern Deconvolution), 





Isotópica (IDMS, Isotope Dilution Mass Spectrometry) pero que no 
requiere de la preparación de curvas de calibrado. A lo largo de los 
siguientes capítulos se expondrán distintas aplicaciones de la 
cromatografía de líquidos acoplada a espectrometría de masas en diversos 
campos de estudio y tipos de muestras. Se llevarán a cabo comparaciones 
de la metodología de cuantificación IPD con la más habitual basada en 
curvas de calibrado y, en algún caso, con métodos alternativos de análisis 
como los inmunoensayos. 
Primeramente, el potencial de mejora de la incertidumbre asociada a los 
cálculos de cuantificación mediante la aplicación de IPD se puso a prueba 
en la determinación de esteroides endógenos en muestras de orina. Para 
ello, se han comparado las fuentes de error asociadas a los elementos 
necesarios para realizar los cálculos mediante distintos métodos de 
cuantificación, en la determinación de un compuesto modelo: 
testosterona. Posteriormente se desarrolló un método de cuantificación 
simultánea para 4 esteroides en orina basado en IPD, siguiendo directrices 
oficiales recomendadas por la Agencia Mundial Antidopaje (WADA). 
Seguidamente, la gran exactitud y baja variabilidad de resultados 
obtenidos por IPD se puso de nuevo a prueba en el ámbito clínico. Por una 
parte, el desempeño de IPD frente a curva de calibrado se comprobó a 
bajas concentraciones con su aplicación a la determinación de estrógenos 
en cantidades limitadas de suero humano. Por otra parte, la técnica de IPD 
se utilizó como método de certificación de disoluciones estándar mediante 
cuantificaciones consecutivas a partir de materiales de referencia 
certificados, con el objetivo de detectar y corregir posibles errores de 
pesada, etiquetado o manipulación experimental que pudieran conllevar 
errores sistemáticos en los resultados finales. 
Finalmente, como último reto de IPD para compensar el efecto matriz 
derivados de la presencia de una mezcla compleja de interferentes y 
compuestos de todo tipo, se aplicó IPD a la determinación de drogas de 





método ya validado basado en curva de calibrado y ambos fueron 
comparados en términos de exactitud y precisión en ejercicios inter-
laboratorio y por su respuesta en muestras de control de calidad utilizando 







1.2 Tratamiento de muestra 
Se entiende por tratamiento o preparación de muestra todos aquellos 
pasos o manipulaciones que se realizan sobre un espécimen de interés 
analítico, previo a su determinación mediante cualquier medida o técnica 
instrumental. El tratamiento de muestra sigue siendo a día de hoy uno de 
los pasos del proceso analítico que más tiempo consume y, en la mayoría 
de casos, sigue siendo fundamental para asegurar la calidad de los 
resultados, a pesar de la potencia y capacidad de resolución de los equipos 
de cromatografía y de espectrometría de masas. Entre ellos podemos 
incluir pasos tan sencillos como pesadas o diluciones, o procedimientos 
más elaborados y que requieren la optimización de numerosos 
parámetros como son las extracciones o derivatizaciones9, por ejemplo. 
De todas las opciones posibles de acondicionamiento de la muestra, las 
extracciones son las técnicas más utilizadas y más estudiadas para la 
separación de los analitos de la matriz de la muestra, así como para su pre-
concentración y mejora de sensibilidad. Actualmente existen numerosos y 
muy variados modos de trabajo, los cuales pueden ser agrupados a 
grandes rasgos en métodos para muestras sólidas y para muestras 
líquidas10. 
Durante décadas, el método de referencia para el tratamiento de 
muestras líquidas ha sido la extracción líquido-líquido (LLE, Liquid-Liquid 
Extraction). Esta técnica se basa en el uso de un solvente (habitualmente 
orgánico) inmiscible con la fase líquida que contiene la muestra, 
habitualmente una disolución acuosa. La extracción de la matriz líquida se 
consigue por partición de los analitos a la fase aceptora, en la que su 
solubilidad es mucho mayor. Dado que es un proceso de partición, la 
extracción no es cuantitativa, con lo que en muchas ocasiones se realizan 
acciones para maximizar la cantidad de analitos extraídos como por 
ejemplo realizar extracciones consecutivas con nuevos volúmenes de 
solvente, añadir sales para aumentar la fuerza iónica (salting out) o utilizar 





disolventes orgánicos que requiere, la extracción líquido-líquido es una de 
las técnicas más sencillas de aplicar y también de las más efectivas. 
En un esfuerzo por adaptar las metodologías para que resulten menos 
dañinas para el medio ambiente, también conocido como “química 
verde”, se han desarrollado técnicas de micro-extracción en fase líquida 
(LPME, liquid-phase microextraction) que minimizan el uso de solventes 
orgánicos. Dentro de esta categoría se encuentran técnicas como la micro-
extracción con una sola gota (SDME, single-drop microextraction) o la 
micro-extracción con fibras huecas como soporte del solvente (HF-LPME, 
hollow-fiber liquid-phase microextraction). 
Por otra parte, la minimización del uso de solventes puede conseguirse 
mediante métodos que hacen uso de soportes sólidos en los que retener 
los analitos de interés, en lugar de utilizar solventes, entre los cuales la 
extracción en fase sólida (SPE, solid-phase extraction) juega un papel 
principal. Ésta es una técnica basada en la adsorción de los analitos sobre 
una matriz sólida de polaridad y selectividad química adecuadas, 
soportada en un cartucho, cuando se hace pasar por ella un volumen de 
muestra líquida. Esto permite un filtrado, limpieza y concentración de los 
compuestos de interés por retención en el sólido mientras que el resto de 
componentes (o la mayor parte de ellos) de la matriz es eliminado. Una 
vez realizada la extracción, es posible limpiar todavía más el extracto 
mediante lavados de diferentes condiciones químicas (pH, polaridad, etc.) 
que eluyen interferentes no deseados pero que deja a los analitos de 
interés inalterados. Finalmente, los analitos son extraídos del sólido 
mediante un disolvente adecuado en un volumen relativamente pequeño, 
de unos pocos mililitros, por lo que se puede considerar como un método 






1.3 Técnicas instrumentales 
En las últimas décadas, la química analítica moderna se ha visto inclinada 
hacia el uso extensivo de técnicas instrumentales para la resolución de 
problemas analíticos complejos11. Las técnicas de fabricación y el 
desarrollo de mejores y más potentes instrumentos de medida han 
permitido alcanzar niveles de concentración detectables y medibles 
impensables pocos años atrás, incluso en las matrices más complejas 
como son las muestras de fluidos biológicos o de aguas residuales. 
Es precisamente la matriz de la muestra lo que más problemas acarrea en 
la determinación de los analitos de interés, es decir, todos aquellos 
compuestos presentes en una muestra que no interesan. Por esta razón, 
el desarrollo de técnicas de separación y/o de tratamiento de muestra es 
uno de los aspectos más importantes que determinan la calidad y 
fiabilidad de los métodos analíticos. 
En este ámbito, la cromatografía tiene un papel esencial, ya que es una de 
las maneras más eficaces de aislar un analito del resto de la matriz 
mediante diferencias de propiedades físico-químicas y de condiciones 
instrumentales. Por otro lado, el desarrollo de la espectrometría de masas 
como método de detección ha permitido alcanzar una mayor robustez, 
sensibilidad y precisión en la determinación analítica. La unión de ambas 
técnicas es, por tanto, obvia para optimizar y acortar los tiempos de 
análisis y facilitar tanto el manejo de muestras como para evitar la 
manipulación y transporte de extractos entre instrumentos. 
1.3.1 Cromatografía líquida 
Las técnicas cromatográficas agrupan un conjunto de metodologías de 
separación utilizados para el estudio, caracterización y/o purificación de 





El mecanismo de toda separación cromatográfica se fundamenta en dos 
elementos básicos. Por una parte, se tiene una fase móvil en la cual se 
encuentra disuelta la muestra o mezcla a resolver y que puede estar en 
fase líquida, gaseosa o como fluido supercrítico (que daría lugar a 
cromatografía de líquidos, de gases o de fluidos supercríticos, 
respectivamente). Por otra parte, una fase estacionaria, inmiscible con la 
fase móvil y fijada en algún tipo de soporte como el interior de una 
columna o una superficie sólida plana. Esta fase estacionaria puede estar 
compuesta de distintos materiales y estados físicos. Las diferentes 
características físico-químicas de la fase móvil y la fase estacionaria 
provocan una distribución de los distintos componentes de la muestra 
introducida en el sistema, es decir, la propia química de los compuestos 
conlleva una mayor o menor afinidad por la fase estacionaria que provoca 
una mayor o menor retención. Así pues, aquellos compuestos que 
presentan una mayor retención en la fase estacionaria se ven arrastrados 
en menor medida por la fase móvil que aquellos otros compuestos con 
interacciones más débiles, que viajan a mayor velocidad. Todo esto 
produce finalmente una separación de los componentes de la muestra en 
distintas bandas sobre las que realizar análisis tanto cualitativos como 
cuantitativos12. 
Concretamente, la cromatografía líquida, especialmente la llamada 
cromatografía líquida de fase inversa (RPLC, Reverse Phase Liquid 
Chromatography) (Figura 1.1), es la modalidad más utilizada actualmente 
y se basa en el uso de fases móviles líquidas de mayor polaridad que la 
fase estacionaria, la cual puede estar constituida por partículas sólidas o 
por geles soportados en polímeros. Esta técnica instrumental se 
caracteriza por una gran eficacia de separación, tiempos de análisis cortos 
y amplio rango de analitos separables. 
Los disolventes utilizados en RPLC como fase móvil suelen estar formados 
por una mezcla de agua y un disolvente orgánico polar, siendo los más 
habituales el metanol o el acetonitrilo. La optimización de la separación 





constante de fase móvil que arrastra los compuestos de la muestra a 
distintas velocidades según su afinidad con dicha mezcla. Estas 
condiciones pueden mejorarse para lograr mayor resolución o un menor 
tiempo de análisis si se utilizan gradientes de composición a lo largo del 
tiempo, empezando con una polaridad más alta (mayor porcentaje de 
agua) y aumentando la proporción orgánica paulatinamente. Además, la 
adición de modificadores a la fase móvil (sales de amonio o tampones 
ácido fórmico/formiato, entre otros) puede proporcionar una mejora 
tanto de la forma de pico cromatográfico como la anchura y resolución, 
así como para controlar el pH o para mejorar la sensibilidad en la detección 
por espectrometría de masas. 
 
Figura 1.1. Esquema del mecanismo de retención en RPLC con fase estacionaria de C8. 
En cuanto a la fase estacionaria, la mayor parte de columnas 
cromatográficas de fase reversa comerciales están rellenas de pequeñas 
partículas de gel de sílice modificada covalentemente, en cuya superficie 
se enlazan distintos ligandos dependiendo de la polaridad deseada, siendo 
las más habituales el octadecilsilil (C18), el octilsilil (C8) o pentafluorofenil13. 





dada la imposibilidad de enlazar ligandos relativamente grandes sobre 
todos y cada uno de los hidroxilos terminales del material, hecho que 
podría dar lugar a interacciones no deseadas entre los analitos y los 
extremos -OH libres. Este problema puede evitarse mediante el proceso 
de end-capping, mediante el cual se enlazan cadenas alquílicas cortas  
(-CH3) a los -OH residuales para bloquear estas interacciones secundarias. 
En cromatografía líquida, llamada también cromatografía líquida de alta 
eficacia (HPLC, High Performance Liquid Chromatography) en las últimas 
décadas, la eficiencia de la separación cromatográfica está íntimamente 
ligada al tamaño de las partículas de su interior, ya que las interacciones 
analito-fase estacionaria ocurre sobre la superficie exterior y entre los 
poros de ellas. Por tanto, a un menor tamaño de partícula, la superficie 
disponible para interaccionar es mayor y la resolución cromatográfica 
aumenta, a costa de un aumento de la presión en todo el sistema. Las 
medidas más comunes para una columna de HPLC están entre los 5 y los 
15 centímetros de longitud, con un diámetro interno de hasta 5 milímetros 
y de un tamaño de partícula de no menos de 2 micrómetros; dimensiones 
que mantienen la presión de trabajo por debajo de los 400 bares. 
Nuevos desarrollos en LC han llevado a la fabricación de columnas y 
sistemas más eficientes y robustos que han permitido mejorar 
enormemente la resolución y velocidad de los análisis en lo que se conoce 
como cromatografía líquida de ultra-alta eficacia (UHPLC, Ultra-High 
Performance Liquid Chromatography). Esta nueva modalidad hace uso de 
tamaños de partícula por debajo de las 2 micras que, a pesar de provocar 
presiones de hasta 1000 bar, disminuyen el tiempo de análisis, estrechan 
los picos cromatográficos y mejoran la separación. Con esto se consigue 
no solo aumentar el rendimiento de un laboratorio, sino abaratar costes 
en términos de consumo de disolventes para fase móvil y optimizar el 
tiempo de trabajo de los equipos, ya que separaciones que en HPLC 
pueden conllevar tiempos de decenas de minutos, pueden conseguirse 





Finalmente, en los últimos años han surgido nuevos diseños de rellenos de 
columnas HPLC y UHPLC que minimizan sustancialmente la presión 
generada por las columnas. Las columnas de tipo núcleo sólido (Solid-Core) 
contienen partículas de sílice fundida y sin poros sobre la que se enlazan 
los compuestos deseados para la fase estacionaria, creando una película 
semilíquida donde ocurren las interacciones mientras que la parte interior 
de la partícula permanece inaccesible (al contrario que en las partículas 
porosas) (Figura 1.2). Esto genera unas zonas limitadas de interacción que 
evitan la presión generada por el paso de la fase móvil por los poros y 
evitando una mayor difusión de las bandas cromatográficas. Todo esto 
permite utilizar flujos de fase móvil más altos, pero manteniendo o incluso 
mejorando la resolución cromatográfica, ya que se obtienen picos más 
estrechos15. 
 
Figura 1.2. Comparación de las estructuras de partícula de núcleo sólido y 
partícula porosa. 
1.3.2 Espectrometría de masas 
La espectrometría de masas es una técnica instrumental basada en la 
separación y determinación cuantitativa o cualitativa de especies 
cargadas, ya sean iones orgánicos o inorgánicos, mediante su relación 
masa/carga (m/z)16. Los espectrómetros de masas son herramientas 
analíticas de gran potencia, ya que permiten no solo la determinación 





compuestos desconocidos, dependiendo de los distintos diseños y 
capacidades instrumentales disponibles. 
Los principales componentes que conforman un espectrómetro de masas 
son: la fuente de iones, el analizador de masas y el detector. La fuente de 
iones es el lugar donde se introduce la muestra, ya sea de forma directa o 
proveniente de un sistema cromatográfico, para ser vaporizada (en el caso 
de muestras líquidas o sólidas) e ionizada. Esta fuente de iones actúa 
también como interfase entre sistemas cromatográficos y el 
espectrómetro de masas, como se explica en la siguiente sección. Una vez 
ionizada la muestra, unas lentes iónicas guían el haz de iones hacia el 
interior del analizador de masas que se encuentra en condiciones de alto 
vacío, cuya función es separar y/o filtrar los distintos componentes en 
función de su relación m/z. Finalmente, los iones seleccionados llegan a 
un sistema de detección que produce una respuesta eléctrica proporcional 
al número de impactos recibidos, obteniendo la señal correspondiente a 
cada relación m/z seleccionada. 
Según el diseño, existen distintos analizadores de masas con diferentes 
características, capacidades de resolución y velocidades de escaneo. 
Actualmente, los analizadores de masas disponibles comercialmente son 
los de tipo cuadrupolo (Q, quadrupole), el de tiempo de vuelo (TOF, Time 
Of Flight), el sector magnético (magnetic sector), la trampa de iones (IT, 
Ion Trap), el Orbitrap o el de resonancia ión-ciclotrón con transformada de 
Fourier (FT-ICR, Fourier-Transform Ion Cyclotron Resonance). 
De todos estos tipos de espectrómetros de masas, el analizador de tipo 
cuadrupolo destaca por elevada capacidad de transmisión de iones, peso 
ligero de los equipos debido a su diseño compacto, ser relativamente 
económico y permitir una gran velocidad de escaneo de distintos valores 
de m/z. No obstante, presenta el inconveniente de su baja resolución, 
limitada a la discriminación entre masas contiguas separadas por 
aproximadamente una uma, característica que dificulta su aplicación para 





la opción preferente para análisis cuantitativos de alta sensibilidad, 
precisión y robustez, tanto para tareas de rutina como en investigación. 
El cuadrupolo consiste en cuatro barras cilíndricas o hiperbólicas 
posicionadas en forma de cuadrado, extendiéndose en la dirección z 
(Figura 1.3). Las barras opuestas están conectadas entre sí y se les aplica 
un potencial de corriente continua (DC) al que se superpone otro de 
corriente alterna (AC). 
 
Figura 1.3. Filtrado de masas mediante analizador tipo cuadrupolo. Solamente los iones 
con la relación m/z seleccionada mantienen una trayectoria estable (negra) mientras que 
el resto de iones son eliminados (naranja). 
Una vez los iones alcanzan la zona interior del cuadrupolo en la dirección 
z, los voltajes AC aplicados a las barras atraen alternativamente a los iones 
hacia las direcciones x e y de forma que solamente unos determinados 
valores de m/z mantienen una trayectoria estable a lo largo de la longitud 
del cuadrupolo. El barrido de m/z se consigue variando los valores de 
potencial DC y AC manteniendo la relación entre ellos constante. De esta 
manera, solo las m/z seleccionadas llegan finalmente al detector, mientras 
que el resto son o bien expulsados del seno del analizador, o bien chocan 







1.3.3 Espectrometría de masas en tándem 
La espectrometría de masas en tándem (MS/MS) permite la 
fragmentación de los iones generados en la fuente y puede llevarse a cabo 
mediante la separación en el tiempo de diversos procesos de 
separación/fragmentación de iones en un mismo analizador de masas (IT) 
o, más habitualmente, mediante el acoplamiento de dos o más 
analizadores de masas en serie separados por una celda de colisión. Esto 
incluye acoplamientos entre analizadores iguales de baja resolución como 
es el caso de los instrumentos de triple cuadrupolo, o entre distintos 
analizadores para obtener espectrómetros de masas híbridos, siendo uno 
de los más habituales el de cuadrupolo-tiempo de vuelo (Q-TOF). 
En espectrometría de masas de triple cuadrupolo se tienen dos 
analizadores de masas de tipo cuadrupolo separados por una celda de 
colisión que puede estar constituida por un cuadrupolo, hexapolo u 
octapolo, y suele representarse por las siglas QqQ (donde la q minúscula 
es la celda de colisión y las Q mayúsculas los analizadores). En la celda de 
colisión se producen iones fragmentos por la ruptura de las moléculas de 
m/z seleccionadas en el primer cuadrupolo, por aceleración de éstas 
mediante un potencial eléctrico y posterior colisión contra un gas inerte 
presurizado en la celda. De esta manera se consigue más información 
estructural y, por tanto, cualitativa. De manera simultánea se obtiene una 
mayor relación señal/ruido por eliminación de interferencias isobáricas, es 
decir, se consigue la eliminación de gran parte del ruido provocado por 
especies de la misma m/z que pudieran pasar a través del primer 
cuadrupolo y alcanzar el detector. 
Los equipos de MS/MS de triple cuadrupolo permiten distintos modos de 
trabajo según si sus 2 analizadores trabajan en modo de barrido de masas 
o si se monitorizan valores de m/z concretos. De esta forma, puede 
realizarse un barrido de iones producto (iones fragmento producidos por 
moléculas con un m/z determinado), barrido de iones precursor (todos 





pérdidas neutras (ambos analizadores barren todos los valores de m/z con 
un intervalo fijo entre ellos) o, como se ha utilizado en esta tesis, la 
monitorización de transiciones (SRM, Single Reaction Monitoring). En este 
último modo los cuadrupolos monitorizan valores concretos de m/z tanto 
para precursores como para productos, específicos de los analitos de 
interés. Es decir, se selecciona la molécula ionizada en el primer 
cuadrupolo, ésta es fragmentada en la celda de colisión bajo unas 
condiciones optimizadas y uno o varios de sus fragmentos son 
seleccionados secuencialmente en el último cuadrupolo. 
1.3.4 Acoplamiento LC-MS 
Si bien el acoplamiento entre la cromatografía de gases y la 
espectrometría de masas puede resultar tan sencilla como conectar 
ambos equipos por un canal caliente, el acoplamiento cromatografía 
líquida-espectrometría de masas (LC-MS) no es inmediata. Mientras que 
las condiciones de análisis de un espectrómetro de masas son de alto 
vacío, el flujo saliente de un equipo de UHPLC es de en torno a los 
0.3 mL/min en la mayor parte de aplicaciones (del orden de 1 mL/min en 
HPLC), teniendo en cuenta que, una vez vaporizado, ese flujo puede 
multiplicarse por cientos de veces. Esto hace que, si se acoplasen 
directamente ambos equipos, el vapor proveniente de la fase móvil 
desbordaría las capacidades de extracción del sistema de vacío y 
provocaría errores de funcionamiento del instrumento. Por tanto, el 
acoplamiento LC-MS necesita un elemento de compatibilización que 
adapte la salida del cromatógrafo a las condiciones del espectrómetro de 
masas: una interfase. 
La posibilidad de una interfase de ionización a presión atmosférica (API, 
Atmospheric Pressure Ionization) para el acoplamiento LC-MS se conoce 
desde los años 70, pero no es hasta finales de los 80 cuando comienzan a 
aparecer aplicaciones eficaces. Desde entonces, se han desarrollado 
diversos dispositivos, quedando los más antiguos obsoletos y apareciendo 





De todos ellos, la interfase electrospray es una de las más utilizadas, tanto 
en tareas de rutina como en investigación. La ionización por electrospray 
(ESI, ElectroSpray Ionization) consiste en la aplicación de un alto campo 
eléctrico a la fase móvil saliente del cromatógrafo líquido, por medio de 
un capilar metálico, creando un jet de microgotas y bajo unas condiciones 
que provocan que estas gotas producidas sean desintegradas antes de 
introducirse en el espectrómetro de masas (Figura 1.4). Esta 
desintegración ocurre por dos efectos que se dan simultáneamente. Por 
una parte, el alto voltaje aplicado al capilar provoca que las microgotas 
creadas durante la nebulización adquieran un exceso de carga, positiva o 
negativa según el voltaje aplicado, por la que posteriormente competirán 
solventes y analitos. Contrario al flujo de fase móvil se posiciona un flujo 
de gas inerte a alta temperatura (normalmente nitrógeno) que evapora 
rápidamente los disolventes de la fase móvil. Esto hace que las especies 
cargadas se acumulen en la superficie de la gota debido a las fuerzas de 
repulsión electrostática y, o bien terminan en fase gas por expulsión y 
desolvatación de la gota, o bien la gota termina por colapsar por la 
repulsión de cargas, una vez ésta supera a las fuerzas cohesivas de tensión 
superficial. De esta forma, se obtiene una vaporización e ionización de los 
analitos de interés, ya sea por ionización directa o por transferencia de 
carga por parte de las moléculas cargadas generadas a partir de la propia 
fase móvil17. 
 






Finalmente, el cono u orificio de entrada al espectrómetro de masas, que 
además se encarga de atraer y guiar los iones generados hacia el interior 
del instrumento, puede posicionarse en un ángulo perpendicular respecto 
al haz de iones generado en el electrospray para evitar la entrada excesiva 
de gases y especies neutras al interior del analizador. Esto se repite una 
segunda vez con un segundo cono de menor diámetro de entrada 
(Figura 1.5). De esta manera se consigue minimizar el ruido instrumental 
y una mayor robustez de las condiciones de vacío, ya que solamente las 
especies cargadas serán capaces de seguir la trayectoria en Z hasta el 
espectrómetro de masas. 
 
Figura 1.5. Disposición espacial en Z de los conos de muestreo y extracción para la 
eliminación de especies neutras. 
1.3.5 Eliminación de especies neutras 
El diseño de la interfase de los equipos de LC-MS están enfocados 
habitualmente a obtener la máxima transmisión de iones evitando en la 
medida de lo posible la entrada de sustancias neutras y/o gases 
provenientes de la fase móvil. No obstante, dado que el interior del 
analizador de masas se encuentra en condiciones de vacío, resulta 
inevitable que parte de esos interferentes sean succionados, lo cual causa 
problemas de interferencia y/o ruido instrumental al llegar al detector. Los 






Por una parte, el haz de iones puede desviarse previamente a su 
separación por relación m/z (y posterior fragmentación y selección de 
fragmentos en el caso de MS/MS) mediante lentes iónicas (Figura 1.6). 
 
Figura 1.6. Eliminación de especies neutras por desvío del haz de iones. 
Por otra parte, el propio diseño de la celda de colisión de un equipo de 
MS/MS puede hacer las veces de sistema de eliminación de neutros. Este 
diseño se basa en una celda de colisión en forma de U en la que las 
especies cargadas seleccionadas en el primer cuadrupolo son desviadas 
por el potencial eléctrico, a la vez que son aceleradas contra el gas de 
colisión. De esta manera se consigue tanto la fragmentación de iones 
precursores como la eliminación de neutros, ya que éstos siguen una 
trayectoria recta y pueden ser extraídos por el sistema de vacío 
(Figura 1.7).  
En ambos casos, el fundamento reside en la modificación de la trayectoria 
de los iones mediante lentes iónicas y/o campos eléctricos, los cuales no 
afectan a las especies neutras. Por tanto, el haz de moléculas no cargadas 
sigue una trayectoria distinta (recta), permitiendo su separación en el 







Figura 1.7. Esquema de celda de colisión en U con fragmentación y eliminación de 





1.4 Espectrometría de masas de dilución isotópica 
La técnica de Análisis por Dilución Isotópica (IDA, Isotope Dilution Analysis) 
es una técnica de análisis cuantitativo de elementos y moléculas. Esta 
técnica se desarrolla durante la década de 1950 a partir de los estudios de 
procesos químicos mediante trazadores radiactivos18,19, donde se hace uso 
de la medida de la radiación emitida por el elemento radiactivo trazador 
tras su adición a la muestra para la determinación de compuestos tanto 
biológicos como inorgánicos. 
Con el posterior desarrollo de la espectrometría de masas, el IDA se adapta 
a esta nueva forma de detección y desplaza el uso de la radioactividad 
como método de medida a un segundo plano, razón por la que el IDA se 
identifica habitualmente con el término Espectrometría de Masas de 
Dilución Isotópica (IDMS). Concretamente en IDMS, la dilución isotópica 
se basa en la alteración intencionada de las abundancias isotópicas 
naturales por la adición a la muestra de una cantidad conocida de un 
elemento enriquecido en uno de sus isótopos menos abundantes, llamado 
trazador o spike, tras lo cual se procede a la medida de las abundancias 
resultantes mediante espectrometría de masas20–22. 
Podemos visualizar este procedimiento con el siguiente ejemplo. 
Imaginemos que tenemos una bolsa con un número de canicas blancas 
que queremos determinar. Para ello añadimos un número conocido de 
canicas negras, por ejemplo 100, y agitamos la bolsa para que la mezcla 
sea lo más homogénea posible, con lo que conseguiríamos el spike de la 
muestra. Seguidamente, extraemos al azar diversos grupos pequeños de 
canicas y se observa (mide) la relación del número de canicas blancas y 
negras en cada grupo. Dado que se ha alcanzado la homogeneidad (o 
equilibrio isotópico en el caso de IDMS), la relación entre blancas y negras 
en los grupos pequeños será idéntico al de la bolsa. Por tanto,  
si observamos una relación de 1 canica negra por cada 9 blancas,  





obtenemos que el número de canicas blancas que había originalmente en 
la bolsa es de 900. 
Trasladando la misma idea al campo de IDMS para análisis elemental de 
un elemento con 2 isótopos estables, A y B, tenemos una muestra cuya 
abundancia natural de A es muy alta y que contiene una pequeña 
abundancia del isótopo B. A ésta se le añade una cantidad conocida de 
trazador que está enriquecido en el isótopo menos abundante, con lo cual 
la abundancia de B será mucho mayor que la de A. En la Figura 1.8 se 
ilustran estos ejemplos además de la mezcla resultante de elemento 
natural y de trazador en proporción 1:1. Las abundancias resultantes son 
una combinación lineal de las abundancias en la muestra y trazador y 
serían los parámetros a medir en el espectrómetro de masas. 
 
Figura 1.8. Abundancias isotópicas en muestra, trazador y mezcla en dilución isotópica. 
Una vez alcanzado el equilibrio isotópico en la mezcla y dado que se miden 
relaciones de abundancia entre muestra y trazador, las posibles 
desviaciones debidas a extracciones no cuantitativas, o derivas 
instrumentales no afectan al resultado final. Por esta razón se considera 
IDMS como un método de cuantificación de alta calidad metrológica y, 





























primario de análisis al ser trazable directamente el Sistema Internacional 
de Unidades23. 
Inicialmente, IDMS aplicada al análisis elemental se llevaba a cabo 
mediante la técnica de espectrometría de masas con ionización térmica 
(TIMS, Thermal Ionization Mass Spectrometry). En la actualidad ha sido 
sustituida por la espectrometría de masas con fuente de ionización de 
plasma de acoplamiento inductivo (ICP-MS, Inductively Coupled Plasma 
Mass Spectrometry). Ésta se ha consolidado como la técnica predilecta 
para el análisis elemental de analitos inorgánicos y orgánicos, debido 
principalmente a la capacidad de obtener una alta exactitud a la vez que 
una reducción del tratamiento de muestra necesario previo al análisis24. A 
partir de la década de 1970, con el desarrollo y la disponibilidad de 
instrumentos de espectrometría de masas acoplados a cromatografía de 
gases (GC-MS, Gas Chromatrography Mass Spectrometry) se abrió la 
puerta al análisis de compuestos en lugar de elementos. Hoy en día, y tras 
la incorporación de la cromatografía líquida acoplada a espectrometría de 
masas (LC-MS, Liquid Chromatography Mass Spectrometry), el rango de 
aplicaciones de IDMS se ha extendido enormemente. En esta modalidad 
se utilizan moléculas marcadas con isótopos pesados para modificar las 
abundancias naturales de la molécula completa en lugar de las 
abundancias elementales aisladas. Además, la creciente oferta de estos 
compuestos marcados permite que la diversidad de campos en los que 
puede utilizarse el análisis por IDMS no deje de crecer25. 
1.4.1 Isótopos y compuestos marcados isotópicamente 
Los isótopos son átomos de un mismo elemento que, teniendo el mismo 
número atómico o número de protones, su número másico o masa 
atómica es distinta, es decir, contienen un número diferente de 
neutrones. Desde las primeras sospechas a principios del siglo XX de la 
existencia de isótopos, actualmente se conocen multitud de isótopos de la 
mayoría de elementos de la tabla periódica. Existen, sin embargo, unos 





isótopo estable de masa 19 y 31, respectivamente. De entre todos estos 
posibles isótopos de cada elemento distinguimos aquellos que son 
estables y se encuentran en la naturaleza en una proporción relativamente 
fija, y aquellos que no lo son y que suelen tener propiedades radioactivas. 
Los isótopos estables serán, por tanto, de gran interés para el análisis por 
IDMS debido a que no se degradan con el tiempo y no supondrán un riesgo 
por actividad radioactiva. 
Tomando las abundancias isotópicas naturales como constantes fijas en la 
naturaleza, para una molécula dada con un alto número de átomos, ya 
sean carbonos, hidrógenos, oxígenos y/o nitrógenos –elementos más 
habituales en compuestos orgánicos–, existirá una alta probabilidad de 
encontrar átomos o isótopos pesados de dichos elementos en la molécula. 
Esto da lugar a una distribución de probabilidades o abundancias para 
masas superiores –y en ocasiones, inferiores– a la masa molecular 
correspondiente a la configuración con todos los elementos en su forma 
más abundante. En la Figura 1.9 se representa la distribución de 
abundancias correspondiente a la molécula de testosterona, con fórmula 
molecular C19H28O2 y masa nominal de 288 uma, en la que pueden 
observarse abundancias considerables para masas más altas. La primera 
de ellas, de 289, correspondería a la suma de probabilidades de encontrar 
en la molécula un isótopo pesado de carbono (13C), de oxígeno (17O) o de 
hidrógeno (2H), con un valor de 17.04%. Las sucesivas abundancias 
corresponden, pues, a la probabilidad de encontrar 2 o más isótopos 
pesados de estos elementos, por lo que su abundancia disminuye 
rápidamente. Este tipo de representaciones de abundancias puede 
calcularse a partir de las abundancias isotópicas naturales de los 
elementos en la naturaleza, tabuladas en manuales de constantes 






Figura 1.9. Abundancias isotópicas naturales de la molécula de testosterona. 
Actualmente es posible obtener y adquirir trazadores enriquecidos en 
alguno de estos isótopos menos abundantes mediante procesos físicos a 
través de metodologías basadas directamente en la diferencia de pesos 
atómicos, en diferentes cinéticas de reacción debido a su diferente peso 
atómico o en otras propiedades. Uno de los métodos más utilizados es la 
separación por difusión gaseosa de CO2 para obtener una fracción 
isotópicamente enriquecida en 13C, en la que las moléculas más ligeras 
viajan más rápidamente y tienen más probabilidad de colisionar y difundir 
a través de una membrana porosa, proceso que se lleva a cabo en cascada 
para aumentar el rendimiento. 
Existen multitud de métodos diseñados para obtener materiales 
enriquecidos de prácticamente cualquier elemento, a partir de los cuales 
es posible preparar compuestos específicos tanto inorgánicos como 
orgánicos. Estos últimos son de especial interés para la IDMS molecular, 
ya que permiten obtenerse compuestos enriquecidos en isótopos 
pesados, habitualmente 13C y deuterio (2H) pero también 15N o 18O, con la 
misma estructura pero distinto peso molecular y distribución de 
abundancias isotópicas27. Estos compuestos marcados pueden utilizarse 






























como patrones internos para corregir desviaciones en IDMS convencional, 
o como trazadores en IPD. 
1.4.2 Modos de trabajo en IDMS 
El acoplamiento de técnicas de separación a sistemas de detección 
basados en espectrometría de masas ha proporcionado vías para aplicar 
la técnica de dilución isotópica de distintas maneras dependiendo del 
momento y forma en que sea añadido el compuesto o elemento trazador 
a la muestra. 
En los casos en los que no se conoce exactamente la estructura molecular 
del compuesto de interés o cuando el análogo marcado isotópicamente es 
difícil de obtener y/o sintetizar, se puede recurrir al método inespecífico 
de adición post-columna. Una vez separados los compuestos mediante la 
técnica cromatográfica adecuada, el flujo saliente se mezcla con un flujo 
constante de una disolución que contiene un compuesto trazador, 
previamente a la introducción en el espectrómetro de masas donde se 
miden las abundancias correspondientes. Este método requiere que no 
haya pérdidas de analito durante el proceso analítico antes de la mezcla 
con el trazador y que la mezcla sea completa y homogénea antes de 
alcanzar el detector. Además, requiere que el comportamiento de 
trazador y analito sea similar en términos de ionización y fragmentación o, 
incluso, que éstos sean independientes de la forma química original, como 
es en el caso de análisis por ICP-MS27. 
Contrariamente, cuando los analitos son conocidos y sus análogos 
marcados se pueden obtener comercialmente o sintetizar en el propio 
laboratorio, es preferible recurrir a la dilución isotópica específica. En este 
tipo de aplicación es necesaria la mezcla completa de trazador y analito 
antes de comenzar el proceso analítico y que durante éste no haya 
diferencias significativas de comportamiento debido al marcaje isotópico, 
llamado efecto isotópico. Este puede producir diferentes eficiencias de 





diferente efecto matriz en la fuente de ionización (especialmente 
relevante en cromatografía acoplada a espectrometría de masas 
molecular). Si se cumplen estos requisitos28, el método específico es capaz 
de, una vez alcanzado el equilibrio isotópico, corregir todas las posibles 
pérdidas de analito por el tratamiento de muestra y la deriva instrumental. 
En análisis elemental y de especiación, pueden emplearse más de un 
trazador enriquecido en distintos isótopos poco comunes (trazadores 
múltiples), que además pueden encontrarse en diferentes estados de 
oxidación, para la determinación de varios analitos o especies 
simultáneamente. Otra aproximación al IDMS elemental es el método 
inespecífico en el cual se determinan varias especies de un mismo 
elemento con un solo marcador, o bien un elemento distinto. 
Si bien estos dos modos son los más habituales en determinaciones 
elementales y de especiación, también son extrapolables y aplicables a 
análisis orgánico29. Mientras el modo inespecífico puede ser utilizado para 
estudios de efecto matriz30, el modo específico se traduce en la dilución 
isotópica de compuestos orgánicos, que presenta a su vez diversos modos 
de trabajo posibles. 
El uso de compuestos marcados isotópicamente para la cuantificación de 
analitos orgánicos supone la utilización de compuestos análogos a los 
compuestos de interés, lo que los convierte en los patrones internos 
ideales. Si no se presentan efectos isotópicos, los cuales pueden aparecer 
al utilizar compuestos marcados con un número elevado de deuterios31, el 
comportamiento de analito y patrón interno durante el proceso analítico, 
separación cromatográfica y detección es idéntico. Por lo tanto, la medida 
de áreas de pico cromatográfico de los estándares utilizados en la curva 
de calibrado puede ser estandarizada con respecto al área medida para 
una cantidad constante de patrón interno y basarse en medidas relativas, 
dando como resultado una corrección de las posibles desviaciones 
durante todo el proceso. Se trata, pues, de una metodología basada en 






Una posibilidad de minimizar el efecto isotópico es utilizar compuestos 
marcados con un número mínimo de isótopos pesados (minimal labelling). 
Desafortunadamente, en estos casos de marcaje escaso, el patrón de 
abundancias de los clústeres de los iones precursores o fragmentos 
pueden solaparse. Es decir, la probabilidad de encontrar iones del 
compuesto natural con masas +1, +2, +3, etc. es suficientemente alta 
como para solaparse con el clúster del compuesto marcado, por ejemplo, 
si éste está marcado con 2 o con 3 deuterios (masas +2 y +3 con respecto 
al ion más abundante del compuesto natural). Esto produce una curvatura 
del calibrado a concentraciones altas de estándar natural con respecto al 
patrón interno por solapamiento (Figura 1.10)32. 
Cuando esto ocurre, es posible o bien recurrir a un ajuste del tipo 
polinómico o a la deconvolución de dicho solapamiento, es decir, 
averiguar matemáticamente la contribución de cada compuesto (natural 
y marcado) a la distribución de abundancias de la mezcla. Esta es 
precisamente la solución que contempla la metodología de cálculo IPD que 
se detalla más adelante. 
 
Figura 1.10. Curvatura de la línea de calibrado debida al solapamiento espectral entre 
























1.4.3 Selección del patrón interno 
Como se ha visto, el objetivo principal de la utilización de patrones 
internos es la de corregir errores derivados de las posibles desviaciones de 
señal instrumental debida a la deriva o al efecto matriz, y también 
cualquier pérdida de analito durante el tratamiento de muestra. Por tanto, 
hay una serie de cuestiones que hay que tener en cuenta a la hora de 
seleccionar los compuestos marcados para que cumplan la función de 
patrones internos de forma efectiva. 
En términos generales, el comportamiento del compuesto marcado ha de 
ser idéntico al del compuesto natural. Esto implica que ha de ser extraído 
en la misma cantidad que el natural en los procesos de tratamiento de 
muestra, así como no verse afectado de forma distinta frente a las 
condiciones químicas (pH, solvatación, derivatización, etc.) y co-eluir al 
mismo tiempo de retención (para evitar distintas condiciones de 
ionización por efecto matriz al llegar a la interfase del espectrómetro de 
masas). 
En el ámbito de análisis de biomoléculas, y gran parte de los compuestos 
orgánicos, encontramos átomos de elementos como hidrógeno, carbono 
y heteroátomos de oxígeno, nitrógeno u otros susceptibles de ser 
sustituidos por un marcaje isotópico. Mientras que el marcaje con 
deuterio (2H) es el más extendido, dado su menor coste y baja dificultad 
de síntesis a nivel de laboratorio, también es el que puede presentar más 
problemas, especialmente por diferencias en el tiempo de retención en 
cromatografía líquida. Una opción sencilla y general para evitar cualquier 
problema derivado de la presencia de isótopos pesados es el uso de 
marcajes con un número reducido de ellos. Sin embargo, como ya se ha 
comentado, este marcaje mínimo (minimal labelling) puede resultar 
contraproducente en las aplicaciones de IDMS que hacen uso de curvas de 
calibrado debido a solapamientos en el espectro de masa. 
Otra cuestión a tener en cuenta al hacer uso de patrones internos con 





disponibles comercialmente son preparados por sustitución de 
hidrógenos lábiles de la molécula natural por intercambio con un solvente 
prótico enriquecido con deuterio. Esta misma reacción, en sentido inverso, 
puede ocurrir de manera no controlada durante las etapas de tratamiento 
de muestra y la ionización o fragmentación en el espectrómetro de masas. 
Si se pierde así el marcaje isotópico, o se modifica, el resultado deja de ser 
reproducible y, por tanto, fiable. Este efecto también puede ocurrir en 
marcajes con 18O si éste está situado en un hidroxilo lábil intercambiable 
con moléculas de agua del medio. Una forma de evitar este problema es 
el uso de 13C en la estructura molecular como isótopo marcador. 
Por último, además de la disponibilidad de ser intercambiado o que sufra 
reacciones indeseadas durante el proceso de tratamiento de muestra, la 
posición de marcado también es importante durante la fragmentación de 
los iones precursores en espectrometría de masas en tándem. Durante la 
fragmentación, es posible que algunos –o todos– los isótopos marcados se 
pierdan como parte de los fragmentos neutros, pudiendo dar lugar a 
solapamientos espectrales de iones producto. Si bien esto no es 
necesariamente un problema, sí es necesario su estudio y 
caracterización33,34. 
1.4.4 Ecuaciones básicas de IDMS 
Partiendo del ejemplo expuesto en la Figura 1.8, en el que se tiene un 
compuesto natural mezclado con una cantidad de compuesto trazador, 
enriquecido con un isótopo poco abundante en el natural, se puede hacer 
el siguiente balance del número de moles: 
𝑁𝑚 = 𝑁𝑠 + 𝑁𝑡  (Ec. 1) 
donde 𝑁𝑚 es el número total de moles en la mezcla, 𝑁𝑠 es el número de 
moles de compuesto natural originalmente en la muestra y 𝑁𝑡 el número 














𝑏 (Ec. 3) 
Seguidamente, dividiendo ambas expresiones se obtiene la relación de 











𝑏 (Ec. 4) 
Finalmente, se introducen las abundancias de ambos isótopos 
sustituyendo los términos 𝑁𝑖
𝑗









𝑏 (Ec. 5) 







𝑏  (Ec. 6) 
Esta última ecuación es la forma más sencilla de expresar el análisis por 
dilución isotópica. Fue desarrollada inicialmente para análisis elemental 
pero su uso se puede extender a la cuantificación de compuestos 
moleculares. Para ello se debe calcular o medir experimentalmente la 
composición isotópica del compuesto molecular (natural y marcado) de 
manera exacta y se debe comprobar la ausencia de efecto isotópico. 
Conociendo las abundancias de cada isotopólogoa tanto en la muestra 
(abundancias naturales) como en el compuesto trazador, y sabiendo con 
exactitud el número de moles añadidos a la muestra, el cálculo del número 
de moles originalmente en la muestra solo requiere la medida 
experimental de la relación isotópica en la mezcla. 
 
a Entidad molecular que difiere solamente en la composición isotópica (número 





La Ecuación 6 se puede expresar en términos de concentración y 
relaciones de abundancias definiendo la relación de abundancias 








𝑏; así como 
transformando el número de moles según 𝑁𝑖 =
𝐶𝑖·𝑚𝑖
𝑀𝑖
, donde 𝐶𝑖 es la 
concentración, 𝑚𝑖 es la masa y 𝑀𝑖 la masa molecular. La ecuación puede 
expresarse más comúnmente como: 













) (Ec. 7) 
Como puede observarse, todos los parámetros son conocidos de 
antemano a excepción de la relación de abundancias en la mezcla 𝑅𝑚, que 
es precisamente la incógnita a determinar mediante espectrometría de 
masas. De esta manera, IDMS proporciona una manera de obtener un 
resultado de concentración a partir de una sola medida instrumental de 
relación de abundancias. Adicionalmente, al no aparecer parámetros 
relativos a la sensibilidad instrumental como en el caso de calibrado 
externo o adiciones estándar, se corrigen las posibles inestabilidades de 
señal instrumental o efectos de deriva de señal que afectarían al resultado 
final de concentración. 
1.4.5 Deconvolución de perfiles isotópicos 
Las metodologías de cuantificación que han sido expuestas hasta el 
momento conllevan el uso de sólo dos isotopólogos de un determinado 
compuesto. Sin embargo, es posible utilizar un número mayor e incluso 
hacer uso del perfil isotópico completo mediante la metodología conocida 
como Deconvolución de Perfiles Isotópicos (IPD). El perfil isotópico de un 
compuesto es el conjunto de abundancias relativas de todos los 
isotopólogos de dicho compuesto. La metodología IPD permite 
solapamientos en el espectro de masas y no depende de la preparación de 
curvas de calibrado. Es una herramienta quimiométrica basada en 





mezcla en las contribuciones individuales del compuesto natural y del 
marcado. Tras la medida de abundancias en la mezcla, IPD proporciona la 
fracción molar de cada compuesto y, conociendo la cantidad de trazador 
añadido, se calcula la concentración de analito de interés en la muestra. 
Como se ha comentado anteriormente, en IDMS se produce una alteración 
de las abundancias isotópicas naturales de un analito en una muestra por 
adición de un compuesto análogo marcado con uno o varios isótopos 
pesados. Estas abundancias modificadas son una combinación lineal de las 
abundancias de ambos compuestos. 
Siguiendo el desarrollo matemático de la sección anterior para una 
muestra fortificada con un trazador, habrá dos perfiles isotópicos de un 
mismo compuesto. Por tanto, el número de moles en la mezcla (𝑁𝑚) es la 
suma de compuesto natural o analito (𝑁𝑛𝑎𝑡) y de su análogo marcado 
(𝑁𝑙𝑎𝑏): 
𝑁𝑚 = 𝑁𝑛𝑎𝑡 + 𝑁𝑙𝑎𝑏 (Ec. 8) 
En el caso de compuestos orgánicos que son ionizados y detectados en un 
espectrómetro de masas, tenemos la medida de intensidad de la relación 
masa/carga (𝑚/𝑧) de cada ion del clúster molecular o de los 
correspondientes a algún clúster de transiciones si se opera en modo de 
masas en tándem. De esta manera, aplicando un balance similar para 
todos los valores de relación m/z obtenidos y optimizados en el 





𝑖  (Ec. 9) 
Sustituyendo de la misma forma que en la ecuación 5 obtenemos: 
𝑁𝑚 · 𝐴𝑚
𝑖 = 𝑁𝑛𝑎𝑡 · 𝐴𝑛𝑎𝑡
𝑖 + 𝑁𝑙𝑎𝑏 · 𝐴𝑙𝑎𝑏
𝑖  (Ec. 10) 
Donde 𝐴𝑚
𝑖 , 𝐴𝑛𝑎𝑡
𝑖  y 𝐴𝑙𝑎𝑏
𝑖  son las abundancias relativas de la señal m/z 𝑖 en 





Luego, dividiendo las ecuaciones 8 y 9 y haciendo uso de las fracciones 










Se obtiene la siguiente expresión para cada valor de m/z: 
𝐴𝑚
𝑖 = 𝑥𝑛𝑎𝑡 · 𝐴𝑛𝑎𝑡
𝑖 + 𝑥𝑙𝑎𝑏 · 𝐴𝑙𝑎𝑏
𝑖  (Ec.11) 
Esta última ecuación puede extenderse a todos los valores optimizados de 











































] (Ec. 12) 
Donde los valores de 1 a 𝑛 corresponden a los valores de m/z  
–o transiciones en el caso de MS/MS– seleccionados y medidos. Además, 
se incluye un vector error, debido a que se tienen más parámetros 
(abundancias a cada m/z) que incógnitas (fracciones molares, 𝑥𝑖). Los 
valores de fracciones molares que corresponden a la distribución de 
abundancias isotópicas medidas en la mezcla se calculan mediante 
regresión lineal multivariante por minimización del vector error 𝑒. Es decir, 
se calcula la proporción de compuesto natural y marcado que produce el 
perfil de la mezcla por combinación lineal de los perfiles individuales y 
conocidos de ambos compuestos. Este cálculo puede realizarse de forma 
sencilla en cualquier programa de cálculo (por ejemplo, con la fórmula 
“Regresión lineal” de Excel en forma matricial). Finalmente, una vez 





marcado o trazador es conocida, basta con aplicar la siguiente fórmula 
para obtener el número de moles de analito en la muestra. 
𝑁𝑛𝑎𝑡 = 𝑁𝑙𝑎𝑏 ·
𝑥𝑛𝑎𝑡
𝑥𝑙𝑎𝑏
 (Ec. 13) 
Todo este proceso puede visualizarse de manera gráfica según la Figura 
1.11 a continuación. 
 
Figura 1.11. Esquema del método IPD. Las fracciones molares se obtienen 
matemáticamente a partir de las abundancias medidas en la mezcla (derecha), conociendo 
las abundancias de los compuestos natural y marcado (izquierda). 
1.4.6 Matriz de referencia 
Como se ha visto en la sección previa, el cálculo por IPD requiere el 
conocimiento a priori de la distribución de abundancias de los compuestos 
natural y marcado, lo que se conoce como “matriz de referencia” debido 
a su disposición y uso en forma matricial en la Ecuación 11. Existen dos 
maneras diferentes de obtener esta matriz de referencia, o bien por la vía 





La matriz de referencia puede obtenerse por cálculos teóricos teniendo en 
cuenta qué elementos forman una molécula determinada, el número de 
átomos de cada elemento presente en la misma y haciendo uso de los 
datos de abundancias isotópicas naturales tabuladas por la IUPAC36. Por 
otra parte, en el caso de compuestos marcados isotópicamente es 
necesario conocer el porcentaje de marcado isotópico, que puede venir 
dado en el certificado comercial o determinarse de manera experimental, 
como se explica en capítulos posteriores. 
Es importante remarcar que los materiales marcados isotópicamente 
están habitualmente enfocados al uso como patrones internos en 
calibrados, en cuyo caso no resulta necesario conocer de manera exacta 
ni su concentración ni el porcentaje de marcado. Ninguno de los dos datos 
afecta al resultado final ya que solamente es necesario que la cantidad de 
patrón interno sea constante en cada punto del calibrado. Por eso, en la 
mayoría de casos no se proporciona una concentración certificada y el 
valor de marcaje es aproximado. Sin embargo, para el cálculo teórico de 
las abundancias de la matriz de referencia, necesaria en la metodología 
IPD, es imprescindible conocer exactamente este valor de porcentaje de 
marcado. 
Cabe tener en cuenta además que la obtención de la distribución de 
abundancias mediante analizadores de masa tipo cuadrupolo se lleva a 
cabo con poder de resolución próximo a una uma. Así, las señales 
obtenidas no corresponden a especies isotópicamente puras, sino a la 
combinación de isotopólogos de la molécula. Por ejemplo, para una 
molécula como la anfetamina, de peso molecular nominal 135 uma 
(C9H13N), se tiene un isotopólogo de mayor abundancia correspondiente a 
la configuración que contiene los isótopos más ligeros de todos sus 
elementos, siendo la única posibilidad. Ahora bien, atendiendo al perfil 
isotópico que se extiende hacia masas más altas, para la siguiente masa 
correspondiente a 136 (M+1), la abundancia obtenida será la combinación 
de probabilidad de que en la molécula haya un átomo pesado de 13C, 2H o 





probabilidades de que en la molécula se encuentren 2 isótopos pesados 
de cualquiera de sus elementos. Esto hace que el cálculo de abundancias 
teóricas sea más complicado, ya que tanto los iones precursores como los 
iones producto presentan esta peculiaridad, frente al análisis por IDMS 
elemental. 
El cálculo de las abundancias de referencia puede llevarse a cabo mediante 
programas especializados como IsoPatrn37, que permite el cálculo de 
perfiles isotópicos naturales y de compuestos marcados tanto para 
espectrometría de masas simple como en tándem, indicando las fórmulas 
moleculares de iones precursor y producto y el porcentaje de marcado. 
Por último, la matriz de referencia calculada de esta manera requiere 
comprobar que durante la medida experimental de las abundancias de la 
mezcla no se produzcan interferencias espectrales, o si se producen, 
corregirlas. Se entiende por interferencia espectral el solapamiento de 
clústeres isotópicos provenientes de las especies [M±xH]+ que puedan 
producir iones de la misma masa que las de interés. Es decir, que iones 
producto con distinto número de hidrógenos tenga suficiente abundancia 
como para interferir las transiciones seleccionadas para el análisis de 
muestras. La existencia de este fenómeno puede comprobarse en las 
primeras fases del desarrollo del método analítico y tenerlas en cuenta en 
la construcción de la matriz de referencia por combinación lineal de las 
especies involucradas. 
Alternativamente, la distribución de abundancias de ambos compuestos 
puede ser determinado experimentalmente mediante espectrometría de 
masas. De esta manera se evita la necesidad de certificar exhaustivamente 
el porcentaje de marcaje o la presencia o no de interferencias espectrales 
ya que, al utilizar datos experimentalmente medidos, todos estos efectos 
ya están ocurriendo y teniéndose en cuenta. Sin embargo, es necesario 
seleccionar adecuadamente y medir todas las posibles transiciones 
producidas por la fragmentación de cada ión del clúster precursor ya que, 





abundancias con respecto a las reales. Esto es debido a que las áreas o 
intensidades medidas han de normalizarse con respecto a la suma de 
todas ellas para obtener las respectivas abundancias de cada masa o 
transición y, dejar alguna sin medir o incluir una que no pertenezca al 
clúster introduciría un error sistemático en toda la distribución de 
abundancias. 
1.4.7 Dilución isotópica inversa 
Por último, pero no menos importante, el análisis por IPD requiere la 
completa caracterización de las disoluciones o materiales utilizados que 
contengan el compuesto marcado. Como se acaba de comentar, esta 
caracterización implica tanto el porcentaje de marcado como la 
concentración exacta de compuesto. Es imperativo, pues, certificar la 
concentración de disoluciones estándar de compuesto marcado mediante 
lo que se conoce como dilución isotópica inversa (RID, Reverse Isotope 
Dilution). 
El análisis por RID implica la cuantificación de la cantidad de compuesto 
marcado en una disolución determinada por IPD utilizando un material de 
referencia certificado del compuesto natural de interés, de ahí la 
denominación “inversa”. Como se ha comentado, la exhaustividad de 
certificación de los compuestos marcados comerciales es habitualmente 
menos precisa que la de los estándares naturales, por lo que realizar este 
tipo de certificación en el propio laboratorio proporciona una mejora 
sustancial de la calidad de los resultados analíticos obtenidos.  
Por otra parte, si el compuesto marcado no está disponible 
comercialmente y ha debido sintetizarse, este paso es imprescindible para 








1.5 Validación de métodos analíticos 
El desarrollo de cualquier metodología analítica debe incluir una etapa de 
validación o verificación del buen funcionamiento del método para el tipo 
de muestras y concentración para los que fue concebido. Esta etapa de 
validación permite comprobar que la información analítica obtenida sea 
fiable y cumpla con unos requisitos previamente establecidos. Según el 
tipo de analitos, tipo de muestras o campos de aplicación, existen 
numerosas guías o normativas de validación que rigen estos requisitos, las 
cuales se actualizan y amplían periódicamente. De todas ellas, las más 
relevantes para la presente tesis han sido la regulación emitida por la 
Comisión Europea que define y establece las metodologías de validación 
de métodos analíticos en términos generales38, la guía SANTE que regula 
el análisis de pesticidas en productos alimentarios39 y la guía de validación 
de métodos bioanalíticos de la Agencia Europea de Medicamentos (EMEA, 
European Medicines Agency)40. 
De forma ideal, la validación de los métodos analíticos debe realizarse 
mediante su aplicación al análisis de materiales de referencia certificados 
(CRM, Certified Reference Materials). Los CRM son muestras que 
contienen unas cantidades perfectamente definidas de los analitos de 
interés, ya sea por adición de los mismos o por presencia natural, pero en 
todo caso sus concentraciones vienen determinadas y certificadas 
mediante complejos y extensos análisis inter-laboratorio por instituciones 
de prestigio. Mediante la aplicación del método a validar sobre los CRM, 
se comparan los resultados con los valores certificados para determinar la 
fiabilidad del método. 
Dada la amplia variedad de compuestos orgánicos susceptibles de ser de 
interés analítico, y de la variedad de tipos de muestra en la que pueden 
encontrarse, la disponibilidad de CRM en análisis orgánico es limitada.  
Por ello, en los casos en los que no existe un CRM para la combinación 
muestra-analito del método, se puede recurrir a estudios de fortificación. 





muestra idealmente blanca, es decir, que no contenga ya estos analitos,  
y realizar la validación sobre ellas. 
Tanto si se utilizan CRM como si se trata de estudios de fortificación, los 
parámetros a validar son los mismos. Por una parte, la exactitud y 
precisión del método es estudiado en experimentos de repetibilidad 
(réplicas realizadas en el mismo día) y de reproducibilidad (realizados en 
días distintos), con no menos de 3 replicados y a diferentes niveles de 
concentración. Además, se debe incluir estudios de linealidad cuando se 
emplean rectas de calibrado para la cuantificación. Por el contrario, dado 
que en IPD no se hacen uso de calibrados, este paso no es aplicable, pero 
sí lo es el establecer y determinar correctamente la cantidad de trazador 
añadida a las muestras. En estos experimentos también pueden 
establecerse los límites de detección (LOD, Limit of Detection) y de 
cuantificación (LOQ, Limit of Quantification) del método, es decir las 
cantidades mínimas de analito a partir de las cuales puede afirmarse la 
presencia o asegurar la determinación del analito, respectivamente. 
Adicionalmente, algunas guías incluyen el estudio del efecto matriz, es 
decir, la supresión o enaltecimiento de la señal analítica debido a la 
presencia de compuestos provenientes de la muestra. Este paso es 
obligatorio en métodos que no hacen uso de patrones internos para 
corregir la señal analítica, pero también puede ser necesario aun cuando 
sí se utilizan en los métodos para muestras de especial complejidad. En 
estos casos, es recomendable la comprobación de la eficacia de los 
patrones internos para corregir esos efectos matriz. Otros parámetros que 
pueden incluirse en la validación de métodos son la robustez (eficacia del 
método bajo condiciones experimentales distintas), efectos de dilución de 
muestra, efecto memoria o estabilidad. 
Finalmente, los estudios de validación realizados en el laboratorio pueden 
extenderse a estudios inter-laboratorio para corroborar los resultados. 
Esto consiste en el análisis de muestras por diferentes laboratorios y 





por aplicación de los métodos propios establecidos en cada laboratorio, 
bien por aplicación del nuevo método desarrollado en cada laboratorio 
participante. 
1.5.1 Incertidumbre analítica 
Al reportar un resultado analítico, y en general cualquier medida de una 
magnitud física, es necesario indicar de alguna forma la calidad de dicho 
valor. Es decir, es necesario indicar el rango de valores en el que existe una 
alta probabilidad de encontrarse el valor verdadero mediante el estudio 
de la incertidumbre asociada a la propia medida. 
Se entiende por incertidumbre al parámetro de dispersión de un 
resultado, el cual engloba a su vez los errores asociados a las medidas y 
etapas que llevan a dicho resultado. Si bien el concepto de error analítico 
ha estado presente en el desarrollo de la ciencia, la idea de incertidumbre 
cuantificable es relativamente nueva. Esta evaluación de la incertidumbre 
de un resultado permite la comparación de la calidad de resultados 
obtenidos mediante distintas metodologías, comparación entre 
laboratorios o determinación de las etapas clave de un método analítico. 
Por este motivo, numerosas organizaciones oficiales han publicado guías 
para estandarizar la evaluación de la incertidumbre y la forma de reportar 
resultados. Por relevancia para la presente tesis, cabe destacar la Guía 
para la Expresión de Medidas de la JCGM (Joint Committee for Guides in 
Metrology)41 que reúne los esfuerzos de 8 organizacionesb, la guía de 
análisis de sustancias reguladas por la WADA42 o la guía de cuantificación 
de incertidumbre en medidas analíticas emitida por EURACHEM/CITAC43. 
 
b Bureau International des Poids et Mesures (BIPM), International Electrotechnical 
Commission (IEC), International Federation of Clinical Chemistry (IFCC), 
International Laboratory Accreditation Cooperation (ILAC), International 
Organization for Standardization (ISO), International Union of Pure and Applied 
Chemistry (IUPAC), International Union of Pure and Applied Physics (IUPAP), 





Las fuentes de incertidumbre en una determinación analítica pueden ser 
muchas y muy diversas. Algunas desviaciones pueden estar causadas por 
una incompleta definición del parámetro a medir, de deficiencias en la 
etapa de muestreo o de condiciones ambientales que afectasen tanto a 
muestras como a estándares y equipos. Por su parte, la propia medida 
experimental, incluyendo tratamiento de muestra y determinación 
instrumental, añade incertidumbre al resultado final. Si bien todos estos 
aspectos pueden comprenderse y minimizarse durante la etapa de 
desarrollo de métodos, hay que tener en cuenta que también existe una 
variabilidad aleatoria imposible de eliminar y que aporta cierta 
incertidumbre en todas las etapas. 
La manera más habitual y extendida de expresar un valor de incertidumbre 
es mediante la incertidumbre estándar (𝑢𝑆𝐷), expresada como la 
desviación estándar de cierto número de experimentos o réplicas de 
muestras. Esta es la manera más sencilla e incompleta de evaluación de 
incertidumbre, ya que no tiene en cuenta la propagación de errores por 
cada paso del método. 
Para obtener una mejor estimación de la incertidumbre se puede recurrir 
a la expresión de la incertidumbre estándar combinada (𝑢𝑐 o 𝑢𝑐𝑜𝑚𝑏), 
calculada como la raíz de la suma cuadrática de todas las componentes de 
la incertidumbre: 
𝑢𝑐𝑜𝑚𝑏 = √∑𝑢𝑖
2 (Ec. 14) 
Sin embargo, a pesar de que estas dos aproximaciones son útiles para la 
mayoría de aplicaciones analíticas, la mejor y más completa estimación de 
la incertidumbre de un método es mediante el cálculo de la incertidumbre 
expandida (𝑈). Ésta se obtiene por multiplicación de la incertidumbre 
combinada por un factor de cobertura (𝑘), determinado por el nivel de 
confianza deseado. Por ejemplo, para un nivel de confianza del 95% 
(probabilidad de que el valor real se encuentre dentro del rango 





Según la importancia que se le dé a la incertidumbre en cada situación 
particular, el nivel de confianza se establece normalmente en 95% para la 
mayor parte de aplicaciones, y del 99% (𝑘 = 2.58) para casos críticos. 
𝑈 = 𝑘 · 𝑢𝑐𝑜𝑚𝑏 (Ec. 15) 
Estas expresiones de incertidumbre son las más extendidas, por 
simplicidad y cobertura de necesidades en la expresión de resultados 
analíticos. En el siguiente capítulo se detalla otra metodología más extensa 
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El uso de sustancias para la mejora de las capacidades humanas es un 
hecho que se conoce desde la antigüedad, desde extractos de plantas 
como elixires hasta el extendido uso de anfetaminas (estimulantes) por los 
soldados alemanes durante la Segunda Guerra Mundial. También en el 
deporte, sustancias estimulantes como la efedrina han sido utilizadas 
amplia y abiertamente durante largo tiempo. Hoy en día el uso de 
sustancias en el deporte está estrictamente prohibido y se conoce como 
“dopaje”, término acuñado por primera vez en 18891. 
El dopaje comienza a regularse tentativamente con la prohibición de 
drogas estimulantes por parte de la Asociación Internacional de 
Federaciones de Atletismo (IAAF, International Association of Athletics 
Federations) en 1928, con pobres resultados. Es en 1960 cuando el dopaje 
adquiere una visibilidad notable con la muerte televisada de un ciclista en 
plena competición durante los Juegos Olímpicos de Roma2, cuya 
investigación sacó a la luz un amplio y rampante uso de sustancias 
dopantes en el mundo del deporte. Este hecho sería el motor para la 
creación de una Comisión Médica (MC, Medical Commission) por parte del 
Comité Olímpico Internacional (IOC, International Olympic Committee), 
con el objetivo de diseñar un plan de ataque efectivo contra el dopaje. 
Por otra parte, el abuso de esteroides anabólicos comienza a captar la 
atención a principios de la década de 1950 a raíz de las acusaciones hacia 
atletas soviéticos de abuso de testosterona para aumentar su rendimiento 
en halterofilia3. Además de la injusticia inherente a la manipulación de las 
capacidades atléticas y del riesgo para la salud que conlleva el abuso de 
sustancias dopantes, en la década de 1970 pudieron observarse 
claramente otros efectos secundarios, como es el caso de atletas 
femeninas altamente masculinizadas (síndrome conocido como 




androgenización) por el uso sistemático de testosterona bajo la protección 
del gobierno de la República Democrática Alemana (Alemania del Este)4.  
Los primeros controles antidopaje comienzan en 1968, tras la publicación 
de la primera lista de sustancias prohibidas en el deporte por el IOC en 
1967. En ella no se incluían todavía los esteroides anabólicos debido a la 
falta de ensayos clínicos que pudieran detectarlos. Posteriormente, en 
1974, el IOC incluía este tipo de compuestos en el grupo de sustancias 
prohibidas5, pero no fue hasta 1983 cuando se prohíbe la administración 
de testosterona, sustancia que, junto con una serie de esteroides 
endógenos, entraría a formar parte de la Lista de Compuestos Prohibidos 
(Prohibited List) de la Agencia Mundial Antidopaje (WADA, World Anti-
Doping Agency) de 2004. Esta lista permanece vigente a día de hoy y es 
actualizada y ampliada periódicamente a medida que se descubren y 
detectan nuevas sustancias dopantes6. 
La WADA surge en base a la Declaración sobre el Dopaje en el Deporte7 
promulgada en la Conferencia Mundial de Dopaje de 1999 en Lausanne 
(Suiza), tras los escándalos de dopaje el año anterior, como lo fueron la 
intervención de material y drogas dopantes en equipos de ciclismo o el 
descubrimiento de que determinadas muestras de controles antidopaje se 
dejaban sin analizar en algunos laboratorios supuestamente acreditados. 
Siguiendo los términos de la Declaración de Lausanne, se conforma esta 
agencia independiente (WADA) encargada de la regulación del dopaje a 
nivel mundial bajo la iniciativa del IOC y con la participación de 
organizaciones intergubernamentales, gobiernos, autoridades públicas y 
otros cuerpos públicos y privados involucrados en la lucha contra el 
dopaje. El objetivo principal de esta organización sería, y es a día de hoy, 
unificar esfuerzos en la lucha contra el dopaje, tanto con la promulgación 
de normativas como con el fomento de legislaciones a nivel nacional 
compatibles internacionalmente, es decir, que conlleven controles y 





Bajo este marco se establecerían una serie de normas y guías para alcanzar 
un entorno de competición libre de dopaje, recogidas en el Código 
Mundial Anti-Dopaje8.  
La lista de sustancias prohibidas incluye compuestos exógenos, que no son 
sintetizados por el metabolismo, y compuestos endógenos, aquellos que 
sí lo son. La simple detección de una sustancia exógena en la orina de un 
atleta es suficiente para demostrar un caso de dopaje. Sin embargo, la 
determinación y valoración del dopaje en el caso de sustancias endógenas 
(aquellas que son sintetizadas en el propio organismo), como es la 
testosterona, presenta la problemática adicional de discernir entre niveles 
normales del esteroide y un caso de dopaje. Es decir, un nivel alto de este 
compuesto podría no ser indicativo del abuso, ya que existen distintos 
factores naturales que pueden afectar a la concentración excretada en 
orina, tales como el sexo, edad, etnia, polimorfismos o enfermedades9. De 
manera equivalente, un resultado con una concentración aparentemente 
baja sí podría corresponder a dopaje cuando los niveles habituales del 
atleta son aún más bajos. No obstante, a partir del estudio de los perfiles 
esteroidales intraindividuales (concentraciones y relaciones entre ellas de 
esteroides endógenos seleccionados) realizados durante largos periodos 
de tiempo, es bien conocido el hecho de que las cantidades excretadas de 
esteroides endógenos son relativamente estables. Sin embargo, dado que 
estas cantidades sí varían con el flujo urinario, resulta más lógico recurrir 
a la medida de relación de concentración entre distintos esteroides para 
evitar fluctuaciones debidas a una mayor o menor dilución de la orina10–12. 
Típicamente, se encuentran variaciones inferiores al 30% para atletas 
masculinos, o al 60% para femeninos, que no dependen del nivel de 
entrenamiento o de ritmos circadianos. 
Por estas razones, la medida de la relación de testosterona respecto a su 
isómero inactivo epitestosterona (T/E) ha sido el marcador más utilizado 
para detectar la administración fraudulenta de testosterona, ya que ésta 
hace aumentar la cantidad de T excretada sin alterar la de E, por lo que un 
valor anómalo de la relación T/E podría ser indicativo de un caso de 




dopaje13,14. Tomando en cuenta estos avances, el IOC establece 
inicialmente, en 1983, un límite máximo de la relación T/E igual a 6 como 
criterio para discernir entre niveles naturales y administración exógena de 
testosterona u otras sustancias anabólicas13,15. Posteriormente, dada la 
variabilidad de valores de T/E entre diferentes grupos étnicos, en 2004 se 
propuso una relación igual o superior a 4 para considerar una muestra 
como sospechosa de dopaje y proponer un análisis de confirmación 
mediante espectrometría de masas de relaciones isotópicas (IRMS, 
Isotope-Ratio Mass Spectrometry). Además, se incluyen progresivamente 
otros compuestos pertenecientes al metabolismo de esteroides 
anabólicos androgénicos y relaciones de concentración entre ellos con el 
objetivo de discernir más afinadamente los posibles casos de dopaje de 
niveles anormalmente altos o bajos. Actualmente la WADA establece el 
análisis de concentración urinaria de al menos 6 esteroides endógenos a 
través de estudios longitudinales de cada atleta y relaciones entre ellas, 
las cuales no están afectadas por el entrenamiento, ciclos menstruales o 
ciclos circadianos o anuales. Los parámetros o marcadores establecidos 
por este organismo, así como procedimientos recomendados, se recogen 
en documentos técnicos e incluyen la medida de: testosterona (T), 
epitestosterona (E), androsterona (A), etiocolanolona (Etio), 5α-
androstan-3α,17β-diol (Adiol), 5β-androstan-3α,17β-diol (Bdiol) y las 
relaciones T/E, A/Etio, A/T y Adiol/Bdiol10,16–18. 
Toda la información y conocimiento sobre el metabolismo de esteroides y 
biomarcadores de dopaje durante la década de los 9010–12,19,20 ha dado 
como resultado la creación y desarrollo de la herramienta del Pasaporte 
Biológico del Atleta (ABP, Athlete’s Biological Passport). Este documento 
digital consta de 3 módulos que incluyen información longitudinal de 
diversos biomarcadores hematológicos, endocrinos y esteroidales, 
respectivamente. La potencia de esta herramienta reside en la evaluación 
de los datos incluidos mediante el análisis de un gran número de 
individuos y de su interpretación por técnicas de inferencia Bayesiana21,22. 
Esto implica el análisis conjunto de todos los datos contenidos en el 





factores que pueden afectar tanto a los valores de biomarcadores como a 
su dispersión. En el módulo esteroidal del Pasaporte Biológico se incluyen 
actualmente los siguientes biomarcadores, obtenidos como relación de 
concentraciones urinarias entre los 6 esteroides comentados 
anteriormente: T/E, T/A, A/Etio, Adiol/Bdiol y Adiol/E. 
Partiendo de valores poblacionales al inicio de los registros del Pasaporte 
Biológico para establecer los límites permitidos, las siguientes medidas se 
ven paulatinamente restringidos a unos límites más estrechos teniendo en 
cuenta las medidas previas con mayor peso respecto a los valores 
poblacionales originales. Esto hace que a medida que se obtienen más 
medidas longitudinales, los límites son más rigurosos y personalizados 
para el atleta en cuestión, indicando la probabilidad de dopaje en los 
puntos que caen fuera de límites. 
Los laboratorios antidopaje trabajan sobre la base de una estrategia en 
dos pasos para cumplir con los requisitos y volúmenes de trabajo 
impuestos por la WADA. Durante la toma de muestra el atleta proporciona 
dos muestras, la A para la realización de los análisis y la B para posibles 
comprobaciones. Por una parte, se llevan a cabo análisis de cribado 
(screening) con la finalidad de detectar posibles casos de dopaje de 
manera rápida, fiable y selectiva en la que la prioridad es evitar falsos 
negativos con un margen mínimo de falsos positivos. Es en esta etapa 
donde entra en juego el Pasaporte Biológico. Como se ha comentado, el 
ABP muestra los límites de variación de la concentración de EAAS para 
cada atleta determinado. Estos límites están afectados por la variabilidad 
del individuo y por la del método analítico. Así, una mejora de la precisión 
analítica afectaría directamente a los límites permitidos para cada atleta. 
Este aspecto se retoma en el apartado dedicado al cálculo de la incerteza. 
Una vez determinados los casos sospechosos de dopaje, es necesaria una 
confirmación exhaustiva, dadas las implicaciones profesionales y penales 
para el atleta como consecuencia de un resultado positivo en dopaje. Para 
ello, se recurre al análisis de la misma muestra sospechosa mediante otra 




metodología especialmente desarrollada para el compuesto detectado en 
la etapa de cribado. Un resultado fuera de los límites permitidos por la 
normativa supondría un resultado analítico adverso (AAF, Adverse 
Analytical Finding) y la emisión de un informe. Adicionalmente, se dispone 
de la muestra B, adquirida a la vez que la muestra principal (A) y bajo las 
mismas condiciones, almacenada a bajas temperaturas y disponible para 
un segundo análisis de confirmación en casos positivos de dopaje o de 
comprobación de errores durante el procedimiento23. Todos estos pasos 
se resumen en la Figura 2.1. 
 
Figura 2.1. Diagrama de flujo del proceso de análisis de una muestra en control 
antidopaje. 
2.1.1 Metodologías de análisis 
Históricamente, la detección y determinación de sustancias dopantes 
clásicas (estimulantes como anfetaminas o efedrina) se realizaba 
exclusivamente mediante cromatografía de gases utilizando detectores de 
llama sensibles al nitrógeno (NFID, Nitrogen-sensitive Flame Ionization 
Detection) o espectrometría de masas24. En concreto para sustancias 
anabolizantes, la técnica de GC-MS sigue siendo la más utilizada25, a pesar 





interferentes provenientes de la matriz, además de requerir pasos de 
derivatización de los analitos para convertirlos en especies volátiles y 
compatibles con las condiciones instrumentales. Así mismo, se hace 
necesaria una etapa de hidrólisis previa a la derivatización que libera los 
esteroides de su forma conjugada. Esta etapa permite, además, la 
posibilidad de realizar análisis de comparación de las concentraciones de 
esteroide libre y conjugado. En la determinación de concentración total de 
esteroides en orina, dado que el metabolito mayoritario es el derivado 
glucurónico, éste ha de ser liberado, preferiblemente, mediante hidrólisis 
enzimática con glucuronidasa de E. coli (Figura 2.2). 
 
Figura 2.2. Liberación de testosterona mediante hidrólisis enzimática del glucurónido 
con glucuronidasa (de Escherichia coli). 
La WADA publica y actualiza regularmente documentos técnicos relativos 
a las metodologías oficiales y recomendadas para el correcto análisis y 
armonización de resultados de controles antidopaje. El procedimiento 
recomendado para el análisis inicial de EAAS en muestras de orina 
(TD2018EAAS17) consiste en la cuantificación de androsterona (A), 
etiocholanolona (Etio), 5α-androstan-3α,17β-diol (5αAdiol), 5β-
androstan-3α,17β-diol (5βAdiol), testosterona (T) y epitestosterona (E), 
además de las relaciones de concentración T/E, A/T, A/Etio, 
5αAdiol/5βAdiol y 5αAdiol/E. 




Si bien no se detalla una metodología concreta de análisis, se indican una 
serie de características que deben cumplir los métodos desarrollados por 
los laboratorios acreditados: 
• Metodología basada en GC-MS o GC-MS/MS previa derivatización 
de los analitos con grupos trimetilsililo (TMS), la cual debe ser 
monitorizada mediante la relación de señales entre el derivado 
mono-O-TMS y di-O-TMS de androsterona. 
• Uso de curvas de calibrado en cada secuencia de análisis, 
incluyendo dos orinas de diferentes niveles de concentración de 
analitos como muestras de control de calidad. 
• Liberación de los esteroides (los cuales se encuentran en forma de 
glucurónido en la orina) mediante hidrólisis enzimática utilizando 
β-glucuronidasa purificada de Escherichia coli, controlada 
mediante glucurónido de androsterona marcado isotópicamente. 
• El volumen de muestra debe ajustarse en los casos en los que la 
densidad de la muestra exceda unos límites establecidos. 
• La relación T/E debe determinarse a partir de las relaciones de 
área cromatográfica o de altura de pico cromatográfico. 
• La linealidad del método ha de abarcar todo el rango de 
concentraciones normal en humanos, manteniendo unos límites 
de cuantificación (LOQ) de T y E por debajo de los 2 ng/mL. 
• La incertidumbre combinada ha de mantenerse por debajo del 
30% en el LOQ, 20% (A y Etio) o 25% (Adioles) en cinco veces el 
LOQ y 20% para concentraciones por encima de 5 ng/mL de T y E. 
Además, la incertidumbre combinada de la relación T/E no debe 
superar el 15% cuando cada una de las concentraciones es mayor 





• Es necesario monitorizar las posibles degradaciones microbianas 
durante la manipulación y almacenamiento de las muestras. 
Por otra parte, el análisis de confirmación en el caso de encontrar 
resultados analíticos adversos requiere de métodos específicos para los 
analitos detectados. Para ello, la WADA establece que el análisis debe 
realizarse con alícuotas nuevas de la misma muestra (muestra A) mediante 
métodos de cuantificación específicos (fit-for-purpose) de GC-MS o  
GC-MS/MS, donde la técnica de combustión-espectrometría de masas de 
relación isotópica (GC-C-IRMS) suele ser la más habitual17,26. 
Si bien la WADA recomienda el uso de GC-C-IRMS como análisis de 
confirmación27, de forma general establece los siguientes parámetros para 
análisis basados en GC-MS o GC-MS/MS17: 
• Debe realizarse una extracción en fase sólida (SPE) de los analitos 
previamente a su hidrólisis enzimática. 
• Al igual que en los análisis iniciales, han de incluirse curvas de 
calibrado y controles de calidad en cada secuencia de análisis. 
• La incertidumbre combinada ha de mantenerse por debajo del 
15% en determinaciones de A, Etio y Adioles a cinco veces el LOQ 
y en determinaciones de T, E y T/E a concentraciones superiores a 
5 ng/mL. 
En los últimos años, las técnicas basadas en LC (incluyendo HPLC y UHPLC, 
en modo RPLC) han ido ganando popularidad como alternativa a los 
análisis por GC, y no como metodologías complementarias entre ellas. Si 
bien los primeros análisis por LC hacían uso de detectores ultravioleta 
(UV)28, la espectrometría de masas en tándem (MS/MS) con ionización a 
presión atmosférica (ESI, APCI o APPI) ha experimentado una 
generalización en su uso gracias a la mayor información espectral 
generada25. Por otra parte, los últimos desarrollos instrumentales han 
dado lugar a acoplamientos robustos y fiables entre equipos de LC y 




diferentes diseños de MS, para proporcionar tanto información 
estructural, elucidación y monitorización no dirigida mediante equipos de 
alta resolución (especialmente utilizando equipos de tiempo de vuelo, 
TOF)29,30, como para la cuantificación exacta y reproducible a bajos niveles 
de concentración mediante equipos de gran sensibilidad como el triple 
cuadrupolo (QqQ)31. Todo esto, junto con el relativamente sencillo 
tratamiento de muestra asociado a las metodologías LC-MS y rapidez de 
análisis, está haciendo que cada vez más laboratorios de rutina e 
investigación se decanten por esta técnica. En el presente capítulo se 
recopilan dos estudios englobados en la aplicabilidad de la metodología 
de cálculo IPD utilizando LC-MS. 
En una primera parte, atendiendo al importante papel que recae sobre la 
incertidumbre analítica en el ámbito del informe de resultados en 
antidopaje, se presenta un estudio detallado de las fuentes de error 
analítico y su potencial impacto sobre los resultados finales. Para ello se 
usan distintas metodologías de cuantificación de un compuesto modelo 
(T), y se comparan las diferentes contribuciones al error final para cada 
una de ellas. También se calculan y comparan los errores globales, 
evaluados tanto en estudios intra-laboratorio, mediante el cálculo de la 
incertidumbre combinada (uc), como inter-laboratorio, mediante el 
coeficiente de variación (CV). 
En una segunda parte, se aplica la metodología IPD desarrollada durante 
la primera parte para extenderla a la determinación de los esteroides 
requeridos por la WADA (T, E, A y Etio), a excepción de los Adioles, los 
cuales no pueden determinarse mediante LC-MS con interfase tipo ESI tras 
la etapa de hidrólisis enzimática. De nuevo, IPD se puso a prueba frente a 
métodos convencionales de cuantificación con el objetivo de comprobar 






2.2 Evaluación de la incertidumbre en la 
determinación de testosterona en orina mediante 
cuantificación por calibrado y dilución isotópica 
utilizando cromatografía líquida de ultra alta 
eficacia acoplada a espectrometría de masas en 
tándem 
La primera parte de la presente tesis consiste en el estudio de la 
incertidumbre analítica asociada a la metodología propuesta basada en la 
deconvolución de perfiles isotópicos, IPD. 
Para ello se desarrolló un procedimiento analítico para la determinación 
de esteroides en orinas escogiendo un único compuesto modelo como 
referencia, la testosterona (T). Se llevó a cabo una optimización del 
tratamiento de muestra que asegurase la total liberación de la 
testosterona excretada como complejo glucurónido mediante hidrólisis 
enzimática y posterior extracción y preconcentración para ser analizada 
mediante LC-MS/MS. 
Una vez establecido el procedimiento óptimo de tratamiento de muestra 
se desarrollaron distintas metodologías de cuantificación de T. Por una 
parte, 3 métodos basados en IDMS, incluyendo IPD y calibrado con patrón 
interno, en modo ponderado y no ponderado, utilizando testosterona 
marcada con dos átomos de carbono-13 (13C2-T). Por otra parte, se aplicó 
la cuantificación por adiciones estándar, el cual no necesita patrones 
internos para corregir el efecto matriz, a modo de método de referencia. 
Los tres métodos de IDMS fueron evaluados y comparados entre ellos en 
términos de precisión, exactitud e incertidumbre analítica en base a los 
distintos procedimientos oficiales comentados en el capítulo anterior. 
Además, se organizó un estudio inter-laboratorio a nivel europeo con 
participación de cinco grupos de investigación, como soporte necesario 




para evaluar la incertidumbre del método. Además, sirvió de refuerzo de 
las conclusiones obtenidas en los estudios intra-laboratorio. 
Para la evaluación de la incertidumbre global de cada método de 
cuantificación se ha calculado la incertidumbre combinada, uc, de acuerdo 
con la guía NORDTEST32, una de las usadas en el documento técnico de la 
WADA TD2018DL18. 
La metodología seleccionada de la guía NORDTEST permite, entre otras 
posibilidades, calcular la incertidumbre asociada a un método y un 
laboratorio a partir de datos de validación usando materiales de 
referencia. Como referencia, se han usado muestras sintéticas de orina de 
concentración conocida (Cref,), obtenida del estudio inter-laboratorio 
usando diferentes métodos de análisis y de cálculo. El procedimiento 
implica el cálculo de la incerteza asociada a la reproducibilidad del método 
aplicado en el laboratorio, uSD, y la asociada a cualquier tipo de sesgo, ubias. 
Esta última se estima a partir de la diferencia entre el valor obtenido en el 
laboratorio y el considerado correcto (el valor asignado en el ejercicio 
inter-laboratorio. Cref), y la incertidumbre asociada a este valor de 
referencia. 
La incertidumbre combinada para el método y el laboratorio se calcula de 
la siguiente manera: 
𝑢𝑐 = √𝑢𝑆𝐷
2 + 𝑅𝑀𝑆2 + 𝑢𝑟𝑒𝑓
2  (Ec. 2.1) 
El sesgo puede ser cero, pero siempre conlleva una incertidumbre que 
debe ser tenida en cuenta. Para cada muestra de referencia (6 en el 
presente caso) el sesgo es un valor medio de diferentes réplicas. La 
incertidumbre asociada a este sesgo, RMS, se computa como la raíz del 





La incertidumbre asociada al valor de referencia se ha obtenido a partir de 
la desviación estándar del estudio inter-laboratorio para cada muestra. El 
cálculo detallado se muestra más adelante en el artículo científico. 
Finalmente se han calculado y comparado los valores de coeficiente de 
variación de los resultados del estudio inter-laboratorio, lo que 
proporciona una mejor evaluación de la incertidumbre de cada método. 
Conocer la incertidumbre asociada a un método analítico es 
especialmente interesante en el campo del dopaje y, en concreto, en la 
evaluación de los límites del pasaporte biológico de un atleta. Estos 
incluyen tanto la variabilidad del atleta como la del método. Una 
reducción de ésta última ayudaría a definir más estrictamente los límites 
de esteroides de cada ABP. Conocer por tanto las fuentes de la 
incertidumbre analítica es una posibilidad a estudiar. Más adelante se 
aborda el tema de la evaluación de estas fuentes. 
2.2.1 Desarrollo del método IPD 
Tal y como se vio en el capítulo primero, el método de IPD requiere una 
serie de medidas y preparación antes de su aplicación a muestras. 
Primeramente, es necesario caracterizar de manera exhaustiva los 
compuestos de interés, ya sean los analitos naturales o los análogos 
marcados que se utilizan para la cuantificación. Todas las disoluciones 
estándar se prepararon gravimétricamente, mediante diluciones 
consecutivas en balanza analítica. Este modo de trabajar, aunque es 
bastante laborioso, suele ser habitual en IPD para minimizar la 
incertidumbre del resultado. 
Seguidamente, dado que IPD emplea las abundancias relativas de los 
distintos isotopólogos de los compuestos, hay que establecerlas de 
antemano. Tanto en este estudio como en los siguientes, se optó por la 
medida experimental en lugar de la estimación teórica. Tras un estudio de 
la existencia de intercambios, adiciones y/o eliminaciones de átomos de H 




durante la fragmentación que pudieran dar lugar a alteraciones del patrón 
de abundancias esperado, se adquirieron todas aquellas transiciones 
MS/MS que corresponden al clúster isotópico y que son detectadas en el 
espectrómetro de masas, inyectando soluciones estándar individuales de 
cada compuesto (T y 13C2-T). De esta manera se consigue obtener un perfil 
completo de los compuestos de interés, minimizando los posibles errores 
de normalización de abundancias por exclusión de transiciones relevantes 
si éstas se deciden de antemano. Una vez establecidas estas abundancias 
de referencia, se escogen las más abundantes (habitualmente de 2 a 6 
transiciones por compuesto), las cuales se utilizarán a lo largo del estudio. 
Así, se seleccionan aquellas transiciones con mayor sensibilidad 
instrumental para la cuantificación de las muestras, las que conllevan unos 
menores límites de detección y cuantificación. El uso de un número de 
transiciones inferior al total no compromete la representatividad del perfil 
isotópico ya que las relaciones de intensidad entre ellas se mantienen. 
2.2.2 Evaluación de las fuentes de incertidumbre. Método Kragten 
La estimación de la incertidumbre global, expuesta anteriormente, no 
permite conocer la contribución de cada una de las etapas de un 
determinado método analítico. Para este propósito se debe conocer la 
función completa que relaciona el valor de concentración final con cada 
paso del método. 
A partir de esta función, la estimación de las aportaciones individuales de 
cada paso de cálculo a la incertidumbre global conlleva unos cálculos más 
elaborados que pueden ejecutarse mediante el método Kragten33. 
El método Kragten es un método numérico y universal basado en el uso 
de hojas de cálculo y la fórmula general de propagación de errores (Ec. 2.2) 
que permite la obtención de desviaciones estándar sin violar la condición 

























2 + ⋯   (Ec. 2.2) 
En el presente artículo se empleó el método Kragten mediante tablas en 
hojas de cálculo Excel, de la siguiente manera: 
• En la primera columna se sitúan los valores básicos utilizados en 
los cálculos de la metodología, tales como volúmenes, medidas 
experimentales de abundancias o concentraciones. 
• En la primera fila se sitúan las desviaciones estándar de cada uno 
de los parámetros anteriores, obtenidos mediante replicados 
(abundancias, concentraciones, etc.) o la incertidumbre asociada 
a los aparatos de medida y material común de laboratorio 
(volúmenes o pesadas). 
• La tabla resultante se rellena con los valores básicos de cada 
parámetro excepto en la diagonal, en cuyas celdas se calcula la 
suma del valor básico y su desviación estándar. De esta manera se 
obtienen tantos conjuntos de datos (columnas) como parámetros 
considerados, en los cuales solo uno de los valores está 
modificado con su correspondiente desviación estándar, además 
de un valor básico sin modificaciones (primera columna). 
• Con cada conjunto de datos se realizan los cálculos pertinentes a 
la metodología analítica, obteniendo un valor de interés final para 
cada uno de ellos, en este caso la concentración de T. 
• Se procede al cálculo de la diferencia entre el valor básico (R) y los 
valores modificados (Ri) mediante la siguiente ecuación: 
∆𝑖
2= (𝑅 − 𝑅𝑖)
2  (Ec. 2.2) 
• A partir de estos valores se obtiene la incertidumbre del cálculo: 
𝑈 = √𝑠𝑅
2 = √∑∆2 (Ec. 2.3) 




• Finalmente, los porcentajes de contribución de cada parámetro se 
obtienen como la fracción de cada ∆𝑖





  (Ec. 2.4) 
A continuación, en la Tabla 2.1 se presenta de forma gráfica este 
procedimiento para un caso modelo en el que, a partir de dos parámetros 
𝑋 e 𝑌 de valores 𝑥 e 𝑦 con desviaciones estándar 𝑠𝑥 y 𝑠𝑦, se obtiene el 
resultado final 𝑅 calculado como producto de ambos parámetros,  
𝑅 = 𝑥 · 𝑦. 
De esta manera se obtiene tanto la contribución individual de cada 
parámetro a la incertidumbre global como ésta misma, permitiendo por 
tanto además aportar un resultado final con un valor de incertidumbre 
asociado en la forma: 
𝑅 = 𝑅0 ± 𝑈 (Ec. 2.5) 
Tabla 2.1. Cálculo general de la incertidumbre individual y global de un resultado 𝑅 
calculado como producto de los parámetros 𝑋 e 𝑌 de desviaciones estándar (SD) 𝑠𝑥 y 𝑠𝑦. 
  Parám. 𝑋 𝑌 
  SD 𝑠𝑥 𝑠𝑦 
Parám. Valor Columna 0 Columna 1 Columna 2 
𝑋 𝑥 𝑥 𝑥 + 𝑠𝑥 𝑥 
𝑌 𝑦 𝑦 𝑦 𝑦 + 𝑠𝑦 
𝑅 𝑅0 = 𝑥 · 𝑦 𝑅1 = (𝑥 + 𝑠𝑥) · 𝑦 𝑅2 = (𝑥 · (𝑦 + 𝑠𝑦) 
∆2 - ∆1
2= (𝑅0 − 𝑅1)
2 ∆2
2= (𝑅0 − 𝑅2)
2 





















2.2.3 Artículo científico 1 
Evaluation of uncertainty sources in the determination of testosterone 
in urine by calibration-based and isotope dilution quantification using 
ultra high performance liquid chromatography tandem mass 
spectrometry 
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ABSTRACT 
Three quantification methodologies, namely calibration with internal 
standard (Cal-IS, non-weighted), weighted calibration with internal 




standard (wCal-IS) and isotope pattern deconvolution (IPD) have been 
used for the determination of testosterone in urine by LC–MS/MS. 
Uncertainty has been calculated and compared for the three 
methodologies through intra- and inter-laboratory reproducibility assays. 
IPD showed the best performance for the intra-laboratory reproducibility, 
with RSD and combined uncertainty values below 4% and 9% respectively. 
wCal-IS showed similar performance, while Cal-IS where not constant and 
clearly worse at the lowest concentration assayed (2 ng/mL) reaching RSD 
values up to 16%. The inter-laboratory assay indicated similar results 
although wCal-IS RSD (20%) was higher than IPD (10%) and Cal-IS get 
worse with RSD higher than 40% for the lowest concentration level. 
Uncertainty budgets calculated for the three procedures revealed that 
intercept and slope were the most important factors contributing to 
uncertainty for Cal-IS. The main factors for wCal-IS and IPD were the 
volumes of sample and/or standard measured. 
KEYWORDS: Testosterone, urine, LC-MS/MS, uncertainty, IDMS, Isotope 
pattern deconvolution 
 1. INTRODUCTION 
The use of drugs to enhance performance in sports is a well-known and 
documented issue. Despite the continuous introduction of new 
compounds, endogenous androgenic anabolic steroids (EAAS) are among 
the most popular doping agents [1–3]. EAAS determination still represents 
an important challenge due to the complexity to differentiate exogenous 
administration of endogenous substances. The goal requires collaborative 
efforts as well as advanced methodologies [1–7]. Longitudinal fluctuations 
measurement for a given athlete is nowadays regarded as the most 
effective approach to suspect the EAAS misuse. In this way, the steroidal 
profile of the Athlete Biological Passport (ABP) represents a powerful tool 
to reveal doping with endogenous compounds [1,3,6]. For most drugs, 
urine is the matrix generally used since it involves a non-invasive sampling 





and concentrations are high enough [1,6,7]. However, sample preparation 
is mandatory to ensure matrix effect attenuation and good sensitivity and 
selectivity. Usual treatment techniques such as solid phase extraction 
(SPE), liquid–liquid extraction (LLE) and simple matrix dilution are normally 
used. Due to its simplicity, efficiency and low cost, LLE at basic pH is still 
widely used in EAAS determination in urine samples [5,6]. 
Concerning identification and quantification, LC–MS based techniques – 
equipped with Electrospray Ionization source (ESI)- tend to replace GC–
MS(/MS) – considered as the gold World Anti-doping Agency (WADA) 
standard for quantifications [8]- since the former shows suitable 
sensitivity and faster instrumental run time. Specially UHPLC–MS/MS with 
its demonstrated separation efficiency is considered the method of choice 
in doping analysis [1,5,6,9]. A relevant problem with the use of ESI source 
is the signal alteration due to matrix effect [10–12]. Matrix effect can 
affect drastically to sensitivity, precision and accuracy of the analytical 
results. The most robust approach to minimize matrix effect rely on the 
use of Stable Isotope Labeled-Internal Standard (SIL-IS) [11,12]. Thus, 
matrix-effects associated to complex matrices can be properly overcome 
using a quantification methodology based on isotope dilution mass 
spectrometry (IDMS). Classical IDMS is based on the preparation of 
methodological calibration curves with the associated time consumption. 
An alternative method of quantification, based on the measurement of 
isotopic abundances in the spiked sample by multiple linear regression, 
can also be used. This method, known as isotope pattern deconvolution 
(IPD), do not requires the construction of any calibration graph and has 
been tested satisfactorily for rapid quantifications in different complex 
matrices [13–16]. IDMS together with IPD is a fast and reliable 
methodology, which provides one result per injection with high accuracy 
and free of matrix effect. In the field of doping analysis, improvements of 
reliability and robustness of analytical results is continuously and still 
required [1,2,5,6]. WADA highlights the need of good inter-laboratory 
precision, particularly relevant in ABP profiling [5]. Analytical results for 
ABP are obtained from different laboratories for the same athlete, thus, 




improving inter-laboratory precision seems of maximum concern to allow 
universal application of any developed methodology. In this way, the need 
of calculating and minimizing measurement uncertainty deserves to be 
treated thoroughly [2,17,18]. In the present work, a previously developed 
method has been applied to assess the uncertainty in the testosterone 
concentration determined in several synthetic urine samples. 
Testosterone concentration has been calculated using three different 
methodologies, weighted and non-weighted calibration with IS (wCal-IS 
and Cal-IS, respectively) and IPD. In order to evaluate more in depth the 
associated uncertainty, an inter-laboratory comparison among five 
laboratories has been performed. For all three methodologies, intra- and 
inter-laboratory measurements have been conducted, combined 
uncertainties (uc) and full uncertainty budgets have been obtained and 
compared. 
 2. EXPERIMENTAL 
 2.1 Reagents and materials 
Testosterone (T, purity 99%) was provided by Sigma-Aldrich Co. (Madrid, 
Spain) and 13C2-testosterone (13C2-T, purity 98% and 13C2- enrichment 98%) 
by Cambridge Isotope Laboratories (Andover, MA, USA). Methanol 
(MeOH, HPLC quality) and methyl tert-butyl ether (MTBE, GC quality) were 
provided by Scharlau (Barcelona, Spain). For the sample hydrolysis,  
β-glucuronidase from E. coli K12 provided by Roche (Indianapolis, IN, USA) 
was employed. A 1 M phosphate buffer was prepared by dissolving the 
proper amount of (NH4)2HPO4 (Merck, Darmstadt, Germany) in Milli-Q 
water and adjusted to pH=7 with HCl 37% from Scharlau (Barcelona, 
Spain). Also, a NaHCO3/Na2CO3 (1:2, w/w) (Sigma-Aldrich Co., Madrid, 
Spain) solid buffer was prepared. Formic acid (LC additive quality) and a 
500 mM solution of NH4HCOO (Scharlau, Barcelona, Spain) in methanol 





A 250 µg/mL stock solution of T was prepared by dissolving 25 mg of solid 
standard, accurately weighed, in 100 mL of methanol. The stock solution 
of 13C2-T was prepared by dissolving 10 mg of the purchased material in 50 
mL of methanol. This provided a concentration by reverse isotope dilution 
against the natural compound of 237 µg/mL. Individual 10 µg/mL and  
1 µg/mL working solutions of the natural and labelled compounds were 
prepared by dilution of the stock solutions with methanol. All of the 
standard solutions were stored in amber glass bottles in a freezer. The 
water purification system used was a Milli-Q gradient A10 from Millipore 
(Bedford, MA, USA). 
 2.2 Instrumentation 
All participants in the inter-laboratory comparison have determined 
testosterone by LC–MS/MS. Additionally some laboratories have used 
other methodologies (see inter-laboratory comparison section). This 
section describes the instrumentation used at Research Institute for 
Pesticides and Water (IUPA) laboratory, where the intra-laboratory 
measurements and all calculations have been done. An Acquity UPLC 
system coupled to a TQD triple quadrupole mass spectrometer from 
Waters Corp. (Milford, MA, USA) was employed for sample analysis. 
Chromatographic separation was performed with an Acquity UPLC BEH 
C18 column (1.7 µm, 2.1 mm × 100 mm), also from Waters Corp., at a  
0.3 mL/min flow rate and an injection volume of 10 µL. The column oven 
was kept at 55 °C and the sample manager at 10 °C. Mobile phase A was 
purified water and mobile phase B was MeOH HPLC, both containing 
0.01% of formic acid and 1 mM of NH4HCOO as modifiers. The gradient 
applied was: 45% B (0–1 min), linear increase to 77.5% B in 6.5 min, 95% B 
(7.51–8 min), 45% B (8.5–11.5 min). Chromatograms of blank and a 
selected sample can be seen in Figure S.8 in supplementary material. 
Electrospray ionization in the mass spectrometer was performed at 120 °C 
and 350 °C source and desolvation temperatures, 80 and 800 L/h cone gas 
and desolvation flow, respectively, and 3.5 kV capillary voltage, operating 




in positive ion mode. MS/MS experimental conditions for T and 13C2-T are 
listed in Table 1. Nitrogen was employed as both drying and nebulizing gas, 
obtained from a nitrogen generator N2 LC–MS adapted for LC–MS 
analyzers (Claind, Teknokroma, Barcelona, Spain). Collision cell was 
operated under a pressure of approximately 5.6 × 10−3 mbar of argon 
99.995% (Praxair, Madrid, Spain). Dwell times of 0.1 s per SRM transition 
were chosen. MassLynx v4.1 (Waters) and homemade Excel spreadsheets 
were used to process the data obtained. Relative abundances of individual 
100 ng/mL standards were determined (n=5) under these conditions with 
RSD values under 1.5%. 
 2.3 Sampling and sample preparation 
The aim of the study was explained to 15 healthy volunteers (8 men and 7 
women with ages comprised between 16 and 59 years) and consent was 
obtained after confirmation that they fully understood the experiment. 
Urine samples were collected and stored at −20 °C until use. Testosterone 
concentration was approximately determined by IPD for all samples.  
12 samples were selected and mixed in pairs in approximate 1:1 (v/v) 
ratios to obtain 6 synthetic urine samples, A to F, with increasing 
concentrations along the 2 ng/mL to 75 ng/mL testosterone range. 2.5 mL 
of the synthetic samples were transferred to individual glass tubes, 
together with 25 µL of 1 µg/mL 13C2-T, and they were neutralized with 1 
mL of 1 M phosphate buffer (pH 7.0). Then, 30 µL of β-glucuronidase 
solution were added. Samples were incubated at 55 ± 2 °C in a water bath 
for 1 h. 
After hydrolysis, approximately 200 mg of a NaHCO3/Na2CO3 (1:2, w/w) 
solid buffer were added and dissolved by stirring in a vortex. Liquid-liquid 
extraction was performed with 6 mL of MTBE and stirring in a vortex for  
1 min. Separation of phases was achieved by centrifugation at 3500 rpm 
for 5 min and the upper organic phase was transferred to clean  
glass tubes with disposable Pasteur pipettes, carefully avoiding  





at 40 °C for 20 min. The residue was reconstituted in 300 µL of MeOH/H2O 
1:1 (v/v) and transferred to LC vials. 
Samples and standards were equally treated and analyzed as described 
above. 
Table 1. Chemical structure and experimental conditions of the LC-(ESI)-MS/MS for 














5.7 [M+H]+ 30 
289.2 > 96.9 
(25) 




5.7 [M+H]+ 30 
291.2 > 98.9 
(25) 
292.2 > 98.9 
(25) 
 2.4 Quantification methods 
The 6 synthetic urine samples (A to F) were analyzed by three 
quantification approaches: Cal-IS, wCal-IS and IPD. 
Additionally, at IUPA laboratory, standard addition was also employed for 
the inter-laboratory experiment. On this purpose, 2.5mL aliquots of each 
sample were spiked with 0, 0.5, 2 and 3.5 times the original approximate 
concentration of T and adjusted to a final volume of 2720 µL with water. 
The described sample treatment was applied without the addition of 
internal standard. 
For all participant laboratories, calibration curves freshly prepared 
consisted in 6 points between 0 and 100 ng/mL of T in 2.5mL of water. 
Using the same data acquired for calibration with IS, weighed calibration 




calculations were applied as described in Garcia-Alonso and Rodríguez-
González[19]. 
IPD was applied to the same sample extracts used in Cal-IS. 
The isotope dilution quantification methodology employed is based on 
multiple linear regression and the spiking of samples with an isotopically 
enriched analog of the analytes of interest. This produces an intentional 
alteration of the natural isotopic composition of the analyte in the mix. 
Briefly, the altered isotopic composition measured in the mixture 𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖  is 
a combination of the contribution of the abundances of the natural, 𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖 
, and the isotopically enriched spike, 𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖  , analyte. For a single 
isotopically enriched spike and n measured transitions, this can be 












































A vector error 𝑒𝑆𝑅𝑀1 needs to be included in order to solve the system by 
multiple linear regression, which gives the molar fractions of natural and 
labelled compounds (𝑥𝑛𝑎𝑡 and 𝑥𝑙𝑎𝑏 respectively) as solutions. These can 
be obtained in any spreadsheet software with a linear regression function 
(LINEST in Microsoft Excel) inserting the data in matrix form. Then, since 
the added amount of labelled compound 𝑁𝑙𝑎𝑏 is known, the amount of 






As it can be seen, no methodological calibration procedures are required 
and a single injection provides one concentration value of the sample.  





determined experimentally in the mix and compared with the individual 
distributions corresponding to the natural and the labeled analyte, the 
reference distributions. These individual distributions can be theoretically 
calculated or experimentally measured. In the present work, they have 
been experimentally measured. In a first step, theoretical isotopomer 
distributions have been obtained by IsoPatrn software implemented by L. 
Ramaley and L. Cubero-Herrera[20]. Afterwards, only those transitions 
producing instrumental signal significantly different from background 
have been selected. A thorough description of the general IPD 
methodology and its application to different analyte types can be found in 
the literature[21-23]. 
 2.5 Inter-laboratory experiment 
For the inter-laboratory variability evaluation of both calibration and IPD 
methods, four laboratories were contacted and agreed to collaborate: 
Barcelona Antidoping Laboratory (Fundació IMIM, Barcelona, Spain), 
Doping Control Laboratory (DoCoLab, Ghent University, Ghent, Belgium), 
Norwegian Doping Control Laboratory (Oslo University Hospital, Oslo, 
Norway) and the Department of Physical and Analytical Chemistry at 
University of Oviedo (Oviedo, Spain). 
Three plastic bags containing 12 mL of frozen samples A to F in individual 
Falcon tubes, a vial with 1 mL of 13C2-T 10 µg/mL in MeOH and Instructions 
and Results documents were prepared. The bags were put into  
sealed packages with the required amount of dry ice to ensure  
sub-zero temperature conditions until arrival to the selected laboratories. 
Samples were processed and all the required measurements were 
performed in order to apply calibration and IPD calculations at our 
laboratory. In addition, laboratories were also asked to perform  
any other routine quantification method they had implemented (Table 2). 
Taking into account those extra quantification methods, we got 19 
analytical results for each sample. These results were used to calculate  




a consensus value for the concentration of each sample, Cref, and its 
associated uncertainty, uref. 
Table 2. Additional quantification procedures conducted in inter-comparison 
participating laboratories. 
Laboratory Additional analytical methods 
IUPA Standard additions (LC-MS/MS) 
DoCoLab GC-MS/MS, LC-HRMS 
Norwegian Doping Control 
Laboratory 
GC-MS/MS 
 2.6 Uncertainty assessment 
In the present work, measurement of uncertainty was evaluated according 
to WADA technical document TD2014DL[24] and references therein. 
Specifically the procedure based in the Nordtest guide[25]. To this end, an 
intra-laboratory reproducibility experiment (five replicates of each sample 
along five weeks) and a short inter-laboratory comparison have been 
conducted. Combined uncertainty, ucomb, for each selected quantification 
method and sample were calculated and compared. Moreover, the inter-
laboratory reproducibility standard deviation was calculated and 
compared for the three selected methods. Combined uncertainty has 




where u2SD is the intra-laboratory reproducibility standard deviation for 
the five replicates obtained along five consecutive weeks at IUPA 
laboratory and ubias is the uncertainty associated to any source of bias 
which accounts for the method and laboratory bias, including the 
uncertainty associated to the consensus reference value. To that purpose, 





quantification results have been obtained for each sample A to F (see 




where uref is the bias uncertainty associated to the consensus 





where SR is the mean standard deviation for the inter-laboratory 
reproducibility and n is the number of results for each sample. A n=17 was 
employed instead of 19 due to exclusion of outliers determined by Hampel 
test (see results, Table 3 and Table S.7 from Supplementary Information). 
RMS is the root mean square bias for each quantification method used in 
the intra-laboratory reproducibility assessment conducted at IUPA lab (for 
examples of calculations see Table S.2 in supplementary material). 
For each sample (A to F) a mean bias has been calculated from the intra-
lab reproducibility study (n = 5). These mean bias have been used to 







On the other hand, contribution of any source of uncertainty to a given 
measurement, known as full uncertainty budget, can be calculated using 
the Kragten approach [26]. Briefly, it consists in an approximation of error 
propagation theory calculations adapted for its implementation in 
spreadsheet programs (such as Microsoft’s Excel). Calculation tables are 
constructed with all the parameters used to obtain the final analytical 
result including their uncertainty or standard deviation. Then, parameter 
values are sequentially altered with their SD to obtain the deviation (Δ2) 




produced to the analytical result in relation to the unchanged value, which 
constitutes the magnitude of contribution to total uncertainty of the 
analytical procedure. It is readily calculated for each parameter i as: 
𝛥𝑖
2 = (𝑥 − 𝑥𝑖)
2 
Where x is the unchanged value and xi is the new value with one 






Examples of complete uncertainty calculations can be consulted in the 
Supplementary Information (Table S.2). 
 3. RESULTS AND DISCUSSION 
 3.1 IPD measurements 
As explained above, IPD calculations rely on the relative abundance 
distribution of natural and labelled compounds and, therefore, on their 
accuracy. For this purpose, the most abundant SRM transitions for each 
compound were selected with IsoPatrn software. Then, relative 
abundances were experimentally determined by preparing individual  
100 µg/L standards in MeOH/H2O 1:1 (v/v) and injecting them five times 
each (Tables S.1 and S.2 in supplementary information). Mean values for 
experimental abundances were used in subsequent quantification 
procedure and standard deviations were used in the uncertainty budgets 
building procedure. 
IPD calculation also requires to know the exact amount of labelled 
compound added to samples. Exact concentration of the 13C2-T working 





against the natural T solution, resulting in 12.20 ± 0.10 mg/L. (Table S.3 
supplementary information). 
 3.2 Evaluation of uncertainty 
Uncertainty has been assessed as intra-laboratory reproducibility 
standard deviation and through the reproducibility of an inter-laboratory 
comparison. 
Intra-laboratory has been conducted at IUPA facilities. Five replicates of 
the synthetic urine samples (A to F) have been analyzed along five 
consecutive weeks. Concentration mean values, as well as standard 
deviation and RSD(%) are shown in Table 3. 
Regarding intra-lab precision, wCal-IS shows RSD below 5% for any 
concentration level. IPD quantification performs slightly better while Cal-
IS clearly achieves the worst reproducibility at the lower concentrations, 
reaching a value of 15.8 % at 2 ppb level. Concerning the inter-laboratory 
comparison, results are qualitatively similar. IPD shows the highest 
precision, with a mean RSD value around 10%, while wCal-IS doubles that 
value. On the other hand, Cal-IS shows the worst performance at the 
lowest levels, where RSD reaches values higher than 40%. 
Thus, inter-laboratory reproducibility noticeably shows tendencies with 
concentration (Figure 1). Cal-IS performs poorly at low concentrations, 
with RSD > 40% in sample A, which decreases to values near 12% as 
concentrations get higher. In comparison, wCal-IS provided constant 
values of RSD along the concentration range (20%), improving uncertainty 
at low concentrations but performing slightly worse in the rest of the 
samples. IPD produced significantly lower dispersion of values resulting in 
the highest inter-laboratory precision (from 7.8% to 13%) of the three 
methods even at low concentrations.  





Figure 1. Mean inter-laboratory RSD values for the three quantification methods 
assayed. Concentration ranges from 2 ng/mL (sample A) to 70 ng/mL (sample F). 
In addition to intra-laboratory reproducibility, combined uncertainty, uc, 
were calculated in order to estimate the measurement uncertainty for the 
three quantification methods. To this end, method and laboratory bias 
were estimated, according to the Nordtest guide[25] (see experimental), 
as the square root of two components: the percentage of the mean 
difference (RMSbias) from a reference value (Cref), and uncertainty of this 
reference value, uref. The end value for uc accounts for the method and 
laboratory bias together with standard deviation of reproducibility at each 
concentration assayed (A-F samples) (Table 4). 
The consensus values obtained from the inter-laboratory comparison 
were adopted as reference values (Table 3). The consensus values are not 
intended to be used as certified values, but they were accepted as 
reference values to calculate bias uncertainty for each quantification 
methodology and to assess the bias associated to that reference value. A 
uref of 3.1% was obtained from the mean RSD value (12.9%) and n=17 from 
the 19 quantification procedures applied minus outlier values (see 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4. Combined uncertainty for the three quantification methodologies assayed. 
Sample 
Combined uncertainty (%) 
Cal_IS w-Cal_IS IPD 
uref   3.1%   
RMSbias 10.4% 8.3% 6.9% 
ubias 10.9% 8.8% 7.6% 
A 17.9% 9.4% 7.8% 
B 13.2% 9.6% 7.8% 
C 11.7% 10.0% 7.9% 
D 12.0% 10.0% 8.4% 
E 11.2% 9.1% 7.8% 
F 11.3% 9.1% 7.7% 
 
Since the data required for Cal-IS and wCal-IS is exactly the same, taking 
into account the difference in combined uncertainty (11.2%-17.9% versus 
9.1-10.0%) it is worth noting the improved quality of analytical results due 
only to the data treatment. 
Along with wCal-IS, IPD stands out in comparison with more extensively 
used methods such as Cal-IS. Furthermore, IPD also provided combined 
uncertainties below 8.4% in all the concentration range with the 
advantage of reduced time analysis, since no calibration curve procedure 
had to be performed. 
Again, results showed that Cal-IS performs poorly at low concentrations, 
being the worse method for the whole concentration range studied. In 
comparison, wCal-IS provided constant values of combined uncertainty 
along the concentration range although higher than IPD, which produced 
the lowest combined uncertainties of the three methods at any 
concentration assayed. This is in accordance with the high metrological 






Finally, full uncertainty budgets were obtained for the three selected 
quantification methods according to the Kragten approach (Table S.6 in 
supplementary material). 
In the case of both wCal-IS and Cal-IS methods, the same 6 parameters 
were considered, including: intercept and slope of the linear regression, 
measurement of the area ratio in the sample (between natural and 
labelled compound chromatographic peak areas, Rm), volume of sample 
(Vs), volume of internal standard (Vt) and concentration of the natural 
standard (Cn). Calculations of the contribution of each parameter to total 
procedure uncertainty were carried out for the five replicates and the 
average values were obtained. 
As it can be seen in Figure 2, in the case of Cal-IS, uncertainty contribution 
coming from the intercept of the regression is predominant at low 
concentrations (Sample A) while at high concentrations (Sample F) slope 
is the highest contributor to final method uncertainty. Thus, uncertainty 
for a Cal-IS method will hardly improve experimentally. In contrast, when 
using weighted calibration, the major contributors to uncertainty were the 
measurement of sample and internal standard volumes. Thus, one way to 
easily reduce uncertainty could be consider the mass instead of volumes. 
On the other hand, the parameters considered for uncertainty calculations 
in IPD quantification were the following: determination of abundances of 
the natural testosterone (natT-1, natT-2) and 13C2-testosterone (labT-1, 
labT-2) transitions, measurement of those transitions in the sample blend 
(B-1, B-2, B-3, B-4), volume of sample (Vs) and volume and concentration 
of 13C2-testosterone standard added (Vt, Ct). 
As it might be expected for an isotope-dilution determination[21], one of 
the most important parameters in IPD was the volume of labelled 
compound added to perform the quantification. As said above, this 
contribution to uncertainty could be minimized by weighting the amount 
of solution added. Moreover, the measurement of relative abundances in  




Figure 2. Uncertainty budgets for the quantification methods assayed. 
 
the sample blend, especially the most abundant transitions of natural  
(B-1: 289 > 97) and labelled compounds (B-3: 291 > 99), contributed 
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 4. CONCLUSIONS 
In this work, three analytical approaches for the determination of 
testosterone in urine have been compared from an uncertainty evaluation 
point of view. 
Firstly, method uncertainty derived from the procedure itself has been 
evaluated at our laboratory by applying weighted and non-weighted 
calibration with internal standard and IPD quantifications to 6 synthetic 
urine samples, composed of mixed human urine samples, in five different 
weeks. Inter-day combined uncertainties for each sample and method 
were obtained by Nordtest calculation method and showed similar values 
for weighted calibration and IPD, below or equal to 10% in all cases, while 
non-weighted calibration yielded uncertainties ranging from 11.2% to 
17.9%. 
Secondly, an inter-laboratory experiment was carried out in order to set a 
reference value for the samples and to further evaluate inter-laboratory 
RSD of these three methods. Similarly to the intra-laboratory experiment, 
non-weighted calibration presented much higher uncertainty at low 
concentrations (43%) than at medium and high concentrations (12%-24%), 
where it showed a better performance than weighted calibration (18%-
21% along all the range). In contrast, the combined uncertainty associated 
with IPD method was lower than the other two in all 6 samples, ranging 
from 7.8% to 13%. 
In addition, Kragten method was applied to intra-laboratory data to obtain 
the uncertainty budgets for the considered quantification methods. Thus, 
linear regression parameters –slope and intercept– were found to be the 
major contributors to uncertainty in non-weighted calibration, varying 
along the concentration range. In contrast, weighted calibration and IPD 
methods were more stable in terms of relative contributions to procedure 
uncertainty. 




Hence, it has been demonstrated that weighted calibration might be more 
precise than classical calibration with internal standard, providing similar 
uncertainties and standard deviations than isotope dilution 
methodologies in intra-laboratory reproducibility studies. Moreover, the 
present IPD methodology yielded lower inter-laboratory variability and 
thus, higher metrological quality of the analytical results are expected.  
The results presented in this work for testosterone as a model compound, 
together with the benefits of reduced time analysis and matrix effect 
corrections provided by IDMS-based methodologies, highlights IPD as a 
rapid, robust and reliable method. Thus, taking into account the lower 
uncertainty of the present analytical approach, IPD is shown as a promising 
alternative to improve longitudinal fluctuations in steroid profiling.  
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Table S1. Experimental abundances of natural testosterone. 
m/z Avge (n=6) SD RSD 
289 > 95 0.0362 0.0013 3.5% 
289 > 96 0.0046 0.0003 6.1% 
289 > 97 0.780 0.003 0.4% 
289 > 98 0.00033 0.00005 15.9% 
290 > 95 0.0046 0.0004 8.6% 
290 > 96 0.00336 0.00021 6.3% 
290 > 97 0.1113 0.0014 1.3% 
290 > 98 0.0507 0.0012 2.4% 
290 > 99 0.00010 0.00006 63.6% 
291 > 97 0.0089 0.0005 5.8% 
 
Table S2. Experimental abundances of labelled testosterone. 
m/z Avge (n=6) SD RSD 
290 > 98 0.0127 0.0003 2.5% 
291 > 97 0.0104 0.0003 2.8% 
291 > 98 0.0071 0.0003 4.9% 
291 > 99 0.8075 0.0018 0.2% 
292 > 97 0.00164 0.00009 5.6% 
292 > 98 0.00143 0.00011 8.0% 
292 > 99 0.1156 0.0016 1.3% 
292 > 100 0.0345 0.0008 2.4% 
293 > 99 0.0092 0.0003 3.1% 
 
  




Table S3. Example of Reverse Isotope Dilution calculation. 
  Abundances  
  Labeled Natural Mix  
 289 > 95 0 0.036197 0.011  
 289 > 97 0 0.779939 0.233  
 290 > 97 0 0.111252 0.034  
 290 > 98 0.012692 0.050715 0.025  
 291 > 97 0.010432 0 0.010  
 291 > 99 0.807504 0 0.579  
 292 > 99 0.115554 0 0.083  
 292 > 100 0.034502 0 0.025  
      
 Linear regression    
 Nat Lab Nat Lab  
 0.29833175 0.71738866 0.29371444 0.70628556  
 0.00158345 0.00153239    
 0.99997646 0.00125139    
 127418.828 6    
 0.39906796 9.3958E-06    
      
m 13C2-T 0.0308 g Mw 13C2-T 290.389663  
m T 0.1992 g Mw T 288.42442  
N natT 6.7982E-10 mol d MeOH 0.791 g/mL 
N labT 1.6347E-09 mol    




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table S.7 Hampel test calculation example for sample A. 
Method Lab Mean SD Abs Dev Hampel score w/o outliers 
IPD 
IUPA 2.097 0.037 0.058 0.177 2.097 
Oslo 1.943 0.060 0.096 0.293 1.943 
IMIM 2.233 0.071 0.194 0.592 2.233 
Ghent 2.572 0.003 0.533 1.629 2.572 
Oviedo 2.517 0.021 0.478 1.459 2.517 
wCal 
IUPA 2.039 0.064 0.000 0 2.039 
Oslo 2.020 0.064 0.019 0.057 2.020 
IMIM 2.969 0.099 0.930 2.841 2.969 
Ghent 2.190 0.002 0.152 0.463 2.190 
Oviedo 1.818 0.016 0.221 0.674 1.818 
non-wCal 
IUPA 1.847 0.263 0.192 0.587 1.847 
Oslo 1.635 0.064 0.404 1.234 1.635 
IMIM 3.653 0.082 1.614 4.931   
Ghent 1.860 0.002 0.179 0.547 1.860 
Oviedo 1.648 0.017 0.391 1.193 1.648 
Std Add IUPA 2.127 0.086 0.088 0.269 2.127 
GC-MS/MS Oslo 2.47 - 0.431 1.317 2.470 
GC-MS/MS Ghent 1.58 - 0.459 1.402 1.580 
LC-HRMS Ghent 1.28 0.22 0.759 2.318 1.280 
Median 2.039 MAD 0.221 Consensus 2.047 
     SD 0.410 
Hampel test was applied to all samples, giving from 0 to 2 outlier results. 
Thus, a n=17 instead of 19 was used for uncertainty estimation since it was 






Figure S.8 Blank (MeOH/H2O) and sample chromatograms. 
 
  









2.3 Determinación de esteroides anabólicos 
androgénicos endógenos seleccionados y 
relaciones en orina mediante cromatografía 
líquida de ultra alta eficacia acoplada a 
espectrometría de masas en tándem y 
deconvolución de perfiles isotópicos 
Como se ha visto en el apartado anterior, la aplicación de IPD a la 
determinación de esteroides es una opción no sólo viable, sino rápida y de 
una mayor calidad metrológica en relación a otras metodologías de 
cuantificación basadas en IDMS. 
Una vez estudiada esta posibilidad para la testosterona como compuesto 
modelo, en esta segunda aportación científica se explora más en 
profundidad esta propuesta con la extensión de la metodología 
desarrollada en el capítulo anterior a un mayor número de analitos. 
Concretamente, los analitos seleccionados fueron testosterona (T), 
epitestosterona (E), androsterona (A) y etiocolanolona (Etio); todos ellos 
esteroides anabólicos androgénicos endógenos (EAAS) e incluidos tanto 
en la Lista de Sustancias Prohibidas de la WADA34 como en el módulo 
esteroidal del Pasaporte Biológico del Atleta17,35. No obstante, en este 
último también se incluyen otros dos analitos, 5α-androstan-3α,17β-diol 
(5αAdiol) y 5β-androstan-3α,17β-diol (5βAdiol), que no fueron incluidos 
en el presente artículo. 
Estos dos compuestos presentan un esqueleto similar al del resto de EAAS 
(Figura 2.3), conteniendo los 4 anillos que lo componen totalmente 
saturados, al igual que A y Etio. En cambio, a diferencia de éstos y de la 
pareja T/E, 5αAdiol  y 5βAdiol  presentan dos hidroxilos en las posiciones 
3 y 17. Estas dos características provocan que no existan grupos 
funcionales fácilmente ionizables mediante una ionización “blanda” como 
es la interfase ESI en LC36. La cuantificación de ambos dioles requiere el 




uso de técnicas clásicas basadas en GC. Alternativamente, el análisis 
directo de esteroides sin hidrólisis del conjugado con glucurónido podría, 
según experimentos tentativos (datos no mostrados), permitir la 
cuantificación del conjunto completo de esteroides. 
 
Figura 2.3. Estructuras de los dioles endógenos 5αAdiol y 5βAdiol. 
A continuación, se presenta el desarrollo de un método para el análisis de 
T, E, A y Etio en orina humana mediante LC-MS/MS y cuantificación por 
IPD, validado mediante el análisis de materiales de referencia certificados 
(CRM). Este método, al igual que el desarrollado en el apartado anterior, 
reafirma el potencial de IPD como método rápido, fiable y exacto de 
esteroides en orina, así como permitir el cálculo de las relaciones de 
concentración recomendadas por la WADA para EAAS17. 
2.3.1 Selección de compuestos marcados 
El desarrollo de la metodología de cuantificación por IPD se completó de 
manera similar al estudio anterior sobre la testosterona. A diferencia de 
aquél, en el cual se empleó el compuesto marcado con carbono-13  
(13C2-T), en este caso se optó por un marcaje con deuterio (2H o D) para 
todos los compuestos considerados (d3-T, d3-E, d4-AN y d5-Etio). 
Si bien es sabido que el uso de compuestos marcados con deuterio puede 
dar lugar a fenómenos de “scrambling” en sistemas de espectrometría de 
masas en tándem37,38, el proceso de caracterización llevado a cabo durante 
los primeros pasos del desarrollo de IPD no se ve alterado. Dado que las 





adquieren en las mismas condiciones que en la muestra los posibles 
efectos de “scrambling” ocurren de forma idéntica en estándares 
(caracterización del perfil de abundancias) y en mezclas (muestra). Por 
tanto, una correcta caracterización previa evita la aparición de problemas. 
Este hecho sí sería importante en el caso de utilizar abundancias teóricas 
en lugar de experimentales, ya que las abundancias teóricas se calculan a 
partir de datos tabulados de abundancias isotópicas elementales y no 
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ABSTRACT 
An isotope dilution mass spectrometry (IDMS) method for the 
determination of endogenous anabolic androgenic steroids (EAAS) in urine 
by UHPLC-MS/MS has been developed using the isotope pattern 
deconvolution (IPD) mathematical tool. The method has been successfully 
validated for testosterone, epitestosterone, androsterone and 
etiocholanolone, employing their respective deuterated analogs using two 
certified reference materials (CRM). Accuracy was evaluated as recovery 
of the certified values and ranged from 75% to 108%. Precision was 
assessed in intraday (n=5) and interday (n=4) experiments, with  
RSDs below 5% and 10% respectively. The method was also found  
suitable for real urine samples, with limits of detection (LOD) and 
quantification (LOQ) below the normal urinary levels. The developed 
method meets the requirements established by the World Anti-Doping 




Agency for Athelete Biological Passport (ABP) measurements, except in 
the case of androsterone, which is currently under study. 
KEYWORDS: Endogenous steroids, Urine, LC-MS/MS, IDMS, Isotope 
pattern deconvolution 
 1. INTRODUCTION 
Misuse of steroids is nowadays a significant social issue. Apart from doping 
in sports, endogenous anabolic androgenic steroids (EAAS) use has 
become a problem of public health [1]. Regarding substances prohibited 
in sports, over the years consensus has been achieved about which 
steroidal markers must be controlled as an additional part of the World 
Anti-Doping Agency (WADA) Athlete Biological Passport (ABP), the 
steroidal module[2]. Testosterone (T), epitestosterone (E), androsterone 
(AN), etiocholanolone (Etio), 5α-androstane-3α,17β-diol (5αAdiol),  
5β-androstane-3α,17β-diol (5βAdiol) and the ratios T/E, AN/T, AN/Etio, 
5αAdiol/5βAdiol, 5βAdiol/E are the parameters of choice. An abnormal 
steroidal or longitudinal profile may constitute a suspicion of doping, thus, 
reliable analytical methods are needed to assess the concentration of 
those EAAS. Moreover, clear verification of exogenous administration of 
EAAS is still a challenge. The general workflow includes an initial screening 
method followed by a confirmation if adverse results are found. However, 
in spite of WADA efforts, a completely standardized methodology has not 
been established yet, neither by the mass detector (Q or QqQ), nor by the 
sample treatment method used in that initial screening step[3]. Although 
the accepted WADA quantification method for EAA determination in urine 
is GC/MS[2], among current instrumental techniques in drug testing, 
UHPLC-MS/MS is mainly used due to its high throughput, chromatographic 






On the other hand, ESI, the most employed ionisation source in LC-MS 
instrumental techniques can suffer severe matrix effect problems, mainly 
related with ion suppression or enhancement [7-9]. The use of isotope 
labelled internal standards (ILIS) is widely recognized as the best way to 
overcome matrix effect problems. Thus, quantification through isotope 
dilution mass spectrometry (IDMS) works out the issues related with signal 
alteration [10,11]. A recently developed IDMS method of quantification, 
isotope pattern deconvolution (IPD), does not rely on the construction of 
any calibration graph. Instead, IPD is based on the measurement of 
isotopic abundances in the blend, the spiked sample, and the subsequent 
calculation of the molar fractions by multiple linear regression[12-14]. This 
method has been satisfactorily tested for rapid quantifications in different 
complex matrices, such as food and environmental samples[15-18]. IDMS 
together with IPD can be considered a reliable (precise and accurate) 
methodology, free of matrix effect and fast, providing one result per 
injection. However, except for a recent paper related with testosterone 
determination in urine[19], IPD has never been applied to steroid 
determination. 
In this work, an UHPLC-MS/MS method, based in IDMS and IPD 
quantification approach, is developed and validated for the determination 
of selected EAAS in human urine. Testosterone, epitestosterone, 
androsterone and etiocholanolone were selected among the EAAS 
included in the ABP, excluding the diols due to the known ionization 
difficulties by ESI of hydroxyandrostane compounds[20]. Accuracy and 
precision have been checked for the selected compounds, as well as ratios, 
through the analysis of NMIA MX002 and MX005 freeze dried human urine 
CRMs. 






Figure 1. Molecular structure of the selected endogenous steroids. Location of D atoms 






 2. EXPERIMENTAL 
 2.1 Reagents and materials 
Testosterone (T, purity 99%) and etiocholanolone (Etio, purity 98%) were 
provided by Sigma-Aldrich (Saint Louis, MO, USA), epitestosterone (E, 
purity 96.1%) was provided by LGC Standards (Luckenwalde, Germany) 
and androsterone VETRANAL® (AN, purity 98.2%) by Sigma-Aldrich 
(Seelze, Germany). D3-Testosterone (d3-T, d3≈91%), d3-epitestosterone 
(d3-E, d3≈94%), d4-androsterone (d4-AN, d4≈81%), d5-etiocholanolone 
(d5-Etio, d5≈92%) and certified reference materials (CRMs) NMIA MX002 
and MX005 were all purchased to NMI Australia (North Ryde, NSW, 
Australia). Molecular structure of the selected EAAS are shown in Figure 1. 
Methanol (HPLC quality), acetonitrile (HPLC quality) and methyl tert-butyl 
ether (MTBE, GC quality) were provided by Scharlau (Barcelona, Spain). 
For the sample hydrolysis, β-glucuronidase from E. coli K12 provided by 
Roche (Indianapolis, IN) was employed. A 1 M phosphate buffer was 
prepared by dissolving the proper amount of (NH4)2HPO4 (Merck, 
Darmstadt, Germany) in Milli-Q water and adjusted to pH=7 with HCl 37% 
from Scharlau (Barcelona, Spain). Also, a NaHCO3/Na2CO3 (1:2, w/w) 
(Sigma-Aldrich Co., Madrid, Spain) solid buffer was prepared. Formic acid 
(LC additive quality) and a 500 mM solution of NH4COOH (Scharlau, 
Barcelona, Spain) in methanol HPLC were used as modifiers for mobile 
phases. 
Individual stock solutions were prepared with 500 µg/mL of T, 200 µg/mL 
of E, 500 µg/mL of AN, 500 µg/mL of Etio and 100 µg/mL of each 
deuterated analog (d3-T, d3-E, d4-AN and d5-Etio) by dissolving the proper 
amounts of solid standards in methanol. Then, 10 µg/mL working solutions 
of each compounds were prepared by dilution of stock solutions with 
methanol. A mix of labelled compounds was prepared in MeOH containing 
1 µg/mL of d3-T and d3-E and 25 µg/mL of d4-AN and d5-Etio. All standard 
solutions were stored in amber glass bottles at -20ºC. CRMs were 




reconstituted following the procedure indicated by the manufacturer and 
stored in a refrigerator until use. 
Ultrapure water was obtained from a Milli-Q gradient A10 from Millipore 
(Bedford, MA, USA). 
 2.2 Instrumentation 
Characterization and determination of analytes were performed on an 
Acquity UPLC system equipped with binary solvent and sample managers 
from Waters Corp. (Milford, MA, USA), coupled to a TQD quadrupole-
hexapole-quadrupole tandem mass spectrometer and a Z-spray-
electrospray interface (Waters Corp.). Chromatographic separation was 
achieved at 55ºC on an Acquity UPLC BEH C18 column (1.7 µm, 2.1 mm x 
100 mm, Waters Corp.) at 0.3 mL/min flow rate and 10 µL injection 
volume. Mobile phases consisted in H2O/ACN (95/5, v/v) as phase A and 
H2O/ACN (5/95, v/v) as phase B, both containing 0.01% of formic acid and 
0.1 mM of NH4COOH as modifiers. The gradient applied was: 10% B  
(0-1 min), linear increase to 50% B in 4.3 min, 50% B (5.3-9 min), 95% B 
(9.5-10.5 min), 10% B (11-13 min). 
Ionization was performed at 120ºC desolvation temperature and 350ºC 
source temperature, while cone gas and desolvation flows were set at 80 
and 800 L/h respectively. 3.5 kV capillary voltage was applied in positive 
mode. Multiple reaction monitoring (MRM) conditions and retention 
times are listed in Table 1. 
Drying and nebulizing gas was N2 from a nitrogen generator N2 LC-MS 
adapted for LC-MS analyzers (Claind, Teknokroma, Barcelona, Spain). 
Collision cell was kept at approximately 5 x 10-3 mbar of argon 99.995% 
provided by Praxair (Madrid, Spain). Dwell time was set to 0.1 s per scan 
for all quantification measurements. Analytical data was processed using 






























































































































































































































































































































































































































































































































































 2.3 Sample treatment 
A previously developed and widely used sample treatment method based 
on WADA guidelines [2] has been directly applied. 25 µL of labelled mix 
was added into 2.5 mL of sample in clean 15 mL-glass tubes followed by  
1 mL of 1 M phosphate buffer (pH=7). Hydrolysis was performed by adding 
30 µL of β-glucuronidase solution and incubated in a water bath at  
55 ± 2  C for 1 h. 
Next, approximately 200 mg of NaHCO3/Na2CO3 (1:2, w/w) solid buffer 
were added to the tube and stirred until total dissolution of the solid. 
Liquid-liquid extraction was carried out by adding 6 mL of MTBE, stirring 
in a vortex for 1 min and centrifuging at 3500 rpm for 5 min. Then, the 
upper organic phase was carefully transferred to clean glass tubes using 
disposable Pasteur pipettes, avoiding transferring any aqueous phase. 
MTBE was eliminated by evaporation in a MiVac at 40ºC for 20 min, the 
residue was redissolved in 300 µL of MeOH/H2O (1:1, v/v) and transferred 
to LC vials. 
 2.4 Method validation 
 2.4.1 Accuracy 
Accuracy was validated by recovery experiments applying the method to 
two CRMs with different steroid concentrations and ratios, NMIA MX002 
and NMIA MX005 freeze dried human urine. The method was regarded as 
accurate if the recovery was between 70% and 110%. 
 2.4.2 Precision 
Using the same CRMs, intraday and interday precisions were validated. 





replicates. Interday reproducibility was obtained by the application of the 
method to four replicates in four consecutive weeks. 
In order to assess precision in terms of WADA guidelines[2], total 
combined uncertainty, uc, was also calculated according to WADA 
technical document TD2014DL[21] and Nordtest Guide[22]. A detailed 
explanation of the measurement uncertainty determination, using T as 
model compound in urine, is explained elsewhere[19]. The combined 
uncertainty for the ratios was assessed taking into account also the 
general propagation equation[23] to calculate the uncertainty associated 
to the reference material. A detailed explanation is shown in the 
supplementary information. 
 2.4.3 LOD and LOQ 
A rough estimation of detection and quantification limits were conducted 
using the signal to noise ratio obtained in a real-life sample. To this end,  
9 urine samples from healthy female volunteers were collected and 
analyzed in order to get samples with low concentration of EAAS. Limits of 
quantification (LOQ) and detection (LOD) of the method were estimated 
as S/N equal to 10 and 3, respectively, in the lowest concentrated sample. 
 2.5 Quantification by isotope pattern deconvolution (IPD) 
Isotope pattern deconvolution is a mathematical tool based on multiple 
linear regressions that provides the molar fractions of natural and labelled 
analytes in the spiked sample. The addition of the labelled analog alters 
the natural isotopic distribution of abundances  𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖 due to the overlap 
of the labelled isotopic distribution 𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖 . Hence, the deconvolution of 
the measured distribution in the mix 𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖  is performed by solving the 
multiple linear regression in matrix notation: 















































Where the error vector 𝑒𝑆𝑅𝑀𝑖 is the minimized parameter in the 
regression to solve the system and to obtain the molar fractions of natural 
and labelled analytes (𝑥𝑛𝑎𝑡 and 𝑥𝑙𝑎𝑏 respectively). This can be easily 
achieved with the LINEST function in Microsoft Excel or any spreadsheet 
software. Then, since the amount of labelled compound 𝑁𝑙𝑎𝑏 is known, 






In contrast with commonly used analytical methodologies, IPD does not 
need methodological calibration and a concentration value is obtained 
from a single injection of the spiked sample. However, an extensive 
characterization of natural and labelled compounds is required to 
construct the calculation matrix, including isotopomer abundance 
distributions and exact concentration of labelled standard solutions 
(determined by reverse isotope dilution). If the individual isotopomer 
distribution is theoretically calculated, extent of labeling and spectral 
purity must be also characterized. Description of the general IPD 
methodology as well as examples of characterization of standards can be 
consulted in the literature[12,24]. In the present work, isotopomer 
abundances corresponding to the selected transitions for natural and 
labeled compounds have been experimentally obtained according to the 







 3. RESULTS AND DISCUSSION 
 3.1 Optimization of LC conditions 
In a first approach, gradient conditions using methanol and water both 
containing 0.01% HCOOH/1mM NH4COOH as mobile phases were tested, 
as employed for testosterone determination in previous works[19]. 
However, due to the similarity between AN and Etio (5α/5β-position 
isomers of one H), separation could not be accomplished even with long 
run times. Therefore, acetonitrile (ACN) was tested as mobile phase on the 
basis of the chromatographic conditions used by Hauser et al.[25], which 
consisted in water/ACN (95/5, v/v) (Eluent A) and water/ACN (5/95, v/v) 
(Eluent B), both containing HCOOH and NH4COOH. Different modifier 
concentrations were tested and 0.01% HCOOH plus 0.1 mM NH4COOH 
provided the optimal sensitivity and peak shape. 
Optimization of AN/Etio separation was performed starting from isocratic 
conditions at different %B (10, 20 and 30%) to ensure that separation was 
possible with a C18 column. Once separation was observed using 30% 
Eluent B, peak shape and time analysis were tried to be improved by 
performing a gradient prior to an isocratic step. Thus, gradients of the 
same slope were tested starting from 0% or 10% Eluent B and arriving up 
to 30, 40 and 50% Eluent B, followed by the isocratic step. Separation of 
the A/Etio pair was achieved in all six experiments, but lower isocratic and 
initial % of Eluent B produced longer run times and decreased sensitivity 
due to peak broadening. Thus, starting conditions were set at 10 % eluent 
B, followed by a gradient up to 50% Eluent B in 4.3min and an isocratic 
step until 9 min (Figure 2). 




Figure 2. Chromatographic optimization using gradients of the same slope from 10% 
Eluent B at 1 min to A) 30% at 3.2 min, B) 40% at 4.25 min and C) 50% at 5.3 min, followed 
by an isocratic step (see text). All three injections correspond to a standard with 500 ng/mL 






 3.2 Characterization of analytes 
Characterization of natural (T, E, AN, Etio) and labelled compounds (d3-T, 
d3-E, d4-AN, d5-Etio) consisted in the determination of the experimental 
isotopic distribution of abundances and exact concentration of labelled 
standard solutions. 
Experimental abundances were measured by injecting (n=5) individual  
500 ng/mL of T, E, d3-T and d3-E, and 5 µg/mL of AN, Etio, d4-AN and  
d5-Etio in MeOH/H2O (1:1, v/v). MRM transitions were selected on the 
basis of theoretical fragmentation calculations by IsoPatrn software[26], 
selecting the 10-12 most abundant transitions. 
Finally, concentrations of labelled 100 µg/mL standard solutions were 
checked by reverse isotope dilution (RID). That is, quantification of 
labelled compound spiking the standard solution with an accurately 
prepared natural standard solution using IPD[27]. Results obtained by RID 
were: (100 ± 4) µg/mL for d3-T, (105.8 ± 1.1) µg/mL for d3-E, (98.2 ± 1.1) 
µg/mL for d4-AN and (112.7 ± 1.9) µg/mL for d5-Etio. 
 3.3 Method validation 
Accuracy assessment was carried out by applying the developed IPD 
methodology to 2 certified reference materials (CRM) from NMI Australia: 
NMIA MX002 and NMIA MX005. Recovery, calculated as the percentage 
ratio between the found and the certified concentration value, is shown 
in tables 2 and 3. It is worth noting the high accuracy of the method for T, 
E and Etio, with recovery values between 95% and 108% in all 
experiments. However, results for AN were lower than expected, between 
75% and 79%, which may be caused by insufficient hydrolysis time and/or 
temperature. Though, interference of matrix components with d4-AN 
mass spectrum is being also considered since an abnormally high response 
in labelled transition measurements produces lower quantifications by 
IPD. All these possibilities are currently under study. 




Intra-day repeatability (n=5) and inter-day reproducibility (n=4) were 
assessed for both CRMs. Results in terms of repeatability and 
reproducibility showed RSD values below 5% and 10%, respectively, in all 
cases (Tables 2 and 3). AN shows the highest %RSD that should be related 
with the poorer recovery. Despite that, the developed method is 
characterised by a high precision. 





Intra-day repeatability (n=5) 
Inter-day reproducibility 
(n=4) 




16.3 ± 0.3 
(1.8%) 
98% 






19.7 ± 0.3 
(1.8%) 
108% 






963 ± 14 
(1.4%) 
76% 






840 ± 15 
(1.8%) 
103% 
804 ± 41 
(5%) 
99% 
1 Expressed as Mean ± SD (%RSD) ng/mL 
2 As % recovery respect to the certified value 
In order to assess the method combined uncertainty, Nordtest 
calculations[22] were applied using the available data to obtain combined 
uncertainty for the determination of the four analytes (Table 4), plus the 
uncertainty of T/E, AN/T and AN/Etio ratios (Table 5). Total combined 





























37.3 ± 0.8 
(2.0%) 
93% 






11.3 ± 0.3 
(3%) 
105% 






886 ± 40 
(5%) 
75% 






1229 ± 30 
(2.4%) 
95% 
1246 ± 55 
(4%) 
97% 
1 Expressed as Mean ± SD (%RSD) ng/mL 
2 As % recovery respect to the certified value 
3 Corrected as indicated in the manufacturer’s instructions (correction factor=0.9977), 
since the weighted water after reconstitution was 20.0461g 
Since the obtained AN concentrations differed from the certified values, 
its uncertainty derived from the bias (u(bias) around 23%) was found to be 
higher than the rest (u(bias) between 3.2% and 5.5%). Therefore, 
combined uncertainties of AN, AN/T and AN/Etio determinations were 
worse than the rest of analytes and ratios. Lower uncertainty values for 
AN and AN ratios are expected once the aforementioned recovery 
problems are solved. 
Regarding T, E and Etio, uc was about 6% or lower in all cases. Taking into 
account that certified concentrations in the CRMs (Tables 2 and 3) are  
> 5 ng/mL for T and E, and above five times the method LOQ for AN and 
Etio (Table 6), the concentration uncertainty of the method was far lower 
than the limit of 20% set by the WADA for those three analytes[2].  
Regarding T/E, the method uc was 9%, also below the WADA requirements 
of 15%, and far lower than the observed longitudinal individual variation 




in male urine. In a recent paper [28] coefficients of variation of 30% and 
46% for longitudinal T/E values where found when one or various 
laboratories were involved respectively. As might be expected, those 
values contain not only the individual variation but the method precision 
itself. Thus, a method with lower measurement uncertainty would help in 
assessing the actual variability in longitudinal steroidal profile for a given 
individual. 
Finally, limits of quantification (LOQ) and detection (LOD) of the method 
were roughly estimated as S/N equal to 10 and 3, respectively. To this end, 
the lowest concentrated sample among 9 healthy female volunteers were 
selected (see experimental section). Lowest values found within the 
samples for each analyte are shown in Table 6 along with their 
corresponding LOQ and LOD. 
Table 4. Combined uncertainty, uc, for the four selected EAAS. 
Compound u(bias) Rw uc1 
T 5.5% 1.8% 5.8% 
E 4.3% 1.8% 4.7% 
AN 23.2% 10.3% 25.4% 
Etio 3.2% 5.2% 6.1% 
1 uc calculated as the square root of the sum of the squares of interday reproducibility (Rw, 
random uncertainty) and u(bias), the uncertainty associated to any source of bias including 
that associated to CRMs [19,22] 
Table 5. Combined uncertainty, uc, for the selected ratios. 
Ratio u(bias) Rw uc1 
T/E 8.6% 2.7% 9.0% 
AN/T 19.2% 8.8% 21.1% 
AN/Etio 21.5% 5.6% 22.2% 
1 uc calculated as the square root of the sum of the squares of interday reproducibility (Rw, 
random uncertainty) and u(bias), the uncertainty associated to any source of bias including 


















0.520 ± 0.024 
(5%) 
0.2 0.7 
E 8 1.48 ± 0.09 (6%) 0.5 1.7 
AN 8 301 ± 5 (1.8%) 7.3 24.5 
Etio 8 587 ± 15 (3%) 28.6 95.4 
1 Results for all 9 samples can be consulted in the Supplementary Information (Table S.4) 
2 S/N = 3 
3 S/N = 10 
A brief summary of figures of merit of the here developed method reveals 
that accuracy (75-108% recovery) compares well with already published 
results, while precision shows equal CV values or better, specifically for T 
and E and inter-day precision study. On the other hand, as IPD 
methodology does not require the use of calibration curves and 
derivatization steps are ommitted in LC, the application of IPD 
quantification makes the method fast and reliable. Table S.5 in 
supplementary information shows validation results from some selected 
methods including those of the present work. 
 4. CONCLUSIONS 
In this work, an IDMS method for UHPLC-MS/MS has been proved suitable 
for EAAS determination in human urine. Isotope pattern deconvolution 
(IPD) was employed as mathematical tool to perform the quantification of 
testosterone, epitestosterone, androsterone and etiocholanolone, using 
deuterium-labelled analogs for that purpose. 
The high similarity of molecular structure between AN and Etio required 
of an extensive optimization of the chromatographic separation using an 
acetonitrile gradient. 




The method was successfully validated with its application to two certified 
reference materials in terms of intraday repeatability and interday 
reproducibility with excellent relative standard deviations (%RSD < 10%) 
in both experiments, as well as in terms of trueness or recovery respect 
the certified concentration values (between 70% and 110%). 
In addition, LODs and LOQs of the method were estimated in real life, low 
concentrated, female urine samples. All limits were found suitable for the 
determination of EAAS since they fell below the normal range of 
concentration in adults. 
Combined standard uncertainty for T, E, Etio and T/E were below the 
WADA required limits for a method to be useful in doping suspicion. 
Moreover, uc(T/E) is well below the observed coefficients of variation for 
individual longitudinal profiles, thus allowing to improve future variability 
assessment studies. 
Therefore, the present IPD method by LC-MS/MS is highlighted as a 
robust, exact and precise alternative approach for endogenous steroid 
analysis and a capable alternative to traditional GC- and calibration-based 
quantifications. 
ACKNOWLEDGEMENTS 
The authors acknowledge financial support from the Generalitat 
Valenciana (Research group of excellence Prometeo II 2014/023 and 
Collaborative Research on Environment and Food Safety ISIC/2012/016), 
as well as University Jaume I for project PB1-1B2013-55. Finally, the 
authors are grateful to the Serveis Centrals d'Instrumentació Científica 







[1] F. Sjöqvist, M. Garle, A. Rane, Use of doping agents, particularly 
anabolic steroids, in sports and society, Lancet. 371 (2008) 1872–1882. 
doi:10.1016/S0140-6736(08)60801-6. 
[2] World Anti-Doping Agency, WADA Technical Document – 
TD2016EAAS, (2016) 1–16. 
[3] R. Nicoli, D. Guillarme, N. Leuenberger, N. Baume, N. Robinson, M. 
Saugy, J.-L. Veuthey, Analytical Strategies for Doping Control Purposes: 
Needs, Challenges, and Perspectives, Anal. Chem. 88 (2016) 508–523. 
doi:10.1021/acs.analchem.5b03994. 
[4] M. Thevis, A. Thomas, V. Pop, W. Schänzer, Ultrahigh pressure 
liquid chromatography–(tandem) mass spectrometry in human sports 
drug testing: Possibilities and limitations, J. Chromatogr. A. 1292 (2013) 
38–50. doi:10.1016/j.chroma.2012.12.048. 
[5] F. Gosetti, E. Mazzucco, M.C. Gennaro, E. Marengo, Ultra high 
performance liquid chromatography tandem mass spectrometry 
determination and profiling of prohibited steroids in human biological 
matrices. A review, J. Chromatogr. B. 927 (2013) 22–36. 
doi:10.1016/j.jchromb.2012.12.003. 
[6] F. Badoud, D. Guillarme, J. Boccard, E. Grata, M. Saugy, S. Rudaz, 
J.-L. Veuthey, Analytical aspects in doping control: Challenges and 
perspectives, Forensic Sci. Int. 213 (2011) 49–61. 
doi:10.1016/j.forsciint.2011.07.024. 
[7] P.J. Taylor, Matrix effects: the Achilles heel of quantitative high-
performance liquid chromatography–electrospray–tandem mass 
spectrometry, Clin. Biochem. 38 (2005) 328–334. 
doi:10.1016/j.clinbiochem.2004.11.007. 




[8] L. Schlittenbauer, B. Seiwert, T. Reemtsma, Matrix effects in 
human urine analysis using multi-targeted liquid chromatography–
tandem mass spectrometry, J. Chromatogr. A. 1415 (2015) 91–99. 
doi:10.1016/j.chroma.2015.08.069. 
[9] K. Deventer, O.J. Pozo, A.G. Verstraete, P. Van Eenoo, Dilute-and-
shoot-liquid chromatography-mass spectrometry for urine analysis in 
doping control and analytical toxicology, TrAC Trends Anal. Chem. 55 
(2014) 1–13. doi:10.1016/j.trac.2013.10.012. 
[10] A. Furey, M. Moriarty, V. Bane, B. Kinsella, M. Lehane, Ion 
suppression; A critical review on causes, evaluation, prevention and 
applications, Talanta. 115 (2013) 104–122. 
doi:10.1016/j.talanta.2013.03.048. 
[11] H. Trufelli, P. Palma, G. Famiglini, A. Cappiello, An overview of 
matrix effects in liquid chromatography-mass spectrometry, Mass 
Spectrom. Rev. 30 (2011) 491–509. doi:10.1002/mas.20298. 
[12] J.I.G. Alonso, P. Rodríguez-González, Isotope dilution mass 
spectrometry, RSC Publishing, 2013. 
[13] P. Rodríguez-González, J.I. García Alonso, Recent advances in 
isotope dilution analysis for elemental speciation, J. Anal. At. Spectrom. 25 
(2010) 239. doi:10.1039/b924261a. 
[14] Á. Castillo, E. Gracia-Lor, A.F. Roig-Navarro, J.V. Sancho, P. 
Rodríguez-González, J.I.G. Alonso, Isotope pattern deconvolution-tandem 
mass spectrometry for the determination and confirmation of diclofenac 







[15] A. González-Antuña, P. Rodríguez-González, G. Centineo, J.I. 
García Alonso, Evaluation of minimal 13C-labelling for stable isotope 
dilution in organic analysis, Analyst. 135 (2010) 953. 
doi:10.1039/b924432h. 
[16] N. Fabregat-Cabello, J. Pitarch-Motellón, J. V. Sancho, M. Ibáñez, 
A.F. Roig-Navarro, Method development and validation for the 
determination of selected endocrine disrupting compounds by liquid 
chromatography mass spectrometry and isotope pattern deconvolution in 
water samples. Comparison of two extraction techniques, Anal. Methods. 
8 (2016) 2895–2903. doi:10.1039/C6AY00221H. 
[17] N. Fabregat-Cabello, P. Zomer, J.V. Sancho, A.F. Roig-Navarro, 
H.G.J. Mol, Comparison of approaches to deal with matrix effects in LC-
MS/MS based determinations of mycotoxins in food and feed, World 
Mycotoxin J. 9 (2016) 149–161. doi:10.3920/WMJ2014.1872. 
[18] N. Fabregat-Cabello, J. V Sancho, A. Vidal, F. V González, A.F. Roig-
Navarro, Development and validation of a liquid chromatography isotope 
dilution mass spectrometry method for the reliable quantification of 
alkylphenols in environmental water samples by isotope pattern 
deconvolution, J. Chromatogr. A. 1328 (2014) 43–51. 
doi:10.1016/j.chroma.2013.12.077. 
[19] J. Pitarch-Motellón, J.V. Sancho, M. Ibáñez, N. Fabregat-Cabello, 
A.F. Roig-Navarro, O.J. Pozo, R. Ventura, J.I. García-Alonso, P. Rodríguez-
González, A.G. Gago, P. Van Enoo, K. Deventer, Y. Dehnes, S. Rzeppa, 
Evaluation of uncertainty sources in the determination of testosterone in 
urine by calibration-based and isotope dilution quantification using 
UHPLC-MS/MS, Submitt. to JCA. (2017). 
[20] O.J. Pozo, P. Van Eenoo, K. Deventer, F.T. Delbeke, Ionization of 
anabolic steroids by adduct formation in liquid chromatography 
electrospray mass spectrometry, J. Mass Spectrom. 42 (2007) 497–516. 
doi:10.1002/jms.1182. 




[21] World Anti-Doping Agency, WADA Technical Document – 
TD2014DL, (2014) 1–14. https://wada-main-
prod.s3.amazonaws.com/resources/files/WADA-TD2014DL-v1-Decision-
Limits-for-the-Quantification-of-Threshold-Substances-EN.pdf. 
[22] Nordtest, Handbook for Calculation of Measurement Uncertainty 
in Environmental Laboratories, (2012). 
[23] J.I. García-Alonso, P. Rodríguez-González, Uncertainty evaluation 
in IDMS, in: Isot. Dilution Mass Spectrom., RSC Publishing, 2013: pp. 379–
433. 
[24] N. Fabregat-Cabello, Á. Castillo, J. V Sancho, F. V González, A.F. 
Roig-Navarro, Fast methodology for the reliable determination of 
nonylphenol in water samples by minimal labeling isotope dilution mass 
spectrometry., J. Chromatogr. A. 1301 (2013) 19–26. 
doi:10.1016/j.chroma.2013.05.033. 
[25] B. Hauser, T. Deschner, C. Boesch, Development of a liquid 
chromatography–tandem mass spectrometry method for the 
determination of 23 endogenous steroids in small quantities of primate 
urine, J. Chromatogr. B. 862 (2008) 100–112. 
doi:10.1016/j.jchromb.2007.11.009. 
[26] L. Ramaley, L.C. Herrera, Software for the calculation of isotope 
patterns in tandem mass spectrometry, Rapid Commun. Mass Spectrom. 
22 (2008) 2707–2714. doi:10.1002/rcm.3668. 
[27] N. Fabregat-Cabello, J. V Sancho, A. Vidal, F. V González, A.F. Roig-
Navarro, Development and validation of a liquid chromatography isotope 
dilution mass spectrometry method for the reliable quantification of 
alkylphenols in environmental water samples by isotope pattern 






[28] N. Baume, H. Geyer, M. Vouillamoz, R. Grisdale, M. Earl, R. 
Aguilera, D.A. Cowan, M. Ericsson, G. Gmeiner, D. Kwiatkowska, N. 
Kioukia-Fougia, A. Molina, J. Ruivo, J. Segura, P. Van Eenoo, N. Jan, N. 
Robinson, M. Saugy, Evaluation of longitudinal steroid profiles from male 
football players in UEFA competitions between 2008 and 2013, Drug Test. 
Anal. 8 (2016) 603–612. doi:10.1002/dta.1851. 






In this work, uncertainty assessment was carried out in terms of combined 





where uSD is the mean standard deviation from the reproducibility 
experiment of both CRMs (n=3), and ubias the uncertainty associated to any 
source of bias contributing to the method bias. This includes the 
uncertainty associated to certified concentration values of the CRMs (uref), 
obtained as the mean ucomb of the certified concentration values for each 
analyte, and the method and laboratory bias assessed through the root 











Analyte u(ref) RMS ubias uSD ucomb(%) 
T 2.1% 5.1% 5.5% 1.8% 5.8% 
EpiT 3.0% 3.1% 4.3% 1.8% 4.7% 
AN 1.5% 23.1% 23.2% 10.3% 25.4% 






Similarly, in the case of ratios the same procedure is applied except for the 
calculation of uref, which is obtained from the ucomb calculated by error 
















Then, uref of each ratio is readily obtained as the mean ucomb of the two 
CRMs and the rest of steps are identical as in the case of concentration 
determination. 
Table S.1. Certified concentrations of steroids and their ucomb in the two CRMs. 
 NMIA MX002 NMIA MX005 
Analyte C (ng/mL) ucomb C (ng/mL) ucomb 
T 16.6 0.322 40.2 0.878 
EpiT 18.3 0.591 10.74 0.291 
AN 1262 19.31 1184 17.41 
Etio 814 17.22 1290 20.50 
 
Table S.2. Steroid ratios and their ucomb in the two CRMs. 
 NMIA MX002 NMIA MX005 
Ratio Value ucomb ucomb (%) Value ucomb 
ucomb 
(%) 
T/EpiT 0.907 0.034 3.8% 3.743 0.130 3.5% 
AN/T 76.024 1.877 2.5% 29.453 0.776 2.6% 
AN/Etio 1.550 0.040 2.6% 0.918 0.020 2.2% 
 
  




Table S.3. Calculation of total method ucomb of the ratios. 
Ratio uref RMS ubias uSD ucomb(%) 
T/EpiT 3.6% 7.8% 8.6% 2.7% 9.0% 
AN/T 2.6% 19.0% 19.2% 8.8% 21.1% 
AN/Etio 2.4% 21.3% 21.5% 5.6% 22.2% 
 
Table S.4. Analysis of 9 female urine samples by IPD. 
Sample 
[T] [EpiT] [AN] [Etio] 
Mean1 SD RSD Mean1 SD RSD Mean1 SD RSD Mean1 SD RSD 
1 3.28 0.11 3% 3.386 0.015 0.4% 2090 41 2.0% 1861 8 0.4% 
2 3.55 0.17 5% 3.40 0.08 2.2% 1760 27 1.5% 2067 76 4% 
3 4.7 0.3 7% 8.55 0.14 1.6% 2204 72 3% 3193 7 0.2% 
4 0.520 0.024 5% 3.21 0.03 0.9% 1736 54 3% 1818 56 3% 
5 2.520 0.018 0.7% 9.4 0.8 8% 954 13 1.4% 933 58 6% 
6 4.56 0.13 3% 7.9 0.6 8% 1422 48 3% 1604 124 8% 
7 5.34 0.19 4% 7.9 0.4 5% 1203 46 4% 2356 169 7% 
8 2.49 0.11 5% 1.48 0.09 6% 301 5 1.8% 587 15 3% 
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El ámbito de la patología y el funcionamiento del cuerpo es un tema que, 
durante siglos, ha estado rodeado de misticismo, de ignorancia y poca o 
nula base científica. La curación de enfermedades se afrontaba mediante 
el tratamiento de síntomas en lugar de averiguar las causas biológicas que 
dan lugar a las enfermedades, ya que éstas se veían como un desajuste de 
los “humores” repartidos por todo el cuerpo. 
No es hasta finales del siglo XVII o principios del XVIII cuando aparece el 
concepto de órgano como lugar anatómico donde se produce la 
enfermedad. Tras este primer cambio de mentalidad, las prácticas 
médicas desvían su atención de los fluidos biológicos –de gran importancia 
en la observación de los humores–, pero con la llegada de la revolución 
científica de los trabajos de Lavoisier se retoman los experimentos con 
fluidos y, junto con los nuevos conocimientos en química, la inexorable 
expansión de lo que a partir de la década de 1840 se conocería como 
química clínica1. 
Este cambio no llega sin controversia, sino que entre finales del siglo XVIII 
y la entrada al siglo XX se producen una serie de luchas de poder entre 
detractores y defensores de las prácticas científicas en medicina, 
principalmente entre distintas generaciones de fisiólogos y químicos. No 
obstante, el desarrollo de métodos analíticos simplificados y fácilmente 
aplicables por parte de Folin y Van Slyke a principios del siglo XX  
formarían las bases de la química clínica moderna, en gran medida  
gracias a la creación de laboratorios de investigación situados en los 
propios hospitales, siendo los Estados Unidos pioneros en esta tendencia2. 
A partir de este nuevo enfoque, centrado en el análisis de pequeños 





de referencia, correlaciones de variación y rutas metabólicas tanto en 
sujetos sanos como enfermos. 
Tras este periodo, al fin de la Segunda Guerra Mundial, el número de 
personal cualificado para la investigación médica era limitado, ya que la 
mayoría de profesionales se especializaron en medicina de guerra. Por 
esta razón, numerosas facultades de bioquímica comienzan programas de 
formación e investigación que, al no estar directamente relacionados con 
los hospitales, derivan rápidamente al estudio de mecanismos de 
reacciones bioquímicas y, a falta de revistas especializadas, saturan las 
revistas médicas debido al gran volumen de publicaciones. Por esta razón, 
en 1948 se crea la Asociación Americana de Química Clínica, seguida de la 
primera revista científica del campo en 1955, Clinical Chemistry3. 
Finalmente, en 1952 se funda la Federación Internacional de Química 
Clínica (IFCC, International Federation of Clinical Chemistry) con el objetivo 
de unificar las distintas sociedades nacionales de química clínica bajo el 
amparo de la IUPAC4. De acuerdo con la IFCC, en 1971 se define a la 
química clínica como responsable de la descripción cualitativa y 
cuantitativa del estado patológico y fisiológico mediante el uso de análisis 
químico-clínicos. Posteriormente, en 1995, se amplía esta definición para 
incluir la aplicación de estrategias y técnicas químicas, moleculares y 
celulares como medio para un mejor entendimiento y evaluación de la 
salud humana1,5. 
Actualmente, uno de los campos de actuación de la medicina se centra en 
la reducción de errores de diagnóstico, para lo cual se distinguen 3 fases 
en el proceso de análisis1,6: 
• Pre-análisis. Una vez identificado el problema en base al historial 
médico, exámenes y otros datos previos, se solicita el análisis de 
los biomarcadores o analitos pertinentes, se toman las muestras 





• Análisis. Incluye todos los pasos del proceso analítico en el 
laboratorio hasta obtener un dato numérico o cualitativo sobre las 
muestras. 
• Post-análisis. Consiste en la evaluación de los resultados frente a 
rangos de referencia con el fin de detectar resultados adversos, 
anómalos o normales. 
Dado que en las dos últimas fases del proceso clínico es donde se 
adquieren y valoran los datos numéricos relativos al estado del paciente, 
la evaluación de la incertidumbre en la medida es de especial importancia 
para un correcto diagnóstico. Es necesario pues, minimizar tanto la 
incertidumbre asociada a la medida individual de biomarcadores del 
paciente como la incertidumbre asociada al conjunto de datos de 
referencia contra los que va a ser comparado. 
De esta manera, se requieren métodos exactos y precisos para un gran 
número de analitos de interés clínico, entre los que encontramos 
compuestos tan diversos como electrolitos (aniones/cationes, CO2, O2, 
etc.), compuestos organo-metálicos, compuestos orgánicos de gran peso 
molecular (proteínas, ácidos nucleicos o enzimas) y compuestos de bajo 
peso molecular (metabolitos, esteroides, fármacos, drogas, etc.), además 
de conteos de células7. Por otra parte, debido a la diferente distribución y 
biodisponibilidad de marcadores, los análisis clínicos pueden realizarse 
sobre cualquier tipo de matriz biológica, siendo todas ellas de gran 
dificultad analítica. 
En todo momento, el resultado del análisis de las muestras de pacientes 
ha de ser directamente trazable al Sistema Internacional de Unidades 
mediante una cadena de comparaciones sucesivas con patrones y 
métodos de referencia cuya incertidumbre es conocida y disminuye al 
ascender por la cadena (Figura 3.1). Es decir, el resultado del paciente se 
ha obtenido mediante un método de análisis de rutina. En éste el calibrado 
se ha llevado a cabo mediante patrones cuya concentración se ha 





Éste, a su vez, puede ser comparado con otra metodología de referencia  
o patrón primarios, llegando finalmente al mol, la cantidad de sustancia 
del SI8. Habitualmente, los métodos de mayor calidad metrológica están 
basados en IDMS9. 
 
Figura 3.1. Relación de incertidumbre y trazabilidad por etapa analítica. 
Por otra parte, es bien conocido el hecho de que la distinción entre salud 
y enfermedad para ciertos tipos de dolencias es difícil de determinar, 
puesto que los rangos de concentración de ambos grupos son cercanos o 
incluso llegan a solaparse, haciendo que los intervalos de decisión sean 
relativamente estrechos. Si bien para unos casos las distribuciones de 
concentración son bien distintas entre la población sana y la enferma 
(Figura 3.2.A), en cuyo caso un resultado poco preciso podría no 
comprometer el diagnóstico; en otros, estas distribuciones están muy 
próximas entre ellas, haciendo que la incertidumbre del resultado 
analítico sea crucial (Figura 3.2.B).  
Por esta razón es necesario disponer de métodos fiables, exactos y 
precisos, que permitan no solamente disponer de rangos de referencia 
representativos, sino que los datos obtenidos en un centro de 
investigación sean comparables a otros. La trazabilidad de la metodología 





utilizados en hospitales han de obtenerse para la zona geográfica a la que 
sirven, pues los niveles poblacionales pueden variar de una región a otra 
debido a multitud de factores (genéticos, ambientales, dietéticos, etc.).  
No obstante, ciertos compuestos de elevada dificultad analítica requieren 
de esfuerzos conjuntos para producir metodologías adecuadas. Esto 




Figura 3.2. Comparación del valor o rango de decisión de diagnóstico en el caso de 
diferencias considerables de concentración de analito entre población sana y enferma (A) 





guías de desarrollo y validación de métodos. A pesar de esta 
normalización, siguen existiendo discrepancias entre distintos métodos de 
cuantificación causadas por problemas diversos. Entre ellos, podemos 
encontrar la falta de especificidad del método y problemas de estabilidad 
o certificaciones incorrectas en los estándares de calibración, como se 
verá más adelante para el caso del análisis de déficit de Vitamina D10. 
3.1.1 Metodologías de análisis 
Dada la gran variedad de analitos de interés para el campo de la medicina 
y la práctica clínica en general, las metodologías empleadas son también 
muy variadas y abarcan prácticamente todas las opciones analíticas 
disponibles a lo largo de su historia. 
Clásicamente, los ensayos clínicos implicaban el uso de reactivos comunes 
sobre diversos fluidos biológicos, tales como amoniaco, potasa o ácidos 
inorgánicos, con los que se obtenían y determinaban distintos residuos 
tras la reacción2. 
Posteriormente y a medida que se desarrollaban nuevas técnicas 
instrumentales, éstas acabaron por abrirse paso y dominar en los 
laboratorios de análisis. De entre todas ellas, una de las tendencias más 
extendidas fueron las técnicas espectroscópicas, tanto moleculares11 
como elementales12,13 o nucleares14. No obstante, en la actualidad las 
técnicas de preferencia son las de inmunoafinidad, debido 
mayoritariamente a sus, en principio, altas especificidad y sensibilidad, así 
como a su facilidad de uso. 
La forma más sencilla de análisis por inmunoafinidad consiste en la 
inmovilización de un anticuerpo sobre una superficie sólida, capaz de 
atrapar de forma selectiva el analito de interés cuando se pone en 
contacto con la muestra problema. A continuación, se añade otro 
anticuerpo llamado trazador que es específico a otra parte del analito. Éste 





un isótopo radiactivo para el modo de radio-inmunoensayo (RIA, Radio-
ImmunoAssay) o con un grupo electroquimioluminiscente (ECLIA, 
ElectroChemiLuminiscence InmunoAssay)15. 
A pesar de su gran popularidad, las técnicas de inmunoensayo no están 
exentas de problemas. Aunque se basa en la especificidad del anticuerpo 
por el analito, la realidad es que pueden existir numerosos compuestos 
compatibles con los sitios de anclaje y que están presentes en muestras 
biológicas. En consecuencia, los anticuerpos diseñados para moléculas de 
bajo peso molecular son capaces de reconocer no solamente un analito 
concreto, sino una familia de compuestos. Esto produce que distintos 
tratamientos de muestra o distintas plataformas produzcan resultados 
discrepantes. Además, la presencia de anticuerpos endógenos en las 
muestras puede llevar a una disrupción del proceso de interacción entre 
anticuerpo y analito o entre analito y trazador. Finalmente, al utilizar un 
número finito de puntos de anclaje del analito a los anticuerpos 
inmovilizados, existe el riesgo de saturar el sorbente y, por tanto, producir 
resultados erróneos16. 
 





Si bien es cierto que los métodos de RIA y ECLIA han sido mejorados en 
términos de automatización y sensibilidad hasta niveles de 10-100 pg/mL, 
algunos analitos (determinados esteroides androgénicos o estrógenos, 
por ejemplo) se encuentran en el organismo en concentraciones todavía 
más bajas. Toda esta problemática lleva a buscar una alternativa que, si 
bien supone un gasto elevado para los laboratorios clínicos, aporta una 
versatilidad que las técnicas de inmunoensayo no son capaces de 
proporcionar. Aquí es donde entra en juego la cromatografía líquida 
acoplada a la espectrometría de masas (LC-MS(MS))17. 
La modalidad de LC-MS más extendida consiste en una separación en fase 
reversa con gradiente de metanol o acetonitrilo y formiato de amonio o 
tampones de acetato como modificadores de fase móvil. Como 
analizadores de masas, los más habituales son los de triple cuadrupolo 
(QqQ) ya que proporcionan una mayor robustez y sensibilidad para 
analitos conocidos, además de trampas de iones (IT) o cuadrupolos 
simples (Q). Por otra parte, el uso de analizadores de masas de alta 
resolución permite además realizar análisis no dirigidos con el objetivo de 
elucidar compuestos presentes en la muestra o determinar analitos no 
seleccionados previamente. En esta modalidad de trabajo destaca el 
analizador de alta resolución tipo tiempo de vuelo (TOF). No obstante, 
nuevos desarrollos de equipos como los analizadores de tipo QTrap, 
producto de la combinación de un cuadrupolo simple con una trampa de 
iones lineal, han abierto la posibilidad de trabajan en modo no dirigido con 
equipos de baja resolución18. 
A pesar de la gran versatilidad y potencial de LC-MS para el laboratorio 
clínico, su uso extendido presenta unas limitaciones frente a las técnicas 
convencionales19: 
• Elevado coste de operación y disponibilidad de equipos. 






• Tiempo de análisis. Las separaciones cromatográficas pueden 
necesitar gradientes de más de 15 minutos, lo cual limita el 
número de muestras analizadas al día. 
• Robustez. Es decir, variabilidad de resultados frente a distintas 
muestras o condiciones ambientales. 
• Implantación de métodos. Los procedimientos basados en LC-MS 
suelen desarrollarse y validarse en el propio laboratorio, frente al 
fácil acceso de kits de análisis por inmunoensayo. Es necesario 
disponer de personal cualificado. 
Muchos de estos puntos ya están en proceso de mejora, como lo son la 
sensibilidad de los equipos de MS o la robustez de los mismos bajo las 
extremas condiciones de trabajo continuado de un laboratorio clínico de 
rutina, mejorando incluso la eficiencia de los métodos clásicos. Asimismo, 
las tareas de investigación y desarrollo de nuevos métodos por personal 
cualificado están cada vez más ligadas al trabajo rutinario, lo cual permite 
sustituir los a veces imprecisos análisis por inmunoensayo por otros de 
mayor calidad metrológica. A modo de ejemplo, el método aceptado por 
el Joint Committee for Traceability in Laboratory Medicine (JCTLM) para la 
determinación de vitamina D en suero se basa en LC-MS/MS20. 
En el presente capítulo se presentan dos aplicaciones de LC-MS e IDMS 
haciendo uso de la metodología IPD. Ésta, basada en la medida de 
abundancias isotópicas y que no hace uso de curva de calibrado, es la 
propuesta que reiteradamente se pone en práctica en la presente tesis. La 
finalidad ahora es demostrar el potencial de dicha técnica en dos 
importantes focos de interés en la problemática de la incertidumbre 
analítica en ensayos clínicos. 
Por una parte, se presenta una metodología de certificación de estándares 
comerciales mediante materiales de referencia certificados (CRM), 
haciendo uso de IPD, para la determinación de Vitamina D. Esta corrección 





cumplir con los estrictos niveles de precisión y exactitud impuestos por las 
guías de validación oficiales. 
Por otra parte, se presenta un método de análisis de compuestos 
estrógenos en suero humano. Dichos compuestos se encuentran en 
concentraciones de hasta 1 pg/mL. De esta manera se pone a prueba el 
potencial de IPD a muy bajas concentraciones, manteniendo los tiempos 
de análisis por debajo de los 10 minutos y con una precisión y exactitud 
comparables a las de técnicas consolidadas en el laboratorio, basadas en 
RIA y ECLIA. 
Los estudios presentados en el presente capítulo han sido llevados a cabo 
en el Centre Hospitalier Universitarie Sart-Tilman de Lieja (Bélgica) en 
colaboración con los doctores Fabregat y Cavalier del Departamento de 
Química Clínica. El trabajo realizado en dicho centro ha permitido 
desarrollar las metodologías empleadas bajo la perspectiva del laboratorio 
clínico, donde la productividad es un factor de alta prioridad, además de 
permitir la comparación entre las técnicas de rutina (inmunoensayo) 







3.2 Re-certificación de estándares de 
hidroxivitamina D por deconvolución de perfiles 
isotópicos 
Esta primera parte del capítulo se centra en la mejora de los datos previos 
al desarrollo de la metodología analítica en sí misma, es decir, la reducción 
de incertidumbre y errores de certificación en los materiales utilizados 
para el desarrollo. 
En los últimos años, la deficiencia de vitamina D (VTD) se ha convertido en 
una verdadera epidemia global, incluso en aquellos países que disponen 
de más horas de luz solar al año, la cual es esencial para iniciar su 
biosíntesis21. La vitamina D puede encontrarse en dos formas, la vitamina 
D2 y la D3, siendo ésta última la más abundante. Si bien la vitamina D3 
puede obtenerse por dieta, la mayor parte se obtiene por acción de los 
rayos UVB en la epidermis, biosintetizándose a partir de la conversión de  
7-dehidrocolesterol en previtamina D3. Ésta sufre a su vez una 
isomerización térmica durante 3 días para formar vitamina D3 o 
colecalciferol que, mediante proteínas enlazantes de vitamina D (VDBPs, 
Vitamin D Binding Proteins), es transportada por el flujo sanguíneo hasta 
alcanzar el hígado. Allí, la vitamina D3 es transformada en 25-
hidroxivitamina D3 (25(OH)D3), principal metabolito presente en el 
organismo y de tiempo de vida más largo. Otros compuestos generados 
en esta ruta metabólica por hidroxilaciones consecutivas en los riñones 
son 1,25-dihidroxivitamina D3 y su metabolito inactivo 24,25-
dihidroxivitamina D322,23 (Figura 3.4). 
La determinación de VTD representa todavía hoy un desafío, un problema 
complejo23. En primer lugar, no todos los metabolitos permiten evaluar el 
estatus de la VTD en el cuerpo humano. 1,25(OH)2D es el compuesto 
biológicamente activo, sin embargo, su concentración en sangre depende 
de diferentes rutas metabólicas y no informa correctamente sobre el 
estatus de la VTD de la persona. Actualmente, el consenso general 





organismo, siendo el rango normal de entre 20 y 50 ng/mL en suero24.  
No obstante, cuantificar de manera precisa este analito puede suponer 
una tarea difícil. Otros metabolitos de interés son 24,25(OH)2D3 y 3-epi-
25(OH)D3 pues pueden interferir en la determinación de 25(OH)D39. Todos 
estos compuestos son candidatos a formar parte de un futuro panel para 
la evaluación del estatus de la VTD y la definición inequívoca de 
hipovitaminosis D24,25. 
Figura 3.4. Biosíntesis y ruta metabólica de la vitamina D3. 
La determinación de 25(OH)D3 en suero requiere un primer paso de 
liberación de la VDBP, proceso que conlleva la coextracción de otros 
compuestos endógenos que pueden afectar a los métodos típicamente 
usados26, basados en inmunoensayos y LC-MS/MS. Por otro lado, a pesar 
de que ambas metodologías han ido mejorando en precisión y exactitud, 
aún existen discrepancias en los resultados. Especialmente relevante 





patrones de calibrado inadecuados10,27–29. Todos estos problemas suponen 
una pérdida en exactitud y trazabilidad de los resultados, en definitiva, en 
su fiabilidad. La estandarización de metodología es un problema no 
dirimido por completo en la actualidad y su resolución se aborda 
continuamente24,25. 
En 2009, una comparación entre diferentes campañas del National Health 
and Nutrition Examination Survey (NANHES)30 puso de manifiesto la falta 
de reproducibilidad del inmunoensayo para la determinación de VTD. 
Entre otras conclusiones se obtuvieron las de introducir la metodología  
LC-MS/MS con fines comparativos, así como la necesidad de estandarizar 
la cuantificación en base a materiales de referencia del National Institute 
of Standards and Technology (NIST). Del mismo modo, son numerosos los 
trabajos publicados que también recomiendan una armonización de 
metodologías para la correcta determinación de VTD y la evaluación de 
resultados25,31–37. Aún hoy en día la fiabilidad de los resultados representa 
un desafío analítico pues éstos no coinciden cuando se usan métodos 
diferentes e incluso cuando el método es el mismo. 
Ya se ha comentado que los principales problemas asociados a 
inmunoensayo (IE) son la falta de selectividad y de exactitud. La primera 
etapa de estos métodos, la separación la VTD de las proteínas a las que 
está asociada, debe llevarse a cabo mediante métodos que sean 
compatibles con la posterior reacción con el anticuerpo seleccionado. 
Además, IE no diferencia entre isómeros y puede ocurrir que la reactividad 
sea diferente para cada uno de ellos. 
Una ventaja obvia de LC-MS/MS es la separación de las diferentes especies 
de VTD previamente a su detección, lo que le confiere mayor versatilidad. 
Entre las desventajas asociadas a esta técnica encontramos, 
precisamente, la necesidad de separar todos los compuestos isobáricos 
endógenos (no siempre conocidos), el efecto matriz que puede afectar 
severamente a la fuente de ionización y la mayor dificultad de uso. Aun 





mediante patrones internos marcados isotópicamente y la mayor 
versatilidad han convertido la LC-MS/MS en la metodología de referencia 
(“Gold Standard”). 
Por otro lado, ambas técnicas comparten un problema importante 
relacionado con la falta de exactitud y reproducibilidad asociados al hecho 
comentado más arriba del uso de patrones incorrectamente certificados. 
El Programa de Certificación para la Estandarización de Vitamina D (VDSP, 
Vitamin D Standardization Certification Program) surge de la comentada 
necesidad de aunar los esfuerzos de los laboratorios médicos mundiales 
por establecer metodologías de análisis del déficit de vitamina D que sean 
fiables y exactas. En él se establecen unas pautas estrictas de validación 
de métodos de determinación de distintos metabolitos de vitamina D. Es 
precisamente durante el desarrollo de una metodología de análisis de 
25(OH)D3 en el laboratorio clínico del CHU de Lieja (Bélgica) en la que se 
observa una desviación de hasta un 30% respecto a los valores nominales 
de materiales de referencia certificados. La falta de reproducibilidad intra- 
e inter-laboratorio debido al uso de patrones comerciales cuya 
concentración no está correctamente asegurada ha sido puesta de 
manifiesto en diferentes estudios11,25–27,33,34,37. En alguno de ellos se ha 
comprobado que el uso de patrones comunes disminuye el CV a 
prácticamente la mitad26. Resulta necesario, pues, algún tipo de control de 
calidad que permita cumplir con los estándares de validación establecidos 
en el VDSP, que establece un error relativo máximo de ± 5%38. 
Por esta razón, se presenta el desarrollo de una metodología de re-
certificación de estándares comerciales de 25(OH)D2/D3 y 24,25(OH)2D3 
por IPD para comprobar los datos de concentración o pureza indicados por 
el comerciante. El procedimiento de re-certificación también permite la 
comprobación periódica de los estándares utilizados en el laboratorio, 
corrigiendo posibles desviaciones producidas por evaporación de 






3.2.1 Secuencia de re-certificación de estándares 
Al igual que en el resto de metodologías de IPD presentadas hasta ahora, 
el primer paso de desarrollo consiste en la adquisición de las matrices de 
referencia de cada analito y análogo marcado, obteniendo la información 
de abundancias isotópicas del clúster completo de transiciones MS/MS. 
Seguidamente, se procede a la certificación de las disoluciones 
individuales de analitos marcados con deuterio (2H3-25(OH)D2,  
2H6-25(OH)D3 y 2H6-24,25(OH)2D3) haciendo uso de los siguientes 
materiales de referencia certificados del Instituto Nacional de Estándares 
y Tecnología (NIST, National Institute of Standards & Technology): 
• SRM 2972a: conjunto de cuatro soluciones etanólicas individuales 
que contienen, respectivamente, 25(OH)D3 a dos niveles de 
concentración, 25(OH)D2 y 3-epi-25(OH)D3. 
• SRM 2971: solución etanólica que contiene 24,25(OH)2D3. 
Haciendo uso de la dilución isotópica inversa (RID), se obtienen las 
concentraciones de patrones marcados, trazables a los materiales de 
referencia. 
Posteriormente, se cuantifica mediante IPD el contenido de analito natural 
de los estándares adquiridos (no certificados) utilizando las soluciones re-
certificadas de análogos marcados. De esta manera se obtiene la 
concentración real de las soluciones estándar utilizadas para análisis de 
rutina basadas en IPD o en calibrados externos establecidos en el 
laboratorio, concentraciones que pueden o no coincidir con la 
documentación adjunta a la compra de los materiales, ya que pueden 






Este procedimiento puede repetirse periódicamente para asegurar la 
estabilidad de los estándares analíticos o, en su defecto, la corrección de 
los valores de concentración de los mismos (Figura 3.5). 
 







3.2.2 Artículo científico 3 
Re-certification of hydroxyvitamin D standards by isotope pattern 
deconvolution 
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ABSTRACT 
Background: Vitamin D testing in analytical clinical laboratories has been 
experiencing a rapid increase of demand over the last years, as it plays a 
key role in several disorders. Due to the narrow ranges of medical 
significance regarding its concentration levels in human serum, accurate 
and precise determinations of vitamin D metabolites are required 
Methods: We present an isotope dilution mass spectrometry 
quantification method for the re-certification of routine commercial 
standards used in method validation steps, isotope pattern deconvolution 
(IPD) based on LC-MS/MS.  
Results: IPD allowed to compensate for the observed biases of +4.7% for 
25(OH)D3,  -29% for 25(OH)D2 and -30% for 24,25(OH)2D3 standard 
concentrations, respectively in an easy, cheap and straightforward way.  
Conclusions: Is has been observed that, in some cases, discrepancies may 





standards and actual values, which would lead to unwanted bias in the 
developed methodologies. The present correction has helped meeting the 
regulations established by international standardization programs, 
including Vitamin D Standardization Program (VDSP). 
KEYWORDS: LC-MS/MS, isotope dilution mass spectrometry, vitamin D, 
certification, isotope pattern deconvolution, quality control 
 1. INTRODUCTION 
Vitamin D (VTD) is an important prohormone widely known since its 
deficiency is directly related to development of rickets in children and 
osteoporosis in adults. Furthermore, recent studies have demonstrated 
that vitamin D has also an important role in non-skeletal conditions such 
as autoimmune diseases, cardiovascular diseases and cancer, among 
others [1]. This vitamin can be found in two main forms: vitamin D2 and 
vitamin D3. The most common form is vitamin D3 (or cholecalciferol) and 
can be obtained either from the diet (mostly fatty fish) or endogenous 
biosynthesis under the effect of UV rays of sunlight. The other form, 
vitamin D2 (ergocalciferol or calciferol) is derived from ergosterol, a yeast 
sterol found in mushrooms. The metabolism of both forms of vitamin D 
are subjected to a first hydroxylation in the liver to form  
25-hydroxyvitamin D (25(OH)D) and then to a second one in the kidney to 
form 1,25-dihydroxyvitamin D (1,25(OH)2D), the active form of vitamin D. 
Nevertheless, the measurement of 25(OH)D in serum samples is preferred 
test for the assessment of vitamin D status over the 1,25(OH)2D. There are 
two main reasons for this choice: the longer lifetime (3 weeks versus 4 h) 
and its higher concentration levels (ng/mL versus pg/mL) [2]. Besides, 
some other VTD metabolites have gained more attention in the last years. 
Among them, 24,25(OH)2D3, should be mentioned due to its correlation 
with 25(OH)D3 which can help to assess VTD status [3]. 
Over the last years, a dramatic rise in vitamin D testing (as 25(OH)D) has 





available for this determination can be classified into binding (mostly 
automatic immunoassays) and chemical assays (HPLC and LC-MS/MS)  
[6-7]. As a consequence, and due to the poor agreement observed among 
all those different assays an urgent need of standardization across the 
different methods is needed in order to assure a correct diagnostic and 
treatment of the patients. Furthermore, the traditional 25(OH)D cut-offs 
in use for vitamin D deficiency are either 20 or 30 ng/mL, and have been 
established using RadioImmuno Assays (RIA). In order to deal with the 
problem of lack of agreement between assays, different entities with 
international reputation have created programs to establish world-wide 
standardization, including the VDSP (Vitamin D Standardization Program) 
from the United States and the DEQAS (Vitamin D External Quality 
Assessment Scheme) from the United Kingdom. According to the VDSP 
recommendations, a total CV≤10% and a maximum mean bias against a 
reference method of ≤5% is accepted for the method under 
standardization [8]. 
There are several factors that can result in inadequate values for routine 
precision and bias. Among them, those related to method unspecificity, 
instrumental biased measurements, and calibration solution issues [9-12]. 
The last one, working with reliable standard solutions, is recognised as a 
key problem regardless of the analytical methodology used. Usual 
problems with commercial calibration solution or standards are stability 
and concentration not accurately certified [9,10,13,14]. In this way, it is 
recommended to periodically check the concentration of vitamin D 
isomers. A straightforward way to deal with this problem is to buy, if 
available, certified calibrators from prestigious entities, e.g. the National 
Institute of Standards and Technology (NIST). However, routine use of high 
quality standards is not always the best option due to their usually 
unattainable price. Thus, recertifying calibrator solutions can be a good 
choice. 
Mass spectrometry is currently the method of choice for the 
determination of thermolabile or non-volatile compounds. Despite its 
known advantages, sample measurements are not free of fluctuations, 
either by instrument variation (injection volume, detector fluctuations, 





modify of the ionization in the electrospray). All these problems can be 
compensated by the addition of an Isotopically-Labelled Internal Standard 
(ILIS). This method is called isotope dilution mass spectrometry (IDMS) and 
is known to yield the most accurate, precise and reliable results [15]. The 
most common approach is to create a calibration curve by plotting the 
ratio of the analyte signal to the internal standard signal as a function of 
the analyte concentration standards, when a constant amount of ILIS is 
added to both samples and calibrators. A second approach is the 
quantification based on Isotope Pattern Deconvolution, which makes use 
of the artificial alteration of the natural isotopomer abundances when a 
known amount of a labelled analogue is added to a sample. Calculations 
are based on multiple linear regression without the use of methodological 
calibration, thus reducing the total analysis time. Being an IDMS based 
method, IPD results are traceable to the International System of units (SI) 
[16-18]. This reliable approach has been satisfactorily tested for rapid 
quantifications in different complex matrices, such as urine, food and 
environmental samples [19-22].  
In this work we show a re-certification approach for 25(OH)D2/D3 and 
24,25(OH)2D3 solvent standards based on Isotope Pattern Deconvolution 
using NIST SRM 2971 and 2972 as reference materials. With this approach, 
that faces the core problem of poor certification of some standards, the 
exact concentration of commercial standards are accurately known. Thus, 
the analytical method meets the requirements for external 
standardization criteria using in-house calibration curves. 
 2. MATERIALS AND METHODS 
 2.1. Materials 
Standards of 25-hydroxyvitamin D2 (25(OH)D2), 2H3-25-hydroxyvitamin D2 
(2H3-25(OH)D2) and 24,25-dihydroxyvitamin D3 (24,25(OH)2D3) were 
purchased from Isosciences (K. of Prussia, PA, USA). Standards of 25-
hydroxyvitamin D3 (25(OH)D3), 2H6-25-hydroxyvitamin D3 (2H6-25(OH)D3) 
and 2H6-24,25-hydroxyvitamin D3 (2H6-24,25(OH)2D3) were from Medical 





25(OH)D2, 25(OH)D3 (1 level) and SRM2971 solvent-based materials for 
24,25(OH)2D3 were purchased from the National Institute for Standards 
and Technology (NIST, Gaithersburg, MD, USA). All stock solutions were 
stored at -20ºC and employed to prepare daily gravimetrically diluted 
working standard solutions in methanol. MSG2000 Vitamin D-free human 
serum was purchased from Golden West Biological (Temecula, CA, USA). 
Structures of each vitamin D forms can be consulted in Table 1. 
Individual stock solutions of 25(OH)D2, 2H3-25(OH)D2, 25(OH)D3, 2H6-
25(OH)D3, 24,25(OH)2D3 and 2H6-24,25(OH)2D3 were prepared 
gravimetrically by weighting the volume of methanol added. In all cases 
the certified amount of analyte was 1 mg, giving approximate 
concentrations of 1 mg/mL. Theoretical exact concentrations were 
obtained taking into account the purity percentage as indicated in the 
Certificate of Analysis (CoA). Sequential dilutions were also prepared by 
weight in methanol at a concentration level of 50, 10 and 0.5 µg/mL. Exact 
values are finally recertified using IPD calculations and SRM 2971 and 2972 
as reference standards (see results section). 
Methanol, acetonitrile and water were all LC-MS grade from Biosolve BV 
(Valkenswaard, Netherlands). Formic acid additive for LC-MS was 
purchased from Fisher Chemicals (Loughborough, UK). 


















































































 2.2. LC-MS/MS conditions 
Identification and quantification of the selected compounds was carried 
out with an UHPLC system using a Nexera X2 UPLC (Shimadzu, Kyoto, 
Japan) interfaced to a quadrupole-linear ion trap QTRAP 6500 system from 
AB Sciex (Foster City, CA, USA) using an IonDriveTM Turbo V ion source. 
Chromatographic separation was performed on a pentafluorophenyl 
Kinetex PFP 100Å column (100 x 2.1 mm, 2.6 µm) fitted with a UPLC 
SecurityGuard ULTRA cartridge from Phenomenex (Torrance, CA, USA). 
The mobile phase was a time programmed gradient using A (water) and B 
(methanol), both modified with 0.1% formic acid. Starting from 40% 
methanol a final 95% was reached. Analytes were ionized by atmospheric 
pressure chemical ionization in positive mode (APCI+) and detected by 
MS/MS in Selected Reaction Monitoring (SRM). Further information can 
be consulted elsewhere [23]. 
Analyst v1.6.2 (Sciex) software was used for data acquisition. Data 
treatment for quantitation was performed on MultiQuant v3.0.2 (Sciex). 
 2.3. Isotope Pattern Deconvolution 
IPD is an alternative to classical Isotope Dilution Mass Spectrometry 
(IDMS) calibration procedures. that avoids the preparation of a calibration 
curve. It is an isotope dilution mass spectrometry quantification method 
which is based on the multiple linear regression calculation, after the 
addition of isotopically enriched analogues of the analytes under study, 
producing an alteration of the natural distribution of isotopic abundances. 
Briefly, the resulting isotopic composition (𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖), (Figure 1C) measured 
after mixing the natural occurring analytes in the samples and the spiked 
labelled analogues, is a linear combination of the natural (𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖) (Figure 
1A) and enriched (𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖) (Figure 1B) compound’s isotopic distribution of 
abundances. The generic isotopic distribution also shows possible 
impurities in the labelled compound due to improper or incomplete 
labelling of the structure (Figure 1B). Using tandem MS in the SRM mode 





generated by the parent ion. Thus, for n measured transitions in the 















































] (Eq. 1) 
Individual abundances for natural (𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖) and labeled (𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖) analogues 
must be obtained measuring the whole cluster transtions. Final 
calculations only need a minimum of three measured transitions in the 
spiked sample (𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖) [16]. In order to solve the equation system, an error 
vector is included (𝑒𝑆𝑅𝑀𝑖). Minimization of this parameter by multiple 
linear regression gives the values of molar fractions (𝑋𝑛𝑎𝑡 and 
𝑋𝑙𝑎𝑏  respectively) that best fit the experimental data of the mix. These 
calculations can be easily performed with the Excel Linest function, which 
uses the least squares method to calculate the line of best fit through a 
supplied set of y (in this cases, 𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖) and x ((𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖) and (𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖)) values. 
Finally, since the amount of labelled compound (𝑁𝑙𝑎𝑏) spiked into the 





 (Eq. 2) 
As said before, no methodological calibration is needed, and 
quantification is directly conducted in the sample after one injection. This 
methodology requires the full characterization of both compounds 
(natural and labelled) in terms of their isotopomer distribution of 
abundances. In the present work isotopomer abundances have been 
experimentally measured. In addition, the exact concentration of the 
labelled standard solutions should be obtained by reverse isotope dilution 
(RID), using the labelled standard, as a sample, and the certified SRM 
standards. (See Supplemental Data, IPD_detailed section, for a more 







Figure 1. Generic illustration of the IPD process including the isotopic distribution of 
natural (A) and labelled compounds (B) and the corresponding combined distribution 
assuming a 1:1 mixture of both analogues (C) for five transitions in Selected Reaction 
Monitoring (SRM). 
 3. RESULTS 
As a first step, in the framework a VTD study, solvent based reference 
materials were analysed, using external calibration, with the commercial 
standards available in the laboratory. Accuracy of results was 
unacceptable. Bias was near 30% for some of the metabolites determined. 
Thus, commercial standards were recertified using IDMS and IPD 
calculations, a tested fast, reliable and traceable methodology. The whole 
procedure includes the exact determination of the concentration of the 
labelled compounds by Reverse Isotope Dilution (RID) using the NIST SRM 
2972 and SRM 2971 as reference materials and the subsequent calculation 
of the exact concentration of the commercial natural standards by IPD. 
As said above, IPD provides a fast and reliable way to quantify analyte 
concentrations without the need of performing methodological 
calibrations while it is directly traceable to the International System of 
Units. Nevertheless, it is required a careful and extensive characterization 
of natural and labelled compounds. That is, isotopic distribution of 





labelled solutions used for spiking samples, which is obtained by the 
aforementioned RID methodology. 
Detailed and extended information of IPD quantification methodology can 
be found in the bibliography [16-18]. 
 3.1. Characterization of abundances 
Once the suitable transitions were selected, average experimental 
abundances were obtained by injection of 0.5 µg/mL individual standards 
for each natural and labelled compounds (n=5). Enhanced Product Ion 
(EPI) acquisition mode was used in order to get the necessary mass 
resolution to avoid peak overlaping. An example of spectrum acquisition 
can be observed in Figure 2. Results are shown on Supplemental Data 
Tables 1, 2 and 3. 
 
 






 3.2. Reverse Isotope Dilution (RID) of labelled compounds 
As exposed before, the proposed approach of IPD requires the 
determination of the exact concentration of the labelled compound. For 
this purpose, 0.04 g of each isotopically labelled compound solution was 
individually mixed with also 0.04 g of certified solution of its natural 
analogue, either SRM2972 (25(OH)D3 and 25(OH)D2) or SRM2971 
(24,25(OH)2D3) solvent-based material and diluted with 0.1 g of water. 
Final solutions of approximately 500 ng/g of both compounds were 
gravimetrically prepared in triplicate, and injected in the LC–MS/MS 
system also in triplicate and finally determined by RID mass spectrometry. 
Table 2 summarizes the results obtained for the labelled compound 
solutions of 10 µg/mL of nominal concentration for 25(OH)D and 1 µg/mL 
for 24,25(OH)2D3, prepared by gravimetric dilutions of the stock solutions. 
Exact concentrations show high precision with CV < 2.5%. 
Table 2. Experimentally calculated concentration of labelled standards used for spiking, 
determined by Reverse Isotope Dilution (RID). 
Compound Mean1 (µg/mL) SD2 RSD 
2H3-25(OH)D2 7.17 0.07 1.0% 
2H6-25(OH)D3 5.12 0.13 2.5% 
2H6-24,25(OH)2D3 1.340 0.012 0.9% 
1 Theoretical nominal concentration should be 10 µg/mL for 2H3-25(OH)D2 and 2H6-
25(OH)D3 and 1 µg/mL 2H6-24,25(OH)2D3. 
2SD=Standard Deviation, RSD=Relative Standard Deviation. n = 3, injected three times each 
 3.3. Re-certification of the natural standards by IPD 
A similar approach to that used in RID was employed for IPD calculations. 
In this case, the real concentrations of the natural analogues were 
calculated with the exact concentration obtained for the labelled 
counterparts. Individual IPD solutions were prepared gravimetrically 
mixing 0.04 g of RID certified labelled solution with 0.04 g of natural 
solutions. Solutions were prepared in triplicate, and injected in the  






For 25(OH)D3, the concentration obtained by IPD, 732 µg/mL, was in line 
with the theoretical values of 765 µg/mL. In the case of 25(OH)D2, the 
concentration obtained by IPD was 1258 µg/mL while the theoretical 
concentration, according to the commercial certificate, was 976 µg/mL. 
Similar results were obtained for 24,25(OH)2D3 (Table 3). These results 
mean a bias of -4.7% for the calibrator of 25(OH)D3, a bias of +29% in the 
case of 25(OH)D2 and a bias of +30% for 24,25(OH)2D3. As a consequence, 
the use of solutions prepared without any previous re-certification would 
imply a systematic bias of +4.7%, -29% and -30% in the determination of 
real samples. 







25(OH)D2 976 1258 8 0.7% 
25(OH)D3 765 732 9 1.2% 
24,25(OH)2D3 933 1210 13 1.1% 
1 SD=Standard Deviation, RSD=Relative Standard Deviation. (n = 3, injected thrice each). 
Results obtained for commercial (not CRMs) standards, natural and 
labelled, point out the need to recertify any stock standard solutions 
(against a suitable CRM), thus, avoiding problems of inaccuracy of 
commercial certifications or degradation processes, and unreliable final 
results. 
 3.4. Comparison with reference samples from the VDSP 
program 
For comparison and validation purposes, we tested 80 reference samples 
provided by the VDSP program and compared them to the real total 
vitamin D value using the reference method [23]. Quantification of 
samples was performed with the corrected values obtained for the 
standards by IPD. An average bias of 3% was obtained which is in 






 4. DISCUSSION 
The results of the current study show the importance of recertify the 
concentration of critical standards. In addition, the suitability of Isotope 
Pattern Deconvolution, a tested fast and reliable method, to provide 
accurate diagnostics is demonstrated. The present study demonstrates 
the high impact that may result from the lack of knowledge of the exact 
values, where a simple erroneous concentration can originate high loses 
in the clinical laboratory. Besides, these biases are usually attributed to 
sample preparation instead of standard concentration. 
As stated in the introduction, Isotope Pattern Deconvolution has been 
applied for the accurate quantification of a great variety of samples, 
including environmental, food and human samples. Besides some clinical 
applications have also been developed [19-24] but not a single re-
certification strategy has been described before.  
The present approach permits also buying cheaper standards with either 
unknown concentrations or low purity and recertify their concentration 
against international recognised standards, directly traceable to the 
international system of units. Another advantage of the recertification is 
that it avoids the repetition of sample analyses when the systematic bias 
has been detected and studied. Finally, it permits to retest periodically the 
laboratory standards with high-level standards.  
When very strict quality controls are required the concentration provided 
by these standards may be unacceptable. Positive bias in the 
concentration can be attributed to an error in the weighting by the seller 
or evaporation of the solvent used for the solution, while negative bias 
could be explained by a loss of the solid standard, including degradation. 
Another possibility is the fact that some vendors include on the vial label 
“1 mg”, being this value in some cases an approximate weighting. As a 
consequence, it is absolutely necessary to verify with the vendor before 
the shipping of the material if this value corresponds to an exact 
weighting. Usually, an accurate weight will increase the standard price 





In conclusion, in this study we have demonstrated the power of Isotope 
Pattern Deconvolution for the easy and accurate re-certification of vitamin 
D standards. In addition, we have shown that the preparation of solvent 
standards from vials containing, in theory, 1 mg of solid can be a simple 
yet an important source of error. Re-certification by IPD using a reference 
standard in solvent is able to correct these problems in a fast, reliable and 
cost-saving way with the highest confidence. 
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Supplemental Table 1. Experimental isotopic abundances of 25(OH)D2. 
Supplemental Table 2. Experimental isotopic abundances of 25(OH)D3. 
m/z Experimental Abundances1 
Precursor Product 25(OH)D3 2H6-25(OH)D3 
383 365 0.7437 - 
384 366 0.2194 - 
385 
365 0.0014 - 
367 0.0316 - 
386 
366 0.0004 - 
368 0.0028 - 
387 369 - 0.0093 
388 370 - 0.0538 
389 371 - 0.7041 
390 372 - 0.2006 
391 
373 - 0.0282 
374 - 0.0026 
1 5 injections of 0.5 µg/mL individual standards. 
m/z Experimental Abundances1 
Precursor Product 25(OH)D2 2H3-25(OH)D2 
395 377 0.7340 - 
396 378 0.2265 - 
397 
377 0.0014 - 
379 0.0339 0.0326 
398 
378 0.0004 - 
380 0.0033 0.7080 
399 381 - 0.2201 
400 
380 - 0.0016 
382 - 0.0342 
383 - 0.0035 





Supplemental Table 3. Experimental isotopic abundances of 24,25(OH)2D3. 
m/z Experimental Abundances1 
Precursor Product 24,25(OH)2D3 2H6-24,25(OH)2D3 
381 363 0.738 - 
382 364 0.222 - 
383 
363 0.001  
365 0.034  
384 
364 0.0004 - 
366 0.004 - 
386 368 - 0.036 
387 369 - 0.700 
388 369 - 0.003 
 370 - 0.214 
389 371 - 0.033 
1 5 injections of 0.5 µg/mL individual standards. 
Re-certification of hydroxyvitamin D standards by isotope 
pattern deconvolution. Suplemental information. 
IPD Detailed 
Notes on isotope pattern deconvolution (IPD) calculation. Part of this 
notes are provided by JI Garcia-Alonso’s “Enriched Stable Isotopes” 
research group. University of Oviedo. Spain. 
IPD is an alternative calculation to classical calibration curve-based 
procedure in Isotope Dilution Mass Spectrometry (IDMS). The addition of 
isotopically enriched analogues of the analytes under study produces an 
alteration of the natural distribution of isotopic abundances. 
In IPD, the sample containing the natural abundance analyte is spiked with 





is traditionally enriched with 13C or 2H. Thus, in the mixture we have 
molecules from the same compound showing two different isotope 
patterns: the natural abundance and the isotopically labeled. The isotope 
distribution of the molecule, or any fragment, in the mixture can be 
measured by low resolution Mass Spectrometry. Traditionally, the peak 
area ratio between two given masses in the mixture is measured for IDMS 
to build the calibration curve. In the IPD approach, the whole or part of 
the isotope pattern is measured. The total amount (mols) of compound in 
a given mixture, 𝑁𝑚𝑖𝑥, can be distributed between the two sources by: 
𝑁𝑚𝑖𝑥 = 𝑁𝑛𝑎𝑡 + 𝑁𝑙𝑎𝑏 [1] 
where 𝑁𝑚𝑖𝑥 is the total amount of compound found in the mixture; 𝑁𝑛𝑎𝑡 
is the amount coming from the compound with natural isotope 
abundances; and, 𝑁𝑙𝑎𝑏 is the known amount of the labelled compound in 
the mixture coming from the spike added. Similar amount balances can be 
also obtained for all isotope compositions of the compound considered, 




𝑖  [2] 
To conduct the calculations, it is assumed that all possible isotope 
compositions possessing the same nominal mass are added together in 
the mass spectrum without differences in ionisation efficiencies or 
isotopic effects and are free of interferences. Then, equation [2] can be 
expressed as a linear combination of the total amount of each compound 
(natural abundance or labeled) and their corresponding isotope 
compositions: 
𝑁𝑚𝑖𝑥 · 𝐴𝑚𝑖𝑥
𝑖 = 𝑁𝑛𝑎𝑡 · 𝐴𝑛𝑎𝑡
𝑖 + 𝑁𝑙𝑎𝑏 · 𝐴𝑙𝑎𝑏
𝑖  [3] 
where 𝐴𝑚𝑖𝑥
𝑖  is the experimentally measured relative abundance of the 
compound at nominal mass i in the mixture; 𝐴𝑛𝑎𝑡
𝑖  is the theoretical relative 
abundance of the natural abundance compound at the same nominal 
mass and 𝐴𝑙𝑎𝑏





labelled compound. When we divide equation [3] by equation [1], the 
following expression is obtained: 
𝐴𝑚𝑖𝑥
𝑖 = 𝑥𝑛𝑎𝑡 · 𝐴𝑛𝑎𝑡
𝑖 + 𝑥𝑙𝑎𝑏 · 𝐴𝑙𝑎𝑏











In expressions [5] and [6] the variables xnat and xlab indicate the molar 
fractions of the compound in the spiked sample arising from the two 
different sources: natural abundance or isotopically labelled. A typical 
organic compound may show different isotope compositions at n nominal 
masses so, equations for all these nominal masses can be obtained in a 




















































































𝑖  are the experimentally measured relative abundance of the 
compound in the mixture for the different masses i; and 𝐴𝑛𝑎𝑡
𝑖  and 𝐴𝑙𝑎𝑏
𝑖  are 
the theoretical calculated (or experimentally measured) relative 
abundances of the natural and isotopically labeled compounds. 
As we have more parameters (nominal masses) than unknowns (molar 





of 𝑥𝑛𝑎𝑡 and 𝑥𝑙𝑎𝑏 are found by least square minimization of the error  
vector “e”. 
Once the molar fractions of the compound are computed by the linear 
regression the amount of natural abundance compound can be calculated, 






= 𝑅  [8] 
Equation [8] comes from dividing equation [5] by equation [6]. Note that 
equation [8] takes the form of straight line of slope 1 and intercept 0 when 
the ratio of mols (Nnat/Nlab) is plotted against the ratio of molar fractions 
(R = xnat/xlab), regardless of the labeling of the molecule. 
When tandem mass spectrometry (QqQ) in Selected Reaction Monitoring 
(SRM) mode is used, the different isotope compositions coming from the 
same nominal mass could generate fragment ions with various nominal 
masses, leading to a mass isotopomer distribution different from the 
original deprotonated ion. (Different isotopic composition with the same 
nominal mass are due to the presence of a 13C atom or alternatively a 15N 
atom in the molecule, for example.) 
If we assume that the fragmentation efficiency does not depend on the 
isotope composition, the relative abundance of any precursor ion will be 
distributed among their corresponding product ions. In other words, the 
sum of the relative abundances for all the transitions coming from the 
same nominal mass will be equivalent to the theoretical abundance of 
precursor ion. 
Thus, the resulting isotopic composition (𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖), (Figure 1C in the 
manuscript) measured after mixing the natural occurring analytes in the 
samples and the spiked labelled analogues, is a linear combination of the 
natural (𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖) (Figure 1A) and enriched (𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖) (Figure 1B) compound’s 





For a single spike and n measured transitions in the MS/MS system, this 
















































As said before for MS mode, in order to solve the equation system, an 
error vector is included (𝑒𝑆𝑅𝑀𝑖). Minimization of this parameter by 
multiple linear regression gives the values of molar fractions (𝑋𝑛𝑎𝑡 and 
𝑋𝑙𝑎𝑏  respectively) that best fit the experimental data of the mix. These 
calculations can be easily performed with the Excel “Linest” function (see 
an example in the Excel attached document), which uses the least squares 
method to calculate the line of best fit through a supplied set of “y” (in this 
cases, 𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖) and “x” ((𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖) and (𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖)) values. Finally, since the 
amount of labelled compound (𝑁𝑙𝑎𝑏) spiked into the sample is known, the 




  [10] 
Note that equation [9] will provide an exact solution when n = 2 and a least 
squares solution when n > 2. Hence, the selection of the number of masses 
to be used in the calculations will depend on practical considerations. 
Three or four masses (or transitions in SRM mode) are typically measured 
when the method is finally applied with quantification purposes. 
Previously to its aplication, this methodology requires the full 
characterization of both compounds (natural and labelled) in terms of 
their isotopomer distribution of abundances, i.e. calculating or measuring 
all the transitions to build matrix “x”. In the present work isotopomer 
abundances have been experimentally measured. As said before, no 
methodological calibration is needed, and quantification is directly 





3.3 Comparación de los métodos de cuantificación 
de deconvolución de perfiles isotópicos y curva de 
calibrado para la determinación de estrona y 17β-
estradiol en suero humano 
Hasta ahora hemos visto como la metodología de cálculo IPD es fiable 
también en análisis clínicos. Por un lado, en el campo del dopaje, la 
determinación de esteroides en orina ha permitido comprobar que su 
precisión y exactitud puede superar a la de los métodos IDMS basados en 
curva de calibrado a nivel de pocos ng/mL, concentraciones típicas de este 
tipo de análisis. Por otro lado, en relación a la falta de estandarización, la 
re-certificación rápida de patrones comerciales de VTD ha permitido 
corregir valores de sesgo cercanos al 30 % y mejorar la trazabilidad en 
muestras reales. 
Otra característica de gran importancia en química analítica es la de los 
límites de detección y cuantificación (LOD y LOQ, respectivamente), es 
decir, las concentraciones mínimas que la metodología es capaz de 
detectar o cuantificar con una incertidumbre aceptable de acuerdo con 
criterios estadísticos. Dado que IPD es una técnica de cuantificación, el 
LOQ es de vital importancia para todos aquellos métodos que lo utilicen 
en la determinación de analitos a muy baja concentración. 
En el ámbito de la química clínica, existen numerosos compuestos 
endógenos que se encuentran en el organismo en concentraciones 
extremadamente bajas. Un ejemplo claro lo encontramos en el caso de los 
esteroides y, de forma más acusada, en la determinación de estrógenos 
en sangre. La cuantificación de hormonas esteroides ha permitido ampliar 
y comprobar la validez de la metodología IPD al análisis de muestras 
clínicas de matriz muy compleja como el suero humano. 
Estrona (E1), 17β-estradiol (E2) y estriol (E3) son los principales 
compuestos estrogénicos del cuerpo humano. E3 es la menos potente y se 





es la hormona sexual principal y, junto a E1, las podemos encontrar en 
intervalos de concentración que oscilan entre 1 y 400 pg/mL39,40 pudiendo 
alcanzar valores de 3000 pg/mL41. Estas hormonas son sintetizadas a partir 
del colesterol. En una de las rutas propuestas42, tras la pérdida de la 
cadena lateral y después de diversos pasos se obtiene androstenediona. A 
partir de ella, mediante la enzima aromatasa se obtiene estrona y estradiol 
(Figura 3.6). 
 
Figura 3.6. Ruta sintética de Estrona y Estradiol. 
Los estrógenos afectan tanto al desarrollo de características sexuales 
como a funciones biológicas y al desarrollo de enfermedades41,43 que 
pueden aparecer por pequeñas variaciones en su concentración. Pueden 
encontrarse en tejidos y fluidos biológicos en concentraciones muy bajas 
en hombres adultos, mujeres y niños en general. Sólo las muestras de 
mujeres embarazadas presentan niveles relativamente altos, ya que 
pueden ver multiplicada su concentración en varios órdenes de magnitud. 
Dada la naturaleza de la matriz en análisis clínico –muy compleja– y la 
concentración habitual esperable de estrógenos –muy baja– del orden de 
pocos pg/mL, resulta evidente la necesidad de métodos analíticos fiables. 
Métodos que sean específicos, exactos, precisos y sensibles41,43–45. No 





aunque las técnicas habitualmente usadas se basan en inmunoensayo y en 
MS. En el presente apartado se desarrolla un método para estrógenos en 
suero y se ha considerado conveniente hacer un resumen comparativo 
mínimo de las diferentes metodologías empleadas. Cabe comentar que, 
como la mayoría de compuestos presentes en la sangre, los estrógenos se 
encuentran unidos a proteínas, en este caso proteínas enlazantes de 
hormonas sexuales (SHBP). La correcta cuantificación implica un primer 
paso para su liberación y la posterior purificación previa a la medida 
instrumental. 
Las técnicas de IE, como se ha comentado en la introducción del capítulo, 
se basan en la reacción específica entre una hormona y un anticuerpo. El 
producto obtenido genera la señal instrumental que permite la 
cuantificación de dicha hormona. La reacción puede llevarse a cabo de 
manera directa y automatizada sobre la muestra o, de manera más 
rigurosa, con tratamiento previo de ésta para minimizar el efecto de 
posibles interferentes. Este modo más exhaustivo de tratamiento de 
muestra es difícilmente automatizable. Clásicamente, desde su desarrollo 
en las décadas de los 70 y 80, se han usado marcadores radioactivos y la 
técnica se conoce con el nombre de radioinmunoensayo (RIA). En la 
actualidad se usan preferentemente marcadores luminiscentes. Una de las 
técnicas luminiscentes habitualmente empleada implica la 
electrogeneración del reactivo y se conoce con el acrónimo ECLIA. IE 
presenta problemas derivados de la falta de especificidad, exactitud y 
precisión, sobre todo a bajas concentraciones43–46. Estos problemas 
pueden ser especialmente graves para la metodología directa. Aun así, es 
ampliamente usada en laboratorios de rutina con gran carga de trabajo 
porque es rápida, fácil de usar y económica. 
En cuanto a MS, la primera técnica usada, GC-MS, fue considerada la de 
referencia durante algunas décadas a partir de su implantación en los años 
60 del siglo pasado. Tras esta etapa, con el auge adquirido en las últimas 
décadas por la técnica LC-MS/MS, que necesita un tratamiento de muestra 





sustituida por dicha técnica en la determinación de hormonas esteroides 
en muestras clínicas entre otros analitos y campos. Ambas técnicas, 
basadas en la separación previa mediante cromatografía y posterior 
detección mediante espectrometría de masas, proporcionan resultados 
con características analíticas adecuadas17,43,44,46,47. Las desventajas de  
LC-MS y la manera de abordarlas son conocidas. Por un lado, el efecto 
matriz que se elimina o minimiza con el uso de patrones internos 
marcados con un isótopo estable. Por otro, la dificultad de ionizar ciertas 
moléculas se resuelve mediante derivatización con moléculas altamente 
ionizables. Este aspecto se trata en el siguiente apartado. 
Cuando se comparan las características analíticas comentadas, 
especificidad, sensibilidad, precisión y exactitud, LC-MS/MS se muestra en 
general muy superior a IE. El problema principal de IE es la falta de 
selectividad provocada, entre otras posibilidades, por la reactividad 
cruzada, por lo que esta técnica está siendo apartada43,45. Por ejemplo, con 
la expansión de espectrometría de masas en los laboratorios clínicos se 
observa una discrepancia en los resultados obtenidos mediante ambos 
enfoques. Si bien los rangos de referencia de niveles de 17β-estradiol en 
suero obtenidos por LC-MS y RIA son comparables, los valores individuales 
obtenidos por RIA resultan aproximadamente 3 veces superiores a los de 
MS en el caso de pacientes con niveles muy bajos de este estrógeno 
(mujeres postmenopáusicas y niños prepubertales). Este hecho se 
atribuye generalmente a la reactividad cruzada de metabolitos de 
estradiol, entre ellos la estrona, con los anticuerpos de RIA, lo cual provoca 
una señal final anormalmente alta, aunque el problema cabe estudiarlo en 
cada caso48 puesto que también afecta la presencia de otros anticuerpos 
endógenos. Esta situación es mucho menos probable en LC-MS debido a 
la separación cromatográfica y a la selectividad propia de los equipos de 
MS modernos. 
Por otro lado, también es posible que la falta de especificidad provoque 
sesgo negativo respecto de técnicas basadas en MS. Puede ocurrir que un 





anticuerpo, pero no genere señal instrumental41. El sesgo negativo 
también puede darse cuando otro anticuerpo presente en la muestra 
reacciona con la hormona17. Todo ello conlleva que la técnica LC-MS/MS 
sea considerada la más sensible y selectiva44. 
A modo de resumen, IE no genera resultados correctos por su falta de 
especificidad, sobre todo a bajas concentraciones y especialmente con 
métodos directos. Éstos son rápidos, productivos y económicos, pero nada 
fiables. De hecho, existen propuestas para sustituirlos43,46 e incluso de 
rechazar todos los IE con el objetivo de introducir tanto rigor en la 
determinación de estrógenos en muestras clínicas como el conseguido en 
la determinación de esteroides en el campo del dopaje49. LC-MS/MS 
encuentra dificultades para implantarse en laboratorios de rutina, en los 
que se necesita elevada productividad, por su elevado precio de 
adquisición, por la complejidad de uso y por la necesidad de desarrollar 
métodos propios de análisis, cuando habitualmente se adquieren a 
vendedores especializados. Sin embargo, LC-MS/MS es la metodología 
ampliamente reconocida como de referencia (es la actual “gold standard” 
en este campo), pues proporciona información de más de un analito en 
cada análisis con elevadas especificidad, sensibilidad, precisión y 
exactitud. 
Por otro lado, es constatable la falta de estandarización –un problema 
habitual en análisis clínico ya comentado– para todas las metodologías, 
incluidas las basadas en MS41,43,45. La variabilidad entre laboratorios es un 
problema actual que dificulta la obtención de intervalos de concentración 
o valores de referencia que permitan la toma de decisiones correcta. 
Por todo lo expuesto, en esta sección se presenta el desarrollo de  
una metodología para la determinación de E1 y E2 en suero humano 
mediante LC-MS. Se utilizan y comparan dos herramientas de 
cuantificación basadas en IDMS: la más recientemente desarrollada IPD 
frente a la clásica curva de calibrado con patrón interno marcado 





metrológicos de IPD a muy bajas concentraciones, además de comprobar 
su capacidad de corrección de efecto matriz en una matriz biológica de 
alta complejidad como es el suero. 
3.3.1 Desarrollo de metodología LC-MS 
Dados los niveles de concentración de los estrógenos de interés en las 
muestras biológicas, sumado a la escasa disponibilidad de volumen de 
dichas muestras, disponer de un buen procedimiento de extracción y pre-
concentración de los analitos es de suma importancia. Por ello, se 
exploraron varias vías. 
Atendiendo al enfoque general del laboratorio clínico a la máxima 
automatización, simplicidad y rendimiento de análisis por tiempo, se 
realizaron experimentos de extracción basados en placas de 96 pocillos 
compatibles con robot de laboratorio. Por una parte, se emplearon placas 
de extracción líquida soportada (SLE, Supported Liquid Extraction), en las 
que se tiene una base de un sólido inerte pulverizado en el cual se retiene 
la muestra líquida –suero en este caso– y por el que posteriormente se 
hace pasar un volumen pequeño de solvente extractante, habitualmente 
unas decenas de microlitros. Por otra parte, se emplearon placas de 
extracción en fase sólida (SPE, Solid-Phase Extraction) con ligandos C18, en 
las cuales también se pueden emplear pequeños volúmenes de solvente 
de extracción (Figura 3.7). Finalmente, se testearon placas simples para 
realizar extracciones líquido-líquido (LLE, Liquid-Liquid Extraction). No 
obstante, todos estos experimentos, realizados con distintos volúmenes y 
solventes de extracción (metil tert-butil éter y acetato de etilo), 
produjeron resultados poco satisfactorios en términos de recuperación 
absoluta al extraer soluciones estándar a 3 niveles de concentración, 
además de no conseguir una correcta eliminación de la matriz de muestra. 
Por ello, se recurrió a la metodología LLE tradicional, evitando las placas 






Figura 3.7. Etapas de extracción mediante SLE (superior) y SPE (inferior) en placas de 
96 pocillos. 
A pesar de la pre-concentración alcanzada finalmente mediante el 
procedimiento desarrollado y detallado en el propio artículo, junto con la 
alta sensibilidad proporcionada por el equipo de LC-MS/MS, resultó no ser 
suficiente para detectar y cuantificar de manera correcta los niveles límite 
establecidos como objetivo de LOQ del método (5 pg/mL para ambos 
compuestos, E1 y E2). Éste es un problema habitual cuando se pretende 
determinar compuestos que no presentan grupos funcionales fácilmente 
ionizables como es el caso de la mayoría de hormonas esteroides. Por ello, 
se hizo necesaria una etapa de derivatización de los analitos tras su 
extracción con el fin de añadir un grupo funcional altamente ionizable 
mediante electrospray. En la bibliografía se detallan numerosas 
posibilidades de derivatización. Entre otros, pueden encontrarse 
derivados bromados de fenazona, derivados de sulfonil-metilimidazol e 
incluso un éster del ácido nicotínico con la succinimida recién  
preparado50–53. Sin embargo, el de mayor facilidad de aplicación, 
estabilidad y rapidez es la adición del grupo dansilo a la estructura del 
estrógeno, mediante reacción con cloruro de dansilo (Dns-Cl) (Figura 






Figura 3.8. Derivatización de E2 con Dns-Cl. 
Teniendo en cuenta este paso de derivatización, tanto los métodos por 
IDMS clásico con curva de calibrado como por IPD se desarrollaron sobre 
los compuestos ya derivatizados. Las matrices de referencia necesarias 
para la optimización y aplicación de IPD se obtuvieron por inyección en el 
equipo de LC-MS de soluciones estándar individuales (E1 y E2 tanto 
naturales como marcados con deuterio) sometidas a la reacción con  
Dns-Cl. 
El uso de dansilo como agente derivatizante conlleva modificaciones en el 
método inicial. Dado que la reacción provoca un cambio en la estructura 
de los analitos, también cambia su comportamiento cromatográfico y de 
fragmentación en espectrometría de masas en tándem, por lo que es 
necesario optimizar de nuevo los parámetros instrumentales con los 
estándares derivatizados. Además, la fragmentación obtenida con este 
agente es considerablemente menos selectiva que la de los compuestos 
originales, ya que el lugar de ionización permanece en el grupo dansilo y 
no en el esqueleto principal de la hormona, con lo que la posibilidad de 
interferencias aumenta considerablemente. 
Cabe comentar que inicialmente se consideró también la determinación 
de estriol (E3), uno de los metabolitos de E2. Sin embargo, la reacción con 
dansilo provocó una división de picos cromatográficos en distintos 
compuestos diferentes, debido a las diferentes posiciones de 
derivatización disponibles en su estructura (Figura 3.9). Por esta razón, y 
teniendo en cuenta que E3 es un metabolito de menor interés que E1 y E2, 






Figura 3.9. Estructura del estriol (E3), el cual presenta tres grupos hidroxilo. 
3.3.2 Validación y comparación de métodos 
La validación de los métodos se realizó siguiendo la guía de la Agencia 
Europea de Medicamentos (EMEA)55. En base al conocimiento previo de la 
metodología LC-MS y la experiencia del laboratorio se consideró que la 
selectividad era suficiente. Sí se evaluaron y se obtuvieron resultados 
satisfactorios para los parámetros de exactitud, repetibilidad (intra-assay 
o within-run) y reproducibilidad (inter-assay o between-run). Se 
prepararon diferentes disoluciones de control de calidad (QC) y se 
utilizaron 3 materiales de referencia certificados específicamente para E2. 
El efecto matriz se consideró corregido correctamente mediante el uso de 
patrones internos marcados isotópicamente (ILIS) para muestras típicas. 
Además, fue estimado en matrices muy complejas como los tipos de suero 
hemolítico, renal, ictérico y lipémico. 
Por otro lado, se llevó a cabo la comparación de ambas metodologías de 
cuantificación (curva de calibrado e IPD) mediante su aplicación a un total 
de 40 muestras reales observándose una buena correlación. 
Finalmente, el método basado en LC-MS y curva de calibrado fue 
comparado con otros métodos establecidos en el laboratorio clínico 
basados en IE: RIA para E1 y ECLIA para E2. Solamente ECLIA proporcionó 
resultados idénticos a LC-MS/MS, confirmando nuevamente las sospechas 





Así, este estudio proporciona dos alternativas de cuantificación de E1 y E2 
en el laboratorio clínico. Se evita el uso de RIA, que conlleva un riesgo de 
exposición a radiactividad, y de costosos paquetes comerciales basados en 
LC-MS. Cabe resaltar que se ha conseguido desarrollar, optimizar y validar 
un método LC-MS/MS usando IPD como herramienta de cuantificación 
que se ha mostrado fiable (cumple los requisitos de la guía EMEA) en la 
determinación de muestras reales y en CRMs. Es más rápido que el basado 
en curva de calibrado, lo que redunda en ahorro de recursos: tiempo y 
dinero. La mejora de esta metodología debe permitir, además, el análisis 
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ABSTRACT 
A Liquid Chromatography coupled to tandem mass spectrometry (LC-
MS/MS) based method have been developed for the determination of the 
main estrogen compounds –estrone (E1) and 17β-estradiol (E2)– in human 
serum. Two isotope dilution mass spectrometry (IDMS) quantification 
procedures have been used: a classical calibration curve-based method 
was compared to a recently developed isotope pattern deconvolution 
(IPD) method. IPD is based on isotopic abundance measurements and 
multiple linear regression. Validation was performed in terms of intra-
assay repeatability (n=5), inter-assay reproducibility (n=9) and accuracy 
using spiked steroid-free serum at 5 concentration levels and 3 certified 
reference materials. Both methodologies meet EMEA requirements 
yielding recoveries between 79-106% and coefficient of variations of 1.7-
8.3% along all experiments. Limits of quantification as low as 5 ng/L were 





showing a great correlation between calibration and IPD concentration 
values. Real samples were also quantified by routine immunoassay 
analysis, which showed a significant proportional bias of 2.55 for E1 and 
good correlation for E2. While methods were considered suitable for 
routine or countercheck analysis within the context of hospital’s needs, 
IPD has demonstrated to be faster and cost saving. 
KEYWORDS: estrone, 17β-estradiol, serum, LC-MS/MS, isotope dilution 
mass spectrometry, isotope pattern deconvolution 
 1. INTRODUCTION 
Estrogens are sexual steroidal hormones, derived from cholesterol, which 
are involved in a great number of gender-specific and non-gender-specific 
biological processes. The two main active estrogens in humans are estrone 
(E1) and 17β-estradiol (E2) and they are important in growth, nervous 
system maturation, bone structure and pregnancy, as well as playing a key 
role in breast cancer development [1-4]. 
Nowadays, there is an increasing interest in the simultaneous high-
sensitivity and high throughput measurement of these estrogens for both 
clinical research and routine analysis. The main samples of interest include 
paediatric, pre-pubertal, post-menopausal and male serum samples. 
Unfortunately, most of immunoassays are not able to reach the very low 
levels needed in those cases. Only competitive radioimmunoassay (RIA) 
[5], which is associated with the health and safety risks of using radioactive 
materials, shows suitable limits of quantification. 
In general, immunoassay-based analysis often suffer from cross-reactivity 
with interfering endogenous components of the matrix, causing poor 
correlation with mass spectrometry-based methods, lacks of precision and 
accuracy, and only one estrogen is determined at a time. Thus, there is an 
increasing interest to shift towards stable isotope dilution (ID) in 





coupled to mass spectrometry (GC-MS and LC-MS) or tandem mass 
spectrometry (MS/MS) methods for the determination of estrogens and 
other steroids [5-8]. 
Despite the known advantages of estrogen measurement by LC-MS/MS, 
which include increased sensitivity and specificity, and multiple 
determinations in one run their analysis is still challenging since these 
compounds do not contain highly ionisable functional groups. Thus, due 
to the extremely low concentration levels normally present in serum 
(often in the range of a few nanograms per liter), several approaches have 
been explored in the last years to tackle this problem.  
Some work has been made in terms of extraction efficiency or 
chromatographic separation optimization. Two dimensional (2D)  
LC-MS/MS [9,10] or automated exhaustive sample treatments [11,12] that 
allow large sample volume injection while reducing background noise have 
been tested. Sensitivity is also enhanced sometimes by the addition of 
fluoride salts to the mobile phase. All those approaches need some 
complex instrumental equipment. 
On the other side, derivatization of analytes is a widely-spread 
methodology in clinical analysis for the enhancement of sensibility by 
introducing a highly ionisable moiety in the structure. Recently, different 
derivatization agents have been tested [13-16]. Nevertheless, dansyl 
chloride is still the most used one because the derivative shows high 
ionisation efficiency, is obtained in aqueous solution with mild conditions, 
preventing unexpected hydrolysis processes, and can be directly injected 
in LC columns [17-21]. However, reduced selectivity is expected since 
charge remains in the dansyl moiety after collision-induced fragmentation 
and the measured MS transitions are not compound specific. 
After derivatization, rigorously validated ID-LC-MS/MS methods provide 
reliable results for estrogen determination in serum. Classically, isotope 
dilution mass spectrometry (IDMS) is used along with calibration curve to 





consuming. An alternative calculation in IDMS based on the measurement 
of isotopic abundances, isotope pattern deconvolution (IPD), can be used 
[22]. When the labelled internal standard (IS) is added to the sample, the 
altered isotopic abundances in the blend are a linear combination of those 
from the natural and from the labelled analogues. A deconvolution 
calculation using multiple linear regression provides the concentration of 
the natural compound in the sample. IDMS with IPD is a reliable, fast, and 
less expensive method. IPD provides one result per injection with 
accuracy, enhances the throughput of the whole method and it has 
already been successfully applied to different compounds and complex 
matrices. Namely, endocrine disrupting compound in wastewater [23,24], 
or endogenous steroids in human urine [25-27]. 
In this work, we present the development and validation of a method for 
the determination of E1 and E2 in serum by LC-MS/MS according to the 
European Medicines Agency’s (EMEA) guidelines [28]. Conventional 
calibration curve with internal standard quantification (the MS based 
method routinely applied in the laboratory) is thoroughly compared with 
the newly developed IPD calculations. With this new IPD quantification 
methodology, used for the first time to estrogen determination in serum, 
accurate, precise and less expensive analysis are expected. 
 2. MATERIALS AND METHODS 
 2.1. Materials 
Standard solutions of 17β-estradiol (E2) and 17α-estradiol were purchased 
from LGC Standards (Luckenwalde, Germany). Standards solutions of 
estrone (E1), 13C3-estrone (E1-13C3) and 2H5-17β -estradiol (E2-D5) were 
purchased from Cerilliant (Round Rock, TX, USA). All stock solutions were 
stored at -20ºC and employed to prepare gravimetrically diluted working 
standard solutions in acetonitrile. DC Mass Spect Gold MSG4000 ultra-low 





Biological (Temecula, CA, USA). Certified reference materials BCR 576, BCR 
577 and BCR 578 consisting in lyophilized serum with different E2 
concentrations where obtained from the Institute for Reference Materials 
and Measurements (Geel, Belgium). 
Dansyl chloride (Dns-Cl) and carbonate-bicarbonate buffer were 
purchased from Sigma-Aldrich (St. Louis, MO, USA). Formic acid for LC was 
from Fischer Chemicals (Loughborough, UK). All solvents used were LC-MS 
grade, water, acetonitrile, ethyl acetate and methyl-tert-butyl ether 
(MTBE) were from Biosolve BV (Valkenswaard, The Netherlands).  
Standard stock solutions were prepared by gravimetrical dilution of 
certified 1 mg/mL solutions to approximately 50 µg/mL, writing down the 
exact concentrations. Subsequent solutions were also prepared by 
gravimetrical dilution. Dansyl chloride 1 mg/mL solution was prepared by 
dissolving exactly 25 mg in 25 mL of acetonitrile while the 
carbonate/bicarbonate buffer 0.05 M was prepared by dissolving one 
capsule in 100 mL of water LCMS and adjusting the pH to 10.5 by addition 
of a NaOH solution. 
Table 1. Component-dependent MS parameters. 
Compound DP1 EP2 CE3 CXP4 Transitions 
E1 166 10 43 10 
504 > 171 
505 > 171 
504 > 115 
E2 151 10 43 12 
506 > 171 
507 > 171 
506 > 115 
E1-13C3 166 10 43 10 
507 > 171 
508 > 171 
E2-D5 151 10 43 12 
511 > 171 
512 > 171 
1 Declustering Potential (V) 
2 Entrance Potential (V) 
3 Collision Energy (V) 





 2.2. LC-MS/MS conditions 
Identification, characterization and quantification of the derivatized 
compounds was carried out with an UHPLC system using a Nexera x2 UPLC 
(Shimadzu, Kyoto, Japan) coupled with a quadrupole-linear ion trap 
QTRAP 6500 system (AB Sciex, Foster City, CA, USA) equipped with an 
IonDriveTM Turbo V interface. Chromatographic separation was tested 
with two different core-shell columns: Kinetex F5 100A (1.7 µm, 100 x 2.1 
mm) and Kinetex C18 100A (2.6 µm, 100 x 3 mm). Separation was finally 
achieved with the C18 column fitted with a C18 AJ0-8775 guard column 
(all from Phenomenex, Torrance, CA, USA). The column oven was kept at 
40ºC, injection volume was 30 µL and samples were kept at 8ºC in the 
autosampler. Mobile phases consisted in H2O containing 0.01% HCOOH as 
phase A, and ACN containing 0.01% HCOOH as phase B. Gradient 
conditions were applied as follows: 50% B (0-0.5 min), linear increase to 
70% B in 0.1 min, linear increase to 95% B in 4.4 min, 95% B (5-6 min), 50% 
B (6.1-7.5 min). In order to protect the instrument from matrix 
contaminations, two cuts controlled by a divert valve were programmed 
at the beginning and at the end of the chromatographic run, allowing only 
the 2.5 to 6.5 min section to reach the mass spectrometer. 
Analytes were ionized by electrospray in positive mode (ESI+) and 
detected by MS/MS in selected reaction monitoring (SRM). Optimum 
signal was obtained with the following parameters: 500ºC as source 
temperature, curtain gas at 30 psi, collision assisted dissociation at 12 psi, 
IonSpray at 5.5 kV, nebulizer gas (GS1) at 30 psi and 60 psi of hot air 
through the Turbo VTM heaters (GS2). A dwell time of 25 ms was selected. 
Component-dependent parameters are shown in Table 1. 
Analyst software version 1.6.2 (Sciex) was used for data acquisition. 







 2.3. Sample preparation 
Micro-solid phase extraction (µSPE) and supported liquid extraction (SLE), 
both with 96-well plates platform, and Liquid-liquid extraction (LLE) 
methods were tested for estrogen extraction from serum at different 
concentrations. Ethyl acetate and methyl tert-butyl ether (MTBE) as eluent 
or acceptor phase were used. LLE was the extraction method definitely 
chosen. To 250 µL of calibrators, controls or serum samples in 12x75 mm 
5-mL glass tubes, 10 µL of labelled compound mix in acetonitrile were 
added, then samples were vortexed for 10 s. Liquid-liquid extraction (LLE) 
was applied using 2 mL of MTBE, 10 s of vortex mixing and 15 min of 
mechanical agitation. In order to help in phase separation, samples were 
centrifuged at 3000 rpm for 5 min. 1.7 mL of supernatant were transferred 
to clean 2-mL Eppendorf vials and evaporated under vacuum at 35ºC. 
Then, derivatization of analytes was carried out. To the dried extracts,  
20 µL of bicarbonate/carbonate buffer and 30 µL of 1 mg/mL dansyl 
chloride in acetonitrile were added. Incubation was performed in a 
ThermoMixer (Eppendorf) at 60ºC and 1000 rpm for 10 min. Derivatized 
extracts were diluted with 50 µL of H2O, transferred to LC vials with  
0.2-mL inserts and injected in the LC-MS system. 
 2.4. Isotope Pattern Deconvolution 
Isotope pattern deconvolution (IPD) is an alternative approach of classical 
isotope dilution mass spectrometry methods, which are based on natural-
to-labelled area ratios to build the calibration curve. In IPD, the natural 
distribution of abundances of the analyte of interest are altered by adding 
the corresponding isotope-labelled analogue and then multiple linear 
regression is used to mathematically deconvolute the resulting combined 
distribution of abundances to obtain the molar fractions [22]. Briefly, the 
abundance in the mix (𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖), measured after the spike of labelled 
analogues to the natural occurring analytes, is a linear combination of the 
natural (𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖) and labelled (𝐴𝑙𝑎𝑏





of n measured transitions in the tandem mass spectrometry and using a 
















































]  (Eq. 1) 
Where an error vector (𝑒𝑆𝑅𝑀𝑖) has to be included in order to solve the 
equation system. Then, multiple linear regression is applied to minimize 
the error vector and to obtain the molar fractions (𝑋𝑛𝑎𝑡 and 
𝑋𝑙𝑎𝑏  respectively) that fit better the measured abundances in the mix. 
Calculations can be conducted easily and automatically by any 
spreadsheet software. Finally, as the amount of labelled compound (𝑁𝑙𝑎𝑏) 





  (Eq. 2) 
As it can be seen, no methodological calibration is needed for the 
quantification and one injection produces one result. It requires, though, 
performing a full characterization of both compounds in terms of their 
isotopomer distribution of abundances and the certification by reverse 
isotope dilution of the labelled standard solutions. 
 3. RESULTS AND DISCUSSION 
 3.1. Method development 
Initial tests were performed to try if the quantification could be carried out 
without the need of derivatization. Individual 500 µg/L standard solutions 
in methanol/water (1:1, v/v) of each compound were infused in the  





negative modes. Instrumental conditions were optimized and the results 
indicated that sensitivity was insufficient for the desired lower limits of 
quantification. Thus, derivatization was deemed necessary. 
Compound-dependent instrumental conditions were optimized by means 
of the Automated Compound Optimization tool from Analyst software. 
Individual 500 µg/L dansylated standard solutions in acetonitrile/water 
(30:70, v/v) were infused in the ESI-MS/MS system in positive mode at a 
rate of 7 µL/min. Firstly, MS full-scans were obtained to select and 
optimize the precursor ion ([M+H]+ in all cases), followed by MS/MS scans 
to determine the transitions to acquire and to optimize the fragmentation 
parameters. Ionization source conditions were automatically optimized 
using Automated Source Optimization by injecting the same standards in 
Flow Injection Analysis (FIA) mode. The results obtained for each 
compound were compared and compromise values were selected in the 
cases where optimal values were different between analytes. 
In order to achieve the chromatographic separation of all analytes and 
isobaric interferences, two chromatographic columns were tested under 
different gradient conditions and compositions, including methanol and 
acetonitrile with different combinations and concentrations of NH4COOH 
and HCOOH. A Kinetex F5 pentafluorophenyl column (multiple 
interactions) was initially tested and optimized, which lead to a 9-min 
water/methanol gradient modified with 0.1% HCOOH plus 0.2 mM NH4F. 
Although the resulting chromatographic method was able to separate 
properly all analytes, including 17α-estradiol (tested as isobaric 
interference of E2), the peaks presented bad chromatographic shape due 
to an excessive tailing in all analytes. Thus, the Kinetex C18 was tested, 
following the same optimization procedure, and the acetonitrile-based 
method described in the experimental section was found to be optimal. 
Although not being able to separate 17α-estradiol from E2, as its 
occurrence in human serum has not been reported, the resulting 7.5-min 





For the extraction of analytes from the serum matrix, several approaches 
were tentatively assayed using standard solutions in water as well as 
spiked steroid-free serum at 5, 50 and 500 ng/L of E1 and E2. LLE, µSPE 
and SLE methods using MTBE and ethyl acetate as acceptor phase or 
eluent were tested. For µSPE and SLE methods, both as 96-well plates, 
either resulted in bad recoveries or poor matrix elimination, with the 
increased difficulty of carrying out the subsequent derivatization step in 
the plates. Although being more time-consuming and laborious, LLE was 
chosen as it allowed near complete extraction (>90% recovery by absolute 
area when comparing the area in the extract versus the area of a standard 
of equivalent concentration) of the analytes and presented no problems 
in the following steps. 
 3.2. Method validation 
The validation of the developed method was performed according to 
EMEA’s “Guideline on bioanalytical method validation” [28]. 
For calibration-based quantification, calibration curves were prepared in 
steroid-free serum between 5 and 1000 ng/L of E1 and E2 (6 point plus 
blank –not spiked- and zero –spiked with IS only- samples), which showed 
deviations in the back-calculated concentrations below 15% respect the 
nominal value in at least 4 points in all cases (data not shown). 
Validation standards were prepared in steroid-free serum at 
approximately 5, 10, 200, 400 and 800 ng/L of E1 and E2. In addition, 
additional validation assays were performed for E2 using three CRM: BCR 
576, BCR 577 and BCR 578, with 31, 188 and 365 ng/L of E2 respectively 
(no certified concentrations of E1 were provided). Accuracy and precision 
were evaluated in terms of intra-assay repeatability (n=5) and inter-assay 
reproducibility (n=9) for all validation standards and CRM, by both 
calibration and IPD quantification approaches. All experiments with 
validation standards yielded recoveries between 79-118% and coefficient 





Regarding the CRM determination, both methods gave concentrations in 
the range of 81-101% respect the certified values and CV below 5% in all 
cases, except in the inter-assay experiment for BCR576 by IPD were it 





































































































































































































































































































































































































































































































































































































































































































































































































































































































The method’s LOQ was established as the minimum concentration value 
that was successfully validated, i.e., 5 ng/L for both analytes and 
quantification methods. That decision was made based on the 
impossibility to obtain true blank samples to which spike controlled 
amounts of analytes, since the theoretically steroid-free serum materials 
did contain some small quantities. The blank concentrations were 
estimated from the quantification of the zero point of the calibration curve 
-which is spiked only with internal standard- by IPD. MSG4000 commercial 
serum was found to contain on average 1.69 ng/L of E1 and 2.78 ng/L of 
E2. Concentrations found are clearly below our methods’ LOQ, however 
chromatographic peaks corresponding to the analytes were clearly 
differentiable from background. (Figure S1, supplementary material). 
Thus, after calculating the mean value for all the calibration blank points 
used during the validation, concentrations of E1 and E2 in the commercial 
serum were estimated. Subsequent quantifications of validation standards 
and nominal values of calibration curves were adjusted accordingly. 
Table 5. Matrix effect in different types of serum, obtained by comparison with standards 
in solvent at the same concentration levels. 
Sample 
type 









Serum A 88 88 80 91 
Serum B 95 103 98 104 
Hemolized 99 94 171 106 
Renal 354 94 118 77 
Icteric 170 99 97 99 
Lipemic 121 81 97 92 
 
The occurrence of possible matrix effects was checked for hemolyzed, 
renal, icteric and lipemic serum samples, as well as for two random normal 
serum samples. Samples were spiked at 3 times the lower limit of 





(nearULOQ), and then subjected to the proposed sample treatment along 
with non-spiked samples of each type. Ratios between areas 
corresponding to natural and labelled compound were calculated, 
subtracting the non-spiked value (blank with internal standard), and then 
compared with a reference standard prepared in methanol and subjected 
to the same treatment. Acceptance ranges were set at 85-115% of the 
reference ratio for nearULOQ experiments and 80-120% for 3xLLOQ. 
Results are shown in Table 5 for all the different matrices and spike levels 
tested. Renal serum samples produced the greatest deviations from the 
reference ratios and the method was deemed unfit for such samples. 
Hemolyzed serum sample spiked at 3xLLOQ also produced an abnormal 
recovery for E2, although the method performed well for E2 at a higher 
level and E1 at both levels. Similarly, performance in icteric samples was 
acceptable for E1 at high concentration and E2 at both levels, but 
unacceptable for E1 at low level. Finally, the method was suitable for E2 in 
lipemic samples but not for E1. Overall, no significant matrix effects were 
found in untreated samples, which were of main interest for the study. 
 3.3. Method comparison 
Once the developed method was proved to meet the requirements of 
EMEA guidelines for both quantification procedures a thorough 
comparison was conducted. 
To this end, the methods were applied to the analysis of 40 real serum 
samples, including men and women of age comprised between 7 and 81 
years old, randomly and anonymously selected. Samples were previously 
analysed by RIA (E1) or electro-chemiluminiscence immunoassay (ECLIA) 
(E2) methods using the established procedures of the hospital’s routine 






Figure 1. Passing-Bablok regression analysis. Correlation between LC-MS/MS method 
based on calibration curve and RIA determination of E1 (1A) and ECLIA determinations of 
E2 (1B). 
Figure 2. Passing-Bablok regression analysis. Correlation between IPD and LC-MS/MS 
method based on calibration curve determination of E1 (2A) and E2 (2B). 
Passing-Bablok regression analysis was performed with open-source 
software, cp-R [29]. The correlation between the newly developed  
LC-MS/MS method based on calibration curve versus the Hospital’s 
reference RIA determination for E1 resulted in a proportional bias (slope) 
of 2.55 and constant bias (intercept) of -9.41 ng/L (Figure 1A). Meanwhile, 





ECLIA, resulting in a proportional bias of 1.04 and constant bias of  
1.44 ng/L (Figure 1B). 
The differences observed in the analysis of E1 by LC-MS respect the 
routine analysis performed by RIA are not really unexpected. They could 
be caused by interferences competing in the bonding phase of the 
immunoassay procedure. Therefore, the implementation of a new 
quantification method for routine analysis would require a complete 
characterization of the population’s normal ranges of estrone in order to 
be able to properly assess future diagnosis and carry out steroidal 
monitoring tasks. 
On the other hand, the two MS-based methodologies were also 
compared. The proposed IPD method correlates properly with calibration-
based quantification. Regression analyses presented R2 values between 
0.98 and 0.99. However, IPD provided slightly lower concentration values 
with proportional biases of 0.83 and 0.73 for E1 and E2 respectively, while 
constant biases were -3.19 and 0.47 ng/L (Figure 2A and B). These results 
agree with the previously observed trends in recovery values obtained 
with validation standards and CRMs (Tables 2-4). 
The seemingly better values provided by calibration curve quantification 
respect those of IPD may be caused by either the process of certification 
of standards and the presence of analytes in the theoretically steroid-free 
serum employed for this study. Existence of estrogens in the blank serum 
do not affect calibration curve procedure as calibration and validation 
standards are prepared in the same way. However, if not properly 
quantified and taken into account, the effect on measured abundances 
and IPD calculations can be significant. Thus, real free-steroid or accurately 
quantified ultra-low steroids matrix must be used. Regarding unsuitable 
certification of standards, the re-certification of labeled standards by IPD 
and reverse isotope dilution (RID) using suitable certified reference 
materials, has been proved as a correct way to improve accuracy [30]. 





also be affected by deuterium scrambling problems. Losses of labile 
deuterium atoms during sample treatment or ionisation that can produce 
severe quantification problems in IPD isotopic abundance based 
calculations can occur for the labelled IS E2-D5. 
Finally it should be emphasized that both quantification methods meets 
the EMEA guidelines but IPD entail substantial savings in time and money 
(quantity of standards used), since one injection provides one result. 
 4. CONCLUSIONS 
In this work we present the development of two LC-MS quantification 
methods for the simultaneous determination of estrone (E1) and  
17β-estradiol (E2) in human serum, sharing the same sample treatment. 
Validation with laboratory prepared standard solutions in free-steroid 
serum and with CRM BCR 576, 577 and 578 (human serum matrix of 
different concentrations) showed that both methods meet EMEA 
guidelines requirements in terms of precision, accuracy and matrix effect 
compensation. The methods were applied to real samples and compared 
between them and against the individual reference routine analysis based 
on immunoassay (RIA for E1 and ECLIA for E2) by Passing-Bablok 
regression analysis. The novel isotope dilution quantification method, 
namely isotope pattern deconvolution (IPD), provided very similar results 
to those of calibration-based method. However, some bias related with 
the presence of low concentrations of estrogens in the theoretical steroid-
free serum and the low accurately certified standards is shown. This low 
bias is regarded as not significant since both methods meet validation 
requirements. LC-MS/MS calibration-based method presented good 
correlation against immunoassay for E2 but not for E1, were a proportional 
bias of 2.55 was found respect immunoassay analysis. These findings agree 
with the raising awareness of the need to re-evaluate the validity and 
suitability of bioassay methods for the analysis of estrogens due to their 





lower limits of quantification were achieved (5 ng/L versus 17 ng/L) while 
needing a relatively small volume of sample of only 250 µL. 
Finally, IPD is shown as a rapid, less expensive, precise and exact method 
suitable for its application to estrogens in serum as a way to countercheck 
adverse or disagreeing results between conventional calibration-based 
and immunoassay methodologies, as well as being posed as a fully 
functional quantification method. 
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Figure S1. LC-MS/MS chromatograms of MSG4000 commercial serum spiked with 13C3-E1 and 
D5-E2. Estimated concentration of native natural compounds are 1.69 ng/L of E1 (tr, 5.55 min) and 
2.78 ng/L of E2 (tr, 5.41 min). Chromatographic peaks corresponding to the analytes are clearly 
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Determinación de drogas de abuso en aguas 











El abuso de las drogas es un problema de salud y seguridad pública con 
gran impacto en la sociedad actual. Cientos de sustancias están o bien 
reguladas o completamente prohibidas por los daños que son capaces de 
causar sobre los consumidores o por el peligro que éstas suponen sobre la 
sociedad. 
No obstante, el abuso de las drogas como preocupación social es un 
concepto relativamente nuevo, especialmente en cuanto a legislación, si 
se compara con el extenso historial de los humanos y el consumo de 
sustancias. 
Las primeras evidencias del uso de drogas datan de hace 
aproximadamente 6000 años, en Mesopotamia, donde los sumerios 
cultivaban la amapola de opio, a la que llamaban “la planta de la alegría”. 
Los romanos describían el opio no solamente como analgésico y narcótico, 
sino también como veneno, ya que su alto contenido en alcaloides podía 
utilizarse para provocar la muerte, especialmente al concentrarse los jugos 
contenidos en el bulbo. Desde entonces, el opio ejercería una gran 
influencia en las sociedades humanas, política global, economía y cultura. 
Las prácticas médicas antiguas están íntimamente ligadas al opio y cientos 
de remedios se preparaban con este producto, habitualmente en forma 
de bebidas dulces y especiadas para ocultar su sabor amargo. 
Posteriormente, Paracelso inventaría en el siglo XVI una nueva forma de 
preparación de opio, el láudano. Esto no era más que un extracto de opio 
en alcohol, pero este término terminaría por asociarse a la propia 
preparación con vino y especias, remedio que se extendería por toda 
Europa y América. 




A pesar de la amplia disponibilidad de opio (y de otras muchas sustancias 
naturales con efectos psicoactivos), el abuso y la adicción no era motivo 
de preocupación. Sí se conocían los efectos adversos del consumo 
extremo del opio, pero debido a su forma de consumo, la ingestión, era 
difícil desarrollar una adicción o incluso una sobredosis. Esto no ocurriría 
hasta el desarrollo de nuevas formas de administración. Por una parte, el 
descubrimiento de las pipas utilizadas por las tribus indígenas americanas 
propició que se popularizara el consumo fumado, vía por la cual el efecto 
es mucho más directo e intenso. Este hecho generaría una nueva clase de 
adictos, cuyas funciones sociales quedarían gravemente afectadas, 
convirtiendo los fumaderos de opio en una verdadera epidemia. 
Finalmente, la invención de la aguja hipodérmica en 1848 supuso un gran 
avance para la medicina, pero también para la historia del consumo de 
drogas. La vía intravenosa proporciona un efecto todavía más inmediato e 
intenso que fumar, con lo que el problema de salud pública se agravaría 
considerablemente. 
El opio no sería la única droga en hacer saltar las alarmas por los problemas 
de adicción y abuso. Con el desarrollo de la medicina y las ciencias 
químicas se introdujeron nuevas formas del conocido opio. Primeramente, 
se descubrió una forma más potente del extracto de opio y que constituía 
en una purificación de su principal compuesto activo, la morfina, la cual 
sería rápidamente aceptada y comercializada en la sociedad. 
Posteriormente, la búsqueda de analgésicos menos dañinos para el 
organismo durante el siglo XIX se centraría en la modificación de la 
estructura de la propia morfina, dando como resultado la codeína y la 
heroína. Esta última, paradójicamente, resultaría ser un compuesto 
todavía más peligroso y adictivo que la morfina1. 
De esta forma, el abuso de las drogas se ha diversificado desde el 
predominio del opio en la antigüedad, y otras drogas derivadas de  





hasta los cientos de derivados y productos completamente nuevos 
desarrollados durante el último siglo. 
Con los crecientes problemas causados por el comportamiento y el estado 
de salud de los consumidores, no resulta extraño que las drogas acabaran 
sufriendo una regulación estatal o incluso su total prohibición. Aquellos 
compuestos adictivos, pero de interés para la medicina, ya sea por sus 
propiedades anestésicas o curativas, son actualmente vigiladas y 
fuertemente controladas por el Estado, mientras que aquellos 
compuestos puramente recreativos y altamente adictivos están 
prohibidos en términos de posesión y distribución. No obstante, existe 
otro grupo de drogas que, debido a su íntima conexión con la cultura 
occidental y por sus relativamente bajos niveles de adicción, permanecen 
dentro de los límites legales. Estas drogas consideradas recreativas y 
legales son, por ejemplo, el alcohol, la cafeína o el tabaco.  
La prohibición de las drogas de abuso conlleva otra consecuencia. Al no 
estar fácilmente disponibles, los usuarios tienden a acudir a otros recursos 
para obtener su dosis de estímulo. Esto lleva, bien al consumo de otras 
sustancias clásicas de mayor tráfico ilegal en su país o zona, o bien al 
consumo de lo que se conoce como drogas de diseño. Estos compuestos 
se elaboran habitualmente de forma clandestina a partir de drogas 
conocidas, e imitando los efectos de éstas, para obtener un compuesto no 
contemplado por la ley en ese momento y que pueden distribuir 
rápidamente mientras dure ese estado de alegalidad2 (este hecho también 
ocurre en otros campos como el del dopaje). Esto ha generado toda una 
nueva categoría de clasificación de drogas, llamadas ampliamente como 
“nuevas sustancias psicoactivas” (NPS, New Psychoactive Substances”), de 
las cuales destacan por su expansión y peligrosidad los cannabinoides y las 
catinonas sintéticas3,4. 
Por otra parte, un gran número de nuevas drogas han surgido por 
necesidades médicas, en la búsqueda de alternativas clínicas a las drogas 
clásicas, como ocurrió con la heroína. Dentro de esta visión, sustancias 




como la anfetamina o la metanfetamina surgen inicialmente como 
medicamentos para tratar la depresión o la obesidad, entre otras 
aplicaciones. Posteriormente, llegarían a ser consideradas una epidemia 
por el uso continuado y abierto de gran parte de la población, 
especialmente en Japón y Estados Unidos tras la Segunda Guerra Mundial, 
durante la cual se empleaban anfetamina y otras drogas como 
potenciadores de las capacidades físicas y psicológicas5. 
La prohibición implica control. La llamada “Guerra contra las drogas”6 
parece no tener fin y, a parte del trabajo de las fuerzas del orden por 
disminuir la presencia en las calles, es una lucha continua entre los nuevos 
diseños y los métodos de detección disponibles. Para todo esto es 
necesario un conocimiento preciso y fiable de los hábitos de consumo de 
las poblaciones, con el fin de determinar las vías de entrada, los posibles 
peligros para la salud ciudadana y para aprovechar de la mejor manera 
posible los recursos. 
Pero, ¿qué se considera droga de abuso exactamente? Aparentemente no 
existe una definición consensuada entre las innumerables organizaciones 
médicas y legislativas especializadas en los temas de adicción y/o drogas, 
ya que cada una de ellas define los términos “droga” y “abuso” de forma 
distinta. No obstante, hay una serie de características comunes a todas 
ellas. Se trata de compuestos clasificados como sustancias ilegales, 
medicaciones con o sin prescripción médica, sustancias potenciadoras del 
rendimiento u otras sustancias susceptibles de ser utilizadas 
erróneamente, de manera continuada o compulsiva, y que pueden 
resultar en daños graves para el usuario7. 
El Instituto Nacional sobre el Abuso de Drogas (NIDA, National Institute on 
Drug Abuse) es una de las organizaciones más reconocidas en el campo y 
publica periódicamente una lista de drogas de abuso, manteniendo 
actualizadas las estadísticas más relevantes de cada una de ellas relativas 
a su consumo en Estados Unidos. Las drogas más relevantes de cada 






• Tabaco, nicotina y cigarros electrónicos. 
• Medicamentos, entre ellos: 
o Opioides: heroína, morfina, codeína, etc. 
o Con prescripción: anfetamina. 
• “Club drugs”: ketamina, LSD, MDMA, metanfetamina. 
• Origen natural: marihuana, cocaína, psilocibina (setas). 
• Esteroides anabólicos. 
• Sintéticas: cannabinoides y catinonas. 
Mientras que en Estados Unidos la principal preocupación es la 
proliferación y aumento del consumo de opioides, especialmente opioides 
sintéticos, en Europa la situación es bien diferente. Según el Centro 
Europeo de Monitoreo de Drogas y Toxicomanías (EMCDDA, European 
Monitoring Centre for Drugs and Drug Addiction), la tendencia actual 
muestra un aumento constante en el consumo de cocaína, así como de la 
producción de algunas sustancias sintéticas, de las cuales destaca el 
MDMA, catinonas y cannabinoides sintéticos9. Asimismo, la marihuana 
sigue siendo la droga más establecida en la región, especialmente entre la 
población joven10. 
Tradicionalmente, la monitorización de los patrones de abuso de drogas 
en la población se ha realizado mediante procedimientos indirectos. Es 
decir, mediante estimaciones a partir de datos de incautaciones, 
estadísticas criminales relacionadas, cuestionarios, informes médicos o 
entrevistas directas con los consumidores11,12. Esto genera una serie de 
inconvenientes. Resulta un proceso lento, de alto coste económico y,  
al centrarse principalmente en la población consumidora, presenta un 




claro sesgo. Por ello, es necesario recurrir a algún otro método que sea 
anónimo, indiscriminado e inmediato. 
Concretamente, el EMCDDA emplea una combinación de cinco 
indicadores para realizar los estudios de tendencia de consumo en 
Europa10: 
• Datos de emergencias hospitalarias. 
• Análisis de residuos de jeringas obtenidas en centros de 
intercambio. 
• Datos de servicios de comprobación de drogas, que permiten a los 
usuarios analizar sus drogas y conocer su composición. 
• Encuestas online. 
• Análisis de aguas residuales. 
Iniciativas inter-disciplinares como SCORE (Sewage Analysis CORe group 
Europe) y COST (European Cooperation in Science & Technology), 
amparadas por el EMCDDA, han apostado fuertemente por este último 
punto, desarrollando una red europea de análisis de drogas ilícitas y 
metabolitos en las aguas residuales de numerosas ciudades apoyado en 
un potente sistema de control de calidad13. 
Con esta red en funcionamiento, mediante la cuantificación de diversos 
biomarcadores en el agua residual recogida por las plantas de tratamiento, 
se ha propuesto una metodología de cálculo para estimar las tendencias 
de consumo de cada ciudad, así como otros factores de riesgo. Esta 
sistemática se conoce como epidemiología basada en aguas residuales 
(WBE, Wastewater-Based Epidemiology)14–16, la cual permite realizar 
estudios de comparación al detalle entre ciudades pero, por encima de 
todo, permite estimar el abuso de drogas de una forma mucho más 





4.1.1 Metodologías de análisis 
Los análisis químicos relacionados con las drogas pueden ser de muy 
distintas características, ya que los controles de drogas se pueden realizar 
en multitud de matrices analíticas. 
Dependiendo del objetivo del análisis, las pruebas de drogas pueden 
limitarse a un pequeño grupo de drogas de abuso clásicas. Los test anti-
drogas en los puestos de trabajo incluyen habitualmente, al menos, 
marihuana (analizando el metabolito THC-COOH), cocaína y su principal 
metabolito benzoilecgonina, metabolitos de opioides (codeína, morfina y 
el metabolito principal de heroína, 6-acetilmorfina) y anfetaminas 
(anfetamina, metanfetamina y MDMA)18. 
El tipo de muestras que pueden encontrarse en el ámbito de la 
monitorización de drogas de abuso pueden ser las mezclas listas para 
consumo o las propias sustancias en sus formas más puras, muestras 
biológicas de los consumidores o, como se ha comentado anteriormente, 
aguas expuestas a fuentes de drogas, ya sean aguas residuales o aguas 
superficiales cercanas a poblaciones19. 
Los productos incautados o sospechosos de contener sustancias ilícitas, 
normalmente en estado sólido, pueden ser sometidos a procesos 
analíticos para determinar su naturaleza, composición y pureza. Propósito 
que se puede afrontar de manera directa mediante un análisis dirigido, es 
decir, comprobando si contiene o no una lista de compuestos escogidos 
de antemano. Para ello se dispone de un amplio abanico de posibilidades 
analíticas que van desde los kits de análisis preparados hasta la 
espectrometría de masas. Los primeros son rápidos y efectivos para un 
grupo reducido de drogas clásicas y son de gran interés para agentes de la 
ley y de aduanas, ya que permiten determinar rápidamente la naturaleza 
de objetos sospechosos20. La espectrometría de masas con equipos de 
cuadrupolo (simple o triple) permite, en cambio, una mayor sensibilidad y 
la opción de cuantificar el contenido de diversos compuestos de forma 
simultánea. 




Por otra parte, es posible abordar el análisis de la composición de una 
muestra mediante un enfoque no orientado. Las actuales técnicas de 
análisis no dirigido mediante espectrometría de masas de alta resolución 
(HR-MS) permiten identificar no solamente compuestos conocidos de 
antemano, sino familias de compuestos que incluyan derivados 
completamente desconocidos hasta la fecha, además de permitir el 
análisis retrospectivo21,22. 
Los controles de muestras biológicas, sin embargo, requieren de pasos de 
extracción y concentración de los analitos de interés, además de eliminar 
los posibles compuestos interferentes provenientes de la matriz. 
El pelo se ha convertido en una de las matrices más importante en los 
últimos años. Su análisis permite una ventana de detección mucho más 
amplia que el de cualquier otra muestra biológica. Esto es debido a que la 
exposición a drogas de abuso provoca la deposición de las mismas o de sus 
metabolitos en el interior del tallo a medida que éste crece, por lo que el 
propio pelo constituye un potencial registro del consumo de drogas que 
se extiende hasta varios meses. Sin embargo, la extracción de los analitos 
es laboriosa y requiere de diversos pasos de tratamiento de muestra, 
incluyendo limpieza exterior, digestión y pre-concentración, tras lo cual se 
procede la determinación mediante LC-MS (HPLC, UHPLC o HILIC), GC-MS 
o electroforesis capilar23. 
No obstante, los fluidos biológicos siguen siendo la opción preferente en 
monitorización de drogas. Algunos implican métodos de toma de muestra 
menos invasivos y requieren menor manipulación de las mismas. 
Clásicamente, estas determinaciones se han llevado a cabo mediante el 
análisis de orina y técnicas de inmuno-ensayo o GC-MS24, pero esta 
tendencia está desplazándose a matrices alternativas como la saliva25 o el 
aliento26, entre otras27, preferentemente mediante LC-MS/MS o GC-MS. 
Finalmente, bajo la visión de un control de abuso de drogas más general y 
anónima, la epidemiología basada en aguas residuales (WBE) permite la 





recogidas por plantas de tratamiento28. Este procedimiento requiere de 
una alta pre-concentración de los analitos por SPE, a la vez que se elimina 
la mayor parte posible de la compleja matriz que los contiene, para luego 
ser detectados y/o cuantificados mediante LC-MS(/MS)14. 
  




4.2 Deconvolución de perfiles isotópicos como 
alternativa a la curva de calibrado para la 
aplicación en epidemiología basada en aguas 
residuales 
En este apartado se presenta una última aplicación de la metodología de 
cálculo de IPD en una matriz compleja como es el influente de las plantas 
de tratamiento de aguas residuales urbanas. 
En el ámbito de la epidemiología basada en aguas residuales (WBE), la 
disminución de la incertidumbre asociada a la estimación del consumo 
poblacional de drogas de abuso comienza con la aplicación de un método 
analítico exacto, es decir, preciso y veraz. 
Bajo el marco de trabajo del proyecto WATCH (Wastewater Analysis of 
Traces of illicit drug-related Chemicals for law enforcement and public 
Health), directamente relacionado con el grupo SCORE y el EMCDDA, se 
desarrolló un método de análisis de las principales drogas de abuso en 
aguas residuales. Con éste, se analizaron numerosas muestras  
de influente de plantas de tratamiento de distintas ciudades  
europeas, cuantificando anfetamina (AMP), metanfetamina (METH),  
3,4-metilendioximetanfetamina (MDMA), cocaína (COC) y 
benzoilecgonina (BE) (Figura 4.1) al nivel de ng/L en muestras de 6 
ciudades europeas. 
Aprovechando el trabajo realizado desarrollando el procedimiento de 
tratamiento de muestra, de separación cromatográfica y rutas de 
fragmentación en espectrometría de masas en tándem para los analitos 
seleccionados29,30, se adaptó el método instrumental de LC-MS/MS para 
permitir la cuantificación por IPD. Dicho de otro modo, a partir de  
un método de cuantificación basado en IDMS convencional con  
curva de calibrado y patrón interno marcado isotópicamente, se obtuvo 





pre-concentración y cromatografía líquida, añadiendo las transiciones  
de MS/MS necesarias. 
Figura 4.1. Principales analitos monitorizados en estudios comparativos europeos. 
4.2.1 WBE e incertidumbre 
El objetivo principal en la epidemiología basada en aguas residuales 
aplicada a drogas de abuso es el de evidenciar las tendencias y patrones 
de consumo medio de unas sustancias determinadas en una comunidad 
local a partir del análisis de las aguas residuales de la ciudad y una serie  
de cálculos31. 
Primeramente, las muestras diarias se toman como suma de varias 
submuestras recogidas durante un período de 24 horas, con el fin de evitar 
fluctuaciones de flujo de influente y para obtener muestras 
representativas y homogéneas. Posteriormente, una vez en el laboratorio, 
se someten a un proceso de pre-concentración (en este caso mediante 
SPE). De esta forma se pasa de concentraciones de analitos en el rango de 
ng/L en las muestras iniciales a µg/L en extracto, lo cual permite una mejor 
cuantificación y LOQ más bajos mediante LC-MS/MS. 
La concentración medida en las muestras se multiplica por el caudal del 
flujo de influente medido por los sistemas de la planta depuradora 
(m3/día), previa corrección de las posibles degradaciones ocurridas 




durante el transporte. Esta carga de compuesto (mg/día) se multiplica por 
un factor de corrección determinado por el patrón de excreción del 
compuesto, determinado mediante estudios fármaco-cinéticos, 
obteniendo la cantidad de droga de abuso consumida por la población. 
Finalmente, esta cantidad se divide por la población total a la que abastece 
la planta depuradora para obtener el consumo en términos de mg/día por 
cada 1000 habitantes15,32 (Figura 4.2). 
 
Figura 4.2. Cálculo retrospectivo del consumo medio de drogas de abuso en una 
población a partir del análisis de aguas residuales y aspectos que afectan al mismo en cada 
etapa. 
Este esquema de trabajo se ha empleado satisfactoriamente para la 
comparación entre ciudades de distintos tamaños y patrones de consumo, 
en un esfuerzo conjunto entre numerosas instituciones europeas33. 
A pesar de la aparente simplicidad del cálculo, son muchos los  
factores a tener en cuenta. Por una parte, se debe tanto corregir la  
degradación provocada por el medio como estimar el efecto del 
metabolismo, lo que requiere de un profundo conocimiento de las 





medida– y de las transformaciones de las drogas en el cuerpo humano 
según distintas vías de consumo. Por otra parte, el último paso de cálculo 
emplea el dato de la población abastecida, que no suele coincidir con los 
datos de censo, sino que depende en gran medida del desplazamiento de 
la población por acudir al trabajo, por traslado a lugares de vacaciones, 
etc. Para compensar este efecto pueden emplearse estimaciones que 
tengan en cuenta estos fenómenos o, preferiblemente, mediante la 
medida de algún marcador en la propia muestra de agua residual, tal como 
el contenido de nitrógeno, fósforo, demanda bioquímica de oxígeno (DBO) 
o la demanda química de oxígeno (DQO)32. 
Todos estos factores y pasos de cálculo contribuyen a la incertidumbre 
global asociada a la determinación del consumo de drogas en poblaciones, 
cuyo estudio en profundidad se ha abordado en diferentes trabajos31,34–36. 
La determinación analítica de las muestras de aguas constituye uno de los 
primeros pasos, por lo que una reducción en la incertidumbre asociada a 
la cuantificación puede ayudar en gran medida a mejorar la calidad de las 
estimaciones reportadas. Por ello, se presenta una metodología basada en 
IPD, método caracterizado por su rapidez, su alta calidad metrológica y su 
robustez frente a matrices de alta complejidad. 
4.2.2 Comparación de métodos 
La comparación entre ambos métodos (IDMS convencional e IPD), que 
experimentalmente tan solo difieren en las condiciones de medida de 
espectrometría de masas, se realizó de la siguiente forma. 
Teniendo conjuntos de muestras de 6 ciudades europeas distintas, 
compuestos por muestras diarias a lo largo de una semana completa, se 
obtuvieron alícuotas de dos muestras de cada conjunto que fueron usadas 
para preparar disoluciones de control de calidad (QC). Cada QC se fortificó 
entonces con dos cantidades de analitos distintas, una a nivel alto (QC-H) 
y otra a nivel bajo (QC-L). La evaluación de cada método de cuantificación 




se realizó en base al porcentaje de recuperación (Ec. 4.1), conociendo la 
concentración de la muestra utilizada para cada QC. Así mismo se  
comparó la incertidumbre combinada, u(c) (Ec. 4.2), que contempla la 
reproducibilidad del método y el sesgo respecto al valor de referencia, 
100% de recuperación, de acuerdo con la guía Nordtest37. 
% 𝑟𝑒𝑐 =
𝐶𝑜𝑛𝑐.  𝑄𝐶 𝑓𝑜𝑟𝑡𝑖𝑓𝑖𝑐𝑎𝑑𝑜−𝐶𝑜𝑛𝑐.  𝑚𝑢𝑒𝑠𝑡𝑟𝑎 𝑠𝑖𝑛 𝑓𝑜𝑟𝑡𝑖𝑓𝑖𝑐𝑎𝑟
𝐶𝑜𝑛𝑐.  𝑓𝑜𝑟𝑡𝑖𝑓𝑖𝑐𝑎𝑑𝑎
 x 100 (Ec. 4.1) 
𝑢(𝑐) = √𝑢(𝑅𝑆𝐷)2 + 𝑢(𝑏𝑖𝑎𝑠)2  (Ec. 4.2) 
Al haber un total de 5 analitos y 12 muestras QC, se obtienen un total de 
60 datos individuales de recuperación. Después de eliminar los valores 
discordantes mediante el test de Hampel se obtuvieron 56 valores para la 
metodología de cuantificación IPD y 55 para la clásica basada en curva de 
calibrado. 
Aplicando el criterio generalmente aceptado para datos de recuperación, 
se establecieron límites entre el 70 y el 120% del valor nominal fortificado. 
Comparando ambos métodos, se obtuvo un total de 31 valores 
individuales anómalos (56%) para la metodología de IDMS convencional 
frente a tan solo 11 (20%) para IPD, lo cual muestra una gran mejora en la 
veracidad proporcionada por esta herramienta de cálculo. Al obtener 
datos medios por compuesto, IPD proporcionó valores dentro de los 
límites establecidos para todos los analitos, manteniendo una menor 
variabilidad frente a IDMS convencional, que proporcionó valores fuera de 
los límites establecidos para 6 de los 10 valores medios. 
Para la evaluación de la incertidumbre combinada se propuso un límite del 
30% de acuerdo con la curva de Horwitz38. Una vez realizado el cálculo se 
observaron 4 valores fuera de este límite para IPD mientras que la 
metodología clásica mostró 9 de 10 valores superiores al 30%. 
A modo de resumen, se pudo confirmar que la metodología IPD se 
comportó como un método más fiable para todos los parámetros 





Finalmente, se evaluó de manera aproximada la incertidumbre que 
acompaña al consumo medio diario de la población de Castelló. A partir 
de la incertidumbre de cada etapa del cálculo, y asumiendo que dichas 
etapas no están correlacionadas, se calculó la incertidumbre combinada 
de todas ellas. La contribución asociada a la concentración es una de las 
más importantes34 y el cálculo demostró que un simple cambio de 
estrategia de cuantificación –el uso de IPD– puede proporcionar valores 
significativamente menores de incertidumbre global. Incertidumbre que 
puede llegar a alcanzar valores inaceptables para la estimación del 
consumo de una comunidad. 
Adicionalmente, ambas metodologías se sometieron a la evaluación 
mediante ejercicio inter-laboratorio organizado durante el proyecto 
WATCH13 (datos de IPD no incluidos en los cálculos oficiales), obteniendo 








4.2.3 Artículo científico 5 
Isotope Pattern Deconvolution as an alternative to calibration curve for 
application in wastewater-based epidemiology 
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application in wastewater-based epidemiology 
(Under review) 
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1 Research Institute for Pesticides and Water, Universitat Jaume I, Castelló, Spain 
ABSTRACT 
An Isotope Pattern Deconvolution (IPD) quantification method has been 
developed for the determination of five substances (amphetamine, 
benzoylecgonine, cocaine, methamphetamine and MDMA) in wastewater 
for the application in wastewater-based epidemiology (WBE). A previously 
validated method that used a calibration curve for quantification was 
modified to apply IPD. The two approaches were compared in terms of 
analytical uncertainty in recovery studies of quality control samples i.e. six 
wastewater samples from different geographical origin spiked at two 
concentration levels. Both methods were reliable as they passed (z-score 
< 2) an interlaboratory exercise. 
After 60 individual determinations, IPD provided 11 results outside 
recovery limits (70% – 120%) while the previous method produced 31 
adverse results. All mean values for IPD were accurate whereas 6 out of 
10 results showed RSD values higher than 30 % or recoveries outside limits 
when using the former method. Moreover, the calculated method bias for 
the latter doubles that of IPD, which, in turn, makes the combined 
uncertainty (u(c)) much higher. Consequently, this resulted in a lower 
uncertainty of the estimated normalized daily drug consumption through 
wastewater analysis when applying IPD. 
The current study demonstrated that the employment of IPD can also be 
very interesting for future applications of WBE, especially when matrix 
effects are high, complicating accurate quantification. In addition, when a 
high number of samples and/or compounds need to be analysed IPD is 




faster than calibration and, eventually, cost effective when isotopically 
labelled internal standard are highly expensive. 
KEYWORDS: Wastewater-based epidemiology, Illicit drugs, isotope 
dilution mass spectrometry, isotope pattern deconvolution, combined 
uncertainty 
 1. INTRODUCTION 
Wastewater-based epidemiology (WBE) is an established approach to 
assess illicit drug consumption by a community and produces objective 
and near real time data, which allows the monitoring of temporal and 
spatial trends [1-3]. It provides complementary information to traditional 
epidemiological drug use indicators based on general population surveys, 
data of hospitals and crime-related statistics [1, 4-6] and has been 
employed in several cities worldwide [2, 3, 7-9]. WBE is an emerging 
scientific research field to provide information on the community’s health 
and lifestyle habits, or environmental exposure [10]. Various new and 
potentially new applications are being developed to monitor exposure to 
pesticides [11], flame retardants [12] or Bisphenol A [13]. A current hot 
topic is its potential as surveillance tool for disease outbreaks such as 
SARS-CoV-2 [14, 15]. The approach relies on a five step strategy: a) 
collection of representative 24h composite influent wastewater samples, 
b) concentration determination of human biomarkers in the samples, c) 
calculation of daily loads, d) normalization of daily loads to the population 
served by the wastewater treatment plant (WWTP) and e) back calculation 
to total daily consumption. Each of the steps is affected by different 
uncertainty sources [4,16-18]. Uncertainty related to the concentration 
measurement step in real samples was estimated to be 1 - 34%, and 
depends, among others, on the analytical methodology and quantification 
strategy applied [18]. A best-practice standardization for the  
analysis of illicit drug in wastewater has been suggested in the work of  
Van Nuijs et al [9] where a multi-year inter-laboratory study allowed to 





Thus, helping to reduce the measurement uncertainty, an ever-searched 
goal in analytical chemistry. 
Raw influent wastewater is one of the most complex environmental 
matrices, containing potentially thousands of interfering chemical 
substances. Reliable quantitative analytical methodologies for the 
determination of human biomarkers often at trace-levels (ng/L) in such 
complex matrix are needed, but is challenging. Mass spectrometry (MS) is 
currently the method of choice for the determination of most human 
biomarkers in wastewater samples. However, well known problems 
related with sensitivity, selectivity and precision, all of them affected by 
matrix effect, are to be faced. Since wastewater may vary strongly and 
thus each sample (i.e. matrix) can be potentially different, the matrix-
matched calibration approach is not feasible. Therefore, high matrix 
effects are usually compensated by the addition of an Isotopically-Labelled 
Internal Standard (ILIS), ideally a labelled standard of the target biomarker. 
This approach is referred to as isotope dilution mass spectrometry (IDMS) 
and is known to yield the most accurate, precise and reliable results [19]. 
The classical approach in WBE and MS-based methods involves the 
construction of a calibration curve in solvent in which the ratio of 
analyte/internal standard signals is plotted against the concentration of 
standard, with a constant amount of ILIS added to samples and calibrators. 
This procedure is able to compensate for losses during sample 
pretreatment, matrix effect or instrumental drift, but can also be costly 
when many compounds need to be analysed i.e. ILIS of target compounds 
can be very expensive. In addition, the analysis, processing and integration 
of many standard lines can be time-consuming. As an alternative 
quantification method to calibration curve IDMS, Isotope Pattern 
Deconvolution (IPD) can be conducted. IPD is based on the alteration of 
the natural isotopologue abundances when a known amount of a labelled 
analogue of each analyte is added to a sample. For each substance, the 
isotopic abundances in the blend are a linear combination of those from 
the natural and from the labelled analogues. A deconvolution calculation 




based on multiple linear regression provides the concentration of the 
natural compound in each sample i.e. each matrix [20-22]. Calculation is 
readily done with any spreadsheet software without the use of any 
methodological calibration, thus reducing the use of ILIS and the total 
analysis time. IPD calculation approach has been tested for the rapid and 
reliable quantifications of different compounds in several complex 
matrices, such as urine [23-26], serum [27], food [28] and environmental 
samples [22, 29-32]. Recently, the power of IPD for the easy and accurate 
re-certification of vitamin D standards [33] has been demonstrated. 
In this study, an IPD quantification method has been developed for the 
determination of five illicit drugs and/or metabolites in wastewater. The 
aim of the present work is to demonstrate the performance of IPD in terms 
of accuracy (trueness and precision) and to illustrate its potential and 
interest as alternative quantification methodology for future WBE 
applications. In addition, to a standard method validation, results are 
compared with data obtained from the application of an in-house method 
based on IDMS using a calibration curve for concentration calculation. The 
probable dispersion of results is calculated and compared in terms of 
within-lab reproducibility and combined uncertainty, u(c). Furthermore, 
results are assessed and evaluated by means of the participation in an 
international inter-laboratory exercise. Finally, a rough estimation of the 
combined uncertainty to assess the whole overall uncertainty of illicit drug 
consumption through WBE model has been conducted. 
 2. EXPERIMENTAL SECTION 
 2.1 Study summary 
Daily composite raw wastewater samples were collected over seven 
consecutive days from six different locations. The samples were routinely 
treated in the lab and analysed on different days. Quality Controls (QCs) 





concentration levels before sample treatment. Samples for QCs 
preparation were selected among those collected in the middle of the 
week, where lower drug concentration was expected. After sample 
treatment, spiked concentrations in sample extracts were 2.5 µg L-1 (QC-L) 
and 20 µg L-1 (QC-H). Recoveries were calculated by subtracting the 
concentration found in the sample to the concentration in the 
corresponding QC (Equation 1). Thus, six recovery values were obtained 
for each QC (six different wastewater compositions, i.e. matrices), 
allowing to estimate uncertainty with a sufficient level of confidence in 
intra-lab reproducibility conditions. A selection of 5 illicit drugs and/or 
metabolites was agreed in accordance to previous studies on WBE. 
Selected compounds for the present study were: amphetamine (AMP), 
benzoylecgonine (BE), cocaine (COC), methamphetamine (METH) and  
3,4-methylenedioxymethamphetamine (MDMA). 
𝑅𝑒𝑐% =
𝐹𝑜𝑢𝑛𝑑 𝑄𝐶 𝐶𝑜𝑛𝑐.  − 𝐹𝑜𝑢𝑛𝑑 𝑢𝑛𝑠𝑝𝑖𝑘𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒 𝐶𝑜𝑛𝑐.
𝑆𝑝𝑖𝑘𝑒𝑑 𝐶𝑜𝑛𝑐.
 x 100 Eq. 1 
Analysis were conducted by LC-(ID)MS/MS and concentrations calculated 
by conventional calibration curve (CAL) and Isotope Pattern 
Deconvolution (IPD). 
Afterwards, uncertainty was estimated from recovery values expressed as 
percentage according to a procedure based in the Nordtest guide [34]. 
Parameters calculated were: individual recovery for each compound and 
QC sample (Rec), mean recovery value for each compound of the six QCs, 
relative standard deviation of the mean value (RSD) and combined 
uncertainty(u(c)) taking into account all sources of bias. See measurement 
uncertainty assessment section below for a brief explanation, and 
supplementary information (SI) for a detailed example of uncertainty 
calculation. 
Accepted limits for recovery were 70 – 120%. A limit of 30% (for 
comparison purposes) has been proposed for RSD and uncertainty in 
general. This limit is based on the Horwitz Curve [35], where the expected 




within laboratory reproducibility RSD is 30% for the µg L-1 range of 
concentration. 
A total of 30 individual results (6 spiked samples x 5 compounds) and 5 
mean results are obtained for each spiked concentration level (QC-L and 
QC-H). Previously to uncertainty assessment, outlier values were rejected 
using Hampel test. 
Furthermore, within the framework of the European collaborative 
research group SCORE, inter-laboratory studies have been organized to 
ensure high-quality analytical data in relation to the determination of illicit 
drug residues in wastewater used for WBE purposes [9]. Synthetic samples 
from this inter-laboratory comparison experiment, designed for the 
evaluation of the routine calibration curve-based method, were also 
determined by IPD and the results were sent for separate assessment. The 
inter-laboratory consisted in 3 tap water samples spiked with unknown 
levels of the target drugs (to be analysed three times each) and a control 
solution in MeOH (to be analysed five times). Accuracy of the method was 
assessed with z-score from the group’s mean value. 
2.2 Chemicals and materials 
Certified reference materials of AMP, METH, MDMA, COC and BE as well 
as their corresponding isotope-labelled analogues AMP-d6, METH-d5, 
MDMA-d5, COC-d3 and BE-d3 were purchased from Cerilliant (Round 
Rock, TX, USA). All standards were acquired as solutions in methanol or 
acetonitrile. 
Methanol (MeOH) HPLC, acetonitrile (ACN) HPLC, ammonium acetate and 
formic acid for LC-MS were acquired from Scharlau (Barcelona, Spain). 
Ultrapure water was obtained by purifying demineralised water (H2O) in a 
Milli-Q plus system from Millipore (Bedford, MA, USA). Oasis HLB 





Standard stock solutions of each non-labelled compound were prepared 
at 100 mg L-1 in MeOH or ACN. Stock solutions were used to prepare 
intermediate 10 mg L-1 solutions in MeOH or ACN and mixed to a 1 mg L-1 
working solution in MeOH by diluting with the appropriate solvents. 
Individual stock solutions of isotope-labelled compounds were prepared 
in MeOH or ACN at 10 mg L-1. A surrogate mixed standard solution at 100 
µg L-1 was prepared by volumetric dilution in MeOH/H2O 1:9 v/v. 
All standard solutions were stored in amber glass bottles at -20 ºC. 
Each working day, final calibration curve using mixed standards and 
surrogates where prepared by subsequent dilutions in MeOH/H2O 1:9. 
2.3 Instrumentation 
Characterization and determination of analytes were performed on an 
Acquity UHPLC system from Waters (Milford, MA, USA) interfaced to a 
Xevo TQS triple quadrupole mass spectrometer from Waters (Manchester, 
UK) equipped with a T-Wave and electrospray ionization interface 
operated in positive mode (ESI+). Chromatographic separation was 
achieved using an Acquity UPLC BEH C18 column (1.7 µm, 50 x 2.1 mm), 
also from Waters, at a flow rate of 0.3 mL minL-1 and 40 ºC. Sample 
manager was kept at 5 ºC. Mobile phase consisted of 5 mM ammonium 
acetate and 0.01% formic acid in H2O (phase A) and MeOH (phase B). The 
gradient of phase B applied was: initial conditions at 10%, linear increase 
to 90% in 3 min, 90% (3-3.5 min), 10% (3.6-6 min) for equilibration of 
column. 
Cone and desolvation gas (dry nitrogen) flows were set to 250 and 1200 L 
h-1 respectively. For operation in MS/MS mode, argon 99.995% (Praxair, 
Madrid, Spain) was used as collision gas, kept at 4·10-3 mbar and  
0.15 mL/min in the collision cell. Capillary voltage was 3.0 kV, source and 
desolvation temperatures were 150 ºC and 650 ºC, respectively, and dwell 
times of 0.01 s/transition were selected. 




All data were acquired using MassLynx v4.1 software (Waters, 
Manchester, UK) and processed using Masslynx and Microsoft’s Excel 
spreadsheet software. 
Table 1 shows the instrumental settings for MS/MS measurements 
needed for IPD. 




CV (V) CE (V) 
AMP 
136 > 119 
137 > 120 
20 10 
AMP-d6 
141 > 124 
142 > 125 
20 10 
BE 
290 > 168 
291 > 169 
40 20 
BE-d3 
293 > 171 
294 > 172 
40 20 
COC 
304 > 182 
305 > 183 
30 20 
COC-d3 
307 > 185 
308 > 186 
30 20 
METH 
150 > 119 
151 > 120 
40 40 
METH-d5 
154 > 121 
155 > 121 
40 40 
MDMA 
194 > 163 
195 > 164 
30 15 
MDMA-d5 
198 > 165 








2.4 Analytical procedure 
A slightly modified method previously developed and satisfactorily 
validated in the lab has been used [36]. Briefly, 100 mL four-fold diluted 
influent wastewater samples were spiked with a mix of isotope-labelled 
analogues (approximately 100 µg L-1 of AMP-d6 and 10 µg L-1 for the other 
labelled compounds) and passed through previously conditioned Oasis 
HLB SPE cartridges. Analytes were eluted using 5 mL of MeOH, extracts 
were evaporated to dryness and reconstituted in 1 mL of MeOH/H2O 1:9 
(v/v). A volume of 3 µL of the final extracts was finally injected in the 
UHPLC-MS/MS system. A calibration curve was prepared using 6 points 
plus blank in the range of 0.5 to 25 µg L-1 and compared with IPD 
methodology (see next section for a short explanation of IPD). The latter 
provides one result for each injected sample without the need of a 
calibration curve, avoiding as well processing and instrumental 
measurement steps. The mass spectrometry measurement of the analytes 
was adapted in order to apply IPD quantification (Table 1). The same 
sample extracts were quantified by both calculation methods and 
compared in terms of trueness, as percentage recovery of QCs, precision 
in terms of within-lab reproducibility RSD% (n = 6), and accuracy assessed 
as u(c). 
2.5 Quantification by isotope pattern deconvolution (IPD) 
Traditionally, the peak area ratio between two given masses (or transitions 
in MS/MS) in the spiked sample is measured to build the calibration curve. 
However, when the isotope-labelled analogue is added, the natural 
distribution of abundances of the analyte of interest is altered. The 
resulting isotopic composition in the sample after the spike is a linear 
combination of the natural and enriched compounds. IPD takes profit of 
this altered abundances in the blend i.e. sample mixed with the labelled 
standard [20]. 




In brief, the total abundance in the mix for any transition in the mass 
spectrum (𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖) can be calculated as a combination of two sources: the 
contribution of the natural compound (its abundance, 𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖, multiplied 





𝑆𝑅𝑀𝑖) Xnat + (𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖) Xlab.  Eq. 2 
In the case of n measured transitions in tandem MS this can be expressed 
in matrix notation as follows (Equation 3): 
  Eq. 3 
Where abundance values in the mix, 𝐴𝑚𝑖𝑥
𝑆𝑅𝑀𝑖, are experimentally measured. 
The matrix with the series of values𝐴𝑛𝑎𝑡
𝑆𝑅𝑀𝑖and 𝐴𝑙𝑎𝑏
𝑆𝑅𝑀𝑖 constitutes the 
reference abundance matrix and must be previously known. 
In the IPD approach, the whole or part of the isotope pattern presented in 
the mix is measured in the MS/MS instrumental system. Usually, three or 
four transitions are measured. Knowing the distribution of abundances in 
the natural and labelled compounds, the corresponding molar fractions 
can be calculated by multiple linear regression. As we have more 
parameters (transitions) than unknowns (molar fractions) an error vector 
is included in Equation 2. The best values of Xnat and Xlab are found by least 
squares minimization of the error vector “e”. This can be straightforwardly 
achieved with any spreadsheet software. (See SI for a detailed IPD model 





Finally, since the amount of labelled compound is known (𝑁𝑙𝑎𝑏), the 





  Eq. 4 
Hence, methodological calibration graph preparation and measuring is not 
needed. Quantification is directly conducted in the sample after one 
injection, leading to a cost and time savings. It requires, however, the full 
characterization of both compounds in terms of their isotopologue 
distribution of abundances and the exact concentration certification by 
reverse isotope dilution of the labelled compound standard solutions. Yet, 
this step only needs to be conducted once. Reference abundance of the 
equation matrix (Equation 2) can be theoretically calculated or 
experimentally measured. In the present work isotopologue abundances 
have been experimentally measured. 
2.6 Measurement uncertainty assessment 
Measurement uncertainty characterises the dispersion of the values that 
could reasonably be attributed to a measurement result, x ± u(c). In 
analytical chemistry, uncertainty is usually reported as the standard 
deviation calculated from within-laboratory reproducibility experiments. 
However, if measurement uncertainty also takes into account bias, 
uncertainty can reach values which may be a factor of 2 to 5 times higher 
than previously. This fact simply reflects a much better estimation of the 
real variation in the measurement as, in this case, u(c) represents all 
possible uncertainty sources [34]. For a method applied in a specific 
laboratory this means within-lab precision, u(RSD), and bias from a 
reference value, u(bias) (Equation 5). Estimation of this whole uncertainty 
makes the comparison of two results more suitably conducted. In the 
present work, 100% recovery is the reference value for bias uncertainty 
calculation. According to Nordtest Guide [34] for measurement 




uncertainty calculation, the sources of u(bias) are the bias root mean 
square (RMS, which includes the difference with respect to the reference 
value and the reproducibility of this difference), and the uncertainty of the 
reference value itself, u(Crec) (Equation 6). The later one originated by the 
uncertainties associated to the concentration (u(conc)) and quantity 
(volume, u(vol)) of spiked standard (Equation 7). u(conc) is calculated from 
the uncertainty of the certified standard applying error propagation in 
dilution steps, and u(vol) is calculated from the volumetric material 
tolerances in the lab. (See the u(c) model tab in excel file provided in SI for 
a detailed explanation). 
22 )()()( biasuRSDucu +=    Eq. 5 
22 )()( CrecuRMSbiasu +=   Eq. 6 
𝑢(𝐶𝑟𝑒𝑐) = √𝑢(𝑐𝑜𝑛𝑐)2 + 𝑢(𝑣𝑜𝑙)2  Eq. 7 
3. RESULTS 
3.1 Characterization of analytes 
Characterization of natural (AMP, BE, COC, METH and MDMA) and labelled 
compounds (AMP-d6, BE-d3, COC-d3, METH-d5 and MDMA-d5,) consisted 
in obtaining the reference matrix of isotopic abundances (Equation 2) as 
well as the determination of the exact concentrations of ILIS solutions. 
Four transitions per compound, two from the natural and two from the 
labelled analogue clusters, where used for quantification purposes (Table 
1). 
Isotopic abundances were experimentally obtained taking into account 





(around 10 transitions per compound). Suitable transitions were further 
selected beforehand by theoretical calculation of all possible transitions 
for each cluster, obtained using IsoPatrn software [38]. 
Concentrations of mixed labelled standard solutions (used for the spiking 
of samples) were certified by reverse isotope dilution (RID) analysis, which 
is based on the use of natural counterparts as reference for IPD 
calculations. Results of RID determinations were (535 ± 21) µg L-1 for AMP-
d6, (8.81 ± 0.08) µg L-1 for BE-d3, (10.75 ± 0.08) µg L-1 for COC-d3, (17.14 ± 
0.14) µg L-1 for METH-d5 and (12.81 ± 0.10) µg L-1 for MDMA-d5. 
3.2 Method performance comparison 
3.2.1 Interlaboratory study  
Yearly inter-laboratory exercises are carried out with 37 participant 
laboratories from 25 countries [9]. As part of the validation and 
assessment of the calibration quantification method, the data set of IPD 
was also sent in 2017 to check the validity of the method. It is, however, 
noteworthy that the set was not included into the official testing 
calculations. Clearly, both methods passed the interlaboratory exercise  
(z-scores < 2) for the three spiked tap water samples and the methanol 
control solution (Table 2). This exercise being a test of the reliability of the 
methods. In general terms, IPD provided slightly higher concentrations 
than the CAL method, making it closer to group means for BE and equally 
well performing for AMP, while CAL results for MDMA and METH were 
nearer the group means. Variable results were found for COC with respect 
to group’s mean. 
3.2.2 Recovery and RSD 
Comparison of both quantification approaches was carried out based on 
their performance in the determination of all 5 analytes in each QC 




samples. Here it is important to emphasize that the spiked wastewater 
samples were of different origin and that the matrix of each sample was 
non-identical. In fact, the composition can be very different as it can be 
affected daily by different weather conditions, industries, agriculture and 
population activities. Such conditions exemplify a strong test for the 
method accuracy. After Hampel test for outlier detection, a total of 56 
individual values (29 QC-L and 27 QC-H) for IPD and 55 (26 QC-LL and 29 
QC-H) for CAL were gathered. 
In general terms, IPD quantification provided higher recovery mean values 
for AMP, METH and MDMA, and lower for BE and COC than CAL (Tables 3 
and 4). Remarkably, IPD was able to correctly quantify COC and BE, which 
have been usually find at high concentrations in the samples of the present 
study and therefore recovery experiments tend to be exceptionally 
difficult, especially when spiking low concentrations of standards (QC-L). 
This fact makes IPD a promising method, sensitive enough to accurately 
quantify low spiked concentrations in high blank and complex matrix 
samples. Taking into account the mean recovery values across the 
different samples, IPD showed more accurate determination of the 
analytes than those of CAL, where a great number of individual results 
were observed outside the accepted limits. 
Following the accepted recovery results in typical validation studies, 
between 70 and 120%, IPD calculation shows only 20% of individual 
recovery values (11 out of 56) outside the range in comparison to the 56% 
(31 out of 55) in the case of CAL. Being COC, with 9 out of 10 results outside 
the limits, the compound showing poorer recoveries (Table 4). Moreover, 
no mean values were outside the accepted range for IPD while 6 (out of 
10) falls beyond the limits for the CAL method. One more time COC shows 


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Regarding precision, 2 (out of 10) RSD values higher than 30% were found 
for IPD whereas 6 (out of 10) falls outwards the limit for CAL method. Thus, 
IPD also showed a higher precision for the quantification, which makes the 
approach interesting and favourable for future applications. 
Table 4. Recovery values for individual determinations and mean values at two centration 
levels. For the mean values RSD are also shown. In red/bold those values outside accepted 
limits. (See text for a more detailed explanation). CAL quantification method. 
CAL 
AMP BE COC METH MDMA 
Rec% Rec% Rec% Rec% Rec% 
1-QC-L 101 148 172 54 72 
1-QC-H 42 111 157 53 69 
2-QC-L 108 - 204 76 104 
2-QC-H 69 85 165 84 108 
3-QC-L 78 143 190 44 78 
3-QC-H 64 137 184 56 80 
4-QC-L 76 - 108 112 100 
4-QC-H 92 124 193 95 102 
5-QC-L 0 - - 72 99 
5-QC-H 94 14 - 128 84 
6-QC-L 36 76 148 48 68 
6-QC-H 43 165 150 52 69 
Mean (RSD) % 
QC-L 67 (62) 122 (33) 164 (23) 68 (37) 87 (18) 
QC-H 67 (34) 106 (49) 170 (11) 78 (39) 85 (19) 








3.2.3 Combined uncertainty calculation and comparison 
Due to the high RSD values of method reproducibility observed, negligible 
effect of reference value uncertainty u(Crec) was expected on the final u(c) 
value (see Equations 5 - 7). Method bias (RMS), however, is highly affected 
by recovery and RSD values and would show the main bias contribution to 
the combined uncertainty. Anyway, all uncertainty sources were 
calculated at each concentration level for each compound and sample. 
Table 5 summarizes results about the sources of uncertainty estimated for 
both quantification methods used. 
Table 5. Combined, u(c), and individual sources of uncertainty for IPD and CAL 
quantification methods. In red/bold those values outside accepted limits. (See text for a 
more detailed explanation). 
Uncertainty (%) 
 IPD  CAL 
Uncertainty 
source 
AMP BE COC METH MDMA 
 
AMP BE COC METH MDMA 
  
u(c)-L 66 121 32 25 19  80 114 71 56 29 
u(c)-H 23 31 14 16 16   52 70 67 54 30 
RSD QC-L 52 89 21 10 9  62 33 23 37 18 
RSD QC-H 15 15 2 4 4  34 49 11 39 19 
u(bias)-L 40 81 24 23 17  51 96 67 41 22 
u(bias)-H 17 27 14 15 16   40 49 66 37 23 
RMS-L 39 81 22 21 13  50 96 67 40 20 




(*)u(conc) and u(vol) used to calculate u(Crec). This one and RMS used to calculate u(bias). 
See SI for a detailed u(c) model and example of calculation explanation. 






As it was expected u(Crec), the uncertainty associated to the reference 
value (100% recovery), is very low (11%). RMS (affected by the 
reproducibility of bias calculation) ranges from 9% to 81%, with 2 (out of 
10) values higher than 30% for IPD, and from 21% to 96%, with 8 (out of 
10) results higher than 30% for CAL. RMS stands for the highest 
contributor to u(bias) (see Equation 6), which in turn shows the same 
trends than RMS, as expected. 
Finally, for all cases, u(c) becomes significantly higher than RSD. A mean 
increase by a factor 2.5 was observed. However, as mean values for RSD 
and u(bias) for IPD are significantly lower than those values for CAL, u(c) 
for IPD is lower than u(c) for CAL. Specifically, after u(c) calculation, CAL 
methodology showed 9 of 10 results outside of 30% limit. On the other 
hand, for IPD, 4 of 10 results exceeded this reference value. Thus, u(c) 
reinforces IPD as a more accurate quantification method, with higher 
trueness and precision. 
In summary, IPD shows the higher trustworthy for all parameters 
associated to uncertainty. Calculation of u(c) definitely shows that CAL can 
generate highly uncertain results, whereas IPD quantification 
methodology significantly decreases that combined uncertainty, which is 
always advantageous. Specifically, in the context of assessing the 
effectivity of implemented measures to reduce the impact of illicit drugs 
consumption, decreasing the uncertainty is essential. Some works dealing 
with illicit drug consumption estimation through wastewater analysis have 
tackled the problem of the associated uncertainty [16,17]. A key paper by 
Castiglioni et al [18] integrally address uncertainties associated with the 
estimation of community drug use through wastewater analysis using 
questionnaires, interlaboratory studies and already published research 
data. All critical steps were considered. The following RSD values are 







biomarkers (u(BS)); 7−55% for the population size estimation (u(PE)) in a 
catchment, where a case by case study is recommended; 1-34% associated 
to the analysis of sewage drug biomarkers (u(BA)); and back-calculation 
estimation of use step uncertainty (u(EU), available only for cocaine, used 
as example) shows a RSD of 26%. 
Thus, one more step to assess the whole uncertainty of illicit drug 
consumption through WBE model can be taken forward. Assuming that 
the different steps are not correlated a combined uncertainty (u(NDC)) for 
the final normalized daily drug consumption in a given population 
(mg/day/1000 people) can be estimated through error propagation 
(Equation 8). As an example, common values from Castiglioni et al [18] are 
used to assess the uncertainty for COC consumption estimation through 
the wastewater analysis of the local WWTP of Castelló (Spain). In that 
work, 23 % is assigned to the population size uncertainty, u(PE). Results 
from the present work are used to estimate the biomarker analysis 
uncertainty, u(BA). The rest of the values (sampling, biomarker stability 
and estimation of use for cocaine) are directly taken up from the cited 
paper. Table 6 shows a comparison of u(NDC) values for IPD and CAL 
quantification methods. The effect of using values of RSD (within-lab 
reproducibility) or u(c) to assess the uncertainty associated to the 
biomarker concentration is also compared. 
𝑢(𝑁𝐷𝐶) = √𝑢(𝑆)2 + 𝑢(𝐵𝑆)2 + 𝑢(𝐵𝐴)2 + 𝑢(𝐸𝑈)2 + 𝑢(𝐸𝑃)2 Eq. 8 
RSD is the most widely used way to check measurement uncertainty in 
analytical chemistry. Using within-lab reproducibility obtained in the 
present work to estimate the uncertainty in biomarker analysis (u(BA) = 
RSD), the calculated values for u(NDC) fall around 40%, no matter the 
quantification method used, IPD or CAL, and concentration level (Table 6).  






Combined uncertainty, u(c), is a less widely used although more rigorous 
and suitable way to evaluate measurement uncertainty. Using u(c) to 
estimate u(BA), provides similar results for u(NDC) if IPD quantification 
method is applied. Values for low and high concentration QCs are 49% and 
40% respectively. However, if CAL quantification method is used, u(NDC) 
nearly doubles its values, which ranges close to 80%. This is in agreement 
with the higher u(c) values for CAL method compared to IPD. 
Table 6. Combined uncertainty of the normalized daily cocaine consumption in Castelló 
(Spain) estimated for IPD and CAL quantification methods. RSD and u(c) to calculate 
uncertainty associated to the biomarker analytical results, u(BA) are compared. 
 IPD  CAL 
 QC-L QC-H  QC-L QC-H 
 u(BA) u(NDC) u(BA) u(NDC)  u(BA) u(NDC) u(BA) u(NDC) 
u(BA) = u(c) 30 48 9 39  71 80 67 77 
u(BA) = RSD 21 43 2 38  23 44 11 39 
 
The recently established approach for monitoring illicit drug consumption 
in communities has several advantages. However, due to the different 
steps of the calculation model, the uncertainty of the last parameter 
(u(NDC)) can be high as it has been roughly observed in the present work. 
One of the main steps contributing to the final uncertainty is the analysis 
of the drug biomarker. Although current analytical methodology is widely 
regarded as reliable, higher accuracy would always be welcome. In this 
way, a simple change of data treatment -IPD quantification methodology- 
has been shown as a route to explore. IPD has been shown, one more time, 
as a fast and reliable method. Results are accurate, with higher trueness 
and precision, and no calibration curve preparation, process and 
measurement is needed. One sample injection produces one analytical 







Present work relates to the estimation of illicit drug consumption through 
wastewater analysis, however, IPD can be very interesting for future 
applications of WBE. As previously mentioned WBE is an emerging 
scientific research field and is being implemented to obtain 
complementary information on the community’s health and lifestyle 
habits, or environmental exposure [10, 15]. In this context, IPD emerges 
as a promising quantification strategy due to the features that have been 
shown: reliable, fast and, eventually, cost-effective. This is particularly 
interesting when a high number of samples need to be analysed for many 
biomarkers. 
4. Conclusions 
In this work, an IPD quantification approach was applied for the first time 
to the determination of illicit drugs in wastewater-based epidemiology 
(WBE) studies. An IPD method was developed by modification of an 
already developed and validated calibration curve-based isotope dilution 
mass spectrometry methodology. Amphetamine, benzoylecgonine, 
cocaine, methamphetamine and MDMA were selected as target analytes. 
A rough study of uncertainty was carried out for both quantification 
methods based on the performance in quality control analysis of routine 
WBE samples in 6 batches from different locations.  
Reliability of the methods were successfully checked through an 
international inter-laboratory study with z-scores < 2 for both methods. 
The proposed IPD methodology consistently showed better trueness 
results in terms of recovery percentage in QC analysis. The application of 
IPD quantification on the same QC sample extracts allowed to reduce the 
number of out-of-range recovery results (70-120%) from 31 to 11 out of 
60 total individual values, compared to calibration-based quantification. 






Although the presence of analytes on the samples employed to QC 
preparation produced additional difficulty in recovery studies, the average 
recovery percentages at high and low concentrations showed acceptable 
results between 70 and 120% for all compounds in the case of IPD. By 
contrast, most calibration average recoveries (6 out of 10) fell outside that 
range. 
On the other hand, recovery reproducibility and bias are significantly 
better for IPD quantification method, being bias reproducibility (RMS) the 
main factor affecting bias. As a general trend, values for IPD methodology 
are a half those for CAL. The later showing 8 out of 10 results higher than 
the proposed limit of 30%. 
As a consequence of the above, combined uncertainties (u(c)) for IPD were 
considerably lower than in calibration. This, in turn, resulted in lower 
uncertainty of normalized daily drug consumption (NDC), which is one of 
the main parameters of interest in WBE. 
IPD can be, therefore, very interesting for future applications of 
wastewater-based epidemiology, especially when high matrix effects 
hamper an accurate quantification. IPD is more accurate, faster and 
eventually cost-effective than calibration methods. It has been shown as 
an alternative to calibration-based methods, including matrix-matched 
calibration, and a route to explore for future applications. 
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QCs recoveries calculated for 6 selected samples. 2017 
Selected samples are spiked at two concentration levels. Afterwards, 
before and after fortification samples are analysed in the same run 
Table below shows calibration curve results 
Concentrations are in µg/L 
CAL 
Samples 
AMP   BE   COC 
Sample Spiked Found   Sample Spiked Found   Sample Spiked Found 
1-QC-L 6.67 2.5 9.19  51.64 2.50 55.33  18.75 2.5 23.05 
1-QC-H 7.29 20 15.74   51.91 20 74.05   21.25 20 52.66 
2-QC-L 0 2.5 2.7  70.6 2.5 78.7  15.6 2.5 20.7 
2-QC-H 0 20 13.8   74.5 20 91.5   17.1 20 50.1 
3-QC-L 1.2 2.5 3.16  2.69 2.5 6.26  1.1 2.5 5.86 
3-QC-H 0.99 20 13.86  3.17 20 30.65  1.39 20 38.22 
4-QC-L 0.7 2.5 2.6   53.2 2.5 51.2   18.8 2.5 21.5 
4-QC-H 0.8 20 19.2  57.6 20 82.4  26.2 20 64.7 
5-QC-L 0 2.5 0   63.57 2.5 46.33   27.2 2.5 35.63 
5-QC-H 0 20 18.8  55.84 20 58.65  21.92 20 37.92 
6-QC-L 0 2.5 0.9   31.8 2.5 33.7   9.3 2.5 13 
6-QC-H 0.1 20 8.7   20.2 20 53.1   7.6 20 37.5 
 
  








  METH   MDMA 
  Sample Spiked Found   Sample Spiked Found 
1-QC-L  0.08 2.5 1.43  0.75 2.5 2.55 
1-QC-H   0.06 20 10.59   0.79 20 14.65 
2-QC-L  0.2 2.5 2.1  1.4 2.5 4 
2-QC-H   0.2 20 16.9   1.5 20 23.1 
3-QC-L  10.61 2.5 11.7  0.43 2.5 2.39 
3-QC-H  11.51 20 22.67  0.49 20 16.4 
4-QC-L   1.4 2.5 4.2   1 2.5 3.5 
4-QC-H  2.5 20 21.5  1.3 20 21.6 
5-QC-L   0 2.5 1.8   0.45 2.5 2.92 
5-QC-H  0 20 25.61  0.56 20 17.44 
6-QC-L   0 2.5 1.2   0.6 2.5 2.3 
6-QC-H   0 20 10.4   0.4 20 14.2 
Outliers 
Hampel test to chek for outliers based on deviation from sample median. 
Recovery values with Hampel score, H, higher than 3 are eliminated 
CAL Samples 
AMP   BE 
Rec% Desv H Elim   Rec% Desv H Elim 
1-QC-L 101 24 0.6 101  148 2 0.0 148 
1-QC-H 42 24 0.7 42   111 7 0.2 111 
2-QC-L 108 31 0.8 108  324 179 3.4  
2-QC-H 69 2 0.1 69   85 32 0.8 85 
3-QC-L 78 1 0.0 78  143 2 0.0 143 
3-QC-H 64 2 0.1 64  137 20 0.5 137 
4-QC-L 76 1 0.0 76   -80*       
4-QC-H 92 25 0.7 92  124 7 0.2 124 
5-QC-L 0 77 1.9 0   -690*       
5-QC-H 94 27 0.8 94  14 103 2.7 14 
6-QC-L 36 41 1.0 36   76 69 1.3 76 
6-QC-H 43 24 0.7 43   165 47 1.2 165 
Median-L 77 27    145 36   







CAL Samples COC   METH   MDMA 
 Rec% Desv H Elim   Rec% Desv H Elim   Rec% Desv H Elim 
1-QC-L 172 9 0.2 172  54 9 0.4 54  72 17 0.8 72 
1-QC-H 157 4 0.2 157   53 17 0.7 53   69 13 0.7 69 
2-QC-L 204 23 0.5 204  76 13 0.6 76  104 15 0.8 104 
2-QC-H 165 4 0.2 165   84 14 0.5 84   108 26 1.4 108 
3-QC-L 190 9 0.2 190  44 19 0.9 44  78 10 0.5 78 
3-QC-H 184 23 0.9 184  56 14 0.5 56  80 2 0.1 80 
4-QC-L 108 73 1.8 108   112 49 2.4 112   100 11 0.6 100 
4-QC-H 193 31 1.2 193  95 25 1.0 95  102 20 1.0 102 
5-QC-L 337 156 3.8     72 9 0.4 72   99 10 0.5 99 
5-QC-H 80 81 3.2   128 58 2.3 128  84 2 0.1 84 
6-QC-L 148 33 0.8 148   48 15 0.7 48   68 21 1.0 68 
6-QC-H 150 12 0.4 150   52 18 0.7 52   69 13 0.7 69 
Median-L 181 28    63 14    89 13   
Median-H 161 17    70 17    82 13   
*Analytical artifact. Found concentration after spiking lower than native 
concentration in sample 
U(c) model 
Experimental 
A 6 working day period were used to check the performance of the 
analytical method. Each day seven wastewater samples (different city) and 
two QCs were prepared and analysed: 
 - one at low concentration, ca. 2.5 ppb. 
 - one at high concentration, ca. 20 ppb. 
QCs were prepared by spiking two randomly choosen samples from each 
batch. The matrix, wastewater, were regarded the same for the purpose 
of the present study. Thus, for each spiking level 6 replicates were 
generated (reproducibility). 






Recovery and relative standard deviation (RSD) from that reproducibility 
assay were calculated. Solutions (including standards) were prepared by 
volume dilution. External calibration curve (CAL) and Isotope Pattern 
deconvolution (IPD) calculation methods were compared. 
Model for measurement uncertainty calculation 
Nordtest, Handbook for Calculation of Measurement Uncertainty in 
Environmental Laboratories, (2012) 
Combined uncertainty, u(c), for each quantification method and 
concentration level were calculated. Laboratory RSD (reproducibility) is 
combined with estimates of the method and laboratory bias. The bias is 
estimated from the 100% recovery. 
𝑦 = 𝑚 + 𝑢(𝑟𝑎𝑛𝑑𝑜𝑚 𝑒𝑟𝑟𝑜𝑟) + 𝑢(𝑏𝑖𝑎𝑠) 
m: expected value of y 
u(y)2 = u(bias)2 + u(random error)2 [combined uncertainty, u(c)] 
u(bias)2: the estimated variance of method bias and laboratory bias. 


























u(Rw): is the intra-laboratory reproducibility standard deviation for "n" 
replicates. RSD(%) 
u(bias): bias reproducibility against a reference (RMS) and reference 
uncertainty u(Crec). Reference = 100% recovery 
RMS: root mean square of the bias of the "n" replicates 
u(Crec): uncertainty of the standard used to spike and recovery calculation 
u(conc): uncertainty of the concentration of the standard 
u(vol): uncertainty of the quantity spiked (volume o mass) 
Ac: laboratory tolerance for volumetric material or balances accuracy 
R: laboratory tolerance volumetric material or balances repeatability 
U(c) calculation 
QCs recoveries calculated for 6 selected samples. 2017 





Bias calculated as the diference from 100% recovery. 
Combined uncertainty, uc, calculated from recovery experiments 
accordind to the Nordtest Guide. See U(c) Model section. 
  

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Isotope pattern deconvolution (IPD) is an alternative approach of classical 
isotope dilution mass spectrometry methods, which are based on natural-
to-labelled area ratios to build the calibration curve. In IPD, the natural 
distribution of abundances of the analyte of interest are altered by adding 
the corresponding isotope-labelled analogue and then multiple linear 
regression is used to mathematically deconvolute the resulting combined 
distribution of abundances to obtain the molar fractions. Briefly, the 
abundance in the mix (ASRMimix), measured after the spike of labelled 
analogues to the natural occurring analytes, is a linear combination of the 
natural (ASRMinat) and labelled (ASRMilab) compound abundances. In the case 
of n measured transitions in the tandem mass spectrometry and using a 















































Where an error vector (eSRMi) has to be included in order to solve the 
equation system. Then, multiple linear regression is applied to minimize 
the error vector and to obtain the molar fractions (Xnat and Xlab 
respectively) that fit better the measured abundances in the mix. 
Calculations can be conducted easily and automatically by any 
spreadsheet. Finally, as the amount of labelled compound (Nlab) added to 












As it can be seen, no methodological calibration is needed for the 
quantification and one injection produces one result. It requires, though, 
performing a full characterization of both compounds in terms of their 
isotopomer distribution of abundances and the certification by reverse 
isotope dilution of the labelled standard solutions. 
IPD refecence matrix 
Experimental determination of reference matrix abundances 
First step. The reference matrix can be theoretically calculated with the 
available software, or be determined experimentally. In this study, 
experimental abundances were used. After optimization of fragmentation 
conditions, a product scan is performed for each precursor ion of the 
observed cluster in order to select all the measurable products of each 
precursor, thus obtaining all the possible transitions of the full MSMS 
cluster. Measurement of those transitions of natural and labelled 
compounds are carried out five times each to obtain the reference 
matrices. 






















307 > 183 0.0003 
307 > 184 0.0035 
307 > 185 0.8385 
308 > 184 0.0003 
308 > 185 0.0649 
308 > 186 0.0924 
 
Resulting reference matrix for Cocaine 
m/z Natural Labelled 
304>180 0.0002   
304>181 0.0017   
304>182 0.8172   
304>183 0.0001   
305>181 0.0002   
305>182 0.0728   
305>183 0.1077   
307 > 183  0.0003 
307 > 184 
 
0.0035 
307 > 185  0.8385 
308 > 184  0.0003 
308 > 185  0.0649 
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La espectrometría de masas es, sin duda, una de las herramientas más 
potentes en el campo de la química analítica, tanto para análisis 
cuantitativo como cualitativo. Proporciona información veraz y precisa a 
muy bajas concentraciones. La gran capacidad de identificar compuestos 
desconocidos asociada a la alta resolución (HRMS) ha dado un nuevo auge 
a la química analítica cualitativa, aunque, por motivos obvios, siempre será 
necesario poder cuantificar. 
Los problemas asociados a las medidas analíticas son bien conocidos. 
Deriva instrumental, efecto matriz, falta de selectividad provocada por las 
interferencias, recuperaciones no cuantitativas o pérdidas de analito 
durante el proceso de medida química son algunos ejemplos y, en su 
mayoría, minimizables mediante IDMS. Su uso, ampliamente extendido en 
química analítica, se basa en la naturaleza multi-isotópica de la mayoría de 
elementos, que presentan idénticas propiedades químicas, aunque 
diferente respuesta en el espectrómetro de masas debido a su diferente 
masa. 
La adición a la muestra del compuesto de interés marcado altera la 
composición isotópica del analito, lo que permite emplear la metodología 
de cálculo IPD, basada a su vez en la medida de abundancias. Una vez 
hecha la mezcla, el equilibrio isotópico se alcanza rápidamente en 
muestras líquidas y la proporción entre compuesto natural y marcado ya 
no varía. La medida de abundancias es relativa y, por tanto, las posibles 
pérdidas o etapas no cuantitativas durante el tratamiento de muestra no 
afectan a la cuantificación. El resultado tampoco está afectado por la 
deriva instrumental y, en ausencia de efecto isotópico, se corrige el efecto 
matriz en la medida instrumental. 
Cabe resaltar que, mediante IPD, se evita la preparación, el procesamiento 
y la medida de curva de calibrado. Para cada muestra, una medida 





exacto y preciso, el resultado que genera es directamente trazable a la 
cantidad de materia del SI, el mol, y es considerado como un método de 
elevada calidad metrológica. 
IPD representa una alternativa de cálculo hoy en día infrautilizado, 
probablemente por la aparente complejidad del cálculo matemático y por 
la dificultad de encontrar patrones marcados. Los cálculos asociados, en 
realidad, no son más complejos que los implicados en un ajuste por 
mínimos cuadrados y son fácilmente automatizables una vez elaboradas 
las hojas de cálculo. Por otro lado, el trabajo extra de obtener las 
abundancias de la matriz de referencia y la recertificación de la 
concentración del patrón marcado es escaso, solo es necesario llevarlas a 
cabo la primera vez. La tarea de comprobaciones periódicas de su validez 
no es diferente de la necesaria para los patrones naturales. Una primera 
observación general es, pues, que siempre que se disponga de patrones 
marcados, la rapidez y la fiabilidad de los resultados compensa el poco 
trabajo extra necesario para comenzar. 
A modo de conclusión, la presente tesis muestra la extensión de 
aplicabilidad de la metodología de cálculo de deconvolución de perfiles 
isotópicos, basada en la espectrometría de masas de dilución isotópica, a 
muestras de alta complejidad analítica como son orina, suero y aguas 
residuales. 
Además, su desempeño es no solo comparable a los métodos basados en 
calibrado con patrón interno, sino que en la mayor parte de los casos 
proporciona mejoras en la exactitud y precisión de los resultados. 
Atendiendo a los artículos científicos presentados como parte de los 
capítulos anteriores, se extraen las siguientes conclusiones específicas: 
1. El estudio de las incertidumbres asociadas a la determinación de 
testosterona en 6 muestras de orina mediante distintos métodos 
de cuantificación indica una similitud de resultados entre IPD y 





calibrado no ponderado. Similares resultados se obtuvieron 
mediante un ejercicio inter-laboratorio, siendo IPD el método con 
menor incertidumbre. 
2. Los parámetros que más contribuyen a la incertidumbre analítica 
en calibrado con patrón interno son los parámetros de regresión 
(pendiente y ordenada en el origen), mientras que en IPD es el 
volumen de disolución de patrón interno, cuya incertidumbre 
puede reducirse mediante adiciones gravimétricas. 
3. La metodología IPD se amplió satisfactoriamente a los cuatro 
principales esteroides androgénicos endógenos, con LOQs por 
debajo de los niveles habituales en adultos e incertidumbres 
combinadas por debajo de los límites requeridos por la WADA, 
excepto para la androsterona. 
4. En algunas ocasiones, los estándares adquiridos para su uso en 
laboratorio presentan certificaciones inadecuadas, incompletas o 
erróneas. Es necesario re-certificar dichos estándares frente a 
materiales de referencia certificados. IPD y RID se han mostrado 
como herramientas rápidas y fiables para esta finalidad. 
5. Toda disolución estándar utilizada en estudios de cuantificación, y 
en especial en IPD, ha de ser comprobada y re-certificada 
periódicamente frente a materiales de referencia. De esta manera 
se pueden detectar posibles degradaciones del estándar, así como 
corregir la evaporación de disolventes. 
6. La cuantificación por IPD se aplicó por primera vez a muestras de 
suero para la determinación de estrógenos, proporcionando 
resultados comparables a los de calibrado con patrón interno y 
cumpliendo con la guía de validación de la EMEA. 
7. La comparación de ambos métodos basados en LC-MS/MS 





en la comparación de éstos frente a técnicas de inmunoensayo se 
observaron desviaciones en los resultados, en concordancia con la 
creciente preocupación de reevaluar dichas técnicas. 
8. Se aplicó por primera vez IPD a muestras de aguas residuales para 
la determinación de drogas de abuso bajo el marco de la 
epidemiología basada en aguas residuales, proporcionando 
características analíticas adecuadas según las referencias 
habituales de precisión y exactitud, además de validarse mediante 
un ejercicio inter-laboratorio. 
9. El estudio de resultados de análisis de muestras de control de 
calidad mostró un menor número de valores anómalos al 
cuantificar con IPD que al emplear calibrado con patrón interno, 







Como se ha visto, la aplicación de IPD a muestras de muy diferente 
naturaleza supone una alternativa a los métodos convencionales basados 
en calibrado, con la ventaja de su rapidez y coste reducido. Sin embargo, 
los métodos presentados son tan solo algunas de las ideas consideradas 
durante la elaboración de esta tesis. IPD es una herramienta potente y 
versátil que podría ser empleada en el futuro en muchos otros campos. A 
continuación, se presentan una serie de líneas de trabajo y de mejoras de 
las presentadas aquí que podrían constituir el futuro desarrollo de la 
metodología IPD: 
o Aplicación de IPD a la determinación directa de glucurónidos de 
esteroides, reduciendo el tratamiento de muestra a la técnica de 
dilución e inyección (dilute-and-shoot) y permitiendo la 
determinación de los dioles no ionizables de forma libre mediante 
interfase ESI en LC-MS/MS. Utilización de IPD para estudios 
longitudinales acordes al pasaporte biológico (ABP). 
o Determinación de metabolitos de vitamina D en suero mediante IPD, 
incluyendo aquellos de especial interés para aplicaciones clínicas y de 
diagnóstico. 
o Ampliación del método IPD desarrollado para la determinación de 
drogas en aguas residuales a un abanico más amplio de drogas de 
abuso, incluyendo cannabis (mediante el metabolito THC-COOH), 
morfina y heroína, entre otros. 
o Cuantificación por IPD de las nuevas sustancias psicoactivas 
detectadas en aguas residuales durante la monitorización mediante 
estudios no dirigidos. 
o Estudiar la posibilidad de aplicación de IPD en equipos de 
espectrometría de masas de alta resolución (Q-TOF u otros) para 
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