The World Wide Web provides an unprecedented opportunity for widespread access to health-care applications by both patients and providers. The development of new methods for assessing the effectiveness and usability of these systems is becoming a critical issue. This paper describes the distance evaluation (i.e. 'televaluation') of emerging Web-based information technologies. In health informatics evaluation, there is a need for application of new ideas and methods from the fields of cognitive science and usability engineering. A framework is presented for conducting evaluations of health-care information technologies that integrates a number of methods, ranging from deployment of on-line questionnaires (and Web-based forms) to remote video-based usability testing of user interactions with clinical information systems. Examples illustrating application of these techniques are presented for the assessment of a patient clinical information system (PatCIS), as well as an evaluation of use of Web-based clinical guidelines. Issues in designing, prototyping and iteratively refining evaluation components are discussed, along with description of a 'virtual' usability laboratory.
Introduction
With the increasingly widespread use of the World Wide Web for health applications, the development of effective methods for evaluating their effectiveness and usability is becoming critical. Designing evaluations in health informatics can be difficult but becomes even more challenging when it involves evaluation from a distance. Given the increasingly distributed nature of current systems, this may include assessment of information resources accessed from various locations ranging from the clinic to the home. In this paper, we describe a framework for designing evaluations directed at assessing use of Web-based information systems by both patients and providers. Illustrations will be provided in the context of the assessment of several systems, including PatCIS, a patient clinical information system (developed at Columbia University) as well as an assessment of the use of Web-based clinical guidelines by physicians.
The effects of changes being brought about by emerging technology, including Internetbased information resources for patients, must be considered in relation to patient understanding and provider therapeutic goals. In order to develop individualized, context-sensitive information systems that will end up being useful for physicians and patients, we must be able to evaluate how that information is understood, who is trying to understand it, and what problems occur in its comprehension and application. We have been involved in cognitive studies of reasoning and comprehension of medical information by both lay people and health-care professionals. Currently, this work has been extended to evaluation of the use of Webbased information resources to assess their usability and impact on health care. We are applying approaches to evaluation that borrow from advances in a number of areas, including cognitive science and the emerging field of usability engineering [1] . The objective is to develop a coherent framework for understanding the effects of advances in health-care information technology, in particular telemedicine.
The evaluation of Internet-based technologies, especially those designed for use by a wide range of users (i.e. both health professionals and lay people), raises a number of issues that go beyond conventional evaluations typically undertaken in medical informatics. These include: (1) determining the extent to which the end user's view of the system differs from that of the designers and how potential 'mismatches' influence system effectiveness, especially as the range of users becomes increasingly varied; (2) going beyond assessment of user satisfaction to consideration of how the user's interaction with the system changes over time and how use of such technology changes the interaction between patients and health-care professionals; (3) characterizing the impact of systems on reasoning and thought processes as a result of continued use; and (4) identifying technical and methodological issues for performing evaluations remotely.
A number of studies have investigated the use of Internet-based information systems by health-care providers and described development of evaluation instruments (typically questionnaires) for assessing their use of information technology [2, 3] . However, an indepth understanding of the effects of use of the WWW in providing providers and patients with access to their medical data necessitates new approaches to evaluation. As health care rapidly moves towards widespread distribution of medical information via the WWW, such an understanding will become increasingly important. Over the past decade, we have worked on developing an integrated set of methods for evaluating the use and impact of information systems in health care [4] . This has included development of techniques for laboratory study of end users (in particular, video-based usability testing) that we are extending to the naturalistic study of technology use in settings such as clinics and doctor -patient interviews. Our work in the evaluation of systems has been motivated by a number of considerations including the observation that the majority of evaluations in medical informatics have focused around measurement of outcomes (e.g. the effect of the use of a computer system on number of pre-specified outcome measures) with far less work being conducted on examining the effects of systems on the critical processes involved in health-care decisionmaking and reasoning. In addition, conventional assessment methods (such as exclusive use of questionnaires, or feedback forms for Web-based applications) have a number of limitations, including the reliance on users' recall of their previous experiences in using systems. It has been our experience that new approaches to evaluation are required to understand more fully the impact of the WWW as a new medium for access to health-care information. To address these issues, we have conducted a number of system evaluations in health care based on principles of cognitive task analysis.
Cognitive task analysis aims to characterize the decision-making of subjects of varying levels of expertise as they perform tasks involving information processing, for example, a physician entering a diagnosis into a computerized patient record system, or a patient interpreting information provided by a health-related Web site. In our laboratorybased studies, we have video-and audiotaped users' interactions with a variety of computer systems. The approach typically involves having subjects (e.g. patients or physicians) 'think aloud' as they interact with the system under study. The studies typically involve video recording of all user interactions (including all computer screens) and coding of the resulting video-and audio recordings using methods that we have adapted from both the study of medical reasoning and the study of human -computer interaction [4] . Based on this approach, we have been able to characterize the effects of use of health information systems on physicians' decision-making and interaction with patients. For example, we have found that small changes in the structure of information presented in information systems can strongly guide and alter physicians' basic reasoning and decision making strategies, as well as their requests for information when interviewing patients [5] . Related work we have conducted has involved a study of lay reasoning of patients as they interact with information technologies over the WWW. This has included a combination of methods, including video recordings of user -system interactions and follow-up interviews with end users.
In this paper, we describe our recent extension of this line of work to the development of assessment methods for evaluating healthcare systems at a distance, i.e. 'televaluation' of emerging health-care information technologies. It is argued that as the technology we assess changes (invariably becoming more advanced), so must our methods for tracking use of these systems in order to assess their impact. In addition, we feel that it is critical to evaluate technology in the user's real-life setting, in the context of other competing cognitive tasks and processes, in order to assess its full impact on decision-making and reasoning. The overall approach described in this paper attempts to integrate the advantages of a number of techniques, including strategic scripting and presentation of on-line questionnaires and Web-based forms to assess use of systems as close to the point of care as possible. In addition, we have extended our video-based usability testing and recording of end users to application across the WWW, with the objective of moving usability engineering and assessment from the laboratory to the real-world.
Evaluation objectives
In this paper, we describe work on the development and integration of evaluation instruments specifically designed for assessing interaction with Web-based information systems in health care. We will also describe a working model for conducting 'televalua-tions' from a remote site. As in conducting other types of evaluations in medical informatics [6] , the first step involves determining the objectives of the evaluation. Much of our current work focuses around evaluation of effects of Web-based clinical information systems designed to provide access to medical data and advice (based on guidelines) to both patients and providers. Specific questions we seek to answer regarding our investigation of these types of Web-based clinical information systems include the following:
How To address these questions, we have been involved in refining a number of evaluation instruments for obtaining baseline user profiles and then specifically addressing the issues raised above. This has also involved working with system design teams in refining system content, based on feedback from our evaluations in an iterative design cycle (driven by our formative evaluations). For example, we have iteratively modified the user interface of patient record systems (during the system design phase) based on the results of usability testing involving analysis of real user -system interactions. We have recently extended this to development of on-line questionnaires and forms scripted to appear at the point of use in order to capture context-sensitive information about the use of systems, which can be used in refining and improving these systems. The complexity of designing evaluations that address the above issues requires an integrated approach to both data collection and analysis. By emphasizing a methodological approach that continually takes advantage of the latest technological advances and a theory-based approach from cognitive science, evaluations can be designed that go beyond collection of conventional usage statistics and questionnaires.
Cognitive science provides theoretical frameworks from which our methods in the study in medicine have been drawn [7] . Cognitive science is an interdisciplinary endeavor that builds on several areas of research, including cognitive psychology, computer science, linguistics, anthropology and artificial intelligence. Our initial work in applying cognitive science to the study of medicine focussed on characterizing the nature of expertise in medical reasoning and decisionmaking and has included an examination of text comprehension and the representation of knowledge by health-care workers of varying levels of expertise [8] . We have extended this work to the study of reasoning by patients [9] as well as extending the methodological approach taken to examination of the effects of use of information technologies on healthcare decision making and reasoning. Methods that we have borrowed from cognitive psychology and incorporate in much of our work include a collection of 'think aloud' protocols from subjects as they interact with systems to solve complex tasks. We have employed a number of methods for analyzing this type of data (consisting of both audio and video recordings) using principled approaches to the analysis of process data from cognitive psychology and also the study of human discourse [10] . In borrowing from cognitive science, we emphasize a study of the processes involved in using systems, to complement more traditional outcome based measures and results from questionnaire based data. Such an integrated approach will be needed to address the critical issues in evaluation raised above.
Methodological components
The evaluations that we have developed and are currently employing involve several methods of on-line data collection (e.g. recording of patients' usage of Web-based systems accessed from home), telephone interviews with users and in-depth video analysis of subjects using the system under study [6] . We feel that a multi-method approach is often needed in order to adequately address the multiple objectives typical of our evaluations. From our prior evaluation experiences, we have found that individual methods alone can provide valuable information (e.g. logging of user interactions, questionnaires, or interviews, etc.), but in order to gain an in-depth understanding underlying the use of a system, more than one complementary method may be required [11] . Fig. 1 depicts an overview of the evaluation methods that we are using, and these are described below.
On-line questionnaires in the study of the use of Web-based systems
For assessing the usability of Web-based systems, deployment of on-line questionnaires has been one of the most widely used approaches in evaluation of system use. However, questionnaires have a number of limitations, including their reliance on users' recall of their interaction with a system when presented with questionnaires after a duration of time, and the low usage of 'voluntary' feedback forms, designed to provide Web-site developers with suggestions and comments. In this section, we describe the work that we have done in developing and extending application of on-line questionnaires and on-line Web-based forms to overcome some of these limitations for two objectives: (1) to collect baseline information about usage of systems, and then to present follow-up questionnaires, timed to appear over the Web over at key points during the period of an evaluation (e.g. after a specified number of logins, or invocations of a system function by a user); and (2) to design and deploy short forms/ questionnaires to collect very specific usage information (timed to appear as close to the time of use of a system as possible, e.g. at invocation of on-line guidelines at the point of care).
As an example, for our study of the use of PatCIS (a patient information system available over the WWW that allows patients to view and enter their own patient data over the Web [12] ), several on-line questionnaires were developed using HTML (the standard hypertext markup language for developing Web applications). PatCIS was designed to handle presentation of questionnaires to subjects at login by invoking a function that determines if the user (i.e. the patient) has any outstanding questionnaires to fill out (which are presented to the user after login but prior to entering PatCIS, as described in Ref. [12] ). The baseline questionnaire scales (presented to all users on their initial login) focus on assessing several major aspects of patient care and patient interaction with clinical information systems (see Fig. 2 , for examples of the scales described below), including the following:
User Demographics: Items regarding demographics of users of the system under study include standard questions about their age, sex, and educational background. This questionnaire is typically filled out at the beginning of the evaluation (upon first login by the user to the system being evaluated) to obtain basic demographic information. Relationship with Health Care Providers: This questionnaire contains items to assess patients' interaction with health-care professionals, including who they interact with and how often. Subsequent to an initial baseline presentation of this questionnaire, patients beginning to use an information system may also be asked whether they perceive their interaction with health-care professionals as changing (using a five-point scale ranging from 'no change' to 'considerable change').
Expectations About System Use: The objective of this questionnaire is to assess users' expectations about the computer system under study, prior to actually interacting with the system. For example, this type of questionnaire was presented to patient users at the beginning of our study of PatCIS to assess the extent to which patients believed that use of the system would affect how they manage their illness (on a five-point scale, ranging from 'considerable change' to 'no change'), as well as how willing they were to use the system. A modified version of the questionnaire was presented to subjects later in the study to determine how subjects' expectations compare to their perceived experience. In addition, we are investigating to what extent the results of this questionnaire can predict (along with the results of the questionnaire on computer literacy, described below) how subjects may fare in interacting with innovative health-care technology. Prior Computer Experience: The accurate assessment of prior computer experience is an important aspect in understanding users' interactions with innovative information systems. Questions regarding prior use of computers are typically given at the beginning of our evaluations to determine the subject's level of computer literacy. For example, in our study of PatCIS, analyses were conducted to see how patients' level of prior computer experience predicted the use and problems encountered in learning and using patient clinical information systems. Scales were designed to assess how often the patient uses a computer, when he/she first started using a computer, and what type of computer systems (e.g. IBM-compatible systems running Windows, or Mac) and programs (e.g. word processing, email, etc.) are typi- cally used. The questionnaire also contains an item asking patients to indicate how computer literate they perceive themselves with regard to computer use (on a fivepoint scale). This questionnaire is filled out once at the beginning of the evaluation, to obtain baseline data on patients' computer experience and literacy (a portion of this questionnaire is given in Fig. 2 ). In addition to providing questionnaires over the Web to obtain baseline information about users at the start of a study, we have also deployed questionnaires to users at different key points throughout the course of study of their interactions with health-care systems. For example, in our evaluation of PatCIS, approximately 9 months from the start of the study, we emailed all subjects who had signed up to participate a questionnaire ( Fig. 3 illustrates several of the scales in this questionnaire) regarding their use of the system. Email was employed in this study as some of the subjects were no longer regular users of the system, but all could be reached by email. As will be described, the results from this type of questionnaire can provide insight into explaining the pattern of usage that may be obtained from the logging of user interactions. The questionnaire items include the following:
Use of System Functions: Subjects are asked to indicate which functions they used and which they had not (along with a text entry box for them to indicate any comments). In addition, subjects were asked to indicate how often they used the system and from what locations. Usability Problems: The intent of this questionnaire is to obtain information about problems users may be encountering in interacting with an information system (i.e. problems in performing tasks that the system is designed to accomplish and general usability issues). The questions are based on standard usability scales for assessing user interfaces [13] and also contain text-entry boxes where subjects can enter their responses to the following questions: What features do you like? What features don't you like? What new features would you like? Were the reminders, alerts and guidelines provided helpful? What other types of on-line resources do you think would be useful? Users are also able to enter text-entry boxes to elaborate on any of the features and issues raised by the questions. Our prior work has indicated that questionnaire data on usability alone may not provide sufficient information for determining how specifically to improve system and interface design [6] . Therefore, the results of this type of questionnaire should ideally also be complemented by other assessment instruments described below. In our current studies, we typically email the questionnaire to all participants in a study, including those who do not end up adopting use of a system, in which case, it is important to obtain information about why long-term use of a system is not adopted.
In our most recent work, we are using a variation of on-line questionnaires by presenting users with short Web-based forms that are triggered to appear at the time of specific interactions with systems. The objective is to assess the usage of system features and to assess how successful information systems are in meeting user needs in the context of specific uses of the system. For example, as will be described in detail in Section 4 on examples of our evaluations, we are currently collecting data on physicians' use of on-line clinical guidelines at the point of care. As a baseline, we are collecting usage statistics (using a tracking system we have developed that is described below, known as CHECK-POINT) on which guidelines are accessed and how often. While this is invaluable information, it does not tell us if the physicians are finding the guidelines useful, or whether such guidelines are applicable to their particular clinical situation. To address this, we have also developed brief questionnaires (i.e. deployed as Web-based forms) that appear at the time a user (e.g. a physician or patient) invokes a particular feature of a system over the Web (these forms are scripted to appear using a Perl program that triggers their invocation). As an example (described in detail below), we wished to determine in which situational contexts physicians access clinical guidelines from a particular site, i.e. guidelines from the American College of Physi- cians -American Society for Internal Medicine (ACP -ASM). When physicians select ACP -ASM guidelines to view over the Web, a brief questionnaire immediately appears prompting them to select (from a menu) their location and context of system use (e.g. currently with a patient or not). After submitting the form, they are then redirected to the guideline. As will be described later, we are currently using this approach to collect detailed information about particular user interactions (correlated with other information such as records of browsing) that would be otherwise impossible to obtain or infer from usage logs.
On-line commenting facility
In our evaluation of systems such as Pat-CIS, end users (e.g. patients or physicians) are able to email any comments or concerns to the evaluators, and email is used by the evaluators to send messages to any patient subjects. Typically, subjects, at any time while using the system, can evoke a 'mail-to' function to directly send comments to the evaluators, as they occur to the subjects while using the system. Although subjects may be encouraged to send this type of comment, its use is typically infrequent (as is the filling out of voluntary 'feedback forms', which are available at most web sites). Thus, users also need to be probed for their comments (using questionnaires and interviews) as well as having their interactions tracked, as described below.
Tracking system use
In our studies of end-user interactions with health-care systems, we typically create log files capturing information about usage of system features that are automatically recorded for all subjects' interactions with the system under study. The information includes a record of functions accessed by the patient, buttons pressed, and time spent in each function. Previous evaluation of Web-based clinical information systems (designed for use by physicians) has shown that for the purposes of obtaining feedback for system improvement, such an analysis of log files can provide a rich source of data, particularly in determining which functions of a system may or may not be getting accessed by end users, as described by Cimino and Socratous [11] . In addition to constituting valuable data on how the system is being used, the log files are also used by the system for automatic selection and presentation of function-specific questionnaires and forms. For example, subjects whose log indicates that they are frequent users of a particular PatCIS function, such as its educational component, will be presented with on-line questionnaires for assessing use of that function in more detail.
In our recent work at McGill University, we have developed a system known as CHECKPOINT, which allows us to track users interactions with systems and Web sites that are located at remote locations. For example, using CHECKPOINT in Montreal, we are currently tracking use of on-line guidelines (located on a server in Philadelphia), which are being accessed by physicians in New York City. To accomplish this, users' selection of web pages located at the remote (target site) are redirected to our server in Montreal, so that we can obtain a complete log of the users' interactions with the site in Philadelphia (i.e. a record of pages accessed and length of browsing). CHECKPOINT acts as what is known as a gateway, which means that it works as an intermediary between the Web browser and the Web server. If every link that is followed by a user first goes through CHECKPOINT, it can keep a log file of every site visited as well as a date and timestamp for each.
For example, as shown in Fig. 4 , to start CHECKPOINT, an initial link must point to it. For example, as shown in the figure, when the user accesses a page with the address: http://www.somewhere.com/, CHECK-POINT is called using the syntax: http:// www.checkpoint.com/checkpoint.cgi?url = www.somewhere.com (steps 1 and 2 in Fig. 4) where www.checkpoint.com is the location of CHECKPOINT. At this point, CHECK-POINT proceeds to request the page the user wants from www.somewhere.com (step 3 in Fig. 4) . It then takes the HTML source code from this page and locates all the hyperlinks within the page. Once located, it changes all the links to the above form (i.e. redirected through CHECKPOINT) to ensure that the next link followed also passes through CHECKPOINT. At this point, the user's Web browser is still waiting for the page to be returned and CHECKPOINT returns the modified HTML source code of www.somewhere.com (steps 5 and 6 in Fig.  4 ), which should be indistinguishable from the actual page, except that the addresses of the links are different.
CHECKPOINT, which is written in Perl, has been designed to be extensible, and we are currently using it in conjunction with other methods, described below, including presentation and scripting of on-line forms (also scripted in Perl), which appear at the point of use (e.g. at the time physicians actually choose to access guidelines over the Web). Our use of a remote tracking system can be distinguished from other tracking systems (e.g. Lamprey, developed at Stanford [14] ) by its integration and merging of output logs (from the tracking system) with results from other data collection methods in order to obtain a more complete and integrated picture of user interactions, which goes beyond recording of only user mouse clicks and pages browsed. For example, the logs from tracking users interacting with on-line information resources can be timestamped and written to a file interleaved with the questionnaire results from the presentation of Webbased forms at point of use (designed to probe the user about their interactions with the resource). Thus, a more complete record of the context of a user's comments can be obtained in terms of the interactions and browsing pattern that took place around the time the user fills out a Web-based form. We have found that the server that runs CHECKPOINT can allow for a large number of concurrent users and that the system is reliable (with little down-time).
Telephone inter6iews
In a number of our studies we have also conducted periodic telephone interviews with subjects regarding their use of the system, usability issues, cognitive and lifestyle issues and suggestions for improvements or refinements of the system. The approach taken is that of a semi-structured interview (with interview probes being designed prior to phoning end users), which may be conducted at several points in the evaluation study. We typically audio record the interviews (which last from 15 to 30 min) and transcribe them for analysis, which is based on methods described by Patel and colleagues, for a principled analysis of discourse from telephone interviews [15] . For example, in our study of PatCIS, we asked patient users of the system to elaborate on their experience with the system, including discussing if they had encountered problems using the system or had suggestions for improvements. During the interviews, the subjects were encouraged to elaborate on their thoughts regarding their experiences with the system and the interviews were transcribed and coded to obtain details from the users' perspective on problems or concerns. These interviews have been extremely useful in shedding light on usage patterns that were obtained from pure tracking of user interactions, as will be described in a subsequent section.
Video-based usability testing
For a subset of subjects who volunteer to be recorded and are representative of typical end users of the system, we also typically employ in-depth cognitive usability testing methods to assess user interactions with systems (taking place in a 'laboratory' setting where patients are asked to interact with a system). This involves asking subjects to interact with the system under study (e.g. Pat-CIS) to perform typical tasks (e.g. data entry or review, access of information). Subjects are instructed to 'think aloud' while doing so, and complete video recordings are made of computer screens, as well as audio recording of their verbalizations. This allows researchers to obtain a complete record of the process of the use of the computer system under study. In our original work, the recordings were made using a PC-Video converter, with the video input to the VCR feeding in from the converter (i.e. the computer screens) and the audio input to the VCR feeding in from a microphone for picking up the subjects' verbalizations and comments as they interact with the system under study [6] .
Using computer-aided methods for video analysis that we have developed and refined, problems encountered by patients while they interact with the system can be identified from such data [6] [10] . The approach taken to analyzing the video data involves the following: (1) transcribing all audio recorded verbalizations into a word-processing format; (2) linking the transcriptions in the word-processing file to the corresponding video sequences using a video annotation software package (and cable to connect the computer to the VCR) known as CVideo, which allows transcripts on a computer (opened in a wordprocessing file) to be linked to the corresponding frames on the video of the interaction; and (3) coding the corresponding sections of the transcriptions by 'timestamping' events on the video tape (e.g. the user opening of a window, or selecting from a menu, or a specific user problem, such as an inability to enter data in a field) with the corresponding transcriptions of subjects' verbalizations. The annotated transcripts can be used to characterize user interactions in detail, including tabulation of the type and frequency of user problems coded for, and identified from, watching the video recording of the user's interactions [16] .
We have recently extended our video-based usability testing from the laboratory setting to application over the WWW from real settings. This has involved remotely video recording users interacting with medical applications at distant sites, through use of NetMeeting, a collaborative Web tool that allows for remote login and meeting capabilities. By logging on to user applications at remote locations using NetMeeting, at our evaluation site in Montreal, we can observe the computer screens of subjects interacting with information systems at a distance (the bandwidth requirements are low, since we do not employ all features of NetMeetingonly the capability of recording screens remotely). By concurrently converting the computer screens to a movie format, using software such as Lotus ScreenCam, we are able to obtain a complete on-line recording of the users' interactions at the remote site in real time. The corresponding audio recordings of subjects' verbalizations (e.g. subjects 'thinking aloud' while interacting with a system, or discourse involved in collaborative projects) can be obtained using a microphone plugged into the user's computer (or alteratively by using a speaker phone to hear the subject's verbalizations and a microphone at the evaluation site to merge the audio with the video recording of the computer screens). Instructions may also be given to subjects using the phone system, or on an audio channel using the computer, allowing complete usability testing to be conducted remotely.
In order to capture not only computer screens at the remote site, but also behavioral actions (e.g. the end user shifting in his chair or visibly concentrating on the screen), a digital camera mounted on the computer at the end user's site can also be employed to capture these actions over the Web. To illustrate our use of these methods, an example is provided in the next section of a usability study that we conducted to examine the processes involved in use of a computer-supported tools for encoding clinical guidelines into a computer-based representation (the recording was conducted at McGill, while subjects interacted with the system at the Harvard site in Boston).
Examples of televaluation
In this section of the paper, we provide examples of the methods and approaches described above. The first study involves the distance evaluation of a patient clinical infor-mation system, known as PatCIS. This system, which was developed at Columbia University, provides patients with customized views of their own medical records via the WWW. PatCIS allows patients with chronic illnesses, such as diabetes and asthma, to enter their own health data and receive advice about the management of their illness from home [12] . The second example focuses on the evaluation of the use and development of computer-based clinical guidelines that physicians can access over the WWW. Both examples illustrate a number of the methods and techniques described above in the previous section on methodology.
Example 1: remote e6aluation of a patient clinical information system (PatCIS)
For our initial study of PatCIS, recruitment letters were mailed to over 200 physicians. Permission forms were returned by 11 physicians, who suggested 11 patients that might be interested in participating over the year. Letters were sent to these patients, telling them how to register via the World Wide Web. Eight of these patients responded and were enrolled. The interactions of these physicians were studied in depth over a period of a year, using several methods described below.
System usage
In order to assess how often and what components of PatCIS were accessed by the patient subjects, monthly logs of all patient interactions were automatically generated, as described in Section 3.3. The patients who participated in using PatCIS logged on a total of 243 times during the course of the study. The first patient session was in April 1999; the pilot phase was continued through the end of February 2000 with a total of 31 patient months of use.
Of the 243 total login attempts, 33 initially failed due to incorrect passwords or SecurID codes. There were no attempts to login with an illegal ID, and all initially unsuccessful attempts were immediately followed by a successful login. Fourteen sessions involved a successful login, but no subsequent activity. Over the period of the study, interactions with the system remained relatively distributed among the eight subjects.
For security reasons, a 'Logout' function is included to allow patients to use PatCIS in public places (such as a library) and end their session without closing the browser application. They used this function 122 times and did not use it 74 times.
Function usage
The most frequently used function was the review of laboratory data, which was done at least once in 140 (71%) of the sessions. The 'Laboratory' sub-button shows a list of panels (CBC, Chem7, etc.) and allows the user to select a panel for detailed display. Users selected this function 270 times and examined details 340 times. The 'Laboratory Detail' sub-button shows all the panel details as a single list, rather than requiring the intermediate panel list. This option was selected 69 times. Selecting a specific test produces a summary of results for that test. Patients used this function 129 times (114 from Laboratory and 15 from Laboratory Detail). 'Reports' was the next most often used function (40 times). Patients selected a variety report headers to obtain details, including radiology (24 times), cardiology (17 times), and pathology (10 times). 'PFT' (Pulmonary Function Test) was selected 22 times and microbiology results eight times.
The other functions were used more sparingly than the review of data function. For example, vital signs were entered 31 times, and diabetes information (blood sugars and/ or insulin doses) was entered 14 times. These data were also rarely reviewed (26 and 18 times, respectively). Educational functions, providing passive links to other Web sites, were used 25 times (Diabetes 11 times, Geriatrics eight times, Home Medical Guide four times and Aging twice). Advice functions, which use data taken from the patient's record as input to active guideline programs, were used 16 times (Cholesterol 15 times and Mammography once).
On-line questionnaires and inter6iews
In order to investigate further the issues underlying these usage patterns and to assess patients' subjective experience in using Pat-CIS, subjects received a questionnaire, which was emailed to them 9 months after their initial logins. The subjects were also asked to respond to questionnaire items (on a fivepoint scale) related to aspects of humancomputer interaction, to assess the following:
Willingness to enter data into PatCIS Willingness to review their own health data over the WWW Perceptions of their interactions with health-care providers. Table 1 provides examples of several of the questions used, along with responses from the first four patients who participated in the study. The subjects were also asked to respond to questionnaire items (on a five-point Table 1 Examples of questionnaire items and responses from four current PatCIS users (deployed 9 months after the user's first login) Results to date indicate that all eight users found that information presented was presented on the screen in a way that was easy to read, graphs and tables were comprehensible and that overall the system was reliable. However, from our preliminary analysis, areas where user responses indicated that the system might use improvement included improving error and system messages, as well as streamlining the sequence of screens. Table 2 provides the overall impressions of PatCIS from four patients who have used the system for at least 9 months. The most positive ratings came from subject 4, who, from examination of the baseline questionnaire, had the most extensive computer background. In addition, analysis of log files indicated that this subject used the various features of the system most extensively. In contrast, user 3 had the least computer experience and reported considerable trouble in attempting to login and access PatCIS (this subject stated that he had trouble in using the Secure ID card for gaining access to PatCIS).
In addition to logging user accesses and emailing usability questionnaires, interviews were conducted with users to assess for example, why they find PatCIS useful or not useful (these interviews were conducted over the telephone, and user's responses to questions and their 'thinking aloud' were audio-taped and transcribed). We also contacted patients who enrolled in the study who did not use the system (according to our log files) in order to determine why. Analysis of interviews indicates that users may have not been fully aware of all of the more advanced features of PatCIS (such as the advice function), which may have been the reason for the low usage of some of these functions, as described above (despite the questionnaire results indicating a high degree of willingness to use the system). In addition, patients indicated that the review of data function was very useful in allowing them to follow their own results over time and that this improved communication with their physicians (consistent with the logging data indicating that this was the most frequently used function).
Using the multi-method approach described above, we are working on identifying problems and issues of those patients who have adopted use of the system. We are now following up with more detailed targeted usability testing of potentially problematic areas based on this pilot data (e.g. sequencing of screens, usefulness of error messages, need for user training and relatively low usage of data entry and advice facilities).
Example 2: e6aluation of the use and generation of Web-based clinical guidelines
We have employed a number of our methods described above to assess the use of clinical guidelines by physicians (in a clinical practice setting) using the WWW. The approach taken involved the tracking of use of guidelines (from ACPOnline) as physicians use a Web-based CPR system. The purpose of this work is to characterize how guidelines are actually being used by physicians in clinical practice, as well as their effectiveness. Questions to be answered included the following: (a) Why do physicians access Webbased clinical guidelines? (b) Are patients present when they are accessed? (c) Do physicians find the guidelines useful and applicable, and, if not, what are the reasons? In the Table 2 Overall impression of PatCIS of four users after a 9 month period area of evidence-based medicine, a considerable number of papers have appeared describing both the advantages [17] and limitations of clinical guidelines, particularly in the context of actual clinical practice. However, few studies have reported hard empirical data on how guidelines are actually used at the point of care, due to difficulties in obtaining this type of information. In the example described below, we employed our methods in an attempt to identify the following: (1) the purpose of use of guidelines by physicians in a clinical practice setting; (2) the patient setting in which the guidelines were applied; (3) the quality of information provided by the guidelines as assessed by the physician; and (4) the specific reasons for reduced effectiveness or applicability of guidelines. Ideally, this information will allow us to determine how guidelines (and their presentation methods) may be enhanced in order to improve their usability at the point of care.
Data collection using triggered on-line forms
Usage tracking and data collection were based on methods described in Section 3. Specifically, user interactions with ACPOnline were recorded during accesses to evidence-based guidelines by physicians from Columbia University. Physicians were able to access a reference page directly from a Webbased computerized patient record system. From the reference page, they could select for viewing on-line guidelines for specific diseases from ACPOnline via the WWW (illustrated in Fig. 5a ). The user's selections were captured using the CHECKPOINT tracking system (described in detail above) developed for remotely tracking use of Web-based information systems.
After clicking on a particular guideline, the users were presented with a Web-based form (illustrated in Fig. 5b ) asking them to indicate their intended purpose for accessing the guideline (e.g. 'To help me care for a specific patient', 'For general knowledge/education', 'Other'), as well as the clinical context in which the guideline was accessed (e.g. 'I am seeing the patient now in an out-patient setting', 'I am seeing the patient now in an in-patient setting', 'I saw the patient previously', 'Other'). Once this information was entered, the users submitted the form by selecting a button at the bottom of the form. The guideline was then presented to the users, and their interaction with the guideline (i.e. browsing at the ACP site where the guideline resides) was tracked.
Upon exiting the guideline, a second Webbased form was presented to users (illustrated in Fig. 5c ) asking them to indicate the quality of information they received from the guideline (e.g. 'I got all of the information I wanted from the guideline', 'I got some of the information I wanted from the guideline', 'I did not get the information I wanted from the guideline'). Furthermore, users who did not find the information they wanted from the guideline were asked to indicate the reason for this (e.g. 'The guideline did not apply to the specific patient I was considering', 'I could not find the information relevant to what I needed to know', 'The guideline may be incorrect', 'The guideline is not current', 'Other'). The users exited the system upon submission of this form.
Results: the use of on-line clinical guidelines at the point of care
The responses of physicians indicating the purpose of accessing guidelines is shown in Table 3 . The purpose of use was characterized as being for (1) general knowledge/education, (2) care for a specific patient or (3) other reasons. The percentage of uses falling into each of these categories is shown in was characterized as being (1) in the presence of the patient, in an out-patient setting, (2) in the presence of the patient, in an in-patient setting, or (3) for a patient seen previously. The percentage of uses in each of the patientcare settings is shown in Table 3 . Specifically, the use of guidelines in each of the three main patient-care settings was fairly even. Furthermore, roughly 68% of physicians using the guidelines for the care of a specific patient did so in the presence of that patient. Therefore, it appears that when physicians do access guidelines for the care of a specific patient, it is done most frequently at the time of care.
Upon exiting ACPOnline, physicians were asked to characterize the quality of the information that they received from the guidelines. Their responses are shown in Table 3 . Specifically, physicians indicated whether they (1) obtained all of the information they wanted, (2) obtained some of the information they wanted, or (3) did not obtain the information they wanted. The percentages of responses falling into each of these categories is shown in Table 3 . Roughly half of the physicians did find the information they were seeking in the guidelines, while the other half obtained some or none of the information they required. However, this does seem to imply that there are indeed problems or barriers that may be reducing the effectiveness with which physicians are able to apply guidelines in clinical practice.
Physicians who indicated they did not receive the information they wanted from the guidelines were asked to indicate the reason for this. Their responses are shown in Table  3 . Specifically, the reason for not obtaining the desired information was characterized as being because (1) the guideline did not apply to the specific patient they were considering, (2) they were unable to find the relevant information, or (3) the guideline may have Table 3 . Specifically, it appears that the majority of physicians accessing these guidelines on-line are doing so for general knowledge or educational purposes. Thus, physicians were using the guidelines for the care of a specific patient only a fraction of the time.
Physicians who indicated that they were accessing the guideline for the care of a specific patient were asked to indicate the patient-care setting in which this was done. The responses indicating the patient-care setting are shown in Table 3 . The patient-care setting been incorrect. The percentage of responses in each of the categories is shown in Table 3 . The results indicate that half of the physicians did not find the information they were seeking because the guideline did not apply to the specific patient they were considering. Furthermore, 42% of the physicians were unable to find information relevant to what they needed to know, while 8% indicated that the guideline may be incorrect. Therefore, these findings support the implication that the current applicability and effectiveness of guidelines in clinical practice may be issues that need to be addressed.
To investigate further the patterns emerging from the data we are collecting, as described above, we plan to extend our current analyses to more clinical settings and a greater number of physicians. We will continue to track user interactions using CHECKPOINT and present users with Webbased forms that are timed to appear upon invocation of guidelines. It should be noted that baseline tracking of user interactions with the guidelines (for a period prior to the additional presentation of the forms) is important in order to assess any affect that completing the forms may have on the users' normal interactions. For example, in the study described above, we found no difference in the frequency of accesses to guidelines prior to and after the forms were added. In future work, we will complement the collection of data using tracking and forms to include telephone interviews with physicians using the guidelines who indicate that they are willing to discuss their interactions. We have found in our other studies that such interviews can provide information that can help to explain the patterns of behavior recorded during tracking, as well as the results obtained from presentation of Webbased forms at point of use.
Distance usability testing of the process of guideline encoding
In a related study, we are also examining the processes involved in the generation of on-line guidelines using computer tools. We are using the method described earlier in this paper for conducting distance usability testing, using remote recording of computer screens via NetMeeting and collection of audio recordings of subjects 'thinking aloud'. Specifically, we are studying physicians (at a site at Harvard) who are using computer tools to encode paper-based clinical guidelines into a computer-based knowledge representation known as GLIF [18] . By encoding guidelines in this format, the guidelines can be deployed over the WWW and integrated into health-care systems, such as computerized patient records. The evaluation procedure has involved video-recording the subjects as they take paper-based guidelines (e.g. for treating thyroid problems) and convert them into GLIF, using a special graphical editing program developed at Harvard. All computer screens are video-recorded at the McGill site (using NetMeeting to view the subject's interactions with the system at the remote Harvard site), with the audio input coming from the subject's verbalizations (recorded over a speaker phone at the McGill site). The data have been coded to identify categories of problems (e.g. inability of the subject to encode a step in the paper guidelines into computer format, or a need for further information about the clinical context of the guidelines).
Through our preliminary work in this area, described above, we have been able to characterize the steps taken in modeling guidelines using GLIF and identify potential difficulties encountered in the task of encoding guidelines. For example, difficulties were encountered by the subjects in deciding which knowledge representation was most appropri-ate for (1) modeling the procedural knowledge required for the GLIF developers to encode the domain knowledge, and (2) modeling the general informational statements to be placed in the body of the guidelines. The approach taken has led to identification of both generic aspects of the process of guideline encoding as well as specific problems in doing this task. Regarding the guideline resource material used by the subject in carrying out this task, key background information (e.g. regarding normal ranges) was found to be needed in order to encode the guideline. The information from our evaluation of the physicians' interaction with this system is currently being used for feedback into the re-design and improvement of computer tools used for encoding guidelines, as well as for iteratively improving the underlying guideline GLIF representation and guideline content.
Discussion
In this paper, we have described our approach to evaluation, including examples of an assessment of a patient clinical information system (PatCIS), as well as an evaluation of physicians' use of clinical guidelines over the WWW. In designing such evaluations, we adopt a multi-method approach in order to assess a variety of related questions (ranging from assessment of user expectations to analysis of specific interface problems). 'Televaluation' methods, involving evaluation from a distance, have a number of distinct advantages, including the ease in creating and administering evaluation instruments via the web. However, previous work in assessing the use of systems by physicians and patients [4, 6] has indicated that questionnaires alone may need to be supplemented by other techniques, such as interviews with patients (which can be conducted via telephone communication), and the use of in-depth usability testing methods, which can now be conducted over the WWW. In this way, the limitations of any one method can be offset by the advantages of another. For example, questionnaires and on-line forms may tell us what users think they may be doing while interacting with a system, but automatically logged data of user interactions may provide more detail on what they actually do (which is often not the same [4] ). In addition, indepth usability studies (involving video recording) can provide some insight into the reasoning and decision-making of subjects as they interact with systems to solve complex tasks.
An important aspect of the distance evaluation of Web-based information systems has been the development of effective on-line questionnaires. The use of HTML and a variety of editors that generate HTML code greatly facilitates this process. Prototype mock-ups of questionnaires can be rapidly tested as they would appear to end users, by using web browsers to display the HTMLcoded questionnaires. In the context of our current work, we have extended a number of our methods for iterative testing and refinement of computer systems [6] to the testing of questionnaire content and display. This has involved observing pilot subjects interacting with prototype versions of the questionnaires, while 'thinking aloud' (verbalizing their thoughts) regarding the questionnaire's layout and content. This information can be used to improve the design of the questionnaires prior to deployment over the Web. One of the most critical stages in our evaluation studies is selecting from the multiple potential methods an approach that will meet the overall objectives of the evaluation. Given the multiple objectives of our studies, several complementary methods have been included in the design of the evaluation to achieve a broad assessment of factors such as system usability. An important consideration in administering particular components of our evaluations is whether the evaluation instrument (e.g. a particular questionnaire) is to be administered once, at the beginning of the study (to obtain baseline data) or at several points throughout the entire period of the study to assess change. Analysis of online data collected from patients' interactions with systems on the World Wide Web is greatly facilitated by the fact that electronic data collection can be automated. For example, CGI scripts can be written to process data automatically (e.g. perform summary statistics) as they are entered (e.g. via on-line questionnaires) and trigger the presentation of on-line forms automatically to assess aspects of usability at the actual point of care.
At McGill University, we are currently involved in developing a 'virtual' televaluation laboratory. At the core of this facility is software described in this paper for remotely tracking end users of systems. Our system at the McGill site essentially acts as a server for conducting evaluation of system use at distant sites. In addition, all data collected from our studies goes to the McGill site, and multiple sources of information (e.g. buttons clicked and results from questionnaires and on-line forms) are automatically merged at the McGill site. At the remote site, our approach involves simply linking applications to our virtual laboratory (e.g. rerouting end users' inputs to McGill). At the McGill site, all the script programs that process information (e.g. that present on-line questionnaires, log end user browsing, etc.) reside on our server. This architecture is transparent to the users interacting with the system and has the advantage of being able to interface with systems being evaluated at remote sites by simply linking to those sites through our server. It has been our experience that the initial investment in the development of a virtual evaluation laboratory (including the purchase of server hardware and development of tracking programs) can be offset by using the laboratory in the evaluation of a number of health-care information systems, involving only a minor modification of the laboratory's software to accommodate a diverse range of assessments. Our experience in successfully conducting distance evaluations suggests that major development efforts involving health-care information systems could, and perhaps should, be subjected to some form of evaluation even if the facilities are not readily available at the actual site of system deployment. We plan to extend our current laboratory to include equipment used for conducting high-bandwidth teleconferencing methods in order to conduct remote studies of aspects of system use involving collaborative team decision making.
In conclusion, we feel that an approach to evaluation in medical informatics that takes into account both technological advances in the systems that we are evaluating, as well as methods and theoretical frameworks from areas such as cognitive science, promises to provide us with detailed information on system use. This information will prove to be invaluable in the iterative process of design, evaluation and re-design that our complex systems will inevitably require.
