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We estimated the causal effect of gender on all-cause mortality in a large HIV care and treatment program supported by the President's Emergency Program for AIDS Relief in Dar es Salaam, Tanzania, between 2004 and 2012. We compared results from multivariable modeling, three propensity score methods, inverse-probability weighting, doubly robust methods, and targeted maximum likelihood estimation. Considerable confounding was evident, and, as expected by theory, all methods considered gave the same result, a statistically significant approximately 20% increased mortality rate in men.
In general, there is no clear advantage of any of these methods for causal inference over classical multivariable modeling, from the point of view of either bias reduction or efficiency. Rather, given sufficient data to adequately fit the multivariable model to the data, multivariable modeling will yield causal estimates with the greatest statistical efficiency. All methods can adjust only for well-measured confounders-if there are unmeasured or poorly measured confounders, none of these methods will yield causal estimates. I n this commentary, the eighth in the series, "Evaluating Public Health Interventions," we provide an overview of classical and newer methods for confounding control to permit causal inference in public health evaluations when either measured confounders or the intervention are time-invariant. We will emphasize that, contrary to widespread belief, classical methods for confounding control for causal inference are as good as, and often better than, newer "causal inference" methods when the confounders or the intervention are time-invariant. By contrast, when the intervention and confounders are both time-varying, only the newer methods for confounding can fully control for causal inference being valid, although typically their use has little impact on the findings, as will be discussed in the next column in this series. Here, we provide an overview of these methods, illustrated by an evaluation of gender disparities in mortality in a large HIV/AIDS treatment program in Tanzania.
ILLUSTRATIVE EXAMPLE
Among adults attending one of 29 HIV/AIDS treatment and care clinics in Dar es Salaam, Tanzania, Hawkins et al. reported that men were at higher risk for earlier mortality, disease progression, and loss to follow-up, although the multivariable relative risks for these outcomes were substantially smaller than those adjusted only for time since enrollment into care. 1 In an analysis updated to 2012, gender disparities in all-cause mortality among 101 214 adult patients attending these 29 clinics were reassessed; 13 674 patients died, and 40% of the patients were men. We estimated the causal parameter of interest, the incidence rate ratio, by using classical and newer methods for confounder control: multivariable modeling, three types of propensity score (PS) methods, inverse-probability weighting (IPW), double robust estimation (DR) and targeted maximum likelihood estimation (TMLE; Table 1 ). Each method required selecting the confounders to be adjusted for in the health outcome model, in the PS model, or both. We considered two selection strategies: (1) the main effects of all known and suspected risk factors for the outcome and (2) stepwise selection of main effects of all known and suspected risk factors for the outcome and their significant two-way interactions (P < .05). Now, we will discuss methods for causal inference in the presence of a time-invariant intervention or confounders and illustrate key points through the evaluation of gender-related disparities in mortality.
WHAT IS A CONFOUNDER?
A confounder is a variable, which, if omitted from the analysis, would result in a biased estimate of the causal parameter of interest. Generally, known and suspected risk factors for the outcome of interest are potential confounders. Sometimes forgotten by PS methods users, correlates of the intervention of interest that are not independent risk factors for the outcome are not confounders, 2 nor are variables caused by the exposure (mediators) or by the outcome (colliders). Recently, some special cases have been discussed of variables that meet the definition for a confounder as given here, for which adjustment does not necessarily lead to bias reduction in the causal intervention effect estimate. 3 It is not clear how frequently these situations must be considered, and we will not consider them any further in this column.
WHEN IS CONFOUNDING CONTROL NEEDED?
When the data are observational, confounding control is almost always needed for causal effect estimation and inference to eliminate bias. Confounding control is almost never needed in large individually randomized trials, as balance between intervention arms is virtually assured. Confounding control is often needed in cluster randomized trials, including stepped-wedge designs, particularly when the number of clusters is relatively limited, regardless of the size of the within-cluster samples. 4 Because many large-scale public health interventions are clusterrandomized, and because we believe that observational data are grossly underutilized for learning about the effectiveness and cost-effectiveness of public health interventions, largely because of concerns about confounding bias, mastery of these methods is important for accelerating the production and dissemination of knowledge from new and existing resources to advance public health.
CLASSICAL METHODS PROVIDE CAUSAL ESTIMATES
Open any epidemiology textbook, and you will likely see described the three classical methods for confounder control: restriction, matching, and stratification or modeling (e.g., Hennekens, 5 chapter 12). Restriction eliminates confounding at the expense of external generalizability by including study participants only at one level of the confounder. If the study is restricted to one level of all of the risk factors for the outcome under study, the crude analysis will provide a causal inference.
Restriction is infeasible in interventions studying outcomes with multiple risk factors, but it may be possible to restrict to a few of the strongest risk factors and then use other available methods to control for bias from the confounders remaining. In another classical option, at the design stage, participants can be matched on potential confounders, followed by matched analysis using MantelHaenszel or McNemar methods or conditional logistic regression, jointly stratified on the matching factors. 6, 7 If matching on all potential confounders is undertaken at the design stage of a casecontrol study and the proper analysis follows, the resulting inference will be causal.
Finally, there are the classical methods of analysis alone to control for confounding: stratification and multivariable modeling. Stratified Mantel-Haenszel methods require that continuous confounders be discretized, potentially inducing residual confounding within strata. Stratified methods have the additional disadvantage that each stratum is composed of a single unique combination of levels of all the potential confounders together. This can lead to a great loss of power, as many uninformative strata are often produced. The advantage of the approach is that it is nonparametric and thus robust to residual confounding attributable to model misspecification, in the sense that no model for confounder-outcome or confounder-exposure association is needed. In addition, it adjusts not only for confounding by the main effects of each covariate but also for all possible higher-order interactions. If all confounders are stratified upon, and there is no residual confounding within strata, the resulting analysis will again provide a causal effect estimate.
The most popular of all of these classical approaches for confounding control is multivariable modeling: linear regression for continuous outcomes; logistic, Poisson, and log-binomial regression for binary outcomes, with log-binomial preferred for interpretability 8 ; and Cox regression for comparing incidence rates. Multivariable models can efficiently adjust for bias attributable to a large number of potential confounders that are either continuous or categorical in nature, but have the disadvantage, which we believe to be overstated, that residual confounding Note. CI = confidence interval; HR = hazard ratio; IPW = inverse probability weighting; PS = propensity score; TMLE = targeted maximum likelihood estimation. The sample size was n = 13 674 deaths in 101 214 patients. Con will result to the extent that the model is misspecified. Correct model specification means that on the scale of the model (linear, logistic, log, Cox proportional hazards), all necessary terms are included. As always, be sure to assess effect modification. As always, be sure to investigate nonlinearity of continuous variables 9 or use finely grouped categorical variables. If all potential confounders are adjusted for and the multivariable model is correctly specified, the analysis will provide a causal effect estimate.
As seen in Table 1 , substantial confounding was apparent, and the univariate relative risk overestimated the causal relative risk by 42%. Men were found to be at 24% statistically significant, greater risk for earlier mortality, even after extensive adjustment for confounding.
NEWER METHODS GIVE CAUSAL EFFECT ESTIMATES TOO
If the classical methods provide causal inferences under the standard, well-understood assumptions when the intervention is time-varying and the confounders fixed, and when the intervention is fixed and the confounders are time-varying, why the need for new causal methods? For time-invariant confounding, there is no need whatsoever! 10 It is quite unfortunate that the classical methods for confounder control are widely misunderstood as "associational" while the newer methods-PSs, DRs, and TMLEs-are considered "causal" methods. Care must be taken with time-varying confounders, which as determinants of the outcome that are, in turn, determined by the intervention, might often be more suitably regarded as mediators and analyzed as such.
Multivariable regression methods eliminate confounding by adjusting for the confounderoutcome relationship; PS methods eliminate confounding by adjusting for the confounderintervention relationship. Propensity score methods require the building of a model for the intervention on the measured, time-invariant potential confounders. With the possible exceptions in pharmaco-and clinical epidemiology, that model is not generally one about which investigators have a great deal of intuition and, thus, this approach has a greater potential for errors, as investigators may have little idea about the expected magnitude or direction of associations between confounders and the intervention. As with multivariable modeling, the PS model must be correctly specified, or residual bias will result. In addition, it should not be overfit, or finite sample instability will result.
Once the PS model is fit to the data, several approaches are available for obtaining causal estimates. The first is to pair-match on the PS, leading to the discarding of data without closeenough matches and the consequent loss in efficiency at little gain in validity when the chosen matching criterion is unnecessarily tight, as we suspect it often is. The second PS method is to stratify by PS score groups, potentially strengthening efficiency by preserving more of the data for the analysis at the possible cost of increased bias, attributable to residual confounding within strata. The third is to adjust for the PS directly in the multivariable outcome model, ensuring that the relationship between the PS and the outcome is correctly modeled.
Asymptotically, there is no advantage to any of these methods either from the point of view of bias reduction for causal inference or efficiency. In fact, in large samples in which the investigator is likely to model both the outcome and the intervention propensity correctly, classical methods will be uniformly more efficient 10 and, thus, preferred.
When the outcome is rare and the exposure not, and when there is a large number of potential confounders, better confounding control may be obtained through PS methods, which will provide more power to block the bias attributable to confounding on the confounder-exposure association side.
11 As always, one
should not adjust for correlates of the intervention that are not risk factors of the outcome (i.e., overmatching 12[p247-249] ) as considerable efficiency can be lost; one should not adjust for mediators of the causal effect between the intervention and the outcome; and one should not adjust for consequences of the outcome (colliders). 2, 3 In automated PS modeling in the bigdata setting, algorithms are likely to select covariates of these types.
All three of these PS methods gave similar results, a 20% to 25% higher mortality in men. Importantly, these results were similar to the standard multivariable regression results as well. The addition of higher-order interaction terms did not materially change the estimates. 13 The power loss theoretically expected from discarding nearly half of the study's data was not evident in the PS matching methods, perhaps because the sample size was so very large to begin with.
A method closely related to the PS approach is inverse probability weighting (IPW) for causal effect estimation. The PS model is created as described previously. For each study participant, PSs are estimated and the outcome model is fit weighted to the inverse of these PSs. Only the intervention needs to be included in the multivariable outcome model. The robust variance estimator is used for confidence interval construction and testing, overestimating the true variance, generally believed to be by little.
14 As with the other PS methods discussed, this method is not maximum-likelihood and, assuming both the PS and the multivariable model can be validly fit, it will be inefficient relative to direct multivariable modeling. Another challenging practical issue that arises with IPW methods is weight instability. As the probability of the intervention as a function of the PS model approaches 0 or 1, the weights become increasingly unstable and, in finite samples, biased results can be obtained.
The PS and IPW methods allow for an explicit examination of deviations from overlap between intervention and control participants with similar confounder values, analogous to detecting noninformative strata in classic stratified 2 · 2 tables. By examining differences in the distribution of PS between the intervention and control groups, extrapolation to regions of the data where PS scores residing at the tails of the distribution have no match can be avoided, more recently denoted as a violation of the positivity assumption. In the Appendix (available as a supplement to the online version of this article at http://www.ajph.org), it is shown that, with the exception of providing an explicit means for evaluating positivity, in sufficiently large studies, IPW offers no benefit for the validity of causal inference, and a possible disadvantageous loss of efficiency.
As expected, the results from the IPW analysis of our study were similar to the others, showing a significant 28% increased mortality rate in men in the program.
CAUSAL METHODS FOR CONFOUNDER CONTROL
Doubly robust methods aim to alleviate bias that occurs from model misspecification by constructing estimators that have a causal interpretation when either the outcome model or the PS model is correctly specified. 15, 16 Yet another approach for confounder control in causal inference is TMLE, 17 which is also DR and uses the superlearner, 18 a machine-learning approach that combines an optimized mixture of multiple machine-learning algorithms to select confounders for the models from a rich set of main effects, higher-order interactions, and nonlinearities with crossvalidation to avoid both overfitting and bias in the causal effect estimate attributable to model misspecification. Neither DR nor TMLE methods have yet been developed with userfriendly software to permit causal estimation of rate ratios from Cox models, but pooled logistic regression 19 can reasonably be substituted in, as shown in our illustrative example.
Again, the results from the DR and TMLE analysis produced similar point and interval estimates of effect, significant 24% and 28% increased mortality in men, respectively. The utility of TMLE was particularly questionable, taking 17 days on our high-speed computer facility to produce these same results.
The Appendix, available as a supplement to the online version of this article at http://www. ajph.org, provides annotated SAS version 9.4 (SAS Institute, Cary NC) and R version 3.4.0 (R Foundation, Vienna, Austria) code used for Table 1 .
CONCLUSIONS
All methods considered in this column can only adjust for bias in causal effect estimates attributable to well-measured confounders. Only randomization and quasi-experimental methods, when their own empirically unverifiable assumptions are satisfied, can adjust for unmeasured confounding, while measurement error and misclassification methods can be used to adjust causal effect estimates for residual confounding attributable to imperfectly measured confounders. 20 As we previously discussed, 13 we saw again that the addition of higher-order interaction terms did not materially change the estimates, suggesting that newer methods, some of which make fewer assumptions about the confounding structure, did not provide any better adjustment for confounding than did the "main effects-only" model. It is our view that model misspecification bias will typically be negligible in large-scale public health evaluations. The illustrative study of gender-related disparities in mortality among HIV/AIDS patients exemplified this point: there was no difference in the results between any of these methods; the classical multivariable approach was completely adequate. When the intervention or the confounders are timeinvariant, classical methods are as valid as and more efficient than newer "causal" methods for observational data.
