We explicitly find the spectral decomposition, when it exists, of a Markov operator p. :fl ~ El using the asymptotic periodicity of the associated infinite Markov matrix. We give a simple condition under which an infinite Markov matrix is asymptotically periodic. We also determine the set of P'-invariant distributions in t? i and the set of P'-ergodic distributions.
I. Introduction
Lasota et al. [I] prove a spectral decomposition theorem for a class of Markov operators T, called strongly constrictive, acting on an arbitrary space L I (X, ~', It) with a a-finite measure/~. For these operators all the sequences (T"f), with f E L I, are asymptotically periodic. The result by Lasota et al. was extended b) ~ Komornik [2] to the case of a weakly constrictive Markov operator.
In this paper we give a method to explicitly find the spectral decomposition of a Markov operator P* : f~ ~/?~. The method is similar to the one given in [3] for finite Markov matrices, which is based on results by Chi [4] .
In Section 2 we state the basic definitions. In Section 3 we prove some results on idempotent infinite Markov matrices, which are needed to explicitly find the spectral decomposition given by the Spectral Decomposition Theorem (SDT) of Section 4 for a Markov operator P* : t? t --+ P. We provide a condition for P" to be constrictive and a method is given to determine the number of orthogonal vectors in the SDT. In Section 5 we characterize the P*-invariant distributions and the P*-ergodic distributions.
Preliminaries
Definition 1. An infinite Markov (or stochastic) matrix is an infinite matrix 3~ P = (P~J)~j=I with nonnegative components P0 such that the sum of the entries of each row is 1, that is, ~"~y~=l pij = 1 for all i = I, 2,... Let/?l be the Banach space of sequences II = (xi,x=,...) in I~, seen as row vectors, such that Ill, ll, "-~L, Ix, I < ~.
The convex set D := {t~ e e': I1~11, = 1. and ;t 1> 0} is referred to as the set of distributions in e ~.
Definition 2. A positive linear operator P* : ,fi _.., ~,l is called a Markov operator on ~l if it maps D into itself, that is,
In particular, an infinite Markov matrix P defines a Markov operator P* on fl as
so that thejth component of P'(/~) is (/tP)i = ~_,k ~ i x~pk,.
Also note that P" is a contraction map, that is, llP'(i~)ll, <~ lll~ll, v~ e t'
and, moreover, P" preserves the norm of 1~ E t ' if l~ is nonnegative, i.e., llP'(i,)ll, = llt~ll, vl~ e .e '~.
Throughout the following, P = (P,),,il denotes a given (infinite) Markov matrix, and P' stands for the corresponding Markov operator defined by Eq. (I). Further, I~1 denotes the set of positive integers, and if B is a subset of I~, we define
As in Markov chains theory we interpret P(i,B) as the "probability" of going from i to the set B in one time unit.
We will identify a sequence l~ = (x;)i:~ ! E e ~ with the finite signed measure (also denoted by l~) on the measurable space (1~,2 ~) such that (b) A distribution It E D is called P*-invariant if P* (1~) = l~-(c) A distribution It E D is said to be P*-ergodic if it is P*-invariant and ll(B) = 0 or 1 for any P-invariant set B.
It(B)
In Section 5 we give conditions to identify the set ff~ of P*-invariant distributions and the subset De~: c Dt~ of P*-ergodic distributions. 
Idempotent infinite Markov matrices
The main result in this section is Theorem 10, which requires some properties of idempotent infinite Markov matrices. These properties, stated in the following iemmas, are also used in the next section. Now, as ark = 0, we have that k ¢~ {j: ai~ > 0}. On the other hand, a;,k > 0 yields
Let us now consider a sequence (e,)~ of positive numbers such that lim~_.,~e., = 0 and, furthermore, the limit lim~_~ ~0:a,~>0} a~.j ='Q exists. Then, from Eqs. (4) and (5) Hence, since a-~ < a~.k ~< ~, letting n ~ oc in Eq. (6) we obtain which is impossible because ~ > 0. This contradiction yields that we must have a~ = 0 for all i.
(b) If a~k = 0, then a,k <~ au. Now, if a,k is positive, then, by (a), so is au. Let be as in the previous proof, that is, a := sup {a~k: i E ~ 1, and for 0 < r. ~< ~ let i,: ~ r~ be such that ~-a;,t < ~. As A is idempotent, we have j=l j:l Now, in Eq. (7), thejth term of the first sum is less than or equal to thejth term of the second and, further, the difference between these terms is at most ~. Thus. as a,, < ~. we obtain a,a, = aria .. Therefore, ai, > 0 implies a,= a,. Hence. as a, > 0 (by hypothesis), we conclude that ai, > 0 implies
Therefore. ak~ > 0 implies a~ = aa, so that, by (a), a;k > 0 implies a,k = akk. iq 
By Eq. (10), and because au; > 0 = a~j i, we have a~k = 0; that is, k is in the union B*" U/}. We will next show that tins leads to a contradiction. Indeed, suppose that k ~/}. In this case, akk = 0, which contradicts our hypothesis; therefore, k e B*'. But, from Eq. (9), aj, k = 0; thus, by Lemma 6(a), akj, = 0, which contradicts that j~ E B. Therefore, the rows a~. and ak. are either equal or orthogonal. (iv) a~ = ~(m, k)a,,i and akl = =(m, k)a,,i.
Proof of (i) . By Lemma 5 and part (a), the rows aJ., at. and am. are equal.
Proof of (|i) . It is impossible to have a~ = ajj and aa = 0 because this would imply, by idempotency, that aoajt =0 with a~j > 0. Therefore art =0. However, by Theorem 5(b), an,ajj > 0, so, by (a), the rows al. and a t. would be orthogonal, which contradicts that they are equal. Hence a;j = aJJ for some i implies a~t > 0. Similarly, a~l = an for some i implies a~j > 0.
Proof of (iii) . By (a) and Lemma 5(a), (0 < a, < all or 0 < a~j < aJJ) ~ a, = 0 =~ ak, = 0. From this fact and (ii) we have that if a,~ = ajj and aa < all, or a~j<ajj and a,l=all: then ak~=0. Hence {i:a,j=aii and ak,>0}=
{i: ail= alt and a~ > 0}, and, therefore, a/. = ~ aki, which proves (iii). 
Proof of (iv

The spectral decomposition theorem
In this section we first state without proof a particular case of the SDT given in [2, 6, 7, 1, 8] , and then we describe a procedure to determine the different components that appear in the spectral decomposition of a Markov operator.
The main assumption in the SDT is the constrictivity of the Markov operator P': e i --, ~t, which is defined as follows. /6j ::-sup {Pij" i E I%1} and b := ~/)j=l. Further, recall that P*" fl for the Markov operator defined by P, i.e., P*(I') = ltP. {t,'(~,). t, ~ 19} c ~ := {,, ~/9: ,.~<p}.
Note that P*"(#) is in K for all n E N. We will next prove that K is compact. In fact, since g~ is a metric space, it suffices to show that K is sequentially compact
[10], Theorem 7.4. To prove this, let (h,),,=l be a sequence in K, and write v,, = (y,l,y,,,.,...) . By definition of K, we have 0<~y,:j ~</~j for all n. Let us now recursively define the increasing sequences of positive integers (n~)~: i, (n~.)L,,... as follows: the increasing sequence (n~)k~, is such that (y,,,~)~L~ con-. (~)~. t is a subsequence of verges to a nonnegative number v~; for j > I, " ~ " k tnJ-~~ Jk= such that 0,,lj)~_-~ converges to a nonnegative number yj. Let where, by the SDT, ~=l).k(6,.) = I and 0 ~ 2k(6~.) <~ i. Moreover, note that
Observe that A is idempotent and Markov, and ~-~_l akk <~ )-'~--i/~ < o~. Therefore, by Theorem 10(b)and (12) which gives that zj is a P*-invariant distribution. Note that r~,..., z,~ are mutually orthogonal. The proof of the following theorem is similar to the proof in Ref.
[3], Theorem 10. Proof. Let C be the convex hull of {ri,...,rd}. Since ry is a P*-invariant distribution for j = 1,2,... ,d, any convex combination in turn yields the last statement in the theorem, /yr~ = {rl,..., Zd}; see for instance, Kifer [5] , Theorem i.I in Appendix A.I.
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