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Abstract
A Gabor system is a collection of modulated and translated copies of a window function. If we have a signal
in L2(R), it can be analyzed with a Gabor system generated by a certain window g and then synthesized
with a Gabor system generated by another window h. If this leads us to a perfect reconstruction, we say
that g and h are dual Gabor windows.
Few explicit examples of dual window pairs are known. This thesis constructs explicit examples of Gabor
dual windows with trigonometric form. The windows have fixed support and have an arbitrary smoothness.
Also, in the discrete time domain, the trigonometric form allows us to evaluate the Gabor coefficients
efficiently using the Discrete Fourier Transform. For the higher dimensional cases, we find window examples
for a large class of modulation parameter lattices, including shear lattices. Also, a sufficient condition on
the norm of the modulation lattice to have explicit dual Gabor windows is presented, for every dimension.
ii
To Jeonghun
iii
Acknowledgments
This thesis only exists through the generous help from many people. Especially, I would like to express my
gratitude to my advisor, Richard S. Laugesen, who suggested problems and gave me the chance to choose
my own problem to solve. Prof. Laugesen was always supportive throughout my degree and encouraged me
whenever I was disappointed, stressed, or lost. I can say that I was very fortunate to have an advisor who
was as kind and supportive as him. Also I extend my thanks to my committee members, Joseph Rosenblatt,
M. Burak Erdogan, Xiaochun Li, and Eduard-Wilhelm Kirr, who offered guidance and help. Finally, I want
to thank my husband, who is always my biggest supporter, and my parents, parents-in-law and my family
members who prayed for me throughout my degree everyday, and my lovely daughter Ashley.
iv
Table of Contents
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 2 Background in Gabor theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Chapter 3 One dimensional Gabor windows . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1 Constructing dual windows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Proof of Theorem 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4 Remarks on the construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 Comparison with work of Christensen and Kim, and Laugesen . . . . . . . . . . . . . . . . . . 21
Chapter 4 Discrete-time Gabor systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.1 Discrete window condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Gabor coefficients by the DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Chapter 5 Two dimensional Gabor windows . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.1 Constructing dual windows in two dimensional space . . . . . . . . . . . . . . . . . . . . . . . 31
5.1.1 Relationship with the alias-free sampling problem . . . . . . . . . . . . . . . . . . . . 42
5.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.3 Comparison with two dimensional work of Christensen and Kim . . . . . . . . . . . . . . . . 46
Chapter 6 Higher dimensional Gabor windows . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.1 Constructing dual windows in 3 and higher dimensions . . . . . . . . . . . . . . . . . . . . . . 47
6.2 Comparison with higher dimensional work of Christensen and Kim . . . . . . . . . . . . . . . 50
Chapter 7 Open Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
v
Chapter 1
Introduction
Fourier analysis is well known and has been widely applied, but it has limitations in representing a function
for a local time or frequency space since the representing functions e2piinx (n ∈ Z) are not localized. If one
wants to analyze nonstationary signals such as music or speech, one would need a tool that can handle the
signal or data in a localized time and frequency [10]. Multiplying the signal by a window is used for this job.
A window, a compactly supported function, can be shifted and applied to a signal to capture all information
of the signal. Here, the shifting is not only about time but also about frequency. Gabor analysis in L2(R)
uses two shift operators as follows:
• Translation by a , (Taf)(x) = f(x− a)
• Modulation by b , (Ebf)(x) = e2piibxf(x)
Here, Taf represents the time shift by a and Ebf represents the frequency shift by b. Using these operators,
we can reconstruct any function in L2(R), as follows. For some nice g and h in L2(R), we can analyze
any function f in L2(R) with translated and modulated copies of g, and synthesize with translated and
modulated copies of h. i.e., we have a reconstruction formula :
f =
∫∫
< f,EωTxg > EωTxhdω dx (1.1)
which is known as the Inversion formula for the STFT (Short Time Fourier Transform) (Corollary 3.2.3 in
[12]). Here, the STFT represents the coefficients < f,EwTxg > inside of the integrals. Notice < f,EwTxg >
is the Fourier transform of fTxg, so it is the Fourier transform of time-truncated f with a shifted window
g (time-truncated because of the finite support of the window g) of different parts. As x is changed, the
STFT captures the Fourier transform of the function f . In the real world, however, the above reconstruction
formula might be hard to apply because x and w range over all real numbers. So instead of this continuous
1
representation, we want to consider the discretized time-frequency representation :
f = ab
∑
m,n∈Z
< f,EmbTnag > EmbTnah, f ∈ L2(R) (1.2)
for certain fixed a and b. Notice (1.2) is a “Riemann sum version” of the STFT inversion formula (1.1).
Here the collection {EmbTnag}m,n∈Z = {g(x− na)e2piimbx}m,n∈Z is called a Gabor system and the function
g is called a generator or a window.
It was around 1930 when J. von Neumann, H. Weyl, and E. Wigner started to work on quantum mechanics
and D. Gabor set the theoretical foundation of signal analysis in 1946. Those were the origins of the
time-frequency analysis. In 1946, D. Gabor studied the window g = e−piz
2
, a Gaussian window, with the
translation, modulation parameters a = b = 1, using it to express information of a function in a local
time-frequency domain [11]. For this reason, the system {EmbTnag}m,n∈Z has been called a Gabor system.
Later, around 1980, A.J.E.M. Janssen played an important role in establishing the mathematical field of
time-frequency analysis [16]. Then, Ingrid Daubechies’s work on wavelet theory and time-frequency theory
brought a huge development of both fields and mutual influences [8].
The systems {EmbTnag}m,n∈Z and {EmbTnah}m,n∈Z can be frames if ab ≤ 1 (Theorem 9.1.12 in [3]). In
other words, given a sufficiently dense sampling in the time frequency plane, there exist windows g and h
for which the series in (1.2) converges unconditionally for all f ∈ L2(R) (Corollary 3.1.4 in [3]).
For the Gabor frame {EmbTnag}m,n∈Z and the dual Gabor frame {EmbTnah}, many nice theorems are
known, such as the characterization theorem for being a dual Gabor frame, the theorem that gives an
alternate form of the frame operator, and so on. However there are not many explicit examples of Gabor
dual frames for practical uses.
For example, a construction in literature is the square-root method of Daubechies [9]. Assume that s(x)
is nonnegative, bounded, supported on an interval of length L and
∑
n∈Z s(x−n) = 1. Then if 0 < b ≤ 1/L,
g = h =
√
s gives a pair of dual Gabor windows. Here the root reduces smoothness and the formula of
g and h are not simple. Also, the canonical dual window of g(x) is found as g(x)/
∑
n∈Z |g(x − n)|2 when
g is supported in an interval of length 1/b. Here, the denominator should be bounded below and above
(Corollary 9.1.8 in [3]) and this canonical dual is more complicated than the object window g. Another
example of construction is made by Janssen [17]. With the scaling chosen as ϕ(x) := 21/4e−pix
2
, it was
shown that for any  > 0,  < 1− ab, the function
γ(x) := 2−1/4bK−1epix
2∑
k∈Z
(−1)ke−pia(k+1/2)2/b erfc[(x− (k + 1/2)a)
√
pi/]
2
with
K :=
∑
k∈Z
(−1)k(2k + 1)e−pia(k+1/2)2 , erfc(x) := 2√
pi
∫ ∞
x
e−s
2
ds
generates a dual frame of {EmbTnaϕ}m,n∈Z. This dual window is very complicated and is not compactly
supported. These three examples of construction of dual windows show that they are very complex and it
is not easy to apply them in practice.
So the goal of this thesis is to find explicit dual Gabor windows g, h with simple form which satisfy the
identity (1.2), so that we can reconstruct any function f in L2(R) practically. The features of the constructed
windows will be better in some aspects compared to existing constructions of Gabor dual frames in work
by O. Christensen and R.Y. Kim [7],[6], O. Christensen [2], O. Christensen, H.O. Kim and R.Y. Kim [4]
and R.S. Laugesen [20]. Especially, the paper of R.S.Laugesen [20] inspired this thesis. Christensen, Kim,
and Laugesen used polynomial-based constructions for the Gabor dual windows. This thesis deals with
trigonometric windows.
Some features of the work in this thesis, compared to above existing works, are as follows. We present
examples with nice sized supports, with simple extensions from 1 dimension to higher dimensions, and with
accessibility to Fourier analysis because of the trigonometric form. In detail, the Gabor dual windows in
1 dimensional space, in this paper, have support [−1, 1]. We can raise the smoothness of the window g
without changing the support. The support [−1, 1] is relatively small, which might be useful for practical
uses. The figures and the formulas of the Gabor dual window examples in 1-dim. are shown in Figure 3.1
– Figure 3.5. Also, the windows are trigonometric functions in a restricted interval so it is easy to take the
Fourier transform, especially the Discrete Fourier transform in the discrete-time case. With this property,
we have a formula for the expression of the Gabor coefficients that leads to a relatively simple process of
computing the Gabor coefficients, using the windows in this paper (Chapter 4). Also, if one wants to analyze
signals in 2 dimensional space, such as images, one can tensorize the 1 dimensional examples. The process
is not complicated and even the sufficient condition on constructions (such as the size of the modulation
parameter matrix B) is less restrictive than the existing result [6]. These initial examples can be modified
to get the shape of the support in 2 dimensional case to be not just a square but a parallelogram. Some
explicit examples of Gabor dual windows in 2-dimension are in Figure 5.6 and Figure 5.7. Furthermore
we can extend the construction and get examples in 3 and higher dimensional space, retaining some nice
features as in 1 and 2 dimensional spaces.
Here is the structure of this thesis. In Chapter 2, we present some important theorems and corollaries
which gives the background of Gabor theory. Especially notice the window condition (Theorem 2.2), which
gives a necessary and sufficient condition for two functions g and h to give perfect reconstruction. This
3
condition is fundamental in our construction. The range of the degrees of trigonometric spline dual Gabor
windows and the method of constructing the Gabor dual windows in 1 dimensional space are introduced in
Chapter 3 (Theorem 3.2). Chapter 4 contains the topic of discrete-time Gabor systems. For the extension
from 1 dimensional Gabor dual windows to higher dimensional Gabor dual windows, see Chapter 5 (for the
2-dimensional case) and Chapter 6 (for 3 and higher dimensions). The basic extension is by a product of
1-dimensional windows, but complications arrive when the modulation matrix B is not a multiple of the
identity matrix. Chapters 3, 5, and 6 further have comparison sections explaining the relation with existing
works in the literature.
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Chapter 2
Background in Gabor theory
In Gabor theory, two operators are fundamental. One is the translation operator (Taf)(x) = f(x − a)
and the other is the modulation operator (Ebf)(x) = e2piibxf(x). The modulation operator represents a
translation in frequency domain. If one uses a compactly supported function g as a window with sufficiently
large discrete system of translations and modulations, one can cover whole time and frequency spaces and
so be able to reconstruct certain function in L2(R).
Before entering to such Gabor analysis, let us see the continuous time-frequency representation. Here,
the functional
< f,EωTxg >=
∫
R
f(t)g(t− x)e2piitω dt
is called the STFT (Short Time Fourier Transform) of f with respect to g.
Theorem 2.1 (Inversion Formula for the STFT, [12]). Suppose g, h ∈ L2(R) and < g, h >= 1 . Then
∀f ∈ L2(R), perfect reconstruction holds:
f =
∫
R
∫
R
< f,EωTxg > EωTxhdω dx
Here, a coefficient < f,EwTxg > holds information of the function f in a local time-frequency domain,
around (x,w) ∈ R × R with the size of the window g. The continuous inversion formula has a simple
assumption that the inner product of two windows g, h is 1. However the computation of the double
integral, integrating with respect to the time variable x and the frequency variable w, might be hard to do.
Also the computation is redundant : we could sample just some of the windowed function f with respect to
g to cover all value of f . So we should not need to add (integrate) for every value of the time and frequency
variables x and w.
Hence we try to use a Gabor system {EmbTnag}m,n∈Z, for fixed a, b > 0, in a discretized reconstruction
formula. The function in the system, g is called the generator or the window of this Gabor system. Here, the
translation and modulation parameters, a and b respectively, determine the fineness of sampling. Sufficiently
dense sampling leads to the almost perfect covering of f by the samples. If ab ≤ 1, the system {EmbTnag}
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can be a frame (Theorem 9.1.12 in [3]). It means that the Gabor system samples the time-frequency space
“sufficiently densely”. For example, if one has a low sampling rate in the time domain (large a) then one
must compensate with a high sampling rate in frequency (small b). A system {EmbTnag} is a Gabor frame
(or Weyl-Heisenberg frame) for L2(R), meaning a frame that has the structure of Gabor system, if there
exits A,B > 0 such that
A||f ||2 ≤
∑
m,n∈Z
| < f,EmbTnag > |2 ≤ B||f ||2, ∀f ∈ L2(R). (2.1)
A system {EmbTnag} is called a Bessel sequence if there exists B > 0 such that the right-hand inequality in
(2.1) holds. For a Gabor frame {EmbTnag} the frame operator S, consisting of analysis followed by synthesis,
is well-defined :
Sf
def= ab
∑
m,n∈Z
< f,EmbTnag > EmbTnag.
From this frame operator, it is possible to get the discrete form of reconstruction formula if we change the
window in the synthesis operator from g to h. i.e., we want to reconstruct a function f as :
f = Sg,hf
def= ab
∑
m,n∈Z
< f,EmbTnag > EmbTnah.
Here the systems {EmbTnag} and {EmbTnah} are called the Gabor dual frames.
Next we have a simple equivalent condition for having the discrete reconstruction. The condition is due
to Janssen [19] with weaker hypotheses on the windows. Our goal here is to give a simple direct proof for
“nice” windows.
Theorem 2.2 (Window Condition). Assume that g,h ∈ L2(R) are bounded and have compact supports.
Assume ab ≤ 1. Then we have
f = Sg,hf ∀f ∈ L2(R)
⇐⇒ a
∑
n∈Z
g(x−m/b− na)h(x− na) = δm,0, a.e. x ∈ [0, a]. (2.2)
The double sum in the definition of Sg,hf converges unconditionally, as the proof below will remark.
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Proof. (⇐) First of all, the identity
∑
m∈Z
( ̂f · Tnag)(mb)e2piimbx = 1
b
∑
m∈Z
(f · Tnag)(x− m
b
) (2.3)
can be verified as follows. The right hand side of (2.3) is 1b -periodic and square integrable, because f ∈ L2(R)
and g is bounded and has compact support, so we can express it as the Fourier series
∑
n∈Z cne
2piinbx. By
periodization, the Fourier coefficient is ck =
∫
R f(x) · Tnag(x)e−2piikbx dx = ̂f · Tnag(kb) and the identity
(2.3) is proved.
Then we have
Sg,hf = ab
∑
m,n∈Z
< f,EmbTnag > EmbTnah (2.4)
= ab
∑
n∈Z
{
∑
m∈Z
< f,EmbTnag > e
2piimbx}h(x− na)
= ab
∑
n∈Z
{
∑
m∈Z
( ̂f · Tnag)(mb)e2piimbx}h(x− na)
= ab
∑
n∈Z
{1
b
∑
m∈Z
(f · Tnag)(x− m
b
)}h(x− na) by (2.3)
=
∑
m∈Z
{a
∑
n∈Z
g(x− m
b
− na)h(x− na)}f(x− m
b
) (2.5)
= f(x) a.e. x ∈ [0, a], by hypothesis (2.2)
The summation in (2.4) converges unconditionally since g, h ∈ L2(R) are bounded and have compact supports
(Corollary 9.1.6 of [3], Theorem 8.4.4 of [1]). Incidentally, (2.5) is called Walnut’s representation of the frame
operator. See Theorem 2.5 below.
(⇒) Assume that Sg,hf = f ∀f ∈ L2(R). Then by (2.5) we have
f(x) =
∑
m∈Z
cm(x)f(x− m
b
) ∀f ∈ L2(R).
where cm(x) = a
∑
n∈Z g(x − mb − na)h(x − na) where m ∈ Z. Let us consider f as the L2-function χ[0, 1b ].
Because of the support of f(x), we have that
cm(x) = 0 ∀x ∈ (m
b
,
m+ 1
b
) ∀m ∈ Z \ {0}, and
c0(x) = 1 ∀x ∈ (0, 1
b
).
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Also note that cm(x) is a-periodic. Since a ≤ 1b , the interval on which cm(x) is equal to zero (which has
length 1b ) contains every value of cm(x). Thus, we can say that
cm(x) = δm,0 a.e. x ∈ [0, a],
and so we have proved the necessary condition of the window condition.
From the window condition in Theorem 2.2 , we can get another corollary characterizing Gabor dual
windows which is called Wexler-Raz Theorem (Theorem 9.3.4 in [3]). We omit the proof, since we will not
need this result.
Theorem 2.3 (Wexler-Raz Biorthogonality Relations). Let g,h ∈ L2(R) and a, b > 0 be given. If the two
Gabor systems {EmbTnag}, {EmbTnah} are Bessel sequences, then
f = Sg,hf ∀f ∈ L2(R)
⇐⇒ < h,Em/aTn/bg >= δm,0δn,0 for m,n ∈ Z.
Other important theorems about the duality of Gabor systems include Walnut’s representation theorem
(Theorem 6.3.2 in [12]) and Janssen’s representation theorem (Theorem 7.2.1 in [12]). These theorems are
important steps in proving a more general version of the window condition (Theorem 9.3.5 in [3]). The
assumption on g,h in Theorem 2.2 is that they are bounded functions in L2(R) with compact supports.
Walnut’s and Janssen’s representation theorems assume only g, h ∈ W (R) (Definition 2.4 below) and the
function pair (g, h) satisfies condition (A’) (Definition 2.6) respectively. However Theorem 2.2 is nice to have
because of its simpler and clearer proof
We will not need the Janssen or Walnut representations, but for the sake of providing background
information, we will state them anyway. First, we need to see what the Wiener space W means.
Definition 2.4. A function g ∈ L∞(R) belongs to the Wiener space W = W (R) if
||g||W =
∑
n∈Z
esssup
x∈Q
|g(x+ n)| <∞
where Q = [0, 1]. (Note Q = [0, 1]d in d-dimensional space.)
Now we have Walnut’s representation theorem for the Gabor frame operator S. Here the object function
f comes out from the coefficient and the new coefficients in the representation consist of inner products of
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windows for analysis and synthesis operator, g and h. Notice the independent variable occurs inside f in
(2.6) below.
Theorem 2.5 (Walnut’s representation). Let g, h ∈W (R) and let a, b > 0. Then for f ∈ L2(R),
Sg,hf =
∑
m,n∈Z
< f,EmbTnag > EmbTnah
can be written as
Sg,hf =
∑
m∈Z
cm(x) · Tmb f (2.6)
Notice (2.6) is just formula (2.5)
Now we give the definition of condition (A’) for the convergence of Janssen’s representation.
Definition 2.6. A pair (g, h) of functions in L2(R) satisfies condition (A’) for the parameters a, b > 0 if
∑
m,n∈Z
| < h, Tm
b
En
a
g > | <∞
If we use the Poisson summation formula with Walnut’s representation (Sec.7.2 in [12]), we have another
useful representation theorem for the Gabor frame operator S. The modulation and translation parameters
are changed into “adjoint” form, that is, 1b and
1
a instead of a and b.
Theorem 2.7 (Janssen’s adjoint representation). Assume that (g, h) satisfies condition (A’) for a, b > 0.
Then
Sg,hf
def
= ab
∑
m,n∈Z
< f,EmbTnag > EmbTnah
=
∑
m,n∈Z
< h,Em
a
Tn
b
g > Em
a
Tn
b
f
with absolute convergence in the operator norm.
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Chapter 3
One dimensional Gabor windows
In this chapter, we construct dual Gabor windows in 1 dimension. Before we start, let us define a class T of
functions.
Definition 3.1. A function f defined on R is in class T if f satisfies :
- f is supported on [−1, 1] and f(±1) = 0
- f on [−1, 1] equals the restriction of a symmetric trigonometric polynomial with period 4
- f(0) = 1
We will construct dual Gabor window pairs (g, h) where g,h are in class T . Here, let us assume by a
rescaling that the translation parameter a = 1 and assume the modulation parameter b is less than or equal
to 12 so that ab ≤ 12 . For
a = 1 and b ≤ 1
2
,
we have much simpler window condition, as we now show. If we plug in a = 1 into the window condition in
Theorem 2.2, we get ∑
n∈Z
g(x− m
b
− n)h(x− n) = δm,0 a.e. x ∈ [0, 1]. (3.1)
If b ≤ 12 , then for every non-zero integer m, we have |mb | ≥ 2. So (3.1) is satisfied automatically when m 6= 0,
because g and h are supported in the interval [−1, 1], which has length 2. When m = 0, we have
∑
n∈Z
g(x− n)h(x− n) = 1 a.e. x ∈ [0, 1]. (3.2)
If g,h are in T , then we only need to consider n = 0, 1 in (3.2) since the support is [−1, 1]. So we have the
simple window condition as follows :
g(x− 1)h(x− 1) + g(x)h(x) = 1 a.e. x ∈ [0, 1].
10
Consider a Cm-smooth trigonometric function g(x) = cosm+1(pix2 ) restricted on [−1, 1]. Then g satisfies
all conditions so this function is in class T and the degree of g is m+ 1. Now finding h, the dual window of
g, is our goal.
3.1 Constructing dual windows
Here is our main result in the one dimensional case, which is about the existence of a dual Gabor window
of g. In the proof of this theorem, we show the method of constructing the explicit dual window h.
Theorem 3.2. Fix m ≥ 0. There exists h ∈ T with deg(h) = 3m+ 1 and h ∈ Cm(R) such that g and h are
dual Gabor windows.
Our methods show that if h ∈ Cm(R) is any other dual window of g in class T , then deg(h) > 3m + 1.
We leave the verification to the reader.
3.2 Examples
Below are examples of the dual Gabor window pairs g and h in class T as found using Theorem 3.2.
The examples are plotted in Figures 3.1 – 3.5. Notice in the examples that g is a factor of h, so that h
automatically satisfies the Cm-smoothness condition at x = ±1.
Example : m = 0
g(x) = cos(
pix
2
)
h(x) = cos(
pix
2
)
Example : m = 1
g(x) = cos2 (
pix
2
)
h(x) = cos2(
pix
2
)(2− cos(pix))
Example : m = 2
g(x) = cos3 (
pix
2
)
h(x) = cos3(
pix
2
)[19− 18 cos(pix) + 3 cos(2pix)]/4
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Example : m = 3
g(x) = cos4 (
pix
2
)
h(x) = cos4(
pix
2
)[104− 131 cos(pix) + 40 cos(2pix)− 5 cos(3pix)]/8
Example : m = 4
g(x) = cos5 (
pix
2
)
h(x) = cos5(
pix
2
)[2509− 3650 cos(pix) + 1520 cos(2pix)− 350 cos(3pix) + 35 cos(4pix)]/64
-1 1
0.2
0.4
0.6
0.8
1.0
1.2
gHxL
-1 1
0.2
0.4
0.6
0.8
1.0
1.2
hHxL
Figure 3.1: g and h for m = 0
-1 1
0.2
0.4
0.6
0.8
1.0
1.2
gHxL
-1 1
0.2
0.4
0.6
0.8
1.0
1.2
hHxL
Figure 3.2: g and h for m = 1
We can recognize that h has local minimum at x = 0 for every m ≥ 1, as follows. Note g′(0) = 0 and
h′(0) = 0 by symmetry. Assume g and h satisfy the window condition g(x)h(x) + g(x − 1)h(x− 1) ≡ 1.
If we differentiate it twice and put x = 0, we have g′′(0)h(0) + 2g′(0)h′(0) + g(0)h′′(0) + g′′(−1)h(−1) +
2g′(−1)h′(−1)+g(−1)h′′(−1) ≡ 0. Because of the normalization g(0) = 1, h(0) = 1, the boundary condition
(g(−1) = h(−1) = 0, g′(−1) = h′(−1) = 0 by Cm-smoothness with m ≥ 1) the formula reduces to g′′(0) =
−h′′(0). Since g has a negative second derivative at x = 0, h has a positive one and so h has a local minimum
at x = 0.
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Figure 3.3: g and h for m = 2
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Figure 3.4: g and h for m = 3
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Figure 3.5: g and h for m = 4
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3.3 Proof of Theorem 3.2
We know that deg(g) = m + 1 and g(x) = cosm+1(pix2 ) = 2
−(m+1)(epixi/2 + e−pixi/2)m+1. Since g and h are
to be Gabor dual windows and g is real-valued, they must satisfy the simplified window condition :
g(x)h(x) + g(x− 1)h(x− 1) ≡ 1 ∀x ∈ [0, 1].
Let h(x) = g(x)w(x). Then the window condition becomes :
g(x)2w(x) + g(x− 1)2w(x− 1) ≡ 1 ∀x ∈ [0, 1]
We want to know the function w(x). Set g(x) = G(epixi/2) = G(z) and w(x) = W (epixi/2) = W (z) where G,
W are Laurent polynomials, z = epixi/2 ∈ C. Then the window condition becomes :
G(z)2W (z) +G(−iz)2W (−iz) ≡ 1 ∀z ∈ C
Let w(x) =
∑r
k=−r cke
piikx/2 =
∑r
k=−r ckz
k since w(x) is 4-periodic. (Note that symmetry leads the fact
that ck = c−k. We have
G(z)2 = (z + z−1)2(m+1) · 2−2(m+1)
=
2m+2∑
j=0
(
2m+ 2
j
)
z2j−2m−2/22m+2
by a binomial identity. Now, if we plug in W (z) and G(z)2 into the window condition, we have
2m+2∑
j=0
(
2m+ 2
j
)
z2j−2m−2
r∑
k=−r
ckz
k +
2m+2∑
j=0
(
2m+ 2
j
)
(−1)j−m−1z2j−2m−2
r∑
k=−r
ck(−iz)k ≡ 22m+2.
We combine the powers of z to obtain zt, where t = 2j− 2m− 2 + k, and the window condition becomes
2m+2+r∑
t=−2m−2−r
(1 + (−i)t){ r∑
k=−r
k≡t mod 2
(
2m+ 2
m+ 1 + (t− k)/2
)
ck
}
zt ≡ 22m+2. (3.3)
Here we use the convention that
(
2m+2
j
)
= 0 when j < 0 or j > 2m+ 2.
Assume that r = 2m so that h has degree 3m+ 1. Then the degree of the left-hand side of the window
condition (3.3) is 4m+ 2. Now let us divide cases.
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Case 1 Let us think about the terms z−4m−1, z−4m+1, . . . , z4m+1, i.e., the odd powers or odd values of t.
First, see the coefficient of z4m+1 in (3.3). From (3.3),
∑2m
k=−2m
k:odd
(
2m+2
3m+(3−k)/2
)
ck is the coefficient of
z4m+1. Note that 3m + (3 − k)/2 ≤ 2m + 2 because of the binomial term in the coefficient. Thus,
k = 2m− 1. i.e., the coefficient of z4m+1 is c2m−1.
Since the right-hand side of the window condition is constant, this coefficient vanishes. i.e., c2m−1 = 0.
If the power of z is odd number, the coefficient of zt is consist of odd-indexed c. By induction, thus,
with the information from the coefficient of the odd power of z’s, ck = 0 for k: odd number.
Case 2 The coefficient of the (4l + 2)-th power of z (l ∈ Z) is automatically zero, because (1 + (−i)t) = 0
when t = 4l + 2.
Case 3 Now we examine the coefficient of the z with form t = 4l (l ∈ Z).
From (3.3) that coefficient is
2
m∑
k=−m
(
2m+ 2
m+ 1 + 2l − k
)
c2k.
Because the right side of (3.3) is constant, the coefficient of z4l must equal 22m+2 if l = 0, and 0 if
l 6= 0, |l| ≤ m. We can set this as a matrix form and can get the window condition as follows :
Mm ·

c−2m
c−2m+2
...
c0
...
c2m−2
c2m

=

0
...
0
22m+1
0
...
0

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where Mm is the (2m+ 1)× (2m+ 1)-matrix defined as below
Mm =

(
2m+2
1
) (
2m+2
0
)
0 0 · · · · · · · · · 0 0(
2m+2
3
) (
2m+2
2
) (
2m+2
1
) (
2m+2
0
)
0 · · · · · · 0 0
...
...
...(
2m+2
2m−1
) (
2m+2
2m−2
) · · · · · · · · · (2m+22 ) (2m+21 ) (2m+20 ) 0(
2m+2
2m+1
) (
2m+2
2m
) · · · (2m+2m+2 ) (2m+2m+1 ) (2m+2m ) · · · (2m+22 ) (2m+21 )
0
(
2m+2
2m+2
) (
2m+2
2m+1
) (
2m+2
2m
) · · · · · · · · · (2m+24 ) (2m+23 )
...
...
...
0 0 · · · · · · 0 (2m+22m+2) (2m+22m+1) (2m+22m ) (2m+22m−1)
0 0 · · · · · · · · · 0 0 (2m+22m+2) (2m+22m+1)

(3.4)
Note (Mm)i,j =
(
2m+2
2i−j
)
, for 1 ≤ i, j ≤ 2m+ 1.
If Mm is invertible, we can get the even coefficient c2k’s of w(x) and get h(x) = g(x)w(x), a dual
window of g(x).
Claim 1. Mm is invertible, with det(Mm) = 22m
2+3m+1.
Proof. The claim is obvious when m = 0. When m = 1,
Mm =

(
4
1
) (
4
0
)
0(
4
3
) (
4
2
) (
4
1
)
0
(
4
4
) (
4
3
)
 =

4 1 0
4 6 4
0 1 4

and its determinant is 26 which satisfies the Claim.
To prove this claim for m ≥ 2, we will break the matrix Mm into some simple matrices and proceed
by induction. If we see the general element of Mm,
(Mm)i,j =
(
2m+ 2
2i− j
)
=
2∑
l=0
(
2m
2i− j − l
)(
2
l
)
by a counting argument
=
j+1∑
n=j−1
(
2m
2i− n− 1
)(
2
n− j + 1
)
by letting l = n+ 1− j. If j = 2, 3, . . . , 2m, then the values n = j− 1, . . . , j+ 1 lie in [1, 2m+ 1] which
16
is the number of columns and rows of Mm. Hence if we define matrices Am and Bm with elements :
(Am)i,j =
(
2m
2i− j − 1
)
for i, j = 1, . . . , 2m+ 1
and
(Bm)i,j =
(
2
i− j + 1
)
for i = 1, . . . , 2m+ 1, j = 2, 3, . . . , 2m,
then from the 2nd column to the (2m)th column of Mm can be expressed as a product of Am and
Bm.
For the first column of Bm, we have a claim as below.
Claim 2. Let
{(Bm)i,1}i=1,...,2m+1 =
{(2m
1
)
+ 2,−
(
2m
2
)
+ 1,
(
2m
3
)
,−
(
2m
4
)
,
(
2m
5
)
, . . . ,−
(
2m
2m
)
, 0
}
(3.5)
Then (AmBm)i,1 = (Mm)i,1.
Proof. Let us plug (3.5) in the equation
Am(Bm)i,1 = (Mm)i,1
⇐⇒
2m+1∑
k=1
(
2m
2i− k − 1
)
(Bm)k,1 =
(
2m+ 2
2i− 1
)
. (3.6)
And use a binomial property
(
n
k
)
=
(
n−1
k
)
+
(
n−1
k−1
)
twice to reduce the upper part of binomials in the
equation (3.6) from (2m+2) to 2m. Then the equation (3.6) simplifies to
∑
k∈Z
(−1)k+1
(
2m
2i− k − 1
)(
2m
k
)
= 0. (3.7)
The change of summation variable ` = 2i− k − 1 changes the left side of (3.7) to
∑
`∈Z
(−1)`
(
2m
`
)(
2m
2i− `− 1
)
,
which equals (-1) times the left side of (3.7). Hence the left side of (3.7) equals 0.
Similarly, the (2m+1)th column of Bm is a sequence which is opposite order of the first column of Bm.
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i.e., we have Bm as follows :
Bm =

(
2m
1
)
+ 2 1 0 0 0 · · · · · · 0 0
−(2m2 )+ 1 2 1 0 0 · · · · · · 0 −(2m2m)(
2m
3
)
1 2 1 0 · · · · · · 0 ( 2m2m−1)
−(2m4 ) 0 1 2 . . . · · · · · · ... −( 2m2m−2)
...
...
...
. . . . . .
...
...(
2m
2m−1
)
0 0 0 · · · · · · . . . 1 (2m3 )
−(2m2m) 0 0 0 · · · · · · . . . 2 −(2m2 )+ 1
0 0 0 0 · · · · · · · · · 1 (2m1 )+ 2

The determinant of Mm is the product of det(Am) and det(Bm). Here, note that the det(Am) is :
det(Am) = det(Mm−1)
since the centered (2m− 1)× (2m− 1) sub-matrix of Am is the matrix Mm−1, i.e.,
(Mm−1)i,j =
(
2(m− 1) + 2
2i− j
)
=
(
2m
2i− j
)
=
(
2m
2(i+ 1)− (j + 1)− 1
)
= (Am)i+1,j+1
and the top left element and the bottom right element of Am are both 1 which are the only non-zero
element of the first and the last row of Am.
So the determinant of Bm is the ratio of the determinant of Mm and Mm−1. Now to prove the Claim
we only need to show that
det(Bm) =
22m
2+3m+1
22(m−1)2+3(m−1)+1
= 24m+1.
To show this, let us change the form of Bm. Move each column to the left, with the first column
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moving around to become the last column. If we let the new matrix as B′m, it looks like :
B′m =

1 0 0 0 · · · · · · 0 0 (2m1 )+ 2
2 1 0 0 · · · · · · 0 −(2m2m) −(2m2 )+ 1
1 2 1 0 · · · · · · 0 ( 2m2m−1) (2m3 )
0 1 2
. . . · · · · · · ... −( 2m2m−2) −(2m4 )
...
...
...
. . . . . .
...
...
0 0 0 · · · · · · . . . 1 (2m3 ) ( 2m2m−1)
0 0 0 · · · · · · . . . 2 −(2m2 )+ 1 −(2m2m)
0 0 0 · · · · · · · · · 1 (2m1 )+ 2 0

So, det(B′m) = det(Bm)× (−1)2m = det(Bm). i.e., the determinant is preserved.
Now we want to divide B′m into two matrices as follows :
B′m =

1 0 0 0 · · · 0 0 0
2 1 0 0 · · · 0 0 0
1 2 1 0 · · · 0 0 0
...
...
...
. . . . . .
...
...
...
0 0 0 · · · 2 1 0 0
0 0 0 · · · 1 2 1 0
0 0 0 · · · 0 1 2 1

×

1 0 0 · · · 0 a1 b1
0 1 0 · · · 0 a2 b2
0 0 1 · · · 0 a3 b3
...
...
...
. . .
...
...
...
0 0 0 · · · 1 a2m−1 b2m−1
0 0 0 · · · 0 a2m b2m
0 0 0 · · · 0 a2m+1 b2m+1

where a1 = 0, b1 =
(
2m+2
1
)
, and for i ≥ 2 we have
ai = δi,2m + (−1)i+1
i−2∑
k=0
(
2m
2m− k
)
(i− k − 1) (3.8)
bi =
i−2∑
k=0
(
2m
k + 2
)
(−1)i+1(i− k − 1) + (−1)i+1((2m+ 1)i+ 1) (3.9)
which can be easily showed with simple calculation, by induction on i.
So now we have
det(B′m) = det
 a2m b2m
a2m+1 b2m+1
 = a2mb2m+1 − a2m+1b2m.
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We need to show that a2mb2m+1 − a2m+1b2m = 24m+1. If we use some binomial identities such as
n∑
k=0
(
n
k
)
= 2n,
n∑
k=0
k
(
n
k
)
= n2n−1,
(
n
k
)
=
(
n− 1
k
)
+
(
n− 1
k − 1
)
with (3.8) and (3.9), it can be shown easily. So the Claim is verified.
We have shown Mm is invertible. Thus we can get the exact value of the coefficients of W (z) which
means we can get h(x), the dual window of g(x). So we have proved the theorem.
3.4 Remarks on the construction
First of all, we can explain our choice of the window g.
Theorem 3.3. There exist a unique g(x) in class T with Cm-smoothness such that deg(g) is the smallest.
That degree is m+ 1, and g(x) = cosm+1(pix2 ) = 2
−(m+1)(epiix/2 + e−piix/2)m+1 .
Proof. Assume that g ∈ T with Cm-smoothness. Let g(x) = G(epixi/2) = G(z) with G : a Laurent
polynomial where z ∈ C. Then because of the boundary condition, g(1) = G(epii/2) = G(i) = 0 and
g(−1) = G(e−pii/2) = G(−i) = 0 and thus G(z) has a factor (z − i)( 1z − i). Since g is Cm-smooth and the
support of g is in [−1, 1], g(m)(1) = g(m)(−1) = 0. i.e., G(m)(i) = G(m)(−i) = 0. So G(z) has a factor
(z− i)m+1( 1z − i)m+1 and by the fundamental theorem of algebra, G(z) = c(z− i)m+1( 1z − i)m+1 with some
constant c is the function with the smallest degree which satisfies assumptions.
Now, the normalization condition in class T can be used to find out the coefficient c. If we apply
g(0) = G(1) = 1, we have a unique function g(x) = 2−(m+1)(epiix/2 + e−piix/2)m+1.
The following theorem says that if one of the dual Gabor window pairs in class T has the smallest degree,
then that window is a factor of the other window which is a dual window.
Theorem 3.4. Let g(x) and h(x), both in class T , be dual Gabor windows and Cm-smooth for m ∈ N.
Suppose that g has the smallest degree. Then h(x) is a multiple of g(x). i.e. there exists trigonometric
function w(x) such that h(x) = g(x)w(x).
Proof. From Theorem 3.3, we know that there exists g unique with smallest degree. Let g(x) = P (epixi/2) =
P (z), h(x) = Q(epixi/2) = Q(z) where P,Q are Laurent polynomials, z ∈ C. From the assumption, g and h
are symmetric and have same boundary conditions. If g(1) = 0, P (epii/2) = P (i) = 0. i.e., P has a factor
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(z − i). If g′(1) = 0, P ′(i) = 0. i.e., P has a factor (z − i)2. By symmetry P has ( 1z − i)2 also.i.e., P has
a factor (z + i)2. Similarly, since g(m)(1) = 0, P has (z + i)m+1 and (z − i)m+1. Since h(x) has the same
boundary condition, Q has factors (z + i)m+1 and (z − i)m+1. And we know that g(x) is defined only from
the boundary condition and has the smallest degree. Thus, by the Fundamental theorem of algebra, h(x) is
multiple of g(x).
So the window function g we use in the first part of this chapter is found. This g could not be chosen
any other way, unless the degree is increased. Also, from Theorem 3.4, g has to be a factor of h which is a
dual window of g.
3.5 Comparison with work of Christensen and Kim, and
Laugesen
In this section we try to compare our work with the known results so that we can see what’s new and
what aspect of our work is valuable in what sense. The work by Christensen [2], Christensen and Kim [7],
and Laugesen [20] will be concerned because their work includes the issue of constructing the Gabor dual
windows.
Features of our windows
In the first part of this chapter we assumed some properties of the window and the dual window are satisfied
and we proved that such windows provide examples of Gabor dual windows. First of all, we have the fixed
support for windows as [−1, 1]. The support is fixed for any smoothness of the windows, and it is relatively
small support so the examples might be useful. And our windows are trigonometric splines so it is easy
to take the Fourier transform. (We will use that feature in the next chapter for the discrete-time Gabor
systems.) Also they are 4-periodic and symmetric, and the dual window of a certain window has that certain
window as a factor. So if we arrange the main features of our windows, it would be as follows.
- fixed support [−1, 1]
- symmetric trigonometric splines with period 4
- one of the dual window is a factor of the other dual window
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Main points of Christensen and Kim’s work in 1-dim.
In Theorem 3.1 of Christensen and Kim’s work [7], the general theorem of the paper, it shows that if we
let N ∈ N, g ∈ L2(R), bounded and supp(g) ⊂ [0, N ], ∑n∈Z g(x − n) = 1 and b ∈]0, 12N−1 ] then, the dual
window h(x) is a finite linear combination of translates of g(x) so the support is larger than the support of
g(x) (we can see that supp(h) ⊂ [−N + 1, 2N − 1]). (In Christensen’s other work[2], it has an example of
such dual window with a certain choice of the coefficients of the linear combination.)
To apply their result in practice, one needs an explicitly given g with the partition of unity property.
Christensen and Kim have the positive result with B-spline as windows. Note that here, one has N = m+ 2
where N is the degree of g and m is the smoothness of g. The dependence of support region on the smoothness
m is due to the choice of g as a B-spline. There exists (at least in theory) windows g of arbitrary smoothness
and fixed support [0, 2] that satisfy the partition of unity property, but for the B-splines, the support grows
as the smoothness increases.
Now we can arrange the features of the windows in their work as follows.
- g : polynomials restricted to compact intervals
- also they use the bounded function g s.t. supp(g) ⊆ [0, N ] and ∑n∈Z g(x− n) = 1, i.e., a partition of
unity or ”constant periodization”.
- they use B-splines as explicit window examples.
- growing support with respect to the smoothness of the window ( length = O(N) )
- modulation variable b is restricted by the size of the support of the window (or the smoothness of the
window) (b ≤ 12N−1 , so b ≤ 12m+3 .)
- h, the dual window of g, is a finite linear combination of translates of g (so the size of the support of
h is 3N − 2 and it is bigger than the size of the support of g which is N).
- due to the property of h that h is a finite linear combination of translates of g, the behavior of h in
the frequency domain can be determined from that of g.
In the Christensen and Kim’s work [7], they also used window g that is a polynomial (not spline) restricted
to compact intervals, i.e., spline with knots only at end points of support. They proved that none of its
dual windows can have a similar form (i.e., polynomials with compact supports) but almost all of the dual
windows are B-splines.
22
Comparison with work of Christensen and Kim
Here we can have three main issues in comparing our work and Christensen and Kim’s work [7]. Those are
the smoothness of windows, the length of support, and the range of modulation parameter b.
At first, we can see that, in our work, if one decides the smoothness of the window g as m ≥ 0, then one
has the explicit function g with smoothness m, which is a trigonometric polynomial in support [−1, 1] with
degree m+ 1. Also one can have a dual window function h with degree 3m+ 1 (or bigger than 3m+ 1) by
the construction process we have in the Theorem 3.2. In the Christensen and Kim’s work, if one wants g
to have a smoothness m + 1, then one has g as a B-spline with degree m + 1 and h with the same degree
(m+ 1) since h is a finite linear combination of g. So one can decide the smoothness of window g arbitrarily
for both cases but Christensen and Kim’s work is better if one wants to use lower degree window for same
smoothness. (See Table 3.1)
Second, let us see the length of supports of g and h in each work. In our work, the supports of g and h are
fixed as [−1, 1]. So the length of the support is 2 and it is not changed due to the smoothness of the window.
On the other hand, in the Christensen and Kim’s work, the support of g depends on the smoothness of g.
As the smoothness grows, the support of g grows. And since h is the linear combination of g, the length of
h is even bigger. By the Theorem 3.1 of [7], if the length of support of g is N , then the length of support
of h is 3N − 2 and this variable N corresponds to the smoothness of g. So if one wants to use very smooth
dual windows with small support or same support, our examples would be suitable (See Table 3.2).
For the third main issue, if we see Christensen and Kim’s work, the range of the modulation parameter
b is restricted by the smoothness of g. Since the support of g is also related to the smoothness of g, we
can say that the modulation parameter b, the support of g, and the smoothness of g are all related. By the
Theorem 3.1 of [7], if the length of support of g is N then b ≤ 12N−1 . Whereas, in our work, the modulation
parameter b is not affected by smoothness or supports of windows. So in this case, one can use any b ≤ 12
(See Table 3.2).
Also we can consider other features of windows such as the complexity of computing windows. In
Christensen and Kim’s paper, they used B-splines which is well known so one can write it up easily. For
our examples of windows, we coded it up in Mathematica so we are able to have the explicit examples in a
minute. And for higher dimension cases, both methods adapt differently, although new difficulties arises so
those can be compared in many ways (See section 5.3 and section 6.2).
In another paper that Christensen wrote with M.S. Jacobsen [5], they have a similar result with the result
of this paper but their method is different. They constructed trigonometric polynomial based Gabor dual
window pairs for the smoothness m < 6 (Theorem 3.2 in [5]). Here, the modulation parameter b is in (0, 15 ]
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m C & K this paper
deg g deg h deg g deg h
0 1 1 1 1
1 2 2 2 4
2 3 3 3 7
3 4 4 4 10
4 5 5 5 13
m m+1 m+1 m+1 3m+1
Table 3.1: Here, m means the smoothness of g, C & K means Christensen and Kim’s work, and ”this paper”
means our work in this paper.
m C & K this paper
modulation support modulation support
0 b < 13 4 b ≤ 12 2
1 b < 15 7 b ≤ 12 2
2 b < 17 10 b ≤ 12 2
3 b < 19 13 b ≤ 12 2
4 b < 111 16 b ≤ 12 2
m b < 12m+3 3m+ 4 b ≤ 12 2
Table 3.2: Here, ”modulation” means the modulation parameter b, and ”support” means the length of
support of h, the dual of g. As m grows, the region of modulation parameter b becomes small in Christensen
and Kim’s work whereas our work keeps the region of b as [0, 12 ]. Also the length of support of the dual
window of g is growing in C&K but it is fixed as 2 in our work.
and the window g is multiple of sin( 13pix)χ[0,3](x). (In this paper, the window g is multiple of cos(
pix
2 )χ[−1,1]
and the result of this paper can handle the smoothness m ≥ 0.)
Comparison with work of Laugesen
Since my idea about constructing the Gabor dual windows was derived from Laugesen’s work [20], lots of
common features can be found in our work and in [20]. Both works deal with windows in [−1, 1] which is
the fixed support of the windows, and windows can be taken to have Cm-smoothness and symmetry. Also,
the modulation parameter b satisfies b ∈]0, 12 ] if we assume the translation parameter a = 1. So we can see
that the three main issues we took as criteria for comparison in section 3.5 have same contents in our work
and in Laugesen’s work [20].
The main difference is the form of the windows. In [20], he used polynomial splines as the dual Gabor
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windows while we use trigonometric polynomials as the windows. That’s why in [20], he introduced 3 knots
(at x = 0,−1, 1) for windows because the window condition (Theorem 2.2 in this paper) does not work for
a pair of two 2-knot polynomial splines. However, in our work, one can find the dual Gabor windows with
only 2-knots (at x = −1, 1) since we are dealing with trigonometric functions. And we have proved that our
process of construction works generally, for any smoothness m, while [20] does not include any proof that
the polynomial algorithm works in general.
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Chapter 4
Discrete-time Gabor systems
When someone wants to use the Gabor system in the real world (for example, in signal processing), it
would be helpful if the windows are in discrete form. This naturally makes us to find the relationship
between the continuous Gabor windows and the discrete Gabor windows. There are already results about
this issue. In [3] and [18], the authors have conditions on the Gabor windows in L2(R) which imply that
we can get the discretized Gabor windows with similar forms. We gather these existing results and prove
the characterization of dual Gabor windows in `2(Z) in nice and very similar way with the continuous case
(Theorem 4.1 below).
First, we need to define functions in `2(Z) and the translation and modulation operators again, since
there are some differences between a continuous time domain and a discrete time domain. Let us change
the translation and modulation parameters to
a = N and b =
1
M
where ab =
N
M
≤ 1
2
.
If we just sample a Gabor frame {EmbTnag}m∈Z,n∈Z = {EmM TnNg}m∈Z,n∈Z in a continuous domain at the
integer values of the time variable, giving {Em
M
TnNg(j)}m∈Z,n∈Z where j ∈ Z , the discretized system is not
even a Bessel sequence in a discrete time domain, because the modulated amount when m = 0,±M,±2M, . . .
are same (e2pii
±M
M j = 1 for all integers j, and so on). Thus, in a discrete domain, we restrict the modulation
variable m as m = 0, 1, 2, · · · ,M − 1. And, let us define the sampled function of f(x), x ∈ R, with integer
values as fD(j), j ∈ Z. It is observed in [12] that it does not matter whether the discretization is performed
before or after the Gabor system is formed : {Em
M
TnNg
D}m=0,··· ,M−1,n∈Z = {(EmM TnNg)D}m=0,··· ,M−1,n∈Z.
4.1 Discrete window condition
We find the characterization of the window condition in the discrete-time Gabor system.
Theorem 4.1 (Janssen-type Characterization of dual Gabor frames of `2(Z)). Suppose gD, hD ∈ `2(Z) have
26
compact support and M,N > 0 are given. Then {Em
M
TnNg
D}m=0,...,M−1,n∈Z and {EmM TnNhD}m=0,...,M−1,n∈Z
are Gabor dual frames with N ≤M if and only if
∑
n∈Z
gD(j −mM − nN)hD(j − nN) = 1
N
δm,0(j), ∀j ∈ Z,m ∈ Z
Proof. This proof is very similar with that of the continuous-time case, in Theorem 2.2.
(⇐) We have for all fD ∈ `2(Z) that
fD(j) = N
∑
m∈Z
{∑
n∈Z
gD(j −mM − nN)hD(j − nN)
}
fD(j −mM) by assumption
= N
∑
n∈Z
∑
m∈Z
gD(j −mM − nN)fD(j −mM)hD(j − nN)
= N
∑
n∈Z
∑
l∈Z
fD(l)gD(l − nN) 1
M
M−1∑
k=0
e−2piil
k
M e2pii
k
M jhD(j − nN) by geometric sum over k
=
N
M
∑
n∈Z
M−1∑
k=0
< fD, E k
M
TnNg
D >`2(Z) E k
M
TnNh
D(j)
= SgD,hDf
D(j)
So, {Em
M
TnNg
D}m=0,...,M−1,n∈Z and {EmM TnNhD}m=0,...,M−1,n∈Z are Gabor dual frames in `2(Z).
(⇒) Assume that SgD,hDfD = fD for all fD ∈ `2(Z). Then by the first line of the above equations, we have
fD(j) =
∑
m∈Z
cm(j)fD(j −mM) ∀fD ∈ `2(Z)
where cm(j) = N
∑
n∈Z g
D(j−mM −nN)hD(j−nN) for m ∈ Z. Let us consider fD as the `2(Z)−function
:
fD(j) =
 1 if 1 ≤ j ≤M0 otherwise
Then we have cm(j) = 0 for all j ∈ (mM, (m + 1)M ], ∀m ∈ Z \ {0} and c0(j) = 1 for all j ∈ (0,M ]. Here,
note that cm(j) is a N -periodic function and that the necessary condition for the discrete Gabor system
{Em
M
TnNg(j)} to be a frame is NM ≤ 1. Since N ≤M , cm(j) = δm,0(j) and the proof is done.
If we have a pair of Gabor dual windows in the continuous time, then they can be Gabor dual windows
in the discrete time.
Corollary 4.2. Assume that g(x) and h(x) are continuous, compactly supported Gabor dual windows. Then
their discrete forms are dual windows in `2(Z).
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Proof. By Theorem 2.2 and Theorem 4.1 with change of translation and modulation parameters a, b to N, 1M
and integer valued sampling, it is clear.
4.2 Examples
By Corollary 4.2, the examples of dual Gabor windows in discrete domain can be made from continuous
dual Gabor windows. We need to decide the number of points by setting the number N . Below figures are
the discrete dual Gabor windows in `2(Z)-sense which are from g and h, dual Gabor windows in continuous
domain, with different number of support points and smoothness in continuous domain.
-10 -5 5 10
0.1
0.2
0.3
0.4
-10 -5 5 10
0.1
0.2
0.3
0.4
0.5
Figure 4.1: When N = 5. This gD, hD are from g, h in continuous case when m = 1.
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0.1
0.2
0.3
0.4
Figure 4.2: When N = 10. This gD, hD are from g, h in continuous case when m = 2.
4.3 Gabor coefficients by the DFT
In Theorem 4.3 we will show that we can express the Gabor coefficient in terms of the discrete Fourier
transform of some portion of values of fD. We can just take a certain portion of f , take the discrete Fourier
transform of it, and filter it by summing certain linear combinations of translations of it.
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Theorem 4.3. Fix N ∈ N and a function g in class T , say g(x) = ∑pk=−p ckeipikx/2χ[−1,1](x). Let G(j) =
1√
N
g( jN ) be a discrete form of g with support of [−N,N) (j ∈ Z). If M = 2N , then for any fD ∈ `2(Z), the
Gabor coefficients of fD can be expressed as
< fD, Em
M
TnNG >=
1√
N
e−piim(n−1){
p∑
k=−p
k:even
cki
k(T− k2An)(m) +
p∑
k=−p
k:odd
cki
k(T− k−12 Bn)(m)}
where An = Fan (the DFT of an) where an(j) = (T(1−n)NfD)(j)χ[0,2N)(j), i.e., shifted windowed version of
data of length 2N around location nN(see Figure 4.3), and Bn = Fbn where bn(j) = E− 14N T(1−n)NfD(j)χ[0,2N)(j) =
E− 14N an(j). (Here F means the discrete Fourier transform with period 2N , so that An and Bn are 2N -
periodic.)
Note : supp(An) = supp(Bn) = [0, 2N) ⊆ Z.
(n-1)N (n+1)N 
nN 
f
D
( j)
: 2N data points. a
n
( j)
Figure 4.3: an is the windowed sample of data of length 2N around nN .
Proof. We have G(j) = 1√
N
g( jN ) =
1√
N
∑p
k=−p cke
ipikj/2Nχ[−N,N)(j). If we shift it by nN , G(j − nN) =
1√
N
∑p
k=−p cke
ipikj/2Ne−ipikn/2χ[(n−1)N,(n+1)N)(j). Because of the support of G(j − nN), we have
< f,Em
M
TnNG >=
(n+1)N−1∑
j=(n−1)N
f(j)
1√
N
(
p∑
k=−p
cke
−2piijm/M−ipikj/2Neipikn/2).
By change of variable,
< f,Em
M
TnNG > =
2N−1∑
j=0
f(j + (n− 1)N) 1√
N
(
p∑
k=−p
cke
−2pii(j+(n−1)N)m/M−ipik(j+(n−1)N)/2Neipikn/2)
=
1√
N
e−2piim(n−1)N/M
p∑
k=−p
cki
k(
2N−1∑
j=0
(E− k4N T(1−n)Nf)(j)e
−2piijm/M )
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Let us let the part
∑2N−1
j=0 E− k4N T(1−n)Nf(j)e
−2piijm/M above as (?). If k: even, let us say k = 2k′. Then
(?) =
2N−1∑
j=0
T(1−n)Nf(j)e−2piij(m+k
′)/2N since M = 2N
= An(m+ k′)
if we let an(j) = (T(1−n)Nf)(j)χ[0,2N−1] and An = Fan
= (T− k2An)(m)
If k: odd, let us say k = 2k′ + 1. Then
(?) =
2N−1∑
j=0
E− 2k′+14N
T(1−n)Nf(j)e−2piijm/M
=
2N−1∑
j=0
E− 14N T(1−n)Nf(j)e
−2piij(m+k′)/2N since M = 2N
If we let E− 2k′+14N
T(1−n)Nf(j) as bn(j) and Bn = Fbn, we have the result.
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Chapter 5
Two dimensional Gabor windows
In this chapter we will expand the dimension of domain to 2 dimension. We use the dual windows in 1
dimensional case to construct 2 dimensional dual Gabor windows.
5.1 Constructing dual windows in two dimensional space
In two dimensional case, parameters for the translation lattice and the modulation lattice are 2 × 2-sized
matrices. In one dimension, the parameters were a > 0 (we could assume a = 1) and b > 0 respectively.
Similarly, we can let those lattices in two dimension be AZ2 and BZ2 for some 2 × 2 matrices A and
B, respectively, and we can assume A = I by rescaling. That is, the Gabor system generated by g is
{EBmTIng}m,n∈Z2 . And, analogous to Theorem 2.2, the characterization of dual Gabor windows in 2
dimension is as follows :
∑
k∈Z2
g(x−B−Tn− k)h(x− k) = δn,0, a.e. x ∈ [0, 1]2, n ∈ Z2, (5.1)
where we assume throughout this chapter that g and h are bounded with compact support. Throughout
this chapter, we assume that 1-dim. functions g1,g2,h1 and h2 are bounded and compactly supported.
First we give the simplest example of the extension of windows from 1 dimension to 2 dimension domain.
Proposition 5.1 (Product construction for B = 12I). Assume that g1, h1 and g2, h2 are Gabor dual window
pairs in one dimension, for parameters a = 1 and b = 12 . Then g = g1⊗g2 and h = h1⊗h2 are 2-dimensional
dual Gabor windows for parameters A = I and B = 12I.
Here g1 ⊗ g2 means simply (g1 ⊗ g2)(x1, x2) = g1(x1)g2(x2).
Proof. From the assumption, we have B−T = 2I. Let x = (x1, x2)T ∈ R2, n = (n1, n2)T ∈ Z2, and
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k = (k1, k2)T ∈ Z2. Then we have
∑
k∈Z2
g1 ⊗ g2(x− 2n− k)h1 ⊗ h2(x− k)
=
∑
k1∈Z
g1(x1 − 2n1 − k1)h1(x1 − k1)
∑
k2∈Z
g2(x2 − 2n2 − k2)h2(x2 − k2)
=δn1,0δn2,0 by Theorem 2.2 with b =
1
2
=δn,0
since (g1, h1) and (g2, h2) are dual window pairs. By the window condition in 2 dimension (5.1), g and h are
dual Gabor windows.
For general B, we can get the Gabor dual windows if ‖B‖ is sufficiently small. Following theorem shows
the threshold.
Theorem 5.2 (B small enough). In 2-dim. if ‖B‖ ≤ 1
2
√
2
, then we can construct examples of Gabor dual
windows with that B.
Here ||B|| denotes the operator norm of the matrix B.
Proof. Let g1, h1 and g2, h2 be dual Gabor window pairs in 1-dim. as constructed in Chapter 3. Assume
that g(x) = g1 ⊗ g2(x) and h(x) = h1 ⊗ h2(x) for x ∈ R2. Let us think about the lattice from B−Tn for
n = (n1, n2)T ∈ Z2. Assume that we shift a rectangle [−1, 1]2 along with this lattice and there’s no overlaps.
Then the window condition for B :
∑
k∈Z2
g1 ⊗ g2(x−B−Tn− k)h1 ⊗ h2(x− k) = δn,0 a.e.x ∈ R2
will be satisfied automatically when n = 0 since g1, h1 and g2, h2 are dual window pairs in 1 dim. and satisfy
∑
k1∈Z
g1(x− k1)h1(x− k1)
∑
k2∈Z
g2(x− k2)h2(x− k2) = 1, for x ∈ R.
Also, when n 6= 0, because there does not exist overlaps of a rectangle [−1, 1]2 on this lattice,
∑
k∈Z2
g1 ⊗ g2(x−B−Tn− k)h1 ⊗ h2(x− k) = 0,
since the support of g1, g2, h1 and h2 is [−1, 1]. Here, supx∈[−1,1]2 |BTx| ≤ 12 is the sufficient condition for
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the window condition with a modulation parameter B. And we have :
1√
2
sup
x∈[−1,1]2
|BTx| = sup
x∈[−1,1]2
|BT ( 1√
2
x)| ≤ sup
|y|=1
|BT y| = ‖BT ‖.
So if ‖BT ‖ = ‖B‖ ≤ 1
2
√
2
, then supx∈[−1,1]2 ≤ 12 . Thus the window condition is satisfied. i.e., we can use
our g1, h1 and g2, h2 , dual windows in 1-dim. to make the 2-dimensional dual windows.
The above theorem was for the general modulation parameter B. In the next theorem, with a specified
modulation parameter B which is a one-way shear matrix, we have a better sufficient condition for existence
of windows being dual Gabor windows in 2-dimension. This condition does not require the norm of B to be
small.
Theorem 5.3 (Sufficient condition (one-way shear)). Let t ∈ R. Assume that (g1, h1) and (g2, h2) are dual
window pairs in 1-dimension for a = 1 and b = 12 . Then g1 ⊗ g2(2BTx) and h1 ⊗ h2(2BTx) are dual Gabor
window in 2-dim. with A = I and the modulation parameter B = 12
 1 0
−t 1
 for any t ∈ R.
Proof. Since (g1, h1) and (g2, h2) are dual window pairs, we have
∑
k1∈Z
g1(y1 − b−11 n1 − k1)h1(y1 − k1) = δn1,0 a.e. y1 ∈ R for b1 =
1
2
and (5.2)
∑
k2∈Z
g2(y2 − b−12 n2 − k2)h2(y2 − k2) = δn2,0 a.e. y2 ∈ R for b2 =
1
2
(5.3)
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Then we have :
∑
k∈Z2
g(x−B−Tn− k)h(x− k)
=
∑
(k1,k2)∈Z2
g1 ⊗ g2(2BTx− 2n− 2BT k)h1 ⊗ h2(2BTx− 2BT k)
=
∑
(k1,k2)∈Z2
g1(y1 − 2n1 − k1 + tk2)h1(y1 − k1 + tk2)g2(y2 − 2n2 − k2)h2(y2 − k2)
by letting (y1, y2)T = 2BTx
=
∑
k2∈Z
g2(y2 − 2n2 − k2)h2(y2 − k2){
∑
k1∈Z
g1(y1 − 2n1 − k1 + tk2)h1(y1 − k1 + tk2)}
=
∑
k2∈Z
g2(y2 − 2n2 − k2)h2(y2 − k2)δn1,0 a.e. y1 ∈ R by (5.2)
=δn1,0δn2,0 a.e. y1, y2 ∈ R by (5.3)
=δn,0 a.e. x ∈ R2
i.e., the window condition with B in 2-dim. is satisfied. So, g and h are dual Gabor window in 2-dim. with
the modulation parameter matrix B.
In one dimension, our dual Gabor window pairs in Chapter 3 work for any modulation parameter b which
is less than or equal to 12 . With a similar idea, in 2 dimension, we can try to fix a dual windows pair and
change the modulation parameter lattice to have a smaller norm and see if the dual windows pair works
with the modified modulation parameter B.
Following is the result that if we have dual window pairs for a certain type of modulation parameter B,
then we can preserve the windows for “smaller” modulation parameters.
Theorem 5.4 (Smaller shear matrices). Assume that g(x) = g1 ⊗ g2(2BT0 x) and h(x) = h1 ⊗ h2(2BT0 x)
,where g1, g2, h1, h2 have supports in [−1, 1] , are dual Gabor window pairs for
A = I, B0 =
1
2
 1 0
−t 1
 (5.4)
for some t ∈ R. Then they are also dual windows for
A = I,B =
 β 0
−t γ
 where β, γ ∈ (0, 12 ]. (5.5)
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Proof. For simplicity, first assume β = γ. Let us set B0 = 12
 1 0
−t 1
, B1 = β
 1 0
−t 1
 where 0 < β < 12
,and B2 =
 β 0
−t γ
 where 0 < β ≤ 12 , 0 < γ ≤ 12 . Since g(x) and h(x) are dual Gabor windows with B0,
they satisfies the window condition in 2-dim.
∑
k∈Z2
g(x−B−T0 n− k)h(x− k) = δn,0 a.e.x ∈ R2
Here, since g1, g2, h1, h2 have supports in [−1, 1], g and h have supports in S = B−T0 ([− 12 , 12 ]2).
In the first case, we need to show that
∑
k∈Z2
g(x−B−T1 n− k)h(x− k) = δn,0 a.e.x ∈ R2.
If n = 0, it works by the above window condition with B0. If n 6= 0, (i.e., n ∈ Z2 \ {(0, 0)} )
∑
k∈Z2
g(x−B−T1 n− k)h(x− k) =
∑
k∈Z2
g1 ⊗ g2(2BT0 (x−B−T1 n− k))h1 ⊗ h2(2BT0 (x− k))
=
∑
k∈Z2
g1 ⊗ g2(2BT0 x− 2BT0 B−T1 n− 2BT0 k)h1 ⊗ h2(2BT0 x− 2BT0 k). (5.6)
We can easily compute that
2BT0 B
−T
1 n = 2 ·
1
2
1
β
1 −t
0 1

1 t
0 1

n1
n2
 = 1
β
n1
n2

Here, 2BT0 x ∈ [−1, 1]2 since x ∈ B−T0 ([− 12 , 12 ]2) = S, the supports of g and h. Let y = (y1, y2)T =
2BT0 x ∈ [−1, 1]2 then (5.6) becomes like below :
∑
k∈Z2
g1(y1 − 1
β
n1 − k1 + tk2)h1(y1 − k1 + tk2)g2(y2 − 1
β
n2 − k2)h2(y2 − k2)
=
∑
k2∈Z
g2(y2 − 1
β
n2 − k2)h2(y2 − k2)
∑
k1∈Z
g1(y1 − 1
β
n1 − k1 + tk2)h1(y1 − k1 + tk2). (5.7)
If | 1βn1| or | 1βn2| is bigger than 2, this equation is zero because y1, y2 ∈ [−1, 1] so supports of shifted gi and
shifted hi (i = 1, 2) does not overlap. Here, | 1βn1| and | 1βn2| are strictly bigger than 2 if n1 and n2 are not
zero respectively since 1β > 2. Thus the equation (5.7) is zero if n 6= 0. Also, when n = 0, the equation (5.7)
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becomes :
∑
k2∈Z
g2(y2 − k2)h2(y2 − k2)
∑
k1∈Z
g1(y1 − k1 + tk2)h1(y1 − k1 + tk2)
=
∑
k2∈Z
g2(y2 − k2)h2(y2 − k2)
=1 by the duality of g1, h1 and g2, h2.
i.e., the window condition is satisfied for B1 with the preserved g and h.
The second case, with a modulation parameter B2, can be showed similarly. We need to show the new
window condition for B2,
∑
k∈Z2 g(x − B−T2 n − k)h(x− k) = δn,0 a.e.x ∈ R2, is satisfied. In this case,
2BT0 B
−T
2 n =
 1βn1 + 1βγ t(1− β)n2
1
γn2
. If n2 6= 0, | 1γn2| ≥ 2 so the window condition is satisfied. If n2 = 0
and n1 6= 0, then | 1βn1 + 1βγ t(1−β)n2| = | 1βn1| ≥ 2. So if n = (n1, n2)T 6= (0, 0)T , supports of shifted gi and
shifted hi (i = 1, 2) does not overlap and the left-hand side of window condition is zero. When n = 0, the
window condition works with same reason for the case with B1. i.e., the window condition is satisfied also.
Therefore the window condition is satisfied for B2 with the preserved g and h.
Note that the windows in Theorem 5.3 also work for B in Theorem 5.4. Since Theorem 5.3 works with
any t ∈ R, Theorem 5.4 can have dual windows for any t ∈ R.
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Figure 5.1: Lattices of B−T0 Z2 and B
−T
2 Z2 where B0 is as in 5.4 with t = −1, and B2 is as in 5.5 with
t = −1, β = 13 , γ = 25 . And the shaded region is the support of g and h which is B−T0 ([− 12 , 12 ]2).
Figure 5.1 can explain the idea of Theorem 5.4. In the Figure 5.1, the lattice of B−T2 Z2 is wider vertically
and horizontally than the lattice of B−T0 Z2. So if a certain region does not have any overlap when it is shifted
along B−T0 Z2, it would not have any overlap when it is shifted through B
−T
2 Z2 since the lattices become
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larger. In the Figure 5.1, the shaded region which is the support of g and h is the certain shifting region.
Since the support of g and h is decided to have no overlaps in the lattice B−T0 Z2, the support region has no
overlaps in the lattice B−T2 Z2. That’s why the dual window pairs with the modulation parameter B0 satisfy
the window conditions for B2 (and also for B1).
Next we have an equivalent condition for the window condition for two-way shear modulation lattice
with integer amount.
Theorem 5.5 (Two-way integer shear matrix). Fix s, t,∈ Z. Let B0 = 12
 1 0
−t 1
 which is vertical-shear
matrix, B1 = 12
1 −s
0 1
 which is horizontal-shear matrix and B = 2B0B1. Let g(x) = g1 ⊗ g2(2BTx) and
h(x) = h1 ⊗ h2(2BTx) where g1, g2, h1 and h2 are supported in [−1, 1] and are bounded. Then g and h are
Gabor dual windows for A = I,B = 2B0B1 if and only if g1h1(y1) + g1h1(y1 − 1) = 1 a.e. y1 ∈ [0, 1] and
g2h2(y2) + g2h2(y2 − 1) = 1 a.e. y2 ∈ [0, 1] i.e., g1,h1 and g2,h2 are Gabor dual windows in 1-dim. .
Proof. The window condition in 2-dim. with B is :
∑
k∈Z2
g(x−B−Tn− k)h(x− k) = δn,0 a.e. x ∈ R2.
After applying our g and h, we have
∑
k∈Z2
g1 ⊗ g2(2BTx− 2n− 2BT k)h1 ⊗ h2(2BTx− 2BT k) = δn,0 a.e. x ∈ R2.
The window condition is satisfied automatically when n 6= 0 because either |2n1| ≥ 2 or |2n2| ≥ 2 while the
supports of g1, g2, h1, h2 have length 2. So we have to verify the window condition when n = 0 :
∑
k∈Z2
g1 ⊗ g2(4BT1 BT0 x− 4BT1 BT0 k)h1 ⊗ h2(4BT1 BT0 x− 4BT1 BT0 k) = 1 a.e. x ∈ R2
after appying B = 2B0B1. Here we can check that 4BT1 B
T
0 is a bijection on Z × Z and det(4BT1 BT0 ) = 1.
i.e., we can let 4BT1 B
T
0 k as (k1, k2) ∈ Z × Z. Also we can let 4BT1 BT0 x = (y1, y2) ∈ [−1, 1]2. Thus the left
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hand side of the above equation is same as the product of the window conditions in 1-dim.i.e.,
∑
k1∈Z
g1h1(y1 − k1) = 1 a.e. y1 ∈ R and
∑
k2∈Z
g2h2(y2 − k2) = 1 a.e. y2 ∈ R.
Applying the support [−1, 1] of g1, g2, h1, and h2, we can get the result of the theorem.
If one wants the specific direction of the modulation lattice, we can approximate the angle of the direction
with 2-way integer amount shearing. i.e., we can give the specifically directed dual windows by the above
theorem. Let us say we have a modulation variable matrix as a two-way integer shear matrix
B =
1
2
1 −s
0 1

 1 0
−t 1
 = 12
1 + st −s
−t 1
 . (5.8)
Then the support of g and h in Theorem 5.5 which is B−T ([− 12 , 12 ]2) can be shown as a shaded region in
Figure 5.2 from the computation of the inverse transpose of B as B−T = 2
1 t
s 1 + st
. Every vertex of the
support is in terms of s and t, and from those information, we can get the direction of the support as 1t + s,
which is the slope of the line through the shaded region in Figure 5.2.
Direction of this 
lattice 
(1+t, 1+s+st) 
(1-t, -1+s-st) 
(-1+t, 1-s+st) 
(-1-t, -1-s-st) 
Figure 5.2: Parallelogram region is the support of g (and h) from the modulation parameter matrix B in
(5.8) and the slope 1t + s of the line through the region represents the direction of this lattice B
−T .
For example, if one wants tan−1(1) as the angle of a modulation lattice B−T , we can decide s and t
as s = 0, t = 1 and if one wants tan−1( 23 ), then s = 1, t = −3 will be the right choice of shearing of the
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lattice (see Figure 5.3). The modulation parameter matrices B are B = 12
 1 0
−1 1
 and B = 12
−2 −1
3 1

respectively. Of course not every numbers can be expressed as 1t + s with integer s and t. In this case we
can approximate the direction with some integers s and t.
2 
-2 
1 
-1 
2 4 -2 -4 
1 
-1 
-3 
3 
Slope = 1 Slope = 2/3 
Figure 5.3: modulation lattices with the angle tan−1(1) (when s = 0, t = 1) and tan−1(2/3) (when s = 1, t =
−3).
Next we find a necessary condition for the window condition in 2-dim. with B = 12
 1 0
−t 1
 when t ∈ R.
A later theorem gets more conditions when t ∈ Q.
Theorem 5.6 (One-way real-value shear matrix). Assume that g(x) = g1 ⊗ g2(2BTx) and h(x) = h1 ⊗
h2(2BTx) are dual Gabor windows in 2-dim. where g1, g2, h1, h2 are supported in [−1, 1] and B = 12
 1 0
−t 1

for some t ∈ R. Then g2h2 has constant periodization. i.e.,
∑
k2∈Z
g2h2(y2 − k2) = const. 6= 0 a.e. y2 ∈ R.
i.e., g2h2(y2)+g2h2(y2−1) =const. a.e. y2 ∈ [0, 1], so that (after normalizing) g2 and h2 are dual windows
in 1 dim. for b ≤ 12 .
The main idea of the proof of Theorem 5.6 can be explained with Figure 5.4. Since the matrix B−T is
one-way sheared horizontally, the shape of the support of g and h have fixed width 2, for any values of y2 in
the support, as in Figure 5.4. Let us fix an arbitrary value of y2 in the support region, say y˜2. And let us
consider any one point inside of the support, say a. Window condition in 2-dim. states that if we shift this
arbitrary point by all integer pairs and add all of the values of the function gh on those points, we will get 1.
If we integrate horizontally the sum of values of the function gh = g1⊗g2(2BTx)h1⊗h2(2BTx) on a and on
the shifted points on the line y = y˜2, we will get the area under the function gh on the line y = y˜2. Since the
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area is constant, we can put it out of the summation of the window condition in 2 dimension. So only the
vertical summation remains and that gives the result of Theorem 5.6 that g2h2 has constant periodization.
y1 
y2 
y1 
y2 
a a 
-1 -1 
1 1 
-1-t 
-1-t 
-1 1 2 -1-t -1 1 2 
y = y2~ 
Figure 5.4: Bold-outlined region is the support of g, h corresponding to B in Theorem 5.6 and dotted lines
represent shifted supports by (1, 0) and (0, 1). For an arbitrary point a in the support region, we can shift by
(1, 0), (0, 1) and (1, 1) (left side) or by (1, 0), (1, 1) and (2, 1) (right side), or another similar three shiftings,
to stay in the support region.
Proof. The window condition in 2-dim. with BT = 12
1 −t
0 1
 implies :
∑
k2∈Z
g2h2(y2 − k2){
∑
k1∈Z
g1h1(y1 + tk2 − k1)} = 1 a.e. (y1, y2) ∈ R2.
If we integrate this equation with respect to y1 on [0, 1], we have :
1 =
∑
k2∈Z
g2h2(y2 − k2)(
∫
[0,1]
∑
k1∈Z
g1h1(y1 + tk2 − k1)dy1)
=
∑
k2∈Z
g2h2(y2 − k2)(
∫ ∞
−∞
g1h1(y)dy)
=
∑
k2∈Z
g2h2(y2 − k2)
∫
[−1,1]
g1h1(y)dy since g1, h1 are supported on [−1, 1]
So the window condition is separated like above. If we do the integration with respect to y2 on [0, 1], we
have :
1 = (
∫
[−1,1]
g2h2(y)dy)(
∫
[−1,1]
g1h1(y)dy).
With the above equation, thus, we can conclude that :
∑
k2∈Z
g2h2(y2 − k2) =
∫
[−1,1]
g2h2(y)dy = const. a.e. y2 ∈ R.
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We have better necessary conditions for the window condition in 2-dim. when the shear parameter t is
a rational number. The previous theorem was proved by using integrations, whereas the following theorem
will be proved by Fourier coefficients of windows.
Theorem 5.7 (One-way rational-value shear matrix). Assume that g1, g2 and h1, h2 are supported in [−1, 1]
and g = (g1 ⊗ g2)(2BTx), h = (h1 ⊗ h2)(2BTx), are dual Gabor windows in 2-dim. where B = 12
 1 0
−t 1
,
t = pq ∈ Q. i.e., t is rational. Then
∑
k1∈Z g1h1(y1 − k1q ) = qc a.e. y1 ∈ R and
∑
k2∈Z g2h2(y2 − k2) =
c a.e. y2 ∈ R where c =
∫
[−1,1] g2h2(y)dy 6= 0.
The new information here is that g1h1 has constant periodization with respect to 1q .
Proof. The window condition says that the function
∑
k∈Z2
(g1 ⊗ g2)(2BT (x− k))h1 ⊗ h2(2BT (x− k)) = 1 a.e. x ∈ R2.
So the function F = (g1 ⊗ g2)(2BT ·)h1 ⊗ h2(2BT ·) has constant periodization with respect to translations
in Z2. Hence we have
F̂ (ξ1, ξ2) =
 1 if (ξ1, ξ2) = (0, 0)0 if (ξ1, ξ2) ∈ Z× Z \ {(0, 0)} (5.9)
We know by simple computation that
F̂ (ξ1, ξ2) =
∫
F (y1, y2)e−2piiy·ξdy
=
∫ ∫
f1(y1 − ty2)f2(y2)e−2piiy1ξ1e−2piiy2ξ2dy1dy2
= fˆ1(ξ1)fˆ2(ξ2 + tξ1),
where f1 = g1h1 and f2 = g2h2. Write c1 = fˆ1(0), c2 = fˆ2(0). Choosing ξ1 = ξ2 = 0 in (5.9) shows c1c2 = 1.
Choosing ξ1 = 0 and ξ2 ∈ Z \ {0} shows fˆ2(ξ2) = 0, so that f2 has constant periodization, that is ,
∑
k2∈Z
g2h2(y2 − k2) = c2 a.e. y2 ∈ R.
Now let us get the value of fˆ1(ξ1) when ξ1 is non-zero integer. In case t is an integer, if ξ2 = −tξ1,
fˆ1(ξ1)fˆ2(0) = 0 by (5.9) for all ξ1 ∈ Z\{0}. Since fˆ2(0) = c2, we can conclude that fˆ1(ξ1) = 0 ∀ξ1 ∈ Z\{0}.
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Now we want to see the case when t is not an integer but a rational number. i.e., let t = pq ∈ Q \ Z. We
know that ξ2 + tξ1 ∈ Z if ξ1 ≡ 0 (mod q) i.e., ξ1 = sq for some s ∈ Z. Among them, ξ2 + tξ1 = 0 if
(ξ1, ξ2) = (sq,−sp) (s ∈ Z) and in that case fˆ2(ξ2 + tξ1) = fˆ2(0) = c2. So by (5.9), with ξ1 = sq and
ξ2 = −sp, we find
fˆ1(ξ1) =
 c1 if ξ1 = 00 if ξ1 ∈ qZ \ {0} (5.10)
By (5.10) we have that f1 has constant periodization with respect to translations by 1q . So
∑
k1∈Z
f1(y1 − k1
q
) = const. = qc1.
5.1.1 Relationship with the alias-free sampling problem
We can explain our work with the well known alias-free sampling problem. In d-dimensional space, we say
a frequency support D allows an alias-free M -fold sampling, if shifted copies of D with respect to M−T
are disjoint, i.e., D ∩ (D + k) = ∅ ∀k ∈ {M−T l : l ∈ Zd} \ {0}. And we call alias-free sampling lattices
with maximum packing density the optimal sampling lattices. In [21], an equivalent condition is given for a
frequency region D to have an M -fold alias-free sampling as following (Proposition 1 in [21]) :
|M |
∑
n∈Λ,||n||∞≤r
|χ̂D(n)|2 ≤ m(D)
where Λ = {Mn : n ∈ Zd} and χ̂D(n) is the Fourier transform of the indicator function χD(w). m(D) means
the Lebesgue measure (i.e., the area) of D.
In our 2-dimensional work (in Theorem 5.2), when B0 = 12I and some modulation matrix B is given, we
wanted to get the threshold of ||B|| such that the shifts of the support of g1 ⊗ g2, which is [−1, 1]2, along
the lattice B−TZ2 do not have any overlapping (see Figure 5.5 (a)). In section VII of [21], they propose
an algorithm, that gives optimal packing lattice M , when polytope-shaped D is given and the quantization
scale is given. Here, we have the polygonal support D = BT ([−1, 1]2) in Z2-lattice (see Figure 5.5 (b)). If
the lattice Z2 is shrunk by M−T , i.e., if ||M−T || ≤ 1 where ||M || = sup|x|=1 |Mx| for |x| = ||x||∞, then
BT ([−1, 1]2) would not have any overlaps in Z2-lattice. i.e., [−1.1]2 would not have any overlaps in B−TZ2-
lattice (See Figure 5.5). So, if the packing matrix M−T with D = BT ([−1, 1]2) has an infinity operator
norm smaller than or equal to 1, then B can be the modulation lattice satisfying the window condition in
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Figure 5.5: (a) : Shifts of support of g1 ⊗ g2 and h1 ⊗ h2, which is [−1, 1]2 along the lattice B−TZ2. (b) :
After applying BT to (a). (c) : After applying M−T to (b) where M is the alias-free sampling matrix for D.
2-dimension. This can be a method to figure out if a modulation matrix B allows 2-dimensional examples
of Gabor dual windows or not.
In another aspect, for the window condition we want that the shifted g does not have any overlaps with
h. Assuming g and h have the same support [−1, 1]2, this can be considered as a packing problem. M = B
might not be the optimal packing matrix for D = [−1, 1]2 but the critical sampling method would be the
sufficient condition of the window condition Thus, by Proposition 1 in [21], the matrix B satisfies the window
condition when n 6= (0, 0) if and only if
|B|
∑
n∈Λ
|χ̂[−1,1]2(n)|2 ≤ 4
⇐⇒ |B|
∑
n∈Λ
| sinc(2n1) sinc(2n2)|2 ≤ 14 , (5.11)
where n = (n1, n2) ∈ Z2, Λ = {B−Tn : n ∈ Z2} and sinc(x) = sin(pix)pix .
In conclusion, the first concern gives the sufficient condition of the window condition. We need to use
the algorithm in section VII of [21] to get the matrix M . On the other hand, the second concern gives a
practical necessary condition for the window condition, (It is hard to use (5.11) for the sufficient condition,
because we need to consider the infinite sum over n ∈ Λ.)
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5.2 Examples
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Figure 5.6: When B is half the identity matrix 12I. We use g1,h1 for m = 1 and g2,h2 for m = 2 in 1− dim.
then we have the product functions g1 ⊗ g2 and h1 ⊗ h2 which are dual windows in 2-dim. with B = 12I (
See Proposition 5.1 )
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Figure 5.7: When B = shear matrix as in Theorem 5.3 with t = −1. We use g1,h1 for m = 1 and g2,h2 for
m = 2 in 1-dim. then we get product functions g1 ⊗ g2(2BTx), h1 ⊗ h2(2BTx) which are dual windows in
2-dim.
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5.3 Comparison with two dimensional work of Christensen and
Kim
Christensen and Kim have work of Gabor window construction in 2-dimension [6]. Similar with one dimen-
sional case, Christensen and Kim have a window g ∈ L2(R2) whose Z2-translates form a partition of unity,
and h, the dual window of g, as a finite linear combination of translates of g. In our work, we make our
windows g and h from 1-dimension examples and only changed the variable to have suitable ( i.e., ailas-free
for the lattice B−T ) supports for window condition with the modulation parameter B.
First of all, let us see the restriction on the modulation parameter B. In [6], they have ||B|| ≤ 1√
2(2N−1)
where N is the natural number related with the smoothness in B-spline case, whereas we have ||B|| ≤ 1
2
√
2
in our work. So B in our work is less restricted than their work.
Also we can compare supports of windows. In [6], supp(g) ⊆ [0, N ]2 and supp(h) ⊆ [−N + 1, 2N − 1]2
and the shape of the supports are non-convex unions of squares (See Example 1. in page 249 in [6]). In our
work, we have fixed supports supp(g) = supp(h) ⊆ B−T ([− 12 , 12 ]2) regardless of the smoothness.
Finally, in [6], the extension from 1 dimension to 2 dimension is nontrivial i.e., if one wants to construct
dual windows in 2 dimensional space, it is not clear how to decide them from 1 dimensional case. However, in
our work, we can construct 2 dimensional case by change of variables and product of 1 dimensional examples.
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Chapter 6
Higher dimensional Gabor windows
In this chapter we consider 3 and higher dimensions. We have some interesting new features, for the
modulation matrix B allowed in the sufficient condition (Theorem 6.3).
6.1 Constructing dual windows in 3 and higher dimensions
Throughout this section, the window functions g and h are bounded with compact support. The following
is the simplest example of window extension from 1-dimension to d-dimension using products of windows.
Proposition 6.1 (Product construction forB = I). Let d ∈ N. Assume that each of (g1, h1), (g2, h2), · · · (gd, hd)
are one dimensional Gabor dual window pairs for parameters a = 1 and b ≤ 12 . Then g1 ⊗ · · · ⊗ gd and
h1⊗· · ·⊗hd are d-dimensional Gabor dual windows for parameters A = I and B = 12I where I is the identity
matrix in d-dimension.
As in the 2-dim. we have the threshold of size of the modulation parameter matrix B to have dual
window examples in d-dimension.
Theorem 6.2 (B small enough). In d-dim. if ||B|| ≤ 1
2
√
d
, then we can construct explicit examples of
Gabor dual windows that are bounded and compactly supported.
Next we want window constructions when ||B|| > 1
2
√
d
. In 2-dim. we considered one-shear matrix with one
non-zero element off-diagonal. The property of the one-shear matrix B that it leads to a nested summation
in the window condition made us be able to have the connection between 1-dimensional and 2-dimensional
examples (Theorem 5.3). Now in the 3-dimensional case, a more general type of one-way shear matrix would
be an upper or a lower triangular matrix. An upper or a lower triangular matrix leads to a nested summation
in the window condition.
The next theorem states the collection of modulation matrices we can handle. Notice ||B|| is not restricted
to be small.
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Theorem 6.3 (Sufficient condition for window condition in 3-dim. ). Let s, t, u ∈ R. Assume that (g1, h1),(g2, h2)
and (g3, h3) are dual window pairs in 1-dimension, all supported in [−1, 1], for a = 1, b ≤ 12 . Then
g1 ⊗ g2 ⊗ g3(2BTx) and h1 ⊗ h2 ⊗ h3(2BTx) are dual Gabor window in 3-dim. for A = I and for mod-
ulation matrix B having the triangular form if B = 12

1 0 0
s 1 0
t u 1
 or 12

1 s t
0 1 u
0 0 1
.
Sketch of proof. For reducing the 3 dim. window condition to a product of the 1 dim. window conditions,
we want nested summations (for example, in 2-dim. see (5.7)).
The shape of the lattice BZ3 with the modulation parameter matrix B which is one of the matrices in
Theorem 6.3 is a parallelepiped generated by three vectors such as in Figure 6.1, since one row of B has one
non-zero element, another row of B has two non-zero element, and the other row does not have any. We can
see that the moves of unit vectors. One does not change direction, one changes direction in a plane, and the
last one moves for all of y1, y2 and y3 directions.
1
1
1
1
2
1
2
1
2
1
3
2
y1 y1
y2 y2
y3 y3
a 
b 
c 
a’ 
b’ 
c’ 
Figure 6.1: The shape of the lattice BZ3 with the modulation parameter matrix B is a parallelepiped
generated by three vectors a′, b′ and c′ when s = 1, t = 2 and u = 3 for the upper triangular matrix in the
Theorem 6.3.
Note that we can extend this theorem to higher dimensions with an upper triangular or a lower triangular
matrix as the modulation matrix B, because these types of matrices always lead to a nested summation in
the window condition.
Next theorem says that if we have dual window pairs for some lower triangular matrices as the modulation
parameter, then the windows are also dual for somewhat modified matrices.
Theorem 6.4 (Modulation parameter with the lower triangular matrix form). Assume that g(x) = g1 ⊗
g2 ⊗ g3(2BT0 x) and h(x) = h1 ⊗ h2 ⊗ h3(2BT0 x) ,where g1, g2, g3, h1, h2, h3 are supported in [−1, 1], are dual
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Gabor windows for
A = I, B0 =

1
2 0 0
s 12 0
t u 12
 (6.1)
for some s, t, u ∈ R. Then they are also dual windows for A = I, B =

α 0 0
s β 0
t u γ
 when 0 < α ≤ 12 ,
0 < β ≤ 12 and 0 < γ ≤ 12 .
Sketch of proof. We can prove Theorem 6.4 in similar way with the 2-dimensional case. We need to show
that the window condition for B :
∑
k∈Z3
g(x−B−Tn− k)h(x− k)
=
∑
k∈Z3
g1 ⊗ g2 ⊗ g3(2BT0 x− 2BT0 B−Tn− 2BT0 k)h1 ⊗ h2 ⊗ h3(2BT0 x− 2BT0 k)
=δn.0 a.e.x ∈ R3
is satisfied. And here,
2BT0 B
−Tn =

1
αn1 + (
s
β − sαβ )n2 + ( tγ − suβγ + su−βtαβγ )n3
1
βn2 + (
u
γ − uβγ )n3
1
γn3

for n1, n2, n3 ∈ Z. Thus, for any non-zero element n = (n1, n2, n3) ∈ Z3, at least one of the elements of
2BT0 B
−Tn has an absolute value which is bigger than 2 and so 2BT0 B
−Tn is an ailias-free sampling lattice
for 2BT0 x ∈ [−1, 1]3. i.e., the window condition works.
Note that if we use the upper triangular matrix instead of the lower one, it works as well. Also, we can
extend Thoerem 6.4 to d-dimensional space because of the property of the matrix algebra that the product
of upper triangular matrices is an upper triangular matrix in any dimension space.
Next we have an equivalent condition of window condition in 3-dim. when the modulation parameter
matrix B is a product of an upper triangular matrix and a lower triangular matrix with integer elements.
Theorem 6.5 (B, the product of an upper and a lower triangular matrix with integer elements). Fix
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s, t, u, p, q, r ∈ Z. Let BT0 = 12

1 0 0
s 1 0
t u 1
, BT1 = 12

1 p q
0 1 r
0 0 1
 and B = 2B0B1. Let g(x) = g1 ⊗ g2 ⊗
g3(2BTx) and h(x) = h1 ⊗ h2 ⊗ h3(2BTx) where g1, g2, g3, h1, h2, h3 are supported in [−1, 1]. Then g and
h are Gabor dual windows for A = I,B = 2B0B1 if and only if (g1,h1), (g2,h2) and (g3,h3) are Gabor dual
window pairs in 1-dim. .
Note that if the upper triangular matrix comes before the lower triangular matrix, one still has the same
result. Also we we can extend this theorem to d-dimension since the matrices 2B0 and 2B1 have 1 as diagonal
elements so 2B0B1 is bijective in Zd.
6.2 Comparison with higher dimensional work of Christensen
and Kim
Christensen and Kim [6] also have work of Gabor window construction in Rd. If we see the modulation
parameter matrix B with size d × d, in [6] they have the region of B as ||B|| ≤ 1√
d(2N−1) . In our work,
we have ||B|| ≤ 1
2
√
d
and it does not depend on the smoothness of windows or the size of the supports of
windows and the region is larger than the region of B in [6].
Almost every other comparisons is the same with 2-dimensional case. The assumptions on windows
for construction such as the condition of g and h are same with 2-dim. case. Also, the trivial property of
expansibility is same as 2-dim. while in [6], the expansibility is not trivial in higher dimensions. Supports of
windows are similar with 2-dimensional case. In [6], supp(g) ⊆ [0, N ]d and supp(h) ⊆ [−N+1, 2N−1]d which
is non-convex unions of cubes. In our work, supp(g) = supp(h) = B−T ([− 12 , 12 ]d) which is a parallelepiped.
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Chapter 7
Open Problems
So far we constructed compactly supported Gabor dual windows for large class of lattices. However the
existence of such windows for general translation-modulation lattices and for general dimensions is an open
problem.
Open problems
One of the well known theorems about Gabor analysis is the density theorem which states the necessary
condition of being basis and frames with respect to the modulation and translation parameters [15]. Let us
define a Gabor system G(Λ, g) = {e2pii<l,x>g(x − k)|(k, l) ∈ Λ} where Λ be a full rank lattice in R2d and
g ∈ L2(Rd). Here, any full rank lattice Λ can be written as Λ = RZ2d with a non-singular 2d × 2d matrix
R. So far in thesis, we used product form lattices. For example, in 1 dimension case, if we let Λ = RZ2 with
R =
a 0
0 b
, we have a product form lattice aZ × bZ that we used. Also if we have a 4 × 4 block matrix
R =
A 0
0 B
 with A,B : 2 × 2 matrix, we get the lattice AZ2 × BZ2 that we used in 2 dimension space.
The Density Theorem for Gabor systems is stated as follows in D.Han and Y.Wang [14].
Theorem 7.1 (The Density Theorem). Let Λ be a full rank lattice in R2d.
1. If there exists g ∈ L2(Rd) such that G(Λ, g) is complete in L2(Rd), then D(Λ) ≥ 1.
2. If there exists g ∈ L2(Rd) such that G(Λ, g) is a Riesz basis for L2(Rd), then D(Λ) = 1.
Here D(Λ) means the density of Λ and defined as D(Λ) = |det(R)|−1 where Λ = RZ2d with R : non-
singular 2d × 2d matrix. The Density theorem is proved in the work of J.Ramanathan and T.Steger [22].
Considering the converse of this theorem and removing some results already proved lead us to some open
problems stated in [14] as following :
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- If D(Λ) ≥ 1, is there g ∈ L2(Rd) such that G(Λ, g) is a tight frame for L2(Rd) when Λ is non-separable
lattice and d > 1?
- If D(Λ) ≥ 1, is there compactly supported g ∈ L2(Rd) such that G(Λ, g) is a tight frame for L2(Rd)
when Λ is a separable lattice and d > 1?
- If D(Λ) ≥ 1, is there compactly supported g ∈ L2(Rd) such that G(Λ, g) is a tight frame for L2(Rd)
when Λ is a non-separable lattice and d ≥ 1?
In particular, [14] states the conjecture about irrational matrix lattice when d = 1 as following :
- For Λ = RZ2 with R =
1 b
0 1
 and b /∈ Q, there does not exist compactly supported g ∈ L2(R) such
that G(Λ, g) is an orthonormal basis for L2(R).
Known results
The exact converse of the Density theorem is almost proved for a general g ∈ L2(Rd). If we state the frame
completion part of the converse of the Density theorem, we have the question :
- If D(Λ) ≥ 1, is there g ∈ L2(Rd) such that G(Λ, g) is a tight frame for L2(Rd)?
The existence in this question is proved for separable lattices Λ in d ≥ 1 case by D.Han and Y.Wang in [13].
For non-separable lattices, the existence is proved for d = 1 case in [12] and the remaining case, when d > 1,
is on the list in the open problems section above.
If we consider a stronger property of the window g having a compact support, we will meet a question
like this :
- If D(Λ) ≥ 1, is there a compactly supported g ∈ L2(Rd) such that G(Λ, g) is a tight frame for L2(Rd)?
For d = 1, if we have Λ = aZ × bZ, we can choose the window g = 1√|a|χ[0,|a|] and then G(Λ, g) is a tight
frame [14]. Also this question is proved for the rational matrix Λ (i.e., the matrix R has real elements) and
for some specific lattice family in [14]. Yet, for separable lattices with d > 1 and for non-separable lattices
with d ≥ 1 are not proved yet. However, this question is proved for the rational matrix Λ and for some
specific lattice family in [14].
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Relation between open problems and our work
This thesis only treats separable lattices such as Λ = RZ2d where R is a block matrix which is mentioned
in the previous section. However we prove more than just existence, we found explicit constructions of
dual windows. Since we fixed the translation parameter matrix A as the identity matrix I, the condition
|det(B)| ≤ 1 is equivalent to the condition D(Λ) ≥ 1. We found explict examples of Gabor windows (even
the dual Gabor windows) in d-dimension for ||B|| ≤ 1
2
√
d
, and that could be one way of showing the existence
of compactly supported Gabor windows for sufficiently large density of the lattice Λ.
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