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Resumen. Los límites inversos de continuos son una herramienta para cons-
truir espacios con propiedades topológicas curiosas a partir de espacios muy
simples. A continuación, usaremos los límites inversos y una construcción in-
ductiva del triángulo de Sierpiński para construir un continuo que, además
de preservar propiedades de autosimilitud, tiene propiedades topológicas in-
teresantes.
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A continuum generated by the Sierpiński
triangle using inverse limits
Abstract. Inverse limits are a tool to construct spaces with curious topological
properties, from very simple spaces. In this paper, we use inverse limits and
an inductive construction of the Sierpinski triangle to build a continuum with
very interesting topological properties, in particular, it is self-similar.
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1. Introducción
El triángulo de Sierpiński es un espacio métrico, compacto, conexo y localmente conexo
del plano, donde sus puntos de ramiﬁcación forman un subconjunto denso y, además,
tiene propiedades que lo clasiﬁcan como un objeto fractal [10]. Este espacio ha sido
parte de muchas investigaciones en matemáticas, principalmente en topología y sistemas
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dinámicos. Existen diferentes construcciones en diferentes contextos que tienen como
resultado el triángulo de Sierpiński. Una de las construcciones más conocidas es usando
sistemas iterados de funciones, introducidos en [4], donde el triángulo de Sierpiński es el
límite de una sucesión de Cauchy en un espacio completo.
Por otra parte, los límites inversos de continuos son una herramienta para construir
espacios, que a menudo tienen propiedades topológicas interesantes, usando espacios y
funciones continuas muy simples [5]. Aunque es sencillo deﬁnir una sucesión inversa, lo
que constituye el primer paso para generar un límite inverso, en general es difícil describir
con precisión cuál es su límite inverso.
En este trabajo deﬁniremos tres contracciones, w1, w2 y w3 en R2, tales que el sistema
iterado de funciones asociado (SIF), {R2, w1, w2, w3}, tiene como atractor el triángulo de
Sierpiński. La forma en que deﬁnimos estas contracciones nos permite, usando las inversas
w−11 , w
−1
2 y w
−1
3 , deﬁnir una sucesión inversa que tiene como límite inverso un continuo
que contiene como subespacios continuos de gran interés en la teoría de continuos, como
son: continuos de Knaster, el solenoide diádico y copias del triángulo de Sierpiński por
todo el espacio. Por esta razón, consideramos que el continuo que construimos y llamamos
LS es muy interesante. Además, la construcción muestra la posibilidad de usar los SIF
para construir espacios usando límites inversos.
2. Preliminares
Para un subconjunto A de un espacio topológico X , denotamos por IntX(A) y ClX(A)
al interior y la clausura de A, respectivamente. Un continuo es un espacio métrico,
compacto, conexo y diferente del vacío. Un continuo X se dice indescomponible si no
existen dos subcontinuos propios A y B de X tales que X = A∪B. El símbolo N denota
al conjunto de enteros positivos y un arco es un espacio homeomorfo a [0, 1]. Denotaremos
por S1 la circunferencia unitaria en R2; es decir, S1 = {(x, y) : x2 + y2 = 1}.
Un grafo es la unión de un número ﬁnito de arcos tal que cada par de estos arcos son
disjuntos, o se intersecan en uno o sus dos puntos extremos. Los arcos que forman el
grafo los llamaremos aristas y los puntos de intersección de las aristas de un grafo los
llamaremos vértices. Un vértice de un grafo lo llamaremos vértice simple, si es un punto de
intersección de a lo más dos aristas. Dada una función continua f : X → X , denotaremos
por f◦n a la composición de f consigo misma, n veces. Para n = 1, escribiremos f en
lugar de f◦1.
Dado un espacio métrico completo X , con métrica acotada d, deﬁnimos el espacio
H(X) = {A ⊂ X : A es compacto y diferente del vacío}. (1)
Sabemos que H(X) es un espacio métrico completo siempre que H(X) esté dotado con la
métrica de Hausdorﬀ d˜ [2, Teorema 1, pág. 37]. Para la deﬁnición de d˜ ver [2, Deﬁnición
4, pág. 34].
Un resultado muy conocido es el Teorema del punto ﬁjo de Banach, que dice que toda
contracción w deﬁnida sobre un espacio métrico completo X tiene exactamente un punto
ﬁjo; es decir, existe un único punto x ∈ X tal que w(x) = x [11, Teorema 24.16].
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Además, si x es el punto ﬁjo, este punto se puede obtener calculando el límite de la
sucesión (z, f(z), f◦2(z), . . . ), tomando cualquier punto z ∈ X .
Una prueba del siguiente teorema puede ser consultada en [2, Teorema 1, pág. 82]. Este
resultado nos muestra la posibilidad de construir una contracción sobre H(X) usando un
número ﬁnito de contracciones sobre X .
Teorema 2.1. Si {wi : i ∈ {1, 2, . . . , n}} son contracciones en X, donde X es un espacio
métrico completo, entonces W : H(X) → H(X) deﬁnida por W (A) = ∪ni=1wi(A), para
cada A ∈ H(X), es una contracción.
El espacio H(X) es llamado espacio de fractales.
Deﬁnición 2.2. Un sistema iterado de funciones (SIF), consiste de un espacio métrico
completo X y un conjunto ﬁnito de contracciones w1, w2, . . . , wn sobre X . Lo notaremos
por {X,w1, w2, . . . , wn}. Además, el punto ﬁjo de la contracción W deﬁnida en H(X)
por las contracciones w1, w2, . . . , wn como en el Teorema 2.1, lo llamaremos atractor.
El atractor de un SIF, por deﬁnición, es un espacio autosimilar y, en general, es un
espacio de tipo fractal. Algunos ejemplos y resultados adicionales relacionados con los
SIF se pueden encontrar en [2].
Es conocido que todo espacio métrico y compacto es completo [11, 24B.4]. En este artículo
nuestros espacios serán métricos y compactos.
Deﬁnición 2.3. Sean X un espacio métrico y compacto y {An}n∈N una sucesión de sub-
conjuntos de X . Deﬁnimos el límite inferior de {An}n∈N, denotado por l´ım infn→∞ An,
y el límite superior de {An}n∈N, denotado por l´ım supn→∞ An, como:
1. l´ım infn→∞An = {x ∈ X : para toda vecindad U de x, tenemos que U ∩An �= ∅
para cada n ≥ k, para algún k};
2. l´ım supn→∞An = {x ∈ X : para toda vecindad U de x, tenemos que U ∩An �= ∅
para un número inﬁnito de índices}.
Finalmente, diremos que la sucesión {An}n∈N converge a A, denotado por
l´ımn→∞An = A, si A = l´ım infn→∞An = l´ım supn→∞ An.
Obsérvese que para cualquier sucesión {An}n∈N, por deﬁnición, tenemos que
l´ım infn→∞ An ⊂ l´ım supn→∞ An. Así, probar que l´ımn→∞ An = A es equivalente a
probar que l´ım supn→∞An ⊂ A y A ⊂ l´ım infn→∞An [6, Lema 4.3].
El límite dado en la Deﬁnición 2.3 coincide con el límite que obtenemos si consideramos
la sucesión {An}n∈N en H(X) como espacio métrico [6, Corolario 4.8].
Deﬁnición 2.4. Sea {Xn}n∈N una sucesión de espacios métricos compactos. Para cada
n ∈ N, sea fn+1n : Xn+1 → Xn una función continua y sobreyectiva. La doble sucesión
{Xn, fn+1n }n∈N la llamaremos sucesión inversa. Además, el límite inverso de la sucesión
inversa {Xn, fn+1n }n∈N, que denotamos por l´ım←−{Xn, f
n+1
n }, lo deﬁnimos por
l´ım←−{Xn, f
n+1
n } =
{
(xn)n∈N ∈
∏
n∈N
Xn : f
n+1
n (xn+1) = xn, para cada n
}
.
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Sea πk :
∏
n∈NXn → Xk la función proyección deﬁnida por πk((xn)n∈N) = xk, para cada
(xn)n∈N ∈
∏
n∈NXn. Denotaremos por fk : l´ım←−{Xn, fn+1n } → Xk la función restringida
fk = πk|l´ım←−{Xn,fn+1n }. Es importante tener en cuenta que las funciones fk son sobreyecti-
vas para cada k ∈ N [8, 2.1.6].
Una prueba del siguiente teorema se puede ver en [9, Teorema 2.4].
Teorema 2.5. El límite inverso de espacios métricos compactos es un espacio métrico
compacto y el límite inverso de continuos es un continuo.
El espacio de Cantor es un espacio métrico, perfecto, compacto y totalmente disconexo.
En [11, Corolario 30.4], se muestra que el espacio de Cantor es el único espacio, salvo ho-
meomorﬁsmos, que cumple estas propiedades. Una versión del espacio de Cantor, aparece
como el conjunto ternario de Cantor que consiste en los números del intervalo cerrado
[0, 1] que, representados en base tres, se pueden escribir sin unos [11, Ejemplo 17.9.c].
Con la siguiente proposición mostramos una construcción del espacio de Cantor como
límite inverso, construcción que usaremos más adelante. Creemos que la prueba debe
estar en la literatura, sin embargo, no sabemos dónde y mostramos una demostración
para comodidad del lector.
Proposición 2.6. Sea {An, fn+1n }n∈N una sucesión inversa, donde cada An es un espacio
métrico compacto, totalmente disconexo y (fn+1n )
−1(y) no es degenerado, para cada y ∈
An y n ∈ N. Entonces l´ım←−{An, f
n+1
n } es homeomorfo al espacio de Cantor.
Demostración. Sea A = l´ım←−{An, f
n+1
n }. Sabemos que A es un espacio métrico compacto,
por el Teorema 2.5.
Observemos primero que si D es una componente de A tal que d1 y d2 son dos puntos
diferentes en D, entonces existe k ∈ N con fk(d1) �= fk(d2). Esto implica que fk(D) ⊂ Ak
es conexo y no es degenerado, contradiciendo que Ak es totalmente disconexo. Con lo
que tenemos que A es totalmente disconexo.
Probemos ahora que A es perfecto. Sean a ∈ A y U un abierto en A tal que a ∈ U . En-
tonces existen k ∈ N y un abierto Uk en Ak tales que a ∈ f−1k (Uk) ⊂ U , por [8, Proposición
2.1.9]. Como (fk+1k )
−1(fk(a)) no es degenerado, podemos construir inductivamente un
punto b ∈ A tal que fi(b) = fi(a) para cada i ∈ {1, 2, . . . , k}, y fk+1(b) �= fk+1(a). Así,
b ∈ f−1k (Uk) ⊂ U , a �= b y A es perfecto.
Finalmente, A es el espacio de Cantor, por [11, Corolario 30.4]. 
3. Construcción
En esta sección mostramos una construcción de un límite inverso que llamamos KS ,
basados en un SIF que tiene como atractor el triángulo de Sierpiński. Algunas propiedades
de KS las estudiaremos en la Sección 4.
El triángulo de Sierpiński, que denotamos por T , es uno de los espacios más importantes
y emblemáticos de la geometría fractal. La deﬁnición inductiva de T hoy en día es muy
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popular; se puede encontrar en manuales divulgativos sobre fractales, por ejemplo [1,
pág. 6], y libros clásicos como [7, pág. 276].
El triángulo de Sierpiński se puede obtener como atractor de diferentes SIF. El más
corriente consta de tres homotesias con factor de contracción un medio y se puede ver
en [1, Ejemplo 4.1.5]. El SIF de nuestro interés incluye además giros.
Deﬁnición 3.1. Sean w1, w2 y w3 contracciones en R2, deﬁnidas de la siguiente manera:
w1(x, y) =
1
2 (x, y), w2(x, y) =
[
− 14
√
3
4
−
√
3
4 − 14
][
x
y
]
+
[ 3
4√
3
4
]
y w3(x, y) =
[
− 14 −
√
3
4√
3
4 − 14
][
x
y
]
+
[ 3
4√
3
4
]
. (2)
Entonces {R2, w1, w2, w3} es un sistema iterado de funciones. Además, no es difícil ver que
su atractor es el triángulo de Sierpiński T . Sea T1 el grafo en R2 tal que las aristas forman
un triángulo equilátero con vértices (simples): (0, 0), (1, 0) y (12 ,
√
3
2 ). Deﬁnimos Tn =
W ◦n−1(T1), donde W es la contracción sobre H(X) deﬁnida usando las contracciones
w1, w2 y w3, como en el Teorema 2.1 (ver Figura 1).
T1 T2 =W (T1) T3 =W
◦2(T1)
Figura 1. Construcción de T a partir de {R2, w1, w2, w3}.
Es importante tener en cuenta la siguiente observación.
Observación 3.2. Por la deﬁnición de W , el grafo Tk+1 = w1(Tk) ∪ w2(Tk) ∪ w3(Tk).
Sea T ik = wi(Tk), con i ∈ {1, 2, 3}. Entonces wi : Tk → T ik es un homeomorﬁsmo, para
cada i ∈ {1, 2, 3}, tal que T 1k tiene sus vértices simples en (0, 0), (12 , 0) y (14 ,
√
3
4 ), T
2
k
en (12 , 0), (
3
4 ,
√
3
4 ) y (
1
2 ,
√
3
2 ) y T
3
k en (
1
4 ,
√
3
4 ), (
3
4 ,
√
3
4 ) y (
1
2 ,
√
3
2 ), como se puede ver, para
k ∈ {1, 2}, en la Figura 1. Además, para cada k, Tk siempre tiene los mismos vértices
simples (0, 0), (1, 0) y (12 ,
√
3
2 ).
Para cada k ∈ N, deﬁnamos fk+1k : Tk+1 → Tk de la siguiente manera:
fk+1k (x, y) = w
−1
i (x, y) cuando (x, y) ∈ T ik, i ∈ {1, 2, 3}. (3)
Evaluando en (2), tenemos que w1(1, 0) = w2(1, 0) = (12 , 0), w1(
1
2 ,
√
3
2 ) = w3(
1
2 ,
√
3
2 ) =
(14 ,
√
3
4 ) y w2(0, 0) = w3(0, 0) = (
3
4 ,
√
3
4 ). Además, T
1
k ∩T 2k = {(12 , 0)}, T 1k ∩T 3k = {(14 ,
√
3
4 )}
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y T 2k ∩ T 3k = {(34 ,
√
3
4 )}, para cualquier k ∈ N. De lo anterior tenemos que fk+1k está bien
deﬁnida y es continua, para cada k ∈ N [11, Teorema 7.6]. La razón por la cual escogimos
las contracciones deﬁnidas en la Deﬁnición 3.1 es para que la función fk+1k esté bien
deﬁnida.
Es importante resaltar, para tener una idea geométrica, que la deﬁnición de la función
fk+1k : Tk+1 → Tk se puede presentar como fkk−1 = f |Tk : Tk → Tk−1, donde f(x, y) =
2(g3(g2(g1(x, y)))), y:
g1(x, y) =
{
(x, y) si
√
3(x− 12 ) ≤ y;
(−x2 +
√
3y
2 +
3
4 ,
√
3x
2 +
y
2 −
√
3
4 ) si y ≤
√
3(x − 12 ),
g2(x, y) =
{
(x, y) si y ≤
√
3
4 ;
(x,
√
3
2 − y) si
√
3
4 ≤ y,
g3(x, y) =
{
(x, y) si y ≤ −√3(x− 12 );
(−x2 −
√
3y
2 +
3
4 ,
−√3x
2 +
y
2 +
√
3
4 ) si −
√
3(x− 12 ) ≤ y.
Esta deﬁnición muestra con mayor claridad la continuidad de la función. Además, no es
difícil veriﬁcar que las funciones g1, g2 y g3 son dobleces del plano R2, como mostramos,
para k = 2 en la Figura 2.
T2 T3
f32
g3 g2
g12×
Figura 2. La función f32 paso a paso.
Basándonos en lo anterior y en la Deﬁnición 2.4, {Tn, fnn−1}n∈N es una sucesión inversa.
Deﬁnimos el continuo (ver Teorema 2.5)
KS = l´ım←−{Tn, f
n
n−1}. (4)
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El espacio KS lo describiremos con más detalle en la siguiente sección.
4. Propiedades de KS
A continuación, en el Teorema 4.2, describiremos el continuo KS y ﬁnalizaremos esta
sección con propiedades adicionales de este espacio.
En adelante usaremos la siguiente notación: sean a, b y c los vértices de T1. Entonces
ab, bc y ac serán las aristas del grafo T1 que unen los vértices a y b, b y c, y, a y c,
respectivamente. Para cada par de enteros positivos m y n, con n < m, denotamos por
fmn : Tm → Tn la composición fn+1n ◦ fn+2n+1 ◦ · · · ◦ fmm−1.
Lema 4.1. Sea fk+1k la función deﬁnida en (3), para cada k ∈ N. Entonces, los conjuntos
(fk1 )
−1(ab), (fk1 )
−1(bc) y (fk1 )
−1(ac) son arcos en Tk, para cada k ≥ 2.
Demostración. Supongamos primero que k = 2. En la Figura 3 denotamos por a los
vértices de T2 que al aplicar f21 van a a, por b los que van a b y por c los que van a c.
a b
c
a b c
c a
b
f21
T1 T2
Figura 3. (f21 )
−1(ab), (f21 )
−1(bc) y (f21 )
−1(ac) son arcos.
Con la deﬁnición de fk+1k que dimos en (3), es fácil concluir que (f
2
1 )
−1(ab) es la unión
de las aristas en T2 con vertices a y b (ver Figura 3); es decir, (f21 )
−1(ab) es un arco en
T2. De la misma forma es fácil ver que (f21 )
−1(bc) y (f21 )
−1(ac) también son arcos.
Supongamos ahora que (fm−11 )
−1(ab), (fm−11 )
−1(bc) y (fm−11 )
−1(ac) son arcos en Tm−1.
Claramente, fm1 = f
m−1
1 ◦ fmm−1. Así, es suﬁciente probar que (fmm−1)−1((fm−11 )−1(ab)),
(fmm−1)
−1((fm−11 )
−1(bc)) y (fmm−1)
−1((fm−11 )
−1(ac)) son arcos en Tm.
Algo que se puede veriﬁcar fácilmente de la deﬁnición dada en (3) es:
1. Los vértices simples de Tn van, cuando aplicamos fnn−1, a los vértices simples de
Tn−1. Así, si codiﬁcamos con a, b o c a los vértices en cada espacio Tn que, por
medio de la función fn1 , tienen como imagen a, b o c en T1, respectivamente (como
lo hicimos en el caso k = 2), entonces los vértices simples de Tn tienen cada uno
una letra diferente.
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2. Sabemos que Tm = ∪3i=1T im−1, donde T im−1 = wi(Tm−1), i ∈ {1, 2, 3}. Como
fmm−1|T i
m−1
= w−1i es un homeomorﬁsmo, por la Observación 3.2, tenemos que
los vértices simples de T im−1 tienen cada uno letra diferente, para cada i ∈ {1, 2, 3}.
De las aﬁrmaciones 1. y 2., sin pérdida de generalidad podemos suponer la situación que
presentamos en la Figura 4 (cualquier otra codiﬁcación con a, b y c es equivalente).
a b
c
T 1m−1 T
2
m−1
T 3m−1
a b c
c a
b
fmm−1
Tm−1 Tm
Figura 4. Codificación de los grafos Tm−1 y Tm.
Por nuestra suposición, (fm−11 )
−1(ab) es un arco en Tm−1 tal que contiene los vertices
simples a y b representados sobre Tm−1 en la Figura 4. Es importante resaltar que estos
puntos a y b ubicados en los vértices simples de Tm−1 son en realidad puntos ﬁnales del
arco (fm−11 )
−1(ab). Como fmm−1|T i
m−1
: T im−1 → Tm−1 es un homeomorﬁsmo, tenemos
que
(fmm−1)
−1((fm−11 )
−1(ab)) ∩ T im−1
es un arco que contiene los vértices representados con las letras a y b para cada i ∈
{1, 2, 3}. Así,
(fm1 )
−1(ab) = (fmm−1)
−1((fm−11 )
−1(ab)) = ((fmm−1)
−1((fm−11 )
−1(ab)) ∩ T 1m−1)
∪ ((fmm−1)−1((fm−11 )−1(ab)) ∩ T 2m−1) ∪ ((fmm−1)−1((fm−11 )−1(ab)) ∩ T 3m−1).
Además:
((fmm−1)
−1((fm−11 )
−1(ab)) ∩ T 1m−1) ∩ ((fmm−1)−1((fm−11 )−1(ab)) ∩ T 2m−1) = {b},
((fmm−1)
−1((fm−11 )
−1(ab)) ∩ T 2m−1) ∩ ((fmm−1)−1((fm−11 )−1(ab)) ∩ T 3m−1) = {a},
((fmm−1)
−1((fm−11 )
−1(ab)) ∩ T 1m−1) ∩ ((fmm−1)−1((fm−11 )−1(ab)) ∩ T 3m−1) = ∅.
Con lo que tenemos que (fmm−1)
−1((fm−11 )
−1(ab)) es un arco, y así, (fm1 )
−1(ab) es un
arco.
Con el mismo argumento podemos mostrar que (fm1 )
−1(bc) y (fm1 )
−1(ac) son arcos en
Tm para completar la prueba. 
A continuación describimos al continuo KS .
Teorema 4.2. El continuo KS es unión de tres continuos indescomponibles, K1, K2 y
K3, tales que Ki ∩Kj es un espacio de Cantor, para i �= j.
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Demostración. Sean Z11 = ab y Z
1
n el arco (f
n
1 )
−1(ab) en Tn, para cada n ≥ 2 (ver
Proposición 4.1). Deﬁnamos
K1 = {(xn)n∈N ∈ KS : x1 ∈ ab}.
Probemos que K1 = l´ım←−{Z1n, fn+1n |Z1n+1}. Si (xn)n∈N ∈ K1, entonces fm1 (xm) = x1 para
cada m ∈ N. Como x1 ∈ ab, xm ∈ (fm1 )−1(ab) = Z1m, para cualquier m ∈ N. Con lo que
concluimos que (xn)n∈N ∈ l´ım←−{Z1n, fn+1n |Z1n+1} y K1 ⊂ l´ım←−{Z1n, fn+1n |Z1n+1}. Como Z11 es
ab, es claro que l´ım←−{Z1n, fn+1n |Z1n+1} ⊂ K1. Así, K1 = l´ım←−{Z1n, fn+1n |Z1n+1}.
Como Z1n es un continuo y f
n+1
n |Z1
n+1
: Z1n+1 → Z1n es continua y sobreyectiva para cada
n ∈ N, tenemos que K1 es un continuo, por el Teorema 2.5.
De la prueba del Lema 4.1, sabemos que Z1n es un arco y Z
1
n = L
1
n1 ∪ L1n2 ∪ L1n3, donde
cada L1ni es un arco y fn(L
1
ni) = Z
1
n−1, para cada i ∈ {1, 2, 3}. Con lo que K1 es un
continuo indescomponible, por [8, Teorema 2.1.19].
De la misma manera deﬁnimos K2 = {(xn)n∈N ∈ Z : x1 ∈ bc} y K3 = {(xn)n∈N ∈ Z :
x1 ∈ ac}. Nótese que Z = K1 ∪K2 ∪K3, y de lo anterior, que Ki es indescomponible,
para i ∈ {1, 2, 3}.
Finalmente, probemos que Ki ∩ Kj es un espacio de Cantor, siempre que i �= j. Sea
(xn)n∈N ∈ K1 ∩K2 (es igual para K2 ∩K3 o K1 ∩K3). Entonces x1 ∈ ab ∩ bc, esto es,
x1 = b. Por la Proposición 2.1.20 de [8],
K1 ∩K2 = l´ım←−{An, f
n+1
n |An+1},
donde An = (fn1 )
−1(b) para cada n ∈ N. Obsérvese que An es ﬁnito para cada n,
y |f−1n (z)| ≥ 2 para cada z ∈ An−1. Así, K1 ∩ K2 es un espacio de Cantor, por la
Proposición 2.6. 
Es conocido que si deﬁnimos f : [0, 1]→ [0, 1] por
f(x) =



3x si 0 ≤ x ≤ 1
3 ;
2− 3x si 13 ≤ x ≤ 23 ;
3x− 2 si 23 ≤ x ≤ 1,
entonces, l´ım←−{[0, 1], f} es el continuo indescomponible conocido como continuo de Knaster
con dos puntos ﬁnales, que representamos en la Figura 5. Los detalles de la construcción
y la gráﬁca que presentamos se pueden consultar en [7, Ejemplo 3, pág. 205].
Usando la notación que utilizamos en la prueba del Teorema 4.2, escribimos
K1 = l´ım←−{Z
1
n, f
n+1
n |Z1
n+1
}, donde Z1n es un arco para cada n ∈ N. Además,
Z1n+1 = L
1
n1 ∪ L1n2 ∪ L1n3,
donde cada L1ni es un arco y f
n+1
n |L1
ni
: L1ni → Z1n es un homeomorﬁsmo, para cada
i ∈ {1, 2, 3}. De lo anterior, se puede ver que existen homeomorﬁsmos hn : Z1n → [0, 1],
para cada n ∈ N, tales que:
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Figura 5. Continuo de Knaster con dos puntos finales.
f ◦ hn+1 = hn ◦ fn+1n |Z1
n+1
.
Con esto concluimos que K1 es homeomorfo al continuo representado en la Figura 5, por
[8, Teorema 2.1.49]. De la misma manera, tenemos que K2 y K3 son también continuos
indescomponibles homeomorfos al continuo de Knaster con dos puntos ﬁnales (Figura 5).
Por consiguiente, en el Teorema 4.2 mostramos que KS es la unión de tres continuos de
Knaster con dos puntos ﬁnales homeomorfos, tales que la intersección entre cada par de
ellos es un conjunto de Cantor.
En otras palabras, KS es un “triángulo” que tiene como lados continuos de Knaster y los
vértices son espacios de Cantor.
Deﬁnición 4.3. Sea Σ2 = l´ım←−{Xn, jn+1n }, donde Xn = S1 y jn+1n : S1 → S1 se deﬁne
como jn+1n (z) = z
2, para cada n ∈ N. Entonces Σ2 es un continuo, que se conoce como
solenoide diádico.
El solenoide diádico es un continuo indescomponible de dimensión uno y no aplanable,
tal que cada subcontinuo propio es un arco; Σ2 es un grupo topológico con la operación
que hereda como subgrupo de (S1)N. Esto implica que para cada par de puntos x e y en
Σ2, existe un homeomorﬁsmo h : Σ2 → Σ2 tal que h(x) = y; es decir, Σ2 es homogéneo.
Por lo anterior, el solenoide diádico es un ejemplo importante en teoría de los continuos.
Es importante resaltar que la función jn+1n (z) = z
2 se puede reemplazar por jn+1n (z) = z
p
para cualquier p ∈ N, y obtener el solenoide p-ádico, que se denota por Σp y tiene las
propiedades que mencionamos anteriormente para Σ2 [9, 2.8 y 2.16].
A continuación, mostramos que KS contiene una copia de Σ2.
Proposición 4.4. Existe un subcontinuo Y de KS tal que Y es homeomorfo a Σ2. Además,
IntKS (Y ) = ∅.
[Revista Integración
Un continuo generado con el triángulo de Sierpiński usando límites inversos 11
Demostración. Sea Fn ⊂ Tn deﬁnido como el grafo cuyas aristas forman el triángu-
lo equilátero con los vértices simples de Tn; es decir, Fn es el triángulo con vértices
(0, 0), (1, 0) y (12 ,
√
3
2 ), para cada n ∈ N. Observe que fn+1n (Fn+1) = Fn, para cada n ∈ N.
Si gn+1n = f
n+1
n |Fn+1 , entonces {Fn, gn+1n } es una sucesión inversa y Y = l´ım←−{Fn, g
n+1
n }
es un subcontinuo de KS .
Mostremos que Y es homeomorfo a Σ2. Para cada n ∈ N, deﬁnimos ψn : Fn → S1 de
la siguiente forma: ψn(0, 0) = (1, 0), ψn(1, 0) = e
2pi
3
i, ψn(
1
2 ,
√
3
2 ) = e
4pi
3
i, y extendemos de
manera lineal cada arista del triángulo tal que (ψn+1)2 = ψn◦gn+1n para cualquier n ∈ N;
es decir el diagrama representado en la Figura 6 es conmutativo.
S1 S1
Fn Fn+1
z2
gn+1n
ψn+1ψn
Figura 6. Funciones ψn.
Entonces la sucesión (ψn)n∈N induce un homeomorﬁsmo ψ : Y → Σ2 deﬁnido por
ψ((wn)n∈N) = (ψn(wn))n∈N, por [8, Teoremas 2.1.47 y 2.1.48]. De esta manera con-
cluimos que KS contiene un subcontinuo Y homeomorfo al solenoide diádico Σ2.
Finalmente, mostremos que IntKS (Y ) = ∅. Sea fn : KS → Tn la función proyección, para
cada n ∈ N. Sabemos que β = {f−1n (Un) : Un es abierto en Tn y n ∈ N} es una base para
KS , por [8, Proposición 2.1.9]. Sean z ∈ KS , n0 ∈ N y Un0 un abierto de Tn0 tales que z ∈
f−1n0 (Un0). Como Tn0+1 = T
1
n0 ∪ T 2n0 ∪ T 3n0 y fn0+1n0 |T in0 : T
i
n0 → Tn0 es un homeomorﬁsmo
para cada i ∈ {1, 2, 3}, tenemos que (fn0+1n0 )−1(Un0)∩ (Tn0+1 \Fn0+1) �= ∅. Así, podemos
encontrar un punto x ∈ KS tal que fn0(x) ∈ Un0 y fn0+1(x) ∈ Tn0+1 \ Fn0+1. Esto
implica que x ∈ f−1n0 (Un0) \ Y y, por tanto, IntKS (Y ) = ∅. 
La prueba de la Proposición 4.4 se puede informalmente aceptar, de una manera más
intuitiva, observando la Figura 4 y recorriendo el espacio Tm a lo largo de su triángulo
deﬁnido por los vértices simples, y notando que la imagen de este recorrido se hace “dos
veces” más rápido y en el mismo sentido sobre Tm−1. Esto corresponde al comportamiento
de la función f(z) = z2 sobre S1. Esto muestra que el continuo Y , deﬁnido en la prueba
de la Proposición 4.4, es esencialmente el solenoide diádico dado de la Deﬁnición 4.3.
5. El continuo LS
Como T es el atractor del SIF {R2, w1, w2, w3} que deﬁnimos en la Sección 3, entonces
tenemos que W (T ) = T . Así, es natural deﬁnir una sucesión inversa donde cada uno de
los espacios factor es homeomorfo a T . Con base en esta idea, deﬁniremos un continuo
que denotaremos como LS .
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Sabemos que T = w1(T ) ∪ w2(T ) ∪ w3(T ), donde w1, w2 y w3 son las contracciones
deﬁnidas en (2). Por las razones que expusimos en la deﬁnición de fn+1n en (3), la función
g : T → T , deﬁnida por g(x, y) = w−1i (x, y) si (x, y) ∈ wi(T ), i ∈ {1, 2, 3}, está bien
deﬁnida y es continua. Así, podemos deﬁnir la sucesión inversa {Tn, gn+1n }n∈N, donde
Tn = T y gn+1n = g, para cada n ∈ N. Deﬁnimos
LS = l´ım←−{Tn, g
n+1
n }. (5)
Para cada k ∈ N deﬁnimos KkS = l´ım←−{Tn+k, f
n+k+1
n+k }, donde Ti y f i+1i las tomamos como
en (4). Notemos lo siguiente:
1. KkS es homeomorfo a KS , para cada k ∈ N, por [8, Teorema 2.1.38].
2. Como Tk+1 ⊂ Tk+2, tenemos que KkS ⊂ Kk+1S , para cada k ∈ N.
Una propiedad adicional en relación al continuo KS es que, como KS es el límite inverso
de grafos, KS tiene dimensión 1 [3, Proposición 2]. Además, como contiene un solenoide
diádico (ver Proposición 4.4), KS no es plano. Por lo tanto KS ⊂ R3 [7, Teorema 1, pág.
116]. Con el siguiente teorema mostramos en particular que LS = ClR3
(⋃
k∈NKkS
)
[6,
Ejercicio 4.16].
Teorema 5.1. LS = l´ımk→∞KkS .
Demostración. Usando la Deﬁnición 2.3, debemos probar dos contenciones LS ⊂
l´ım infk→∞KkS y l´ım supk→∞KkS ⊂ LS .
Sean (zn)n∈N ∈ LS y Um abierto en Tm tal que (zn)n∈N ∈ g−1m (Um) [8, Proposición 2.1.9].
Como l´ımk→∞ Tm+k = Tm, existe l ∈ N tal que Tm+l ∩ Um �= ∅. De esta forma, existe
(wn)n∈N ∈ KlS tal que wm ∈ Tm+l ∩ Um. Con lo que (wn)n∈N ∈ KlS ∩ g−1m (Um). Así,
KrS ∩ g−1m (Um) �= ∅ para cualquier r ≥ l, según se vio en el parágrafo 2., y (wn)n∈N ∈
l´ım infk→∞KkS . Entonces, LS ⊂ l´ım infk→∞KkS .
Mostraremos ahora que l´ım supk→∞KkS ⊂ LS . Sea (zn)n∈N ∈ l´ım supk→∞KkS . En-
tonces, por la Deﬁnición 2.3, parágrafo 2., existe una sucesión (vkl)l∈N, donde vkl =
(wkl+n)n∈N ∈ KklS tal que l´ıml→∞ vkl = (zn)n∈N. Notemos que fn+kl+1n+kl = gn+1n |Tn+kl .
Así, gn+1n (wkl+n+1) = wkl+n para cada n ∈ N. Como gn+1n es continua, gn+1n (zn+1) = zn
para cada n ∈ N. Con lo que concluimos que (zn)n∈N ∈ LS y l´ım supk→∞KkS ⊂ LS . 
Finalmente, mostraremos una propiedad de autosimilitud que preserva el continuo LS .
Proposición 5.2. Si x ∈ LS, entonces existe un subcontinuo T de LS tal que x ∈ T y T
es homeomorfo al triángulo de Sierpiński T .
Demostración. Sea x = (xn)n∈N un punto en LS . Como T2 = w1(T1) ∪w2(T1) ∪w3(T1),
tenemos que x2 ∈ wk1(T1) para algún k1 ∈ {1, 2, 3}. Obsérvese que g21 |wk1 (T1) =
w−1k1 : wk1(T1) → T1 es un homeomorﬁsmo. De la misma manera, existe k2 ∈ {1, 2, 3}
tal que x3 ∈ wk2 (T2) y g32|wk2 (T2) = w
−1
k2
: wk2(T2) → T2 es un homeomorﬁsmo.
Como wk1(T1) ⊂ T2, tenemos que wk2(wk1 (T1)) es un subcontinuo de wk2 (T2) y
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g32 |wk2 (wk1 (T1)) : wk2(wk1 (T1)) → wk1 (T1) es un homeomorﬁsmo. De forma inductiva, para
cada n ∈ N, existen k1, k2, . . . , kn en {1, 2, 3} tales que xn+1 ∈ (wkn ◦ · · · ◦ wk1)(T1) y
gn+1n |(wkn◦···◦wk1 )(T1) : (wkn ◦· · ·◦wk1)(T1) → (wkn−1 ◦· · ·◦wk1)(T1) es un homeomorﬁsmo.
Así, deﬁnimos Ln = (wkn ◦· · ·◦wk1)(T1) y hn+1n = gn+1n |(wkn◦···◦wk1 )(T1), para cada n ∈ N.
Nótese que {Ln, hn+1n } es una sucesión inversa tal que x ∈ T = l´ım←−{Ln, hn+1n } y T ⊂ LS .
Obsérvese además que como Ln es homeomorfo a T y hn+1n es un homeomorﬁsmo para
cada n ∈ N, tenemos que T es homeomorfo a T , por [8, Proposición 2.1.37]. 
Observemos que por la autosimilitud del triángulo de Sierpiński T , podemos decir que
para cualquier abierto U en LS , existe una copia de T contenido en U .
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