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Abstract:We carry out in full generality and without fixing specific boundary conditions,
the symmetry and charge analysis near a generic null surface for two and three dimensional
(2d and 3d) gravity theories. In 2d and 3d there are respectively two and three charges
which are generic functions over the codimension one null surface. The integrability of
charges and their algebra depend on the state-dependence of symmetry generators which is
a priori not specified. We establish the existence of infinitely many choices that render the
surface charges integrable. We show that there is a choice, the “fundamental basis”, where
the null boundary symmetry algebra is the Heisenberg⊕Diff(d− 2) algebra. We expect this
result to be true for d > 3 when there is no Bondi news through the null surface.
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1 Introduction
A standard way to describe a d-dimensional field theory at the classical level is through an
action which is the integral of a Lagrangian over a d-dimensional manifoldM. For physical
theories,M is typically a Lorentzian manifold which may have a codimension one boundary
∂M. The variational principle can then be used to derive equations of motion which are
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typically second order differential equations overM. These equations are well-posed if their
solutions can be fully determined by specifying the boundary data which e.g. can be the
Cauchy data over a constant time slice inM.
Gravity theories in generic d dimensions have two important features: (1) Background
independence, meaning that the metric on M is a solution to the same theory and not a
priori fixed or given. In particular, to completely specify it we need to provide the boundary
data. (2) Diffeomorphism invariance, meaning that the metric can only be determined up
to generic coordinate transformations. This implies that among d(d+ 1)/2 components of
the d-dimensional metric, d number of them can be removed by an appropriate choice of
coordinates. Out of the remaining d(d − 1)/2, only d(d − 3)/2 correspond to propagating
gravitons1 and d are free to choose. This latter will be fixed through the boundary data
which are functions over codimension one surfaces, i.e. we need d functions of d−1 variables
to specify the boundary data [1].
Discussions of the previous two paragraphs raise a crucial point to be addressed and
understood: ∂M is a d−1 dimensional surface and a generic d-dimensional diffeomorphism
may non-trivially act on the boundary data and hence move us within the space of solutions
determined by the boundary data. This means that a part of the general local coordinate
transformations which act non-trivially on the boundary data can become “physical” as
they change a solution to another physically distinguishable solution. We hence need to
refine the equivalence principle, which leads to diffeomorphism invariance, in the presence
of boundaries [2]. This argument already tells us that this (potentially) “physical diffeos”
should be a measure zero subset of d-dimensional diffeos which act on the codimension one
boundary surface. That is, they can at most be d functions of d−1 variables parametrising
the boundary [1]. These physical diffeos are indeed labelling the boundary degrees of
freedom (b.d.o.f.). In the presence of boundaries, especially if they are timelike or null, the
system besides the d(d−3)/2 bulk gravitons has a maximum number of d b.d.o.f. They can
interact among themselves and also with the bulk d.o.f. The details of these interactions
are of course determined once we fix the boundary conditions.
Our general goal is to develop a systematic treatment of the b.d.o.f. and their interac-
tions with the bulk d.o.f. The key questions toward this goal are
1. Whether and how this maximal physical diffeos and/or b.d.o.f. can be realised;
2. What are the possible choices for boundary conditions, what is the guiding principle;
3. How does this fix the interactions mentioned above.
These questions have of course been under intense study since the seminal work of BMS
[3, 4] and have gained a boost in the last decade, e.g. see [5] and references therein. In this
work we focus on the first question. The two other questions will be briefly discussed in
the conclusion section and get a full treatment in upcoming publications.
1Here we are implicitly assuming an Einstein gravity theory which has only a massless spin 2 state as
its propagating degree of freedom.
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We can systematically analyse this question by fixing/choosing a codimension one
boundary surface using d diffeomorphisms. We then remain with d “residual” diffeos which
only act on the chosen d − 1 dimensional “boundary”. To specify which of these diffeos
are trivial or not, we can employ one of the standard methods of associating (conserved)
charges to the diffeos, e.g. the covariant phase space method [6–8]; if the charge is finite
and non-zero the diffeo is nontrivial or physical. This method, however, provides us with
the variation of the charges and not the charges themselves. There is then another non-
trivial step to check if the charge is integrable over the space of solutions discussed above.
If integrable, one can then define the charge. The same covariant phase space formulation
also implies the algebra of these integrable charges is the same as the Lie algebra of the
symmetry generating diffeos, up to possible central charges, e.g. see [8]. These charges, if
well-defined, can be used to label the b.d.o.f., i.e. b.d.o.f. fall into representations (more
precisely, coadjoint orbits) of the charge algebra, see e.g. [9].
Classic examples are four or three-dimensional asymptotically flat spacetimes where
the boundary is the future null infinity I+. In these cases, the residual diffeos are respec-
tively, three and two functions over codimension two surfaces. The charges turn out to
be integrable in the absence of the Bondi news [3, 10, 11] and the algebra is respectively
BMS4 [3, 4] or BMS3 [12]. In both cases, the maximal numbers of b.d.o.f is not reached and
moreover, the symmetry generators are only functions of codimension two surfaces (rather
than codimension one).
These considerations can also be applied to timelike (causal) boundaries as in the
seminal case of asymptotically AdS3 [13]. The Brown-Henneaux analysis yields integrable
charges for only a subsector of the maximal boundary data which has two functions of a
single variable (rather than three functions of two variables). The algebra is two copies of
Virasoro algebra at the Brown-Henneaux central charge [13].
While it is common to explore these charge analyses over the asymptotic boundaries of
spacetimes, one can take these boundaries to be any codimension one surface. In particular,
for the case of black holes, a natural and physically relevant choice is to take the horizon,
which is a null surface, to be the boundary over which the boundary data and b.d.o.f. is
stored. This choice is physically relevant because the horizon is indeed the boundary of
timelike curves (paths of physical observers) outside the horizon. Moreover, one can model
what is inside a black hole horizon by replacing the inside region with a membrane, placed
at the stretched horizon, as is done in the membrane paradigm [14, 15]. Furthermore,
near horizon degrees of freedom and symmetries, are the essentials of the formulation of
the soft hair proposal [16] and have been explored in several different publications [17–29].
Nonetheless, neither realise the maximal set of b.d.o.f. discussed above.
With the above motivations, in this work, we focus on boundary charges over generic
null surfaces in two-dimensional dilaton gravity and three-dimensional Einstein gravity
theories. These theories do not have propagating d.o.f. and thus they provide a more
controlled setup to ask, formulate, and address questions about boundary charges in full
generality. As we will see this setup is still very rich and provides us with results and
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insights which could be directly generalised to higher-dimensional cases. In our surface
charge analysis, we construct the largest set of boundary charges by keeping the boundary
conditions free and unfixed. One of our main results is that in these cases there always
exists a basis where the charges are integrable. In the 2d case these are two sets of charges
which are functions of the one variable parametrising the null surface. In the 3d case these
are three sets of charges which are functions of two variables spanning the null surface,
which is a null cylinder. The algebra of these charges, however, depends on the basis used
for symmetry generators: a state-dependent symmetry generator will change the algebra of
charges. We discuss some different charge bases and the corresponding algebras.
The organisation of this paper is as follows. In section 2 and 3, we consider dilation
gravity in 2d and pure gravity in 3d respectively. Based on the most general expansion
around a null hypersurface, we compute the null boundary symmetries (NBS) and their
charges. We show, by construction, that there exists a family of reparametrisation of the
symmetries yielding integrable charges. For 2d case we obtain a Heisenberg algebra and
in 3d, Heisenberg semidirect sum with Diff(S1) as the algebra of charges. In section 4,
we discuss generic reparametrisations/change of bases and discuss various algebras one can
reach for both the 2 and 3d cases. The last section is devoted to concluding remarks and
outlook. In particular, we discuss that the “fundamental null boundary symmetry” algebra,
Heisenberg ⊕ Diff(d − 2), that can be always reached in generic dimensions (including
d > 3) in the absence of Bondi news through the null surface. In some appendices, we have
gathered some useful formulas regarding 2d, 3d gravity theories, and their general solutions
and discuss modified bracket method [11] to deal with non-integrable charges
2 Null Boundary Symmetry (NBS) Algebra, 2d Dilaton Gravity Case
Two-dimensional spacetime is the lowest dimension for which one can consider gravity.
However, the Einstein-Hilbert action is purely topological in 2d. One simple way to get a
bulk action and therefore equations of motion is to add a scalar field, the dilaton [30–32].
This set-up has no propagating degrees of freedom nevertheless very interesting features,
e.g. see [33, 34] and references therein. In this work, we focus on the computations of
the charges on a null hypersurface, see [35, 36] for earlier analysis of asymptotic symmetry
analysis on AdS2.
The dilaton-gravity action is [30, 31]
SG =
1
16piG
∫
d2x
√−g (φ2R− λ(∂φ)2 − V (φ)) . (2.1)
However, the kinetic term of dilaton can be absorbed by a field redefinition
g → φ−λ2 g, ⇒ λ→ 0, V → φ−λ2 V . (2.2)
So we consider the following action [34] 2
S =
1
16piG
∫
d2x
√−g (ΦR− U(Φ)) . (2.3)
2We don’t consider any extra matter field in the system nor discuss the boundary terms.
– 4 –
The above theory with different potentials U(Φ) have been considered in the literature, e.g.
U(Φ) = Φk type potential may arise from various reduction of higher-dimensional theories
to two dimensions. See [34, 36] for more discussions and references. For our analysis below,
where we consider an expansion around a null surface, however, as long as the potential is
not a constant its explicit form does not matter.
The most general solution to the above 2d gravity theory has been discussed in the
appendix A. There are two classes of families, constant Φ and non-constant Φ solutions.
The former, however, has always vanishing charges. So, hereafter we only consider a non-
constant dilaton family of solutions.
For the charge analysis, we only need to have the leading behaviour of the fields near
the r = 0 surface, which we take it to be null,
ds2 = 2η(v) dr dv − 2rη(v)F0(v) dv2 +O(r2)
Φ = Φ0(v) +O(r)
(2.4)
The field equations to first order in r relate the three functions η, F0,Φ0,
− Φ′′0 + Φ′0
(
F0 +
η′
η
)
= 0 , (2.5)
Generically Φ′0 6= 0 and we choose to describe the system by η,Φ0 and
F0 =
Φ′′0
Φ′0
− η
′
η
. (2.6)
In the special case that Φ′0 = 0, F0, η are the two arbitrary functions describing the solution
near the null boundary r = 0. As discussed in appendix A, the solutions admit
ζ = µν∂µΦ∂ν (2.7)
as a Killing vector, where µν is Levi-Civita tensor in 2d [37]. This vector is normal to the
charge computing surface which is along ∂µΦ. Since |ζ|2 = |dΦ|2, the Killing vector field ζ
is null on r = 0 when ∂vΦ0∂rΦ|r=0 = 0.
2.1 NBS generating vector fields
The vector fields that preserve the form of solution (2.4) and keep r = 0 a null surface are
ξ = T∂v − r(W − T ′)∂r +O(r2) , (2.8)
where T,W are arbitrary functions of v. The Lie bracket of two vectors of the form (2.8) is
[ξ(T1,W1), ξ(T2,W2)] = ξ(T12,W12)
T12 = (T1T
′
2 − T2T ′1) , W12 = (T1W ′2 − T2W ′1) .
(2.9)
If we assume that T,W are meromorphic functions of v, i.e. if they admit a Laurent
expansion,
T = −
∑
n∈Z
τnv
n+1, W =
∑
n∈Z
ωnv
n+1, (2.10)
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Tn = −vn+1∂v − (n+ 1) r vn∂r, Wn = −r vn+1∂r, (2.11)
then Tn,Wn satisfy a BMS3 algebra [12, 38],
[Tm, Tn] = (m− n)Tm+n , [Tm,Wn] = (m− n)Wm+n, [Wm,Wn] = 0. (2.12)
It is notable that (2.8) is one-dimensional Diff ⊕ Weyl algebra, in which the Weyl scaling
corresponds to the BMS3 supertranslations.
Under a transformation generated by (2.8), the metric and the dilaton become
gµν [η,Φ0]→ gµν [η + δξη,Φ0 + δξΦ0] (2.13)
where
δξη = η
′ T + 2 η T ′ − η W, δξΦ0 = Φ′0 T . (2.14)
2.2 Surface charges
Using the Iyer-Wald presymplectic form [7], one can compute the charge variation associated
with the above transformations. Straightforward analysis yields
/δQξ = −
√−g
8piG
(
δΦ∇[vξr] − ξ[vhr]λ∇λΦ + 2ξ[v∇r]δΦ
)
, (2.15)
where hµν = δgµν denotes metric variations and /δ indicates that the charge is not necessarily
integrable. We note that the charge variation is coming from the part proportional to δΦ
and the part not involving variation of Φ does not contribute to the charge in the 2d case
for our background metrics (2.4). The charges associated with the near null hypersurface
Killing vectors (2.8) for the metric (2.4) computed at r = 0 are
16piG/δQξ = WδΦ0 + T
(
−ΓδΦ0 − 2δΦ′0 +
Φ′0δη
η
)
(2.16)
where
Γ := −2 Φ
′′
0
Φ′0
+
η′
η
, δξΓ = (ΓT )
′ −W ′ . (2.17)
If the symmetry generators are state independent δT = δW = 0, the charges are not
integrable on the phase space. Moreover, they are functions of v and their evolution is not
constrained by the equations of motion. Non-inegrability of the charge for non-constant
dilaton cases was also reported in [35, 36] where asymptotic symmetries on AdS2 was
analysed. One method to deal with the non-intergable charges is to use the Barnich-
Troessaert modified bracket [11, 39] (see also [29] for more discussions) to extract out the
integrable part of the non-integrable charges. That is, to write /δQξ = δQIξ +F where QI is
the integrbale charge and F is a non-zero “flux”. As we show in the appendix C the algebra
of QI is a centerless BMS3 algebra, the same algebra as the symmetry generators (2.12).
In the next part, however, we explore a different line and find a basis in which the charges
are integrable.
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2.3 Integrable basis for the charges
As discussed in [28], we may choose which combination of the symmetry generators are
assigned to have vanishing variations. That is, one may consider “change of basis” by
taking a linear combination of the symmetry generators,W,T with possibly field-dependent
coefficients to define a new basis. In particular, let us consider
Wˆ = W − ΓT , Tˆ =
(
η
(Φ′0)2
)s
Φ′0 T (2.18)
where Γ is defined in (2.17) and s is an arbitrary real number. In the new basis we take
Wˆ and Tˆ to be two field-independent functions and to have zero variations over the phase
space.
The field-dependence of the symmetry generators has to be taken account when one
computes the symmetry algebra This is done systematically through the adjusted Lie
bracket is defined as [12, 40],
[ξ1, ξ2]adj. bracket = [ξ1, ξ2]− δˆξ1ξ2 + δˆξ2ξ1 (2.19)
where δˆ is coming from variation of fields T,W in ξ1, ξ2. Their algebra is
[ξ(Wˆ1, Tˆ1), ξ(Wˆ2, Tˆ2)]adj. bracket = ξ
(
0, s(Tˆ1Wˆ2 − Tˆ2Wˆ1)
)
. (2.20)
The charge variation (2.16) in this new basis takes the form
δQξ =
1
16piG
(
Wˆ δΦ0 + Tˆ δP(s)
)
(2.21)
where
P(s) =

−1s
(
(Φ′0)
2
η
)s
, for s 6= 0
− ln
(
(Φ′0)
2
η
)
, for s = 0
. (2.22)
The charges P(s),Φ0 are clearly integrable once we take Wˆ, Tˆ to be field-independent in the
new basis. This is not a surprise, as in the absence of propagating degrees of freedom in
2d, one can expects to be able to find a new basis in which flux vanishes. In section 4 we
provide a general discussion on the existence of integrable basis.
The transformation law of the fields is given by{
δξP(s) = s Wˆ P(s), δξΦ0 = −sP(s)Tˆ s 6= 0
δξP(0) = −Wˆ, δξΦ0 = Tˆ s = 0 ,
(2.23)
yielding the charge algebra,
i{Φ0(v),P(s)(v)} =16piGi
(
−sP(s)(v) + δs,0
)
i{Φ0(v),Φ0(v)} = i{P(r)(v),P(s)(v)} = 0 .
(2.24)
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Let’s start by considering the case s = 0. Performing “quantisation” of the algebra by
replacing the Poisson brackets with commutators, i{, } → [, ], one has
[Φ0(v),P(0)(v)] = 16piG i
[Φ0(v),Φ0(v)] = [P(0)(v),P(0)(v)] = 0 ,
(2.25)
which is the Heisenberg algebra. Therefore in our setup, we have a change of basis where
we can reach the Heisenberg algebra (2.25) with v dependent charges as the NBS algebra
in the 2d case. In particular, we would like to emphasise two points:
1 The null boundary is a one-dimensional line parameterised by v and the boundary
phase space is labelled by the b.d.o.f Φ0(v),P(0)(v). That is, the b.d.o.f. in this case
is that of a one-dimensional particle.
2 The v dependence of these charges is not fixed by our charge analysis because we did
not fix any boundary condition on the null surface r = 0. Therefore, the boundary
Hamiltonian (generator of translations in v) which governs the dynamics over the
boundary phase space is not determined through our analysis. We shall discuss this
point further in section 5.
To close the section, we note that the generic s 6= 0 case of (2.24) can be obtained from
the Heisenberg algebra through
P(s) = −1
s
e−sP
(0)
. (2.26)
P(s),Φ0 provides us with another basis in which the charges are integrable. In section 4
we discuss that there are in fact infinitely many such integrable basis, with different charge
algebras.
3 Null Boundary Symmetry (NBS) Algebra, 3d Gravity Case
As the next case, we consider the three-dimensional Einstein gravity described by the action
and field equations
S =
1
16piG
∫
d3x
√−g (R− 2Λ) , Eµν := Rµν − 2Λgµν = 0. (3.1)
Depending on Λ, Λ < 0,Λ = 0,Λ > 0 we respectively have AdS3, flat or dS3 gravities. All
solutions to the respective theories are locally AdS3, flat or dS3. The AdS3 case admits
BTZ black hole solutions [41, 42] once we identify one of the spatial directions on a circle.
Similarly in flat space, there are the so-called flat space cosmologies [43–45], that are solu-
tions with a cosmological horizon. The dS3 solution itself also has a cosmological horizon,
e.g. see [46]. We will adopt the r, v, φ coordinates and take φ to be 2pi periodic, φ ' φ+2pi.
Since we will be focusing on the behaviour of solutions near a null surface, the value of Λ
will not be of relevance and we leave it free.
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A general family of solutions to the AdS3 theory with r = 0 as a null surface is specified
by three functions of v, φ, see appendix B. This constitutes the maximal configuration of
the 3d phase space as it is labelled by three codimension one functions. We do not use
this family of solutions for our charge analysis because it is written in a coordinate system
which makes the charge computations rather cumbersome. However, we still present this
solution to convey the idea that the three-functions family of near null surface geometry
constructed below, can be extended to a full solution away from r = 0 surface.
Let us consider a codimension one null hypersurface N at r = 0 and adopt a Gaussian-
null-like coordinate system as follows. Let v be the ‘advanced time’ coordinate along N
such that a null surface is defined by
gµν∂µv∂νv = 0 . (3.2)
A ray can be defined as the vector tangent to this surface, kµ = η gµν∂νv, where η is an
arbitrary non-zero function. Let r be the affine parameter of the generator kµ such that
kµ = dx
µ
dr = δ
µ
r . The last coordinate φ ∼ φ + 2pi is chosen as a parameter constant along
each ray, kµ∂µφ = 0. With this choice of coordinates metric components are restricted as,
gvv = 0 , gvr =
1
η
, gvφ = 0 , (3.3)
or
grr = 0 , gvr = η , grφ = 0 , (3.4)
where η = η(v, φ).3 Therefore, the most general form of the line-element in the coordinate
system constructed above is of the form
ds2 = −F dv2 + 2 η dv dr + 2 f dv dφ+ hdφ2 , (3.5)
where F , f and h are some functions of xµ. We will be interested in near null surface r = 0
expansion of the above general metric, for which
F (v, r, φ) =F0(v, φ) + rF1(v, φ) +O(r2) (3.6a)
f(v, r, φ) =f0(v, φ) + rf1(v, φ) +O(r2) (3.6b)
h(v, r, φ) =Ω(v, φ)2 + rh1(v, φ) +O(r2) (3.6c)
Since r = 0 is a null hypersurface, we must have grr|r=0 = 0. Hence,
F0 = −
(
f0
Ω
)2
. (3.7)
The near r = 0 metric has seven functions of v, φ, which are η, h0, h1, f0, f1, F0, F1.
Besides (3.7) there are three other relations among them resulting from the EoM (3.1)
which may be imposed order by order in r. At zeroth order Evv = 0, Evφ = 0 and Eφφ = 0
yield
∂2vΩ +
1
2
(
Γ− ∂vη
η
+
f0∂φη
Ω2η
)
χ− ∂φ
(
1
2∂φF0 + ∂vf0
Ω
)
= 0 (3.8)
3k · ∇k = 0 leads to ∂rη = 0.
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∂vΥ + Ω∂φΓ +
χ∂φη
η
+ f0∂φ
(
Υ
Ω2
)
− 2Ω∂φ
(
f0Υ
Ω3
)
= 0 (3.9)
∂φ
(
f1 − ∂φη
Ω
)
− ∂v
(
h1
Ω
)
+
(∂φη)
2
2ηΩ
− ΛηΩ− f
2
1 + F1h1
2ηΩ
= 0 (3.10)
with
Υ :=
f0h1
ηΩ
− f1Ω
η
(3.11a)
Γ :=− F1
η
− ∂vη
η
− h1f
2
0
ηΩ4
+
f0∂φη
ηΩ2
+
2f0Υ
Ω3
(3.11b)
χ :=∂vΩ− ∂φ
(
f0
Ω
)
(3.11c)
The rest of equations of motion determine higher orders in metric expansion in terms of
the lower ones. Eq.(3.8) may be viewed as an algebraic equation for Γ and (3.9), (3.10) as
first order differential equations for Υ and f1.4
3.1 NBS generating vector fields
The vector field
ξv =T
ξr =r(∂vT −W ) + r
2∂φT
2Ω2
(
f1 + ∂φη − f0h1
Ω2
)
+O(r3)
ξφ =Y − rη∂φT
Ω2
+
r2ηh1∂φT
2Ω4
+O(r3)
(3.12)
preserves the line-element (3.5), where T , Y and W are some functions of v and φ. The
symmetry generating vector field (3.12) preserves location of the null surface r = 0, which
we take to be the boundary of our spacetime. To see this explicitly, we note that
Lξgrr =ξµ∂µgrr − 2grµ∂µξr
=ξr∂rg
rr + ξv∂vg
rr + ξφ∂φg
rr − 2grr∂rξr − 2grv∂vξr − 2grφ∂φξr
therefore, δξgrr|r=0 = 0. One may compute the algebra of NBS generating vector fields
(3.12) using the adjusted bracket, yielding
[ξ(W1, T1, Y1), ξ(W2, T2, Y2)]adj. bracket = ξ(W12, T12, Y12) (3.13)
where
T12 = T1∂vT2 − T2∂vT1 + Y1∂φT2 − Y2∂φT1 (3.14a)
W12 = T1∂vW2 − T2∂vW1 + Y1∂φW2 − Y2∂φW1 + ∂vY1∂φT2 − ∂vY2∂φT1 (3.14b)
Y12 = Y1∂φY2 − Y2∂φY1 + T1∂vY2 − T2∂vY1 , (3.14c)
4The v dependent integration functions will not play any role in our charge analysis and hence we do
not consider them.
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This is Diff(C2)⊕ Weyl(C2), where C2 stands for the null cylinder parameterised by v, φ
and Weyl(C2) is the Weyl scaling on this cylinder; T, Y are generators of Diff(C2) and W
that of Weyl(C2).5
Under transformations generated by these vector fields, fields transform as
δξη =T∂vη + 2η∂vT − ηW + Y ∂φη − f0η
Ω2
∂φT (3.15a)
δξΩ =T∂vΩ + ∂φ (Y Ω) +
f0
Ω
∂φT (3.15b)
δξf0 =∂v (Tf0) + ∂φ (Y f0) + Ω
2∂vY − F0∂φT (3.15c)
δξΥ = T∂vΥ + Y ∂φΥ + 2Υ∂φY + Ω∂φ
(
W − f0∂φT
Ω2
)
− Ω
(
Γ− 2f0Υ
Ω3
+
2χ
Ω
)
∂φT (3.16a)
δξΓ = ∂v(TΓ) + Y ∂φΓ− ∂vW + ∂v(f0∂φT
Ω2
) +
f0∂φW
Ω2
− f0
Ω2
(
Γ∂φT + ∂φ(
f0∂φT
Ω2
)
)
(3.16b)
δξχ = ∂v(Tχ) + ∂φ(Y χ) . (3.16c)
3.2 Surface charges
The Iyer-Wald surface charge [7] is given by
/δQξ :=
∮
∂Σ
Qµνξ [g; δg] dxµν (3.17)
with
Qµνξ =
√−g
8piG
(
hλ[µ∇λξν] − ξλ∇[µhν]λ −
1
2
h∇[µξν] + ξ[µ∇λhν]λ − ξ[µ∇ν]h
)
, (3.18)
where hµν = δgµν is a metric perturbation and h = gµνhµν . We take Σ to be a constant
v hypersurface and ∂Σ to be its cross-section with the hypersurface r = 0. The surface
charge on the given co-dimension two surface ∂Σ is then
/δQξ =
1
16piG
∫ 2pi
0
dφ
[
WδΩ + Y δΥ + T/δA] , (3.19)
with
/δA = −2δχ− ΓδΩ + f0
Ω2
δΥ+∂φ
(
f0δΩ
Ω2
)
+
χδη
η
(3.20)
As we see in the basis (3.12) the charges are not integrable for state independent W,Y, T .
One may use the modified bracket method to separate its flux and integrable parts, as done
in Appendix C. However, in what follows we show there exists a basis in which the charges
are integrable.
5As our analysis here indicates, if we repeat the null boundary symmetry analysis for general dimension
d, we will find Diff(Cd−1)⊕Weyl(Cd−1), where Cd−1 is the d− 1 dimensional null “cylinder” one would find
at r = 0 and Weyl(Cd−1) denotes Weyl scaling on Cd−1. It is clear that generators of this algebra consist
of d = (d− 1) + 1 functions over Cd−1.
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3.3 Integrable basis for the charges
Let us consider the state/field-dependent transformations,
Wˆ = W − TΓ− f0
Ω2
∂φT , Yˆ = Y + T
f0
Ω2
, Tˆ =
χ
Ξ(s)
T , (3.21)
or conversely,
T =
Ξ(s)
χ
Tˆ, Y = Yˆ − f0Ξ
(s)
χΩ2
Tˆ, W = Wˆ +
ΓΞ(s)
χ
Tˆ+
f0
Ω2
∂φ
(
Ξ(s)Tˆ
χ
)
, (3.22)
where s is an arbitrary real number and
Ξ(s) :=
(
χ2
η
)s
. (3.23)
In this basis the charge variation takes the form
δQξ =
1
16piG
∫ 2pi
0
dφ
(
Wˆ δΩ + Yˆ δΥ + Tˆ δP(s)
)
(3.24)
with
P(s) =
{
−1s Ξ(s) if s 6= 0
− ln Ξ(1) if s = 0
(3.25)
which is clearly integrable if Wˆ, Yˆ, Tˆ are taken to be field-independent, i.e. δWˆ = δYˆ =
δTˆ = 0.
We note that the equation of motion for P(s) is
∂vP(s)
P(s) −
f0
Ω2
∂φP(s)
P(s) + sΓ− 2s∂φ
(
f0
Ω2
)
= 0, s 6= 0,
∂vP(0) − f0Ω2∂φP(0) − Γ + 2∂φ
(
f0
Ω2
)
= 0.
(3.26)
So, among the six fields {Ω, P(s), Υ; f0, f1, Γ} one can solve (3.26), (3.9) and (3.10) to ob-
tain f0, f1, Γ in terms of Ω, P(s), Υ, up to two v-dependent integration constants. Nonethe-
less, as one can see explicitly from (3.24), only the three arbitrary fields Ω, P(s), Υ, and
not the two v-dependent functions, appear in the surface charge expressions. Therefore,
the solution phase space can be characterized by these three functions on codimension one
r = 0 null hypersurface.
Being field-dependent, one should use the adjusted Lie bracket [12, 40] when computing
the bracket of two symmetry generators. This yields
[ξ(Wˆ1, Tˆ1, Yˆ1), ξ(Wˆ2, Tˆ2, Yˆ2)]adj. bracket = ξ(Wˆ12, Tˆ12, Yˆ12) (3.27)
where
Tˆ12 = s(Tˆ1Wˆ2 − Tˆ2Wˆ1) + Yˆ1∂φTˆ2 − Yˆ2∂φTˆ1 + (2s− 1)(Tˆ1∂φYˆ2 − Tˆ2∂φYˆ1) (3.28a)
Wˆ12 = Yˆ1∂φWˆ2 − Yˆ2∂φWˆ1 (3.28b)
Yˆ12 = Yˆ1∂φYˆ2 − Yˆ2∂φYˆ1, (3.28c)
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for both generic s and s = 0. As we see the above algebra does not involve derivatives w.r.t.
v parameter.
To read off the algebra of charges Ω,Υ,P(s) we need to know the variations of charges
under diffeomorphisms, which upon equations of motion (3.8) and (3.9), they can be sim-
plified to
δξΩ =− sP(s)Tˆ + ∂φ(Yˆ Ω) , (3.29a)
δξP(s) =sWˆ P(s) + 2sP(s) ∂φYˆ + ∂φP(s)Yˆ , (3.29b)
δξΥ =(2s− 1) ∂φP(s)Tˆ + 2sP(s)∂φTˆ + Yˆ ∂φΥ + 2Υ∂φYˆ + Ω∂φWˆ , (3.29c)
for s 6= 0 and
δξΩ =Tˆ + ∂φ(Yˆ Ω) , (3.30a)
δξP(0) =− Wˆ − 2∂φYˆ + ∂φP(0)Yˆ (3.30b)
δξΥ =− Tˆ ∂φP(0) − 2∂φTˆ + Yˆ ∂φΥ + 2Υ∂φYˆ + Ω∂φWˆ , (3.30c)
for s = 0.
The algebra of charges in new basis is hence
{Q(s)(ξ1), Q(s)(ξ2)} = Q(s)(ξ12)
+
1
16piG
δs,0
∫ 2pi
0
dφ
[
(Wˆ1Tˆ2 − Wˆ2Tˆ1)− 2(Yˆ1∂φTˆ2 − Yˆ2∂φTˆ1)
]
,
(3.31)
which is the algebra of symmetry generators up to the central terms appearing in the s = 0
case. The charges, Ω,P(s),Υ, depend on the coordinates (v, φ) and their algebra is
{Ω(v, φ),Ω(v, φ′)} = 0 , (3.32a)
{P(r)(v, φ),P(s)(v, φ′)} = 0 , (3.32b)
{Ω(v, φ),P(s)(v, φ′)} = 16piG
(
−sP(s)(v, φ) + δs,0
)
δ(φ− φ′) , (3.32c)
{Υ(v, φ),Υ(v, φ′)} = 16piG (Υ(v, φ′)∂φ −Υ(v, φ)∂φ′) δ(φ− φ′) , (3.32d)
{Υ(v, φ),Ω(v, φ′)} = −16piGΩ(v, φ) ∂φ′ δ(φ− φ′) , (3.32e)
{Υ(v, φ),P(s)(v, φ′)} = 16piG
(
−P(s)(v, φ)∂φ′ + (2s− 1)P(s)(v, φ′) ∂φ + 2δs,0∂φ′
)
δ(φ− φ′) .
(3.32f)
If we Fourier expand the charges
P(s)(v, φ) := 8G
∑
n
P(s)n (v)e−inφ, Ω(v, φ) := 8G
∑
n
Ωn(v)e
−inφ,
Υ(v, φ) :=8G
∑
n
Υn(v)e
−inφ,
(3.33)
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and upon quantisation i{, } → [, ], we have
[Ωm(v),Ωn(v)] = 0 , (3.34a)
[P(r)m (v),P(s)n (v)] = 0 , (3.34b)
[Ωm(v),P(s)n (v)] = −i sP(s)m+n(v) +
i
8G
δs,0 δm+n,0 , (3.34c)
[Υm(v),Υn(v)] = (m− n) Υm+n(v) , (3.34d)
[Υm(v),Ωn(v)] = −nΩm+n(v) , (3.34e)
[Υm(v),P(s)n (v)] = ((2s− 1)m− n) P(s)m+n(v) +
n
4G
δs,0 δm+n,0 . (3.34f)
While the charges are in general v dependent their algebra is not; meaning that the algebra
takes the same form for all v.
We close this part by some comments:
• The algebra (3.34) consists of a Witt algebra, spanned by Y , semidirect sum with
the “supertranslation” T (of conformal weight 2s) and the current W (of conformal
weight 1). The two supertranslations commute among each other for s = 0.
• The form of metric near r = 0 null surface (3.5) and (3.6), may be viewed as near
horizon metric in which Ω, which is the area density of the bifurcation surface (circle
in the 3d case), is the “entropy density”. Note that Ω is the charge associated with Wˆ
(3.24) and in our original geometry involves scaling in r direction accompanied by a
field-dependent diffeomorphism in v direction, cf. (3.12), (3.21).
• Our results for the NBS generating vectors (3.21) and the associated charges Ω,Υ,P(s)
and their algebra (3.25) are all independent of the cosmological constant. Λ appears
only in one of our equations of motion (3.10), and does not enter in our charge analysis
in any crucial way. Hence, our results for charges and symmetries are valid for AdS3,
3d flat space and dS3 cases.
This is physically expected because we are considering an expansion around the null
surface r = 0, and our analysis is local and independent of the asymptotic and global
properties of the solution.
• There is an interesting sublagebra of (3.32) spanned by Ωm and Υm which is a semidi-
rect sum of the Witt algebra generated by Υm with an Abelian current Ωm. In the
terminology used in [47], it isW (0, 0) algebra. This algebra was found as near horizon
symmetry algebra of 3d black holes [17] (see also [28]). But one should note that in
our case the charges have arbitrary v dependence, while that of [17, 28] is v inde-
pendent. Moreover, here Ωm is associated with the Weyl scaling on the null surface
r = 0 but instead in [17] it was associated with supertranslation on the given null
surface. However, in both cases, the zero-mode charges Ω0 and Υ0 are respectively
proportional to the entropy and angular momentum of the black holes whose horizon
is taken to be the null surface we are expand about.
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• The algebra (3.32) has another sublagebra spanned by P(s)m (v) and Υm(v). Modulo
the arbitrary v dependence of the charges, it coincides with W (0,−2s − 1) [47, 48].
This algebra is an algebraic deformation of BMS3 [47] where P(s)m (v) describes spin-2s
supertranslations.
• For the s = 0 case and as (3.32a), (3.32b) and (3.32c) show, Ω(v, φ) and P(0)(v, φ)
form a Heisenberg algebra and one can treat P(0)(v, φ) as conjugate momentum of
the field Ω(v, φ); these commutation relations upon the usual replacement of Poisson
brackets by commutators, i { , } → [ , ], may be viewed as the “equal time” (equal
v) canonical commutation relations of a two-dimensional field theory defined on the
r = 0 surface.
• The algebra for generic s case can be constructed using the s = 0 algebra through
P(s) = −1
s
exp
(
−sP(0)
)
. (3.35)
• The structure constants of the algebra (3.34) and its 2d counterpart (2.24) are both v
independent, while the charges are v dependent. We expect this to be the case for all
integrable Lie-algebras related to these algebras by a change of basis (see discussions
of the next section). One should, however, note that this is not the case for the
algebra of the original symmetry generators (before coming to the integrable basis),
(3.13) and (3.14) for 3d case and (2.9), for the 2d case; they involve derivatives w.r.t
v. Therefore, the algebra of integrable part of charges obtained through the modified
bracket method (see appendix C) would also have v derivatives.
4 Change of Basis for Integrable Charges
In the previous sections, we discussed a specific change of basis that rendered non-integrable
charges integrable, yielding Heisenberg-type algebra among the integrable charges in the
new basis. Given this specific 2d, 3d examples one is led to two questions:
1. Is it possible to always make a set of given non-integrable charges integrable by a
change of basis? If not, when does the integrable basis exist?
2. Once in an integrable basis, can we still make a further change of basis and remain
with integrable charge?
In this work, we mainly restrict ourselves to the 2d, 3d setups we have explored in the previ-
ous two sections for which (by construction) the answer to the first question is affirmative.
While the full analysis of the first question is postponed to an upcoming publication [49], we
will briefly discuss it in the last section 5. In this section, we focus on the second question.
Assuming we have a basis in which the charges are integrable, in subsection 4.1 we present
a general formulation of change of basis among integrable charges. Then in the next two
subsections, we apply this general formulation to 2d and 3d cases.
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4.1 Change of basis, general formulation
Suppose that we have a set of integrable surface charges generated by the symmetry gen-
erators µi,
δQ =
∫
µiδQi d
d−2x , i = 1, 2, · · · , N. (4.1)
Integrability of Qi means that µi are field-independent functions,6 that is δµi/δQj = 0. We
adopt a thermodynamical terminology in which µi are referred to as chemical potentials.
Thus the charge variation is integrable on phase space,
Q =
∫
µiQi d
d−2x . (4.2)
Let us now consider a generic change of basis of the form
Q˜i = Q˜i[Qj , ∂
nQk] , (4.3)
which is a functional of Qi and their derivatives. The functional Q˜i may be restricted
by some physical conditions like being well-defined and real, e.g. excluding Q˜i = 1Qi or
Q˜i =
√
Qi when charges can be zero or negative, but is otherwise generic. It even need not
be one-to-one and may reduce number of charges, restricting us to a subspace in the space
of solutions over which the charges are defined. However, here for simplicity we assume Q˜i
to be one-to-one. Of course one can make further restrictions to desired subspaces after the
change of basis.
We can now impose the condition that the charges are integrable in the new basis, as
we have already implicitly assumed in (4.3). In the new basis, the charge variation can be
written as
δQ =
∫
µ˜iδQ˜i d
d−2x , (4.4)
where µ˜i are the chemical potentials in the new basis and δµ˜i/δQ˜j = 0. Equating (4.1) and
(4.4), one can read the relation between the chemical potentials in the two basis,
µ˜i =
δQj
δQ˜i
µj . (4.5)
where δQj
δQ˜i
denotes the variation of Qi w.r.t Q˜j and we assume this variation exists and is
well-defined. We will show below that δQj
δQ˜i
can in general be an operator involving spatial
derivatives along the d − 2 directions, acting on µj . In essence, one may start with an
arbitrary Q˜i = Q˜i[Qj ] and integrability condition fixes µi in terms of µ˜i. As we see the
two chemical potentials are related linearly by field-dependent coefficients. Note also that
the charge variation δQ is the same in the two bases (imposed through our integrability
6As our 2d, 3d examples show (see also [29] for 4d examples), while the integral (4.1) is over a codimension
two surface, constant v slices on r = 0 in our setup, µi are in general functions over a codimension one
surface.
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requirement). The integrated charge Q is however not necessarily the same in the two
bases; they are only equal iff Q˜i are linear combinations of Qi.
The above conditions are a bit abstract and formal. One can explore them further
introducing,
δQ˜i := Πi
jδQj , (4.6)
with
Πi
j =
∑
p=0
(Πi
j)A1···Ap [Qi] ∂A1···Ap , (Πi
j)A1···Ap [Qi] :=
∂Q˜i
∂(∂A1···ApQj)
, (4.7)
where Al = 1, · · · , d−2 are running over the directions along the codimension two spacelike
surface the charges are integrated over, in our case constant v slices on the r = 0 null
surface.7 Substituting (4.6) into (4.4) and integrating by-part, one can make (4.5) more
explicit:
µi =
∑
p=0
(−1)p∂A1···Ap
[
(Πj
i)A1···Ap µ˜j
]
. (4.8)
Algebra of charges under change of basis. Let us suppose that the Poisson bracket
of the charges in the original basis is of the form of a Lie-algebra
{Qi(v, xA), Qj(v, yB)} = fijk(xA, yB; v)Qk(v, xC)−fjik(yB, xA; v)Qk(v, yC)+cij(xA, yB; v),
(4.9)
where cji(yB, xA; v) = −cij(xA, yB; v) and fijk are Qi independent while both can have
v, xA dependence and can involve derivatives w.r.t. xA or yB. To ease the notation,
whenever there is no confusion we drop v, xA or the derivative dependence. We assume the
charge bracket (4.9) satisfies the Jacobi identity, {{Qi, Qj}, Qk}+ cyclic permutation = 0.
After a change of basis to Q˜i, the algebra of new charges is hence
{Q˜i, Q˜j} = ΠikΠj l {Qk, Ql} (4.10)
The right-hand-side, as we see is not necessarily of the form f˜ijkQ˜k + cij for some Q˜
independent structure constants f˜ijk and central charges cij . Remember that Πij are in
general operators involving spacetime derivatives acting on Qm, as well as being matrices.
One may ask if Q˜i form an algebra, i.e. if their bracket satisfies Jacobi identity. The answer
is not always affirmative because
{{Q˜i, Q˜j}, Q˜k}+ cyclic perm. = ΠilΠjmΠkn ({{Ql, Qm}, Qn}+ cyclic perm.)
+ Πk
n{ΠilΠjm, Qn}{Ql, Qm}+ cyclic perm.
(4.11)
While the first line in the right-hand-side vanishes the second line does not in general.
This is of course expected, as the general change of basis takes us from the algebra to
the enveloping algebra of the charges which does not close onto an algebra with the same
dimension. Closure of the algebra in the new basis therefore, severely restricts possible
change of basis.
Given the above discussions, three questions are then in order:
7Note that the charges Qi and (Πij)A1···Ap can have general v dependence.
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I. Is it possible to find an integrable basis where the charge algebra is a Lie algebra,
possibly up to a central extension? In the 2d and 3d examples, we have shown the
answer is affirmative: the Heisenberg type algebras are indeed centrally extended Lie-
algebras. We will argue in the next section that in general there always exists an
integrable Lie-algebra basis whenever the charges are integrable.
II. Are there other possible changes of bases that take an integrable charge algebra to
other algebras? That is, are there possible Πik for which the second line of (4.11)
vanishes?
III. If there are other integrable charge algebras, i.e. if the answer to the previous ques-
tion affirmative, are there Lie-algebras among them? Is the integrable Lie-algebra
basis unique? The answer is no. See for example explicit constructions in [28, 47, 50].
One can argue, based on the experience and analysis of these references, that if the
integrable Lie-algebra we start with is rigid/stable then this basis is unique. Other-
wise, if the algebra is not stable and admits non-trivial deformations, all the algebraic
deformations of the algebra in integrable Lie-algebra basis will also be an integrable
Lie-algebra.
In what follows we do not intend to explore the above questions in full generality, while
our analysis for the 2d case is exhaustive, for the 3d case we analyse some examples of
charges and algebras.
4.2 2d gravity – generic case
We have already established in section 2 that there exist some different integrable basis in
which the charge algebra is a Lie-algebra. These bases are labeled by a parameter s (2.24).
So, we already see that for this example there exists more than one integrable Lie-algebra
basis. One may, however, still ask if our s-family of algebras unique or there are other
integrable Lie-algebras which could be reached through a general change of basis discussed
above. To this end, let us take the s = 0 case as the starting point. This is especial in our
s family because the charge algebra is just the Heisenberg algebra
{Qi(v), Qj(v)} = 16piGεij , ∀v, (4.12)
with charges Qi = {Φ0,P(0)} and symmetry generators µi = {Wˆ, Tˆ}.
Suppose that the new basis Q˜i are non-singular functions of original ones. Using
properties of Poisson brackets, one can write Poisson bracket of charges in new basis as
{Q˜i(v), Q˜j(v)} = 16piGΠik εkl Πj l . (4.13)
where Πij = ∂Q˜i∂Qj . One can treat Πi
j as a 2×2 matrix and hence Πik εkl Πj l = εij det (Πkl).
Note that in the 2d case Πij do not involve derivatives and just matrices (rather than being
differential operator-valued matrices).
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One can readily see that the closure of the algebra (4.13) (the Jacobi identity) does not
impose any condition on Πij . However, the condition of having a Lie-algebra restricts it as,
det (Πi
j) = γ + βiQ˜i , (4.14)
where γ and βi are some constants. The charge algebra (4.13) with (4.14) can also be
written as
{Q˜i(v), Q˜j(v)} = 16piG (εijγ + Q˜iαj − Q˜jαi) , (4.15)
where αi = εijβj .
The special case of αi = 0 corresponds to generic canonical transformations on the
two-dimensional phase space of Φ0,P(0). So, let us focus on the less trivial cases where
αi 6= 0. Without loss of generality one can always rotate the basis in the 2d Φ0,P(0) plane
such that α2 = 0, α1 := s 6= 0. Then, (4.15) takes the form
i{Q˜1(v), Q˜2(v)} = 16piG i(γ − sQ˜2) . (4.16)
For γ = 0 this algebra reduces to (2.24). So, as we see in the 2d case our earlier construction
already covers the most general integrable basis up to a central γ term. That is, our s family
of algebras (2.24), up to the central term γ, exhausts the Lie-algebras one can achieve by a
change of basis.
4.3 3d gravity – general discussion and fundamental basis for NBS algebra
In the 3d gravity in our integrable basis we have three charges Φ0(v, φ),P(s)(v, φ),Υ(v, φ)
which may collectively call them Qi which satisfy the algebra (3.32). The most general
change of basis may then be parameterised through Πij (4.6), which is a 3×3 matrix
operator which admit a series expansion in derivative w.r.t. φ direction,
Πi
j =
∑
p=0
(Πi
j)p[Qk] ∂
n
φ , (Πi
j)p[Qk] =
∂Q˜i
∂(∂pφQj)
, (4.17)
where (Πij)p[Qi] are generic v, φ dependent coefficients. Eq.(4.8) can hence be written as
µi =
∑
p=0
(−∂φ)p
(
(Πj
i)p µ˜
j
)
. (4.18)
The analysis here is more involved compared to the 2d case because besides the matrices
we are also dealing with derivatives in φ, moreover, the structure constants of the 3d charge
algebra (3.32) are not as simple as that of a Heisenberg algebra.
To make the analysis of change of basis tractable, we focus on the simplest member
of the one-parameter family of the algebras (3.32), the s = 0 case. In addition, we make
another change of basis to bring the algebra to the form of the direct sum of two Lie-algebras,
which we dub as the “fundamental NBS algebra”.
– 19 –
4.3.1 3d NBS algebra in “fundamental basis”
Let us start with the s = 0 algebra with generators Φ0,P(0),Υ, which form a Heisenberg
algebra in semidirect sum with the Witt algebra. Consider the following change of basis,
keep Φ0,P(0) and redefine Υ as
Υ = −2∂φΩ− Ω∂φP(0) + 16piGS . (4.19)
If we view Υ as generators of “superrotations” (as we have in BMS3 algebra), one can
decompose it into “orbital” part (the external part) and the “spin” part S (the internal
part). To keep the basis integrable, one should then transform the symmetry generators,
i.e. the chemical potentials, as
Wˆ =W˜ − 2∂φY˜ + Y˜ ∂φP(0) ,
Yˆ =Y˜ ,
Tˆ =T˜ − ∂φ(ΩY˜ ) .
(4.20)
and assume W˜, Y˜, T˜ to be independent of charges in the new basis {Φ0,P(0),S}.
The transformation laws are
δξΩ = T˜ , δξP(0) = −W˜ , δξS = Y˜ ∂φS + 2S∂φY˜ . (4.21)
Therefore, in this case, Poisson brackets (3.32d), (3.32e) and (3.32f) can be replaced by
{S(v, φ),Ω(v, φ′)} = {S(v, φ),P(0)(v, φ′)} = 0
{S(v, φ),S(v, φ′)} = (S(v, φ′) ∂φ − S(v, φ) ∂φ′) δ(φ− φ′) . (4.22)
In this basis, the charge algebra is Heisenberg ⊕ Diff(S1), or Heisenberg ⊕ Witt. Due
to its very simple form and the fundamental role this algebra plays in the analysis of
change of basis, we call it fundamental NBS algebra. In terms of Fourier modes and after
“quantization” i { , } → [ , ], it takes the form
[Ωm(v),Ωn(v)] = [P(0)m (v),P(0)n (v)] = 0 , (4.23a)
[Ωm(v),P(0)n (v)] =
i
8G
δm+n,0 , (4.23b)
[Sm(v),Sn(v)] = (m− n)Sm+n(v) , (4.23c)
[Sm(v),Ωn(v)] = [Sm(v),P(0)n (v)] = 0 . (4.23d)
The charges are explicitly integrable in the new basis and their algebra is clearly a
Lie-algebra.
4.3.2 Further integrable Lie-algebras
The fundamental basis provides a suitable ground for exploring other changes of basis.
Noting the direct sum structure of this algebra, we can readily observe that one may obtain
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the two parameters γ, s-family of algebras, where the algebra becomes a direct sum of (4.16)
and Witt algebra.
While one can try to exhaustively explore the changes of basis from the fundamen-
tal algebra which keep the algebra an integrable Lie-algebra, we find it more useful and
illuminating to discuss two interesting examples. We will only comment on the issue of
exhaustiveness at the end of the section.
To facilitate the analysis we first introduce two current algebras
J± :=
1
16piG
(
Ω∓ 2Gk ∂φP(0)
)
, (4.24)
with some constant k. The relation among chemical potentials is
W˜ = + + − , T˜ = 2Gk ∂φ
(
+ − −) . (4.25)
Therefore, in this basis the charge variation is
δQξ =
∫ 2pi
0
dφ
(
+δJ+ + −δJ−+Y˜ δS
)
. (4.26)
The transformation laws (4.21) now yields
δξJ
± = ± k
4pi
∂φ
± , (4.27)
and hence the charge algebra is given by
{J±(v, φ), J±(v, φ′)} = ± k
4pi
∂φδ(φ− φ′), {J±(v, φ), J∓(v, φ′)} = 0. (4.28)
This current algebra is very similar to the one obtained as near horizon symmetries
of BTZ black holes or 3d flat space cosmologies [19, 20]. There are, however, two crucial
differences:
1 Our charges, besides φ dependence, are also v dependent. The algebras there may be
viewed at a constant v slice of ours.
2 Besides J± our NBS algebra has the S part, generating a Witt algebra, which is
absent in those analyses.
The first example is the Vir ⊕ Vir ⊕ Witt algebra. Given the J±,S charges one can
define a new basis as
L±(v, φ) :=
2pi
k
[
J±(v,±φ)]2 + β±∂φJ±(v,±φ) (4.29)
for which we have
±(v, φ) =
(
4pi
k
J±(v, φ)∓ β±∂φ
)
χ±(v,±φ) , (4.30)
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where χ± and Y˜ are chemical potentials in the new basis. The charge variation is
δQξ =
∫ 2pi
0
dφ (χ+δL+ + χ−δL−+Y˜ δS) . (4.31)
The variations of new generators L± are hence
δξL
± = χ±∂φL± + 2L±∂φχ± − k
4pi
β2±∂
3
φχ
± . (4.32)
The complete charge algebra in this basis is
{L±(v, φ), L±(v, φ′)} =
(
L±(v, φ′) ∂φ − L±(v, φ) ∂φ′ + k
4pi
β2±∂
3
φ′
)
δ(φ− φ′) , (4.33a)
{L±(v, φ), L∓(v, φ′)} = 0, {L±(v, φ),S(v, φ′)} = 0 (4.33b)
{S(v, φ),S(v, φ′)} = (S(v, φ′) ∂φ − S(v, φ) ∂φ′) δ(φ− φ′) . (4.33c)
This is a direct sum of three algebras and the central charge of the two Virasoro algebras
c± = 6kβ2± are arbitrary undetermined numbers.
The second example is the BMS3 ⊕ Witt algebra. Consider the two currents in the
off-diagonal basis,
J := J+ + J−, K := J+ − J− (4.34)
and define
L =
2pi
k
JK + β∂φK + α∂φJ , M =
pi
k
J2 + β∂φJ . (4.35)
The charge is then
δQξ =
∫ 2pi
0
dφ (LδL+ MδM+Y˜ δS) , (4.36)
with
± =
2pi
k
[(K ± J)L + MJ ]− β∂φ(M ± L)− α∂φL . (4.37)
The fields transform as
δξL =∂φL L + 2L∂φL + ∂φMM + 2M∂φM − k
2pi
β2∂3φM −
k
pi
αβ∂3φL
δξM =∂φML + 2M∂φL − k
2pi
β2∂3φL ,
(4.38)
and the algebra is
{M(v, φ),M(v, φ′)} =0 ,
{L(v, φ), L(v, φ′)} =
(
L(v, φ′) ∂φ − L(v, φ) ∂φ′ + k
pi
αβ∂3φ′
)
δ(φ− φ′) ,
{L(v, φ),M(v, φ′)} =
(
M(v, φ′) ∂φ −M(v, φ) ∂φ′ + k
2pi
β2∂3φ′
)
δ(φ− φ′) ,
(4.39)
which is a centrally extended BMS3 algebra with central charges cLM = 12kβ2, cLL = 24kαβ
[38, 39]. It is notable that the asymptotic symmetry algebra of 3d flat space over null
infinity only realizes the cLM central charge [38, 39]. itt part generated by S.
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These two examples are actually the only types of integrable Lie algebras that can be
obtained from the Heisenberg sector of the fundamental basis without mixing the Heisenberg
and Witt part.8 Let us start with the two currents J± or J,K. If the charge redefinitions
involve powers of currents higher than two, the algebra would not close, we get something
likeW∞ algebras. Moreover, one can show that having more than one derivative of currents
will not close either. Therefore, the expressions like (4.29) or (4.35) which are of twisted-
Sugawara type9 [20] are the only options. On the other hand the Witt algebra of the
fundamental basis cannot be deformed since it is stable/rigid [47].
5 Discussion and Outlook
In this work, we studied “asymptotic symmetries” near a null boundary in two and three-
dimensional gravity theories. This work which is motivated by questions regarding black
holes is a continuation of similar analysis in four-dimensional vacuum Einstein theory [29].
We analysed the problem in full generality and in particular, we did not impose any specific
boundary conditions. We were hence able to realize the maximal boundary degrees of
freedom (b.d.o.f.), i.e. two charges which are arbitrary functions of light-cone time variable
v for 2d case and three charges with arbitrary dependence on v, φ coordinates in 3d case.
Not imposing any boundary condition means that the theory which governs the b.d.o.f. is
not specified and their v dependence remains arbitrary. This is how our work differs from
all previous works in the literature, except [29].
As our other important result, we established that in 2d and 3d cases there exists a
basis in which the charges are integrable. In other words, non-integrability of charges in 2d
and 3d cases may be removed by working in a particular state/field-dependent bases. We
discussed that the integrable basis is not unique. We wrote the charges in different bases
and computed their algebra. In 2d case we exhausted all such integrable Lie-algebra bases
and in 3d case presented arguments what these exhaustive bases are expected to be. It
would, of course, be interesting to provide a rigorous proof of the latter.
Moreover, expanding upon the discussions and examples in [28, 51], we elaborated on
the general state/field-dependent change of basis which moves us in the family of integrable
charges and also changes their algebra. We gave examples of how such change of basis can
lead to non-zero central charges in the charge algebra. That is, the existence of a central
charge can be an artifact of the basis used to present the charges.
In the course of this paper, in the introduction and in section 4 we have posed some
questions but discussed and analysed a few of them. Here we would like to expand further
on those and discuss future projects and new directions.
8A possibility of mixing the two sectors is given in 3.3 where the algebra is a semidirect sum of Heisenberg
and the Witt algebra generated by Υ(v, φ).
9We note that within the class of twisted-Sugawara constructions, of course, one can obtain a bigger
family of algebras than Vir ⊕ Vir or BMS3: One can get all the family of centrally extendedW (a, b) algebras
and in general, all algebraic deformations of centrally extended BMS3, see [47] for more discussions.
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Boundary conditions and the variational principle. In our analysis, we only fixed
a null surface to be sitting at r = 0 and considered the most general expansion of metric
around this surface which is allowed by field equations. We did not impose any boundary
condition on the metric near the null surface. This is in contrast to the usual surface charge
analysis where physically motivated boundary conditions are imposed.
Imposing variational principle, which may require addition of appropriate boundary
terms, has a direct implication on the boundary conditions. In particular, it defines the
boundary dynamics of the b.d.o.f, residing on the boundary. This latter would restrict v
(time) dependence of our b.d.o.f. This procedure and imposing specific boundary conditions
was carried out in 2d JT gravity [35] and the AdS3 [52] and 3d flat [53] cases. This hence
relates to our “most general” surface charges and those in these papers.
As our analysis and discussions implicitly imply, the choice of boundary conditions and
the charge basis are closely related to each other and the information about these two is
encoded in the chemical potentials. In analogy with usual thermodynamics, the choice of
a boundary condition and a basis is like the choice of the ensemble which manifests itself
through the chemical potentials which are variables conjugate to the (conserved) charges
appearing in the first law.
Determining the appropriate boundary theory at a null surface may give a better han-
dle on the formulation of the membrane paradigm for black holes [14, 15]. It would be
interesting to study the membrane paradigm by the addition of the surface degrees of free-
dom and how they may help with the identification of black hole microstates and resolution
of the information puzzle. See [24] for preliminary discussions on this idea.
Modified bracket vs. integrable basis. Non-integrable surface charges can generally
appear in the covariant phase space analysis and in the literature so far two methods have
been proposed to deal with them. (1) The Wald-Zoupas method [10] which prescribes
adding a boundary term to the action to absorb the non-integrable (flux) part of the charge
variation through the boundary. In this method a “reference point” in the phase space, for
which we expect having a vanishing flux, is needed and may not be applied to generic cases,
in particular to NBS analysis, see [29] for more discussions. (2) The Barnich-Troessaert
modified bracket method [11], prescribing to separate the charge variation into an integrable
part and a flux. The ambiguity in this separation is then fixed by introducing a modified
bracket such that algebra of the integrable part of the charges matches with the algebra of
the symmetry generators, possibly up to a central extension; see appendix C for analysis of
the modified bracket method for the 2d and 3d cases.
In this work, we made the observation that non-integrability could be a result of the
choice of basis for the charges and the corresponding chemical potentials. If an integrable
basis exists, we proved in section 4 that such integrable bases are not unique. One may
then ask if there always exists such integrable bases? Our analysis [49] shows that the
answer, in general, is no. In the particular case of 4d gravity one can show that, when there
is a flux of propagating bulk d.o.f. (gravitons) through the boundary, the Bondi news, it
will introduce “genuine” non-integrabilities which cannot be removed by a change of basis.
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This is of course expected: There is a close relation between genuine non-integrability
and non-conservation of the charges, and the presence of non-trivial interactions between
the boundary and bulk d.o.f will render surface charges non-conversed and non-integrable.
Making these statements more rigorous and robust and also connecting the “change of basis
method” to Wald-Zoupas or Barnich-Troessaert modified bracket methods is postponed to
our upcoming publication.
Higher-dimensional cases. While we choose the lower dimensional gravity framework
to establish our three main ideas, namely formulating the surface charge analysis in full
generality near a null boundary, showing the existence of integrable basis and general change
of basis among integrable charge Lie-algebras, our main goal is to apply this to 4d cases
(black holes in real-world). This will enable us to extend the analysis in [29] to the most
general case in which all the charges have arbitrary time dependence (x+-dependence in
the notation of that work) and in which the Bondi news through the null surface (horizon)
is also allowed/turned on. This analysis will be presented elsewhere [54]. Here we discuss
a partial result:
In the absence of Bondi news and “genuine” flux, the charges can be made integrable.
In this case for generic dimension d, there is a “fundamental NBS” basis in which the
algebra is Heisenberg ⊕ Diff(N d−2), where N d−2 is the codimension two spacelike manifold
at constant r, v. In the presence of genuine flux, one can get the same algebra among the
integrable part of the charges, using the modified bracket method to separate the flux.
Based on this algebra and for d ≥ 3 one can construct BMS3⊕D where D is a subalgebra
of Diff(N d−2); see the analysis in section 4.3.2 for the d = 3 case. This construction makes
a closer connection to the near horizon BMS3 algebras uncovered by Carlip [55, 56].
It would be interesting to explore this line further and examine which boundary theories
can be imposed on the system and how one can include more dynamical features like Bondi
news, modeling matter falling into or coming out of the black hole horizon as the Hawking
radiation.
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A Classification of Solutions to 2d Dilaton Gravity
The field equations for the action (2.3) are
δS
δgµν
= 0 ⇒ −∇µ∇νΦ + gµν∇2Φ + 1
2
gµνU = T
matter
µν (A.1)
δS
δΦ
= 0 ⇒ R− dU
dΦ
= 0 (A.2)
In the absence of matter fields, one can solve equation of motion for a generic potential U .
The equation of motion for this case are
R =
dU
dΦ
, 2∇µ∇νΦ + Ugµν = 0, (A.3)
A careful analysis reveals that there are two constant and linear dilaton cases:
Case I: Constant Φ. In this case the second equation in (A.3) implies that this given
constant Φ0 must be a zeros of the potential U(Φ0). The Einstein equation then gives
R = dUdΦ |Φ0 = 2K = Const. We get locally AdS2, flat or dS2 solutions corresponding to
negative, zero or positive K. The most general solution can be obtained by a general
coordinate transformation on the following metric
ds2 =
2 dx dy
cosh2
√
K
2 (x+ y)
. (A.4)
Upon generic diffeomorphism a constant scalar remains a constant while the metric can
become a constant curvature space in various coordinate systems.
Case II: Linear Φ. In 2d one can always bring any nonconstant scalar field Φ(x) to a
linear function upon an appropriate coordinate transformation. So, we start with dilaton
ansatz
Φ = lµx
µ (A.5)
where lµ = ∂µΦ can be a null, spacelike or timelike covector. The linear dilaton form (A.5)
does not completely fix the coordinates, we can choose one of the coordinates x such that
Φ = x and the other coordinate y may be chosen appropriately to make the metric ansatz
simpler.
• l2 6= 0 case. We choose y coordinate such that gxy = 0, then equations of motion
imply
ds2 = − 1U dx
2 + U dy2, Φ = x, dU
dΦ
= U. (A.6)
• l2 = 0 case. We choose y coordinate such that gxx = 0. The equations of motion,
upon appropriate choice of the y coordinate, imply
ds2 = 2 dx dy + U dy2, Φ = x, dU
dΦ
= U. (A.7)
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We note that in the linear dilaton basis, as (A.6) and (A.7) explicitly show, ∂y is a Killing
vector.
The most general solution is then obtained upon applying a generic diffeomorphism
(x, y) → (Φ,Ψ),Φ = Φ(x, y),Ψ = Ψ(x, y) on the above solutions. This general solution
is hence specified by two arbitrary functions. The Killing vector for a generic solution is
k = µν∂µΦ∂ν .
For our analysis an appropriate choice of coordinates is such that r = 0 is a null surface:
ds2 = 2η dv dr − F (v, r) dv2, F |r=0 = 0. (A.8)
For this choice equations of motion imply that
∂2rΦ = 0 ⇒ Φ = Φ0(v) + Φ1(v) r (A.9)
For U(φ) 6= 0 case and when Φ,Φ0 are not constant we get
F = −η
(
2Φ′1
Φ1
r +
U(Φ0 + rΦ1)− U(Φ0)
Φ21
η
)
, Φ1 = −U(Φ0)
2Φ′0
η, U =
dU
dΦ
. (A.10)
In this case the solution is specified by two arbitrary functions η(v),Φ0(v).
Example: A simple example of a theory with action (2.3) may be obtained by dimensional
reduction from four dimensions. Consider the Einstein-Maxwell theory given by
S =
1
16piG
∫
d4x
√−h (R4 −GF2) (A.11)
with an ansatz for the magnetically charged solution as
ds2 = Φ−1/2gµν dxµ dxν +GΦ dΩ22, F = p sin θ dθ ∧ dφ (A.12)
It is easy to check that equations of motion for gµν and Φ can be obtained from following
two-dimensional action
S =
1
4pi
∫
d2x
√−g
(
ΦR+
2
GΦ1/2
− 2p
2
GΦ3/2
)
. (A.13)
For theory in (A.13) the solution which is obtained from reduction of 4d magnetically
RN black hole solution over the S2 takes the form
gµν dx
µ dxν = Gρ
(
−f dt2 + dρ
2
f
)
, Φ = ρ2 (A.14)
where
f =
(ρ− ρ+)(ρ− ρ−)
ρ2
, ρ± = M ±
√
M2 − p2 (A.15)
To rewrite metric into the form (A.10) we take
ρ =
√
2r + ρ2+, dv = G(dt+
dρ
f
) (A.16)
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we get
gµν dx
µ dxν = 2 dv dr − F dv2, Φ = ρ2+ + 2r (A.17)
where
F =
(√
2r + ρ2+ − ρ+
)(√
2r + ρ2+ − ρ−
)
G
√
2r + ρ2+
(A.18)
Expanding F for small r we get
F =
ρ+ − ρ−
Gρ2+
r +O(r2) (A.19)
Finally, one may build a general two function family of solutions upon the coordinate
transformations
r → r η
V ′
, v → V, (A.20)
where η, V are two arbitrary functions of v and V ′ = dV/dv.
B Classification of AdS3 Solutions
As a starter let us consider with a BTZ black hole solution [42] in the BTZ coordinates
ds2 = −g dt2 + dρ
2
g
+ ρ2 (dψ −N dt)2 , g = (ρ
2 − r2+)(ρ2 − r2−)
`2ρ2
, N =
r+r−
`ρ2
(B.1)
with ψ ≡ ψ + 2pi. The surface gravity κ and horizon angular velocity Ω for the above
solutions are
κ =
r2+ − r2−
`2r+
, ΩH =
r−
`r+
. (B.2)
Then defining
ρ = r + r+, dt = dv − dr
g
, dψ = dφ+ ΩH dv − N dr
g
(B.3)
bring the BTZ metric into the Gaussian Null Coordinate (GNC),
ds2 = −2κ r
(
1 +
r
2 r+
)
dv2 + 2 dv dr +
4 r r−
`
(
1 +
r
2 r+
)
dv dφ+ (r+ + r)
2 dφ2 (B.4)
where ∂v is a Killing vector generating the horizon which is now sitting at r = 0. One can
check that for this metric grr|r=0 = 0.
The coordinate transformations10
r → η
`V,v
r, v → `V, φ→ Φ (B.7)
10An interesting method which leads to a specific three function family of solutions is to promote horizon
radii r± to functions. That is,
r → ρ = rη(v, ϕ), r± → r±(v, ϕ), (B.5)
where r±(v, ϕ + 2pi) = r±(v, ϕ). The family in (B.5) yields a solution only if r± have a specific v, ϕ
dependence:
r±(v, ϕ) = J+(x+)± J−(x−), (B.6)
where x± = v/l ± ϕ. For L±(x±) = J 2±(x±), this is the family of solutions discussed in [57].
– 28 –
with
η(v, ϕ+ 2pi) = η(v, ϕ), V (v, ϕ+ 2pi) = V (v, ϕ), Φ(v, ϕ+ 2pi) = Φ(v, ϕ) + 2pi, (B.8)
are the most general ones which keep r = 0 a null surface. Under coordinate transformations
(B.7) we obtain a three-function family of solutions
ds2 = 2η dv dr −
(
F0 + F1
r
`
+ F2
r2
`2
)
dv2 + 2`
(
f0 + f1
r
`
+ f2
r2
`2
)
dv dφ
+
2η∂φV
∂vV
dr dφ+ `2
(
h0 + h1
r
`
+ h2
r2
`2
)
dφ2 (B.9)
where
h0 =
(
r+∂φΦ
`
)2
(B.10a)
h1 =
2∂φη∂φV
`∂vV
− 2r+η(∂φV )
2
`2∂vV
+
2η(r+∂φΦ + r−∂φV )2
`2 r+ ∂vV
− 2η∂φV ∂v∂φV
`(∂vV )2
(B.10b)
h2 =
[
η (r+∂φΦ + r−∂φV )
`r+∂vV
]2
−
(
η∂φV
`∂vV
)2
(B.10c)
F0 = − (r+∂vΦ)2 (B.10d)
F1 = 2r+η∂vV − 2`∂vη + 2`η∂
2
vV
∂vV
− 2η(r+∂vΦ + r−∂vV )
2
r+∂vV
(B.10e)
F2 = η
2
[
1−
(
r−∂vV + r+∂vΦ
r+∂vV
)2]
(B.10f)
f0 =
r2+∂vΦ∂φΦ
`
(B.10g)
f1 = ∂φη − η∂v∂φV
∂vV
− 2r+η∂φV
`
+
∂φV ∂vη
∂vV
− η∂φV ∂
2
vV
(∂vV )2
+
2η(r+∂vΦ + r−∂vV )(r+∂φΦ + r−∂φV )
`r+∂vV
(B.10h)
f2 =
η2
`(∂vV )2
(
(r+∂φΦ + r−∂φV ) (r+∂vΦ + r−∂vV )
r2+
− ∂φV ∂vV
)
(B.10i)
For solution (B.9), the horizon Killing vector is
ξ =
∂φΦ
` (∂φΦ∂vV − ∂vΦ∂φV )
(
∂v + r
(
∂2vV
∂vV
− ∂vΦ∂
2
vφV
∂vV ∂φΦ
− ∂vη
η
)
∂r − ∂vΦ
∂φΦ
∂φ
)
(B.11)
It is easy to check that
|ξ|2 = 0 ⇒ r = 0, r = −2r+`∂vV
η
(B.12)
which shows r = 0 is the horizon, as it is expected from the coordinate transformation
(B.5).
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One can also solve the Einstein equations for metric ansatz (3.5) directly, to get the
complete solution. From the rr component we can find r dependent of h
Err = 0 ⇒ h =
(
Ω +
h1
2Ω
r
)2
(B.13)
where Ω and h1 are functions of v and φ. Using this, rφ component of the Einstein equations
can be solve and it determines r dependent of f as follows
Erφ = 0 ⇒ f = f0 + f1r + (f1 − ∂φη)h1
4Ω2
r2 (B.14)
where f0 and f1 are functions of v and φ. Then φφ component of the Einstein can be solved
and it fixes r dependent of F ,
Eφφ = 0 ⇒ F = F0 + F1r + F2r2 (B.15)
where
F1 =
4η2Ω2
`2h1
+
2η∂φf1 − f21 − 2η∂2φη − 2η∂vh1 + ∂φη2
h1
−2η(f1∂φΩ− ∂φη∂φΩ− h1∂vΩ)
Ωh1
(B.16)
F2 =
η2
`2
− (f1 − ∂φη)
2
4Ω2
(B.17)
where Λ = − 1
`2
. One can check that the with above solution, vr component of the Einstein
equation is satisfied itself. Therefore we left with two more equations Evv = Evφ = 0 to
solve for six functions η,Ω, h1, f0, f1 and F0 of v and φ.
To solve the rest of the equations we first note that under following coordinate trans-
formation
φ→ α(v, φ), r → r
η
+ β(v, φ), (B.18)
and appropriate choice for α and β we can set
F0, f0 → 0 and η → 1. We use this fact to set F0 = f0 = 0 and η = 1 first. Equation
of motion for the rest of metric components are simplified significantly now and we can
solve them easily. After solving all equations and finding the solution, we retrieve functions
F0, f0 and η using a coordinate transformation like (B.18). Up to two functions of φ, appear
as integration constants and can be absorbed by proper scaling later, solving equations of
motion gives
h1 =
`4 − 4∂φΩ + (3∂φΩ2 − 2Ω∂2φΩ)`2 + Ω4
`2Ω∂vΩ
(B.19)
f1 =
2∂φΩ
Ω
− 2∂
2
vφΩ
∂vΩ
− 2`
Ω
(B.20)
Then after a coordinate transformation of form (B.18), we retrieve f0, F0 and η. The final
solution depends on four functions α, β, η and Ω. Furthermore imposing grr|r=0 condition,
eliminates one free function from the solution and gives a family of solutions with three
independent functions.
We expect a similar analysis can be carried out for 3d flat and dS3 cases.
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C Modified Bracket and Integrable Parts of Charges
Given a non-integrable charge variation, one can always decompose it as
/δQξ = δQ
I
ξ + Fξ (C.1)
where QIξ is the integrable part of the charge and Fξ is the non-integrable part of the
charge, the flux. There is an ambiguity in the above separation which may be fixed by the
Barnich-Troessaert modified bracket [11, 39], defined as{
QIξ1 , Q
I
ξ2
}∗
:= QI[ξ1,ξ2] ≡ δξ2QIξ1 + Fξ2 [δξ1ψ]. (C.2)
where ψ are the fields parameterising our solution space. One may solve (C.2) to fix δQI
and hence the flux F . Below, we do so for the 2d and 3d examples. See [29] for similar
analysis for the 4d case.
Modified bracket and the 2d example. We start with a decomposition of (2.16) as in
(C.1),
QIξ =
1
16piG
[
W Φ0 − T
(
Γ Φ0 + 2 Φ
′
0
)]
(C.3a)
Fξ = 1
16piG
(
Φ0δΓ +
Φ′0 δη
η
)
T , (C.3b)
This decomposition is of course not unique and there is an ambiguity,
Q˜Iξ = Q
I
ξ +Aξ[ψ] , F˜ξ = Fξ − δAξ[ψ] , (C.4)
where ψ ∈ {Φ0, η}. The above ambiguity will be fixed by (C.2) up to a shift in the central
extension term
Kξ1,ξ2 = δξ2Aξ1 − δξ1Aξ2 −A[ξ1,ξ2]. (C.5)
To see this let us assume,
Aξ[ψ] = P[ψ]T +R[ψ]W , (C.6)
where P and R are two functionals of ψ. The highest derivative of T allowed to appear in
Kξ1,ξ2 is three. Then, the highest derivatives of η and Φ0 allowed to appear in P and R are
respectively two and three. Demanding the algebra of surface charges to be isomorphic to
the algebra of NBS vector fields (2.9), up to a central extension term, one finds that R = 0
and P must satisfy following conditions
∂P
∂η
=
∂P
∂η′
=
∂P
∂η′′
= 0 , (C.7a)
Φ′0
∂P
∂Φ′′0
+ 3Φ′′0
∂P
∂Φ′′′0
= 0 , (C.7b)
Φ′0
∂P
∂Φ′0
+ 2Φ′′0
∂P
∂Φ′′0
+ 3Φ′′′0
∂P
∂Φ′′′0
= P . (C.7c)
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The central extension term (C.5) subject to (C.7), can be rewritten as
Kξ1,ξ2 = Φ
′
0
∂P
∂Φ′′′0
(
T1T
′′′
2 − T2T ′′′1
)
(C.8)
which ought to be a constant for BMS3 algebra (2.12). This fact, together with (C.7), leads
to P = λ(Φ0) Φ′0 and hence Kξ1,ξ2 = 0. That is, our charge and flux decomposition has
fixed the Aξ ambiguity up to Aξ = λ(Φ0)Φ′0T. This, however, does not change the charge
algebra which is by construction BMS3 (2.12). Explicitly, the Laurent expansion modes of
the integrable part of the charges are
Wn := 1
2pii
∮
vn+1
16piG
Φ0 Tn := 1
2pii
∮
vn+1
16piG
(
2 Φ′0 + Φ0 Γ
)
(C.9)
which satisfy the BMS3 algebra
[Tn, Tm] = (n−m)Tn+m
[Wn,Wm] = 0
[Tn,Wm] = (n−m)Wn+m
(C.10)
We also remark that using the definition of charges and flux above one may obtain the
“generalized charge conservation equation” (GCCE) [29]
∂vQ
I
ξ = −F∂v(δξψ). (C.11)
Modified bracket and the 3d example. One can use the same procedure to split the
3d charge variation (3.19) into its integrable and non-inetgrable parts. Since the analysis is
quite similar to the 2d case we skip the computations and only present the final result for
the decomposition satisfying the modified bracket condition (C.2):
QIξ =
1
16piG
∫ 2pi
0
dφ
{
WΩ + YΥ + T
[
−2χ− Ω Γ + f0 Υ
Ω2
+ ∂φ
(
f0
Ω
)]}
(C.12a)
Fξ(δg) = 1
16piG
∫ 2pi
0
dφT
{
ΩδΓ−Υδ
(
f0
Ω2
)
− ∂φ
[
Ωδ
(
f0
Ω2
)]
+
χδη
η
}
, (C.12b)
where δg stands for a generic variation of the metric. As a check of computations, one may
then verify that QIξ satisfy the algebra (3.13) without any central charge. Moreover, one
can observe the GCCE, ∂vQIξ = −F∂v(δξg), also holds in the 3d case.
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