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ON LANDAU-GINZBURG MODELS FOR QUADRICS AND FLAT
SECTIONS OF DUBROVIN CONNECTIONS
C. PECH, K. RIETSCH, AND L. WILLIAMS
Abstract. This paper proves a version of mirror symmetry expressing the
(small) Dubrovin connection for even-dimensional quadrics in terms of a mirror-
dual Landau-Ginzburg model (Xˇcan,Wq). Here Xˇcan is the complement of an
anticanonical divisor in a Langlands dual quadric. The superpotential Wq is
a regular function on Xˇcan and is written in terms of coordinates which are
naturally identified with a cohomology basis of the original quadric. This su-
perpotential is shown to extend the earlier Landau-Ginzburg model of Given-
tal, and to be isomorphic to the Lie-theoretic mirror introduced in [Rie08].
We also introduce a Laurent polynomial superpotential which is the restric-
tion of Wq to a particular torus in Xˇcan. Together with results from [PR13]
for odd quadrics, we obtain a combinatorial model for the Laurent polyno-
mial superpotential in terms of a quiver, in the vein of those introduced in the
1990’s by Givental for type A full flag varieties. These Laurent polynomial
superpotentials form a single series, despite the fact that our mirrors of even
quadrics are defined on dual quadrics, while the mirror to an odd quadric is
naturally defined on a projective space. Finally, we express flat sections of the
(dual) Dubrovin connection in a natural way in terms of oscillating integrals
associated to (Xˇcan,Wq) and compute explicitly a particular flat section.
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1. Introduction
SupposeX is a smooth projective complex Fano variety of dimensionN . Starting
fromX as the ‘A-model’, Dubrovin constructed a flat connection on a trivial bundle
with fiber H∗(X,C), using Gromov-Witten invariants of X , see Section 5. The ‘B-
models’ of Fano varieties were first introduced in [Wit97] and [Giv95]. In our setting
X will always have Picard rank 1. In this case the base of the trivial bundle on
the A-side can be taken to be the two-dimensional complex torus C∗q × C∗~ with
coordinates q and ~. The Dubrovin connection is flat and therefore defines a D-
module MA, where D = C[~
±1, q±1]〈∂~, ∂q〉.
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In [Giv96], Givental computed the ‘small J-function’ and the ‘quantum differen-
tial equation’ of projective hypersurfaces, such as quadrics (see Section 6). He also
proved the first mirror theorem in this setting, which states that the coefficients of
the J-function (and hence the solutions to the quantum differential equation) can
be expressed as oscillating integrals. When the cohomology of the hypersurface is
generated in degree 2, e.g. for odd-dimensional quadrics, then the coefficients of
the J-function generate the A-model D-moduleMA. For even-dimensional quadrics
this is no longer the case.
In this paper, we exploit the fact that quadrics are homogeneous spaces for
the special orthogonal group and thus also have mirror LG models defined using
Lie theory [Rie08]. We express these Lie theoretic mirrors in certain canonical
coordinates and show how to reconstruct in a natural way the entire D-module
MA on the mirror side from a Gauss-Manin system MB. In particular, we obtain
formulas for flat sections of the Dubrovin connection where the coefficients are
oscillating integrals. We also investigate the comparison between various choices of
mirrors for quadrics including particularly Givental’s mirror and our canonical LG
model.
We begin describing our results by giving an overview of various LG models for
quadrics, including the new ones introduced in this paper. We are then able to
state our comparison results followed by our versions of the mirror theorem and
some applications.
Acknowledgements. The authors thank Sasha Givental for useful comments and
suggestions, leading to major improvements, particularly in the exposition. We
thank Bernard Leclerc for pointing us to the references [GLS08a] and [GLS08b].
The first two authors also thank Yankı Lekili for helpful conversations. The middle
author thanks Dale Peterson.
1.1. Overview of LG models for quadrics.
Givental’s mirror. Givental’s mirror to the quadric X = QN is defined by a smooth
affine variety (the Givental mirror manifold)
(1) Xˇq,Giv =
{
(ν1, . . . , νN+2) ∈ (C∗)N+2 |
N+2∏
i=1
νi = q, νN+1 + νN+2 = 1
}
with superpotential
(2) Wq,Giv(ν1, . . . , νN+2) = ν1 + . . .+ νN ,
and volume form
(3) ωq,Giv =
∧N+2
i=1 d log νi
d(νN+1 + νN+2) ∧ d log(
∏N+2
i=1 νi)
.
Note that Xˇq,Giv is a hypersurface in an (N + 1)-dimensional torus and ωq,Giv is
the residue of the standard holomorphic volume form on the torus (compare e.g.
[Pha11]). Givental’s mirror theorem expresses the coefficients of the J-function of
QN as oscillating integrals involvingWq,Giv and ωq,Giv over some middle-dimensional
cycles in Xˇq,Giv.
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A Laurent polynomial mirror. A Laurent polynomial LG model (XˇPrz,Wq,Prz) for
the N -dimensional quadric X = QN ,
(4) XˇPrz = (C
∗)N , Wq,Prz = z1 + z2 + . . .+ zN−1 + (zN + q)
2
z1z2 · · · zN ,
can be obtained from Givental’s mirror by a change of variables which is essentially
the one found in [Prz13, Remark 19], see also [GS13]. We recall the change of
variables in Sections 2.2 and 3.7. This LG model is a partial compactification of
Givental’s mirror. The torus-invariant volume form on XˇPrz restricts to Givental’s
volume form (3).
A Lie-theoretic mirror. The smooth quadric QN inside P
N+1 is naturally a ho-
mogeneous space for the group SpinN+2(C) associated to the defining quadratic
form. The mirror construction from [Rie08] applies in this setting. It gives a reg-
ular function Wq,Lie on an N -dimensional affine subvariety XˇLie inside the full flag
variety for the Langlands dual group, namely the full flag variety for PSpN+1(C) if
N is odd, and for PSON+2(C) otherwise. The precise definition of (XˇLie,Wq,Lie) is
recalled in Section 3.4.
The affine variety XˇLie also has a holomorphic volume form ωcan, which is explic-
itly described in [Rie08]. Indeed XˇLie is an affine Richardson variety and it is also
log Calabi-Yau as seen by combining [KLS14, Appendix A] and [KS14, Section 4.2].
By the main result of [Rie08] there is an isomorphism between the Jacobi ring
of Wq,Lie and the quantum cohomology ring of QN (with the quantum parameter
inverted). This is not true for the mirrors (Xˇq,Giv,Wq,Giv) and (XˇPrz,Wq,Prz).
A canonical mirror. The canonical mirror of an odd-dimensional quadric Q2m−1
was introduced in [PR13], and is defined on the complement Xˇcan of an anticanon-
ical divisor in the projective space Xˇ = P(H∗(Q2m−1,C)
∗). Suppose p0, . . . , p2m−1
are the homogeneous coordinates on Xˇ corresponding to the Schubert basis of
H∗(Q2m−1,C). Then Wq : Xˇcan → C is given by
Wq = p1
p0
+
m−1∑
ℓ=1
pℓ+1p2m−1−ℓ
δℓ
+ q
p1
p2m−1
,
where
(5) δℓ =
ℓ∑
k=0
(−1)kpℓ−kpN−ℓ+k for 1 ≤ ℓ ≤ m− 1
with N = 2m− 1.
The canonical mirror of an even-dimensional quadric Q2m−2 introduced here is
similar in appearance, however the mirror projective space is replaced by a ‘mirror
quadric’ Xˇ = Qˇ2m−2. Note first that P(H
∗(Q2m−2,C)
∗) has dimension 2m − 1
and homogeneous coordinates p0, . . . , pm−1, p
′
m−1, . . . p2m−2 corresponding to the
Schubert basis of H∗(Q2m−2,C). The mirror quadric Qˇ2m−2 is the quadratic hy-
persurface inside P(H∗(Q2m−2,C)
∗) defined by
pm−1p
′
m−1 − pmpm−2 + · · ·+ (−1)m−1p2m−2p0 = 0.
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The superpotential Wq is defined by the formula
Wq = p1
p0
+
m−3∑
ℓ=1
pℓ+1p2m−2−ℓ
δℓ
+
pm
pm−1
+
pm
p′m−1
+ q
p1
p2m−2
,
which is regular on the the complement Xˇcan of an anticanonical divisor in Qˇ2m−2.
Here δℓ is defined by the formula in equation (5), with N = 2m− 2.
Laurent polynomial mirrors with a quiver description. For X = Q2m−1 the Laurent
polynomial mirror
(6) Wq,Lus = a1 + · · ·+ am−1 + c+ bm−1 + · · ·+ b1 + q a1 + b1
a1 . . . am−1cbm−1 . . . b1
.
was introduced in [PR13, Proposition 8]. It was obtained by restricting Wq,Lie to
a natural choice of torus XˇLus in XˇLie, on which we consider coordinates like the
ones used by Lusztig in [Lus94].
For the even quadric X = Q2m−2 we define here an analogous Laurent polyno-
mial mirror
(7) Wq,Lus = a1+ · · ·+am−2+ c+d+ bm−2+ · · ·+ b1+ q a1 + b1
a1 . . . am−2cdbm−2 . . . b1
,
also obtained from a torus XˇLus in XˇLie. Note that (XˇLus,Wq,Lus) is not isomorphic
to the other Laurent polynomial mirror (XˇPrz,Wq,Prz).
In Section 4, we interpret (XˇLus,Wq,Lus) in terms of a quiver, in the spirit of
[Giv97, BCFKvS98, BCFKvS00]. The quiver we associate to QN looks like an
augmentation of a type DN quiver (see Figure 3). Note that the mirrors for type A
homogeneous spaces from [Giv97, EHX97, BCFKvS98, BCFKvS00] also relate to
Lusztig coordinates, see [Rie06, Rie08].
1.2. Comparison of the canonical LG model with the other mirrors.
Isomorphism with the Lie-theoretic mirror. It was proved in [PR13] that for the
odd-dimensional quadricQ2m−1 viewed as a homogeneous space for Spin2m+1, there
is an isomorphism between the domain XˇLie of Wq,Lie and the domain Xˇcan of the
canonical mirror. This isomorphism identifies the superpotentials Wq,Lie and Wq.
Theorem 1.1 ([PR13, Theorem 1]). If X = Q2m−1 is an odd-dimensional quadric,
there is an isomorphism of affine varieties XˇLie → Xˇcan such that the following
diagram commutes
XˇLie Xˇcan
C
∼
W
q
,L
ie W
q
A key ingredient in the construction of the isomorphism is the geometric Satake
correspondence of [Lus83, Gin95, MV07], which identifies the projective space Xˇ =
P(H∗(Q2m−1,C)
∗) containing Xˇcan as the projectivisation of a representation of
PSp2m(C).
In this paper, we prove the same result in the case of even-dimensional quadrics
Q2m−2 (see Theorem 3.2).
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Comparison with the Givental mirror. In Sections 2.2 and 3.7, we relate (Xˇcan,Wq)
to the Givental mirror (Xˇq,Giv,Wq,Giv). In particular, we prove the following propo-
sition.
Proposition 1.2. There is an embedding, Xˇq,Giv →֒ Xˇcan, of the Givental mirror
manifold into the canonical mirror such that the volume form ωcan on Xˇcan (suitably
normalized) pulls back to ωq,Giv, and the superpotential Wq pulls back to Wq,Giv.
An advantage of the mirror Wq over its predecessor Wq,Giv is that the former
has the expected number of critical points (at fixed generic value of q), namely
dim(H∗(QN ,C)).
Proposition 1.3. The superpotential Wq : Xˇcan → C for the mirror of QN has
dimH∗(QN ,C) many non-degenerate critical points. Precisely two of these in the
even N case, and one of these in the odd N case, are not contained in the image
of the embedding, Xˇq,Giv →֒ Xˇcan, of the Givental mirror manifold.
In the special case of Q4 this lack of critical points of the classical mirror was
already observed in [EHX97]. It was suggested there to solve it using a partial com-
pactification and this was carried out for the first time, albeit in an ad hoc fashion.
This was also a motivation for introducing the Lie-theoretic mirrors (XˇLie,Wq,Lie)
in [Rie08]. In the odd quadrics case Proposition 1.2 is proved using a combination
of results from [GS13] and [PR13]. In the even quadrics case we prove it in the
present paper.
The first part of Proposition 1.3 is an immediate consequence of analogous re-
sult for (XˇLie,Wq,Lie) from [Rie08] together with Theorem 2.1 and Theorem 3.2,
respectively. The second part comes from a direct calculation, see Propositions 2.3
and 3.13.
Comparison with (XˇPrz,Wq,Prz). For odd quadrics Q2m−1 it was proved in [PR13]
that after a change of variables, XˇPrz gets identified with a particular torus inside
Xˇcan. This embedding identifies the two superpotentials Wq,Prz and Wq. We recall
this result in Section 2.2.
For even quadrics Q2m−2, the situation is more complicated. We consider the
complement of a particular hyperplane section in XˇPrz for which we construct an
embedding into Xˇcan such that Wq pulls back toWq,Prz and show that this embed-
ding cannot be extended. Moreover we observe that the image of the embedding
is precisely the embedded Givental mirror manifold inside Xˇcan. Therefore the
Givental mirror manifold is in a sense the intersection of the mirrors XˇPrz and
Xˇcan. These results are contained in Section 3.7.
Comparison with the quiver mirror. The quiver mirror (XˇLus,Wq,Lus) is obtained
from the Lie-theoretic mirror (XˇLie,Wq,Lie), and hence from the canonical mirror
(Xˇcan,Wq), by restricting it to a torus (see Propositions 2.2 and 3.11).
1.3. The mirror theorem for A-model and B-model D-modules.
. Recall that the Dubrovin connection for QN gives rise to a module MA over the
ring of differential operators D = C[~±1, q±1]〈∂~, ∂q〉, see (48). On the B-side we
obtain a D-module MB by considering a Gauss-Manin system associated to the
mirror (Xˇcan,Wq), see Definition 5.1. For odd-dimensional quadrics it is already
known that there is an isomorphism between MA and MB. This follows from
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[GS13, Section 4 & Appendix A] together with the comparison result in [PR13].
The isomorphism takes a particularly natural form in the canonical coordinates, as
recalled in Theorem 5.2.
For even dimensional quadrics we construct in Section 5 an explicit isomorphism
from the A-model D-moduleMA to a natural submodule of the B-model D-module
MB, see Theorem 5.3. We conjecture that this submodule is in fact all of MB, so
thatMA andMB are isomorphic. Here our canonical mirror (Xˇcan,Wq) takes place
on a dual quadric. We note that there is a non-trivial cluster algebra structure on
the coordinate ring of Xˇcan, which plays an important role in our proof of the
isomorphism.
1.4. Applications.
. In Section 6, we turn to the problem of constructing flat sections S : C∗
~
× C∗q →
H∗(X,C) for a dual version of the Dubrovin connection of the quadricQN , using the
B-model. Namely we are interested in solutions to the partial differential equation
(8)
q ∂S
∂q
= 1
~
σ1 ⋆q S,
~∂S
∂~
= − 1
~
c1(TX) ⋆q S −Gr(S).
First we observe that one can write coefficients of flat sections from the B-model
as oscillating integrals using (Xˇcan,Wq). This goes as follows. Consider any critical
point p of Wq. By a procedure outlined by Givental in the setting of full flag
varieties in [Giv97, Section 2], there should be an associated non-compact, middle-
dimensional cycle Γp in Xˇcan for which ℜ( 1~Wq)→ −∞ rapidly in any unbounded
direction of Γp (here we suppress the dependence on ~ and q in the notation for
simplicity). Then, as in [MR13, Section 4.2], the integrals
∫
Γp
e
1
~
Wqpiω locally
determine coefficients of a section SΓp . This section is given by the formula
SΓp =
1
(2πi)N
N∑
i=0
(∫
Γp
e
1
~
Wqpiωcan
)
σN−i
in the odd quadric case, and by a similar formula in the even quadric case. The local
section SΓp is a solution to (8) as a consequence of Theorems 5.2 and 5.3. With an
appropriate partial compactification these cycles should have an interpretation in
terms of Lefschetz thimbles, compare [Sei08].
If we replace the cycle Γp with a compact torus (S
1)N we obtain a global holo-
morphic flat section of the dual Dubrovin connection whose coefficients are given
by residue integrals. In Section 6 we construct this solution explicitly by expanding
it as a power series, using the quiver mirror (XˇLus,Wq,Lus) to express the integrals
in coordinates. Moreover we verify the resulting formula in a different way on the
A-side.
2. Landau-Ginzburg models for odd quadrics
The quadrics are cominuscule homogeneous spaces (for the Spin groups). There-
fore, in addition to the Givental approach [Giv98] for constructing LG models,
there is another LG model for each quadric on an affine variety (generally larger
than a torus), which was defined by the second-named author using a Lie-theoretic
construction [Rie08]. Namely for any projective homogeneous space X = G/P of a
simple complex algebraic group, [Rie08] constructed a conjectural LG model, which
is a regular function on an affine subvariety of the Langlands dual group. We call
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it the Lie-theoretic LG model. It was shown in [Rie08] that this LG model recovers
the Peterson variety presentation [Pet97] of the quantum cohomology of X = G/P .
It therefore defines an LG model whose Jacobi ring has the correct dimension. In
this section we will rewrite the Lie-theoretic LG model in terms of natural projec-
tive coordinates on P(H∗(QN ,C)
∗). We call the resulting LG model the canonical
LG model of QN .
Note that for odd-dimensional quadrics Q2m−1 a recent paper [GS13] of Gor-
bounov and Smirnov constructed directly a partial compactification of the Givental
mirrors, without making use of [Rie08].
2.1. The canonical LG model for Q2m−1. LG models for odd-dimensional
quadrics with the expected number of critical points have been constructed in
[Rie08] (where they appear as a special case), [GS13], and finally [PR13]. Here we
recall the main results from the paper [PR13], which contains the formulation for
the LG model which we will adopt.
In this section our A-model variety X = XN = X2m−1 is the quadric QN =
Q2m−1. Recall that an odd-dimensional quadric has one-dimensional cohomology
groups in even degrees spanned by Schubert classes σi ∈ H2i(Q2m−1,C) for 0 ≤
i ≤ 2m − 1, and no other cohomology. To construct its canonical mirror first
consider the projective space Xˇ = Xˇ2m−1 = P
2m−1 with homogeneous coordinates
(p0 : p1 : · · · : p2m−1) in one-to-one correspondence with these Schubert classes σi.
Inside Xˇ we have the open affine subvariety Xˇcan ⊂ P2m−1 defined by:
(9) Xˇcan = Xˇ2m−1 := Xˇ \D,
where D := D0 +D1 + . . .+Dm−1 +Dm, the divisors Di being given by
D0 := {p0 = 0} ,
Dℓ :=
{
ℓ∑
k=0
(−1)kpℓ−kp2m−1−ℓ+k = 0
}
for 1 ≤ ℓ ≤ m− 1,
Dm := {p2m−1 = 0} .
The divisorD is an anticanonical divisor. Indeed, the index of Xˇ = P2m−1 is 2m. As
a result, there is a unique up to scalar (2m− 1)-form ωcan which is regular on Xˇcan
and has logarithmic poles on D. For all 1 ≤ j ≤ m − 1, take rj ∈ {pj, p2m−1−j}.
Setting p0 = 1, the restriction of ωcan to the torus {rj 6= 0 | 1 ≤ j ≤ m− 1} inside
Xˇcan is given by
(10) ωcan =
∧
1≤j≤m−1 drj ∧
∧
1≤ℓ≤m−1 dδℓ ∧ dp2m−1
δ1 . . . δm−1p2m−1
.
We have:
Theorem 2.1 ([PR13, Theorem 1]). The Lie-theoretic LG model Wq,Lie : XˇLie →
C from [Rie08] for X = Q2m−1 is isomorphic to the canonical LG model Wq :
Xˇ2m−1 → C defined by
(11) Wq = p1
p0
+
m−1∑
ℓ=1
pℓ+1p2m−1−ℓ
δℓ
+ q
p1
p2m−1
,
where δℓ is given by (5) with N = 2m− 1.
We also have another expression for the superpotential:
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Proposition 2.2 ([PR13, Proposition 8]). For X = Q2m−1 andWq as above, there
is a torus XˇLus := (C
∗)2m−1 →֒ Xˇcan to which Wq pulls back giving the Laurent
polynomial expression
Wq,Lus = a1 + · · ·+ am−1 + c+ bm−1 + · · ·+ b1 + q a1 + b1
a1 . . . am−1cbm−1 . . . b1
.
We call the Laurent polynomial LG model (XˇLus,Wq) from Proposition 2.2 the
quiver mirror. The reason for this denomination will be made clear in Section 4.
2.2. Comparison with the Givental and Laurent polynomial mirrors for
odd quadrics. Let us recall the Laurent polynomial LG model of Q2m−1 from
Equation (4)
Wq,Prz = z1 + · · ·+ z2m−2 + (z2m−1 + q)
2
z1z2 . . . z2m−1
,
defined over the torus
XˇPrz := {(z1, . . . , z2m−1) | zi 6= 0 ∀ i} ,
and the Givental LG model from Equation (2)
Wq,Giv = ν1 + · · ·+ ν2m−1,
defined over the affine variety
Xˇq,Giv =
{
(ν1, . . . , ν2m+1) | νi 6= 0 ∀ i,
2m+1∏
i=1
νi = q, ν2m + ν2m+1 = 1
}
.
These two LG models are related by a birational change of coordinates analogous
to that of [Prz13, Rmk. 19], namely
zi =
{
νi+1 for 1 ≤ i ≤ 2m− 2;
q ν2m
ν2m+1
for i = 2m− 1;
and conversely
νi =

(z2m−1+q)
2
z1...z2m−1
for i = 1;
zi−1 for 2 ≤ i ≤ 2m− 1;
z2m−1
z2m−1+q
for i = 2m;
q
z2m−1+q
for i = 2m+ 1.
This change of variables defines an isomorphism
XˇPrz \ {z2m−1 + q = 0} ∼= Xˇq,Giv
which identifies the superpotentials Wq,Prz and Wq,Giv.
Let us now compare these two LG models with ours. Consider the change of
coordinates
zi =

pi
pi−1
for 1 ≤ i ≤ m− 1;
p2m−1−iδ2m−3−i
p2m−2−iδ2m−2−i
for m ≤ i ≤ 2m− 3;
q p1
p2m−1
for i = 2m− 2;
q δm−2
δm−1
for i = 2m− 1.
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It is well-defined on the cluster torus {pi 6= 0 | ∀ 1 ≤ i ≤ m − 1} inside Xˇcan.
Moreover, an easy calculation shows that it transforms the canonical LG model
(11) into the Laurent polynomial LG model (4) for odd quadrics.
Indeed, using this change of variables we see that z1 . . . z2m−1 maps to
pm−1
p0
· pm−1δ0
δm−2p1
· q p1
p2m−1
· q δm−2
δm−1
= q2
(pm−1)
2
δm−1
.
Moreover (z2m−1+q)
2 maps to
(
q pm−1pm
δm−1
)2
since δm−1+δm−2 = pm−1pm. It follows
that (z2m−1+q)
2
z1...z2m−1
maps to
p2m
δm−1
. We also see that for 2 ≤ j ≤ m − 1, zj + z2m−1−j
maps to
pjp2m−j
δj−1
since δj−1+δj−2 = pj−1p2m−j . Hence via this change of variables,
the Laurent polynomial superpotential Wq,Prz maps to
p1
p0
+
m−1∑
j=2
pjp2m−j
δj−1
+ q
p1
p2m−1
+
p2m
δm−1
,
which is precisely the expression of Wq.
Note that this change of coordinates between (XˇPrz,Wq,Prz) and (Xˇcan,Wq) may
also be obtained by combining the isomorphism between (11) and the Gorbounov-
Smirnov mirror from [PR13, Section 6], with the comparison between the Gorbounov-
Smirnov mirror and the Laurent polynomial mirror (there called the Hori-Vafa
mirror) in [GS13].
Combining both changes of coordinates, we obtain an embedding of the Givental
mirror variety Xˇq,Giv →֒ Xˇcan, corresponding to the change of coordinates
νi =

p2m
δm−1
for i = 1;
pi−1
pi−2
for 2 ≤ i ≤ m;
p2m−iδ2m−2−i
p2m−1−iδ2m−1−i
for m+ 1 ≤ i ≤ 2m− 2;
q p1
p2m−1
for i = 2m− 1;
δm−2
pm−1pm
for i = 2m;
δm−1
pm−1pm
for i = 2m+ 1.
The embedding identifies Xˇq,Giv with the intersection of cluster tori {pi 6= 0 | ∀ 1 ≤
i ≤ m} in Xˇ, the superpotential Wq,Giv with Wq, and the form ωq,Giv with ωcan.
This proves Proposition 1.2 from the introduction in the case of odd quadrics.
2.3. The critical points of the canonical mirror. Since the canonical mir-
ror (Xˇcan,Wq) is isomorphic to the Lie-theoretic mirror (XˇLie,Wq,Lie), it follows
from [Rie08] that Wq has the ‘correct’ number of critical points on Xˇcan, that is,
dimH∗(Q2m−1,C) = 2m. Here we give explicit expression for the critical points,
and compare with the critical points of the classical mirrors (Xˇq,Giv,Wq,Giv) and
(XˇPrz,Wq,Prz).
Proposition 2.3. The critical points of the superpotential Wq on Xˇcan are given
by
pj =

ζj if 1 ≤ j ≤ m− 1 ;
1
2ζ
j if m ≤ j ≤ 2m− 2 ;
q if j = 2m− 1,
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where ζ is a primitive (2m − 1)-st root of 4q. The associated critical value is
(2m− 1)ζ. Moreover there is an extra critical point given by p1 = · · · = p2m−2 = 0,
p2m−1 = −q with corresponding critical value 0. This critical point does not belong
to XˇPrz, Xˇq,Giv or XˇLus.
Proof. Setting p0 = 1 we get the following relations at a critical point of Wq:
∂Wq
∂p1
= 1 +
(
m−1∑
ℓ=1
(−1)ℓ pℓ+1p2m−1−ℓ
δ2ℓ
)
p2m−2 +
q
p2m−1
= 0
(12)
∂Wq
∂pj
=
p2m−j
δj−1
+
m−1∑
ℓ=j
(−1)ℓ+1−j pℓ+1p2m−1−ℓ
δ2ℓ
 p2m−1−j = 0 (2 ≤ j ≤ m− 1)
(13)
∂Wq
∂pm
=
pm(pm−1pm − 2δm−2)
δ2m−1
= 0
(14)
∂Wq
∂pj
= −p2m−jδ2m−2−j
δ22m−1−j
+
 m−1∑
ℓ=2m−j
(−1)ℓ+j−2m pℓ+1p2m−1−ℓ
δ2ℓ
 p2m−1−j = 0 (m+ 1 ≤ j ≤ 2m− 2)
(15)
∂Wq
∂p2m−1
=
m−1∑
ℓ=1
(−1)ℓ−1 pℓ+1p2m−1−ℓ
δ2ℓ
− q p1
p22m−1
= 0.
(16)
From Equation (14) it follows that we have two possibilities, i.e. pm = 0, or
pm−1pm = 2δm−2. If pm = 0, using (13) for j = m − 1,m − 2, . . . , 2 shows
that pm = pm+1 = p2m−2 = 0. Then (12) implies p2m−1 = −q. Using (15) for
j = m+1,m+2, . . . , 2m− 2 shows that pm−1 = pm−2 = · · · = p2 = 0. Finally (16)
implies p1 = 0. At the corresponding critical point (0, . . . , 0,−q), the value of Wq
(the critical value) is clearly 0.
Let us now assume pm 6= 0 and pm−1pm = 2δm−2, so that δm−1 = δm−2.
Combining Equations (13) for j = m − 1 and (15) for j = m + 1, we obtain
pm−2pm+1 = 2δm−3, hence δm−2 = δm−3. Iteratively, we obtain
δm−1 = δm−2 = · · · = δ0;(17)
pjp2m−1−j = 2δj−1 ∀ 1 ≤ j ≤ m− 1.(18)
Combining Equations (12) and (16) with the identity (17), we get that
(19) p2m−1 = q,
hence all the δj are equal to q.
Now Equations (13) for j = m − 1 and (17) imply pm−1pm+1 = 2p2m. Then
Equation (13) for j = m− 2 and (17) imply that pm−2pm+2 = 2(pm−1pm+1 − p2m).
Inductively for j = m− 3, . . . , 2 we obtain
(20)
m∑
ℓ=j
(−1)ℓ−jpℓp2m−ℓ = p2m
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for all 2 ≤ j ≤ m. Then (12) implies that p2m = qp1.
Finally, (15) and (20) imply pj =
1
2p
j
1 for m ≤ j ≤ 2m− 2, while (13) and (20)
imply pj = p
j
1 for 1 ≤ j ≤ m− 1. Then pm = 12pm1 together with p2m = qp1 implies
that p2m−11 = 4q, which concludes the proof. 
3. Landau-Ginzburg models for even quadrics
We view the quadric X = X2m−2 := Q2m−2 of dimension 2m − 2 as a homo-
geneous space for the Spin group Spin2m(C). In this section we will introduce a
canonical LG model forX2m−2 which will be defined on an open subvariety of a dual
quadric Xˇ2m−2 = P\PSO2m(C), see Section 3.2. Note that the projective special
orthogonal group PSO2m(C) is the Langlands dual group to Spin2m(C), and both
groups have the same Dynkin diagram, namely the Dynkin diagram of type Dm.
The main result of this section, Proposition 3.3, shows that the new LG-model is
isomorphic to one defined earlier [Rie08] on a Richardson variety XˇLie inside the
full flag variety of PSO2m(C).
Note that in the following we will denote the group PSO2m(C) by G, since this
is the group we will primarily be working with. Then the A-model symmetry group
is G∨ = Spin2m(C), and we have X2m−2 = G
∨/P∨, where P∨ is the parabolic
subgroup associated to the first node of the Dynkin diagram of type Dm.
1 2 3
m− 2
m
m− 1
3.1. Notations and definitions. Let V = C2m with fixed quadratic form
Q =

1
−1
. .
.
−1
1
 .
In other words Q(vi, vj) = (−1)max(i,j)δi+j,2m+1 where {vi} is the standard basis
of C2m. For G = PSO(V,Q) = PSO(V ) we fix Chevalley generators (ei)1≤i≤m and
(fi)1≤i≤m. To be explicit we embed so(V,Q) into gl(V ) and set
ei =
{
Ei,i+1 + E2m−i,2m−i+1 if 1 ≤ i ≤ m− 1,
Em−1,m+1 + Em,m+2 if i = m,
and fi := e
T
i , the transpose matrix, for every i = 1, . . . ,m. Here Ei,j = (δi,kδl,j)k,l
is the standard basis of gl(V ). For elements of the group PSO(V ), we will take
matrices to represent their equivalence classes. We have Borel subgroupsB+ = TU+
and B− = TU− consisting of upper-triangular and lower-triangular matrices in
PSO(V ), respectively. Here U+ and U− are the unipotent radicals of B+ and B−,
respectively, and T is the maximal torus of PSO(V ), consisting of diagonal matrices
(dij) with non-zero entries di,i = d
−1
2m−i+1,2m−i+1. We let X(T ) = Hom(T,C
∗),
R ⊂ X(T ) the set of roots, and R+ the positive roots. We denote the set of simple
roots by Π = {αi | 1 ≤ i ≤ m} ⊂ R+ ⊂ R ⊂ X(T ), and the set of fundamental
weights (which is the dual basis in X(T )) by {ωi | 1 ≤ i ≤ m} ⊂ X(T )⊗Z R.
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The parabolic subgroup P of PSO(V ) we are interested in is the one whose Lie
algebra p is generated by all of the ei together with f2, . . . , fm, leaving out f1.
Let xi(a) := exp(aei) and yi(a) := exp(afi). The Weyl group W of PSO(V ) is
generated by simple reflections si for which we choose representatives
(21) s˙i = yi(−1)xi(1)yi(−1).
We let WP denote the parabolic subgroup of the Weyl group W , namely WP =
〈s2, . . . , sm〉. The length of a Weyl group element w is denoted by ℓ(w). The longest
element inWP is denoted by wP . We also let w0 be the longest element inW . Next
WP is defined to be the set of minimal length coset representatives forW/WP . The
minimal length coset representative for w0 is denoted by w
P .
We introduce the following notation for the elements of WP . Namely, WP =
{e, w1, . . . , wm−1, w′m−1, wm, wm+1, . . . w2m−2}, where
wk =

sksk−1 . . . s1 if 1 ≤ k ≤ m− 2,
sm−1sm−2 . . . s1 if k = m− 1,
smsm−1sm−2 . . . s1 if k = m,
s2m−1−k . . . sm−2smsm−1sm−2 . . . s1 if m+ 1 ≤ k ≤ 2m− 2.
and w′m−1 = smsm−2 . . . s1.
For any w ∈ W let w˙ denote the representative of w in G obtained by setting
w˙ = s˙i1 · · · s˙ir , where w = si1 · · · sir is a reduced expression and s˙i is as in (21).
Each w˙k ∈ PSO(V ) can be represented by a matrix [wk] ∈ SO(V ) such that
(22) [wk] · v2m =
{
v2m−k 1 ≤ k < m− 1,
v2m−k−1 m− 1 < k ≤ 2m− 2,
and [w′m−1] · v2m = vm and [wm−1] · v2m = vm+1.
3.2. The dual quadric and its Plu¨cker coordinates. Consider the homoge-
neous space Xˇ2m−2 = P\PSO(V ). It is canonically identified with the isotropic
Grassmannian of lines in V ∗, when this Grassmannian is viewed as a homogeneous
space via the action of PSO(V ) from the right. Moreover the isotropic Grassman-
nian of lines is also a (2m−2)-dimensional quadric Xˇ2m−2 =: Qˇ2m−2, now in P(V ∗).
So in this case, the varieties X and Xˇ are (non-canonically) isomorphic. The reason
for this isomorphism of varieties is that the group G∨ is of simply-laced type. How-
ever Lie-theoretically we still think of X2m−2 and Xˇ2m−2 as being very different
homogeneous spaces, with X2m−2 = Spin2m(C)/P
∨ and Xˇ2m−2 = P\PSO2m(C).
Definition 3.1 (Plu¨cker coordinates). The Plu¨cker coordinates for Xˇ2m−2 = P\PSO(V )
are the homogeneous coordinates coming from the embedding of Xˇ2m−2 into P(V
∗)
as the (right) G-orbit of the line Cv∗2m:
Xˇ2m−2 = P\PSO(V )→ P(V ∗) : Pg 7→ (Cv∗2m) · g.
We think of the Plu¨cker coordinates as corresponding to the elements of WP . Let
v−ωi (respectively v
+
ωi
) denote lowest and highest weight vectors in the highest weight
representation Vωi . Then the Plu¨cker coordinates may be defined by:
p0(g) = 〈v∗2m · [g], v2m〉,
pk(g) = 〈v∗2m · [g], [wk] · v2m〉 for 1 ≤ k ≤ 2m− 2,
p′m−1(g) = 〈v∗2m · [g], [w′m−1] · v2m〉,
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where [g] ∈ SO(V ) is any fixed matrix representing g ∈ PSO(V ). The homogeneous
coordinates of Pg are then given by
(p0(g) : . . . : pm−2(g) : pm−1(g) : p
′
m−1(g) : pm(g) : . . . : p2m−2(g)).
These are simply the bottom row entries of [g] read from right to left, keeping in
mind (22).
We may now write down the equation of the quadric Xˇ2m−2 in terms of Plu¨cker
coordinates:
(23) pm−1p
′
m−1 − pm−2pm + pm−3pm+1 − · · ·+ (−1)m−1p0p2m−2 = 0.
We note that as in the case of the odd quadric these Plu¨cker coordinates are to
be thought of as B-model incarnations of the Schubert classes of Q2m−2. Namely,
recall that H∗(Q2m−2,C) has a Schubert basis {σw} indexed by WP . We will use
the notation σi = σwi , σ
′
m−1 = σw′m−1 , and σ0 = σe, where the wi are defined
in Section 3.1. As a special case of the geometric Satake correspondence [Lus83,
Gin95, MV07] we have that the (defining) projective representation V of PSO2m(V )
is identified with the cohomology of Q2m−2,
V = H∗(Q2m−2,C),
and the standard basis vi agrees with the Schubert basis via v2m = σ0 and
(24) [wi] · v2m = σi, [w′m−1] · v2m = σ′m−1.
The Schubert classes σw are in this way naturally identified with the Plu¨cker coor-
dinates.
3.3. The superpotential for Q2m−2 on a dual quadric. In this section we state
our theorem describing a superpotential for Q2m−2 in terms of Plu¨cker coordinates
on the dual quadric Xˇ2m−2 = Qˇ2m−2. Consider
(25) Xˇcan = Xˇ2m−2 := Xˇ \D,
where D := D0 +D1 + . . .+Dm−2 +Dm−1 +D
′
m−1, the Di being given by
D0 := {p0 = 0} ,
Dℓ :=
{
ℓ∑
k=0
(−1)kpℓ−kp2m−2−ℓ+k = 0
}
for 1 ≤ ℓ ≤ m− 3,
Dm−2 := {p2m−2 = 0} ,
Dm−1 := {pm−1 = 0} ,
D′m−1 :=
{
p′m−1 = 0
}
.
The divisor D is an anticanonical divisor in Xˇ (see [KLS14, Lemma 5.4]). For
simplicity, we will define
(26) δℓ =
ℓ∑
k=0
(−1)kpℓ−kpN−ℓ+k for 1 ≤ ℓ ≤ m− 3.
(For even quadrics, N = 2m− 2.)
As in the odd case, we have a unique up to scalar (2m − 2)-form ωcan which
is regular on Xˇcan and has logarithmic poles along D. For all 1 ≤ j ≤ m − 2,
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take rj ∈ {pj, p2m−2−j}. Setting p0 = 1, the restriction of ωcan to the torus
{rj 6= 0 | 1 ≤ j ≤ m− 2} inside Xˇcan is given by
(27) ωcan =
∧
1≤j≤m−2 rj ∧
∧
1≤ℓ≤m−3 δℓ ∧ p2m−2 ∧ pm−1 ∧ p′m−1
δ1 . . . δm−3p2m−1pm−1p′m−1
.
Our first result is the following theorem.
Theorem 3.2. The Lie-theoretic LG model (XˇLie,Wq,Lie) for Q2m−2 = Spin2m/P∨
from [Rie08] is isomorphic to the canonical LG model (Xˇ2m−2,Wq), where Wq :
Xˇ2m−2 → C is defined by
(28) Wq = p1
p0
+
m−3∑
ℓ=1
pℓ+1p2m−2−ℓ
δℓ
+
pm
pm−1
+
pm
p′m−1
+ q
p1
p2m−2
.
This isomorphism is defined in Section 3.5. Before we begin the proof we need
to recall the definition of the Lie-theoretic LG model from [Rie08].
3.4. The Lie-theoretic LG model for Q2m−2. Following [Rie08] consider the
(open) Richardson variety XˇLie := RwP ,w0 ⊂ G/B−, namely
XˇLie := RwP ,w0 = (B+w˙PB− ∩B−w˙0B−)/B−.
This Richardson variety XˇLie is irreducible of dimension 2m− 2, and its closure is
the Schubert variety B+w˙PB−/B−. Let T
WP be the WP -fixed part of the maximal
torus T . Note that since we are in the setting of Section 3.1 we have that TWP ∼= C∗
with isomorphism given by α1. The inverse isomorphism is ω
∨
1 : C
∗ → TWP . We
fix a d ∈ TWP . Then one can define
(29) Zd := B−w˙0 ∩ U+dw˙PU− ⊂ G,
and the map
(30) πR : Zd → XˇLie : g 7→ gB−.
is an isomorphism from Zd to the open Richardson variety [Rie08, Section 4.1].
Let q be the non-vanishing coordinate on the 1-dimensional torus TWP given by
α1 : T
WP → C∗. The mirror LG model is a regular function on XˇLie depending also
on q, and hence a regular function on XˇLie × TWP . It is defined as follows [Rie08]:
(31) F : (u1w˙PB−, d) 7→ g = u1dw˙P u¯2 ∈ Zd 7→
∑
e∗i (u1) +
∑
f∗i (u¯2),
where u1 ∈ U+, u¯2 ∈ U−, and where u¯2 is determined by u1 and the property that
u1dw˙P u¯2 ∈ Zd.
The corresponding map from XˇLie, when the coordinate q is fixed, is denoted
Wq,Lie : XˇLie → C : u1w˙PB− 7→ F(u1w˙PB−, ω∨1 (q)).
Remark 1. Note that if g = u1dw˙P u¯2 ∈ Zd, then we have a simple identity con-
cerning the Plu¨cker coordinates:
(p0(g) : . . . : p2m−2(g)) = (p0(u¯2) : . . . : p2m−2(u¯2)).
The remainder of Section 3 will be devoted to proving Theorem 3.2, which now
says that there is an isomorphism Xˇ2m−2
∼→ XˇLie under which Wq is identified
with Wq,Lie.
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3.5. Isomorphism between Xˇcan and XˇLie. To prove Theorem 3.2, the first step
is to construct an isomorphism between Xˇ2m−2 and the open Richardson variety
XˇLie. We define the following maps:
Xˇ = P\G πL←− Zd = B−w˙0 ∩ U+dw˙PU− πR−→ XˇLie,
P g ←[ g 7→ gB−,
given by taking left and right cosets, respectively. Note that g is equal to b−w˙0 in
our previous notation and factorizes (a priori non-uniquely) as
g = u1dw˙P u¯2.
Moreover πR is an isomorphism, so we have π := πL ◦ π−1R : XˇLie → Xˇ2m−2. Our
next goal is to prove:
Proposition 3.3. πL defines an isomorphism from Zd to Xˇ2m−2. As a conse-
quence, π defines an isomorphism from XˇLie to Xˇ2m−2.
Our proof uses a presentation of the coordinate ring of the unipotent cell
(32) UP− := U− ∩B+(w˙P )−1B+
due to [GLS11]. The strategy of the proof of Proposition 3.3 is as follows.
• The first step is to show that the natural map πL : Zd → Xˇ factorizes as φ◦θ
where φ : UP− → Xˇ with φ(u¯) = P u¯ and θ : Zd → UP− is an isomorphism
which will be constructed in Lemma 3.4.
• We then use the presentation of the coordinate ring of UP− to show that
the image of the map φ lands in Xˇ2m−2 and not just Xˇ2m−2. That is, the
Plu¨cker coordinates p0, p2m−2, pm−1, p
′
m−1 and the functions δℓ (defined
in (5)) do not vanish. Finally, we show that φ is an isomorphism from UP−
to Xˇ2m−2. The main step is to find a pre-image for each of the functions
generating C[UP− ].
Lemma 3.4. There exists an isomorphism θ : Zd → UP− such that for bw˙0 ∈ Zd,
(33) Pbw˙0 = P u¯2,
where u¯2 := θ(bw˙0).
To prove Lemma 3.4 we use an isomorphism introduced by Berenstein and
Zelevinsky in [BZ97] (and joint with Fomin in type A [BFZ96]) which is some-
times called the BZ twist (or BFZ twist).
Theorem 3.5. [BZ97, Theorem 1.2] Let y ∈ U− ∩ B+w˙−1B+. There exists a
unique x ∈ U+ ∩ B−w˙B− such that U+ ∩ B−w˙y = {x}. The resulting map η˜w :
U− ∩B+w˙−1B+ → U+ ∩B−w˙B− sending y to x is an isomorphism. In particular
we have an inverse isomorphism
εw : U+ ∩B−w˙B− → U− ∩B+w˙−1B+.
Remark 2. We note that the original twist map of Berenstein and Zelevinsky is an
automorphism ηw : U+ ∩ B−w˙B− → U+ ∩ B−w˙B−. Our map η˜w is related to ηw
by
η˜w(y) = ηw(y
T ),
where yT denotes the transpose of y. We have
η˜w(y) = x ⇐⇒ B−wy = B−x.
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Here we may write B−w for B−w˙, as the coset doesn’t depend on the representative
of w.
Proof of Lemma 3.4. The idea is to consider the two birational maps
Ψ1 : U
P
− → P\G , u¯2 7→ P u¯2,
πL : Zd → P\G , b−w˙0 = u1dw˙P u¯2 7→ Pb−w˙0,
and to show that the composition
(34) θ := Ψ−11 ◦ πL : Zd → UP− .
is an isomorphism. We construct a commutative triangle of maps as follows.
U−w˙0 ∩B+w˙PU−
Zd U
P
−
µ ξ
θ
Here µ : Zd → U−w˙0∩B+w˙PU− is an isomorphism defined by b−w˙0 7→ [b−]−10 b−w˙0,
where [b−]0 is the torus part of b−. The inverse isomorphism µ
−1 is given by
b+w˙Pu− 7→ d[b+]−10 b+w˙Pu−. Note that clearly Pz = Pµ(z) for all z ∈ Zd.
We now define a composition ξ of isomorphisms as follows,
U−w˙0 ∩B+w˙PU− U+ ∩B−wPB− U− ∩B+(w˙P )−1B+,
ℓw˙−10 εwP
where ℓw˙−10
is the left multiplication by w˙−10 map. Hence we obtain an isomorphism
ξ : U−w˙0 ∩B+w˙PU−−→UP− .
Suppose u−w˙0 ∈ U−w˙0 ∩B+w˙PU−. To prove the identity (33) it remains to check
that Pu−w˙0 = P u¯2 where u¯2 = ξ(u−w˙0). This follows from the defining property
of εwP . Namely if u−w˙0 ∈ UP− w˙0 then if y = εsP (w˙−10 ww˙0), we have
B−w˙
−1
0 u−w˙0 = B−w
P u¯2 = B−w0wP u¯2.
Therefore B+u−w˙0 = B+wP u¯2. 
For the second step of the proof of Proposition 3.3 we use a result of [GLS11]
to describe the coordinate ring of the unipotent cell UP− . In Lemma 3.10 we then
explicitly relate the coordinates on UP− to the coordinates on Xˇ2m−2, which are the
Plu¨cker coordinates from Definition 3.1. In this way we show that the map
φ : UP− → Xˇ, u¯2 7→ P u¯2
restricts to an isomorphism onto its image, and that this image is Xˇ2m−2.
We must first define the generalized minors involved in the presentation due to
[GLS11]. Let Gsc be the simply-connected covering group of G = PSO(V ), with
Borel subgroup Bsc− and unipotent radical U
sc
− projecting to B− and U− in G. Here
Gsc = Spin(V ). Since Usc−
∼= U− via this projection, we may use representations of
Gsc to define generalized minors of elements of U−. For u ∈ U− we denote by usc
its lift to Usc− , and similarly for elements of U+.
Let w ∈W have reduced expression w = si1si2 . . . sir . Write
s¯j = y
sc
j (1)x
sc
j (−1)yscj (1)
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and w¯ = s¯i1 s¯i2 . . . s¯ir .
Definition 3.6. Let w ∈ W and ωj be a fundamental weight of Gsc. Let Vωj
be the irreducible representation of Gsc with highest weight ωj and v
+
ωj
be a fixed
highest weight vector. Define for any u ∈ U−:
∆ωj ,w·ωj(u) = 〈usc · v+ωj , w¯ · v+ωj 〉.
Here 〈usc · v+ωj , w¯ · v+ωj 〉 = 〈w¯−1usc · v+ωj , ·v+ωj 〉 denotes the highest weight vector
coefficient of w¯−1usc · v+ωj in terms of the weight space decomposition.
Note that the smallest representative wP inW of [w0] ∈ W/WP has the following
reduced expression:
(35) wP = s1 . . . sm−2sm−1smsm−2 . . . s1.
Here we state the result from [GLS11] applied to our particular setting.
Theorem 3.7 ([GLS11, Section 8]). Consider the reduced expression si1 . . . si2m−2 =
s1 . . . sm−2smsm−1sm−2 . . . s1 for (w˙
P )−1 coming from (35). The coordinate ring
of the unipotent cell UP− := U− ∩B+(w˙P )−1B+ inside PSO2m is
C
[
UP−
]
= C
[
∆ωir ,(w˙P )
−1
≤r
·ωir
,∆−1
ω2m−2−s,(w˙P )
−1
≤s
·ω2m−2−s
]
where
• 1 ≤ r ≤ 2m− 2; m− 1 ≤ s ≤ 2m− 2 ;
• (w˙P )−1≤r := si1 . . . sir .
If j < m then ∆ωj ,w·ωj(u) is a minor in the usual sense for the unique ma-
trix uSO2m in USO2m− representing u. We denote the minor of u
SO2m with row
set {i1, . . . , ip} and column set {j1, . . . , jp} by Di1,...,ipj1,...,jp(u). We now reformulate
Theorem 3.7 as follows.
Corollary 3.8. The coordinate ring C
[
UP−
]
is generated by the minors
D2,...,r,r+11,2,...,r , 1 ≤ r ≤ m− 2;
D2,...,2m−1−s,m+11,2,...,2m−1−s , m+ 1 ≤ s ≤ 2m− 3, and D2m1 ;
the functions
∆ωm, 12 [−ǫ1+ǫ2+···+ǫm−1−ǫm] and ∆ωm−1,
1
2 [−ǫ1+ǫ2+···+ǫm]
,
which are Pfaffians; the inverses of minors(
D2,...,2m−1−s,m+11,2,...,2m−1−s
)−1
, m+ 1 ≤ s ≤ 2m− 3, and (D2m1 )−1 ;
and the inverses of Pfaffians
∆−1
ωm,
1
2 [−ǫ1+ǫ2+···+ǫm−1−ǫm]
and ∆−1
ωm−1,
1
2 [−ǫ1+ǫ2+···+ǫm]
.
To relate the minors and Pfaffians of Corollary 3.8 to the Plu¨cker coordinates we
will need to use a specific factorisation of generic elements of UP− . By an application
of Bruhat’s lemma [Lus94], a generic element in UP− can be assumed to have a
particular factorisation:
(36) u¯2 = y1(a1) . . . ym−2(am−2)ym(d)ym−1(c)ym−2(bm−2) . . . y1(b1),
where ai, c, d, bj 6= 0.
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We have the following standard expression for the pk on factorized elements,
which is a simple consequence of their definition.
Lemma 3.9. Fix 0 ≤ k ≤ 2m − 2 an integer. Then if u¯2 is of the form (36) we
have
pk(u¯2) =

1 if k = 0,
a1 . . . ak−1(ak + bk) if 1 ≤ k ≤ m− 2,
a1 . . . am−2c if k = m− 1,
a1 . . . am−2cd if k = m,
a1 . . . am−2cdbm−2 . . . b2m−1−k otherwise.
and
p′m−1(u¯2) = a1 . . . am−2d. 
We can now prove the lemma we need.
Lemma 3.10. We have the following equalities of generalised minors and Plu¨cker
coordinates evaluated on u¯2 ∈ UP− :
D2m1 (u¯2) = p2m−2(u¯2),(37)
∆ωm−1, 12 [−ǫ1+ǫ2+···+ǫm](u¯2) = pm−1(u¯2),(38)
∆ωm, 12 [−ǫ1+ǫ2+···+ǫm−1−ǫm](u¯2) = p
′
m−1(u¯2),(39)
D2,...,2m−1−s,m+11,2,...,2m−1−s (u¯2) = δs−m(u¯2), for m+ 1 ≤ s ≤ 2m− 3,(40)
where we recall that δs−m =
∑m
k=s(−1)s−kpk−mp3m−2−k.
Proof. The identity (37) follows immediately from the definition of the Plu¨cker
coordinates. For the identity (38), write
∆ωm−1, 12 [−ǫ1+ǫ2+···+ǫm](u¯2) = (D
2,...,m,2m
1,...,m−1,m+1(u¯2))
1
2 .
Note that in the definition of ∆ωj ,w·ωj we have chosen the representative w¯ in such
a way that evaluated on a factorized u¯2 the generalized minors will be nonnegative
for any positive choice of the coordinates ai, bi, c, d (i.e. on ’totally positive’ u¯2).
This determines the choice of square root. Then developing D2,...,m,2m1,...,m−1,m+1(u¯2) with
respect to the last column, we get
D2,...,m,2m1,...,m−1,m+1(u¯2) = D
2,...,m
1,...,m−1(u¯2)D
2m
m+1(u¯2) = pm−1(u¯2)D
2,...,m
1,...,m−1(u¯2)
using the definition of pm−1(u¯2). Finally, since the matrix is u¯2 orthogonal:
D2,...,m1,...,m−1(u¯2) = D
1,...,m,2m
1,...,m+1 (u¯2).
Developing again with respect to the last column, we obtain
D1,...,m,2m1,...,m+1 (u¯2) = D
1,...,m
1,...,m(u¯2)D
2m
m+1(u¯2) = pm−1(u¯2),
using the definition of pm−1(u¯2) and the fact that u¯2 is lower unipotent. The
identity (38) then follows. The proof of the identity (39) is similar.
Let us now prove the identity (40). Developing D2,...,2m−1−s,m+11,2,...,2m−1−s (u¯2) with re-
spect to the (2m− 1− s)-th column, we see that it is equal to
Dm+12m−1−s(u¯2)D
2,...,2m−1−s
1,2,...,2m−2−s(u¯2)−D2,...,2m−2−s,m+11,...,2m−2−s (u¯2).
Since u¯2 is orthogonal for Q, we have
D2,...,2m−1−s1,2,...,2m−2−s(u¯2) = D
1,...,s+1,2m
1,...,s+2 (u¯2),
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and since u¯2 is in U−,
D1,...,s+1,2m1,...,s+2 (u¯2) = D
2m
s+2(u¯2) = p2m−2−s(u¯2).
Finally
D2,...,2m−1−s,m+11,2,...,2m−1−s (u¯2) = D
m+1
2m−1−s(u¯2)p2m−2−s(u¯2)−D2,...,2m−2−s,m+11,...,2m−2−s (u¯2),
hence
D2,...,2m−1−s,m+11,2,...,2m−1−s (u¯2) =
2m−2∑
k=s
(−1)s−kDm+12m−1−s(u¯2)p2m−2−s(u¯2).
We also have Dm+12m−1−s(u¯2) = db2m−2 . . . b2m−1−s for m+ 1 ≤ s ≤ 2m− 2. Indeed,
by definition
Dm+12m−1−s(u¯2) = 〈v∗m+1 · u¯2, v2m−1−s〉 = db2m−2 . . . b2m−1−s.
Hence
D2,...,2m−1−s,m+11,2,...,2m−1−s (u¯2) =
2m−2∑
k=s
(−1)s−kdb2m−2 . . . b2m−1−sp2m−2−s
=
m∑
k=s
(−1)s−kpk−m(u¯2)p3m−2−k(u¯2). 
Proof of Proposition 3.3. Recall that πL = φ ◦ θ where θ is the isomorphism con-
structed in Lemma 3.4 and φ : UP− → Xˇ is the natural map u¯2 7→ P u¯2. It remains
to prove that φ is an isomorphism onto Xˇ2m−2. We start by proving that the image
of φ is contained in Xˇ2m−2.
Indeed, if u¯2 ∈ UP− , then by Corollary 3.8 the minors D2,...,2m−1−s,m+11,2,...,2m−1−s (u¯2) and
D2m1 (u¯2) and the Pfaffians ∆ωm, 12 [−ǫ1+ǫ2+···+ǫm−1−ǫm)](u¯2) and ∆ωm−1,
1
2 [−ǫ1+ǫ2+···+ǫm)]
(u¯2)
do not vanish. Since we have proved in Lemma 3.10 that those correspond precisely
to the divisors involved in defining Xˇ2m−2, it follows that P u¯2 ∈ Xˇ2m−2. We may
now prove that φ is an isomorphism between UP− and Xˇ2m−2.
Injectivity of the pullback map φ∗ : C[Xˇ2m−2]→ C[UP− ] is a simple consequence
of the fact that the map UP− → Xˇ2m−2 is dominant. We now prove that φ∗ is surjec-
tive by observing that each of the functions generating C[UP− ] (as in Corollary 3.8)
has a preimage.
We have already seen that the inverses of minors and Pfaffians correspond to
the inverses of denominators of Wq. Let us now consider the minors D2,...,r,r+11,2,...,r for
1 ≤ r ≤ m− 2 and D2,...,2m−1−s,m+11,2,...,2m−1−s for m+ 1 ≤ s ≤ 2m− 3. In Lemma 3.10, we
proved that
D2,...,2m−1−s,m+11,2,...,2m−1−s = φ
∗(δs−m)
and
D2,...,r+11,...,r = D
1,...,2m−1−r
1,...,2m−r = D
2m
2m−r = φ
∗(pr).
Finally, D2m1 = φ
∗(p2m−2), and the Pfaffians
∆ωm, 12 [−ǫ1+ǫ2+···+ǫm−1−ǫm)] and ∆ωm−1,
1
2 [−ǫ1+ǫ2+···+ǫm)]
.
are pullbacks of the Plu¨cker coordinates p′m−1 and pm−1, by Lemma 3.10. This
concludes the proof. 
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3.6. Comparison of the superpotentials. In this section we will prove Theo-
rem 3.2. We saw in the previous section that π = πL ◦ π−1R : XˇLie → Xˇ2m−2 is an
isomorphism. Note that we have a commutative diagram
Zd XˇLie
C
πR
∼
Fq Wq,Lie
Therefore
(π−1)∗(Wq,Lie) = (π−1L )∗(Fq).
This gives a regular function on Xˇ2m−2 which we denote by W˜q. The statement of
Theorem 3.2 says that W˜q and Wq agree. We will prove this by expressing both
functions in terms of coordinates introduced earlier. Namely we consider the set of
factorized elements P u¯2 with u¯2 as in (36) with nonzero coordinates ai, bi, c, d as
defining an open dense subvariety inside Xˇ2m−2 which is isomorphic to a torus. We
call this subvariety Xˇ2m−2. To finish the proof we will show that the restrictions of
W˜q and of Wq to Xˇ2m−2 agree. This will additionally give an interesting Laurent
polynomial formula for the superpotential, which we will use in Section 6 to describe
a flat section of the Dubrovin connection.
Proposition 3.11. W˜q and Wq restricted to a particular torus XˇLus inside Xˇ2m−2
have the following Laurent polynomial expression
Wq,Lus = a1 + · · ·+ am−2 + c+ d+ bm−2 + · · ·+ b1 + q a1 + b1
a1 . . . am−2cdbm−2 . . . b1
.
We call (XˇLus,Wq,Lus) the quiver mirror. To prove Proposition 3.11 we will need
the following:
Lemma 3.12. If u1 ∈ U+, u¯2 ∈ U−, u1dw˙P u¯2 ∈ Zd, and u¯2 can be written as in
(36), then we have the following identities:
f∗i (u¯2) =

ai + bi if 1 ≤ i ≤ m− 2,
c if i = m− 1,
d if i = m.
(41)
e∗i (u1) =
{
0 if 2 ≤ i ≤ m,
q a1+b1
a1...am−1cdbm−1...b1
if i = 1.
(42)
Proof. Equation (41) is obtained immediately from the definition of u¯2. For Equa-
tion (42), notice that
e∗i (u1) =
〈u−11 · v−ωi , ei · v−ωi〉
〈u−11 · v−ωi , v−ωi〉
=
〈dw˙P u¯2 · v+ωi , ei · v−ωi〉
〈dw˙P u¯2 · v+ωi , v−ωi〉
.
Assume 2 ≤ i ≤ m. Then e∗i (u1) = 0 if and only if 〈u¯2 ·v+ωi , w˙−1P ei ·v−ωi〉 = 0. Now the
vector w−1P ei · v−ωi is in the µ-weight space of the i-th fundamental representation,
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where µ = w−1P si(−ωi). Moreover, u¯2 ∈ B+(w˙P )−1B+, hence u¯2 ·v+ωi can have non-
zero components only down to the weight space of weight (wP )−1(ωi) = w
−1
P (−ωi).
Since l(w−1P si) > l(w
−1
P ) for 2 ≤ i ≤ m, this is higher than µ, which proves that
e∗i (u1) = 0.
Now assume i = 1. We have
e∗1(u1) =
〈dw˙P u¯2 · v+ω1 , e1 · v−ω1〉
〈dw˙P u¯2 · v+ω1 , v−ω1〉
= (ω1 + α1 − ω1)(d)
〈u¯2 · v+ω1 , w˙−1P e1 · v−ω1〉
〈u¯2 · v+ω1 , w˙P v−ω1〉
= q
〈u¯2 · v+ω1 , w˙−1P e1 · v−ω1〉
〈u¯2 · v+ω1 , v−ω1〉
.
First look at the denominator. The only way to go from the highest weight vector
v+ω1 of the first fundamental representation to the lowest weight vector v
−
ω1
is to
apply g ∈ B+wB+ for w ≥ (wP )−1. Since u¯2 ∈ B+(w˙P )−1B+, it follows that we
need to take all factors of u¯2, and normalising v
−
ω1
appropriately, we get
〈u¯2 · v+ω1 , v−ω1〉 = a1 . . . am−1cdbm−1 . . . b1.
Finally, we look at the numerator 〈u¯2 ·v+ω1 , w˙−1P e1 ·v−ω1〉. The vector w˙−1P e1 ·v−ω1 has
weight
µ′ = w˙−1P s1(−ω1) = w˙−1P (−ǫ2) = ǫ2.
Write w−1P s1 as a prefix w
′ = s1s2 . . . sm−2smsm−1sm−2 . . . s2 of (w
P )−1. We have
w′s1 = (w
P )−1, hence the way from v+ω1 to w
′ · v−ω1 is through s1. From the
factorization of u¯2 in (36), it follows that 〈u¯2 · v+ω1 , w˙−1P e1 · v−ω1〉 = a1 + b1. 
Proof of Proposition 3.11. Using the expression (31) of the superpotential from
[Rie08], we immediately deduce expression for W˜q as a Laurent polynomial from
Lemma 3.12. 
Next, using Lemma 3.9 and Proposition 3.11, we express W˜q in terms of Plu¨cker
coordinates and deduce the theorem.
Proof of Theorem 3.2. From Lemma 3.9, it follows that for u¯2 as in (36)
pℓ+1(u¯2)p2m−2−ℓ(u¯2) = (aℓ+1 + bℓ+1)(a1 . . . aℓ)
2aℓ+1 . . . am−2cdbm−2 . . . bℓ+1
for 0 ≤ ℓ ≤ m− 3. We also get that pk(u¯2)p2m−2−k(u¯2) is equal to
(43)

a1 . . . am−2cdbm−2 . . . b1 if k = 0;
(a1 + b1)a1 . . . am−2cdbm−2 . . . b2 if k = 1;
(ak + bk)(a1 . . . ak−1)
2ak . . . am−2cdbm−2 . . . bk+1 if 2 ≤ k ≤ m− 3.
Using (43), we find that most terms in δℓ(u¯2) =
∑ℓ
k=0(−1)kpℓ−k(u¯2)p2m−2+k−ℓ(u¯2)
cancel, and
δℓ(u¯2) = (a1 . . . aℓ)
2aℓ+1 . . . am−2cdbm−2 . . . bℓ+1.
This proves that
pℓ+1p2m−2−ℓ
δℓ
(u¯2) = aℓ+1 + bℓ+1
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for 0 ≤ ℓ ≤ m− 3. Moreover:
pm
pm−1
(u¯2) =
a1 . . . am−2cd
a1 . . . am−2c
= d,
and
pm
p′m−1
(u¯2) =
a1 . . . am−2cd
a1 . . . am−2d
= c.
For the first and last terms, we obtain
p1
p0
(u¯2) = a1 + b1,
and
p1
p2m−2
(u¯2) =
a1 + b1
a1 . . . am−1cdbm−1 . . . b1
as easy consequences of Lemma 3.9. Using Proposition 3.11, this proves that W˜q
coincides with the definition of Wq from Equation (28)
Wq = p1
p0
+
m−3∑
ℓ=1
pℓ+1p2m−2−ℓ
δℓ
+
pm
pm−1
+
pm
p′m−1
+ q
p1
p2m−2
. 
3.7. Comparison with the Givental and Laurent polynomial mirrors for
even quadrics. Let us recall the Laurent polynomial LG model of Q2m−2 from
Equation (4)
Wq,Prz = z1 + · · ·+ z2m−3 + (z2m−2 + q)
2
z1z2 . . . z2m−2
,
defined over the torus
XˇPrz := {(z1, . . . , z2m−2) | zi 6= 0 ∀ i} ,
and the Givental LG model from Equation (2)
Wq,Giv = ν1 + · · ·+ ν2m−2,
defined over the affine variety
Xˇq,Giv =
{
(ν1, . . . , ν2m) | νi 6= 0 ∀ i,
2m∏
i=1
νi = q, ν2m−1 + ν2m = 1
}
.
These two LG models are related by a birational change of coordinates analogous
to that of [Prz13, Rmk. 19], namely
zi =
{
νi+1 for 1 ≤ i ≤ 2m− 3;
q ν2m−1
ν2m
for i = 2m− 2;
and conversely
νi =

(z2m−2+q)
2
z1...z2m−2
for i = 1;
zi−1 for 2 ≤ i ≤ 2m− 2;
z2m−2
z2m−2+q
for i = 2m− 1;
q
z2m−2+q
for i = 2m.
This change of variables defines an isomorphism
XˇPrz \ {z2m−2 + q = 0} ∼= Xˇq,Giv
which identifies the superpotentials Wq,Prz and Wq,Giv.
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Let us now compare these two LG models with ours. Consider the change of
coordinates
zi =

pi
pi−1
for 1 ≤ i ≤ m− 2;
p2m−3−iδ2m−5−i
p2m−4−iδ2m−4−i
for m− 1 ≤ i ≤ 2m− 5;
pm
pm−1
for i = 2m− 4;
pm
p′
m−1
for i = 2m− 3;
q δm−3
δm−2
for i = 2m− 2.
It is well-defined on the following intersection T˜ of two cluster tori
T˜ := {x ∈ Xˇcan | pi(x) 6= 0 for all 0 ≤ i ≤ m− 2 and pm(x) 6= 0}.
The inverse change of coordinates is given by
pi =

z1 . . . zi for 1 ≤ i ≤ m− 2;
qz1 . . . zm−2
z2m−3
z2m−2
for i = m− 1;
qz1 . . . zm−2
z2m−4z2m−3
z2m−2
for i = m;
qz1 . . . zi−2
(
1 + z2m−1−i
zi−2
)
z2m−4z2m−3
z2m−2+q
for m+ 1 ≤ i ≤ 2m− 3;
qz1 . . . z2m−3
z1
z2m−2+q
for i = 2m− 2.
and p′m−1 = qz1 . . . zm−2
z2m−4
z2m−2
. Moreover, we have
δj =
{
z2...zj+1
z2m−4−j ...z2m−5
for 1 ≤ j ≤ m− 3;
q
z2m−2
· z2...zm−2
zm−1...z2m−5
for i = 2m− 2.
We see that the inverse change of coordinates is well-defined over XˇPrz\{z2m−2+q =
0}, which is isomorphic to the Givental mirror manifold Xˇq,Giv. Hence we obtain
an isomorphism
Xˇcan ⊃ T˜ ∼= XˇPrz \ {z2m−2 + q = 0} ∼= Xˇq,Giv ⊂ XˇPrz
which identifies the (restrictions of) the superpotentials Wq and Wq,Prz. It also
identifies the form ωq,Giv with ωcan. This proves Proposition 1.2 from the intro-
duction in the case of even quadrics.
3.8. The critical points of the canonical mirror. Since the canonical mir-
ror (Xˇcan,Wq) is isomorphic to the Lie-theoretic mirror (XˇLie,Wq,Lie), it follows
from [Rie08] that Wq has the ‘correct’ number of critical points on Xˇcan, that is,
dimH∗(Q2m−2,C) = 2m. Here we give explicit expression for the critical points,
and compare with the critical points of the classical mirrors (Xˇq,Giv,Wq,Giv) and
(XˇPrz,Wq,Prz).
Proposition 3.13. The critical points of the superpotential Wq on Xˇcan are given
by
pj =

ζj if 1 ≤ j ≤ m− 2 ;
1
2ζ
j if m− 1 ≤ j ≤ 2m− 3 ;
q if j = 2m− 2,
and p′m−1 =
1
2ζ
m−1, where ζ is a primitive (2m− 2)-st root of 4q. The associated
critical value is (2m − 2)ζ. Moreover there are two extra critical points given by
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p1 = · · · = pm−2 = pm = p2m−3 = 0, pm−1 = −p′m−1 = ±
√
q, p2m−2 = −q with
corresponding critical value 0. These two critical points do not belong to XˇPrz,
Xˇq,Giv or XˇLus.
Proof. The proof is very similar to that of Proposition 2.3 and we don’t repeat it
here. 
4. The quiver mirrors (XˇLus,Wq,Lus)
In this section we will explain how our quiver superpotential Wq,Lus for QN can
be read off from a certain quiver, justifying its name. This is analogous to the
type A complete flag variety case [Giv97] and partial flag variety case [BCFKvS98,
BCFKvS00], where one can also read off Laurent polynomial superpotentials from
quivers.
We begin by explaining the [BCFKvS98] formula for the Grassmannian Gr2(4).
Note that since Gr2(4) is defined by a single (quadratic) Plu¨cker relation, it is
isomorphic to the quadric Q4.
For Gr2(4) the quiver from [BCFKvS98] is shown in Figure 1. The Laurent
polynomial superpotential can be read off easily. There are two versions. In the
left hand picture the coordinates tij of the torus (C
∗)4 are in bijection with vertices
of the quiver. To each arrow we associate a Laurent monomial by taking the
coordinate at the head of the arrow divided by the coordinate at the tail. The
Laurent polynomial corresponding to the quiver is the sum of all of the Laurent
monomials associated to the arrows.
1
t11
t21
t21
t22
q
1
q
m3
m2
m4 m1
Figure 1. The quiver for Gr2(4) and two choices of coordinates.
The labelsmi of the arrows in the right hand version are another natural choice of
coordinates on the same torus. Indeed these are coordinates related to factorizations
into one-parameter subgroups of Lie-theoretic mirrors used in [Lus94], compare
[MR13]. We suppose the remaining arrows are labelled in such a way that the
square commutes and any path leading from 1 to q has labels whose product equals
q. These are Laurent monomials in the variables mi (depending on q). Then the
Laurent polynomial superpotential is obtained in [BCFKvS98] as the sum of the
labels of all of the arrows of the quiver. In the case of Gr2(4) it is
(44) m1 +m2 +m3 +m4 +
m1m2
m4
+ q
1
m1m2m3
.
Since Gr2(4) is isomorphic to Q4, this suggests it should be related to the super-
potential (XˇLus,Wq,Lus) from (7) for Q4,
(45) a1 + c+ d+ b1 + q
a1 + b1
a1b1cd
.
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There is indeed a toric change of coordinates turning Equation (44) into Equa-
tion (45):
m1 7→ q
a1cd
; m2 7→ a1; m3 7→ c; m4 7→ b1.
Note that the torus of the other Laurent polynomial mirror (XˇPrz,Wq,Prz) for Q4
is a different one, as seen in Section 3.7.
The superpotential (45) also comes from a quiver, see Figure 2. This generalises
1
q
d
c
b1 a1
Figure 2. The quiver for Q4.
to all quadrics QN . Indeed our Laurent polynomial superpotentials (6) and (7) for
QN can be described using quivers as in Figure 3. The factorisation of u¯2 from (36)
can also be naturally read off the quiver (compare with [MR13, Section 5.3]). This
goes as follows.
1
q
a2
a3
a4
b1 a1
1
q
a2 y2
c y3
b2 y2
b1 a1 y1
1
q
a2 y2
d y4
c y3
b2 y2
b1 a1 y1
Figure 3. The quiver for QN , and the labelled quivers for Q5 and Q6.
Let the N−2 vertical arrows on the left-hand edge be labelled from top to bottom
by a2, a3, . . . , am−1, c, bm−1, . . . , b2 for odd quadricsQ2m−1, and by a2, a3, . . . , am−2,
d, c, bm−2, . . . , b2 for even quadrics Q2m−2. The diagonal arrow with the same tail
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as b1 is labelled by a1. The arrows below are not labelled. The labelled arrows can
be organized into ‘levels’ starting with a1, b1 at the bottom level. The levels are
associated to the one-parameter subgroups yi (of PSO2m for X = Q2m−2, respec-
tively of PSp2m for X = Q2m−1) as shown in the Q5 and Q6 examples. Reading
off column by column from right to left and from top to bottom we recover the
factorization (36).
Remark 3. It is interesting to note that our quivers (restricted to the vertices which
are not labelled by q) are orientations of type D Dynkin diagrams with a special
vertex added at either end. So we have three ways to associate a Dynkin diagram
to a quadric: the type of its symmetry group, the type of the cluster algebra
associated to the coordinate ring of its mirror, and the type of the quiver defining
its superpotential. See Table 1.
Quadric Symmetry group Cluster type of mirror Superpotential Quiver
Q3 B2 A1 D3
Q4 D3 A1 D4
Q5 B3 A
2
1 D5
Q6 D4 A
2
1 D6
Q7 B4 A
3
1 D7
...
...
...
...
Table 1. Dynkin diagrams associated to quadrics
5. The A-model and B-model connections
Our expression for the canonical LG model Wq in terms of homogeneous coor-
dinates coming from Xˇcan ⊂ P(H∗(X,C)∗) makes it possible to compare in a very
natural way the (small) Dubrovin connection on the A side and the Gauss-Manin
connection on the B side. We recall first the relevant definitions on the A side.
Let X = QN . Consider H
∗(X,C[~, q]) as a space of sections on a trivial bundle
with fiber H∗(X,C), over the base C~×Cq, where the ~ and q are the coordinates.
Let Gr be the operator on sections defined on the fibres as the ‘grading opera-
tor’ H∗(X,C) → H∗(X,C) which multiplies σ ∈ H2k(X,C) by k. We define the
Dubrovin connection by
A∇q∂qS := q
∂S
∂q
+
1
~
σ1 ⋆q S,(46)
A∇~∂~S := ~
∂S
∂~
− 1
~
c1(TX) ⋆q S +Gr(S),(47)
following the conventions of Iritani [Iri09], where ⋆q denotes the quantum cup prod-
uct in the quantum cohomology, and S may be any meromorphic or formal section
of the above vector bundle. The above defines a meromorphic connection which
is flat, see also [Dub96, Giv96, CK99]. It therefore turns H∗(X,C[~±1, q±1]) into
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a D-module for C[~±1, q±1]〈∂~, ∂q〉, which we will call the A-model D-module and
denote by MA. Explicitly
(48) MA := H
∗(X,C[~±1, q±1]), with ∂~σ :=
A∇∂~σ and ∂qσ := A∇∂qσ.
This is the D-module we consider on the A-model side.
We now define the D-moduleMB. Let Ω
k(Xˇcan) denote the space of all algebraic
k-forms on Xˇcan.
Definition 5.1. Define the C[~, q]-module
G
Wq
0 := Ω
n(Xˇcan)[~, q]/(~d+ dWq ∧−)Ωn−1(Xˇcan)[~, q].
It has a meromorphic (Gauss-Manin) connection given by
B∇q∂q [α] = q
∂
∂q
[α] +
1
~
[
q
∂Wq
∂q
α
]
,(49)
B∇~∂~ [α] = ~
∂
∂~
[α]− 1
~
[Wqα].(50)
Let MB = G
Wq
0 ⊗C[~,q] C[~±1, q±1]. We view MB as a C[~±1, q±1]〈∂~, ∂q〉-module
with ∂q acting by
B∇∂q and ∂~ acting by B∇∂~ .
On the A-model side a special role is played by the element 1 ∈MA corresponding
to the identity in H∗(X,C). For the B-model there is also a distinguished element.
Recall that Xˇcan is the complement of an anticanonical divisor in Xˇ. Therefore
we saw that there is an up to scalar unique non-vanishing logarithmic N -form on
Xˇcan which we called ωcan (see Equations (10) and (27)). This is the same form as
the one appearing in [GHK11, Lemma 5.14], and it also agrees with the one from
[Rie08] after the isomorphism of Xˇcan with XˇLie. It determines an element [ωcan]
in MB.
5.1. The case of odd-dimensional quadrics. For odd-dimensional quadrics we
recall the isomorphism between the D-modules on the two sides, proved using
results from [GS13].
Theorem 5.2 ([PR13, Corollary 13]). For X = Q2m−1 with its mirror LG-model
(Xˇ2m−1,Wq) from Theorem 2.1, the map
MA → MB
σi 7→ [piωcan]
defines an isomorphism of D-modules.
5.2. The case of even-dimensional quadrics. For even quadrics Q2m−2 we
prove the following.
Theorem 5.3. For X = Q2m−2 and the canonical mirror (Xˇ2m−2,Wq), see (28),
the map
Ψ : MA → MB
σi 7→ [piωcan]
σ′m−1 7→ [p′m−1ωcan]
defines an injective homomorphism of D-modules. In particular, the C[~±1, q±1]-
submodule of MB generated by the classes [piωcan] and [p
′
m−1ωcan] is a submodule
also for D = C[~±1, q±1]〈∂~, ∂q〉.
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Remark 4. In the odd quadrics case, [GS13] (with Ne´methi and Sabbah) prove an
additional property, cohomological tameness, for the superpotential, which implies
that the dimension of MB agrees with the number of critical points of Wq. It
is an interesting question whether this proof could be adapted to give a proof of
cohomological tameness in the even case. Since by Proposition 1.3 the number of
critical points of Wq agrees with the dimension of H∗(X,C) this would imply that
the injective homomorphism in Theorem 5.3 is an isomorphism.
To prove Theorem 5.3 we consider a cluster algebra structure on our mirror
Xˇ2m−2. Cluster algebras were introduced by Fomin and Zelevinsky in the seminal
paper [FZ02], which was the first of the series [FZ02, FZ03, BFZ05, FZ07].
The coordinate ring C[Xˇ2m−2] has a cluster algebra structure of type A
m−2
1 which
is described in detail in [GLS08b, Section 2] and [GLS08a, Section 12], and which
we review here. Note that the coordinates {y1, y2, . . . , y2m} in [GLS08b, GLS08a]
correspond to our coordinates {p0, p1, . . . , pm−2, pm−1, p′m−1, pm, . . . , p2m−2} here,
while the coordinates {pℓ} in [GLS08b, GLS08a] correspond to our coordinates
{δℓ}.
Consider the following initial quiver:
p1 p2 . . . pm−3 pm−2
δ1p0p2m−2 δ2 . . . δm−3 pm−1 p
′
m−1
Here the initial cluster variables correspond to the vertices in the top row of the
quiver, while the frozen variables (or coefficients) correspond to the vertices in the
bottom row. Recall that the pi are Plu¨cker coordinates, and the δi are defined
as in (26). We see from this description that the coordinate ring of Xˇ2m−2 has
a cluster structure of type Am−21 . In particular, it is of finite type, and there are
2m−2 different clusters, consisting of
• the cluster variables r1, . . . , rm−2, where ri ∈ {pi, p2m−2−i};
• the frozen variables (or coefficients) δ1, . . . , δm−3, p0, pm−1, p′m−1, and
p2m−2.
The exchange relations are
pip2m−2−i =

p0p2m−2 + δ1 for i = 1;
δi−1 + δi for 1 ≤ i ≤ m− 3;
δm−3 + pm−1p
′
m−1 for i = m− 2.
(51)
Note that the exchange relation for i = m−2 is a Plu¨cker relation: it is the equation
of the dual quadric (23).
Remark 5. In the case of Xˇ◦2m−3 the isomorphism with the Richardson variety
combined with [GLS11] also gives a cluster algebra structure of type Am−21 , with a
similar quiver to the one shown on page 28 but where the frozen vertices labelled
pm−1 and p
′
m−1 are identified.
Proof of Theorem 5.3. For the injectivity of Ψ we refer to [MR13, Section 5]. It
remains to prove that Ψ preserves the D-module structure. We use a change of
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coordinates to reduce the problem to checking only the action of q∂q. Namely, this
follows by replacing (pi, q, ~) with (pi,q, ~), where
pi = ~
−ipi, p
′
m−1 = ~
1−mp′m−1, q = ~
−Nq, ~ = ~,
and observing that written in these coordinates the Gauss-Manin system for 1
~
Wq
no longer involves the ~.
Now we check that the map Ψ preserves the action of q∂q. We consider the
following identities in QH∗(Q2m−2,C), which are a special case of results in [FW04]:
σ1 ⋆q σi =

σi+1 for 0 ≤ i ≤ m− 3 or m− 1 ≤ i ≤ 2m− 4;
σm−1 + σ
′
m−1 for i = m− 2;
σ2m−2 + qσ0 for i = 2m− 3;
qσ1 for i = 2m− 2,
(52)
(53) σ1 ⋆q σ
′
m−1 = σm.
We need to prove that there are similar identities on the B side:
[
q
∂Wq
∂q
piωcan
]
=

[pi+1ωcan] for 0 ≤ i ≤ m− 3 or m− 1 ≤ i ≤ 2m− 4;
[(pm−1 + p
′
m−1)ωcan] for i = m− 2;
[(p2m−2 + q)ωcan] for i = 2m− 3;
[qp1ωcan] for i = 2m− 2,
(54)
(55)
[
q
∂Wq
∂q
p′m−1ωcan
]
= [pmωcan],
where ωcan is the canonical (2m− 2)-form on Xˇcan.
The proof of these identities in MB proceeds by constructing closed (2m − 3)-
forms νi and ν
′
m−1 such that the relation corresponding to pi will follow from the
fact that
[dWq ∧ νi] = [(~d+ dWq ∧ −)νi] = 0
and similarly for p′m−1. (The first equality above comes from the fact that νi is
closed, and the second comes from the definition of MB.)
Concretely, we will pick a cluster C containing a particular Plu¨cker coordinate,
say pi, and use the following Ansatz for constructing νi. We define a vector field
ξi = pi
 ∑
c∈C\{pi}
mcc∂c

and define an associated (2m− 3)-form by insertion νi = ιξiωcan, and analogously
for ν′m−1 = ιξ′m−1ωcan. Here the mc’s are constants and ι is the interior product.
To see that these (2m − 3)-forms are closed, write ωcan =
∧
p∈C
dp
p
. For c ∈ C,
we have ιc∂cωcan =
∧
p∈C\{c}
dp
p
, and so νi is a C-linear combination of terms of the
form pi
∧
p∈C\{c}
dp
p
for c 6= pi. Such a term is closed, because pi lies in C \ {c}.
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Using the fact that dWq ∧ωcan = 0, we get dWq ∧ νi = ±dWq(ξi)ωcan. It follows
that
dWq ∧ νi = pi
 ∑
c∈C\{pi}
mcc
∂Wq
∂c
ωcan.
Therefore e.g. in order to prove that
[
q
∂Wq
∂q
piωcan
]
− [pi+1ωcan] = 0, we will
show that q
∂Wq
∂q
pi − pi+1 has the form pi
(∑
c∈C\{pi}
mcc
∂Wq
∂c
)
, for some choice of
coefficients mc.
To prove these identities, we will work with two clusters:
• the initial cluster C1 = {p1, . . . , pm−2, δ1, . . . , δm−3, p0, pm−1, p′m−1, p2m−2};
• the cluster C2 = {p2m−3, . . . , pm, δ1, . . . , δm−3, p0, pm−1, p′m−1, p2m−2}.
Let us first start with C1 and express Wq in terms of it using the exchange
relations (51). To simply our calculations, we set p0 = 1, and let δ0 denote
p0p2m−2 = p2m−2.
Wq = p1 +
m−3∑
ℓ=1
(
pℓ+1δℓ−1
pℓδℓ
+
pℓ+1
pℓ
)
+
δm−3
pm−2pm−1
+
δm−3
pm−2p′m−1
+
pm−1
pm−2
+
p′m−1
pm−2
+ q
p1
δ0
.
The partial derivatives of Wq are:
q
∂Wq
∂q
= q
p1
δ0
,
p1
∂Wq
∂p1
= p1 − p2δ0
p1δ1
− p2
p1
+ q
p1
δ0
,
pi
∂Wq
∂pi
=
piδi−2
pi−1δi−1
+
pi
pi−1
− pi+1δi−1
piδi
− pi+1
pi
for 2 ≤ i ≤ m− 3,
pm−2
∂Wq
∂pm−2
=
pm−2δm−4
pm−3δm−3
+
pm−2
pm−3
− δm−3
pm−2pm−1
− δm−3
pm−2p′m−1
− pm−1
pm−2
− p
′
m−1
pm−2
,
δ0
∂Wq
∂δ0
=
p2δ0
p1δ1
− q p1
δ0
,
δi
∂Wq
∂δi
= −pi+1δi−1
piδi
+
pi+2δi
pi+1δi+1
for 1 ≤ i ≤ m− 4,
δm−3
∂Wq
∂δm−3
= −pm−2δm−4
pm−3δm−3
+
δm−3
pm−2pm−1
+
δm−3
pm−2p′m−1
,
pm−1
∂Wq
∂pm−1
= − δm−3
pm−2pm−1
− δm−3
pm−2p′m−1
+
pm−1
pm−2
, and
p′m−1
∂Wq
∂p′m−1
= − δm−3
pm−2pm−1
− δm−3
pm−2p′m−1
+
p′m−1
pm−2
.
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Hence
q
∂Wq
∂q
pi − pi+1 = −pi
 m−1∑
j=i+1
pj
∂Wq
∂pj
+ p′m−1
∂Wq
∂p′m−1
+
m−3∑
j=0
δj
∂Wq
∂δj
+
m−3∑
j=i
δj
∂Wq
∂δj

for 0 ≤ i ≤ m− 3, and
q
∂Wq
∂q
pm−2 − (pm−1 + p′m−1) = −pm−2
pm−1 ∂Wq
∂pm−1
+ p′m−1
∂Wq
∂p′m−1
+
m−3∑
j=0
δj
∂Wq
∂δj
 .
Since the right-hand sides of the above equations have the form pi
(∑
c∈C\{pi}
mcc∂cWq
)
,
this proves identity (54) for 0 ≤ i ≤ m− 2.
To prove the remaining identities, we use the cluster C2. In this cluster chart,
Wq takes the following form:
Wq = δ0
p2m−3
+
δ1
p2m−3
+
m−4∑
ℓ=1
(
p2m−2−ℓ
p2m−3−ℓ
+
p2m−2−ℓδℓ+1
p2m−3−ℓδℓ
)
+
pm
pm−1
+
pm
p′m−1
+
pm+1
pm
+
pm−1p
′
m−1pm+1
pmδm−3
+
q
p2m−3
+ q
δ1
p2m−3δ0
.
Working out the partial derivatives of Wq as before, we get
q
∂Wq
∂q
pm−1 − pm = pm−1
p′m−1 ∂Wq∂p′m−1 +
2m−3∑
j=m
pj
∂Wq
∂pj
+
m−3∑
j=0
δj
∂Wq
∂δj
(56)
q
∂Wq
∂q
p′m−1 − pm = p′m−1
pm−1 ∂Wq
∂pm−1
+
2m−3∑
j=m
pj
∂Wq
∂pj
+
m−3∑
j=0
δj
∂Wq
∂δj
(57)
q
∂Wq
∂q
pi − pi+1 = pi
− 2m−3∑
j=i+1
pj
∂Wq
∂pj
−
2m−3−i∑
j=0
δj
∂Wq
∂δj
(58)
for m ≤ i ≤ 2m− 4,
Recall that δ0 is p2m−2. The final two relations are
q
∂Wq
∂q
p2m−3 − (p2m−2 + q) = −p2m−3δ0 ∂Wq
∂δ0
and(59)
q
∂Wq
∂q
p2m−2 − qp1 = 0(60)
This gives us the identities (54) for m− 1 ≤ i ≤ 2m− 2, as well as (55). 
6. The hypergeometric flat section of a quadric
Givental in [Giv96] constructed flat sections of a dual version of the Dubrovin
connection (see Equations (61) and (62) below) in terms of Gromov-Witten invari-
ants. In this section we directly and explicitly compute all the components of a
distinguished flat section and the resulting invariants, in two different ways. The
first component we consider is also a particular component of Givental’s J-function.
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6.1. The dual Dubrovin connection and the J-function. We begin by defin-
ing Givental’s J-function and what we call the ‘quantum differential operators’.
Consider the dual connection to A∇ with respect to the pairing
〈σ, τ〉 = (2πi~)N
∫
X
σ ∪ τ.
Here σ ∪ τ is the usual cup product of σ and τ , which we will subsequently also
denote by στ . Explicitly, the dual connection is given by the formulas:
A∇∨q∂qS := q
∂S
∂q
− 1
~
σ1 ⋆q S,(61)
A∇∨~∂~S := ~
∂S
∂~
+
1
~
c1(TX) ⋆q S +Gr(S),(62)
compare [Iri09, Definition 3.1]. For the purposes of the J-function we ignore the
A∇∨
~∂~
part of the covariant derivative and consider A∇∨q∂q as a family of connec-
tions (in the parameter ~). Formal flat sections indexed by the cohomology basis
were written down by Givental [Giv96] in terms of descendent Gromov-Witten in-
variants. We denote these sections by S0, . . . , S2m−1 in the case of Q2m−1, and by
S0, . . . , Sm−1, S
′
m−1, Sm, · · · , S2m−2 for Q2m−2, in keeping with the notation from
(24) for Schubert classes. See [CK99, (10.14)] for a precise definition of the sections
Si.
Definition 6.1. We define Givental’s J-function in our setting as
J = (2πi~)N
∑
〈Sj , σ0〉σPD(j),
where the sum is over all the Schubert classes, including σ′m−1 in the even case,
and where σPD(j) stands for the Poincare´ dual cohomology class to σj .
In the case of a quadric (or, indeed, of any projective Fano complete intersection),
the J-function is computed explicitly in [Giv96, Theorem 9.1] from the J-function
of projective space. Namely
(63) JQN = e
ln(q)σ1
~
∑
d≥0
∏2d
j=1(2σ1 + j~)∏d
j=1(σ1 + j~)
N
qd.
We consider a family of differential operators which annihilate the J-function:
Definition 6.2 ([CK99, Definition 10.3.2]). The differential operators P which are
formal power series in ~q∂q, q, ~ and which annihilate the coefficients of Givental’s
J-function are called quantum differential operators.
6.2. The hypergeometric term of the J-function. Among Givental’s flat sec-
tions Si, the flat section SN corresponding to the class of a point has the property
that all its coefficients are power series in q = ~−Nq. Moreover, a special role is
played by the coefficient (2πi~)N 〈SN , σ0〉, also appearing as the coefficient of the
fundamental class in the definition of J-function. We define it as in [BCFKvS98,
Definition 5.1.1]:
Definition 6.3. The hypergeometric series AX of X is the unique power series of
the form AX(q) = 1 +
∑∞
k=1 akq
k, for which P (q∂q, q, 1)AX = 0 for all quantum
differential operators P (~q∂q, q, ~) specialized to ~ = 1. We denote the hypergeo-
metric series AQN of the quadric QN by AN .
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The hypergeometric series AN of the quadric QN may be obtained by setting ~
to 1 in (2πi~)N 〈SN , σ0〉. Alternatively we have 〈SN , σ0〉 = AN (~−Nq).
We recall the geometric interpretation of the coefficients of AX below. The flat
sections Si and in particular the J-function encode certain descendent Gromov-
Witten invariants. Let
(64) Ik(ψ
a1
1 γ1, . . . , ψ
ar
r γr)
denote the degree k descendent Gromov-Witten invariant associated to the coho-
mology classes γ1, . . . , γr, where the ψ-class ψi denotes the first Chern class of the
ith cotangent bundle of the moduli space of degree k genus 0 stable maps with r
marked points, see [CK99, Section 10.1]. Let ψ stand for ψ1. If we write
JQN = (2πi~)N
∑
JQNi σPD(i),
then in fact AN (~
−Nq) = 〈SN , σ0〉 = JQNN and we have
AN (~
−Nq) = JQNN = 1 +
∞∑
k=1
qkIk
(
σNe
ln(q)σ1
~
~− ψ , σ0
)
= 1 +
∞∑
k=1
∞∑
j=0
∞∑
i=0
qk
~
Ik
(
σN
(
ln(q)σ1
~
)j
1
j!
(
ψ
~
)i
, σ0
)
.
The cup-product σN ∪
(
ln(q)σ1
~
)j
is nonzero if and only if j = 0. Therefore we have
JQNN = 1 +
∞∑
k=1
∞∑
i=0
qk
~
Ik
(
σN
(
ψ
~
)i
, σ0
)
.
Now the dimension of the moduli space of stable maps M0,2(QN , k) is equal to
(k + 1)N − 1, hence
JQNN = 1 +
∞∑
k=1
qk
~
Ik
(
σN
(
ψ
~
)kN−1
, σ0
)
.
Next we use the fundamental class axiom to get
JQNN = 1+
∞∑
k=1
( q
~N
)k
Ik
(
σNψ
kN−2
)
.
If we set ~ = 1 in JQNN , this gives exactly the hypergeometric series of the quadric,
since JQNN = AN (~
−Nq). Hence we obtain the following geometric interpretation
of the coefficient ak of q
k in AN (q):
(65) ak = Ik
(
σNψ
kN−2
)
.
6.3. The hypergeometric flat section of the dual Dubrovin connection.
In this Section, as an illustration of the mirror theorem, we compute explicitly the
coefficients of the hypergeometric flat section SN of the Dubrovin connection for
QN , once using the A-model and once using the B-model. The main result of the
computations is the following.
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Theorem 6.4. The hypergeometric flat section SN of the dual Dubrovin connection
for QN is given by the expansion
SN =
1
(2πi~)N
N∑
ℓ=0
′〈SN , σℓ〉σPD(ℓ),
where
∑′
means that we add an extra summand 〈SN , σ′m−1〉σm−1 when N = 2m−2.
The coefficients are given by the following formulas:
〈SN , σℓ〉 =

∑
k≥0
kℓ
~kN−ℓ(k!)N
· (2k
k
) · qk if 0 ≤ ℓ ≤ ⌊N−12 ⌋,∑
k≥0
kℓ
2~kN−ℓ(k!)N
· (2k
k
) · qk if ⌊N+12 ⌋ ≤ ℓ ≤ N − 1,∑
k≥0
1
~(k−1)N (k−1)!N
· k−1
k
· (2k−2
k−1
) · qk if ℓ = N .
Moreover, when N = 2m− 2 is even, we have
〈SN , σ′m−1〉 =
∑
k≥0
km−1
2~kN+1−m(k!)N
·
(
2k
k
)
· qk.
The ℓ = 0 special case of Theorem 6.4 gives the following.
Corollary 6.5. The hypergeometric series of the quadric QN is
(66) AN (q) = 1 +
∑
k≥1
1
(k!)N
(
2k
k
)
qk.
The Gromov-Witten invariant Ik(σNψ
Nk−2) is given by
(67) Ik(σNψ
Nk−2) =
1
(k!)N
(
2k
k
)
.
This corollary is easily verified in the A-model. The formula (67) follows from
equations (66) and (65), while the second formula, (66), follows easily from the
formula (63) for the J-function of QN . In the odd quadrics case the D-module is
cyclic and hence the constant term determines all of the other terms of the flat
section. However for even quadrics this is not the case. We now give a direct
A-model proof of Theorem 6.4 which works in the even and odd case alike.
A-model proof. Our A-model proof works by recovering Theorem 6.4 from the re-
currence relations of Kontsevich-Manin for Gromov-Witten invariants [KM98]. De-
fine
(68) βℓ,k = Ik(ψ
Nk−1−ℓσN , σℓ).
Let us first assume that N = 2m − 1. Using the divisor axiom and topological
recursion, we get:
kβℓ,k = Ik(ψ
Nk−1−ℓσN , σℓ, σ1) =

βℓ+1,k if ℓ 6∈ {m− 1, N − 1, N},
2βm,k if ℓ = m− 1,
βN,k + β0,k−1 if ℓ = N − 1,
β1,k−1 if ℓ = N .
A straightforward computation then gives
βℓ,k+1
βℓ,k
=
{
2(2k+1)
kℓ(k+1)N+1−ℓ if 0 ≤ ℓ ≤ N − 1,
2(2k−1)
(k−1)kN−1(k+1) if ℓ = N ,
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and β1,1 = 2, which yields Theorem 6.4. 
Similarly, in the case where N = 2m− 2:
kβℓ,k = Ik(ψ
Nk−1−ℓσN , σℓ, σ1) =

βℓ+1,k if ℓ 6∈ {m− 2, N − 1, N},
βm−1,k + β
′
m−1,k if ℓ = m− 2,
βN,k + β0,k−1 if ℓ = N − 1,
β1,k−1 if ℓ = N ,
and
kβ′m−1,k = βm,k.
Theorem 6.4 is then easily checked. 
B-model proof. We consider the distinguished flat section of the Dubrovin connec-
tion whose coefficients are expressed in terms of the B-model as residue integrals, see
Section 1.4 and compare with [MR13, Theorem 4.2]. Explicitly, we let Γ0 ∼= (S1)N
be a compact cycle inside Xˇcan such that
∫
Γ0
ωcan = 1. Then the integral formula
(69) SΓ0(~, q) :=
1
(2πi~)N
∑(∫
Γ0
e
1
~
Wqpiωcan
)
σN−i
defines a flat section of the Dubrovin connection in the N = 2m− 1 case, and with
(
∫
Γ0
e
1
~
Wqpm−1ωcan)σm−1 replaced by (
∫
Γ0
e
1
~
Wqp′m−1ωcan)σm−1+(
∫
Γ0
e
1
~
Wqpm−1ωcan)σ
′
m−1
in the N = 2m− 2 case.
We will prove the formula in Theorem 6.4 in one representative case, but omit
the other cases, which are extremely similar.
Let us consider the case that N = 2m − 2, and m ≤ ℓ ≤ 2m − 3. In this
case recall that pℓ = a1 . . . am−2cdbm−2 . . . b2m−1−ℓ, and recall from (7) that the
superpotential Wq equals
a1+· · ·+am−2+c+d+bm−2+· · ·+b1+
q
a2 . . . am−2cdbm−2 . . . b1
+
q
a1 . . . am−2cdbm−2 . . . b2
in terms of the usual coordinates on XˇLus viewed as a torus chart in Xˇcan.
To compute the constant term of pℓ exp(
1
~
Wq), we consider
pℓ
(
1 +
1
~
Wq + 1
~2
W2q
2!
+
1
~3
W3q
3!
+ . . .
)
,
and we pick out from each pℓ
Wiq
~ii! every term which has the form λq
j where λ ∈
Q[ 1
~
]. Here we just need to look at each
WkN−ℓq
~kN−ℓ(kN−ℓ)! for k = 1, 2, . . . , because the
expansion of pℓ
Wiq
~ii! for i not of the form kN − ℓ will contain no terms of the form
λqj for λ ∈ Q[ 1
~
].
Now let us analyze pℓ
WkN−ℓq
~kN−ℓ(kN−ℓ)! for N = 2m − 2. A (Laurent) monomial in
the expansion of pℓWk(2m−2)−ℓq is obtained by choosing one term in each of the
k(2m − 2) − ℓ factors. Some of the monomials in the expansion will be pure in
the variable q alone – in which case they will equal qk. We need to show that the
number of such monomials divided by (k(2m− 2)− ℓ)! equals 12
(
2k
k
)
kℓ/(k!)k(2m−2).
To count the number of such monomials, we need to pick one term in each of the
k(2m− 2)− ℓ factors so that we:
• choose i terms which are q
a2...am−2cdbm−2...b1
for some 0 ≤ i ≤ k;
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• choose k − i terms which are q
a1...am−2cdbm−2...b2
;
• choose k − 1 terms which are c;
• choose k − 1 terms which are d;
• choose i terms which are b1;
• choose k − i− 1 terms which are a1;
• for each j such that 2 ≤ j ≤ m− 2, choose k − 1 terms which are aj ;
• for each j such that 2 ≤ j ≤ 2m− 2− ℓ, choose k terms which are bj .
• for each j such that 2m− 2− ℓ < j ≤ m− 2, choose k− 1 terms which are
bj .
The number of ways to do this is the sum of multinomial coefficients
(70)
k∑
i=0
(
k(2m− 2)− ℓ
i, i, k − i, k − i− 1, k . . . k, k − 1 . . . k − 1
)
,
where the number of k’s in the string k . . . k above is 2m−2−ℓ−1, and the number
of k − 1’s in the string k − 1 . . . k − 1 above is ℓ − 1. When we simplify (70) and
divide by (k(2m− 2)− ℓ)!, we obtain 12
(
2k
k
)
kℓ/(k!)k(2m−2), as desired. 
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