Elastic scattering cross sections for 65 MeV neutrons have been measured for natural targets of C, Si, Cd, Fe, Sn, and Pb at laboratory angles from 6' to 45'. A unique, compact detection system consisting of a CHq (proton) converter and large-acceptance, wire-chamber-based, recoilproton telescope is utilized for the measurements. The data are compared with macroscopic optical model potentials derived from proton scattering. In addition, comparisons with the microscopic optical model potentials, those of 3eukenne-Lejeune-Mahaux and Yamaguchi-Nagata-Matsuda, 
I. INTRODUCTION
Measurements of neutron elastic scattering at 65 MeV are presented for natural targets of C, Si, Ca, Fe, Sn, and Pb from 6 to 45 . The present work extends the energy range of the few measurements done at 30 and 40 MeV at Michigan State University (MSU) [1 -3] in the early eighties. The study of the energy dependence of eHective interactions in microscopic optical model potentials, the dependence of the imaginary potential in the phenomenological model, Coulomb effects, and charge symmetry are [4) some of the theoretical motivations for neutron scattering measurements at higher energies.
Phenomenological optical model potentials (OMP's) have been used extensively in the analysis of neutron scattering data at lower energies, and reasonably good fits to the data have been obtained by using global optical model parameter sets which have a well behaved dependence on the incident energy (E) and the A and Z values of the target nucleus. Improvements in the fits to the data can be obtained with parameters that deviate from those prescribed by the global sets. However, higher-resolution nucleon scattering data available at lower energies (( 25 MeV) have shown the limitations of the phenomenological OMP's. Hodgson [5] in his review of the phenomenological optical potential has discussed the need for further parametrization of the potentials in order to reproduce the fine structure observed in proton scattering data and high-resolution neutron total cross sections. Microscopic [6 -8] OMP's have been tested [9 -12] extensively against a large body of proton and neutron elastic scattering and analyzing power data in the last ten years and over a wide range of incident energies below 30 MeV and mass numbers between Li and Pb. These potentials are described by a one-step folding model of an effective two-body interaction derived from a free nucleonnucleon potential and the nuclear density. Quite good agreement with the measurements has been obtained with no more than two or three parameters which show a smooth dependence on energy (E) and mass number (A).
In the present work, the measured neutron angular distributions at 65 MeV are compared to calculations with phenomenological and microscopic OMP's. The macroscopic optical potentials of Watson, Singh, and Segel [13] , Becchetti-Greenlees [14] , Comfort-Karp [15] , Schwandt et aL [16] , and Schutt et aL [17] were used in the phenomenological OMP calculations. The microscopic optical model calculations were done for the potentials of Jeukenne-Lejeune-Mahaux [7] and Yamaguchi-NagataMatsuda [8] . The quality of the agreement with the data for the phenomenological and microscopic OMP s is discussed in the paper.
II. EXPERIMENT
The 65 MeV elastic neutron data were measured using the compact detection system [18] at Crocker Nuclear Laboratory on the campus of the University of California at Davis. The system [18) (Fig. 1) was originally developed for (n, n'x) measurements. For the latter, time of Bight is dificult to use, because elastic scattering of the lower-energy tail (or continuum) of the neutron beam spectrum falls in the same energies as the (n, n'x) continuum. The neutron beam is produced by Li(p, n) Be CH2 converter. The energy of the scattered neutron is found &om the angle of the n-p conversion and &om the energy of the recoil proton as measured in a large-area (30 x 15 cm2) NaI(T1) detector. (Nonrelativistically, E~= E"cos8"~. ) The overall resolution of the spectra (2.7 MeV) is a result of the combined effects from the neutron beam's resolution, energy losses in the converter, the resolution of the NaI(T1) detector, and uncertainties in the proton's recoil angle. The last is due primarily to the size (adjustable by collimator inserts, but usually 2 x 4 cm2 or 2 x 2 cmz) of the target beam spot and target-detector distance. The predicted resolution is 2.4 MeV as expected from nearly equal contributions from the above four effects [18, 19] . The resolution difference is attributed largely to uncertainties in the response map of the E detector which is an important factor in the energy resolution. As shown in Fig. 1 The "veto" chamber in &ont of the converter was used to veto charged particles.
The targets were fairly thick, having a fractional interaction probability in the range 15 -21%, except for Si which was calculated to be 25% and measured to be 27% (using the beam attenuation method). The neutron beam is monitored using a recoil-proton telescope at 8 m &om the Li target, with the integrated charge of the proton beam deQected into a Faraday cup serving as a secondary monitor.
In the data analysis, time-of-Hight (TOF) cuts are used to delineate and separate neutron beam peak from beam tail events. Cuts on AE vs E spectra allow separation of protons &om deuterons and tritons. The latter are produced by C(n, d) and (n, t) reactions in the CH2 converter. Figure 2 shows some extracted neutron energy spectra. The energy dependence of the (more convenient)
Binstock n pparam-etrization [20] was used in the conversion of proton to neutron spectra. This parametrization [20] was used in the conversion of proton to neutron spectra. This parametrization differs by ( 3% f'rom values based on the more recent Amdt phases [21] , which are used to provide absolute cross section normalization. The data were corrected for nuclear interactions in the NaI, for the eff'ects of attenuation and multiple scattering in the target, for the angular resolution of the systern, and for those low-lying excited states which were not resolved &om the elastic peak. For the last correction, (p, p') cross sections were used to provide strengths of the low-lying states and DWUCK4 was used to convert these to (predicted) (n, n') cross sections. Typically the net correction applied to a given data point was a few percent or less, although for a few points the correction was at the 10% level. Data were also taken with no target to measure the background, which in all cases was minimal. More details are given by Hjort [22] .
A CHz target was used to observe tH(n, n) H scattering ( Fig. 2) for normalization purposes. Except at forward angles the~H(n, n) H peaks are kinematically separated in energy from the C(n, n)~zC peaks. In any case, data taken with a C target were subtracted from the CH2 spectra, yielding the~H(n, n)tH spectra. The cross section for~H(n, n) H at 65 MeV obtained from Ref. [21] [17] OMP, which was obtained by fitting exclusively neutron scattering (13.5& E"&40 MeV) and total cross section (2 & E"&250 MeV) data from issPb, fits the measurements reasonably well only up to 18 .
Microscopic OMP's
The comparisons of the measured angular distributions with the calculations using the Jeukene-Lejeune-Mahaux [7] (JLM) and Yamaguchi-Nagata-Matsuda [8) [24] .
The FNM potential calculates the OMP in infinite nuclear matter &om the Hamada-Johnston nucleon-nucleon interaction [25] using the BHF approximation. Only the real part of the SO potential is calculated in addition to the central potential. Calculations of the neutron and proton analyzing power using the YNM spin-orbit interaction (real, energy and density dependent) compare well [12] with the results obtained with the MBY interaction.
The nuclear density for the neutrons was assumed to be proportional (N/Z) to the proton density. Point-proton densities were obtained by deconvoluting the electron charge density obtained &om electron scattering measurements [26] . For the zosPb(n, n) angular distributions, the proton density used in this calculation was taken Rom the measurements of Hoffman et al. [27] , with a neutron skin of 0.14 fm. Fig. 4 . The values are listed in Table   I [28] for Jv for i C, Si, and 4oCa, which were obtained from (n, n) scattering up to 40 MeV. For Si and Ca the agreement is better than 5%%uo, while for C it is around 10'%%uo.
Winfield et aL [28] discussed the charge symmetry breaking (CSB) in the mean nuclear field. This has been suggested by the Nolen-SchifFer or Coulomb anomaly [29] , which is that binding energies in mirror nuclei are larger by 5 -10'%%uo than the values calculated taking into account the effects of the Coulomb interactions. The anomaly indicates that V " is stronger than Vzz. Negele [30] calculates that the CSB effect would arise Rom the difFerence in the single-particle potential felt by a valence neutron and a valence proton (the neutron feels a more attractive potential than the proton, the difference corresponding to a volume integral of J = -19 MeV fm for 4oCa). Winfield (4) where J"and J& are the neutron and proton volume integrals of the real central potential and J' is obtained by correcting J" for the Coulomb shift 6 E~, which the authors calculate following the prescription of DeVito et ol [3] . They 22 + 29 Me V fm depending on which (n, n) data they included in the derivation of the J value for this nucleus. Because of the above-quoted uncertainties and the uncertainties in the corrections due to coupling effects and core polarization, it does not seem meaningful to quote an average value for J from the present data.
IV. CONCLUSIONS
The analysis of the neutron scattering &om C, Si, Ca, Fe, Sn, and Pb at 65 MeV was done with global phenomenological [13 -17] OMP's and with two microscopic OMP's, the JLM [7] and the YNM [8] 
