This study proposes an approach to follow-up question generation based on a populated domain ontology in a conversational interview coaching system. The purpose of this study is to generate the follow-up questions which are more related to the meaning beyond the literal content in the user's answer based on the background knowledge in a populated domain ontology. Firstly, a convolutional neural tensor network (CNTN) was applied for selecting a key sentence from the user answer. Secondly, the neural tensor network (NTN) was used to model the relationship between the subjects and objects in the resource description framework (RDF) triple, defined as (subject, predicate, object), in each predicate from the ConceptNet for domain ontology population. The words in the key sentence were then used to retrieve relevant triples from the domain ontology for filling into the slots in the question templates to generate potential follow-up questions. Finally, the CNTN-based sentence matching model was employed to choose the one most related to the answer sentence as the final follow-up question. This study used 5-fold cross-validation for performance evaluation. The experimental results showed the generation performance in the proposed model was higher than the traditional method. The performance of key sentence selection model achieved 81.94%, and the sentence matching model achieved 92.28%.
Introduction
With the advanced progress of artificial intelligence and deep learning technology, spoken dialog systems have been widely applied to various domains, which were generally divided into task-oriented dialog systems [1] and non-task-oriented dialog systems [2] - [3] . There have been many task-oriented dialog systems constructed in the past years, for instance, interview coaching, online shopping, hotel booking, ticket booking, customer service, etc. [4] - [5] . An interview coaching system tries to simulate an interviewer to provide mock interview practice simulation sessions for the users [5] . TARDIS [6] focused on emotional computing and aimed to improve the social skills of young people. Regarding the coaching system with a fixed scenario, MACH [7] analyzed a user's nonverbal behaviors and provided a summary feedback, indicating which nonverbal behaviors were needed to be improved. Although these coaching systems were used to improve user's interview skill, few of them considered follow-up question generation which were more related to the meaning beyond the literal content of the user's answer. In previous studies, most of the interview process in an interview coaching system was pre-defined. Preferably, if the system can ask the follow-up questions based on the background knowledge in a specific domain, the interviewee can practice their interview skills more realistically and effectively.
For follow-up question generation, Moore and Mittal [8] applied templates to generate follow-up questions. They predefined the types of text objects. The users could query and design question templates which considered three types of questions: "ask", "inform" and "recommend". Su et al. [9] adopted a pattern-based sequence-to-sequence (Seq2seq) model for follow-up question generation. Their experimental results showed that their proposed method outperformed the traditional word-based method and achieved a more favorable performance based on a statistical significance test.
The methods for constructing an ontology could be manual [10] , semi-automatic [11] , or automatic [12] . Khan and Kumar [10] employed the protégé tool to build an ontology. The manually developed ontology had high accuracy but was timeconsuming to complete. De Silva and Jayaratne [11] extracted ontologies and modeled them by using the Wikipedia XML database as the source, then manually modified it to meet their requirements. This approach also had high accuracy, but it needed a suitable universal ontology for domain-specific ontology extraction. Lin et al. [12] described an approach to automatically generate an ontology. They used the topic model to generate concepts and used semantic similarity measure to construct the hierarchical structure. The advantage was the ontology could be automatically built by text, but the weakness was the accuracy was lower than that of the manual method. Thus, a semi-automatic approach is suitable for the system in this study to construct a domain-specific ontology with high accuracy.
This study focused on the development and population of a domain ontology for follow-up question generation. The generated follow-up question based on the populated domain ontology was expected to consider the background knowledge beyond the literal content of the user's answer to make the follow-up question more vivid and close to a real interview. The block diagram of the proposed system is shown in Figure 1 .
The main contributions of this study are summarized as follows. First, this study used the CNTN-based sentence selection model to select the most appropriate sentence of interviewee's answer as the key sentence. Second, based on the selected key sentence, this study used the key terms with higher term frequency in the collected interview coaching database to construct a domain-specific ontology based on the ConceptNet, which was constructed to give computers access to commonsense knowledge. A triple in the ConceptNet is a set of three entities that codifies a statement about semantic data in the form of subject-predicate-object expressions, denoted as Copyright © 2019 ISCA
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September 15-19, 2019, Graz, Austria (subject, predicate, object). If a key term is in the ConceptNet, this study extracts the triples containing the key term for semantic slot filling. If the key term is not in ConceptNet, this study searches the suitable triples containing the key term by using the NTN-based ontology population model to populate the interview domain ontology. Third, this study used the CNTN-based sentence similarity matching model to generate the follow-up question.
Database collection
In order to construct an interview coaching system, this study invited twelve participants to collect the interview coaching database. The question types and topics for the interviews were related to the graduate school admission interview. During database collection, every two participants, one serving as the interviewer and the other as the interviewee, had the freedom to complete the interview without using predesigned questions. The interviewee was assigned a random identity to simulate the real situation. In the collected interview coaching database, there were two different questions, namely, ordinary questions and follow-up questions. Ordinary questions were the questions not related to the previous question or interviewee's previous response, while the follow-up questions were asked based on the interviewee's previous response to elaborate the initial response. Finally, 260 dialogs with 1,754 ordinary questions and 1,262 follow-up questions were collected to form the interview coaching database, as shown in Table 1 . Besides, this study collected the RDF triples from the ConceptNet which included 362,414 triples and 19 predicates. For constructing a domain ontology, this study used the key terms (6,070 words) with high term frequency in the interview coaching database to extract the triples from the ConceptNet to form an initial domain ontology. After domain ontology extraction, this study found that there were 26 key terms not in the ConceptNet. These key terms were needed to be populated to the initial ontology. This study also invited twelve participants to generate the follow-up questions based on the interviewee's answers and the triples with the subjects or objects included in the answer. These follow-up questions based on the interviewee answers and triples formed an ontology-based answer-follow-up question (A-F) pair database. Finally, this study collected 6,943 A-F pairs.
System framework

Key sentence selection
As the interviewee's response generally contains many sentences, it is challenging to find the most appropriate one as the target sentence for follow-up question generation. This study used the CNTN-based [13] sentence selection model to solve the problem. The CNTN is composed of a convolutional neural network (CNN) [14] and a neural tensor network (NTN) [15] , as shown in Figure 2 . The CNN is used to encode the sentences of the question and the response, and the NTN is used to learn the relationship between the question and the response sentences. Given a sentence s, this study used Word2Vec continuous bagof-words (CBOW) algorithm [16] to obtain the word embedding vector for each word w in sentence s. Then the word vector was used to obtain the input matrix × , where denotes the sentence length. Next, a convolutional layer was obtained by convolving a matrix of weights × with the matrix of activations at the layer below, where m was the filter width. Given a value k and a row vector , this study used k-max pooling to select the subsequence of the k highest values of p. The k-max pooling operation made it possible to pool the k most active features in p. The final output of CNN was a vector , which represented the embedding of the input sentence s. Given a sentence of interviewee's response q and a sequence r where r was formed by the interviewee's response in sequence, this study modeled and by using the CNN. Then the tensor layer calculated the relevance score of a question-response pair by (1) .
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where f was a standard nonlinearity applied element-wise, × , , , [ : ] × × was a tensor and the bilinear tensor product [ : ] resulted in a vector , where each entry was computed by one slice = 1, … , of the tensor = . This study selected the sentence with the highest maching score from the interviewee's response as the key sentence by using the CNTN-based target sentence selection model. The selected sentence was then used for ontology population and follow-up question generation. Figure 2 : CNTN-based target sentence selection model.
Ontology extraction and population
To build a reliable domain ontology, it is necessary to rely on the existing universal ontology for its high accuracy. Firstly, this study used the follow-up questions in the interview coaching database to find the words with high term frequency (TF) as the key terms. In this study, stop words were removed. In this study, the follow-up questions were regarded as the documents in which 104 words were extracted as the key terms. Besides the 104 words, this study additionally considered 5,966 Chinese frequently-used words as the key terms. Finally, 6,070 words were defined as the key terms in this study. Then, the key terms were used to extract the triples from the ConceptNet to form an initial ontology. There were 26 words which were not found in the ConceptNet. Thus, these 26 words were considered as the terms needed to be populated to the initial ontology.
For ontology population, this study trained 19 NTN-based triple population models for 19 predicates in the ConceptNet, as shown in Figure 3 . For training 19 NTN-based triple population models, the subject and object of the triples were transformed into word vectors as the inputs of the NTN model. Then every two words of the key terms along with a predicate were verified to check if they can form a triple using the trained NTN models.
Figure 3: Ontology triple population process.
To construct reasonable triples, it is needed to select suitable subjects and objects for ontology population. This study used the part of speech (POS) tag and attribute based on the E-HowNet [17] to solve this issue. According to the statistical distribution for the subjects and objects of each predicate, this study only considered the words that matched the top three POS tags and attributes in each predicate. For instance, the top three POS tags of the subjects of "AtLocation" predicate were Nab (countable individual nouns), Naa (uncountable entity nouns) and Nad (uncountable non-entity nouns) and the top three attributes were telic, predication and location. If the POS tag of a new word was Nab or the attribute of a new word was location, the new word was tested as the subject for the "AtLocation" predicate model. The complexity of the input words was reduced through this approach and more reasonable triples were obtained.
Sentence similarity matching
After key sentence selection, this study selected the key sentence for follow-up question generation. This study also extracted all relevant triples with the key terms of the sentence from the domain ontology. Then this study used relevant triples to generate follow-up questions based on the question templates and used the CNTN-based sentence matching model to choose the most suitable follow-up question, as shown in Figure 4 . For example, the key sentence was " 
Experimental results and discussion
Key sentence selection
In this study, the CNTN model was applied to model the relation between each answer sentence and the entire answer turn. The training data was tagged as relevant and irrelevant by five participants. To ensure the consistency, relevant data were needed to be tagged by at least three people. Through this tagging approach, totally 5,112 training data were collected, including 2,814 relevant data and 2,298 irrelevant data. In this study, five-fold cross validation was applied to evaluate the effect of different methods. First, this study evaluated the effect of different CNN filter numbers and NTN tensor dimensions of the CNTN model to select the parameters with best performance. According to the experimental results, the highest accuracy of the CNTN model was 81.94% when the filter number was 32 and the tensor dimension was 3, as shown in Figure 5 . Then this study evaluated the performance of CNTN model and the traditional TFIDF with cosine similarity method.
Cosine similarity is a measure of similarity between two nonzero vectors of an inner product space. In this study, TF-IDF values were used to form the sentence representation vector, then cosine similarity was calculated to measure the value between the two sentence vectors. The experimental result showed that the accuracy of CNTN was 81.94% and the accuracy of TFIDF with cosine similarity method was 56.06%. The CNTN outperformed the method using TFIDF and cosine similarity. 
Ontology triple population
For triple population, this study evaluated 19 NTN models for 19 predicates of the ConceptNet. First, five-fold cross validation was applied to evaluate the performance of 19 NTN models with different tensor dimensions. The experimental results are shown in Figure 6 .
Then, this study compared the NTN model with the linear model and bilinear model, as shown in Figure 7 . The average accuracy of NTN model was 76.59%, the average accuracy of linear model was 74.95% and the average accuracy of bilinear model was 76.03%. The experimental results showed that the performance of the NTN model was better than the linear model and bilinear model. However, the linear model performed the best on the predicates "CapableOf" and "DerivedFrom", and the bilinear model performed the best on the predicates "Causes", "Desires" and "MotivatedByGoal". After training the NTN models, this study applied the words with high TF in the interview coaching database for ontology population. The experiments were conducted on the data of three types. The first type was the triples consisting of 150 selected words; the second type was the triples consisting of 100 selected words; the third type was the triples consisting of 50 selected words. The words used in the three types were selected based on the term frequency of the words. In these three types, there were new terms which did not exist in the ConceptNet and were needed to be populated to the ontology. Then every two words in each type selected randomly were fed into the NTN models for ontology population. Finally, subjective evaluation was applied to evaluate the accuracy of the populated triples. In the first type, the number of populated triples was 141, in which only 93 triples were suitable for population (accuracy was 65.96%). In the second type, the number of populated triples was 95 and only 67 triples were suitable for population (accuracy was 81.05%). In the third type, the number of populated triples was 12 which were all suitable for population (accuracy is 100%). The experimental result showed that the proposed method was suitable for automated triple population when a small number of words was needed to populate.
Sentence similarity matching
After all relevant triples of the key terms without stop words were found in the sentence, this study used the relevant triples to generate follow-up questions based on the question templates and used the CNTN model to choose the one most related to the user's answer sentence as the follow-up question. Five-fold cross validation were applied to find the best setting for the CNTN model. The experimental result showed that the CNTN model had the best performance when the CNN filter was 16 and the tensor dimension was 4. This study also compared the CNTN model and the traditional TF-IDF with cosine similarity model. The accuracy of CNTN model was 92.28% and the accuracy of TF-IDF with cosine similarity model was 51.59%. The performance of CNTN model outperformed the traditional model.
Conclusions
This study proposes an approach to follow-up question generation based on a domain ontology in a conversational interview coaching system. Firstly, a CNTN was applied for selecting a key sentence. Secondly, the NTN was used to model the relationship between the subjects and objects in a RDF triple for each predicate in the ConceptNet, and the NTN model was also used to populate the ontology. After extracting the words in the key sentence to query the ontology for relevant triple retrieval, these retrieved relevant triples were filled into the slots in the question templates to output the potential follow-up questions. Finally, this study employed the CNTN-based sentence matching model to choose the one most related to the answer sentence as the final follow-up question. This study applied 5-fold cross validation for evaluation. The experimental results showed that the proposed methods outperformed the traditional methods. In the future, this study will collect more interview data on different domains to construct the ontology in different domains. Besides, this study hopes to record the user's learning process to improve the system performance.
