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Abstract 
Social area classification focuses on segmenting geographical units into groups 
based on the socio-economic characteristics of their residents. 15 
 
The benefits of geodemographic classification systems for informing health 
intelligence are increasingly being exploited. In this paper, we present a 
framework for evaluating the usefulness of geodemographic segmentations. We 
embark on a demonstration to compare six classification systems at our 
disposal. 
 
Alongside Lorenz curves, we have also employed a statistic called the Gini-
coefficient. We use this to measure discriminatory power for each of the 
different systems for four health conditions including admissions for Asthma, 
Coronary Heart Disease (CHD), Chronic Obstructive Pulmonary Disease 
(COPD) and Diabetes.  
 
We also attempt to use some other factors to define usefulness of a system 
and conclude that each system has its pros and cons.  
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Introduction 
The rise of population and consumer segmentation systems in countries like 
Britain and America has been greatly influenced by the appreciation of these 
systems within the commercial industry. The transition from mass marketing to 
niche marketing contributed greatly to the growth 8, 4 with numerous commercial 
companies opting for target-marketing and adopting intelligent mail-shot 
systems.  
 
With quite a number of classifications now available, the choice of the system 
to adopt becomes difficult for many users. For obvious reasons, most vendors 
claim to have the best system for almost any purpose. This may not be true as 
there is a relationship between the purpose of a classification and the variables 
it encapsulates. 7 The onus therefore rests on the user of the system to decide 
on what to use and what not to use. 
 
In this paper, we present a comparative analysis of a number of classification 
systems. We have used data from the national Hospital Episodes Statistics 
(HES). Admissions for Asthma, Coronary Heart Disease (CHD), Chronic 
Obstructive Pulmonary Disease (COPD) and Diabetes were explored using 
each of the six classification systems at our disposal.  
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Methods 
Area typologies have provided room for informed decision making within the 
public sector. 4 Some arena’s where area classifications continue to function 
include community safety and policing 1, education 13, 16, regional planning and 
development 2 and public health. 12, 14 Most systems are created in hierarchical 
structures meaning that the number of clusters at various hierarchies differs.  
 
Aside the cost of purchase, a number of other important issues can be 
considered when evaluating geodemographic systems. These issues include: 
• The use for which the system is intended 
• The input variables 
• Knowledge of clustering algorithm used 
• The discriminatory power of the system 
• The predictive power of the system 
 
Some of these issues have been examined briefly in this paper with particular 
focus on discriminatory power.  Discriminatory power quantifies how well a 
system measures the within-population variation of the rates or concentration of 
a target characteristic/variable relative to a base population. The use of Gini-
coefficient and Lorenz curves has been suggested as a useful measure for 
assessing this discrimination. 9, 11   
 
Datasets 
Hospital Episodes Statistics (HES) is a data warehouse containing information 
about patients treated by NHS providers in England. It is mainly populated from 
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routine data flows exchanged between providers and commissioners. The 
database is very detailed and dates back to 1989/1990.  
 
From the HES database, the conditions were identified using: 
Primary diagnosis codes: -  
Asthma ICD10 :  J45, J46 
CHD ICD10 :  I20-I25 
COPD ICD10 :  J40-J44 
Diabetes ICD10 :  E10-E14 
 
A count of finished admissions was used for each patient. A finished 
admission episode is the first period of in-patient care under one consultant 
within one healthcare provider. Admissions do not represent the number of in-
patients, as a person may have more than one admission within the year. In this 
paper we have explored admissions for three years; 2003/2004, 2004/2005 and 
2005/2006. The admission conditions analysed include Asthma, Coronary Heart 
Disease (CHD), Chronic Obstructive Pulmonary Disease (COPD), and 
Diabetes. 
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Table 1 presents a comparison of the features of the six geodemographic 
systems which were used to analyse the health statistics at our disposal.   
 
Indexing 
Indexes are widely used in geodemographic analysis to create an 
understanding of patterns. They make it possible to quantify how under-
represented or over-represented a variable is within a base population. In other 
words, indexes are useful measures of demand. 
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In this exercise, we have derived the average number of admissions for each 
available postcode within the HES database across three years (2003/2004, 
2004/2005 and 2005/2006). Each postcode was subsequently linked with its 
corresponding geodemographic type allowing us to aggregate admissions by 
geodemographic clusters. This was done for each health condition and at all 
available hierarchies of the different classification systems. Unclassified clusters 
were not included in the analyses. 
 
The indices for each health condition were calculated by relating the 
propensity of admissions for such condition by geodemographic cluster with the 
base population. An index of 100 represents the U.K. national average based 
on aggregate national data. A value greater than 100 indicates that people living 
within such neighbourhood have a higher likelihood of been admitted for the 
health condition while an index lower than 100 indicates a lower likelihood. 
 
Quantifying discriminatory power 
The Gini coefficient is often used to measure the degree of concentration of a 
variable within a distribution of its elements. The coefficient allows a graphical 
comparison of inequality using a Lorenz curve. Values for the Gini coefficient 
range from 0, where there is perfect equality, and 1, where there is perfect 
inequality. The Gini represents an expression of the area located between the 
line of perfect equality and the Lorenz curve. 
 
The use of this measure and the Lorenz curves has been questioned in 
certain quarters but Leventhal 9 describes it as a method which can help 
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mitigate the challenges posed by numerical methods of comparison. Specifically 
he suggests numerical methods ‘cannot evaluate the usefulness of a 
discriminator’ and may not be able to control for the different number of clusters 
characteristic of different classifications. 
 
In this exercise, we have derived our gains charts by calculating the index as 
described above. This index, an indicator of ‘need’ has been used to sort the 
percentage of each health condition and base populations in descending order 
(see Table 2). 
 
Table 2  A profile report re-ordered for OAC 
 
 
                                             
The profile and base percentage values were subsequently accumulated and 
used to derive the Gini co-efficient and gains charts. For the Gini, we have 
adapted the following formula suggested by Brown3. 
 
 
Where  
G is the value of the Gini coefficient 
k is the number of data points for the profile and base populations 
y is the profile population for a selected geodemographic cluster 
x is the base population for the selected geodmeographic cluster 
Index OAC Super Group Profile (%) Base (%)
139 5 13.82 9.95 
105 1 17.68 16.83 
99 2 4.26 4.29 
98 7 12.34 12.65 
94 6 17.89 18.99 
92 4 22.16 23.96 
89 3 11.85 13.33 
                 K = 1 
G = 1 – ∑ (yi+1 + yi)(xi+1  –  xi) 
                 i = 0 
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Figure 1  Lorenz curve for Mosaic at tier 2 
 
We have also tried to adapt the suggestion of Brown3 about the area between 
the Lorenz curve and the line of perfect equality. He wrote as follows: 
 
‘Defined graphically, the Gini coefficient formally is measured as the area 
between the equality curve and the Lorenz curve, divided by the area under the 
equality curve.’  
 
From this suggestion we deduce that the area between the Lorenz curve and 
the line of perfect equality is half the value of the Gini coefficient. 
It has been suggested by Callingham 5 that the value of this area can be plotted 
against the number of clusters for each classification system to provide a 
graphical comparison of discrimination. We have multiplied the value of each 
area (A) by 100 to convert it to a percentage. 
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Results 
One of the major challenges of this exercise is the fact that we are comparing 
discriminators which do not have equal number of clusters (see Table 1). It may 
be argued that classification systems with more clusters are likely to provide 
greater detail of discrimination.  
To address this problem we chose to explore the classifications by looking at 
the mutual interdependence of the different cluster levels. Figures 2, 3, 4 and 5 
provide charts which compare the area (A) derived from the Gini and Lorenz 
curves with the number of clusters. For each system, the value of A appears to 
increase with increasing number of clusters.  
 
Figure 2  Asthma admissions: relationship between cluster levels 
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Figure 3  CHD admissions: relationship between cluster levels 
 
 
Figure 4  COPD admissions: relationship between cluster levels 
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Figure 5  Diabetes admissions: relationship between cluster levels 
 
The other important issue to keep in mind about the number of clusters relates 
to visualisation. Too many subdivisions make mapping less aesthetically 
pleasing and difficult to interpret. Martin Callingham, a visiting professor at 
Birkbeck, University of London and geodemographic expert suggests that an 
ideal number of subdivisions for hierarchical classifications would be about 6 
clusters at the lowest level, about 20 clusters at the next level and about 50 
clusters at the highest level of aggregation. 
 
Discussion 
As depicted in Table 1, the sources of data which go into these classification 
systems are varied. Apart from the 2001 census, practically all other sources 
are life-style related. For obvious competitive reasons, these databases are not 
made publicly/freely available by the marketing outfits which conduct the 
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surveys. It is difficult to evaluate the quality of the data sources. The addition of 
two variables suggesting similar information only results in redundancy. 
 
The scale at which some of the life-style surveys are conducted is also not 
very clear. Indeed, combining data harnessed at different scales can pose its 
own problems giving rise to need for generalisations. Such generalisations can 
result in loss of potentially useful information. 
 
We do not suggest that data from multiple sources reduce the quality of a 
classification system. Indeed they can provide useful information not covered by 
questions asked in the Census. However variables should only be included if 
there is a good reason for their presence and they do not mask important 
patterns of other variables. 10, 6 Since we know that the variables which are 
used to build a system can suggest its primary purpose, we believe that 
knowledge of these variables can also refine the interpretations of results of 
analysis conducted with the systems.  
  
We may not be able to fully evaluate the methodology used to arrive at the 
clusters of many of the commercially available segmentations. However one of 
the clues that may prove useful in identifying the clustering algorithm is the 
presence or absence of unclassified groups. 
 
Hierarchical agglomerative methods such as Ward’s method, centroid 
clustering method, within and between group linkage methods have the ability 
to create multiple solutions. 6 These methods do not require the specification of 
the number of clusters from the start of implementing the clustering algorithm. 
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This means when using these methods, there is a probability that a case (e.g. 
output area or postcode) may not be allocated to a particular cluster if its 
behaviour is deemed too different to all the clusters. A short-coming of these 
methods is their inability to cope with very large datasets. 
 
In the case of iterative relocation methods such as K-means, there is usually 
the need to specify a particular number of clusters from the beginning. It has the 
characteristic of allocating every case to a cluster. K-means is about the most 
popular method employed in the creation of geodemographic systems because 
of its efficiency and capability to handle large datasets. 
 
The likelihood therefore is that the classifications with unclassified zones 
(People and Places, Acorn and Mosaic) may have employed a hierarchical 
agglomerative method while those which have all zones classified (OAC, Health 
Acorn and Personicx-Geo) may have adopted K-means clustering. However, it 
is possible to use K-means and still have some zones unclassified. If there are 
a total of n cases and a few zones (x) have been identified as too different or 
can not be seen to align themselves to any clusters, they can be exempted and 
the algorithm can be applied to n – x cases.  
 
We have used the Lorenz curves to measure how well the systems 
discriminate for differences within the population. In Figure 1, the horizontal axis 
represents the accumulated percentage of the population. These have been 
ranked in accordance with the percentage of the admissions population for each 
condition as represented by the curves. Since admissions are unevenly 
distributed (i.e. inequality exists), the curve shifts away from the diagonal line of 
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perfect equality. The larger the area between these two lines, the better a 
system can uncover the differences within the population. 
 
We observe that for each system, discrimination improves with increasing 
number of clusters. For instance, OAC records values of 3.5, 4.5 and 5.5 for 
cluster levels one, two and three respectively for diabetes admissions. For the 
same condition, People and Places records values of 4.5, 5.5 and 6.5 for each 
of the three cluster levels respectively. 
 
 However when compared against each other we observe that the notion that 
more clusters provide greater discrimination may not always be true. In the case 
of asthma admissions five of the six systems (excluding Mosaic) record values 
of 6.5 at the second level of aggregation even though the number of clusters for 
each system at this level of aggregation varies. People and Places has 40 
clusters and Acorn has 17 clusters. If these two systems can discriminate for 
the same health condition at equal magnitude and the number of clusters 
contained in one is more than twice the other, then it makes sense to opt for the 
system with fewer clusters (for that particular health condition) to reduce the 
complexity of mapping and interpretation.  
 
One of the systems (Mosaic) seemed to be consistent in its high 
discriminatory power relative to the others for conditions which appear to be 
prevalent amongst older populations. This was however not the case for asthma 
admissions. For instance at the first level of aggregation, OAC comprises 7 
clusters resulting in a discriminatory value of 6 while Mosaic’s 11 clusters 
account for a value of 5. This raises a question – ‘Is Mosaic discriminating for 
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age’? To address this question, the entire exercise may have to be conducted 
using age standardised populations. 
 
Conclusions 
We have provided a review of the potential of geodemographic classification 
systems for health.  We have also tried to evaluate the usefulness of these 
systems by examining their discriminatory power.  
 
Our findings suggest that no one system supersedes the other as different 
systems have their benefits and/or shortcomings. In addition to how well 
systems uncover inequality, the use to which they are to be put, knowledge of 
input variables and other embedded analytics can be considered when deciding 
which system to use. Future directions to this work will consider using age 
standardised and possibly income (deprivation) populations to investigate the 
patterns of hospital admissions, discriminatory and predictive power.  
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