This paper examines several relations between software testing criteria, exploring whether for each relation R and each pair of criteria, C 1 and C 2 , R(C 1 ; C 2 ) guarantees that C 1 is better at detecting faults than C 2 according to various probabilistic measures of fault-detecting ability. It is shown that the fact that C 1 subsumes C 2 does not guarantee that C 1 is better at detecting faults. Relations that strengthen the subsumption relation and that have more bearing on fault-detecting ability are introduced.
Introduction
Over the last several years, researchers have de ned a wide variety of software testing techniques, studied their properties, and built tools based on some of them. Recently, there has been increasing interest in the question of how techniques compare to one another in terms of their ability to expose faults.
Aspects of this problem have been addressed through experiments 2], simulations 1, 7] , and analysis 9, 14] . While these approaches o er certain insights, the results lack generality, either because of the inherent nature of experimentation and simulation, or because of the assumptions underlying the simulations and analyses. In particular those simulations and analyses 1, 7, 14] investigated criteria that partition the input domain of the program into disjoint subdomains. In this paper, we analyze the more realistic situation in which the criteria divide the input domain into overlapping subdomains. We characterize various relationships between criteria, and show circumstances under which we can conclude that test suites chosen using one criterion are more likely to expose faults than test suites chosen using another. We also apply these results to compare well-known control ow based and data ow based techniques.
Subsumption has frequently been used to compare criteria. Criterion C 1 subsumes criterion C 2 if every test suite that satis es C 1 also satis es C 2 . In this paper, we show that according to three probabilistic measures of fault-detecting ability, the fact that C 1 subsumes C 2 does not guarantee that C 1 is better at detecting faults than C 2 . These measures are related to two di erent test data selection strategies. We also explore the question of how the subsumes relation can be strengthened in order to obtain a relation that has more bearing on fault-detecting ability. We de ne two natural relations, covers and partitions, each of which is stronger than subsumes, and show that, in the worst case, neither of them provide much additional insight into fault-detecting ability. Finally, we de ne two variations of these relations, properly covers and properly partitions, and prove that when C 1 properly covers or properly partitions C 2 , C 1 is guaranteed to be better at detecting faults than C 2 when assessed using certain reasonable probabilistic measures.
Preliminary De nitions
A multi-set is a collection of objects in which duplicates may occur, or more formally, a mapping from a set of objects to the non-negative integers. We shall delimit multisets by curly braces and use set-theoretic operator symbols to denote the corresponding multi-set operators, throughout. For a multi-set S 1 to be a sub-multi-set of multi-set S 2 , there must be at least as many copies of each element of S 1 in S 2 as there are in S 1 .
Therefore, f0; 1; 1g f0; 1; 1; 1g, but it is not the case that f0; 1; 1g f0; 1; 2g.
A test suite is a multi-set of test cases, each of which is a possible input to the program. Many systematic approaches to testing are based on the idea of dividing the input domain of the program into subsets, called subdomains, then requiring the test suite to include elements from each subdomain. These techniques are sometimes referred to as partition testing, but in fact, most of them subdivide the input domain into overlapping subdomains, and thus do not form a true partition of the input domain. In this paper, we will refer to such strategies as subdomain-based testing. In subdomain strategies based on the program's structure, each subdomain consists of all elements that cause a particular code element to be executed. For example, in branch testing, each subdomain consists of all inputs that cause execution of a particular branch; in path testing, each subdomain consists of all inputs that cause execution of a particular path; in data ow testing using the all-uses criterion, each subdomain consists of all inputs that execute any path from a particular de nition of a variable v to a particular use of v without any intervening rede nition of v. Other subdomain-based testing strategies include mutation testing, in which each subdomain consists of all inputs that kill a particular mutant; speci cation-based testing techniques, in which each subdomain consists of inputs that satisfy a particular condition or combination of conditions mentioned in the speci cation; and exhaustive testing, in which each subdomain consists of a single point. In most of these strategies, most programs and speci cations give rise to overlapping and duplicate subdomains.
A test data adequacy criterion is a relation C Test Suites Programs Speci cations, that, in practice, is used to determine whether a given test set T does a \thorough" job of testing program P for speci cation S. If C(T; P; S) holds, we will say \T is adequate for testing P for S according to C", or, more simply, \T is C-adequate for P and S".
A testing criterion C is subdomain-based if, for each program P and speci cation S, there is a non-empty multi-set SD C (P; S) of subdomains (subsets of the input domain), such that C requires the selection of one or more test cases from each subdomain in SD C (P; S). If C requires the selection of more than one test case from a given subdomain, they need not be distinct. In general, SD C (P; S) is a multi-set, rather than a set, because for some criteria it is possible for two di erent requirements to correspond to the same subdomain. For example, the same set of test cases might cause the execution of two di erent statements, and hence appear twice in the multi-set of subdomains arising from the statement testing criterion. Depending on the details of the criterion and the test selection strategy, it may then be necessary to choose test cases from such a subdomain more than once. Note that since SD C is assumed to be non-empty and at least one test case must be chosen from each subdomain, the empty test suite is not C-adequate for any subdomain criterion. Subdomain-based criterion C is said to be applicable to (P,S) if and only if there exists a test suite T such that C(T; P; S) holds, and C is universally applicable if it is applicable to (P; S) for every program/speci cation pair (P; S). Note that since the empty test suite is not C-adequate, C is applicable to (P; S) if and only if the empty subdomain is not an element of SD C (P; S).
Throughout this paper all testing criteria discussed will be universally applicable subdomain-based criteria, unless otherwise speci cally noted. In fact, many of the criteria that have been de ned and discussed in the software testing literature are not universally applicable. In path-based or structural criteria, this occurs because infeasible paths through the program can lead to testing requirements that can never be ful lled (represented by empty subdomains belonging to SD C (P; S)), while in mutation testing this occurs due to mutants that are equivalent to the original program. However, it is the universally applicable analogs of those criteria (obtained by removing the empty subdomain from SD C (P; S)) that are actually usable in practice. It is important to note that the relationship between the universally applicable analogs of criteria may be different than that between the original criteria. For example, in 3] we de ned universally applicable analogs of the data ow testing criteria de ned in 12, 13] , and showed that while the all-du-paths criterion subsumes the all-uses criterion, the universally applicable analog of all-du-paths does not subsume the universally applicable analog of all-uses.
In order to illustrate some of our points with realistic examples, we review the de -nitions of several well-known criteria. Since some of these criteria are based on program structure, it is necessary at this point to make certain assumptions about the programs under test. We will limit attention to programs that are written in Pascal with no goto statements. 1 We will also assume that every program has at least one conditional or repetitive statement, and that at least one variable occurs in every Boolean expression controlling a conditional or repetitive statement in the program. We also require programs to satisfy the No Feasible Anomalies (NFA) property: every feasible path from the start node to a use of a variable v must pass through a node having a de nition of v. This is a reasonable property to require, since programs that do not satisfy NFA have the possibility of referencing an unde ned variable. Although the question of whether a given program satis es NFA is undecidable, it is possible to check the stronger, no anomalies property (NA), which requires that every path from the start node to a use of a variable v to pass through a node having a de nition of v. Furthermore, NA can be enforced by adding a dummy de nition of each variable to the start node. The all-edges criterion (also known as branch testing) requires that every edge in the program's ow graph be executed by at least one test case. Data ow testing criteria 8, 10, 11, 13] Notice that these criteria are not universally applicable; in fact, for many programs the all-p-uses and all-uses criteria are not applicable because some dua is not executable.
For example, any program having a for loop whose bounds are non-equal constants has an unexecutable dua involving the initialization of the counter variable and the edge exiting the loop. Such a dua is unexecutable because the only executable path from the de nition to the use traverses the loop at least once, and in so doing, rede nes the counter variable 3]. In the sequel we will use the terms all-edges, all-p-uses, and all-uses to refer to the universally applicable analogs of these criteria, unless otherwise speci cally noted.
A program satis es the no syntactic unde ned p-uses property (NSUP) if for every p-use of a variable v, there is a path from program entry to the p-use along which v is de ned. Rapps and Weyuker showed that for the class of programs that satis es NSUP, for the original (not universally applicable) criteria, all-p-uses subsumes all-edges. In 3], we showed that a stronger restriction on the class of programs considered is needed to make subsumption hold for the universally applicable analogs of the criteria. Namely, we required the no feasible unde ned p-uses property (NFUP), which requires that for every p-use of a variable v, there is an executable path from program entry to the p-use along which v is de ned. Since any program that satis es NFA also satis es NFUP, for the class of programs we are considering, all-uses subsumes all-edges.
Fault Detecting Ability of Subdomain Criteria
In this section, we de ne three probabilistic measures of the fault-detecting ability of a testing criterion. In 1, 7, 14] the probability that a test set generated to satisfy some subdomain-based testing strategy would expose a fault was compared to the probability that a randomly generated test set of the same size would expose a fault. In contrast, we are interested in comparing the probability that test sets generated to satisfy di erent subdomain-based strategies will detect at least one fault.
We will focus on two conceptually simple test selection strategies. The rst requires the tester to independently randomly select test cases from the domain until the adequacy criterion has been satis ed. The second strategy assumes that the domain has rst been divided into subdomains and then requires independent random selection of a predetermined number, n, of test cases from each subdomain. We assume throughout that the random selection is done using a uniform distribution. These strategies, Sel 1 and Sel 2 , are shown in Figure 1 .
Our analytical results on the fault-detecting ability of subdomain criteria are based on the assumption that test suites are selected using Sel 1 or Sel 2 . In practice it is rare to use either of these strategies, but rather something closer to a combination of the two. Typically a tester begins by selecting some test cases. Sometimes these test cases are chosen because the tester believes they have some particular signi cance, and sometimes they are chosen in a more ad hoc fashion. After some amount of testing, the tester checks to see which features of the program still need to be exercised in order to satisfy the criterion and tries to select test cases accordingly. This corresponds to selecting test cases from the appropriate subdomains in a manner similar to the second strategy. Thus, for example, one might select an all-edges adequate test suite by generating an initial test suite, checking to see which edges had not yet been covered, and then selecting test cases speci cally aimed at covering each of the edges that remain unexercised.
Note that when Sel 1 is used, a test case that lies in the intersection of two or more subdomains may \count" toward each subdomain, while when using Sel 2 it will not. Sel 1 :
T := empty test suite; repeat t := a uniformly randomly selected element of the input domain; add t to T until T is C-adequate Sel 2 (n):
T := empty test suite;
for each subdomain D 2 SD C (P; S) do begin for i := 1 to n do begin t := a uniformly randomly selected element of D; add t to T end end Also note that if the multi-set SD C (P; S) contains m copies of some subdomain D, then Sel 2 (n) requires that n test cases be selected independently from D m di erent times, for a total of m n test cases from D. This can make Sel 2 sensitive to details of the de nitions of the testing criterion. For example, the number of all-edges subdomains for a given program P will depend on details of the construction of the P's ow graph, such as whether or not an extra exit node is added to the graph. One could avoid such problems by assuming that duplicate elements of SD C (P; S) are removed before test case selection. However, in practice one usually works with predicates describing the subdomains, rather than with explicit lists of their elements. Since it is undecidable whether two predicates are equivalent, it is not always possible to identify duplicate subdomains. Consequently, we do not assume that duplicates have been eliminated.
Obviously there are many reasonable measures of fault-detecting ability that could be de ned. Our measures are related to the probability that a test suite will expose a fault. Following the notation used in 14], given a program P, speci cation S, and criterion C, we let d i = jD i j and m i = the number of failure-causing inputs in D i , where SD C (P; S) = fD 1 ; :::; D k g.
As Weyuker and Jeng 14] have noted, the fault-detecting ability of a criterion is related to the extent to which failure-causing inputs are concentrated by its subdomains. The rst measure we consider is M 1 (C; P;
Let D max denote a subdomain that has the highest concentration of failure-causing inputs, i.e., a subdomain for which m i =d i is maximal. Since we are considering subdomain-based criteria, any C-adequate test set contains at least one test case from D max . When using Sel 1 or Sel 2 , each element of D max is equally likely to be selected to \represent" D max , and therefore M 1 gives a crude lower bound on the probability that a C-adequate test suite selected using Sel 1 or Sel 2 will expose at least one fault. The second measure we consider is M 2 (C; P; S) = 1 ?
M 2 gives the exact probability that a test set chosen using Sel 2 (1) will expose at least one fault. M 3 (C; P; S; n) = 1 ?
Of course this measure still has the de ciency cited above that di erent numbers of test cases might be needed to satisfy C 1 and C 2 . The reason M 3 is a useful generalization of M 2 is that it allows us to adjust for the test suite size di erences. Letting k 1 and k 2 denote the number of subdomains of C 1 and C 2 , respectively, for program P and speci cation S, and letting r = (k 1 =k 2 ), we can compensate for the inequality in test set size by comparing M 2 (C 1 ; P; S) = M 3 (C 1 ; P; S; 1) to M 3 (C 2 ; P; S; r).
M 3 is actually a special case of the measure called P p in 1, 7, 14] . In those papers, a strategy could select a di erent number of test cases for each subdomain, whereas M 3 requires the same number to be selected from each subdomain.
Relations between criteria
In this section, we de ne ve relations between criteria: the narrows, covers, partitions, properly covers, and properly partitions relations. We compare these relations to one another and to the subsumes relation, illustrate the relations with examples, and examine what knowing that C 1 narrows, covers, partitions, properly covers, or properly partitions C 2 for program P and speci cation S tells us about the relative values of each measure of fault-detecting ability. Speci cally, we investigate whether for each relationship R, for every program P and speci cation S, R(C 1 ; C 2 ) ? ) M 1 (C 1 ; P; S) M 1 (C 2 ; P; S)
) M 2 (C 1 ; P; S) M 2 (C 2 ; P; S) R(C 1 ; C 2 ) ? ) M 3 (C 1 ; P; S; 1) M 3 (C 2 ; P; S; r) where r = jSD C1 (P; S)j=jSD C2 (P; S)j.
The resulting theorems are summarized in Table 1 .
Many relations that have been previously studied in connection with fault-detecting ability depend on the distribution of failure-causing inputs. These include Gourlay Hamlet 15] . In contrast, each of the relations between criteria introduced here is induced by a relation between the corresponding multi-sets of subdomains. Thus, for these relations the question of whether R(C 1 ; C 2 ) holds for program P and speci cation S depends purely on the way the criteria divide the input domain into subdomains, and not on such factors as the way failure-causing inputs are distributed in the input domain. Consequently, the results here are very general. If we prove that R(C 1 ; C 2 ) guarantees that C 1 is at least as good as C 2 according to some probabilistic measure and if we prove that R(C 1 ; C 2 ) holds for all programs and speci cations in some class, then we are guaranteed that C 1 is at least as good as C 2 for testing programs in that class, regardless of which particular faults occur in the program.
The narrows relation
De nition: Let C 1 and C 2 be criteria. C 1 narrows C 2 for (P,S) if for every subdomain D 2 SD C2 (P; S) there is a subdomain D 0 2 SD C1 (P; S) such that D 0 D. This notion is known as re nement in point set topology. C 1 universally narrows C 2 if for every program, speci cation pair (P,S), C 1 narrows C 2 for (P,S).
Observation 1 For each program P and speci cation S, the narrows relation is re exive and transitive. If SD C2 (P; S) SD C1 (P; S) then C 1 narrows C 2 .
The next theorem shows that the narrows relation is closely related to the subsumes relation. However, the question of whether C 1 narrows C 2 deals only with the relationships between the multi-sets of subdomains induced by the two criteria, while the question of whether C 1 subsumes C 2 may involve additional considerations, such as the number of test cases from each subdomain required by each criterion. For example, consider criteria C 1 and C 2 such that for any (P,S), C 1 and C 2 give rise to the same set of subdomains, but C 2 requires selection of two test cases from each subdomain whereas C 1 only requires selection of one test case from each subdomain. Trivially, C 1 universally narrows C 2 .
However, C 1 does not subsume C 2 , since a test suite consisting of one element from each subdomain is C 1 -adequate but not C 2 -adequate. As the next theorem shows, as long as the criteria require selection of at least one element from each subdomain (as opposed to requiring selection of at least k elements for some k > 1) subsumption is equivalent to the universally narrows relation.
Theorem 1 Let C 1 and C 2 be subdomain-based criteria, each of which explicitly requires selection of at least one test case from each subdomain. Then C 1 subsumes C 2 if and only if C 1 universally narrows C 2 .
Proof:
Assume C 1 universally narrows C 2 . Let T be a test suite that is C 1 -adequate for some program P and speci cation S. T contains at least one element from each subdomain in SD C1 (P; S). Thus, since each subdomain in SD C2 (P; S) is a superset of some subdomain belonging to SD C1 (P; S), T contains at least one element from each subdomain in SD C2 (P; S). So T is C 2 -adequate for (P,S).
Conversely, assume C 1 does not universally narrow C 2 . There exists a program P and a speci cation S such that some subdomain D 2 SD C2 (P; S) is not a superset of any subdomain of SD C1 (P; S). Thus The next group of theorems establish that the fact that a criterion C 1 narrows criterion C 2 does not guarantee that C 1 is better able to detect faults than C 2 , according to any of our three measures.
Theorem 2 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 narrows C 2 but M 1 (C 1 ; P; S) < M 1 (C 2 ; P; S).
Proof: Let P be a program whose input domain is the integers between ?N and N, where N > 1. Let C 1 be the criterion that requires selection of at least one test case that is zero and at least one test case that is non-zero. Let C 2 be the criterion that requires selection of at least one test case that is greater than or equal to zero and at least one test case that is less than or equal to zero. Suppose Theorem 4 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 narrows C 2 but M 3 (C 1 ; P; S; 1) < M 3 (C 2 ; P; S; r), where r = jSD C1 (P; S)j=jSD C2 (P; S)j. Proof: Let P, S, C 1 , and C 2 be as in Theorem 3. Since jSD C1 (P; S)j = jSD C2 (P; S)j = 2, r = 1, so M 3 (C 2 ; P; S; r) = M 2 (C 2 ; P; S) > M 2 (C 1 ; P; S) = M 3 (C 1 ; P; S; 1): 2 Corollary 1 For each measure M i , there exists criteria C 1 and C 2 , program P and speci cation S such that C 1 subsumes C 2 but M i (C 2 ; P; S) > M i (C 1 ; P; S).
The covers relation
The next relation we examine, the covers relation, strengthens the narrows relation in a natural way. The covers relation is interesting to examine because many criteria that had previously been shown to subsume the all-edges criterion actually also cover all-edges.
De nition: Let C 1 and C 2 be criteria. C 1 covers C 2 for (P,S) if for every subdomain D 2 SD C2 (P; S), there is a non-empty collection of subdomains fD 1 ; : : : ; D n g, belonging to SD C1 (P; S) such that D 1 : : : D n = D. C 1 universally covers C 2 if for every program, speci cation pair (P,S), C 1 covers C 2 for (P,S).
Observation 2 For each program P and speci cation S, the covers relation is re exive and transitive. If C 1 covers C 2 for (P,S) then C 1 narrows C 2 for (P,S). If SD C2 (P; S) SD C1 (P; S) then C 1 covers C 2 for (P,S).
The following example illustrates the distinction between the narrows and covers relations. We next show that the all-p-uses and all-uses criteria universally cover the all-edges criterion.
Theorem 5 The all-p-uses criterion universally covers the all-edges criterion. Proof:
Let P be a program, let e be an executable edge in P, and let D e be the subdomain corresponding to e, that is, the set of inputs that execute paths that cover edge e. Corollary 2 The all-uses criterion universally covers the all-edges criterion. Proof: For any program P and speci cation S, SD all?p?uses (P; S) SD all?uses (P; S), so by Observation 2, all-uses covers all-p-uses. Since covers is a transitive relation (Observation 2), all-uses covers all-edges. 2 The next group of theorems shows that the fact that C 1 covers C 2 does not guarantee that C 1 is better than C 2 according to any of the measures.
Theorem 6 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 covers C 2 but M 1 (C 1 ; P; S) < M 1 (C 2 ; P; S).
Proof: Let Note that in the proof of Theorem 6, the fact that the failure-causing inputs lie outside the intersection of D 2 and D 3 contributes to the fact that D 1 has a higher concentration of failure-causing inputs than D 2 or D 3 . We next show that this phenomenon can occur with \real" adequacy criteria, by exhibiting a program and speci cation for which M 1 (all-p-uses; P; S) < M 1 (all-edges; P; S).
Example 2:
Consider the program shown in Figure 2 On any input (x; y) such that y MAX ? 2, the path taken will go through either node 4 or node 5 on the rst traversal of the loop (depending on the parity of x + y), and then will alternate between going through node 4 and going through node 5 on subsequent traversals of the loop. Consequently, among all the inputs that cause execution of edge (6, 3) , all of them except those in which y = MAX ?2 will cover both of the de nition-use associations (4,(6,3),y) and (5,(6,3),y). We now manufacture a speci cation for which the program will fail on precisely those inputs that lie within the subdomain corresponding to edge (6, 3) , but outside the intersection of subdomains corresponding to (4,(6,3) ,7) whole input domain n 2 n i (2,(3,4),x) odd(y + x) n 2 =2 n=2 j (2,(3,5),x) even(y + x) n 2 =2 n=2 k (2,(3,4),y) odd(y + x) n 2 =2 n=2 l (2,(3,5),y) even(y + x) n 2 =2 n=2 m (4,(3,5),y) (y < MAX ? 2) n(N + MAX ? 3) + n=2 n=2 or ((y = MAX ? 2) and odd(y + x)) n (4,(6,3),y) (y < MAX ? 2) n(N + MAX ? 3) + n=2 n=2 or ((y = MAX ? 2) and odd(y + x)) o (5,(6,3),y) (y < MAX ? 2) n(N + MAX ? 3) + n=2 n=2 or ((y = MAX ? 2) and even(y + x)) p (5,(3,4),y) (y < MAX ? 2) n(N + MAX ? 3) + n=2 n=2 or ((y = MAX ? 2) and even(y + x)) q (4,(6,7),y) (odd(MAX ? 1 + x) and (y < MAX)) n 2 =2 n=2 or ((y MAX) and odd(y + x)) r (5,(6,7),y) (even(MAX ? 1 + x) and (y < MAX)) n 2 =2 n=2 or ((y MAX) and even(y + x)) Note that this last inequality holds since MAX 3 by assumption. 2 We next investigate the relationship between covering and measure M 2 .
Theorem 7 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 covers C 2 but M 2 (C 1 ; P; S) < M 2 (C 2 ; P; S). Proof:
By Corollary 2, it su ces to exhibit a program P and speci cation S for which M 2 (all-uses; P; S) < M 2 (all-edges; P; S). Consider program P whose ow graph is shown in Figure 3 . Assume that the input domain is fxj0 x < 200g, that c is a constant, and that the speci cation S is such that the set of failure-causing inputs is f0; 197; 198; 199g. The subdomains arising from the all-edges and all-uses criteria and the corresponding values of m and d are as shown in Table 3 . Notice that each criterion induces nine subdomains for this program, and in each case two of the subdomains contain no failure-causing inputs.
Since Figure 3 The following corollary follows from the fact that the number of all-edges subdomains is equal to the number of all-uses subdomains in the program in Figure 3 .
Corollary 3 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 covers C 2 but M 2 (C 1 ; P; S) = M 3 (C 1 ; P; S; 1) < M 3 (C 2 ; P; S; r), where r = jSD C1 (P; S)j=jSD C2 (P; S)j.
The partitions relation
De nition: Let C 1 and C 2 be criteria. C 1 partitions C 2 for (P,S) if for every subdomain D 2 SD C2 (P; S) there is a non-empty collection fD 1 ; : : :; D n g of pairwise disjoint subdomains belonging to SD C1 (P; S) such that D 1 : : : D n = D. C 1 universally partitions C 2 if for every program/speci cation pair (P,S), C 1 partitions C 2 for (P,S). Note that the term partition is used here in the strict mathematical sense.
Observation 3 For each program P and speci cation S, the partitions relation is reexive and transitive. If C 1 partitions C 2 for (P,S) then C 1 covers C 2 for (P,S). If SD C2 (P; S) SD C1 (P; S) then C 1 partitions C 2 for (P,S).
The next example illustrates the distinction between the covers and partitions relations.
Example 3:
Consider again the program whose ow graph is shown in Figure 2 . The executable edges and executable de nition-p-use associations and the corresponding subdomains are shown in Table 2 .
Recall that the all-p-uses criterion universally covers the all-edges criterion. To see that all-p-uses does not partition all-edges for this program, consider edge (6; 3) (subdomain g). The only elements of SD all?p?uses that are contained in D g are D m =D n and D p =D o , since all the other subdomains contain inputs in which y MAX ? 1. Since D n and D o have a non-empty intersection, and neither is equal to D g , all-p-uses does not partition all-edges for this program.
The executable de nition-c-use associations for this program are shown in Table 4 . Note that for each de nition-c-use association except (1,2,input), there is a de nition-puse association with the same subdomain. Consequently, the above argument also shows that for this program all-uses does not partition all-edges since the set of de nition-use associations for the all-uses criterion is simply the union of the sets of associations for all-p-uses and all-c-uses. 2
Next, we examine the relationship between partitioning and fault exposing ability, as assessed by the measures M 1 , M 2 , and M 3 . Theorem 9 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 partitions C 2 for P and S, but M 2 (C 1 ; P; S) < M 2 (C 2 ; P; S).
Proof:
Consider again the program and speci cation in the proof of Theorem 7, for which M 2 (all-uses; P; S) was shown to be less than M 2 (all-edges; P; S). All-uses partitions alledges for this program, since the only element of SD all-edges that does not belong to SD all-uses is fxj0 x < 200g, which is equal to a union of disjoint elements of SD all?uses , fxj0 x < 100g fxj100 x < 200g. 2
Corollary 4 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 partitions C 2 for P and S, but M 2 (C 1 ; P; S) = M 3 (C 1 ; P; S; 1) < M 3 (C 2 ; P; S; r), where r = jSD C1 (P; S)j=jSD C2 (P; S)j.
The properly covers relation
We have seen that the fact that C 1 covers C 2 does not guarantee that C 1 is better at detecting faults according to M 2 . However, when an additional constraint on the nature of the covering is added, the situation improves. Note that the number of occurrences of any subdomain D 1 i;j in the above expression is less than or equal to the number of occurrences of that subdomain in the multi-set SD C1 .
C 1 universally properly covers C 2 if for every program P and speci cation S, C 1 properly covers C 2 for (P,S).
Observation 4 The properly covers relation is re exive and transitive. If C 1 properly covers C 2 for (P,S) then C 1 covers C 2 for (P,S). If SD C2 (P; S) SD C1 (P; S) then C 1 properly covers C 2 for (P,S). If the elements of SD C2 (P; S) are disjoint (i.e., if C 2 induces a true partition of the input domain), then C 1 covers C 2 if and only if C 1 properly covers C 2 .
The next example illustrates the distinction between the covers and properly covers relations. Since no C 4 subdomain is contained in the intersection of C 2 subdomains, there is no danger that one of them will need to be used more than once in covering all the C 2 subdomains. 2
Example 5:
The next example also illustrates the the properly covers relation. We show that for the program P in Figure 2 , all-uses properly covers all-edges, but all-p-uses does not properly cover all-edges. Consider the subdomains arising from the edges and de nition-p-use associations of P, shown in Table 2 this is a proper covering. On the other hand, when the subdomains arising just from the all-p-uses criterion are used to cover the all-edges subdomains, it is necessary to use some subdomains more often than they occur in the multi-set SD all-p-uses (P; S).
Consequently, all-p-uses does not properly cover all-edges for P and S. 2 The next three theorems show that if C 1 properly covers C 2 , then C 1 is guaranteed to be better according to M 2 , but not necessarily according to M 1 or M 3 .
Theorem 10 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 properly covers C 2 for P and S, but M 1 (C 1 ; P; S) < M 1 (C 2 ; P; S).
Proof:
Consider again the program P and speci cation S in Figure 2 . As shown in Example 5, all-uses properly covers all-edges for P and S. Since for this program M 1 (all-p-uses; P; S) = M 1 (all-uses; P; S), Example 2 shows that M 1 (all-edges; P; S) > M 1 (all-uses; P; S). 4 2
On the other hand, the fact that C 1 properly covers C 2 does guarantee that it is better according to M 2 .
Theorem 11 If C 1 properly covers C 2 for program P and speci cation S, then M 2 (C 1 ; P; S) M 2 (C 2 ; P; S). 
Line (2) follows from Lemma 1, and line (3) holds because no D 1 i;j occurs more times in the product in line (2) than in the product in line (3). Consequently, M 2 (C 1 ; P; S) M 2 (C 2 ; P; S). 2
Theorem 12 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 properly covers C 2 for P and S, but M 2 (C 1 ; P; S) = M 3 (C 1 ; P; S; 1) < M 3 (C 2 ; P; S; r), where r = jSD C1 (P; S)j=jSD C2 (P; S)j. Observation 5 The properly partitions relation is re exive and transitive. If C 1 properly partitions C 2 for (P,S) then C 1 partitions C 2 for (P,S) and C 1 properly covers C 2 for (P,S). If SD C2 (P; S) SD C1 (P; S) then C 1 properly partitions C 2 for (P,S). If the elements of SD C2 (P; S) are pairwise disjoint (i.e., if C 2 induces a true partition of the input domain) then C 1 partitions C 2 if and only if C 1 properly partitions C 2 .
Theorem 13 If C 1 properly partitions C 2 for program P and speci cation S then M 1 (C 1 ; P; S) M 1 (C 2 ; P; S).
If C 1 properly partitions C 2 for (P,S) then C 1 partitions C 2 for (P,S), so the result follows from Theorem 8. 2
Theorem 14 If C 1 properly partitions C 2 for program P and speci cation S then M 2 (C 1 ; P; S) M 2 (C 2 ; P; S).
If C 1 properly partitions C 2 for (P,S) then C 1 properly covers C 2 for (P,S), so the result follows from Theorem 11. 2
Theorem 15 There exists a program P, speci cation S, and criteria C 1 and C 2 such that C 1 properly partitions C 2 but M 2 (C 1 ; P; S) = M 3 (C 1 ; P; S; 1) < M 3 (C 2 ; P; S; r), where r = jSD C1 (P; S)j=jSD C2 (P; S)j.
In the proof of Theorem 12, C 1 properly partitions C 2 . 2 
Conclusion
In this paper, we have de ned several relationships between software testing criteria, each induced by a relation between the corresponding multi-sets of subdomains. We have also investigated whether for each of these relations R, R(C 1 ; C 2 ) guarantees that C 1 is better at detecting faults than C 2 , according to various measures. Each of our three measures of fault-detecting ability is related to the probability that a test suite selected according to a particular strategy will detect a fault. The rst relation examined was the narrows relation, which was shown to be closely related to a commonly used means of comparing criteria called subsumption. We showed that the fact that criterion C 1 narrows criterion C 2 does not guarantee that C 1 is better at detecting faults than C 2 according to any of the measures. The next relation examined was the covers relation, which strengthens the narrows relation in a natural way. Some well known pairs of criteria, such as all-uses and all-edges are related to one another according to this relation. We also showed that the fact that criterion C 1 covers criterion C 2 does not guarantee that C 1 is better at detecting faults than C 2 according to any of the measures. The partitions relation further strengthens the covers relation. While the fact that C 1 partitions C 2 does guarantee that C 1 is better according to one of the measures, M 1 , it does not guarantee that C 1 is better according to the other measures.
The last two relations between criteria, the properly covers and properly partitions relations were designed to overcome some of the de ciencies of the covers and partitions relations. We proved that the fact that C 1 properly covers C 2 does guarantee that C 1 is better than C 2 according to measure M 2 , and that the fact that C 1 properly partitions C 2 guarantees that C 1 is better than C 2 according to measures M 1 and M 2 .
Since for most criteria of interest the universally narrows relation is equivalent to the subsumes relation, one could interpret our results as saying that subsumption is a poor basis for comparing criteria. However, it is important to note that the results here are worst case results in the sense that we consider only whether or not the fact that one criterion subsumes another guarantees improved fault-detecting ability. The question of what C 1 subsuming (or narrowing, covering, or partitioning) C 2 tells us about their relative ability to detect faults in \typical" programs remains open.
We have recently shown that the all-p-uses and all-uses criteria do properly cover a variant of branch testing known as decision coverage and investigated the relationships among several other subdomain-based criteria, including other data ow testing criteria, mutation-testing, and multiple-condition coverage 5]. Other directions for future analytical research include nding conditions on programs that guarantee that C 1 properly covers C 2 for various well-known criteria C 1 and C 2 ; nding conditions under which C 1 is guaranteed to be better than C 2 according to M 3 , and nding weaker conditions that guarantee that C 1 is better than C 2 according to M 2 . Our results also suggest several more pragmatic research problems, including the design of new criteria that are guaranteed to properly cover commonly used criteria such as all-edges, and the design of test data selection tools that approximate the selection strategies upon which our results are based.
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