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Abstract
We demonstrate that a reproducing kernel Hilbert space of functions on a sepa-
rable absolute Borel space or an analytic subset of a Polish space is separable if it
possesses a Borel measurable feature map.
1 Introduction
Reproducing kernel Hilbert spaces (RKHS), see e.g. Berlinet and Thomas-Agnan [1]
and Steinwart and Christmann [23, Sec. 4], are important in Statistics and Learning
Theory. Moreover, when using these spaces in Probability and Statistics, separa-
bility has powerful effects. For example, for separable metrizable spaces we have:
B(X×X) = B(X)×B(X) for the Borel σ-algebras, the Ky-Fan metric can be defined
so as to metrize convergence in probability, convergence in probability implies con-
vergence in law, convergence in law is metrized by the Prokhorov metric, the space
of probability measures with the weak topology is separable and metrizable, and the
Kantorovich-Rubinstein and Strassen theorems have sharp forms. Moreover, sepa-
rable Hilbert spaces are Polish so that we have all the machinery of descriptive set
theory available, regular conditional probabilities exist, Bochner integration is sim-
ple, and all probability measures on them are tight. Most importantly, by a classical
result, see e.g. Halmos [13, Prob. 17], all separable Hilbert spaces are isomorphic
with ℓ2.
According to Montgomery [18], “Separability is a property which greatly facil-
itates work in metric spaces, but it may be of some interest to point out that this
property has been unnecessarily assumed in the proofs of certain theorems concern-
ing such spaces and concerning functions defined on them.” Indeed, many works
do assume separability of the RKHS. For example, Steinwart and Christmann’s [23,
Thm. 7.22] oracle inequality for SVMs, Christmann and Steinwart [6, Thms. 7 &
12], [5], [4], Steinwart and Christmann [24], [25], De Vito, Rosasco and Toigo [7],
Hable and Christmann [12, Thm. 3.2], Lukic´ and Beder [17], Steinwart [22] and
Vovk [28, Thm. 3]. De Vito, Umanita` and Villa [8] assume it in their generaliza-
tion of Mercer’s theorem to matrix valued kernels, and Christmann, Van Messem
and Steinwart [6] assert that Support Vector Machines (SVMs) are known to be
consistent and robust for classification and regression if they are based on a Lips-
chitz continuous loss function and on a bounded kernel with a dense and separable
reproducing kernel Hilbert space. Cambanis [2] proves that a positive definite func-
tion is the reproducing kernel corresponding to the autocorrelation function of a
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stochastic processes if and only if the corresponding RKHS is separable, and proves
that a second order stochastic process is oscillatory if and only its corresponding
RKHS space is separable. Nashed and Walter [19] require a separable RKHS in
their development of sampling theorems for functions in reproducing kernel Hilbert
spaces, and Zhang and Zhang [31] in reproducing kernel Banach spaces. Hein and
Bousquet [15] require it and give some sufficient conditions for it. For an example
of a non-separable RKHS, see Canu, Mary, and Rakotomamonjy [3, Ex. 8.1.6].
It is the purpose of this paper to establish separability for both RKHSs and
reproducing kernel Banach spaces when the domain is a separable absolute Borel
space or an analytic subset of a Polish space, in particular when it is a Borel subset
of a Polish space, under the simple assumption that the reproducing kernel space
possesses a Borel measurable feature map.
2 Main Results
Before our main result, we review some existing results regarding the separability of
RKHSs. Steinwart and Christmann [23, Lem. 4.33] asserts that if X is separable and
the kernel k corresponding to the RKHS H is continuous, then H is separable. More
generally, Steinwart and Scovel [26, Cor. 3.6] show that if there exists a finite and
strictly positive Borel measure on X , then every bounded and separately continuous
kernel k has a separable RKHS. Also, Berlinet and Thomas-Agnan [1, Thm. 15,
pg. 33] shows that a RKHS H is separable if there is a countable subset X0 ⊂ X
such that if f ∈ H and f(x) = 0, x ∈ X0 implies that f = 0. A result of Fortet
[9, Thm. 1.2] asserts that a RKHS with kernel k is separable if and only if for all
ε > 0 there exists a countable partition Bj , j ∈ N of X such that for all j ∈ N and
all x1, x2 ∈ Bj we have
k(x1, x1) + k(x2, x2)− k(x1, x2)− k(x2, x1) < ε .
Reproducing Kernel Banach Spaces (RKBS), introduced by Zhang, Xu, and
Zhang in [30] are Banach spaces of real valued functions for which point evaluation
is continuous. If and only if characterization of separability is obtained through a
generalization of Fortet’s Theorem from RKHSs to RKBSs. We suspect the proof
of our version, Lemma 2.2, is similar to Fortet’s [9, Thm. 2.1] for RKHSs, but it
is not written down there. Indeed Fortet’s, result mentioned above, is a regularity
condition on the pullback (pseudo) metric
dH(x1, x2) := ‖Φ(x1)− Φ(x2)‖H1 =
√
k(x1, x1) + k(x2, x2)− k(x1, x2)− k(x2, x1)
to X determined by a feature map Φ : X → H1. In particular, Fortet’s condition
then becomes: for all j ∈ N and all x1, x2 ∈ Bj we have
dH(x1, x2) <
√
ε .
We refer to [30] for the foundational facts and terminology regarding RKBSs. We
begin with a preparatory lemma asserting that the separability of the image of the
feature map implies the separability of the corresponding RKHS or RKBS.
Lemma 2.1. Consider a (RKBS) RKHS K with feature (Banach) Hilbert space W
and (primary) feature map Φ : X →W. If Φ(X) ⊂ W is a separable subspace, then
K is separable.
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Since separability is preserved under continuous maps, see e.g. [29, Thm. 16.4],
we conclude the RKBS version of Steinwart and Christmann [23, Lem. 4.33] when
combined with [23, Lem. 4.29]: A RKBS of functions on a separable space X is
separable if it has a continuous feature map.
Lemma 2.2 (Fortet). A RKBS B is separable if and only if there exists a feature
Banach space W and feature map Φ : X →W for B such that for all ε > 0 there is
a countable partition Bj ⊂ X, j ∈ N with ∪j∈NBj = X such that for all j ∈ N and
all x1, x2 ∈ Bj, we have
‖Φ(x1)− Φ(x2)‖W < ε . (2.1)
Finally, our main tool to derive separability comes from theorems of Stone
[27, Thm. 16, pg. 32], when X is separable absolute Borel, and Srivastava’s [21,
Thm. 4.3.8] version of Simpson [20] when X is an analytic subset of a Polish space,
both of which apply when X is a Borel subset of a Polish space. Following Frolik
[11], a metrizable space X is said to be absolute Borel if X ⊂ Z is a Borel subset for
all metrizable Z for which it is a subspace. In particular, Frolik [11, Thm. 1] asserts
that a Borel subset of Polish space is separable absolute Borel. It follows from the
definition, see e.g. Srivastava [21, Pg. 128], that a Borel subset of a Polish space is
analytic. Moreover, Frolik [10] introduces bianalytic spaces as analytic spaces such
that their complement in their Cˇech compactification is also analytic and, in Frolik
[10, Thm. 12], shows that a metrizable space is separable absolute Borel if and only
if it is bianalytic.
Theorem 2.3. Let X be separable absolute Borel or an analytic subset of a Polish
space and let Y be a metric space, and suppose that f : X → Y is Borel measurable.
Then f(X) ⊂ Y is separable.
Steinwart and Christmann [23, Lem. 4.25] shows that separate measurability of
the kernel combined with separability of the corresponding RKHS implies that the
canonical feature map is measurable. Our main result is a kind of converse when X
is separable absolute Borel or an analytic subset of a Polish space.
Theorem 2.4. Let X be separable absolute Borel or an analytic subset of a Polish
space and let K be a RKHS with measurable feature map, or a RKBS with mea-
surable primary feature map, of real-valued functions on X. Then K is separable.
3 Proofs
3.1 Proof of Lemma 2.1
For RKHS this assertion is contained in the proof of Steinwart and Christmann [23,
Lem. 4.33] and is essentially the same for the RKBS case. Roughly, the argument
is that rational linear combinations are dense in the linear span of Φ(X) and the
linear span is dense in the closed linear span in the metric defined in the proof of
[23, Thm. 4.21].
3.2 Proof of Lemma 2.2
Let us begin with ”if”. To that end, let us show that condition 2.1 implies that
Φ(X) is separable. Indeed, fix ε > 0 and for each ε
2k
, k ∈ N let Bkj , j ∈ N denote
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the corresponding partition and let xkj ∈ Bkj denote a selection. Then the set
Φ(xkj ), k ∈ N , j ∈ N is countable, and it is easy to show it is dense in Φ(X). That
is, Φ(X) is separable, and the separability of K follows from Lemma 2.1. Now
for the ”only if”, suppose that B is separable. Then the canonical feature space
W := B is separable, and since B is metric, by e.g. [29, Thm. 16.8] it is second
countable. Therefore, since second countability is inherited by subspaces, see e.g. [29,
Thm. 16.2], it follows for the corresponding canonical feature map Φ : X → B, that
Φ(X) ⊂ B is second countable, and therefore, by e.g. [29, Thm. 16.9], it is separable.
Therefore there exists a countable dense set Φ(xj) ∈ Φ(X), j ∈ N. Therefore, if for
each ε > 0 and for each j ∈ N we define Bj = {x ∈ X : ‖Φ(xj) − Φ(x)‖B < ε2}, it
follows that ∪j∈NBj = X and ‖Φ(x1)− Φ(x2)‖B < ε for all x1, x2 ∈ Bj .
3.3 Proof of Theorem 2.3
The case when X is an analytic subset of a Polish space follows directly from Srivas-
tava [21, Thm. 4.3.8]. When X is separable absolute Borel, it follows from Stone’s
Theorem [27, Thm. 16, pg. 32] that when Y is a metric space and Φ : X → Y
is a measurable bijection, that the image Y is separable. However, when Φ is not
surjective, since Φ(X) ⊂ Y is a metric space, the assertion that the metric sub-
space Φ(X) ⊂ Y is separable follows assuming that Φ is a measurable injection.
Moreover, injectivity is also unnecessary. To see this, extend to the injective map
Φˆ : X → X × Y defined by Φˆ(x) := (x,Φ(x)). Then it follows from Hansell’s [14,
Thm. 1] generalization of Kuratowski [16, Thm. 1, Sec. 31, VI] to the nonseparable
case, that Φˆ is measurable. To see how it is obtained, since X is assumed to be sepa-
rable and metrizable, it is second countable, see e.g. [29, Thm. 16.11], so that it has
a countable base {Gn, n ∈ N} of open sets generating its topology. Let W ⊂ X × Y
be open and define
Vn = ∪{V : V open, Gn × V ⊂W} .
Then
W = ∪
n∈N
Gn × Vn
and therefore
Φˆ−1(W ) = ∪
n∈N
Gn ∩ Φ−1(Vn) .
Since Gn and Vn are open and therefore measurable and Φ is measurable it follows
that Φˆ−1(W ) is measurable. Consequently, since the open sets generate the Borel
σ-algebra, it follows that Φˆ is Borel measurable. Moreover, since Φˆ is injective the
above discussion shows that Φˆ(X) ⊂ X × Y is separable. Since Φ(X) = PY Φˆ(X)
where PY is the projection onto the second component and PY is continuous, and
separability is preserved under continuous maps, see e.g. [29, Thm. 16.4], it follows
that Φ(X) ⊂ Y is separable.
3.4 Proof of Theorem 2.4
Since the feature space is metric, Theorem 2.3 implies that the image Φ(X) is
separable for any measurable feature map Φ. The assertion then follows from Lemma
2.1.
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