ABSTRACT Interpolators are widely employed in the frequency estimation of sinusoidal signals. However, for a real-valued sinusoidal signal, the existing interpolators do not consider the negative frequency component, which leads to a frequency estimation error floor. To solve this problem and further improve the estimation accuracy, three new interpolators are proposed in this paper. These three new interpolators consist of two initial interpolators and one fine interpolator. In the proposed algorithm, the initial interpolators consider both the positive and negative frequency components and are utilized first to eliminate this error floor and obtain an initial frequency estimate. Then, the fine interpolator for the frequency estimation of a complex sinusoid is exploited to improve the accuracy of the initial frequency estimate. The theoretical analysis demonstrates that the frequency estimation mean square error of the proposed algorithm is almost equal to the Cramer-Rao lower bound. Compared with the existing time-domain analysis algorithms, the proposed algorithm has better estimation performance, especially in the case of a low signal-to-noise ratio. Compared with the existing frequency-domain analysis algorithms, the proposed algorithm has lower computational complexity and a wider valid estimation range.
I. INTRODUCTION
Frequency estimation for a real valued sinusoid in white noise is a classic problem in many fields, such as wireless communication [1] , radar [2] and electric power grids [3] . In recent years, many studies have been performed on the estimation of frequency [4] - [30] .
Traditional time-domain (TD) analysis algorithms are mainly based on a linear prediction. In [4] , a weighted linear prediction (WLP) algorithm was proposed. WLP, which combines weighted least squares (WLS) with the reformed Pisarenko harmonic decomposition (RPHD) [5] , can reach the Cramer-Rao lower bound (CRLB) when the signal-tonoise ratio (SNR) is relatively high. In [6] , an algorithm based on a normalized infinite impulse response notch filter was proposed. This algorithm can attain the CRLB when the frequency is one quarter of the sampling frequency.
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The algorithm based on principal singular value decomposition (PSVD) in [7] can reach the CRLB with a lower SNR compared with WLP. However, as all these algorithms require matrix inversion, the computational complexity is O N 3 , which is very high. In [8] , a four-point model-based unitnorm constrained least squares algorithm was proposed. This algorithm has a low complexity, but its estimation performance is poor.
Frequency-domain (FD) analysis algorithms are mostly based on the discrete Fourier transform (DFT). Because the practical algorithms that permit the calculation of the DFT on a finite grid will not necessarily include the true periodogram maximum, interpolation is needed. Many interpolators have been proposed in [9] - [20] for the frequency estimation of a complex sinusoid. However, for a real sinusoid, there is mutual interference between the positive and negative frequency components due to spectral leakage. In [21] , an all-phase processing method was proposed to reduce the spectrum leakage. In [22] , an algorithm based on the Kaiser window was proposed to suppress the spectrum leakage. An algorithm based on Kaiser-Bessel and Dolph-Chebyshev windows was proposed in [23] . Then, a more general window-based algorithm was proposed in [24] . In [25] , zero padding was exploited in window-based algorithms. In [26] , the algorithm proposed in [24] was employed to obtain an initial frequency estimate. After reconstructing and subtracting the negative component, the fine estimate was obtained by the A&M estimator. The A&M estimator was first proposed in [9] and promoted in [10] and [13] . In [27] , the algorithm based on spectral matching requires an exhaustive search, which makes it less attractive. In [28] , an iterativebased algorithm was proposed. In this algorithm, the negative frequency component is reconstructed and eliminated iteratively. However, due to the unstable interpolator in [28] , the estimation accuracy is unsatisfactory. In [29] and [30] , another iterative-based algorithm was proposed. In this algorithm, the A&M estimator is employed to improve the estimation accuracy. Unfortunately, the interpolators in all these algorithms do not consider the negative frequency component, which leads to a frequency estimation error floor.
To eliminate this error floor, two interpolators that consider both the positive and negative components are proposed in this paper. Then, after an interference cancellation step, an interpolator for a complex sinusoid is proposed to further improve the estimation accuracy. Compared with the existing algorithms, the proposed algorithm has better estimation performance and a lower computational complexity.
The remainder of this paper is organized as follows: In Section II, the system model is presented. The new algorithm is proposed in Section III. In Section IV, the performance analysis of the proposed algorithm is presented. In Section V, the frequency estimation performance is simulated and analyzed. Section VI presents the conclusion.
II. SYSTEM MODEL
A discrete-time real sinusoid with additive white Gaussian noise (AWGN) can be expressed as
where 
where p = Ae jϕ . The DFT coefficients of r [n] can be expressed as
where k = 0, 1, . . . , N − 1 and
In (4), k l = fT s N + 0.5 and δ = fT s N − k l . Therefore, we have −0.5 ≤ δ < 0.5. In this paper, we assume that 1 ≤ k l ≤ N 2 −1. Therefore, we have N ≥ 4 and
Note that both the positive and negative frequency components are contained in (4) . However, all the existing interpolators only consider the positive frequency component, which leads to a frequency estimation error floor.
By analyzing (4), we can obtain
III. PROPOSED ALGORITHM
The proposed algorithm mainly contains three stages. In the first stage, k l is estimated. In the second stage, two initial interpolators are proposed to estimate f . In the third stage, a fine interpolator is proposed to further improve the accuracy of the frequency estimate.
A. FIRST STAGE
If the noise is ignored, |R [k]| reaches its maximum value when k = k l . Therefore, the estimatek l of k l can be obtained byk
B. SECOND STAGE: TWO INITIAL INTERPOLATORS
To simplify the presentation, we define r ±1 =
According to (5), we have
By analyzing (7), the formula in (9) can be obtained.
Similarly, by analyzing (8), we have
where
However, there is one and only one valid root in (10) .
In the same way,
we can obtain cos
. Therefore, according to (8), we have
Similarly, we have cos
Let
Then, because f > 0 and there is a valid root in (10), we have d > −b. Therefore, we have |d|
Since cos
is a valid root, then f (−) must also be a valid root. Consequently, f (+) must be the invalid root while f (−) must be the valid root.
According to (5) , when π δ + ϕ = π 2 + mπ , where m is an integer, we have r ±1 = 0, which indicates (9) cannot be employed to estimate f . When π δ + ϕ = mπ, we have i ±1 = 0, which indicates (10) cannot be employed to estimate f . However, (9) and (10) are not invalid at the same time. Hence, a frequency estimator that contains two initial interpolators is proposed in (14) .
wherê
Next, the estimateδ of δ can be obtained byδ = 
By analyzing (19), we have
where e = sin(2πfT s )
. According to (20) , a phase estimator can be expressed aŝ
According to (19) and (21), an amplitude estimator can be expressed aŝ 
The estimatep of p can be obtained byp =Âe jφ . When the noise is ignored,φ may have a bias of π due to the properties of arctan, which will lead toÂ < 0. However, this has no effect onp.
C. THIRD STAGE: ONE FINE INTERPOLATOR
To improve the accuracy off , the real sinusoid is converted into a complex sinusoid by utilizingf andp, which can be expressed as y [n] = r [n] −p * e −j2πf T s n . Therefore, when the noise is ignored, y [n] is a complex sinusoid.
Let r [n] = y [n] e −j2πf T s n . Then, r [n] can be considered to be a noisy complex sinusoid with frequency f = f −f . Therefore, the DFT coefficients of r [n] can be expressed as
According to (24) , we can obtain
where 0 < x ≤ 0.5. Substituting (25) into (26), we have (27) By analyzing (27), we can obtain
Therefore, according to (28) and (29), a fine interpolator can be expressed aŝ
Finally, the fine frequency estimate can be obtained bŷ
Intuitively, the smaller the value of x is, the higher the estimation accuracy. The relationship between x and the mean square error (MSE) of the frequency estimation will be given in the next section.
To 
The detailed steps of the proposed algorithm are described in Algorithm 1. We analyzed the complexity of the proposed algorithm, the Ye algorithm in [29] , the Djukanovic algorithm in [26] and PSVD in [8] . A complexity comparison is shown in Tab. 1. Moreover, in Tab. 1, T is the number of iterations. 
IV. PERFORMANCE ANALYSIS
As shown in Algorithm 1, the estimation performance of the proposed algorithm is mainly determined by (30) . Substituting (23) into (30), we havê
where πx . Consequently, (34) can be simplified aŝ According to (38), the MSE σ 2 x ofδ can be given by
By a Taylor expansion, σ 2 x can be expanded as
According to (41) and (42), we have
Therefore, when 0 < x ≤ 0.5, we have
monotonically increases with x. Furthermore, according to (40), σ 2
x also monotonically increases with x. The optimum value of x is the smallest possible value. The relationship between x and σ 2 x SNRN is shown in Fig. 1 . The CRLB in DFT bins is expressed as CRLB =
Therefore, when N → ∞ and x → 0, the MSE of our proposed algorithm is almost equal to the CRLB, while the MSE of the Ye algorithm in [29] is approximately 1.0147 times that of the CRLB. Moreover, although the MSE of the complex sinusoid frequency estimator in [20] 
V. NUMERICAL RESULTS
In this section, we simulate the complex sinusoid frequency estimation performance of the proposed fine interpolator, the A&M estimator in [13] and HAQSE in [20] at first. The number of iterations of the A&M estimator is set to 2. Since the proposed initial interpolators are designed for a real sinusoid, they are not employed to obtain the initial frequency estimatef here. Instead, we utilize the frequency estimate of the A&M estimator with one iteration asf . The simulation parameters are x = 0.1, ϕ ∼ U [0, 2π ) and f ∼ U [0, f s ), and the simulation channel is an AWGN channel. The simulation results are shown in Fig. 2 .
From Fig. 2 , we can see that HAQSE and the proposed fine interpolator can provide better frequency estimation performance for a complex sinusoid than the A&M estimator. Moreover, due to the approximate operation in HAQSE, the estimation performance of HAQSE is slightly worse than that of the proposed fine interpolator.
Then, we simulate the real sinusoid frequency estimation performance of the proposed algorithm, the Ye algorithm in [29] , the Djukanovic algorithm in [26] and PSVD in [8] . In these simulations, we set x = 0.1, ϕ ∼ U [0, 2π ). The simulation results are shown in Fig. 3 -Fig. 5 . Fig. 3 shows the RMSE of frequency estimation in DFT bins versus the SNR when N = 64 and
As shown in Fig. 3 , the estimation performance of the proposed algorithm is better than the performance of the other algorithms. Although the estimation performance of the initial interpolators in the proposed algorithm is relatively poor, these interpolators do not have an error floor. This is because both the positive and negative components are contained in these interpolators. The algorithm of Djukanovic is biased. Although the algorithm of Ye can reduce the bias by increasing the number of iterations, the cost is a higher computational complexity. PSVD has no error floor; however, its estimation performance is poor when SNR<20 dB. In Fig. 4 , the RMSE of the Ye and Djukanovic algorithms gradually moves away from the CRLB as the value of N increases. However, the RMSE of the initial and fine estimates in the proposed algorithm does not move away from the CRLB. Moreover, the fine estimate attains the CRLB at all values of N . estimation performance than the other algorithms when f is close to 0 and f s 2 , its computation complexity is very high.
VI. CONCLUSION
In this paper, an accurate frequency estimation algorithm for a real sinusoid is proposed. In this algorithm, three new interpolators are proposed. These three new interpolators consist of two initial interpolators and a fine interpolator. The initial interpolators consider both the positive and negative frequency components and can eliminate the frequency estimation error floor. The fine interpolator can improve the accuracy of the frequency estimation. The mean square error of the final fine estimate is almost equal to the Cramer-Rao lower bound. Compared with the existing algorithms, the proposed algorithm has better estimation performance and a lower computational complexity.
