We investigate the asynchronous multiple user access communication in optical wireless scattering communication, where different users transmit signals without perfect alignment in the time domain. Firstly, we characterize the received signal based on hidden markov model (HMM) such that the misalignment among different users can be characterized by the state transition. Then, we investigate the achievable rates based on that of the HMM and obtain the approximated solution using Monte Carlo method. We propose the channel estimation based on expectation-maximization (EM) algorithm. Furthermore, we adopt Viterbi and Bahl-Cocke-Jelinek-Raviv (BCJR) algorithms for joint iterative multi-user decoding. Numerical and experimental results illustrate the performance of proposed channel estimation, joint detection and decoding. It is seen from the experimental results that the proposed approaches perform close to the simulation results.
. Configuration of the asynchronous multiple access (AMA).
The capacity of point-to-point continuous-time Poisson channel has been investigated in [5] [6] [7] and the capacity of discrete-time aspect has been derived in [8] , [9] . Moreover, the optimal source distribution for the discrete-time perspective has recently been studied in [10] . Besides point-to-point communication, multiuser scattering communication has been addressed in [11] [12] [13] . Note that in [14] code division and non-orthogonal multiple access for optical wireless scattering communication has been investigated, assuming one transmitter broadcasts to multiple receivers where the symbols for multiple receivers are perfectly aligned in the time domain. However, as shown in Figure 1 , asynchronous multiple access (AMA) may happen for multiple users that independently transmit signals in a common channel in an ad-hoc network, where the transmitted symbols are not necessarily aligned in the time domain. Consequently, the signal characterization, achievable transmission rate, and signal detection for such asynchronous access communication network need to be investigated.
In this work, we characterize the asynchronous multiple access based on discrete Poisson channel, where the misalignment in the time domain among different users transmission is considered. Specifically, we adopt hidden markov model (HMM) [15] [16] [17] to characterize the asynchronous multiple access.
Then, we conceive the achievable rates for multiple users and obtain the approximated solution based on Monte Carlo method. For the receiver-side signal processing, we propose channel estimation based on expectation-maximization (EM) algorithm [18] , [19] , and adopt Viterbi [20] , [21] and Bahl-Cocke-
Jelinek-Raviv (BCJR) [22] , [23] algorithms for symbol detection, respectively. Furthermore, we propose iterative algorithm for the multi-user maximum-likelihood/maximum a posteriori probability (ML/MAP) joint decoding [24] , [25] . Numerical results show the achievable sum rates, the performance behavior of channel estimation as well as ML/MAP joint detection and decoding with respect to the relative delay among different users. Finally, we conduct offline experiments to evaluate the performance of the proposed approaches. It is seen that based on the experimental measurements, the proposed approaches perform close to the simulation results with the identical channel parameters.
The remainder of the paper is organized as follows. In Section II, we characterize NLOS asynchronous multiple access scattering communication using the HMM. In Section III, we investigate the achievable transmission rates and obtain the approximated solution based on Monte Carlo method. In Section IV, we propose the channel estimation based on correlation maximization and EM algorithm. In Section V, we adopt Viterbi/BCJR algorithm and propose the iterative joint ML/MAP detection and decoding for the asynchronous multiple access communication system under consideration. The numerical and experimental results are given in Sections VI and VII, respectively. Finally, we conclude this paper in Section VIII.
II. System Model

A. Discrete Poisson Asynchronous Multiple Access Channel
We consider NLOS scattering communication systems accessed by asynchronous multiple users, where each user deploys on-off key modulation. The asynchronous multiple access (AMA) is based on the fact that the transmitted symbols of different users are not necessarily aligned in the time domain due to the possible ad-hoc network deployment. We characterize the AMA by parameters M K = {M k |k ∈ K}, L K = {L k |k ∈ K} and P K = {ρ k |k ∈ K}, where K denotes the set of all AMA users; M k , L k = {L k,i |1 ≤ i ≤ M k } and ρ k = {ρ k,i |1 ≤ i ≤ M k } denote the number of frames, the number of symbols and the start time of each frame for user k, respectively; and ρ k,i is in the unit of symbol duration. The AMA with the above parameters is defined as (M K , L K , P K ) AMA for short. Figure 2 illustrates the ({1, 2, 1}, {3, {2, 1}, 3}, {0.3, {0, 3}, 0.6}) AMA, where the start of each symbol duration and the misalignment are marked.
We divide each symbol into several chips such that the misalignment of users' symbols can be characterized by the chip level. Let T s and T c = {τ t |1 ≤ t ≤ T } denote the symbol duration and chip duration within the AMA, respectively, where τ t is in the unit of T s ; and T denotes the total number of chips. The characterization of AMA in the chip level is illustrated in Figure 3 . Furthermore, let K t and z K t = {z t,k |k ∈ K t } denote the set of AMA users and their transmitted symbols in the t th chip, respectively.
Due to the weak received signal intensity of NLOS UV scattering communications, the received signal can be characterized by discrete photoelectrons, whose number satisfies a Poisson distribution. More specifically, let λ 0 and λ k denote the mean number of detected photoelectrons for the background radiation and user k. The number of detected photoelectrons N t in the t th chip for 1 ≤ t ≤ T satisfies the following Poisson distribution
where
For (M K , L K , P K ) AMA, let U = {u t |u t ∈ P K , u t < u t+1 , 1 ≤ t ≤ T } denote the set of border times of chips in the AMA, where u t and u t+1 denote the start and end time of the tth chip for 1 ≤ t ≤ T , respectively; and
The chip duration, the total number of chips and the set of users in the t th chip are respectively given by
(2)
B. Hidden Markov Model for AMA
Note that due to the overlap of symbols for different users, the numbers of detected photoelectrons in different chips are correlated with each other. We deploy HMM to characterize AMA in the chip level.
Let e K = {e k |k ∈ K} denote the set of orthogonal bases, where e k denotes the |K|-dimensional vector satisfying e T i · e i = 1 and e T i · e j = 0 for i j ∈ K, where |K| denotes the number of elements in K. We denote T = {S t |1 ≤ t ≤ T } and N T = {N t |1 ≤ t ≤ T } as the state and observation sequence of the proposed HMM, where S t consists of the transmitted symbols of users in K t given by
while the state space of the tth chip B K t is given by
The HMM is determined by parameters (π 0 , A t , B t ), where π 0 , A t and B t denote the initial distribution, state transition matrix and observation emission matrix, respectively. Note that the initial distribution is given by
where each element a i, j,t is given by
where s t,i ∈ B K t and s t+1, j ∈ B K t+1 may take values among all possible choices of S t and S t+1 , respectively; indicates binary logical XNOR; and
where λ s t,i is given by
III. HMM-Based Achievable Transmission Rate
We first provide the achievable rates for multiuser asynchronous multiple access, and then specify the results on the two-user multiple access channels.
A. Achievable Rates for HMM
For natational simplicity but without loss of generality, we investigate the transmission rate for asynchronous Poisson channel accessed by fixed number of users, i.e., K t = K for 1 ≤ t ≤ T . The achievable rates can be derived based on the mutual information between hidden states and observation sequences with finite chain length.
Let K = {Z k |k ∈ K} denote the transmission symbols of users in K. Due to the statistical independence of transmitted symbols among the users, the expressions of entropy and conditional entropy of transmission symbols are given as follows
and U and U c denote the transmission symbols of users in U and U c , respectively.
The entropy and conditional entropy of transmission symbols given the observation sequences are given by
where N denotes the set of natural number; and Ω T denotes the T -time expansion of set Ω.
Note that for ∀U ⊆ K, U ∅, the achievable sum rate of users in set U must satisfy
where R k denotes the achievable rate of user k; I( U ; N T | U c ) denotes the conditional mutual information given by
Letting U = K, we have the following expression on the maximum achievable sum rate for all users,
B. Low-complexity Solution for Achievable Rate
Note that the complexity of Equation (10) grows exponentially with the chain length T . Consequently, brute-force computation on the exact value of conditional entropy is intractable for large T due to exhaustive enumeration of the state and observation sequences on B T and N T . The approximative solutions to H( K |N T ) and H( U | U c , N T ) are given by the following equations
where Ψ z ⊂ B T and Ψ n ⊂ N T denote the set of samples on B T and N T with relatively high probability,
respectively.
We resort to Monte Carlo method, which keeps generating random states and observation sequences based on the initial state distribution, the transition probability matrices, and the observation emission matrices. For each state and observation sequence realization, we have that
where efficient computation of the conditional entropy in Equation (15) can be conducted following [26] .
To compute Equation (16), we define a new HMM with state sequence˜ T and observation sequencẽ N T depending on U and U c , where the state space is given by
The initial distribution, state transition matrix and observation emission matrix (π 0 ,Ã t ,B t ) of the new HMM are respectively given bỹ
where s t,i , s t, j ∈ B U|U c . We can hereby calculate Equation (16) according to the algorithm in [26] via the following transformation
C. Special Case for Two-user
For two-user AMA, P K is simplified to the relative delay ρ between two users, where 0 < ρ < 1. The achievable rates of two users must satisfy that
We have the following propositions on H(
Proposition 1. The chain rules on conditional probabilities are given as follows
We give the Proof in Appendix A.
Proposition 2. The two users' conditional entropies are given by
,
where P(N|λ) is the abbreviation of Poisson distribution given by P(N|λ) = λ N N! e −λ .
We give the Proof in Appendix B.
Proof: The values of Equation (22) hold invariant, if we let ρ in Equation (23) take value of (1 − ρ).
The joint probability density function for observation and sate sequence P(N T , T , ρ) is given as follow,
and H(Z 1 , Z 2 |N T ) is hereby given by
where S is the abbreviation
IV. HMM-Based Channel Estimation
The channel estimation involves the estimation of parameters (M K , L K , P K ) and the mean number of
states in the tth chip of AMA. We propose a two-step estimation approach based on the pilot sequence at the beginning of each frame, where (M K , L K , P K ) and Λ T are estimated based on the correlation maximization and EM algorithm, respectively.
A. Correlation-based Estimation of (M K , L K , P K )
The frame detection can be performed via computing the correlation between the pilot sequence and searching the correlation peaks, which is presented in [27] in detail. More specifically, let C k denote the correlation value for user k, k ∈ K, where the peak value implies the beginning of each frame for user k. The AMA detection is performed based on the fact that the interval between two consecutive peaks is shorter than the preset frame duration, as shown in Figure 4 . Fig. 4 . Illustration for the AMA detection.
Consequently, M K equals the number of correlation peaks for each user; L K is implied by the number of symbols between the correlation peaks and the frame termination for each user; and P K can be estimated via computing the interval between the AMA start time and correlation peaks for each user.
B. EM Algorithm-based Estimation of Λ T
Since the pilot sequence of different users may not be aligned, satisfactory estimation for the intensity of one user may require the detection of overlapping symbols from other users. We adopt EM algorithm for the estimation of Λ T , and refine the estimation result when any user has finished transmitting the pilot sequence. Since K t is invariant during the estimation, we simplify K t and s t,i into K and s i , respectively.
We divide each chip into W sub-chips uniformly, where photon-counting is performed in each sub-chip.
where N t,m denotes the number of detection photoelectrons in the mth sub-chip of the tth chip. The updating rule for EM algorithm is proposed as follows.
The E-step: In the vth iteration, based on the estimate resultλ (v) s i in the (v − 1)th iteration, a posterior probability of S t is given by
The M-step: Given a posterior probability Q (v) (S t = s i ) for the vth iteration, the ML-estimation for
where T denotes the number of chips within the pilot sequence; and the preset initialΛ
We give the proofs of M-step and the convergency of estimation in Appendix C.
V. HMM-Based Symbol Detection
Based on the proposed HMM, the receiver aims to detect the state sequence T according to the observation sequence N T . For joint detection and decoding, the Viterbi and BCJR algorithms are adopted to maximize the likelihood function P(N T | T = s) and a posteriori probability P( T = z|N T ), respectively, hence minimizes the error rate of sequence and symbol detection, respectively. Since the band-pass For both Viterbi and BCJR algorithms, the trellis diagram for the time-varying HMM is adapted to find the optimal state transition path maximizing the likelihood function or a posteriori probability. Figure 5 illustrates the trellis diagram for the HMM based on ({1, 2, 1}, {3, {2, 1}, 3}, {0.3, {0, 3}, 0.6}) AMA, where each state S t is simplified to {z k,t |k ∈ K t } in expression, and each branch between adjacent states corresponds to an non-zero element of A t .
A. Viterbi Algorithm-Based ML Detection
For the Viterbi algorithm, we maximize the log-likelihood function of state sequence summarized as
where λ S t is computed by Equation (8) 
Thus the dynamic programming is adopted with the following updated equation
where the initial solution is given by L(N 1 | 1 ) = L(N 1 , S 1 ). The detected symbol sequence can be retrieved via tracing back the optimal path.
B. BCJR Algorithm-Based MAP Detection
Letting z k,i, j ∈ Z k denote the jth symbol in ith frame of user k, we maximize the posterior probability as followsẑ
where z k,i, j denotes the state sequence involving z k,i, j from Equation (3).
To obtain P( z k,i, j , N T ), we define the following probability functions
where $ = {s t |t k,i, j ≤ t ≤t k,i, j }; andt k,i, j andt k,i, j denote the first and last chip time instants involving z k,i, j , respectively. Note that γ t (s t−1,i , s t, j , n) = a i, j,t−1 b j,n+1,t for s t−1,i ∈ B K t−1 , s t, j ∈ B K t and n ∈ N. Then the calculations of α(s t , n t ) and β(s t , n T t+1 ) are conducted according to the following recursive equations
The initial values are α 1 (s 1,i 
π 0 is given by Equation (5), and π t (s t+1,i ) = P(S t+1 = s t+1,i ) is computed by the following recursive equation
C. Joint Detection and Decoding
Based on the turbo processing, we propose the joint detection and decoding algorithm. For ML and MAP decoding, the log-likelihood ratio (LLR) and log-aposterior ratio (LAR) are adopted as the input soft information for iteration, respectively. Let LLR (v) z k,i, j and LAR (v) z k,i, j denote the log-likelihood ratio and log-aposterior-ratio of z k,i, j after the v th iteration, respectively. Typically each iteration of the turbo processing consists of one-time ML/MAP symbol detection followed by several channel decoding iterations.
For the ML-decoding, the initial LLR values are obtained by Viterbi algorithm
and the input LLR for the v th iteration is given by
where S θ z k,t = {s t |s T t · e k = θ} for θ ∈ {0, 1}; and the expectation E s t ∈S θ z t,k
[•] is calculated based on a posterior probabilities by the (v − 1)th iteration of users in K t \ k as follows
where z t,k = s T t · e k ; and the a posterior probability of z k ,t after the (v − 1) th iteration is given by
P (v−1) (N t |z t,k =0) denotes the output LLR for z k ,t after the (v − 1) th iteration. For MAP-decoding, the initial LAR is determined by BCJR detection as follows
(40) and the input LAR for the (v − 1) th iteration is given by
where LLR (v−1) z k,i, j is computed according to Equations (37) and (38). Furthermore, the a posterior probability of MAP-decoding is given by
t ) denotes the output LAR for z k ,t after the (v − 1) th iteration. 
VI. Simulation Results
A. Achievable Rates for Spacial Case: Two Users
We consider two-user NLOS scattering AMA system in Section III.C. Figure 6 plots the achievable sum rate R Σ versus the Markov chain length T for λ 1 = λ 2 = 10 and ρ = 0.1, 0.2, 0.3, 0.4 and 0.5. It is seen that R Σ grows with T and converges for T > 1 × 10 3 . Figure 7 illustrates R Σ versus λ 1 and λ 2 , where the value of R Σ is reflected by the color. It is seen that R Σ decreases with ρ for λ 1 >> λ 2 or λ 1 << λ 2 ;
otherwise R Σ increases with ρ closed to 0.5 for λ 1 ≈ λ 2 , where λ 1 and λ 2 affect R Σ symmetrically.
B. Simulation for Joint Detection and Decoding
We consider the NLOS scattering AMA system based on two cases: 2 users and 3 users. For the purpose of notational simplicity but without loss of generality, we assume M k = 1 for k = 1, 2 and k = 1, 2, 3, while letting different users' frames completely overlap with each other, where subscript • k,1 is simplified into • k . Other parameters λ k = λ ave , q k = 0.5 and L k = 12620 are assumed for both k = 1, 2 and k = 1, 2, 3. decoding follow [28] , [29] and [30] . The simulated bit error rates for ML and MAP joint decoding versus λ ave are shown in Figure 9 . It is observed that the existence of correlation among different symbols in a frame may lead to the performance gain of MAP detection/decoding over the ML detection/decoding.
Moreover, with identical receiver side SNR of 2-user and 3-user AMA, ρ = 0.5 and ρ 2 = 1 3 , ρ 3 = 2 3 can minimize the detection error probability, respectively.
VII. Experimental Results for Special Case: Two Users
We conduct offline experiments on the performance of two-user AMA scattering UV communication to evaluate the proposed joint detection and decoding. At the transmitter side, two independent random bit streams drive the waveform generators to produce OOK signals. The Bias-Tees are employed to combine the AC and DC signals for UV LEDs which are employed for two users to transmit UV light. At the receiver side, a photomultiplier tube (PMT) is employed as the photon-detector, which is integrated with an optical filter and a sealed box. The UV signal of wavelength around 280nm can be detected, while the background radiation of other wavelengths is blocked. The PMT output signal is attenuated by an attenuator, amplified by an amplifier, and then filtered by a low-pass filter, which is then sampled by the oscilloscope. Finally, the photon counting processing, HMM-based MAP joint detection and decoding are realized in the received-side personal computer (PC) based on the sampled waveforms from the oscilloscope. Table I shows In the experiments, the background radiation intensity is around 150 photoelectrons per second in the indoor environment. Furthermore, we hold the following conditions for two users: the symbol duration T s = 1µs; the same transmission power of the two LEDs leading to the approximately same average number of detected photoelectrons per bit λ 1 ≈ λ 2 λ ave ; 2 different Gold-sequences as the pilots; the same parity check matrix construction and decoding algorithm of LDPC codes as those in simulation; and the uniform prior probabilities for 0 − 1 symbols. For each case of λ ave , we count the bit error rate based on the transmission of 1 × 10 3 frames (1.262 × 10 7 random bits).
Based on the experimental measurements, the performance of channel estimation, MAP detection with and without LDPC code (denoted as Exp.) are plotted in Figures 12, 13 and 14 , respectively, where simulation results with identical channel parameters (denoted as SL.) are plotted for comparison. It is seen that as λ ave grows, its variances decrease and the medians tend to approach the true value, which implies better performance of channel estimation for higher receiver side SNR. Moreover, the experimental results on the channel estimation, symbol detection and joint detection/decoding are close to the simulation results, where random ρ satisfies ρ ∼ U(0, 1) in order to simulate the practical situation of 2 users' access.
The above performance comparison shows the validity of the proposed channel estimation and signal detection approaches in real communication scenarios. Rand ρ SL. 20 
VIII. Conclusion
We have proposed HMM-based model for discrete Poisson asynchronous multiple access channel.
We have obtained the approximations on the achievable rates via Monte Carlo method. Moreover, we have proposed EM-based channel estimation and receiver-side AMA joint detection and decoding. The performance of the proposed receiver-side signal processing approaches is evaluated from both simulations and experiments. It is seen from both simulations and experiments that for two users case, the largest achievable rate and the lowest bit error rate for 2-user AMA are achieved when the receiver side SNRs of different users are nearly identical and ρ = 0.5.
IX. Appendix
A. Proof of chain rules on conditional probabilities for two-user case
We prove the proposition based on the following chain rule on the probability of received signal given two users since the numbers of received photoelectrons in different chips are independent to each other,
Consequently, Equation (21) 
Similar proof can be applied to P(Z 2 |Z 1 , N T ) as well.
B. Proof of two users' conditional entropies
We prove the proposition by Equation (45) = T/2 t=1 Z 1,t ,Z 2,t ,Z 2,t+1 ∈B P(Z 1,t )P(Z 2,t )P(Z 2,t+1 ) N 2t−1 ,N 2t ∈N P(N 2t−1 , N 2t |Z 1,t , Z 2,t , Z 2,t+1 )log 2 P(Z 1,t |Z 2,t , Z 2,t+1 , N 2t−1 , N 2t )
The proof can also be applied to H(Z 2 |Z 1 , N T ).
C. Proofs of M-step and Convergency of Estimation Algorithm
The likelihood function is given by
LettingL (v) (N t |λ s i =λ (v) s i ) denote the last term of above inequality, we have that
Hence the partial derivative of likelihood function is given by
Letting ∂ ∂λ s j L(N t = n t |λ s j =λ (v) s j ) = 0, we have that
(48) 22 According to Equations (46) and (48), we have L(N t |λ s i =λ (v) s i ) ≥L (v) (N t = n t |λ s i =λ (v) s i ) andL (v) 
). Furthermore, we have the following proof onL (v) 
).
(49)
T is closer to the value of ML estimation than Λ
T .
