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Abstract
A meshfree method for two-phase immiscible incompressible ﬂows including surface tension is presented. The continuum surface
force (CSF) model is used to include the surface tension force. The incompressible Navier–Stokes equation is considered as the
mathematical model. Application of implicit projection method results in linear second-order partial differential equations for
velocities and pressure. These equations are then solved by the ﬁnite pointset method (FPM), which is a meshfree and Lagrangian
method. The ﬂuid is represented as ﬁnite number of particles and the immiscible ﬂuids are distinguished by the color of each
particle. The interface is tracked automatically by advecting the color functions for each particle. Two test cases, Laplace’s law and
the Rayleigh–Taylor instability in 2D have been presented. The results are found to be consistent with the theoretical results.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we have presented the simulations for two-phase immiscible incompressible ﬂows including surface
tension force with variable density and viscosity. We solve the incompressible Navier–Stokes equations by applying a
implicit projection method, which is based on the least-squares particle method and we call it as ﬁnite pointset method
(FPM). FPM is a meshfree and fully Lagrangian particle method. The ﬂuid domain is represented by ﬁnite number of
particles (pointset), which are so-called numerical grid points and can be arbitrarily distributed. Particles move with
ﬂuid velocity and carry with them all ﬂuid informations like density, viscosity, velocity and so on. This method is found
to be appropriate for ﬂow problems with complicated and rapidly changing geometry [13], free surface ﬂows [22,23]
and multiphase ﬂows [9,25].
In our previous works we have presented the simulations of multiphase ﬂows using FPM without incorporating
surface tension [9,25]. The surface tension force is modeled by the continuum surface force (CSF) method [1]. The
phase can be distinguished by deﬁning the color for each ﬂuid particle and advect the color function which results in
tracking the interface accurately. The normal and the curvature of the interface can be computed from the color function.
In FPM, we approximate the spatial derivatives by the weighted least-squares method. Furthermore, the application of
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FPM for solving the Poisson equation has already been reported, see [10,24,25]. Several computations of ﬂow problems
by the method of least squares are handled by various authors [5,11,12,20,21,26] and references therein. Since we use
the implicit projection method, we have to solve a general second-order linear partial differential equation with the
Dirichlet or the Neumann boundary conditions. The scheme is second-order convergence [10,25].
A similar approach to simulate multiphase ﬂows is the method of smoothed particle hydrodynamics (SPH). SPH
was initially developed to solve the problems in astrophysics [7] and later extended to solve the several ﬂuid dynamics
problems [15,18]. The method has further been extended to simulate the multiphase ﬂows [3,16,17]. However, the SPH
has poor approximation of the second-order derivatives and is difﬁcult to handle boundary conditions.
Since the particles move with ﬂuid velocity, they may scatter or accumulate together. If they scatter and create some
holes in the computational domain, we get some singularity in that region. So, we have to detect the holes and add new
particles there. Similarly, if two particles are very close to each other, we can remove one of them in order to reduce
the computational time. The proposed scheme gives accurate results compared to the theory and is tested for Laplace’s
law and the Rayleigh–Taylor instability.
The paper is organized as follows. In the next section we introduce the mathematical model and the numerical
scheme. The ensuing section deals with FPM for solving general elliptic partial differential equations. The numerical
results are presented in Section 4.
2. Mathematical model and numerical scheme
2.1. Mathematical model
We consider two immiscible ﬂuids, for example, liquid and gas. The equations of motion of such ﬂuids are described
by the incompressible Navier–Stokes equations, which are given in the Lagrangian form
Dv
Dt
= −1

∇p + 1

∇ · (2D) + 1

FS + g, (1)
∇ · v = 0, (2)
where v is the ﬂuid velocity vector,  is the ﬂuid density,  is the ﬂuid viscosity, D is the viscous stress tensor given by
D = 12 (∇v + ∇Tv), g is the body force acceleration vector and FS is the continuous surface tension force.
The surface tension force acts on the interface between the ﬂuids. We suppose that the surface tension coefﬁcient 
is constant. In the CSF model [1] the surface tension force per unit area FS is deﬁned by
FS = nS, (3)
where n is the unit normal vector to the interface,  is the curvature of the interface and S is a normalized surface delta
function, which is concentrated on the interface.
In this paper, we initially give a ﬂag for each ﬂuid particle and keep the same identiﬁcation for all time. Moreover,
the density and viscosity are constant on each particle path, so we have

t
+ v · ∇= 0, (4)

t
+ v · ∇= 0. (5)
Each ﬂuid particle has constant  and . Since  and  are discontinuous across the interface, the numerical scheme can
have instabilities around such region. So, we consider the smooth density and viscosity in the vicinity of the interface.
The interface region can be detected by checking the ﬂags of particles in the neighborhood. If there are same type
of ﬂags in the neighboring list of a particle then it is far from the interface region. Near the interface particles, we
have both type of ﬂags in the neighboring list. We update the density and viscosity in each time step at each particle
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position x near the interface by using the Shepard interpolation
˜(x) =
∑m
i=1 wii∑m
i=1 wi
, (6)
˜(x) =
∑m
i=1 wii∑m
i=1 wi
, (7)
where m is the number of neighboring particles xi in the neighborhood of x having weights wi . We solve Eqs. (1)–(2)
with appropriate initial and boundary conditions.
2.2. Computation of the surface tension force
As we have already mentioned that we model the surface tension force by the method of continuum surface tension
(CSF). We deﬁne the color c = 1 and 2 for the ﬂuid types 1 and 2, respectively. On the interface, we smooth the color
function by Shepard interpolation by
c˜ =
∑m
i=1 wici∑m
i=1 wi
. (8)
Then the unit normal n is computed by
n = ∇ c˜|∇ c˜| . (9)
Further the curvature is calculated using
= −∇ · n. (10)
There are many possible choices for S, but in practice, it is often approximated as
S ≈ |∇ c˜|. (11)
2.3. Numerical scheme
Since the viscosity is smoothened near the interface, we can express the momentum equation component-wise:
du
dt
= g(1) + 1
˜
FS(1) − 1
˜
p
x
+ 1
˜
∇˜ · ∇u + ˜
˜
u + 1
˜
∇˜ · v
x
, (12)
dv
dt
= g(2) + 1
˜
FS(2) − 1
˜
p
y
+ 1
˜
∇˜ · ∇v + ˜
˜
v + 1
˜
∇˜ · v
y
, (13)
dw
dt
= g(3) + 1
˜
FS(3) − 1
˜
p
z
+ 1
˜
∇˜ · ∇w + ˜
˜
w + 1
˜
∇˜ · v
z
. (14)
We have considered here the Chorin’s projection method [2]. Since our method is fully Lagrangian, we ﬁrst move
particles with old velocity and the new position of a particle at x at time tn + dt is given by
xn+1 = xn + dt vn. (15)
At each new particle position, ﬁrst we smooth the density and the viscosity according to (6) and (7).We further compute
the normal and curvature of the region of interface and then compute the intermediate velocity u∗, v∗ and w∗ by
u∗ − dt
˜
∇˜ · ∇u∗ − dt ˜
˜
u∗ = un + dt
(
FnS (1)
˜
+ g(1) + ∇˜
˜
· v
n
x
)
, (16)
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v∗ − dt
˜
∇˜ · ∇v∗ − dt ˜
˜
v∗ = vn + dt
(
FnS (2)
˜
+ g(2) + ∇˜
˜
· v
n
y
)
, (17)
w∗ − dt
˜
∇˜ · ∇w∗ − dt ˜
˜
w∗ = wn + dt
(
FnS (3)
˜
+ g(3) + ∇˜
˜
· v
n
z
)
, (18)
where v∗ = (u∗, v∗, w∗)T. Then, at the second step, we correct v∗ by solving the equation
vn+1 = v∗ − dt ∇p
n+1
˜
(19)
with the incompressibility constraint
∇ · vn+1 = 0. (20)
Taking the divergence on Eq. (19) and using (20), which is the constraint that vn+1 must be a divergence free vector,
we get the Poisson equation for the pressure
∇ ·
(∇pn+1
˜
)
= ∇ · v
∗
dt
. (21)
The boundary condition for p is obtained by projecting Eq. (19) on the outward unit normal vector n to the boundary
. Thus, we obtain the Neumann boundary condition(
p
n
)n+1
= − ˜
dt
(vn+1 − v∗) · n, (22)
where v is the value of v on . Assuming v · n = 0 on , we obtain(
p
n
)n+1
= 0 (23)
on .
We note that particle positions change only in the ﬁrst step. The intermediate velocity v∗ is obtained on new particle
positions. The pressure Poisson equation and the divergence free velocity vector are also computed on new particle
positions.
We solve Eqs. (16)–(18) and (21) together with the boundary condition (23) by the constraint weighted least-squares
method. In the following section, we describe the method of solving these linear equations by FPM.
3. FPM for solving general elliptic partial differential equations
Since we have smoothened the density and viscosity in the new particle positions, Eqs. (16)–(18) and (21), where
the derivatives of ˜ and ˜ are known, leads to the following second-order linear partial differential equation of the form
A+ B · ∇+ C= f , (24)
whereA, B,C and f are known. Note that for the pressure Poisson equation (21), we haveA=0. The equation is solved
with the Dirichlet or Neumann boundary conditions
= 	 or 
n = 	. (25)
To our knowledge, there are basically two techniques to solve the elliptic equations in meshfree framework [14,24].We
use our method here proposed in [24], which is proved to be stable [10] and it is easy to handle the Neumann boundary
condition. Here is the description of the FPM:
Consider the computational domain
 ∈ Rd , d=1, 2, 3. Distribute N particles xj ∈ 
, j =1, . . . , N , not necessarily
be regular. These particles are the numerical grid points. Let x be an arbitrary particle in 
 and we determine its
380 S. Tiwari, J. Kuhnert / Journal of Computational and Applied Mathematics 203 (2007) 376–386
neighboring cloud of points. We introduce the weight function w = w(xi − x, h) with small compact support h. The
weight function can be quite arbitrary but in our computation, we consider a Gaussian weight function in the following
form:
w(xi − x;h) =
⎧⎨
⎩exp
(
− ‖xi − x‖
2
h2
)
if
‖xi − x‖
h
1,
0 else,
where  is a positive constant and is taken to be 6.25. In case of the Shepard interpolation, as considered above, we have
used  = 2. The size of h deﬁnes a set of neighboring particles around x. Let P(x, h) = {xi : i = 1, 2, . . . , m} be the
set of m neighboring points of x in a ball of radius h. For consistency reasons some obvious restrictions are required.
For example, in 2D there should be at least six particles and they should not lie on the same line or on the same circle.
Consider the Taylor expansions of (xi) around x
(xi) = (x) +
l∑
j=1
|j |
xj1yj2zj3
1
j ! (xi − x)
j1(yi − y)j2(zi − z)j3 + ei , (26)
for i = 1, . . . , m, where ei is the corresponding error term. Denote the coefﬁcients
a0 = (x), a1 = 
x
, a2 = 
y
, a3 = 
z
, a4 = 
2
x2
,
a5 = 
2
xy
, a6 = 
2
xz
, a7 = 
2
y2
, a8 = 
2
yz
, a9 = 
2
z2
.
Along with these m equations we add Eqs. (24) and (25), which can be rewritten as
Aa0 + B1a1 + B2a2 + B3a3 + C(a4 + a7 + a9) = f , (27)
a0 = 	 or nxa1 + nya2 + nza3 = 	, (28)
where nx , ny , nz are the x, y, z components of the unit normal vector n on the solid boundary .
Now, we have to solve m+2 equations. For m+2> 10, this system is overdetermined with respect to the unknowns
ai, i = 0, . . . , 9 and can be expressed in the matrix form as
e = M a − b, (29)
where
M =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 h1,1 h2,1 h3,1 12h
2
1,1 h1,1h2,1 h1,1h3,1
1
2h
2
2,1 h2,1h3,1
1
2h
2
3,1
...
...
...
...
...
...
...
...
...
...
1 h1,m h2,m h3,m 12h
2
1,m h1,mh2,m h1,mh3,m
1
2h
2
2,m h2,mh3,m
1
2h
2
3,m
A B1 B2 B3 C 0 0 C 0 C
1 0 0 0 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
for the Dirichlet boundary condition and for the Neumann boundary condition, we have
M =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 h1,1 h2,1 h3,1 12h
2
1,1 h1,1h2,1 h1,1h3,1
1
2h
2
2,1 h2,1h3,1
1
2h
2
3,1
...
...
...
...
...
...
...
...
...
...
1 h1,m h2,m h3,m 12h
2
1,m h1,mh2,m h1,mh3,m
1
2h
2
2,m h2,mh3,m
1
2h
2
3,m
A B1 B2 B3 C 0 0 C 0 C
0 nx ny nz 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and a = (a0, a1, a2, . . . a9)T, b = (1, . . . ,m, f,	)T and e = (e1, . . . em, em+1, em+2)T, h1,i = xi − x, h2,i =
yi − y, h3,i = zi − z.
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We note that the last row of the matrix M and the last component of the vectors b and e are not taken into consideration
for interior particles.
The unknown vector a is computed by minimizing a weighted error over the neighboring points. Thus, we have to
minimize the following quadratic form:
J =
m+2∑
i=1
wie
2
i , (30)
where em+1 =A+ B · ∇+C− f , em+2 = a0 −	 or em+2 = /n−	 and wm+1 =wm+2 = 1. Eq. (30) can
be expressed in the form
J = (M a − b)TW(M a − b)
with
W =
⎛
⎜⎜⎜⎜⎜⎜⎝
w1 0 · · · 0 0 0
...
... · · · ... ... ...
0 0 · · · wm 0 0
0 0 · · · 0 1 0
0 0 · · · 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The minimization of J with respect to a formally yields (if MTWM is nonsingular)
a = (MTWM)−1(MTW)b, (31)
where (31) (MTW)b is given by
(MTW)b =
(
m∑
i=1
wii + Af ,
m∑
i=1
wih1,ii + B1f + nx	,
m∑
i=1
wih2,ii + B2f + ny	,
m∑
i=1
wih3,ii + B3f + nz	,
1
2
m∑
i=1
wih
2
1,ii + Cf ,
m∑
i=1
wih1,ih2,ii ,
m∑
i=1
wih1,ih3,ii ,
1
2
m∑
i=1
wih
2
2,ii + Cf ,
m∑
i=1
wih2,ih3,ii ,
1
2
m∑
i=1
wih
2
3,ii + Cf
)T
. (32)
Thus, from (31) we get
= Q11
(
m∑
i=1
wii + Af
)
+ Q12
(
m∑
i=1
wih1,ii + B1f + nx	
)
+ Q13
(
m∑
i=1
wih2,ii + B2f + ny	
)
+ Q14
(
m∑
i=1
wih3,ii + B3f + nz	
)
+ Q15
(
1
2
m∑
i=1
wih
2
1,ii + Cf
)
+ Q16
(
m∑
i=1
wih1,ih2,ii
)
+ Q17
(
m∑
i=1
wih1,ih3,ii
)
+ Q18
(
1
2
m∑
i=1
wih
2
2,ii + Cf
)
+ Q19
(
m∑
i=1
wih2,ih3,ii
)
+ Q1,10
(
1
2
m∑
i=1
wih
2
3,ii + Cf
)
, (33)
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Fig. 1. Initial particle distribution (left); anomalous currents (right).
where Q11,Q12, . . . ,Q1,10 is the ﬁrst row of the matrix (MTWM)−1. Rearranging the terms, we have
−
m∑
i=1
wi
(
Q11 + Q12h1,i + Q13h2,i + Q14h3,i + Q15
h21,i
2
+ Q16h1,ih2,i
+Q17h1,ih3,i + Q18
h22,i
2
+ Q19h2,ih3,i + Q1,10
h23,i
2
)
i
= (Q11A + Q12B1 + Q13B2 + Q14B3 + Q15C + Q18C + Q1,10C)f
+ (Q12nx + Q13ny + Q14nz)	. (34)
Hence, if x is one of the N particles, say xj and xji its neighbor of number m(j), where xj is distinct from xji , then we
have the following sparse system of equations for the unknowns j , j = 1, . . . , N
j −
m(j)∑
i=1
wji
(
Q11 + Q12h1,ji + Q13h2,ji + Q14h3,ji + Q15
h21,ji
2
+ Q16h1,ji h2,ji
+Q17h1,ji h3,ji + Q18
h22,ji
2
+ Q19h2,ji h3,ji + Q1,10
h23,i
2
)
ji
= (Q11A + Q12B1 + Q13B2 + Q14B3 + Q15C + Q18C + Q1,10C)f
+ (Q12nx + Q13ny + Q14nz)	. (35)
If the particle xj is the boundary particle and has Dirichlet boundary condition we have
j = 	.
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Finally, we write
L = R. (36)
We have solved the above sparse system (36) by Gauss–Seidel and SOR. While applying the projection method, we
have four such systems, three for velocity components and one for the pressure. It is also necessary to prescribe the
initial value for the pressure and the velocities at time t = 0. In the iterations, the initial values of the velocities and the
pressure for the time step n + 1 is taken as values from nth time step.
4. Numerical tests
In the following, we consider three examples in the 2D case. The test cases are given in dimensionless form but can
be interpreted in SI-units.
4.1. Laplace’s Law
The validation of the Laplace’s law for a stationary drop represents a well-known test of surface tension method [8].
At the equilibrium, the pressure jump across the interface satisﬁes the Laplace’s law
pin − pout = /R, (37)
where R is the radius of the drop, pin and pout are the pressure values inside and outside the drop. In this example,
we consider a unit square as a computational domain, with initially distributed ﬂuid inside a circle of radius R = 0.2,
which is approximately a hexagonal, see Fig. 1. Here we can approximate neither circle nor hexagon exactly since the
distribution of the particles is not uniform. This yields an anomalous or spurious currents around the macroscopically
static bubble as shown in Fig. 2. This is the common phenomena in all the numerical schemes.We have chosen ==1
for both ﬂuids and the drop has the density 1000 and the outer ﬂuid has density equal to 1. We have considered the
pressure on the boundary (outer ﬂuid) equal to the reference pressure equal to zero and no-slip boundary condition for
velocity. Hence, we should have pin − pout = = 5. After a short time, we obtain the required pressure jump which
is shown in Fig. 2. Usually, one computes the values pin and pout as the mean value of the particles lying completely
inside and outside the drop [8].We have taken here the average of the pressure with particles having S > 0. This means,
we have excluded the interface particles in the calculation of the drop. Fig. 3 shows (pin − pout)R/ = 1 for three
different values of smoothing length h = 0.08, 0.06, 0.04. We observe that the numerical value reach to the analytical
value 1, when h decreases. We start with reference pressure equal to zero at t = 0 and we obtain the pressure jump after
a short time and remain constant.
4.2. Rayleigh–Taylor instability
The widely used test problem for numerical methods for two-phase ﬂow is the Rayleigh–Taylor instability [1,3,9,19].
In this test case a heavy ﬂuid is placed on the top of a light ﬂuid with a small initial perturbation of the interface between
two ﬂuids. The computational domain is the rectangle [0, 1] × [0, 2]. The densities of two ﬂuids are 2 and 1. The
dynamic viscosity of both ﬂuids are = 0.015. The gravity with g= 9.81 act downwards. No-slip boundary conditions
are applied on the solid boundaries.According to the linear theory [6], the initial sinusoidal perturbations of the interface
grow exponentially in time as exp(nt) with the growth rate is given by
n2 = kg
[
A − k
2
g(1 + 2)
]
, (38)
where k is wave number of perturbation and A the Atwood number given by
A = 2 − 1
2 + 1
. (39)
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Fig. 2. Pressure jump on drop.
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Fig. 3. (pin − pout)R/= 1 versus time.
From (38) we can compute a critical surface tension c for which n2 = 0. The stability parameter  is deﬁned [4] as
= 
c
. (40)
We observe stable oscillations of the interface for > 1 and instability with exponential growth for < 1.
A total of 3800 particles with the size of interacting radius h= 0.06 is considered at the start. The initial interface is
given by 1.0+ 0.03 sin(2x). The heavy particles (stars) lie on and above this interface and the light particles (dots) lie
below the interface. The Atwood number A = 13 and the critical surface tension c = 0.2485. Fig. 4 depicts the results
for the stability parameters = 0, 0.2, 0.4, 0.6, 0.8, 1.01 which clearly shows that a stable oscillation for > 1. In all
cases the results are plotted for time t = 1.6.
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Fig. 4. Rayleigh–Taylor instability at time t = 1.6 for 	= 0.0, 0.2, 0.4 (ﬁrst row), 	= 0.6, 0.8, 1.01 (second row) from left to right.
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