Abstract-This paper considers power networks governed by swing nonlinear dynamics and subject to disturbances. We develop a bilayered control strategy for a subset of buses that simultaneously guarantees transient frequency safety of each individual bus and asymptotic stability of the entire network. The bottom layer is a model predictive controller that, based on periodically sampled system information, optimizes control resources to have transient frequency evolve close to a safe desired interval. The top layer is a real-time controller assisting the bottom-layer controller to guarantee transient frequency safety is actually achieved. We show that control signals at both layers are Lipschitz in the state and do not jeopardize stability of the network. Furthermore, we carefully characterize the information requirements at each bus necessary to implement the controller and employ saddle-point dynamics to introduce a distributed implementation that only requires information exchange with up to 2-hop neighbors in the power network. Simulations on the IEEE 39-bus power network illustrate our results.
I. INTRODUCTION
The electric power system is operated around a nominal frequency to maintain its stability and safety. Large frequency fluctuations can trigger generator relay-protection mechanisms and load shedding [2] , [3] , which may further jeopardize network integrity, leading to cascading failures. Without appropriate operational architectures and control safeguards in place, the likelihood of such events is not negligible, given that the high penetration of non-rotational renewable resources provides less inertia, possibly inducing higher frequency excursions [4] . These observations motivate us to develop control schemes to actively mitigate undesired transient frequency deviations under disturbances and contingencies. Specifically, we are interested in exploiting the potential benefits of distributed controllers and architectures to enable plug-and-play capabilities, the efficient orchestration among the roles of the available resources, and handling the coordination of large numbers of them in an adaptive and scalable fashion.
Literature review: Power system stability is defined as the ability of regaining operating equilibrium conditions in the presence of disturbances while keeping deviations of system states within acceptable levels [2] . A branch of research [5] , [6] , [7] focuses on characterizing equilibrium and convergence as a function of network topology, initial conditions, and system parameters, without explicitly accounting for the potential A preliminary version appeared as [1] at the 2019 American Control Conference. This work was supported by NSF Award CNS-1446891 and AFOSR Award FA9550-15-1-0108.
Yifu Zhang and Jorge Cortés are with the Department of Mechanical and Aerospace Engineering, University of California, San Diego, {yifuzhang,cortes}@ucsd.edu disruptions in power system stability caused by mechanisms that are activated by frequency excursions beyond safe limits. Various control strategies have been proposed to improve transient frequency behavior against disturbances, including inertial placement [8] , droop coefficient design [9] , and demandside frequency regulations [10] . However, these methods rely on some a-priori explicit frequency overshoot estimation based on reduced-order models, and hence only provide approximate transient frequency safety guarantees. Combining the notion of control barrier [11] and Lyapunov [12] functions, our previous work [13] proposes a feedback controller that meets both requirements of transient frequency safety and asymptotic stability. This controller is distributed and requires no communication, in the sense that each control signal regulated on an individual bus only depends on neighboring system information that can be directly measured. However, its non-optimizationbased nature may cause bounded oscillations in the closedloop system due to the lack of cooperation among control signals. Our work [14] employs a model predictive control (MPC)-based approach to address this issue, but the prediction horizon that can be used is limited by trade-offs between the discretization accuracy and the computational complexity, limiting its performance. In addition, the implementation of the MPC-based controller is only partially distributed: given a set of regions in the network, a centralized controller aggregates information and determines the control actions within each region, independently of the others. Challenges in employing MPC techniques in the context of power networks [15] , [16] , [17] include the fact that, as the equilibrium point heavily depends on modeling and network parameters that cannot be precisely known, it is analytically hard to establish robust stabilization given that the objective function generally requires knowledge of the equilibrium point; the widespread use in practice of MPC with linearized models for prediction given the nonlinear nature of the dynamics of power networks; and the processing power and information transmission, speed and reliability requirements associated with a single operator for measured state collection, online optimization, and decision making given the large number of actors and volume of data.
Statement of contribution: This paper proposes a distributed controller framework implemented on buses available for control that maintains network asymptotic stability and enforces transient frequency safety under disturbances. If a bus frequency is initially in a prescribed safe frequency interval, then it can only evolve within the interval afterwards; otherwise, the controller leads frequency to enter the safe interval within a finite time. The proposed controller possesses a bilayer arXiv:1906.02861v1 [cs.SY] 7 Jun 2019 structure. The bottom layer solves periodically a finite-horizon convex optimization problem and globally allocates control resources to minimize the overall control effort. The optimization problem incorporates a prediction model for the system dynamics, a stability constraint, and a relaxed frequency safety constraint. The prediction model is a linearized and discretized approximation of the nonlinear continuous-time power network dynamics, carefully chosen to preserve its local nature while keeping the complexity manageable. As a consequence, in the resulting convex optimization problem, the objective function can be interpreted as the sum of local control costs, and each constraint only involves local decision variables. This enables us to apply saddle-point dynamics to recover its solution in a distributed fashion by allowing each bus (resp. line) to exchange system information within its neighboring buses (resp. lines). On the other hand, the top layer, as a realtime feedback controller, acts as a compensator, bridging the mismatch between the actual continuous-time power network dynamics and the sampled-based information employed in the bottom layer to rigorously guarantee frequency safety. The top layer control signal regulating on a generic bus only depends on physical measurements of system information within the range of its neighboring transmission lines. We illustrate the performance of the proposed bilayered controller architecture in the IEEE 39-bus power network.
II. PRELIMINARIES
Here we gather notation and concepts used in the paper.
A. Notation
Let N, R, and R , R > denote the set of natural, real, nonnegative real, and strictly positive numbers, respectively. Variables belong to the Euclidean space unless specified otherwise. Denote by a as the ceiling of a ∈ R. For A ∈ R m×n , let [A] i and [A] i, j be its ith row and (i, j)th element, respectively. We denote by A † its unique Moore-Penrose pseudoinverse and by range(A) its column space. For b ∈ R n , b i denotes its ith entry. Let 1 n and 0 n in R n denote the vector of all ones and zeros, respectively. · denotes the 2-norm on R n .
Denote the sign function sgn : R → {0, 1} as sgn(a) = 1 if a 0, and as sgn(a) = −1 if a < 0. Define the saturation function sat : R → R with limits a min < a max as
Given C ⊂ R n , ∂ C denotes its boundary and C cl denotes its closure. For a point x ∈ R n and r ∈ R > , denote B r (x) x ∈ R n x − x 2 r . Given a differentiable function l : R n → R, we let ∇l denote its gradient. A function f :
B. Graph theory
We introduce algebraic graph theory basics from [18] . An undirected graph is a pair G = (I , E ), where I is the vertex set and E ⊆ I × I is the edge set. A graph is connected if there exists a path between any two vertices. We denote by N (i) the set of neighbors of node i. An orientation procedure is to, for each generic edge e k ∈ E with vertices i, j, choose either i or j as the positive end and the other as the negative end. For a given orientation, the incidence matrix D = (d ki ) ∈ R m×n associated with G is defined as
if i is the positive end of e k , −1 if i is the negative end of e k , 0 otherwise.
III. PROBLEM STATEMENT
We introduce here model for the power network and state the desired performance goals on the controller design.
We use a connected undirected graph G = (I , E ) to represent the power network, where I = {1, 2, · · · , n} stands for the set of buses (nodes) and E = {e 1 , e 2 , · · · , e m } ⊆ I × I represents the collection of transmission lines (edges). At each bus i ∈ I , denote ω i ∈ R, θ i ∈ R p i ∈ R, M i ∈ R > , and E i ∈ R > as the shifted frequency with respect to the nominal frequency, voltage angle, active power injection, inertial, and damping (droop) coefficient, respectively. Given an arbitrary orientation procedure of G , let D ∈ R m×n be the corresponding incidence matrix. In addition, for each generic transmission line with positive end i and negative end j, denote λ i j θ i − θ j as the voltage angle difference between node i and j; denote b i j ∈ R as the line susceptance. Let I u ⊂ I be the collection of bus indexes with additional control inputs. Let θ ∈ R n , ω ∈ R n , λ ∈ R m , denote the collection of θ i 's, ω i 's, and λ i j 's, respectively. Let Y b ∈ R m×m be the diagonal matrix whose kth diagonal entry is the susceptance of the transmission line e k connecting i and j, i.e.,
The nonlinear swing dynamics of power network can be equivalently formulated by choosing either (θ , ω) or (λ , ω) to describe the system state. Here, we use the latter one, in which case the dynamics is [19] , [20] ,
where α(t) ∈ A z ∈ R n z w = 0 for w ∈ I \ I u is the control signal to be designed. Furthermore, due to the transformation (1), one has
Throughout the rest of the paper, if not specified, we assume that the initial condition of system (2) satisfies (3). We assume that the power injection p designed by the tertiary layer is balanced, i.e., 1 T n p = 0. This assumption is reasonable, given that our focus here is on the system transient frequency behavior, which instead lies within the scope of primary and secondary control. According to [5, Lemma 2] , the system (2) with α ≡ 0 n has an equilibrium (λ ∞ , 0 n ) ∈ R m+n that is locally asymptotically stable if
where
In addition, λ ∞ lies in ϒ and is unique in the closure of ϒ, where
Remark III.1. (Distributed dynamics). We emphasize that the dynamics (2) is naturally distributed, i.e., the evolution of any given state is fully determined by the state information from its neighbors. Specifically, for each (i, j) ∈ E ,λ i j is determined by ω i and ω j , i.e., the states of neighbors of edge (i, j); for each i ∈ F ;ω i is determined by ω i , E i , p i , α i and λ i j , b i j with (i, j) ∈ E that are either state, parameter, and power injections belonging to node i, or states and parameters of its neighboring edges.
• Given a target subset I ω of I u , our goal is to design a distributed state-feedback controller, one per bus in I u , that maintains stability of the whole power network while cooperatively guaranteeing frequency invariance and attractivity of nodes in I ω . Formally, the controller α should make the closed-loop system satisfy the following requirements:
(i) Frequency safety: For each i ∈ I ω , let ω i ∈ R andω i ∈ R be lower and upper safe frequency bounds, with ω i <ω i . If ω i is initially safe, i.e., ω i (0) ∈ [ω i ,ω i ], then we require that the entire trajectory stay within [ω i ,ω i ]. On the other hand, if ω i is initially unsafe, then we require that there exists a finite time t 0 such that ω i (t) ∈ [ω i ,ω i ] for every t t 0 . This requirement is equivalent to asking the set [ω i ,ω i ] to be both invariant and attractive for each i ∈ I ω .
(ii) Local asymptotic stability: The closed-loop system should preserve the asymptotic stability properties of the openloop system (2) with α ≡ 0 n .
(iii) Lipschitz continuity: The controller should be a Lipschitz function in the state argument. This ensures the existence and uniqueness of solution for the closed-loop system and rules out discontinuities in the control signal.
(iv) Economic cooperation: Each bus in I u should cooperate with the others to reduce the overall cost of the control input.
(v) Distributed nature: The controller α should be implementable in distributed way, i.e., node i should be able to compute α i by only exchanging information with its neighboring nodes and edges.
In Section IV, we introduce a centralized controller architecture that meets the requirements (i)-(iv). We later build on this architecture in Section V to provide a distributed controller that satisfies all requirements (i)-(v).
IV. CENTRALIZED BILAYERED CONTROLLER
Here, we propose a centralized controller to address the requirements posed in Section III. Our idea for design starts from considering MPC to account for the economic cooperation requirement; however, MPC cannot be run continuously due to the computational burden of its online optimization. We therefore compute MPC solutions periodically. Given the reliance of the MPC implementation on sampled system states that are potentially outdated, we include additional components that employ real-time state information to tune the output of the MPC implementation and ensure stability and frequency safety. Figure 1 shows the overall structure of the closed-loop system. The control signal α is defined by
Roughly speaking, the bottom-layer controller α BL periodically and optimally allocates control effort, while respecting an stability constraint and steering the frequency trajectories as a first step to achieve frequency invariance and attractivity. The top-layer controller α T L , implemented in real time, slightly tunes the control trajectory generated by the bottom layer, ensuring frequency invariance and attractivity. In the following, we provide detailed definitions of each of the design elements.
A. Bottom-layer controller design
We introduce here the bottom-layer control signal α BL , which results from the combination of three components. The MPC component periodically samples the system state, solves an optimization problem online, and updates its output signal u MPC . The purpose of having this MPC component is to efficiently allocate control resources to achieve the frequency safety requirement. Given the discrete-time nature of this component, the stability filter is designed to produce an output u MPC that filters out the unstable part in u MPC . Sinceû MPC is merely a piece-wise continuous signal, to avoid discontinuity in the control signal, the low-pass filter further smooths it to generate an input α BL that is continuous in time. The bottom-layer controller by itself stabilizes the system (without the need of the top layer) but does not guarantee frequency safety. This is precisely the role of the top-layer design, which based on real-time system state information, slightly tunes the control signal generated by the bottom layer in order to achieve frequency safety while maintaining system stability. Note that, except for the MPC component, all other components can access real-time information.
Next, we introduce each component in the bottom layer and characterize their properties.
1) MPC component: Based on the most recent sampled system information, the MPC component updates its output after solving an optimization problem online. Formally, denote {∆ w } w∈N as the collection of sampling time instants, where ∆ w+1 > ∆ w 0 holds for every w ∈ N. At each sampling time t = ∆ w , define a piece-wise continuous signal p f cst t : [t,t +t] → R n as the predicted value of the true power injection p for thet seconds immediately following t. Note that here we particularly allow the predicted power injection to be 
Bottom layer control time-varying, although its true value is time-invariant. For convenience of exposition, we define
as the augmented collection of system states (the last state comes from the low-pass filter component). Let
) be the augmented system state value at the sampling time ∆ w . In the predicted model, we discretize the system dynamics with time step T > 0, and denote N t/T as the predicted step length. At every t = ∆ w , the MPC component solves the following optimization problem,
In this optimization, (6a) combines the linearized, discretized dynamics corresponding to (2) as well as the low-pass filter introduce later, andx (λ ,ω,α BL ) ∈ R m+2n corresponds to the predicted system state. Depending on the specific discretization method, one can choose different matrices F, A ∈ R (m+2n)×(m+2n) and B 1 , B 2 ∈ R (m+2n)×n (Section IV-B below contains a detailed discussion on discretization);p f cst (k) p f cst
(6b) specifics the control availability for each bus; (6c) is the initial condition; (6d) represents a soft version of the frequency safety constraint, where we penalize in the cost function the deviation of predicted frequency from its desired bounds; (6e) restricts the value of the control inputû i ∈ R with respect to the state of the low-pass filter via a tunable parameter ε i > 0; finally, the objective function g combines the overall cost of control effort and the penalty on the violation of the frequency safety requirement, where c i > 0 for each i ∈ I u and d i > 0 for each i ∈ I ω are design parameters. For compactness, we definê
where for every
as the optimization problem (6) to emphasize its dependence on network topology, nodal indexes with exogenous control signals, nodal indexes with transient frequency requirement, forecasted power injection, and state values at the sampling time. We may simply use R if the context is clear. Also, we denote (X * ,û * , B * ) as its optimal solution.
Remark IV.1. (Selection of frequency violation penalty coefficient). The parameter d = {d i } i∈I ω in the objective function plays a fundamental rule in determining how the predicted frequency can exceed the safe bounds. In the extreme case d = 0 |I ω | (i.e., no penalty for frequency violation), the MPC controller loses its functionality of adjusting frequency. As d grows, the controller ensures that the violation of the frequency safety requirement become smaller. The top-layer control introduced later adds additional input to the resulting bottomlayer controller to ensure the frequency requirement is strictly satisfied.
• Given the open-loop optimization problem (6), the function u MPC corresponding to the MPC component in Figure 1 is defined as follows: for w ∈ N and t ∈ [∆ w , ∆ w+1 ), let
Note the last two arguments thatû * depends on: forecasted power injection value and state value of the entire network at a sampling time. To implement (8), a straightforward idea is to have one operator globally gather the above two values, obtainû * by solving R, and finally broadcastû * i to the ith node. Later in Section V, we propose an alternative distributed computation algorithm to reduce the computational burden. The next result characterizes the dependence of the controller on the sampled state values and predicted power injection.
Proposition IV.2. (Piece-wise affine and continuous dependence of optimal solution on sampling state and predicted power injection). Suppose F is invertible, then the optimization problem R(G , I u , I ω , p f cst ∆ w , x(∆ w )) in (6) has a unique optimal solution (X * ,û * , B * ). Furthermore, given G , I u , and I ω ,û * is continuous and piece-wise affine in
, and {s ξ } l ξ =1 with suitable dimensions such that u
holds for every z ∈ R (N+2)n+m , where z is the collection of (P f cst , x(∆ w )) in column-vector form.
Proof. We start by noting that R is feasible (hence at least one optimal solution exists) for any given z. This is because, given a state trajectoryX of (6a) with inputû = 0 n and initial condition (6c), choosing a sufficiently large β (k) for each k ∈ [1, N] N makes it satisfy constraint (6d). The uniqueness follows from the facts that I) g is strongly convex in (û, B); II)X is uniquely and linearly determined byû; III) all constraints are linear in (X,û, B). To show continuity and piece-wise affinity, we separately consider 2 |I u | cases, depending on the sign of each
Note that every z lies in at least one of these sets and that, in any B η , the sign of each α BL,i (∆ w ) with i ∈ I u is fixed. Hence all the |I u | constraints in (6e) can be transformed into one of the following forms
Note that if α BL,i (∆ w ) = 0, thenû i = 0. Therefore, in every B η , z appears in R in a linear fashion; hence, it is easy to re-write R into the following form:
where s is the collection of (X,û, B) in vector form and K 0, G, W and J η are matrices with suitable dimensions. Note that only J η depends on η. By [21, Theorem 1.12], for every η ∈ {−1, 1} |I u | , s * is a continuous and piecewise affine function of z whenever z ∈ B η . Since each B η consists of only linear constraints and the union of all B η 's with η ∈ {1, −1} |I u | is R (N+2)n+m , one has that s * is piecewise affine in z on R (N+2)n+m . Lastly, to show the continuous dependence of s * on z on R (N+2)n+m , note that since such a dependence holds on every closed set B η , we only need to prove that s * is unique for every z lying on the boundary shared by different B η 's. This holds trivially as s * is unique for every z ∈ R (N+2)n+m , which we have proven above.
Notice that the continuity and piece-wise affinity established in Proposition IV.2 together suffice to ensure thatû * is globally Lipschitz in z, and hence in the sampled system state. To see this point, one can easily check that max ξ ∈[1,l] N S ξ qualifies as a global Lipschitz constant.
In addition, Proposition IV.2 also suggests an alternative to directly solve R without treating it as an optimization problem. Specifically, we can first compute and store
, and {s ξ } l ξ =1 , and then computeû * online via (9) . However, such an approach, usually called explicit MPC [22] , suffers from the curse of dimensionality, in that the number of regions l grows exponentially fast in m + n, input size |I u |, and horizon length N.
2) Stability and low-pass filters: Here we introduce the stability and low-pass filters, explain the motivation behind their definitions and characterize their properties. Note that the sampling mechanism used for the MPC component inevitably introduces delays in the bottom layer. Specifically, for any time t ∈ (∆ w , ∆ w+1 ), i.e., between two adjacent sampling times, u MPC (t) is fully determined by the old sampled system information at time ∆ w , as opposed to the current information. To eliminate the potential negative effect of delay on system stability, we introduce a stability filter that filters out the unstable part in the signal u MPC . The low-pass filter after the stability filter simply smooths the output of the stability filter to ensure that the output of the bottom layer is continuous in time. Formally, for every i ∈ I u at any t 0, define the stability filter aŝ
and define the low-pass filter aṡ
where the tunable parameter T i ∈ R > determines the bandwidth of the low-pass filter. Note that both the stability and the low-pass filters possess a natural distributed structure: for each i ∈ I u , α BL,i only depends ω i andû MPC,i , where the latter one only depends on u MPC,i and α BL,i . This implies that to implement u MPC,i and α BL,i , it only requires local information at node i. Throughout the rest of the paper, we interchangeably usê u MPC,i (α BL (t), u MPC (t)) andû MPC,i (t) for simplicity.
The next result establishes thatû MPC is Lipschitz continuous in the system state and an important property of the bottomlayer controller α BL that we use later to establish system stability.
Lemma IV.3. (Lipschitz continuity and stability condition). For the signalû MPC defined in (12),û MPC is Lipschitz in system state at every sampling time t = ∆ w with j ∈ N. Furthermore, if α T L is Lipschitz in system state, then both α T L and α BL are continuous in time. Additionally,
Proof. If t = ∆ w , then since |û * i | ε i |α BL,i (∆ w )| by (6e) and u MPC,i (∆ w ) =û * i for every i ∈ I u , using (12) we deduce thatû MPC,i (α BL (t), u MPC (t))| t=∆ w =û * i . The Lipschitz continuity follows by Proposition IV.2. To show the time-domain continuity, sinceû MPC is Lipschitz at every sampling point and the top-layer controller is also Lipschitz by hypothesis (we demonstrate this point later in Section IV-C), one has that the solutions of both α T L and the closed-loop system (2) exist and are unique and continuous in time. Note that u MPC in (8) is defined to be a piece-wise constant signal. One has, by (12) , thatû MPC is piece-wise continuous, which further makes α BL a continuous signal in time due to the low-pass filter. Condition (14) simply follows from the definition of saturation function.
Remark IV.4. (Link between designs of the MPC component and stability filter). Note that, regardless of the MPC component output u MPC , the output of the stability filterû MPC defined in (12) always meets condition (14) . This implies that any inaccuracy in the MPC component (e.g., errors in sampled state measurement, forecasted power injection, or system parameters) cannot cause instability. However, to ensure the Lipschitz continuity in Lemma IV.3, we formulate constraint (6e) employing the same coefficient ε i in the stability filter (12) . It is in this sense that both are linked.
• Remark IV.5. (Continuous versus periodic sampling in the MPC component). Given the reliance of the MPC component on periodically sampled information, the role of the stability filter is to filter out the unstable parts in u MPC . If the MPC component were to sample the system state in a continuous fashion instead, then the constraint (6e) would ensure that the output of the MPC component already satisfies the stability condition (14) , and hence there would be no need for the stability filter.
•
B. Discretization with sparsity preservation
As we have introduced the dynamics of the low-pass and stability filters, we are now able to explicitly explain the computation of matrices F, A, B 1 and B 2 in the prediction model (6a). To obtain the prediction model used in the MPC component, we first construct a continuous-time linear model by neglecting the top-layer controller and the stability filter (α ≈ α BL andû MPC ≈ u MPC ), and then linearizing the nonlinear dynamics in Figure 1 . Our second step consists of appropriately discretizing this linear model.
Notice that the transformation from a nonlinear continuoustime nonlinear model to a discrete one does not affect closedloop system stability due to the presence of the stability filter. In fact, any prediction model in the MPC component cannot jeopardize stability (cf. Remark IV.4). On the other hand, such a model simplification is reasonable since α BL is designed to only slightly tune the control signal, and we have described in Remark IV.5 how the stability filter barely changes its input.
We obtain the linear model by assuming α ≈ α BL and u MPC ≈ u MPC , and approximating the systems dynamics in Figure 1 bẏ
where the first two equations come from (2) by linearizing the nonlinear sinusoid function via sin(Y b λ (t)) ≈ Y b λ (t). Now we re-write the above linear dynamics into the following compact form,ẋ
for certain matricesÃ,B 1 , andB 2 , withÃ stable [20] . Additionally, one can easily check that the linearized dynamics (15) and (16) preserve the locality of (2b) and (13) . We consider the following three discretization methods with stepsize T > 0 to construct F, A, B 1 , and B 2 matrices in (6a) approximating the continuous dynamics (16). a) Impulse invariant discretization:
b) Forward Euler discretization:
c) Backward Euler discretization:
where F should be invertible for uniqueness of solution of the discretized dynamics.
Note that with a fixed T, the impulse invariant and backward Euler methods usually have better approximation accuracy than the forward Euler method. In fact, since all eigenvalues ofÃ have non-positive real part, a basic discretization requirement is that all eigenvalues of F −1 A are in the unit circle to maintain stability. One can easily prove that the impulse invariant and backward Euler discretization always meet this requirement for any T > 0, but the forward Euler method requires a sufficiently small T to preserve stability; therefore, with a same predicted time horizont, the forward Euler method has the largest predicted step length N and hence makes the optimization problem R harder to solve. On the other hand, the backward Euler method might require a small enough T to guarantee the invertibility of F, but numerically we have found this to be easily satisfiable. Therefore, we set aside the forward Euler method from our considerations of discretization. On the other hand, the impulse invariant method fails to preserve the sparsity ofÃ,B 1 , andB 2 , which are essential for the design of distributed solvers of R. Instead, the matrices F, A, B 1 and B 2 resulting from the backward Euler discretization are all sparse. This justifies our choice, throughout the rest of the paper, of the backward Euler method for discretization.
C. Top-layer controller design
In this section we describe the top-layer controller. By design, cf. (6), the bottom-layer controller makes a tradeoff between the control cost and the violation of frequency safety, and hence does not strictly guarantee the latter. This is precisely the objective of the top-layer controller: ensuring frequency safety at all times by slightly adjusting, if necessary, the effect of the bottom-layer controller. Formally, for every i ∈ I ω , letγ i , γ i > 0, and ω thr i ,ω thr i ∈ R with ω i < ω thr i < 0 < ω thr i <ω i . We use the design from [13] for the top layer. For i ∈ I ω , α DF,i (x(t), p) takes the form
and for i ∈ I \I ω , simply α DF,i ≡ 0. The top-layer controller can be implemented in a decentralized fashion: for each α DF,i with i ∈ I ω on bus i, its implementation only requires the bus frequency ω i , aggregated power flow
power injection p i , and ith component of the bottom-layer signal α BL,i , all of which are local to bus i. Additionally, similarly to [13] , one can show that α T L is locally Lipschitz in x. For brevity, we may use α DF,i (x(t), p) (respectively, v i (x(t), p)) and α DF,i (t) (respectively v i (t)) interchangeably. Each α DF,i , with i ∈ I ω , behaves as a passive and myopic transient frequency regulator without prediction capabilities. We offer the following observations about its definition: first, α DF,i only depends on local system information and does not incorporate any global knowledge; second, α DF,i vanishes as long as the current frequency is within [ω thr i ,ω thr i ], a subset of the safe frequency interval, with no consideration for the possibility of future large disturbances; third, α DF,i can be nonzero when the current frequency is out of [ω thr i ,ω thr i ] and hence close to the safe frequency boundaries. However, this could also lead to over-reaction, especially whenγ i and γ i are small, as the disturbance may disappear suddenly, in which case even without the top-layer controller, the frequency would remain safe afterwards. As pointed out above, the top-layer controller only steps in if the input from the bottom-layer controller is not sufficient to ensure frequency safety.
D. Frequency safety and local asymptotic stability
Having introduced the elements of both layers in Figure 1 , we are now ready to show that the proposed centralized control strategy meets requirements (i)-(iv) in Section III. We focus on the first two requirements, since we have already established the Lipschitz continuity of each individual component, and the MPC component by design takes care of the economic cooperation among the controlled buses.
For the open-loop system (2) with α ≡ 0 n , under condition (4), the following energy function [7] is identified to prove local asymptotic stability and estimate the region of attraction,
Due to the extra dynamics introduced by the lowpass filter, we here consider the following energy function for the closed-loop system,
Furthermore, define the level set
where ρ 0 and c minλ ∈∂ ϒV (λ , 0 n , 0 n ). Now we are ready to prove that system (2) with the proposed controller guarantees frequency safety and local asymptotic stability at the same time.
Theorem IV.6. (Bilayered control with stability and frequency guarantees). Under condition (4), assume that ε i T i < 1 for every i ∈ I u , and x(0) ∈ T , then the system (2) with the bilayered controller defined by (5), (8), (12), (13), and (20) satisfies
for every t 0; (ii) for any i ∈ I ω , if
) stays in T ρ for all t > 0, and converges to (λ ∞ , 0 n , 0 n ). Furthermore, α(t), α BL (t), and α T L (t) all converge to 0 n as t → ∞.
Proof. It is easy to see that statement (i) is equivalent to asking that, for any i ∈ I ω at any t 0,
For simplicity, we only prove (24a), and (24b) follows similarly. Note that by (2b), (5), and (20), one haṡ
Note that (ii) follows from (i) and (iii). This is because, for any i ∈ I , if ω i converges to 0 ∈ (ω i ,ω i ), there must exist a finite time t 0 such that ω i (t 0 ) ∈ [ω i ,ω i ], which, by (i), implies that ω i (t) ∈ [ω i ,ω i ] at any t t 0 . We then prove statement (iii), To show the invariance of T ρ , first, it is easy to see that c > 0 by noticing that λ ∞ ∈ ∂ ϒ, and V (λ , 0 n , 0 n ) is non-negative, equaling 0 if and only ifλ = λ ∞ . Next, we show thatV 0 for every x ∈ T ρ . We obtain after some computations thaṫ
Note that by the definition of α T L in (20) , ω i (t)α DF,i (t) 0 holds for every i ∈ I ω at every t 0, in that α DF,i (t) = 0 whenever ω thr i ω i (t) ω thr i , and α DF,i (t) 0 (reps. 0) if ω i (t) ω thr i > 0 (respectively, ω i (t) ω thr i < 0). Therefore, together with condition (14) in Lemma IV.3, we havė
and henceV (x(t)) ρc for all t 0. Finally, by the definition of c, one can check that λ stays in ϒ cl all the time, otherwise there exists some t 0 such that λ (t) ∈ ∂ ϒ, resulting in V (x(t)) c > ρc. Therefore, the set T ρ is invariant.
The convergence of state follows by LaSalle Invariance Principle [12, Theorem 4.4] . Specifically, ω(t) and α BL (t) converge to 0 n (notice that α BL,i ≡ 0 for each i ∈ I \I u ). Next we show that lim t→∞ α DF,i (t) = 0 for every i ∈ I ω , which implies that lim t→∞ α T L (t) = 0 n as α DF,i ≡ 0 for each i ∈ I \I ω . This simply follows from (20) since α DF,i (t) = 0 whenever ω thr
ω thr i , where 0 ∈ (ω thr i ,ω thr i ), and we have shown that lim t→∞ ω(t) = 0 n . The convergence of α(t) follows by its definition (5).
Remark IV.7. (Independence of controller on equilibrium point). It should be pointed out that in Theorem IV.6, the proposed controller is able to locally stabilize the system without a priori knowledge on the steady-state voltage angle λ ∞ . Specifically, both α BL and α T L are not functions of λ ∞ .
• Remark IV.8. (Control framework without bottom layer). In our previous work [13] , we have shown that the top-layer controller by itself makes the closed-loop system meet all requirements except for the economic cooperation. Such a lack of cooperation can be observed in two aspects. First, since α T L is only defined for nodes in I ω , those in I u \I ω do not get involved in controlling frequency transients. Second, the toplayer control is a non-optimization-based state feedback, where each α DF,i with i ∈ I ω is merely in charge of controlling the transient frequency for its own node i.
V. CONTROLLER DECENTRALIZATION
The centralized bilayered controller meets the requirements (i)-(iv) stated in Section III. In this section, we focus on the requirement (v) on the distributed implementation of the controller. While introducing each controller component in Figure 1 , our discussion has shown that only the MPC component requires access to global system information, whereas all other components can be implemented in a distributed fashion. In this section, we show that by having each node and edge communicate within its 2-hop neighbors, one can solve the optimization problem R in (6) online and hence exactly recover the MPC componentû * in (8) . The key idea is to properly assign the decision variables in the optimization problem to each node so that the cost function can be represented as sum of local costs and the constraints can be written locally. Once this is in place, we report to saddle-point dynamics to find the solution of R in a distributed way.
A. Strong convexification of the objective function
We start here by transforming the optimization problem R into an equivalent form whose objective function is strongly convex in all its arguments. Such property is useful later when characterizing the convergence properties of distributed algorithm to the optimizer. Formally, let
. We denote by R aug the optimization problem with objective function g aug and constraints given by (6a)-(6e). Letting Y (X,û, B) ∈ R (m+2n+|I ω |)N+n , we can re-write R aug into the following compact form
for suitable
The next result shows the equivalence between R and R aug .
Lemma V.1. (Equivalent transformation to strong convexity). The optimization problem R and R aug posses exactly the same optimal solution. Furthermore, if F is invertible, then g aug is strongly convex in (X,û, B).
Proof. The equivalence between R and R aug follows by noting that g aug corresponds to augmenting g with equality constraints. For notational simplicity, we assume that c i = 1 for all i ∈ I and d i = 1 for all i ∈ I ω (the proof holds for general positive values with minor modifications). To show strong convexity, one can write H as an upper-triangular block matrix, whose diagonal matrices are F T F + J T J, F T F + A T A + J T J, A T A + J T J, B T 2 B 2 , and I |I ω |N , where J ∈ R (m+2n)×n is a matrix mapping the whole statex to the partial stateα BL , i.e.,α BL = Jx. It is easy to see that both J and B 2 are fullcolumn-rank matrices, which, together with the invertibility assumption on F, implies that all five matrices are positive definite. Hence, all eigenvalues of H are real and strictly positive, leading to strong convexity of g aug , as claimed.
B. Separable objective with locally expressible constraints
Next, we explain how the problem data defining the optimization R aug has a structure that makes it amenable to distributed algorithmic solutions. We start by assigning the decision variables Y = (X,û, B) in R aug to the nodes and edges in the network. We partition the states into voltage angle difference, frequency, and low-pass filter state, i.e.,x = (λ ,ω,α BL ). For every k ∈ [0, N] N , i ∈ [1, n] N , and j ∈ [1, m] N , we assign ω i (k),û i , andα BL,i (k) to the ith node, andλ j (k) to the jth edge. For every i ∈ I ω , we assign β i (k) to the ith node. In the subsequent discussion, we say a constraint or function is local for the power network G if its decision variables are all from either of the following two cases: a) a node i ∈ I and its neighboring edges (i, j) ∈ E , and b) an edge (i, j) ∈ E and its neighboring nodes i and j. We claim that (i) if F, A, B 1 and B 2 are determined by (19) , then every constraint in (6) is local. (ii) the objective function g aug can be written as a sum of local objective functions.
To see (i), note that (6b)-(6e) are a collection of constraints, each depending only on variables owned by a single node. Constraint (6a) is also local by noticing the following two points. First, the dynamics of each state in (15) is uniquely determined by the states of its neighbors. Second, we have shown in Section IV-B that the backward Euler discretization (19) preserves locality. To see (ii), first note that the sum of α 2 BL,i (k) (respectively, β 2 i (k)) over i is naturally the sum of local variables. Second, the two-norm square of
N is the sum of square of all its m + 2n entries, where each entry is local due to the locality of discretized dynamics. Similarly,
is also the sum of local variables.
C. Distributed implementation via saddle-point dynamics
Here we introduce a saddle-point dynamics to recover the unique optimal solution Y * of R aug in a distributed fashion. We start from the Lagrangian of R aug
where η ∈ R 2|I ω |N+2|I u | 0 and µ ∈ R (m+2n)N+n−|I u | are the Lagrangian multiplier corresponding to constraints (26a) and (26b), respectively. Note that we have shown that a) R is feasible (cf. Proposition IV.2), b) R and R aug are equivalent (cf. Lemma V.1), and c) all constraints in R aug are linear. These three points together imply that the refined Slater condition and strong duality hold, [23, Section 5.2.3] , which further implies that at least one primal-dual solution (Y * , η * , µ * ) of R aug exists, and the set of primal-dual solutions is exactly the set of saddle points of L on the set
. Therefore, one can apply the saddle-point dynamics [24] to recover one solution (Y * , η * , µ * ), whereû * is the MPC output signal we need. Formally, the saddle-point dynamics of R aug is
where ε Z , ε η , and ε µ are tunable positive scalars. Given the strong convexity of g aug , the following result states the global convergence of the dynamics (28), and its proof directly follows from [24, Theorem 4.2] .
Theorem V.2. (Global asymptotic convergence of saddlepoint dynamics). Starting from any initial condition (Z(0), η(0)µ(0)), it holds that Z(τ) globally asymptotically converges to the unique optimal solution Y * of R aug .
To conclude, we justify how the saddle-point dynamics (28) can be implemented in a distributed fashion to recover Y * . We first assign (Z, η, µ) to different nodes and edges. In (28), the primal variable Z corresponds to Y , and its assignment is exactly the same, as discussed at the beginning of Section V-B. Since all constraints are local with respect to a node or an edge, we assign each entry of (η, µ) to the corresponding node or edge. With this assignment, and due to locality, the dual variables dynamics (28b) and (28c) are distributed, i.e., for each entry of η or µ, if it belongs to a node (respectively, edge), then its time derivative only depends on primal and dual variables of its own and of neighboring edges (respectively, nodes). On the other hand, the primal dynamics (28a) requires 2-hop communication, i.e., for each entry of Z, if it belongs to a node (respectively, edge), then its time derivative depends on primal and dual variables of its neighboring nodes (respectively, edges).
Remark V.3. (Time scale in saddle-point dynamics)
. Since the MPC component updates its output at time instants {∆ w } w∈N according to (8) , a requirement on the saddle-point dynamics (28) solving R (or equivalently R aug ) is that it returns the optimal solution within ∆ w+1 − ∆ w seconds starting from ∆ w for every w ∈ N. To achieve this, one may tune ε Y , ε η , and ε µ to accelerate the convergence of the saddle-point dynamics. In practice, this corresponds to running (28) on a faster time scale, which puts requirements on the hardware regarding communication bandwidth and computation time.
• Remark V.4. (Comparison with controller with regional coordination based on network decomposition). The proposed distributed algorithm treats each bus and transmission line as an agent, and recovers the optimal solution by allowing each agent to exchange information only with its neighbors. In our previous work [1] , [14] , we have proposed an alternative algorithm that does not rely on participation of every agent at the expense of not recovering the global optimal solution. The basic idea of this alternative implementation is to consider a set of regions in the network. Each region, independently of the rest, possesses its own centralized controller in charge of gathering regional information and broadcasting control signals to controllers within the region. To account for the couplings in the dynamics, flows that connect a region and the rest of the network are assumed constant when computing the controller in each region. Although there can be nodes and edges shared by multiple regions, the control signal regulated on a shared node belongs to only one region. This implementation does not recover the exact optimal solution and only ensures partial cooperation among the control inputs. •
VI. SIMULATIONS
We verify our results on the IEEE 39-bus power network shown in Figure 2 . We run all simulations in MAT-LAB 2018b in a desktop with an i7-8700k CPU@4.77GHz and 16GB DDR4 memory@3600MHz. All parameters in the power network dynamics (2) come from the Power System Toolbox [25] . For simplicity and compactness, we assign a small inertia M i = 0.1 to each non-generator node. Let I ω = {30, 31, 32, 37} be four generator buses with transient frequency requirements. The safe frequency region is [ω i ,ω i ] = [−0.2Hz, 0.2Hz] for every i ∈ I ω (as ω corresponds to the shifted frequency, the safe frequency region without shifting is thus [59.8Hz, 60.2Hz]). Let {3, 7, 25} be another three non-generator buses that can provide control signals, so that I u = {3, 7, 25, 30, 31, 32, 37}. To set up the optimization problem (6) used in the MPC component (8), we use (19) for the discretization. The controller parameters are summarized in Table I . In addition, we apply the saddle-points dynamics (28) to generate the output of the MPC component in a distributed fashion. We first show that the bilayered controller defined by (5), (8) , (12) , (13) , (20) is able to maintain the transient frequency of selected nodes within the safe region without changing the equilibrium point (cf. Theorem IV.6(i) and (iii)). Although in the dynamics (2) we assume that the power injection is constant, in simulations we perturb all non-generator nodes by a time-varying power injection. Specifically, for every i ∈ [1, 29] N , let p i (t) = (1 + δ (t))p i (0) where The deviation δ (t)p i (0) has both fast ramp-up and ramp-down periods and a long intermediate constant period. We have chosen it this way to test the capability of the controller against both slow-varying and fast-varying disturbances. Figure 3(a) shows the open-loop frequency responses of nodes 30, 31, 32, and 37 (i.e., nodes with the frequency safety requirement). All four frequency trajectories, which almost overlap with each other, exceed the lower safe frequency bound 59.8Hz. However, with the controller enabled, in Figure 3 (b), their frequencies all evolve within the safe region, and they all return to 60Hz as the disturbance disappears. Figure 3 (c) shows the corresponding control signals. Note that, due to our specific choice of c i 's, the controller tends to use more nongenerator control signals (i.e., α 3 , α 7 , and α 25 ) than generator ones (i.e., α 31 , α 32 , α 33 , and α 37 ). Also, note that they split into two groups and the control signals within each group possess almost the same trajectories.
Next we compare the performance of the proposed controller with other approaches. Figures 4(a) and (b) show the frequency trajectories and control signals using the controller with regional coordination based on network decomposition proposed in [1] . As mentioned in Remark V.4, although this controller achieves frequency safety, it only allows control cooperation within a limited region, instead of the entire network. This can be seen from Figure 4(b) , where, with the same control cost coefficients (cf. Table I), the two groups of control trajectories are not as uniform as those in Figure 3 (c) and have a larger magnitude. Figures 4(c) and (d) are the frequency and control trajectories with only the top-layer controller, as proposed in [13] , cf. Remark IV.8. Since it is a non-optimization-based control strategy, each control signal does not cooperate with others. In this specific scenario, the top-layer controller leads to fluctuations even during the time interval [25, 125] s, when the disturbance is constant. This is because the top-layer controller is myopic, without further consideration for the effects of the rest of the network. The economic advantage of the proposed bilayered control can be also seen by computing the overall control cost over [0,180]s of the proposed controller, the controller in [1] , and the controller in [13] , which are 163.60, 231.13 and 656.68, respectively.
Next, we examine the role of the bottom and top layers in determining the value of the input signal of our distributed controller. For node 30, Figure 5 (a) shows that α BL,30 is responsible for the larger share in the overall control signal α 30 , whereas α T L,30 provides a slightly tuning during most of the time. If we reduce the penalty d 30 from 100 to 10, in Figure 5 (b), the dominance of α BL,30 decreases, in accordance with our discussion in Remark IV.1. On the contrary, if we raise d 30 to 1000, the contribution of the top layer becomes much smaller, as shown in Figure 5 (c). Figure 5(d) shows how the saddle-point dynamics (28) converges to the value of u MPC,30 (50) starting from an initial guess. Here we have used ε Z = 5 · 10 −4 and ε η = ε µ = 2.5 · 10 −4 to ensure convergence is attained within 1s, cf. Table I . Lastly, we show that the distributed controller is able to steer the frequency to the safe region from unsafe initial conditions. To do this, we consider the set-up of Figure 3 but intentionally disable the controller for the first 30 seconds. For clarity, we only show the frequency and control trajectories at node 30 in Figure 6 (a). Note that the frequency quickly moves above the safe lower bound after the controller becomes active at t = 30s. Figure 6(b) shows the control signal, where after some brief transient, α BL,30 still dominates the overall control signal.
VII. CONCLUSIONS
We have considered power networks governed by swing nonlinear dynamics and introduced a bilayered control strategy to regulate transient frequency in the presence of disturbances while maintaining network stability. Adopting a receding horizon approach, the bottom-layer controller periodically updates its output, enabling global cooperation among buses to reduce the overall control effort while respecting stability and soft frequency constraints. The top-layer controller, as a continuous state feedback controller, tunes the output of the bottom-layer control signal as required to rigorously enforces frequency safety and attractivity. We have shown that the entire control structure can be implemented in a distributed fashion, where the control signal can be computed by having nodes interact with up to 2-hop neighbors in the power network. Future work will explore the optimization of the sampling sequences employed in the bottom layer to improve performance, the quantitative evaluation of the contributions of the top-and bottom-layer control signals, and the analysis of the robustness of the proposed controller against delays. 
