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A Centroid Auto-Fused Hierarchical
Fuzzy c-Means Clustering
Yunxia Lin and Songcan Chen
Abstract—Like k-means and Gaussian Mixture Model (GMM),
fuzzy c-means (FCM) with soft partition has also become a
popular clustering algorithm and still is extensively studied.
However, these algorithms and their variants still suffer from
some difficulties such as determination of the optimal number
of clusters which is a key factor for clustering quality. A
common approach for overcoming this difficulty is to use the
trial-and-validation strategy, i.e., traversing every integer from
large number like
√
n to 2 until finding the optimal number
corresponding to the peak value of some cluster validity index.
But it is scarcely possible to naturally construct an adaptively
agglomerative hierarchical cluster structure as using the trial-
and-validation strategy. Even possible, existing different validity
indices also lead to different number of clusters. To effectively
mitigate the problems while motivated by convex clustering, in
this paper we present a Centroid Auto-Fused Hierarchical Fuzzy
c-means method (CAF-HFCM) whose optimization procedure
can automatically agglomerate to form a cluster hierarchy, more
importantly, yielding an optimal number of clusters without
resorting to any validity index. Although a recently-proposed
robust-learning fuzzy c-means (RL-FCM) can also automatically
obtain the best number of clusters without the help of any validity
index, so-involved 3 hyper-parameters need to adjust expensively,
conversely, our CAF-HFCM involves just 1 hyper-parameter
which makes the corresponding adjustment is relatively easier
and more operational. Further, as an additional benefit from
our optimization objective, the CAF-HFCM effectively reduces
the sensitivity to the initialization of clustering performance.
Moreover, our proposed CAF-HFCM method is able to be
straightforwardly extended to various variants of FCM. Finally,
extensive experiments on both synthetic and real data sets
demonstrate the effectiveness and efficiency of CAF-HFCM.
Index Terms—Fuzzy c-means (FCM), the number of clusters,
Centroid Auto-Fused Hierarchical Fuzzy c-means, hierarchical
clustering.
I. INTRODUCTION
L IKE k-means and Gaussian Mixture Model (GMM),fuzzy c-means (FCM) [1] has also become a classical
clustering algorithm and still is constantly studied so far [2]–
[4]. In contrast to hard clustering counterparts which force
each sample to belong to only one class, as a soft clustering
algorithm, FCM allows each sample to belong to multiple
partitions with varying degrees of membership. A large body
of extensions of FCM [5]–[7] have been proposed and shown
its superiority in capturing the cluster structure because of the
additional flexibility.
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However, similar to those classical prototype-based clus-
tering methods such as k-means [8], Gaussian Mixture
Model(GMM) [9], FCM and its variants still suffer from
some difficulties in determining the optimal number of clusters
inherent in data which plays a key role for cluster quality and
knowledge discovery. The various algorithms to overcome this
difficulty mainly cover two categories: the one is explicitly
resorting to cluster validity index and the other is implicitly
determined in optimizing a predefined clustering objective
function.
For the first category, a common technique is to use trial-
and-validation strategy, i.e., traversing a large number like
√
N
to 2 until finding the number corresponding to the optimal
value of some validity index. In practice, there are many clus-
ter validity indices, e.g., Dunn index [10], CalinskiHarabasz
(CH) index [11], C index (CI) [12], DaviesBouldin index (DB)
[13], partition entropy (PE) [14], XieBeni index (XB) [15],
Akaike information criterion (AIC) [16], Bayesian information
criterion (BIC) [17], while different validity indices often lead
to different cluster numbers. Moreover, the whole trial-and-
validation process is computationally expensive because one
has to perform the clustering on a wide range of predefined
numbers.
For the second category, the determination of the number
of clusters is automatically fused into optimization procedure
for a predefined clustering objective function. For example, by
using a regularization parameter to control agglomeration, [18]
proposed a robust competitive agglomerative (RCA) algorithm,
which iteratively discards some cluster whose cardinality
dropping below a threshold to update the number of clusters.
By introducing the volume cluster prototype and redefining
the distance between the data point and the cluster prototype,
[19] proposes the Extended-FCM (E-FCM). In each iteration
of E-FCM, the two clusters whose similarity is higher than a
threshold are merged until the objective function converges. By
adding the negative object-to-clusters membership entropy as
a regularization term to the fuzzy c-means objective function,
[20] presents the agglomerative fuzzy c-means clustering, the
algorithm gradually merges cluster centers by increasing the
value of penalty factor of the negative entropy regularization
term until the cluster number tends to be stable in consecutive
iteration in seeking solution. Similarly, [21] introduces alterna-
tive entropy-type terms to fuzzy c-means algorithm to put for-
ward robust-learning FCM (RL-FCM). RL-FCM obtains the
optimal cluster number by discarding clusters whose mixing
proportions are lower than 1n (n is the number of data points)
during the iteration process until convergence. By adding a
regularization term to the FCM objective function based on a
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focal point chosen in advance, [22] proposes FCM with focal
point (FCM-FP), which performs successively via increasing
the value of the regularization parameter until finding the
optimal cluster number corresponding to a peak value of
the validity measure. However, these algorithms also suf-
fer from respective disadvantages, for example, cumbersome
parameter selection [18], validation index dependence [20],
[22], similarity threshold dependence [19], parameter update
without theoretical guarantee [21], focal point dependence
[22]. Moreover, a selection model proposed in [23], as another
categorical method, is reviewed, which combines multiple
pairs of algorithms and indexes to find the optimal cluster
number based on competitive comprehensive fuzzy evaluation.
Although the selection model performs reliably, it suffers from
cumbersome experiments.
In this paper we present an alternative approach named Cen-
troid Auto-Fused Hierarchical Fuzzy c-means (CAF-HFCM).
In order to reduce sensitivity to initialization, similar to exist-
ing method [24] in which each cluster is initially approximated
by many prototypes, i.e., the initial partition has an over
specified number of clusters, a
√
n data points are randomly
chosen as the initial centroids, where a is a positive constant
in [1, 3]. The biggest difference between our method and the
second categorical methods as mentioned above [18], [20],
[21] lies in the formation process of final partition, inspired by
convex clustering which shrinks the cluster centroids towards
fusion, the `2 norm penalty between the cluster centroids,
called a fused term, is added to FCM’s objective to promote
automatic fusion of these centroids, leading to the adaptive
agglomeration of clusters. As the cluster agglomeration pro-
ceeds, the stable partition corresponding to a wide range of
value of the penalty factor of the `2 term is finally obtained,
consequently, yielding the ”optimal” number of clusters, this
means that the CAF-HFCM is able to automatically determine
the optimal number of clusters. It is the very point that endows
CAF-HFCM with the capability of subtly avoiding the defects
of the existing two categorical methods. Furthermore, a cluster
hierarchy as a byproduct can also naturally be generated
during the optimization with progressively increasing value
of regularization parameter without needing to cumbersomely
traverse each K in a predefined range, thus providing us with
clustering with different granularities and interpretability for
data cluster structures to a certain extent.
The main contributions of our work can be summarized as
follows:
• CAF-HFCM can automatically determine the optimal
number of clusters without resorting to any cluster va-
lidity index.
• CAF-HFCM can naturally form a hierarchical partition
tree by progressively increasing the penalty factor value
of centroid fusion term, revealing the cluster relationship
hidden in data, thus compensating lack of FCM and its
variants. Moreover, for determining the optimal number
of clusters from a predefined range [1, a
√
n], CAF-
HFCM only needs once initialization while FCM needs
reinitialization for each value.
• CAF-HFCM can empirically be observed to be less
sensitive to initialization than FCM even the same setting
of cluster number.
• CAF-HFCM can straightforwardly be extended to the
variants of FCM.
• CAF-HFCM can naturally reduce down to convex clus-
tering [25] [26] when K = n.
In the rest of this paper, Section 2 briefly overviews the
standard FCM and robust-learning FCM. Section 3 proposes
our Centroid Auto-Fused Hierarchical FCM algorithm (CAF-
HFCM) in detail. Section 4 reports extensive experimental
results and analysis. Finally, Section 5 concludes this paper
with future research directions.
II. RELATED WORK
Before developing our Centroid Auto-Fused Hierarchical
FCM, we first briefly introduce related works including stan-
dard FCM and robust-learning FCM in this section.
A. Fuzzy c-means Clustering
Assuming each data point belongs to every cluster with
a corresponding fuzzy membership, the standard objective
function of FCM for grouping n data points into K clusters
comes in the form:
Jfuz =
K∑
j=1
n∑
i=1
µbij ||xi − uj ||2 (1)
where xi ∈ Rd is the ith sample and n is the total number
of data points, respectively, K is a predefined number of
clusters, uj is the cluster centroid or prototype of the jth
group, µij instructs the fuzzy membership of the ith sample
belonging to jth cluster, which is enforced to satisfy µij ∈
[0, 1],
∑K
j=1 µij = 1. Besides, the parameter b is a weighting
exponent to indicate the level of fuzziness. By zeroing the
first derivatives of Jfuz with respect to uj (j = 1, · · · ,K)
and µij (i = 1, · · · , n; j = 1, · · · ,K) respectively, we can
obtain two updated equations for Jfuz to get its local optimum
via iterative strategy:
uj =
∑n
i=1 µ
b
ijxi∑n
i=1 µ
b
ij
(2)
µij =
(1/dij)
1/(b−1)∑K
j=1 (1/dij)
1/(b−1) , dij = ||xi − uj ||2 (3)
Apparently, FCM performs flexible clustering because it
allows samples to belong to multiple clusters with varying
degrees of membership. However, FCM also has the following
weaknesses:
• The number of clusters K must be given in advance and
for each such K, FCM has to re-initialize the centroids.
• FCM is empirically more sensitive to the initialization
than that of our CAF-HFCM.
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B. Robust-learning Fuzzy c-means Clustering
Aiming to automatically obtain the best number of clusters
and enforce robustness to initializations with free of the
fuzziness index and parameter selection for FCM, the robust-
learning fuzzy c-means (RL-FCM) is proposed in [21], which
adds several entropy terms to FCM’s objective. First, to
endue freedom of the fuzziness index b for FCM, the entropy
term of memberships,
∑c
j=1
∑n
i=1 µij lnµij , is added, where
c is the number of clusters. Next, the mixing proportion
α = (α1, · · · , αc) of clusters is introduced, where αj indicates
the probability of one data sample belonging to the jth
partition. Inherently, − lnαj represents the information for
the occurrence of a data point belonging to the jth cluster.
The entropy term
∑c
j=1
∑n
i=1 µij lnαj is thereby utilized to
summarize the average of information where a data point be-
longs to the corresponding partition over fuzzy memberships.
Moreover, the entropy term
∑c
j=1 αj lnαj is used to represent
the average of information for the occurrence of each data
point belonging to the corresponding cluster. Therefore, the
whole RL-FCM objective function is constructed as follows:
J(P, α,U) =
c∑
j=1
n∑
i=1
µbij ||xi − ui||2 − r1
c∑
j=1
n∑
i=1
µij lnαj
+ r2
c∑
j=1
n∑
i=1
µij lnµij − r3n
c∑
j=1
αj lnαj
s.t. µij ∈[0, 1], i = 1, · · · , n; j = 1, · · · , c
c∑
j=1
µij = 1, i = 1, · · · , n
αj ∈[0, 1], j = 1, · · · , c
c∑
j=1
αj = 1, j = 1, · · · , c.
(4)
where P = [µij ]
j=1:c
i=1:n, U = [uj ]
c
j=1 define the membership
matrix and the center matrix respectively, r1, r2, r3 ≥ 0 are
utilized to adjust bias.
Obviously, RL-FCM can also automatically determine the
cluster number without resorting to any validity index, but as
can be seen from (4), the cluster hierarchy cannot naturally be
formed during the optimization procedure, while so-involved
three parameters make its optimization more complicated than
ours where just one regularization factor is involved.
III. CENTROID AUTO-FUSED HIERARCHICAL FCM
In this section, our Centroid Auto-Fused Hierarchical FCM
(CAF-HFCM) algorithm is detailed. In the following, we
provide its model formulation, solution as well as analysis
for convergence in separated sub-sections respectively.
A. Model Formulation
As in RL-FCM, we start by randomly choosing a relatively
large number of data points as the initial centroids with aiming
to decrease sensitivity to initialization to a certain extent.
Inspired by the convex clustering [25] [26] which shrinks the
centroids, a `2 norm penalty between the cluster centroids,
named a fused term, is then appended to FCM’s objective
to encourage the automatic fusion of these cluster centroids.
To this end, we formulate the optimization problem of CAF-
HFCM with the fixed fuzziness index b = 2 as follows:
min
µij ,uj
1
2
n∑
i=1
K∑
j=1
µ2ij ||xi − uj ||2 + γ
K−1∑
k=1
K∑
l=k+1
||uk − ul||2
s.t. µij ∈ [0, 1], i = 1, · · · , n; j = 1, · · · ,K
K∑
j=1
µij = 1, i = 1, · · · , n.
(5)
where γ as a unique regularized parameter is incorporated to
balance the model fit and the centroid coalescence term, uj
corresponds to the jth cluster centroid. Here, we set K =
ba√nc with a ∈ [1, 3], where bxc defines rounding down
operation on x.
When γ = 0, obviously, (5) is reduced to the original
FCM, and n instances are partitioned into K clusters with
cluster overlap. As γ progressively increases, the centroids
obtained corresponding to the previous γ are taken as the
initial ones for the next γ, in this way, the initial centroids
begin to being automatically fused, urging the clusters to
agglomerate progressively, making the number of clusters
decrease gradually during successive optimization procedure
of CAF-HFCM with increasing value of γ. As the cluster
agglomeration proceeds, a stable partition corresponding to
a wide range of the regularized parameter is finally achieved,
consequently, yielding the ”optimal” number of clusters. As
γ is sufficiently large, all centroids are fused to the same
one, also enforcing all data points to coalesce into a single
cluster. Obviously, for determining the optimal cluster number
from the range of [1, a
√
n], CAF-HFCM only needs once
initialization. Furthermore, a cluster hierarchy as an extra
reward can also be naturally generated during the optimization
with progressively increasing value of regularization parame-
ter, concrete implementation is in Algorithm 3.
When taking K = n, our presented CAF-HFCM reduces to
the convex clustering with wij = 1, where wij is a positive
weight exerting on the auto-fused term of centroid i and
centroid j. Here, we place emphasis on the discussion of
the automatic nature of our proposed algorithm: we randomly
choose a
√
n data points as the initial cluster centroids, from
(5), we can see that as the value of the penalty factor of
fusion term is increased, these initial cluster centroids are
progressively and automatically merged. At the beginning of
the optimization, we set γ as a small number, some initial
centroids can be easily fused into the same locations. As γ
is iteratively updated by γ = γ + , when γ arrives at a
specific value, i.e., the cluster number exactly corresponds to
the possibly optimal one, continuously adding the increment
 can hardly change the number of already generated clusters.
On the other hand, we can find that the so-found cluster
number is not quite sensitive to γ within a wide range. Once
the ”optimal” cluster number is obtained, if still wanting
the cluster centroids to form a whole hierarchy of clusters,
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we can continuously increase the value of , equivalently,
γ, implying that when γ is increased to a sufficient large
value, all the clusters’ centroids will be coalesced into a
desirable hierarchy with single root. Therefore, the optimal
cluster number is automatically determined and a hierarchy
of clusters as a byproduct is naturally formed in the whole
optimization process.
B. Problem Solution
Let U = [uj ]Kj=1 represent the centroid matrix where uj is
the jth column of U and P = [µij ]
j=1:K
i=1:n denote the mem-
bership matrix. The objective function in (5) is not convex for
all variables P, U, simultaneously. To solve this optimization
problem, we take into account an alternating procedure that
alternates between membership matrix P and centroid matrix
U. Specifically, we perform optimization according to the next
three steps.
Step 1: Solving P for a fixed U
To update P for a fixed U, we need to minimize the
function:
f(P) =
1
2
n∑
i=1
K∑
j=1
µ2ij ||xi − uj ||2
s.t. µij ∈ [0, 1], i = 1, · · · , n; j = 1, · · · ,K
K∑
j=1
µij = 1, i = 1, · · · , n.
(6)
Setting the derivative of f(P) w.r.t. P to zero, we have
µij =
1/dij∑K
i=1 (1/dij)
, dij = ||xi − uj ||2 (7)
Obviously, for updating P, CAF-HFCM performs in the same
way as FCM.
Step 2: Solving U for a fixed P
With P fixed, for obtaining U, we need to minimize the
objective function:
f(U) =
1
2
n∑
i=1
K∑
j=1
µ2ij ||xi − uj ||2 + γ
∑
k<l
||uk − ul||2 (8)
where
∑
k<l =
∑K−1
k=1
∑K
l=k+1. To update U, we resort to the
alternating direction method of multipliers (ADMM) strategy
proposed in [32]. Let vkl = vk − vl, (8) can be equivalently
written as the following constrained problem:
min
uj ,vkl
1
2
n∑
i=1
K∑
j=1
µ2ij ||xi − uj ||2 + γ
∑
k<l
||vkl||2
s.t. uk − ul − vkl = 0, k = 1, · · · ,K − 1; l = 2, · · · ,K.
(9)
The augmented Lagrangian for (9) is then given by
Lβ(U,V,Λ) =
1
2
n∑
i=1
K∑
j=1
µ2ij ||xi − uj ||2 + γ
∑
k<l
||vkl||2
+
∑
k<l
〈λkl, vkl − uk + ul〉+ β
2
∑
k<l
||vkl − uk + ul||22
(10)
where Λ = [λkl] is the Lagrange multiplier matrix, V = [vkl]
denotes the centroid difference matrix and β is a nonnegative
tuning parameter. Fixing V and Λ to update U, we need to
minimize the function:
f(U) =
1
2
n∑
i=1
K∑
j=1
µ2ij ||xi − uj ||2 +
β
2
∑
k<l
||v˜kl − uk + ul]||22
(11)
where v˜kl = vkl+ 1βλkl. Specifically, taking the first derivative
of f(U) w.r.t. U, and zeroing it, then the updating formula
for the jth column of U is as follows:
uj =
∑n
i=1 µ
2
ijxi + βαj∑n
i=1 µ
2
ij + (n− 1)uj
(12)
where αj =
∑K
l=j+1 v˜jl−
∑j−1
k=1 v˜kj+
∑K
l=j+1 ul+
∑j−1
k=1 uk.
To determine the centroid difference matrix V with fixed
U and Λ, the optimization problem (10) is reformulated as
follows:
f(V) =γ
∑
k<l
||vkl||2 +
∑
k<l
〈λkl, vkl − uk + ul〉
+
β
2
∑
k<l
||vkl − uk + ul]||22
(13)
Refering to [32], the vkl of V is determined by the proximal
mapping
vkl = arg min
vkl
1
2
[‖vkl − (uk − ul − 1
β
λkl)‖22 +
γ
β
‖vkl‖2]
= proxσkl‖.‖(uk − ul −
1
β
λkl),
(14)
where σkl = γvkl . To update the Lagrange multiplier matrix
Λ, we use the following formula:
λkl = λkl + β(vkl − uk − ul). (15)
Algorithm 1 (ADMM-U) summarizes the ADMM algorithm
for updating U.
Step 3: Merge equal elements of U according to the centroid
difference matrix V
We simply apply the breadth-first search to identify con-
nected components of graph induced by the centroid difference
matrix V, i.e., to place an edge between kth and lth cluster
centroids if vkl = 0, equivalent centroids in U are thereby
merged and then the number of centroids is updated.
The entire optimization procedure for CAF-HFCM with
fixed hyper-parameter is summarized in Algorithm 2. The
concrete implementation of CAF-HFCM is in Algorithm 3,
which clearly explains the fact that a cluster hierarchy can be
naturally formed during the optimization with progressively
increasing value of regularization parameter.
C. Convergence Analysis
Obviously, as shown in (6), the objective function of CAF-
HFCM is convex in P for fixed U, and convex in U for fixed
P, so the objective function (6) of CAF-HFCM is biconvex
[34]. Thus, according to the biconvex optimization theory [34],
by obtaining the corresponding optimization solution for each
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Algorithm 1 ADMM-U
Inputs: data X ∈ Rd×n, membership matrix P, initial number of clusters
K, hyper-parameter γ.
Outputs: The centroid matrix U, The centroid difference matrix V.
1: U0 = Um−1 in step 4 of Algorithm 2, initialize V0, Λ0 randomly.
2: for each m ∈ 1, 2, 3, · · · do
3: for each j ∈ [1, n] do
4: Update Umj by taking P, V
m−1, Λm−1 into Eq.(11)
5: end for
6: for all k and l do
7: Update Vmkl by taking U
m
k , U
m
l , Λ
m−1
kl into Eq.(14)
8: Update Λmkl by taking U
m
k , U
m
l , V
m
kl , Λ
m−1
kl into Eq.(15)
9: end for
10: if f(U) converges then
11: Break
12: end if
13: end for
14: return The centroid matrix U, The centroid difference matrix V.
Algorithm 2 Centroid Auto-Fused Hierarchical FCM with
fixed hyper-parameter
Inputs: data X ∈ <d×n, initial number of clusters K, hyper-parameter γ.
Outputs: Clustering struct sol: The membership matrix P, The centroid
matrix U, The number of clusters c.
1: for each m ∈ 1, 2, 3, · · · do
2: for each i ∈ [1, n] and each j ∈ [1,TempK] do
3: Update Pmij by taking U
m−1
j into Eq.(7)
4: end for
5: Update Um using Algorithm 1
6: Merge equal elements of Um based on V obtained from the above
step and update number of centroids TempK
7: if (5) converges then
8: Break
9: end if
10: end for
11: return sol: P, U, c = TempK.
subproblem, a locally optimal solution thereby must be able
to be found by our proposed optimization algorithm. Note that
for our problem, each iterative update for P has an analytic
solution, while for U, we just can utilize ADMM method to
solve it.
IV. EXPERIMENTS AND ANALYSIS
In this section, we conduct numerous different experiments
to validate the effectiveness and efficiency of the CAF-HFCM
algorithm.
Algorithm 3 Centroid Auto-Fused Hierarchical FCM
Inputs: data X ∈ Rd×n, initial number of clusters K, starting γ > 0,
 > 0, length of sequence of {γi} l, vector of cluster numbers {ci}li=1
= [0, · · · , 0].
Outputs: Hierarchical clustering table sol: The set of membership matrices
{P}, the set of centroid matrices {U}, the optimal number of clusters
c.
1: Initialize TempK = K, randomly choose K data points and concatenate
them by column as U00.
2: for each i ∈ [1, l] do
3: Obtain Pi, Ui, ci using Algorithm 2.
4: γ←γ + 
5: K = ci−1, U0i = Ui−1
6: end for
7: Set the number in {ci}li=1 that remains unchanged for a wide range of
γ as the optimal number of clusters c
8: return sol: {P}, {U}, c.
A. Optimal Cluster Number Determination and Clustering
Performance Comparison
In this subsection, we perform CAF-HFCM on three syn-
thetic and three real data sets to demonstrate the ability
of CAF-HFCM to determine the optimal cluster number.
Moreover, as the proposed CAF-HFCM can straightforwardly
be extended to various variants of FCM, to further validate the
clustering performance of CAF-HFCM over the optimal clus-
ter number, we compare it with the following three clustering
methods: Robust-Learning fuzzy c-means clustering algorithm
(RL-FCM) [21] (a recently proposed variant of FCM for
automatically obtaining the optimal number of clusters), FCM
(a typical soft clustering method), k-means [8] (a classical hard
clustering method). Here, rand index (RI) [35], adjusted rand
index (ARI) [36], as well as normalized mutual information
(NMI) [37] are utilized as performance criteria. Note that the
larger the values of these indices are, the better the clustering
performance is. Besides, each experiment over optimal cluster
number is repeated 20 times and the averaged results and
corresponding standard deviations are tabulated in Table I.
GaussianMixture Data. 300 data points of a 2D Gaussian
mixture distribution with mixture component ratio αk = 16
are created as what described as Example 4 in [21]. Figure 1
shows the number of partitions of GaussianMixture data with
respect to different values of γ. In determining the optimal
number of clusters, we seek adaptively the possibly optimal
number of clusters by updating γ using the additive rule
γ = γ + . Combining with Figure 1, we emphasize that
how to determine the optimal cluster number by utilizing
CAF-HFCM. When γ is increased to a specific value, i.e.,
the number of generated clusters exactly corresponds to the
possibly optimal one, continuously adding the increment 
hardly changes the number of already formed clusters. On the
other hand, we can find that the so-found cluster number is not
quite sensitive to γ within a wide range, e.g., γ = 0.55−4.20,
that is, the cluster number basically stays unchanged for a long
process of iteration in the Algorithm 3. From Figure 1, we can
see that CAF-HFCM detects 6 clusters for a wide range of γ,
which exactly matches with the true size of clusters. Once
the ”optimal” cluster number is found, if still wanting the
cluster centroids to form a whole hierarchy of clusters, we can
continuously increase the value of , equivalently, γ, implying
that when γ is increased to a sufficient large value, all the
clusters’ centroids will be coalesced into a desirable hierarchy
with single root. The averages of clustering performance of our
proposed method over the optimal cluster number (γ = 2.18,
c = 6) are 0.9934, 0.9760, 0.9726, which are higher around
4.31%, 14.13%, 5.97% than that obtained by k-means. Even if
CAF-HFCM performs similarly with RL-FCM, it is worthy to
point out that the performance of RL-FCM heavily depends
on the update rule of its so-involved three hyperparameters.
Compared with RL-FCM, our CAF-HFCM involves just one
parameter which makes the corresponding adjustment much
easier and more operational. Though RI of FCM is similar
with the one obtained by CAF-HFCM, note that the cluster
number must be given in advance for FCM.
GaussianMixture Data with High Dimension. To test the
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Fig. 1. Number of clusters for GaussianMixture data under a sequence of γ.
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Fig. 2. Number of clusters for GaussianMixture data with high dimension
under a sequence of γ.
performance of CAF-HFCM for dealing with data with high
dimension, 300 20D Gaussian mixture data with αk = 16 are
generated. From Figure 2 we can see that the determined
number of clusters is 6, which is rightly equal to the true
cluster number. Setting γ = 9.25 (c = 6), as Table I
shows, the averages of clustering performance obtained by
the proposed CAF-HFCM are RI = 1.0000, ARI = 1.0000,
NMI = 1.0000 over the optimal cluster number, which are
highest among those of all compared methods. Although RL-
FCM performs similarly with our proposed method over the
optimal cluster number, we have to point out that RL-FCM
can only obtain the optimal cluster number under the optimal
update rule of the parameters for the penalty terms, while it
is cumbersome to find.
Gaussian Data. In this synthetic example, we use a data
set of 500 data points generated from 2 dimensional Gaussian
distribution with similar covariance matrix Σ =
[
0.25 0
0 0.25
]
and 25 different mean vectors µ = (1 + 10(i − 1), 1 +
10(j − 1))T , (i = 1, · · · , 5; j = 1, · · · , 4), as shown in
Figure 3. Figure 4 shows the number of partitions of Gaussian
data controlled by a sequence of γ. From Figure 4, we can
see that when γ arrives at a certain value, even continuously
adding the increment , the cluster number stays at 25 within a
wide range of γ, so CAF-HFCM determines 25 as the optimal
cluster number for Gaussian Data, which exactly coincides
with the true one. Moreover, when setting γ = 0.25(c = 25),
Fig. 3. Original Gaussian data.
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Fig. 4. Number of clusters for Gaussian data under a sequence of γ.
the averages of RI, ARI, NMI of CAF-HFCM are 1.0000,
1.0000, 1.0000, respectively, which are the best among all the
compared methods.
Iris Data Set. In this real example, we employ the Iris
data set covering 150 data points with 4 attributes (i.e., sepal
length(in cm), sepal width(in cm), petal length(in cm), and
petal width (in cm)) from UCI machine Learning Repository
[38]. The original Iris data set consists of 3 clusters whose
name are setosa, versicolor, and virginica respectively. Figure
5 performs corresponding number of clusters of CAF-HFCM
with respect to a sequence of γ. Referencing Figure 5, after γ
arrives at a certain value, the cluster number stays at 3 even if
increasing its value continuously, therefore we can conclude
that the obtained number of clusters is c = 3, which exactly
coincides with the true number of clusters. As γ = 4.3 (c =
3), averages of respective RI, ARI, NMI obtained by CAF-
HFCM are 0.9124, 0.8018, 0.7959 respectively, which are
much higher 2.65%, 5.73%, 1.82% than that of RL-FCM and
3.27%, 7.24%, 4.63% than that of FCM. Actually, note that
the cluster number of FCM must be set in advance, it is
not capable of automatically obtaining the optimal number of
clusters.
Breast Data Set. In this real example, the Breast data set
from UCI machine Learning Repository [38] that contains
699 samples and 9 features as well as covers 2 clusters
are employed. In this experiment, we discard one attribute
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Fig. 5. Number of clusters for Iris data under a sequence of γ.
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Fig. 6. Number of clusters for Breast data under a sequence of γ.
with missing value. Figure 6 performs number of clusters by
utilizing CAF-HFCM with respect to a sequence of γ. And
we can conclude that CAF-HFCM automatically detects 2
clusters for a wide range of γ, which exactly coincides with
true number clusters. As setting γ = 100 (c = 2), the averages
of respective RI, ARI and NMI of cluster partitions determined
by CAF-HFCM are 0.9151, 0.8284, 0.7231 respectively, which
are higher around 0.52%, 1.05%, 1.35% than the performance
of RL-FCM. Although k-means performs similarly with CAF-
HFCM, the number of clusters should be given in advance for
k-means.
Seeds Data Set. There exists 210 samples and 7 attributes in
seeds data set [38], which is partitioned into 3 clusters. Figure
7 describes the determined number of clusters with respect
to a sequence of hyperparameters γ, and the corresponding
obtained number exactly matches with true one. From Figure
7, we find that CAF-HFCM obtains 3 clusters for a wide
range of γ, this further demonstrates that CAF-HFCM can
automatically determine the optimal cluster number. Setting
γ = 14.5 (c = 3), from Table I, we can see that the proposed
CAF-HFCM performs best with RI = 0.8814, ARI = 0.7331,
NMI = 0.7229 among all the compared methods, which are
higher around 0.7%, 1.65%, 2.8% than that of RL-FCM.
Actually, we should notice that for FCM and k-means, the
both are not able to automatically determine optimal number
of clusters, for RL-FCM, the one has so-involved three hyper-
parameters to adjust.
In summary, CAF-HFCM is not only capable of automati-
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Fig. 7. Number of clusters for Seeds data under a sequence of λ.
Fig. 8. 30 data points from Gaussian mixture distribution.
cally determining the optimal cluster number without resorting
to any validity index but also has the optimal clustering
performance in most of cases. Furthermore, zero standard
deviations demonstrate the lower sensitivity of CAF-HFCM
to initialization than that of FCM.
B. Hierarchical Cluster Path Show
In this subpart, for briefly showing the hierarchical clus-
tering structure obtained by CAF-HFCM, 30 data points of a
2D Gaussian mixture distribution are constructed as seen in
Figure 8. Moreover, the corresponding hierarchical structure
obtained by CAF-HFCM is shown in Figure 9. As a byproduct,
the hierarchical clustering path of the data set can provide us
with clustering with different granularities and interpretability
for data cluster structures to a certain extent.
C. Hierarchical Cluster Path Comparison
To further demonstrate the fact that CAF-HFCM is capable
of yielding a hierarchy while FCM does not have such ability,
we perform both CAF-HFCM and FCM over a set of cluster
numbers on GaussianMixture data set and the respective
cluster centroids obtained by the both methods are shown in
Figure 11 and Figure 12. For clarity and simplicity of discus-
sion, GaussianMixture data set generated from six-component
Gaussian mixture distribution is shown in Figure 10, where
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TABLE I
RI, ARI, AND NMI FROM CAF-HFCM, RL-FCM, AND FCM USING THE TRUE NUMBER c OF CLUSTERS.
Dataset Index CAF-HFCM RL-FCM FCM k-means
GaussianMixture
RI 0.9934±0 0.9934±0 0.9956±0.0155 0.9503±0.0330
ARI 0.9760±0 0.9760±0 0.9724±0.0512 0.8347±0.1081
NMI 0.9726±0 0.9726±0 0.9765±0.0234 0.9129±0.0471
GaussianMixture-HD
RI 1.0000±0 1.0000±0 0.9870±0.0266 0.9458±0.0311
ARI 1.0000±0 1.0000±0 0.9575±0.0873 0.8249±0.0974
NMI 1.0000±0 1.0000±0 0.9817±0.0377 0.9242±0.0445
Gaussian
RI 1.0000±0 1.0000±0 0.9911±0.0035 0.9984±0.0023
ARI 1.0000±0 1.0000±0 0.8841±0.0434 0.9794±0.0307
NMI 1.0000±0 1.0000±0 0.9602±0.0159 0.9949±0.0076
Iris
RI 0.9124±0 0.8859±0♠ 0.8797±0 0.8687±0.0352
ARI 0.8018±0 0.7445±0 0.7294±0 0.7082±0.0661
NMI 0.7959±0 0.7777±0 0.7496±0 0.7415±0.0372
Breast
RI 0.9151±0 0.9099±0 0.8996±0 0.9177±0
ARI 0.8284±0 0.8179±0 0.7967±0 0.8338±0
NMI 0.7231±0 0.7096±0 0.6881±0 0.7289±0
Seeds
RI 0.8814±0 0.8744±0 0.8744±0 0.8729±0.0015
ARI 0.7331±0 0.7166±0 0.7166±0 0.7135±0.0032
NMI 0.7229±0 0.6949±0 0.6949±0 0.7025±0.0018
The results reflect independent 20 runs each algorithm over the optimal cluster number and expressed as mean ± standard deviation, in which the highest
index value is with bold. ♠ It is worthy to point out that the RI = 0.8859 utilizing the code provided by authors of [21], which is different from the result
RI = 0.8923 obtained in [21].
1 2 3 4 5 6 8 9 10 7 20 11 12 13 14 15 16 17 18 19 21 22 23 24 25 26 27 29 28 30
0.005g =
0.055g =
0.255g =
0.505g =
0.755g =
3.255g =
澳
Fig. 9. Hierarchical cluster path of GaussianMixture30 data obtained by CAF-
HFCM.
each color corresponds to a component and the numbers are
marks of respective ingredients. As shown in Figure 11, for
CAF-HFCM, as the number of clusters drops from 19 (Figure
11(a)) to 18 (Figure 11(b)), two cluster centroids in component
3 are automatically fused, while data points belonging to
the two centroids naturally agglomerate together. Similarly,
as the number of clusters reduces from 18 (Figure 11(b))
to 17 (Figure 11(c)), two cluster centroids in component 4
are automatically merged, while data points belonging to the
two centroids naturally agglomerate together. In contrast, for
FCM, as the cluster number is from 19 (Figure 12(a)) to
18 (Figure 12(b)), the number of centroids in component 1
raises from 2 to 3 while that in component 2 changes from
3 to 4, which means that some data points belonging to one
Fig. 10. GaussianMixture data generated from six-component Gaussian
mixture distribution, where each color corresponds to a component and the
numbers are marks of respective ingredients.
cluster as K = 19 are not grouped into similar cluster any
more as K = 18. Similarly, the phenomenon happens again
when K is from 18 (Figure 12(b)) to 17 (Figure 12(c)), i.e.,
the number of centroids in component 4 raises from 4 to 5.
This further confirms the truth that FCM can not construct a
hierarchy as traversing every integer from large number to 2.
Besides, it is worthy noting that CAF-HFCM only needs once
initialization from large cluster number to 2, while FCM needs
re-initialization for different cluster numbers.
D. Cluster Index Comparison
In this subsection, we aim at testing the change trends
of different cluster indices with respect to different cluster
number. Seeds dataset is next chosen. In Figure 13, the red
curve, blue dash line, the green line indicate RI, ARI, NMI,
separately. From Figure 13, the highest values 0.8814, 0.7331,
0.7229 are achieved over the optimal number of clusters,
therefore we can conclude that the optimal partitions can be
obtained under the optimal size of clusters.
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(a) γ = 0.05 (c = 19) (b) γ = 0.065 (c = 18)
(c) γ = 0.08 (c = 17) (d) γ = 0.135 (c = 14)
(e) γ = 0.38 (c = 9) (f) γ = 0.545 (c = 6)
Fig. 11. Centroids obtained by CAF-HFCM over different cluster numbers.
E. Robustness Test
In the robustness test, another data set covering 13 blocks
formed from continuously uniform distribution is generated,
where each block has 50 data points, then we add 100 noisy
points in the Uniform data, and the noisy Uniform data is
shown in Figure 14. We run CAF-HFCM with γ = 0.55 (c =
13) and FCM with c = 13 on the noisy data set for 20 times,
and the corresponding clustering results are shown in Table
II. From the Table II, we can find that CAF-HFCM performs
higher 0.76% in RI, 5.19% in ARI, 1.96% in NMI than FCM.
Accordingly, we can conclude that CAF-HFCM is more robust
compared with FCM. Furthermore, the variance value with 0
of the clustering results obtained by CAF-HFCM illustrates
that CAF-HFCM is less sensitive to initialization than FCM
once more. Moreover, further to illustrate that CAF-HFCM
performs better than FCM when clustering noisy data, Figure
15 corresponding to CAF-HFCM with γ = 0.55 and Figure
16 corresponding to FCM with c = 13 are shown. Comparing
Figure 15 and Figure 16, we can see that even FCM is given
the optimal cluster number, the optimal partition is not always
determined. Different from FCM, the consistently optimal
partition always can be obtained by CAF-HFCM with the
corresponding hyperparameter.
(a) K = 19 (b) K = 18
(c) K = 17 (d) K = 14
(e) K = 9 (f) K = 6
Fig. 12. Centroids obtained by FCM over different cluster numbers.
澳
Fig. 13. Index value obtained by CAF-HFCM performing on Seeds dataset
under the sequence of cluster number.
F. Convergence Study
Without loss of generality, we analyze the convergence
of CAF-HFCM on the simulation dataset and real dataset
in this section, namely GaussianMixture data and Iris data.
For GaussianMixture dataset, we randomly choose 35 data
points as the initial centroids, and the 35 initial centroids
automatically fuse into 19 centroids over the initial penalty
factor γ, i.e., GaussianMixture dataset is partitioned into 19
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Fig. 14. Uniform data adding 100 noisy points, where the blue circle and the
red circle indicate the uniform data and noisy data respectively.
TABLE II
RI, ARI, AND NMI FROM CAF-HFCM AND FCM PERFORMING ON THE
NOISY UNIFORM DATA WITH THE TRUE NUMBER c OF CLUSTERS.
Dataset Index CAF-HFCM FCM
K = 13
RI 0.9963±0 0.9887±0.0091
ARI 0.9736±0 0.9217±0.0630
NMI 0.9804±0 0.9608±0.0306
clusters over the initial γ. Moreover, CAF-HFCM over this
initial γ, i.e., c = 19 has the largest descend range when it
converges among that of all the hyperparameters, so we choose
c = 19 for GaussianMixture data set to show the values of
objective function, and the corresponding convergence curve
is shown in Figure 17. Furthermore, from Figure 17, we can
see that the algorithm has converged just after 5 iterations even
c is relatively large, let alone when c is smaller. Similarly, we
choose c = 8 for Iris data and the corresponding convergence
curve is given in Figure 18 and the same fact is found. So
as can be seen from both Figure 17 and Figure 18 that CAF-
HFCM has fast convergence rate.
Fig. 15. Centroids (red squares) of noisy Uniform data obtained by CAF-
HFCM with γ = 0.55.
Fig. 16. Centroids of noisy Uniform data obtained by FCM over the optimal
cluster number c = 13.
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Fig. 17. Convergence study on the GaussianMixture data.
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Fig. 18. Convergence study on the Iris data.
V. CONCLUSION
In this paper, a Centroid Auto-Fused Hierarchical FCM
dubbed as CAF-FCM is proposed, which can not only au-
tomatically obtain the optimal number of clusters without
resorting to any validity index but also progressively generate a
cluster hierarchy as a byproduct in the optimization procedure.
Specifically, we randomly choose a relatively large number
of data points as the initial centroids, `2 norm penalty be-
tween these initial centriods is next added to FCM’s objective
to promote the automatic fusion of these cluster centroids.
Moreover, the corresponding optimization problem is solved
by an alternating strategy, in which the subproblem with
respect to the membership matrix just contains an analytic
solution, the subproblem with respect to the centroid matrix is
solved by the ADMM optimization method. The convergence
is empirically validated as well. Extensive experiments on
both synthetic and real data sets show that CAF-HFCM
acquires better performance in comparison with the state-of-
art methods. Less sensitivity to initialization and robustness to
noisy data points are also observed. Furthermore, CAF-HFCM
can straightforwardly be extended to the variants of FCM, such
as kernelized fuzzy c-means (KFCM) [39]. However, CAF-
HFCM may entail some potential limitations as follows: for
very large datasets, a
√
n is a relatively large number, therefore
it is a little slow to update the centroid matrix over small γ by
using ADMM. For this situation, we can utilize k-means as
the preprocess step to obtain some representative data points as
the cluster centroids. Besides, as what FCM entails, our CAF-
HFCM have some difficulties in dealing with high dimensional
datasets. Fortunately, we can resort to the variants of FCM
especially proposed for high dimensional datasets.
VI. ACKNOWLEDGMENTS
This work is supported by the Key Program of National
Natural and Science Foundation of China (NSFC) under Grant
No. 61732006 and the NSFC under Grant No. 61672281. We
would like to thank Miin-Shen Yang and Yessica Nataliani
for providing codes related to paper ”Robust-learning fuzzy c-
means clustering algorithm with unknown number of clusters”.
REFERENCES
[1] J. C. Bezdek, R. Ehrlich, W. Full, FCM: The fuzzy c-means clustering
algorithm, Comput. Geosci., vo.10, no.(23), pp. 191203, 1984.
[2] Gu J, Jiao L, S.Y. Yang, F. Liu, Fuzzy double C-Means clustering based on
sparse Self-Representation, IEEE Trans. Fuzzy Syst, vo.119, pp. 113125,
2017.
[3] Z. Moslehi, M. Taheri, A. Mirzaei, M. Safayani, Discriminative Fuzzy
C-Means as a Large Margin Unsupervised Metric Learning Algorithm,
IEEE Trans. Fuzzy Syst, vo.26, no.6, pp. 3534-3544, 2018.
[4] T. Lei, X. Jia, Y. Zhang, L. He, H. Meng, A.K. Nandi, Significantly fast
and robust fuzzy c-means clustering algorithm based on morphological
reconstruction and membership filtering, IEEE Trans. Fuzzy Syst, vo.26,
no.5, pp. 3027-3041, 2018.
[5] M.N. Ahmed, S.M. Yamany, N. Mohamed, A.A. Farag, T. Moriarty, A
modified fuzzy c-means algorithm for bias field estimation and segmenta-
tion of MRI data, IEEE Trans. Med. Imaging, vo.21, pp. 193-199, 2002.
[6] N.R. Pal, K. Pal, J.M. Keller, J.C. Bezdek, A Possibilistic Fuzzy c-Means
Clustering Algorithm, IEEE Trans. Fuzzy Syst, vo.13, no.4, pp. 517-530,
2005.
[7] S.C. Chen, D.Q. Zhang, Robust image segmentation using FCM with
spatial constraints based on new kernel-induced distance measure, IEEE
Trans. Systems Man Cybernet. B, vo.34, no.4, pp. 1907-1916, 2004.
[8] J.A. Hartigan, M.A. Wong, Algorithm AS 136: A K-means clustering
algorithm, J. R. Stat. Soc. Ser. C-Appl. Stat., vo.28, no.1, pp. 100-108,
1979.
[9] D.A. Reynolds, A Gaussian Mixture Modeling Approach to Text-
Independent Speaker Identification, Ph.D. thesis, Georgia Institute of
Technology, 1992.
[10] J.C. Dunn, A fuzzy relative of the ISODATA process and its use in
detecting compact well-separated clusters, J. Cybern., vo.3, pp. 3257,
1973.
[11] T. Calinski, J. Harabasz, A dendrite method for cluster analysis, Comm.
in Statistics, vo.3, pp. 127, 1974.
[12] L.J. Hubert, J.R. Levin, A general statistical framework for assessing
categorical clustering in free recall, Psychol. Bull., vo.83, pp. 10721080,
1976.
[13] D.L. Davies, D.W. Bouldin, A clustering separation measure, IEEE
Trans. Pattern Anal. Mach. Intell., vo.1, pp. 224227, 1979.
[14] J.C. Bezdek, Cluster validity with fuzzy sets, J. Cybern., vo.3, pp. 5873,
1974.
[15] X.L. Xie, G.Beni, A validity measure for fuzzy clustering, IEEE Trans.
Pattern Anal. Mach. Intell., vo.13, pp. 841847, 1991.
[16] H. Bozdogan, S.L. Sclove, Multi-Sample Cluster Analysis using
Akaike’s Information Criterion, Ann. Inst. Stat. Math, vo.36, pp. 163-
180, 1984.
[17] G. Schwarz, Estimating the Dimension of a Model, Ann. Stat., vo.6, pp.
461-464, 1978.
[18] H. Frigui, R. Krishnapuram, A robust competitive clustering algorithm
with application in computer vision, IEEE Trans. Pattern Anal. Mach.
Intell., vo.21, no.6, pp.450-465, 1999.
[19] U. Kaymak, M. Setnes, Fuzzy clustering with volume prototypes and
adaptive cluster merging, IEEE Trans. Fuzzy Syst., vol. 10, no. 6, pp.
705-712, 2002.
[20] M. Li, M. Ng, Y.M. Cheung, J. Huang, Agglomerative fuzzy K-means
clustering algorithm with selection of number of clusters, IEEE Trans.
Knowl. Data Eng., vo.20, no.11, pp. 15191534, 2008.
[21] M.S. Yang, Y. Nataliani, Robust-learning fuzzy c-means clustering
algorithm with unknown number of clusters, Pattern Recognit., vo.71,
pp. 45-59, 2017.
[22] Fazendeiro Paulo, Valente de Oliveira Jose´, Observer-biased fuzzy
clustering, IEEE Trans. Fuzzy Syst., vo.23, no.1, pp. 85-97, 2015.
[23] Y. Wang, C. Li, Y. Zuo, A selection model for optimal fuzzy clustering
algorithm and number of clusters based on competitive comprehensive
fuzzy evaluation, IEEE Trans. Fuzzy Syst., vol. 17, no. 3, pp. 568-577,
2009.
[24] H. Frigui, R. Krishnapuram, Clustering by Competitive Agglomeration,
Pattern Recognit., vo.30, no.7, pp. 1109-1119, 1997.
[25] T. D. Hocking, A. Joulin, F. Bach, J.-P. Vert, Clusterpath: An algorithm
for clustering using convex fusion penalties, in Proc. Int. Conf. Mach.
Learn., Bellevue, Washington, USA, pp. 1-8, 2011.
[26] F. Lindsten, H. Ohlsson, L. Ljung, Just Relax and Come Clustering!
A Convexication of k-Means Clustering, Technical Report, Linko¨pings
Universitet, 2011.
[27] G.K. Chen, E.C. Chi, J.M.O. Ranola, K. Lange, Convex clustering: An
attractive alternative to hierarchical clustering, PLoS Comput. Biol., vo.11,
no.5, pp. e1004228, May, 2015.
[28] K.M. Tan, D. Wittan, Statistical properties of convex clustering, Elec-
tron. J. Stat., vo.9, pp. 2324-2347, 2015.
[29] B.H. Wang, Y.L. Zhang, W.W. Sun, Y.X. Fang, Sparse convex clustering,
J. Comput. Graph. Stat, vo.27, pp. 393-403, 2018.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 12
[30] X.P.L. Sui, L. Xu, X.N. Qian, T. Liu, Convex clustering with meric
leaning, Pattern Recognit., vo.81, pp. 575-584, 2018.
[31] S.A. Shah, V. Koltun, Robust continuous clustering, Proc. Natl. Acad.
Sci. U. S. A., vo.114, no.37, pp. 9814, 2017.
[32] E.C. Chi, K. Lange, Splitting methods for convex clustering, J. Comput.
Graph. Stat, vo.24, no.4, pp. 994-1013, 2015.
[33] Y.C. Yuan, D.F. Sun, K.C. Toh, An efficient semismooth newton method
based algorithm for convex clustering, In Dy, J. and Krause, A. (eds.),
Proc. Int. Conf. Mach. Learn., vo.80 of Proceedings of Machine Learning
Research, 2018, pp. 57185726.
[34] J. Gorski, F. Pfeuffer, K. Klamroth. Biconvex sets and optimization with
biconvex functions: a survey and extensions. Math. Method Oper. Res.,
vo.66, no.3, pp. 373407, 2007.
[35] W.M. Rand, Objective criteria for the evaluation of clustering methods,
J. Am. Stat. Assoc., vo.66, pp.846850, 1971.
[36] L. Hubert, P. Arabie. Comparing partition, J. Classif., vo.2, no.1, pp.
193-218, 1985.
[37] X. He, D. Cai, and P. Niyogi, Laplacian score for feature selection, in
Proc. 17th Adv. Neural Inf. Process. Syst., 2005, pp. 507514.
[38] C.L. Blake, C.J. Merz, UCI repository of machine learning databases, a
huge collection of artificial and real-worl ddata sets, 1998.
[39] D.Q. Zhang, S.C. Chen, A novel kernelized fuzzy C-means algorithm
with application in medical image segmentation, Artif. Intell. Med., vo.32,
no.1, pp. 37-50, 2004.
