A structure of faster-than-Nyquist (FTN) signaling combined with superposition coded modulation (SCM) is considered. The socalled FTN-SCM structure is able to achieve the constrained capacity of FTN signaling and only requires a low detection complexity. By deriving a new observation model suitable for FTN-SCM, we offer the power allocation based on a proper detection method. Simulation results show that, at any given spectral efficiency, the bit error rate (BER) curve of FTN-SCM lies clearly outside the minimum signal-to-noise ratio (SNR) boundary of orthogonal signaling with a larger alphabet. The achieved data rates are also close to the maximum data rates of the certain shaping pulse.
Introduction
With the demand and the growth of advanced signal processing capabilities at base stations, the need of efficient backhauling solutions to transmit a large amount of data increases significantly. Thus, as one of the most important parts of deploying the fifth-generation (5G) cellular network, more efficient backhauling techniques need to be applied [2] . Conventionally, the capacity of networks is enlarged by consuming more time/bandwidth/spatial resources. However, this solution may not always be possible, due to the practical reasons. Hence, as an alternative method to gain more capacity, FTN signaling has recently received a lot of attention. An overview of FTN signaling for 5G communication systems was provided in [3] .
FTN signaling is an extension of traditional linear modulation and a classical way of nonorthogonal signal transmission, which was first proposed by Mazo in 1975 [4] . Mazo discovered that, with sinc pulse as the shaping pulse, the minimum squared Euclidean distance of binary phase shift keying (BPSK) modulated pulses remains the same even when the symbol rate is, to some extent, higher than the Nyquist criterion. His work indicates that there are roughly 25% more bits that could be transmitted in the same bandwidth compared to that of Nyquist signaling, with almost the same error performance over additive white Gaussian noise (AWGN) channels. Recently, Rusek et al. proved that FTN signaling is able to bring more degrees of freedom (DoF) over the AWGN channel [5, 6] compared to orthogonal signaling. As a result, a higher spectral efficiency is expected for FTN signaling and, indeed, fascinating simulation results have already been reported. In [7] , a precoded FTN system with quadrature phase shift keying (QPSK) modulation was presented, which, as simulation results imply, requires lower SNR to reach the BER < 10 −5 compared to that of the constrained capacity of 8-PSK for orthogonal signaling with the same spectral efficiency. However, there is still no such signaling method existing in the literature that is able to outperform orthogonal signaling constrained by a larger alphabet at any preferred spectral efficiency. The reason for this problem lies in the complexity of maximum-likelihood (ML) detection for FTN signals growing exponentially with the size of the alphabet and with the number of taps of intersymbol interference (ISI), respectively. When the system requires high spectral efficiency, conventional FTN signaling systems need either an alphabet with a larger size or a compression factor of a smaller 2 Wireless Communications and Mobile Computing value to meet the requirements. Consequently, the required ML detection complexity becomes prohibitively high and a suboptimal detection method has to be utilized, which in return somehow damages the performance. Hence, in this paper, we attempt to solve such an issue by considering SCM [8] [9] [10] [11] [12] [13] .
SCM is a special case of multilevel coding (MLC) [8] , which offers an excellent solution to transmissions with severe interference. With the use of the fast Fourier transform-(FFT-) based technique proposed in [9] , the detection complexity of SCM system is (log frame ), where frame is denoted as the frame length [10] . Moreover, with proper Gaussian assumption, the optimization for SCM systems is easier than that of conventional bit interleaved coded modulation (BICM) systems [10] . SCM has also been proven to have promising performance over a variety of channels [11, 12] . More advantages of SCM can be found in [10] and the references therein.
The idea of combining SCM with FTN signaling first appeared in [14] , where FTN signals are treated as the sum of several orthogonal signals with different time delays; thus it allows the successive interference cancellation (SIC) detection at the receiver. However, in [1] , it has been proven that the aforementioned structure cannot bring any gain in terms of DoF. Hence, a so-called "full-FTN" structure has been proposed in [1] along with its proof of achieving the constrained capacity of FTN signaling. In this structure, the signals are viewed as the sum of several FTN signals of the same compression factor and the SIC is also utilized to reduce the detection complexity. Different from the traditional FTN signaling, to gain a higher spectral efficiency, this structure utilizes more layers rather than a small compression factor. Since, with SIC detection, the detection complexity grows linearly with the number of layers and exponentially with the number of ISI taps, the overall detection complexity of this structure is normally very low. On the other hand, since at each layer, the symbol rate still exceeds the signal bandwidth, the DoF gain of FTN signaling is maintained. However, this structure still lacks a well-designed equalizer to perform SIC, because the common equalizers for FTN signaling, such as the one in [15] , require the utilization of the whitening filter in the receiver. This is rather difficult and even impossible when the FTN signal, at each layer, is corrupted by both the colored noise and the signals from other layers. Hence, it is needed to derive a new observation model, which allows the SIC and the detection for each individual layer at the same time. It should also be noted that the combination of FTN signaling and SCM bypasses the obstacle of designing the channel code in terms of different compression factors. Similar to the traditional SCM, an identical code can be utilized for all layers of FTN-SCM, which makes the design and implementation of FTN-SCM system very easy. By simply adjusting the number of superposition layers and the power allocation, FTN-SCM is able to provide a wide range of spectral efficiencies with excellent performance.
The main contributions of this paper are summarized in the following:
(1) We adapt the idea from [1] and provide a more generalized FTN-SCM scheme.
(2) A new channel observation model suitable for FTN-SCM is introduced.
(3) The detection method and the corresponding power allocation for FTN-SCM are also discussed.
(4) Simulation results show that, for BER < 10 −5 , FTN-SCM requires lower SNR than that of the orthogonal signaling with a larger alphabet at any given spectral efficiency.
The rest of this paper is organized as follows. The diagram of FTN-SCM is provided in Section 2. Then, the new channel observation is derived in Section 3. In Section 4, the detection method is described, along with the power allocation derivation. Our numerical results are presented in Section 5, and finally a brief conclusion is provided in Section 6.
System Model
The transmitter structure of FTN-SCM is illustrated in Figure 1 . Assume that the sequence u carrying information bits is separated into substreams, namely, u 0 , u 1 , . . . , u −1 . Each subsequence of u, say u , is then encoded by its corresponding encoder generating the codeword c of length . c is the permuted version of c , which is afterward modulated in the form of BPSK with an average symbol energy = , where is a pregiven power, is the compression factor, and is the symbol time.
T represents the modulated symbols at the th layer, which are then superposed directly with the modulated symbols from other layers. The transmitted symbol sequence x is obtained as the superposition is finished, where the th symbol of x is given as [ ] = ∑
−1 =0
[ ]. The FTN modulator is able to shape the transmitted signal ( ) for the given input x based on a certain -orthogonal pulse ℎ( ). Without loss of generality, an FTN-SCM signal can be expressed as
A brief diagram of FTN-SCM signal is given in Figure 2 , where = 2 and = 0.5. As shown in the figure, the pulse of each individual symbol is interfered by the pulses from both the current layer and the other layers. It should be mentioned that, in this case, a symbol rate that is higher than the Nyquist criterion is maintained at each layer. Thus, the capacity gain of FTN signaling is preserved. Note that the different power assignment for each layer is not the only way of performing SIC in the receiver, similar to that of the orthogonal signaling; choosing codes of different rate for each layer may also do the work. Figure 3 illustrates the receiver structure of FTN-SCM. In this paper, as we only focus on AWGN channels, the received signal ( ) is presented as ( ) = ( ) + ( ), where ( ) has one side power spectral density (PSD) 0 . Let
Encoder-0
Encoder-1
Interleaver-0
Interleaver-1
Interleaver-(K − 1)
Figure 1: The transmitter structure of FTN-SCM. represent the autocorrelation function samples of ℎ( ). We have
where (⋅) * denotes the complex conjugation and I is the length of finite ISI tap. The output of the matched filter is denoted as y. We thus have
where G is a Toeplitz matrix given as
and is the colored-noise vector with zero mean and the covariance matrix E[
E[⋅] is the expectation operator and (⋅)
H is the Hermitian (conjugate) transpose.
Without loss of generality, the detection can start at the first layer, and after the detection of each layer, the estimation of current layer inputs, sayx , is stored for the interference calculation of the following layers. Note that, after one complete sweep over all layers, the updated estimation can be reused to perform other sweeps, which is able to further improve the interference calculation. Normally, three complete sweeps would be enough for FTN-SCM systems.
Channel Observation Model
We consider the minimum distance detector in this paper. Based on the receiver structure, for detecting the th layer, we havex
wherê(
represents the estimation of the signal of the th layer. By expanding the equation and dropping the irrelevance, (5) yieldŝ
where Re(⋅) represents the real part of a complex number. By switching the integral sequence, (7) can be further derived aŝ
Thus, with respect to the matched filter outputs, we get
where
It is obvious that (9) enables the implementation of the Viterbi algorithm [16] . Similarly, as for soft-in soft-out (SISO) algorithms, for example, the BCJR algorithm [17] , (9) implies the recursive probabilistic factorization of the form
in which [ ] is assumed to be Gaussian, and its variance is denoted as 2 [ ]. Hence, the derivation of the channel observation model is complete.
Detection Method and Power Allocation
To detect FTN-SCM signal, a well-designed equalizer that accepts nonwhite noise is necessary. Thus, we choose the original method from [18] as the method detecting each layer. The method has been proven to offer promising performance based on the Ungerboeck observation model [19] . As an extension of the traditional -algorithm BCJR ( -BCJR) algorithm, the detection method selects the best states not only based on the current symbol but also considering the influence of some "future" symbols. At each trellis section, for each possible state , the method calculates the metrics of the path v = 1 that induces and all possible paths from the section + 1 till + that are extended from . However, new concerns arise due to the presence of other layers. In the following, we aim to offer a performance analysis for the detection of each layer and we further give the power allocation of each layer.
We is represented as
where ‖ ⋅ ‖ 2 is the norm operator and G L ( + )×( + ) is the lower triangular matrix with zero main diagonal of the size ( + ) × ( + ) that is denoted as 
) .
As we define size A ≜ ( + ) × ( + + I ) and size B ≜ ( + ) × ( + ), by substituting (3) into (12), we have 
+ (
in which represents the accuracy of the estimation and is given as
with the variance 2 [ ]. Furthermore, we consider the difference of the metrics of two individual erroneous paths. Define the two paths as V 
where 
In the following, we focus on the detection performance of each stage. Since the detection at each stage is interfered by the signals from the other stages, it is necessary to make sure that the algorithm is still able to offer a correct detection, for which we offer the following theorem.
Theorem 1 (correct detection criterion). In FTN-SCM systems, the th stage can be successfully detected without the presence of noise, if the maximum variance of [ ], say
where ( Proof. The proof is given in Appendix A.
Clearly, Theorem 1 is a sufficient condition for the th stage being successfully detected. Thus, we have proved that the algorithm is able to provide a correct detection, as long as (18) is satisfied. It is straightforward to offer the power allocation based on (18) . However, this may not be a good choice for three reasons. Firstly, the derivation for (18) involves the scaling of inequalities; thus the power allocation based on (18) is not the best. Secondly, the algorithm operates on a reduced ISI trellis, where the certain error patterns that have a larger metric may not be included during the detection. Thirdly, practically speaking, Theorem 1 is not the necessary condition for the successful detection. Since errorcorrecting codes are normally implemented in FTN-SCM systems which helps in the detection in a certain level, thus the power allocation should also take the influence of the corresponding codes into account.
All these three reasons suggest that the power allocation may not necessarily be derived in such a strict way. Hence, we slightly adjust the detection criterion by calculating the probability of (
, where the detection algorithm is assumed with = 1 and −1 is the correct state that is preserved at the ( − 1)th section. Thus, at th section, the log likelihood ratio (LLR) of the input ( ) can be obtained by the following theorem. 
Theorem 2 (the correct tail path). We claim that v is the correct tail path (CTP) if and only if the last elements are correct, which is
Proof. The proof is given in Appendix B.
With Theorem 2, it is possible to evaluate the error event rate (EER) of each layer. We assume the two CTPs are V 
By considering the Gaussian assumption, and the steep decrease of function, (20) can be simplified as
In the following, we offer a power allocation with respect to individual error-correcting codes. Without loss of generality, we assume that the code at the th layer successfully recovers the information sequence at SNR = over the FTN channel. Meanwhile, according to (21), the signal-tointerference plus noise ratio (SINR) for the th layer is defined as
Therefore, to successfully decode , SINR ≥ must hold. Thus, we have
Hence, by noticing the natural power assignment constraint that 0 + 1 + ⋅ ⋅ ⋅ + −1 = 1, the required for all can be obtained recursively starting from = − 1. The numerical results based on the above power allocation are demonstrated in the next section.
Numerical Results
We choose the root raised cosine (RRC) (with roll-off factor = 0.3 and a time-truncation to ±15 around = 0) (without loss of generality, we assume = 1) as the shaping pulse ℎ( ). Meanwhile, the outer code is chosen as the code rate = 1/3 asymmetric Turbo code in [18] , with the gener-
As we transmit 20000 information bits per layer, we have = 60010 as the codeword length, wherein 10 redundant bits are included to terminate the trellis. The two-dimensional normalized spectral efficiency is defined as = 2 / (1 + ).
The simulation results of FTN-SCM with = 2 to 7 and = 2/3 are plotted in Figure 4 , wherein the power allocation is shown in Table 1 . The parameters for the detection method are chosen as = 4 and = 2. There are 50 Turbo iterations between the FTN and Turbo code at each layer and 3 complete sweeps in total. Figure 5 shows the corresponding achieved data rate (for details on the data rate, please refer to [5] ) at BER < 10 lie clearly outside the constrained capacity boundary with a larger alphabet of orthogonal signaling. We also observe that FTN-SCM is able to achieve a wide range of spectral efficiencies with a simple binary modulation format at each layer. In order to better illustrate the performance of FTN-SCM, we make a comparison between our method and the method in [1] . The BER results of two methods are given in Figure 6 , where the simulation parameters are the same as the case of = 2 in Figure 4 , except the power allocation for method in [1] is given as 1 / = 0.6705 and 2 / = 0.3295. Note that, in [1] , the authors utilize an optimal FTN equalizer in order to gain a very good performance. However, such equalizers are normally impractical, especially when there are a lot of layers; for example, = 7. On the other hand, for BER < 10 −5 , our method only needs no more than 0.1 dB to achieve the same performance as the optimal result, but with much less complexity, which proves that our method exhibits a better trade-off between performance and complexity than the method in [1] . For a detailed complexity comparison, please refer to [18] . It should be mentioned that the BER results can be improved by choosing a better outer code or a better detection method, which is a future topic for us.
Conclusion
In this paper, we considered the FTN-SCM structure. Based on the transceiver structure, we derived a new observation model and further offered the power allocation with respect to the detection method of each layer. Simulation results show that, in a wide range of spectral efficiencies, FTN-SCM requires lower SNR than that for orthogonal signaling with a larger alphabet. It should be noted that the proposed scheme is easy to be extended to nonbinary modulation cases and other types of channels.
. . . 
By noticing the fact that ∈ {−√2 , 0, 2√ }, the right-hand side of (A.4) can further be extended as 2 × {Re { max 1 , 
B. Proof of Theorem 2
Clearly, since −1 is the correct state at section ( − 1) and the states in the trellis are Markovian, the LLR of the input is determined by the probabilities of the states + and − . According to the description in [18] , in our case, the probability of = follows T , representing the th possible path that is extended from = . The calculation implies a process of generating the marginal probability from all joint probabilities, as 2 combinations are all taken into account.
For derivation brevity, we use v and v representing the paths extended from + and − , respectively. We further require that the same subscript represents the same error pattern. Thus, it is fair to assume that k and v are the CTPs from states + and − , respectively. Hence, we obtain 
