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Résumé
Cette thèse est consacrée à l’étude des limites d’idéaux de fonctions holomorphes et de fonctions
de Green pluricomplexes sur un domaine Ω (ouvert connexe) hyperconvexe borné qui contient
l’origine dans Cn. Les idéaux concernés sont définis par l’annulation sur un nombre fini de points.
Dans le premier chapitre, on introduit quelques notions élémentaires de théorie du potentiel en
plusieurs variables complexes et la fonction de Green pluricomplexe à plusieurs pôles. Ensuite, on
étudie la convergence de cette fonction à pôles logarithmiques simples dans le cas où le nombre de
pôles est fini et tous les pôles tendent vers un seul point.
Dans le deuxième chapitre, nous allons donner une méthode pour réduire la vérification de
la convergence d’une famille des idéaux de fonctions holomorphes. Plus précisément, nous allons
démontrer deux conditions nécessaires et suffisantes pour que la limite d’une famille des idéaux de
fonctions holomorphes existe.
Le troisième chapitre est consacré à l’étude de la limite de la fonction de Green pluricomplexe
sur la base de 3 points distincts qui tendent vers l’origine dans le cas particulier où les limites de
toutes les directions de droites qui passent par les deux points sont alignées. Nous allons commencer
par étudier la limite de la famille des idéaux de fonctions holomorphes de même base, puis nous
donnons quelques estimations pour la borne supérieure et la borne inférieure de la limite de la
fonction de Green pluricomplexe. Finalement, en utilisant les notions de puissance des idéaux de
fonctions holomorphes, nous introduisons une méthode de Rashkovskii-Thomas et recherchons la
limite de la fonction de Green pluricomplexe dans ce cas-là.
Dans le quatrième chapitre, nous allons étudier la convergence des fonctions de Green pluricom-
plexes à quatre pôles distincts qui tendent vers l’origine dans C2 dans le cas générique. Ensuite,
nous allons étudier la limite de la famille des idéaux de fonctions holomorphes basés, de même,
sur quatre points, dans le cas dégénéré. Enfin, en utilisant la notion de puissance des idéaux de
fonctions holomorphes et la méthode de Rashkovskii-Thomas, nous donnons quelques estimations
pour la limite des fonctions de Green pluricomplexes dans un cas particulier.
Mots-clefs
Fonction plurisousharmonique, fonction de Green pluricomplexe à plusieurs pôles, opérateur
de Monge-Ampère complexe, disque analytique, idéaux de fonctions holomorphes, longueur d’un
idéal, multiplicité de Hilbert-Samuel.
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Abstract
The aim of this thesis is to study the convergence of pluricomplex Green functions on a bounded
hyperconvex domain Ω in Cn, with 0 ∈ Ω and the convergence of some families of ideals in the
space O
(
Ω
)
of all holomorphic functions on Ω. The zero variety of each those ideals, consisting of
all common zeros of the holomorphic functions in the ideal, is a finite set.
In the first chapter, we introduce some basic notions of potential theory in several complex
variables and the pluricomplex Green function with simple logarithmic poles at finitely many
points. Then, we study the convergence of these functions with simple logarithmic poles at finitely
many points as the poles tend to a single point.
In the second chapter, we give a method to reduce the verification of the convergence of a
family of ideals of holomorphic functions. More precisely, we prove two necessary and sufficient
conditions for the convergence of the family of ideals.
The third chapter is devoted to the study of the convergence of pluricomplex Green functions
based on three distinct poles in the particular case where all the poles tend to the origin along the
same asymptotic direction. We begin by studying the limit of the family of ideals of holomorphic
functions based on the same points, then we give some estimates for the upper and the lower limit
of the pluricomplex Green functions. Finally, using the notion of powers of ideals of holomorphic
functions, we introduce a method of Rashkovskii - Thomas and study the limit of the pluricomplex
Green functions in this case.
In the fourth chapter, we study the convergence of pluricomplex Green functions with simple
logarithmic poles at four points as the poles tend to 0 in C2 for the generic case. Then we study the
limit of the family of ideals of holomorphic functions based on the same points for the degenerate
case. Finally, using the notion of powers of ideals of holomorphic functions and the method of
Rashkovskii - Thomas, we give some estimates for the limit of the pluricomplex Green functions
for a particular case.
Keywords
Plurisubharmonic function, pluricomplex Green function, complex Monge-Ampère equation,
analytic disks, ideals of holomorphic functions, length of an ideal, Hilbert-Samuel multiplicity.
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Introduction
L’object de cette thèse est l’étude de la convergence de la famille des idéaux de fonctions
holomorphes et de fonctions de Green pluricomplexes à plusieurs pôles avec un nombre fini de
pôles sur un domaine Ω (ouvert connexe) hyperconvexe borné qui contient l’origine dans Cn. Les
idéaux concernés sont définis par l’annulation sur un nombre fini de points.
La fonction de Green pluricomplexe a été introduite par L. Lempert [Lem81, Lem83] comme
une sorte de solution fondamentale de l’opérateur (non-linéaire !) de Monge-Ampère pluricomplexe
(toutes les définitions précises des notions auxquelles nous faisons référence sont données dans le
chapitre 1 du présent travail). La fonction de Green est la solution d’un problème extrémal naturel
pour les fonctions plurisousharmoniques négatives, et cela fournit une sorte de Lemme de Schwarz,
c’est-à-dire un contrôle des modules des fonctions holomorphes bornées qui s’annulent en un point
donné. Cette fonction a été étudiée par [Be-T76, Lem81, Lem83, Kli85, Le89].
Dans le cas des domaines convexes, Lempert avait montré que la fonction de Green pour un
pôle co¨ıncide avec la solution d’un problème extrémal obtenu à partir de disques analytiques
passant par ce pôle. Soient Ω un domaine borné dans Cn et p un point dans Ω. On dit qu’une
fonction plurisousharmonique u sur Ω ademt un pôle logarithmique en p avec le poids ν > 0 si
u(z) 6 ν log |z−p|+C, pour une constante C quelconque et pour z au voisinage de p. La fonction de
Green pluricomplexe Gp du domaine Ω à pôle en p est définie par Gp(z) = sup v(z), où le suprémun
est pris sur toutes les fonctions plurisousharmoniques négatives sur Ω à pôle logarithmique en p
avec le poids ν = 1.
On désigne par D le disque unité dans C et nous considérons la fonction δ(z, p) = inf log |a|,
où l’infimum est défini pour tout a ∈ (0, 1) pour laquelle il existe un disque analytique f : D→ Ω
tel que f(0) = z et que f(a) = p. La fonction δΩ est dite la fonction de Lempert du domaine Ω
(terminologie due à D. Coman [Com00]). Dans le cas d’un seul pôle, il est connu que la fonction
de Green Gp(z) 6 δ(z, p), pour tout z ∈ Ω (voir [Kli91]). Il a été montré, par L. Lempert, que
si Ω est un domaine convexe et borné dans Cn, alors Gp(z) = δΩ(z, p), pour tout z ∈ Ω (voir
[Lem81, Lem83]).
Comme on ne peut pas superposer des solutions élémentaires, il est très vite apparu nécessaire
de considérer la solution obtenue à partir d’une somme finie de masses de Dirac (voir [Le89]).
Soient Ω un domaine borné dans Cn et S = {a1, · · · , aN} un système fini de points aj ∈ Ω. Soit
ν = (ν1, · · · , νN ) avec νj ∈ R, νj > 0, pour 1 6 j 6 N . La fonction de Green pluricomplexe du
domaine Ω à pôles dans S avec les poids νj est définie par GS,ν(z) = supu(z), où le suprémun est
pris sur toutes les fonctions plurisousharmoniques négatives sur Ω à pôle logarithmique en aj avec
le poid νj , pour 1 6 j 6 N . Cette fonction de Green dépend continuˆment des pôles et peut dans
de bons cas converger vers la solution d’autres problèmes extrémaux (voir [Niv04]).
On généralise facilement la définition de la fonction de Lempert au cas de plusieurs pôles :
δS,ν(z) := inf
N∑
j=1
νj log |aj |,
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où l’infimum est pris sur tous les {aj} ⊂ D pour lesquels il existe un disque analytique f : D→ Ω
tel que f(0) = z et que f(aj) = pj , pour 1 6 j 6 N .
Comme il est facile de voir que GS,ν(z) 6 δS,ν(z), et que l’égalité est encore vérifiée pour deux
pôles dans la boule, la question a été posée par D. Coman de l’égalité en général (voir [Com00]). Un
premier contre-exemple a été trouvé en 2003 (voir [Tho-Trao03]), puis un contre-exemple minimal
en 2009 (voir [Tho12]). Dans les deux cas, on déduit l’inégalité d’une inégalité stricte entre des
cas limites. C’était une motivation pour étudier la limite des fonctions de Green à plusieurs pôles
quand ceux-ci entrent en collision.
Une autre motivation est que les pôles de fonctions de Green correspondent à des zéros de
fonctions holomorphes, et que des zéros qui se confondent s’interprètent en termes de multipli-
cités. Quand on considère l’annulation sur des hypersurfaces complexes (comme pour les points
dans le plan !), la multiplicité est un entier ; en général, elle s’exprime en termes d’idéaux d’an-
nulation de fonctions holomorphes. La notion de fonction de Green d’un idéal étant disponible
(voir [Ras-Sig05]), il devenait naturel de se demander si les idéaux d’annulation associés à une
famille de pôles admettaient une limite, et si la famille de fonctions de Green associées aux pôles
convergeait vers la fonction de Green associée à l’idéal limite. La réponse est non, en général (voir
[Ma-Ras-Sig-Tho11]), mais on peut trouver des théorèmes de convergence des fonctions de Green
à l’aide de limites de familles d’idéaux plus compliquées (voir [Ras-Tho12]).
L’article ([Ma-Ras-Sig-Tho11]) donnait à titre d’exemple une étude détaillée des limites de
fonctions de Green pour trois pôles dans C2. Le présent travail poursuit cette étude.
Le plan de notre travail est le suivant :
On commence, dans le chapitre 2, par donner un résultat qui facilite l’étude de la convergence
d’une famille d’idéaux : si on impose une condition de codimension (facile à vérifier), il suffit de
vérifier soit partie « limite supérieure », soit la partie « limite inférieure » de la définition de la
convergence, ce qui simplifie de nombreuses preuves.
Puis le chapitre 3 se concentre sur un cas dégénéré de limite de fonction de Green pour trois
pôles qui avait été laissé de côté dans ([Ma-Ras-Sig-Tho11]). De fac¸on peut-être surprenante, les
idéaux correspondant à trois points qui convergent vers l’origine en suivant asymptotiquement la
même direction peuvent dans certains cas converger vers le carré de l’idéal maximal à l’origine.
Enfin dans le chapitre 4, on détaille les situations possibles correspondant à 4 pôles tendant
vers l’origine. A l’inverse du cas de 3 points, c’est la situation d’intersection complète qui se trouve
être générique ; l’étude se concentre donc sur les cas dégénérés, qui font surgir un certain nombre
de questions intéressantes, et pour lesquels les limites des fonctions de Green correspondantes ne
sont pas toujours connues, quoiqu’on obtienne un certain nombre d’estimations.
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Chapitre 1
Préliminaires
Dans ce chapitre, on introduit quelques notions élémentaires de théorie du potentiel en plusieurs
variables complexes et la fonction de Green pluricomplexe à plusieurs pôles. Ensuite, on rappellera
les résultats de convergence de cette fonction à pôles logarithmiques simples dans le cas où le
nombre de pôles est fini et tous les pôles tendent vers un seul point.
1.1 Fonction de Green pluricomplexe
Dans cette section, nous donnons les définitions et propriétés principales de la fonction de Green
pluricomplexe à plusieurs pôles. Tout d’abord, on introduit quelques notions élémentaires de théorie
du potentiel. Lorsque nous faisons référence aux fonctions harmoniques et sousharmoniques, nous
identifions Cn avec R2n.
La référence générale pour cette section est [Kli91].
1.1.1 Fonctions pluriharmoniques et plurisousharmoniques
Soient Ω ⊂ Cn un ouvert et u ∈ C2(Ω) une fonction à valeurs réelles. Alors u est dite plurihar-
monique sur Ω si
∂2u
∂zj∂z¯k
= 0 dans Ω,
où j, k = 1, · · · , n. On désigne PH(Ω) la famille des fonctions pluriharmoniques sur Ω. De fac¸on
équivalente, une fonction u ∈ C2(Ω) est pluriharmonique si et seulement si la restriction de u
sur l’intersection de Ω et de toute droite complexe est harmonique. Autrement dit, si a ∈ Ω
et b ∈ Cn\{0}, la fonction d’une variable λ 7→ u(a + λb), considérée comme une fonction de
deux variables réelles, est harmonique sur son domaine de définition. De plus, u ∈ PH(Ω) si et
seulement si u ◦ T ∈ H(T−1(Ω)), por tout C-isomorphisme affine T : Cn → Cn. Il est clair que,
pour n = 1, une fonction pluriharmonique est harmonique dans R2. Si n > 1 et Ω ⊂ Cn ≈ R2n,
alors PH(Ω) ( H(Ω). Par exemple, compte tenu des équations de Cauchy-Riemann, si f ∈ O(Ω),
alors Ref , Imf ∈ PH(Ω).
De la même manière, une fonction u est dite plurisousharmonique, si elle reste encore soushar-
monique après un changement de coordonnées localement biholomorphes. De fac¸on équivalente, u
est plurisousharmonique, si elle est sousharmonique sur chaque droite complexe, i.e. pour chaque
a ∈ Ω et b ∈ Cn, la fonction λ 7→ u(a+ λb) est sousharmonique ou identiquement −∞ sur chaque
composante de l’ensemble {λ ∈ C : a + λb ∈ Ω}. On désigne PSH(Ω) la famille des fonctions
plurisousharmoniques sur Ω. Cette famille est un cône convexe. Si u ∈ C2(Ω), alors u ∈ PSH(Ω)
si et seulement si la matrice carrée d’ordre n, H(u) :=
(
∂2u/∂zj∂z¯k
)
est semi-définie positive.
14 Préliminaires
Une fonction plurisousharmonique u sur Ω est dite maximale si elle satisfait la propriété sui-
vante : Pour tout domaine relativement compact U dans Ω, et pour chaque fonction semi-continue
supérieurement v sur U telle que v ∈ PSH(U), si v 6 u sur ∂U , alors v 6 u sur U . Comme la
fonction {
max{u(z), v(z)} si z ∈ U
u(z) si z ∈ Ω\U,
est plurisousharmonique sur Ω, cette définition est équivalente à ce qui suit : Pour chaque v ∈
PSH(Ω) et pour tout domaine U b Ω, la condition v 6 u sur Ω\U implique v 6 u sur U . On
écrit u ∈ MPSH(Ω). Si u ∈ C2(Ω), alors u ∈ MPSH(Ω) si et seulement si detH(u) = 0. Il est
évident que PH(Ω) ⊂ MPSH(Ω), et dans le cas où n = 1 ils sont égaux. Par contre, si n > 2,
MPSH(Ω) est beaucoup plus grand. Par exemple, les fonctions plurisousharmoniques maximales
ne sont pas nécessairement lisses. Un exemple sur C2\{(0, 0)} est la fonction max{log |z1|, log |z2|}.
En dimension n > 1, Bedford et Taylor [Be-T76] ont démontré que les fonctions plurisoushar-
moniques localement bornés u ∈ PSH ∩ L∞loc
(
Ω
)
sont maximales si et seulement si l’équation de
Monge-Ampère homogène
(
ddcu
)n = 0 est vérifiée sur Ω.
On peut considérer que les fonctions plurisousharmoniques maximales sont comme les fonctions
harmoniques pour la théorie classique.
1.1.2 Fonctions de Green pluricomplexes à plusieurs pôles GS
Soit Ω un domaine borné dans Cn et a ∈ Ω. La définition suivante figure dans Klimek [Kli85].
Définition 1.1.1. La fonction de Green pluricomplexe du (ou relative au) domaine Ω à pôle en
a ∈ Ω est définie par
G{a}(z) := sup
{
u(z) : u ∈PSH_(Ω),
u(z) 5 log ||z − a||+O(1), lorsque z → a},
où PSH_(Ω) désigne par l’ensemble des fonctions plurisousharmoniques négatives sur Ω.
Ecrivons en abrégé Ga := G{a}. On définit G(z, a) := Ga(z), pour tout z ∈ Ω. Cette fonction a les
propriétés suivantes [De87], [Kli91].
1 ) Elle est invariante par le groupe des automorphismes de Ω. Plus généralement, si Ω′ b Cm
un domaine hyperconvexe, et si f : Ω → Ω′ une application holomorphe. Alors pour tout
z, a ∈ Ω on a
GΩ(z, a) > GΩ′
(
f(z), f(a)
)
=: f∗GΩ′(z, a),
où on désigne par GΩ la fonction de Green pluricomplexe du domaine Ω. En particulier si f
est biholomorphe alors GΩ = f∗GΩ′ .
3 ) Elle est plurisousharmonique négative à pôle logarithmique en a.
4 ) Elle est maximale sur Ω\{a}.
5 ) Si Ω ⊂ Cn est un domaine hyperconvexe, alors GΩ(., .) est continue sur Ω× Ω.
Malheureusement, ce n’est pas toujours le cas que Ga(z) tend vers zéro au bord de Ω, même si
∂Ω est lisse. En fait, il faut et il suffit pour cela que Ω soit un domaine hyperconvexe. Rappelons
qu’un ensemble Ω ∈ Cn est dit un domaine hyperconvexe si Ω est ouvert, borné, connexe et il
existe une fonction u ∈ PSH_
(
Ω
)
telle que {z ∈ Ω | u(z) < −c} est relativement compact dans Ω,
pour tout c > 0. Une telle fonction est dite exhaustive pour Ω. Par exemple, un ensemble convexe
est toujours hyperconvexe. Plus généralement, un ensemble pseudoconvexe à bord lipschitzien est
hyperconvexe [De85].
Ce n’est pas en général vrai que la fonction de Green pluricomplexe est symétrique, i.e.G(z, a) =
G(a, z) [Be-De88]. Cependant, elle est symétrique si Ω est un domaine convexe [Lem81].
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Soit Ω est un domaine hyperconvexe borné dans Cn. Demailly [De87] a démontré que la fonction
de Green pluricomplexe est la solution unique du problème de Dirichlet suivant, relatif à l’opérateur
de Monge-Ampère : Pour tout a ∈ Ω, existe-t-il une fonction u : Ω→ [−∞, 0], vérifiant
(1.1.1)

u ∈ C(Ω\{a}) ∩ PSH(Ω),(
ddcu
)n = 0 sur Ω\{a}
u(z) = log |z − a|+O(1) quand z → a,
u(z)→ 0 quand z → ∂Ω ?
La résolution du problème de Dirichlet (1.1.1) ci-dessus a été étudiée en détail par L. Lempert
[Lem81], [Lem83], qui a obtenu le même résultat ainsi que de nombreux autres résultats quantitatifs
lorsque Ω est un domaine convexe. En fait, l’existence de solutions pour le problème de Dirichlet
relatif à l’opérateur de Monge-Ampère complexe a été démontrée de manière générale par Bedford-
Taylor [Be-T76]. Le problème particulier ci-dessus a été étudié aussi par M. Klimek [Kli85] et par
L. Lempert [Lem81], [Lem83] ; ce dernier a obtenu des résultats très précis dans la cas d’un ouvert
Ω ⊂ Cn strictement convexe. La méthode de Lempert s’appuie sur une étude poussée des disques
extrêmaux de Ω pour la métrique de Kobayashi. Dans le cas général cette méthode ne fonctionne
plus, et nous avons duˆ reprendre l’idée de M. Klimek [Kli85], basée sur la méthode antérieure
de Perron-Bremermann et sur les résultats de Bedford-Taylor [Be-T76] : la fonction u cherchée
du problème de Dirichlet (1.1.1) est l’enveloppe supérieure des fonctions plurisousharmoniques
v 6 0 sur Ω telles que v(z) 6 log |z − a| + O(1). Enfin, la condition nécessaire et suffisante pour
l’existence de la solution unique u du problème de Dirichlet (1.1.1) ci-dessus est que l’ouvert Ω soit
hyperconvexe [Kli85, Théorème 1.6].
Plus généralement, Lelong [Le89] a défini et étudié la fonction de Green pluricomplexe multipôle
avec un nombre fini de pôles.
Définition 1.1.2. Soient Ω un domaine borné dans Cn et S = {a1, · · · , aN} un système fini de
points aj ∈ Ω. Soit ν := (ν1, · · · , νN ) avec νj ∈ R, νj > 0, pour 1 6 j 6 N . La fonction de Green
pluricomplexe du domaine Ω à pôles dans S avec les poids νj est définie par
GS,ν(z) := sup{u(z) : u ∈ L
(
Ω
)
, u 6 0},
où L(Ω) := {u ∈ PSH(Ω) : u(z) 6 νj log ||z − aj ||+O(1), quand z → aj , 1 6 j 6 N}.
Autrement dit, les fonctions dans L(Ω) ont des pôles logarithmiques d’ordre au moins νj en
chaque point aj , 1 6 j 6 N . Le théoreme suivant est duˆ à Lelong [Le89].
Théorème 1.1.3. Si Ω est un domaine hyperconvexe borné dans Cn, alors la fonction u(z) =
GS,ν(z) satisfait les propriétés suivantes :
u ∈ C(Ω\{a1, · · · , aN}) ∩ PSH(Ω),(
ddcu
)n = (2π)n∑ νnj δaj ,
u(z)→ 0 quand z → ∂Ω,
où δaj est la masse de Dirac en aj, pour tout 1 6 j 6 N .
Ensuite, Carlehed [Ca98] a démontré aussi que la fonction de Green pluricomplexe est la solution
unique du problème de Dirichlet.
Théorème 1.1.4 ([Ca98]). Si Ω est un domaine hyperconvexe borné dans Cn, alors la fonction
u(z) = GS,ν(z) est la solution unique du problème de Dirichlet suivant
u ∈ C(Ω\{a1, · · · , aN}) ∩ PSH(Ω),(
ddcu
)n = 0 sur Ω\{a1, · · · , aN},
u(z) = νj log |z − aj |+O(1) quand z → aj , pour tout j,
u(z)→ 0 quand z → ∂Ω.
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La fonction de Green pluricomplexe multipôle logarithmiques sur les ensembles dénombrables et
sur les variétés analytiques a été introduit et étudié à différents niveaux de généralité par plusieurs
auteurs comme Zeriahi [Zer97] et Lárusson and Sigurdsson [La-Sig98], [La-Sig]. Cependant, il existe
encore beaucoup de problèmes fondamentaux sans solution concernant cette fonction dans le cas
général.
Dans cette thèse, on n’étudiera que le cas où Ω est un domaine borné et hyperconvexe dans Cn
tel que Ω contient l’origine 0, et la fonction de Green pluricomplexe a le poids 1 en tous les pôles,
i.e. ν1 = · · · = νN = 1. On écrit alors GS au lieu de GS,ν .
Il est facile de démontrer l’estimation suivante qui résulte directement de la définition de la
fonction de Green pluricomplexe.
Proposition 1.1.5. Soient Ω un domaine borné dans Cn et S = {a1, · · · , aN} un système fini de
points aj ∈ Ω. Alors
N∑
j=1
Gaj (z) 6 GS(z) 6 min16j6NGaj (z).
Démonstration. De la définition de la fonction de Green pluricomplexe, il résulte que la fonction
sur le côté gauche est, par abus de langage, un "candidat" dans la famille de définition pour GS .
De même, GS est une fonction dans la famille de définition pour chaque fonction sur le côté droit.

Les exemples de fonction de Green pluricomplexe, comme tous les invariants biholomorphes,
sont difficiles à calculer explicitement. Par exemple, il est facile de vérifier que G0(z) = log |z| est
la fonction de Green pluricomplexe de la boule unité B(0, 1) ⊂ Cn à pôle logarithmique en 0. Pour
calculer, plus généralement, la formule de cette fonction à pôle logarithmique en point a ∈ B(0, 1)
quelconque, on a besoin du Lemme suivant.
Lemme 1.1.6. Soit w ∈ B(0, 1) et on définit
Tw(z) :=
w − Pw(z)−
(
1− |w|2)1/2Qw(z)
1− ⟨z, w⟩ ,
où Pw est la projection orthogonale de Cn sur sous-espace vectoriel engendré par w, et Qw est la
projection de Cn sur le supplémentaire orthogonal du sous-espace vectoriel ci-dessus. Alors
1 ) Tw est un automorphisme holomorphe de B(0, 1) qui est appelé transformation de Mo¨bius,
2 ) Tw(0) = w et T0(w) = 0,
3 ) Tw
(
Tw(z)
)
= z,
4 ) On a
|Tw(z)|2 = 1−
(
1− |z|2)(1− |w|2)
|1− ⟨z, w⟩ |2 ,
5 ) Le jacobien réel de la fonction Tw en z est donné par(
1− |w|2
|1− ⟨z, w⟩ |2
)n+1
.
Démonstration. Par Rudin [Ru80], page 25-28. 
Lemme 1.1.7. La fonction de Green pluricomplexe de la boule unité à pôle en w est donnée par
Gw(z) = log |Tw(z)| = log |Tz(w)|.
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Démonstration. La première égalité résulte immédiatement de la propriété d’invariance par le
groupe des automorphismes de la fonction de Green pluricomplexe. Et la deuxième égalité est
évidente par le Lemme précédent. 
De manière analogue, on peut calculer la fonction de Green pluricomplexe du polydisque unité
Dn ⊂ Cn. Dans ce cas-là, le résultat est donné par
Gw(z) = max{log |Tw1(z1)|, · · · , log |Twn(zn)|} = max16j6n log
∣∣∣∣ zj − wj1− w¯jzj
∣∣∣∣.
En particulier, dans le cas où n = 2, la fonction de Green du bidisque unité D2 ⊂ C2 à pôle
(a, 0) ∈ D2 est défini par
G{(a,0)}(z) = max
{
log
∣∣∣∣ z1 − a1− az1
∣∣∣∣, log |z2|}, ∀z = (z1, z2) ∈ D2.
Enfin, si n = 2, la fonction de Green pluricomplexe du bidisque d’unité D2 ⊂ C2 à pôles en
wj = (aj , 0) ∈ D2, pour 1 6 j 6 N , est connue [Ca98],
G{wj}j (z) = max

N∑
j=1
log
∣∣∣∣ z1 − aj1− a¯jz1
∣∣∣∣, log |z2|
 .
1.1.3 Fonction de Green pluricomplexe associée à un idéal de fonctions
holomorphes GI
Soit O(Ω) l’espace des fonctions holomorphes sur un domaine (ouvert connexe) hyperconvexe
borné Ω dans Cn qui contient l’origine 0. Pour chaque sous ensemble S dans Ω, on désigne par I(S)
l’idéal de toutes les fonctions holomorphes qui s’annulent sur S. Considérons les idéaux I ⊂ O(Ω)
tels que son ensemble de zéros
V
(I) := {z ∈ Ω : f(z) = 0, ∀f ∈ I}
est fini. Les éléments de I sont défini par les conditions locales suivantes : Comme le domaine Ω
est hyperconvexe, donc pseudoconvexe, il existe alors un nombre fini de générateurs ψj ∈ O(Ω) tel
que pour tout f ∈ I, il existe les fonctions holomorphes hj ∈ O(Ω) telles que f =
∑
j hjψj , voir
[Ho¨r90, Théorème 7.2.9, page 190].
Dans ce qui suit, nous supposerons toujours que V
(I) est un ensemble fini. Si p ∈ N∗, Ip
désigne l’idéal engendré par tous les produits de p éléments de I.
On rappelle les définitions suivantes de longueur et multiplicité de Hilbert-Samuel d’un tel
idéal.
Définition 1.1.8. Soit I un idéal de O(Ω) tel que V (I) est un ensemble fini.
1. La longueur d’idéal I est ℓ(I) := dimO/I < ∞ (à cause du théorème des zéros de Hilbert,
aussi appelé Nullstellensatz.)
2. La multiplicité de Hilbert-Samuel de l’idéal I est
e
(I) := lim
k→∞
n!
kn
ℓ
(Ik) <∞.
3. On dit que I est un idéal paramétré ou un idéal d’intersection complète si l’idéal I admet un
ensemble de n générateurs.
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Par exemple, soit a ∈ Ω, on définit
Ma := I{a} = ⟨z1 − a1, ..., zn − an⟩ .
Alors
ℓ
(
Ma
)
= 1, ℓ
(
Mpa
)
=
(
n+ p− 1
n
)
, pour p > 1.
En particulier, nous nous intéressons à l’idéal M20 avec ℓ
(
M20
)
= n + 1. C’est le carré de l’idéal
maximal en zéro. Autrement dit,M20 est l’ensemble de toutes les fonctions holomorphes f ∈ O
(
Ω
)
telle que f(0) = 0 et les dérivées partielles premières de f , ∂f∂zj (0) = 0, pour tout 1 6 j 6 n.
Soient N ∈ N et I l’idéal des fonctions holomorphes qui s’annulent en N points distincts
a1, ..., aN . Il vient alors ℓ
(I) = N .
Démonstration. Considérons l’application linéaire F : O(Ω)→ CN définie par F (f) := (f(a1), ..., f(aN )),
pour tout f ∈ O(Ω). Il est évident que KerF = I. Il vient alors ℓ(I) = dimO(Ω)/I = dim ImF .
Il suffit pour l’assertion de vérifier que ImF = CN . Soit v une direction non-nulle dans Cn telle
que les droites complexes lj de direction v passent par le point aj et que ak /∈ lj , pour tout
k ̸= j, k, j = 1, ..., N . Posons
Fj :=
l1(z)...lˆj(z)...lN (z)
l1(aj)...lˆj(aj)...lN (aj)
∈ C[z1, ..., zn], j = 1, ..., N.
Alors Fj(aj) = 1 et Fj(ak) = 0, pour tout k ̸= j, k, j = 1, ..., N . Pour tout (x1, ..., xN ) ∈ CN , il
existe une fonction holomorphe f ∈ O(Ω) définie par f := ∑Nj=1 xjFj . Il vient alors f(ak) = xk,
pour tout k = 1, ..., N .
Il est connu que e
(I) > ℓ(I). Il ne sont que égaux dans quelques cas très particuliers.
Proposition 1.1.9. [Zar-Sam75, Chap. VIII, Theorème 23] Si V (I) = {a}, alors e(I) > ℓ(I),
et e
(I) = ℓ(I) si et seulement si I est un idéal d’intersection complète.
L’objet principal de la thèse est la fonction de Green pluricomplexe associée à un idéal I dans
O(Ω), qui est défini ainsi dans [Ras-Sig05] :
Définition 1.1.10. Pour chaque a ∈ Ω, soit (ψa,i)i un système des générateurs de I dans O(Ω).
La fonction de Green pluricomplexe associée à l’idéal I, est défini par
GI(z) := sup{u(z) : u ∈ FI},
où
(1.1.2) FI := sup{u(z) : u ∈ PSH_
(
Ω
)
, u(z) 6 max
i
log |ψa,i|+O(1), ∀a ∈ Ω}.
D’après [Ras-Sig05], la fonction GI est dans la classe FI , et de plus
(1.1.3) GI(z) = max
i
log |ψa,i|+O(1).
En outre, cette fonction satisfait
(
ddcGI
)n = 0 sur Ω\V (Iε) et de plus si V (Iε) b Ω, elle est
égale à 0 au bord de ∂Ω. Par ailleurs, elle est l’unique fonction plurisousharmonique qui satisfait
ces propriétés. Cela implique, en particulier, que pour tout p ∈ N et pour toute puissance Ip de
l’idéal I, on a
(1.1.4) GIp = p GI .
Remarque 1.1.11. Remarquons ici que la condition de définition (1.1.10) ci-dessus ne prend tout
son sens que lorsque a ∈ V (I). Il est facile de voir que si I ⊂ J , alors GI 6 GJ . Dans le cas
particulier où S est un ensemble fini dans Ω et I = I(S), alors
Convergence des fonctions de Green pluricomplexes GIε 19
Lemme 1.1.12. GI(S) = GS.
On réduit alors cette fonction à l’étude de la fonction de Green pluricomplexe avec ses singu-
larités logarithmiques.
La relation entre la masse de Monge-Ampère de la fonction de Green pluricomplexe GI et la
multiplicité de Hilbert-Samuel de l’idéal I est donnée par le résultat suivant :
Proposition 1.1.13. Soit a ∈ Ω. Si V (I) = {a}, alors(
ddcGI
)n = e(I)δa,
où δa est la masse de Dirac en a.
Démonstration. Tout d’abord, la normalisation de l’opérateur dc est bien choisi telle que on a
précisément
(
ddc log |z|)n = δ0 pour l’opérateur de Monge-Ampère dans Cn. Puisque la longueur de
l’idéal est fini que Ω est un domaine pseudoconvexe borné, on peut toujours choisir, par Théorème
de Cartan B, des générateurs globaux ψj ∈ O
(
Ω
)
de l’idéal I. Alors pour tout f ∈ I, il existe
des fonctions holomorphes hj ∈ O(Ω) telles que f =
∑
j hjψj (voir [Ho¨r90, Théorème 7.2.9, page
190]). Par l’hypothèse, de V
(I) = {a} et de la relation (1.1.3), il résulte alors que la masse de
Monge-Ampère de GI en a est égale à laquelle de la fonction 12 log
∑ |ψj |2. D’après le Lemme 2.1
[De07], on déduit que (
ddcGI
)n = e(I)δa.

1.2 Convergence des fonctions de Green pluricomplexes GIε
Il est connu que la fonction de Green pluricomplexe est plus petite ou égale à la fonction de
Lempert [Ca-Wi03], [Com00]. Quand on étudie les cas où cette inégalité est stricte pour des pôles
simples, il faut considérer des situations où l’ensemble de pôles S = Sε dépend d’un paramètre
et l’ensemble de pôles S tend vers un même point quand ε → 0 [Tho-Trao03]. Ceci a mené à
considérer la convergence de la fonction de Green pluricomplexe, limε→0GSε .
Le problème de la convergence de la fonction de Green pluricomplexe à nombre fini de pôles
logarithmique simples qui tendent vers l’origine est considéré et étudié par [Ma-Ras-Sig-Tho11].
Soit Ω un domaine hyperconvexe borné dans Cn qui contient l’origine 0. On notera O(Ω) l’ensemble
des fonctions holomorphes sur Ω. Soit Sε := {a1(ε), · · · , aN (ε)} ⊂ Ω un ensemble fini de pôles.
Supposons que limε→0 aj(ε) = 0 pour tout 1 6 j 6 N . Dans [Ma-Ras-Sig-Tho11], à chaque
ensemble fini Sε ⊂ Ω, on associe à un idéal radical Iε := {f ∈ O(Ω) : f
(
aj(ε)
)
= 0, 1 6 j 6 N}
et la fonction de Green pluricomplexe associée à l’idéal Iε, Gε := GIε . Soit maintenant A un sous
ensemble de C tel que 0 ∈ A\A sur lequel nous prenons les limites et soit (Iε)ε∈A une famille des
idéaux dans O(Ω). Nous nous intéressont à la convergence de Iε et de GIε , lorsque A ∋ ε→ 0 en
général et dans le cas particulier où Iε = I(Sε).
1.2.1 Convergence de famile d’idéaux de fonctions holomorphes
Soit Ω un domaine pseudoconvexe borné dans Cn. Précisons d’abord les notions de convergence
de la famille des idéaux
(Iε)ε∈A sur Ω, au sens de la convergence de Hausdorff sur boules unitées
des sous espaces vectoriels (voir [Ma-Ras-Sig-Tho11]).
Définition 1.2.1. (i) On appellera limite inférieure de la famille des idéaux
(Iε)ε∈A dans O(Ω),
notée lim inf
A∋ε→0
Iε, l’ensemble de toutes les fonctions f ∈ O(Ω) telles qu’il existe (fε)ε avec
fε ∈ Iε, pour tout ε ∈ A et que fε → f uniformément localement, c’est-à-dire, fε → f
uniformément sur tout un compact de Ω, quand A ∋ ε→ 0.
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(ii) On appelle limite supérieure de la famille des idéaux
(Iε)ε∈A dans O(Ω), notée lim sup
A∋ε→0
Iε, le
sous-espace de O(Ω) est engendré par toutes les fonctions f telles que fj → f uniformément
localement quand j →∞ pour une suite εj → 0 quelconque dans A et pour la suite fj ∈ Iεj .
(iii) Si les deux limites ci-dessus sont égales, on dit que la famille des idéaux
(Iε)ε∈A converge et
on écrit lim
A∋ε→0
Iε pour la valeur commune de la limite inférieure et supérieure de la famille
des idéaux
(Iε)ε∈A dans O(Ω).
Remarque 1.2.2. Si A est défini clairement, on écrira lim
ε→0
Iε, lim inf
ε→0
Iε, lim sup
ε→0
Iε en abrégé. Il
est facile de voir que lim inf
A∋ε→0
Iε et lim sup
A∋ε→0
Iε sont des idéaux de O(Ω). De plus, d’après la définition,
on a lim inf
A∋ε→0
Iε ⊂ lim sup
A∋ε→0
Iε.
Ensuite, la Définition 1.2.1 implique quelques propriétés d’un usage fréquent dans les chapitres
suivants. Pour la démonstration en détail, on peut consulter [Ma-Ras-Sig-Tho11].
Lemme 1.2.3. Si l’on a ℓ
(Iε) 6 N , pour tout ε ∈ A, donc ℓ(lim sup
A∋ε→0
Iε
)
6 N .
Lemme 1.2.4. Pour chaque ε ∈ A, si Iε est un idéal de fonctions holomorphes de O(Ω) basé sur
N points distincts qui tendent vers 0 lorsque ε tend vers 0, et si ℓ
(Iε) > N , pour tout ε ∈ A, alors
ℓ
(
lim inf
A∋ε→0
Iε
)
> N .
Corollaire 1.2.5. Soit Iε une famille convergente d’idéaux basés sur un nombre fini de points
distincts au voisinage de l’origine, alors ℓ
(
lim
ε→0
Iε
)
= lim
ε→0
ℓ
(Iε).
Démonstration. Comme chaque Iε est un idéal basé sur N ∈ N points distincts aε1, ..., aεN ∈ Ω ∈
Cn, on a ℓ
(Iε) = N . Par suite, d’après le Lemme 1.2.3 et le Lemme 1.2.4, ℓ(lim inf
A∋ε→0
Iε
)
> N >
ℓ
(
lim sup
A∋ε→0
Iε
)
. Mais, par l’hypothèse, la limite de Iε existe, donc lim sup
A∋ε→0
Iε = lim inf
A∋ε→0
Iε. Par suite,
ℓ
(
lim
ε→0
Iε
)
= N = lim
ε→0
ℓ
(Iε). 
1.2.2 Inégalités pour la limite de la fonction de Green pluricomplexe
GIε
Dans ce paragraphe, on étudiera les relations entre G lim
ε→0
Iε et lim
ε→0
GIε , où Iε ∈ O(Ω) est une fa-
mille d’idéaux. Tout d’abord, donnons quelque estimations de la fonction de Green [Ma-Ras-Sig-Tho11] :
Proposition 1.2.6. Soit Ω un domaine borné et hyperconvexe tel que 0 ∈ Ω. Soit Sε =
{
aεj , 1 6
j 6 N
}
, avec lim
ε→0
aεj = 0, 1 6 j 6 N .
Alors pour δ > 0 quelconque, il existe ε0 = ε0
(
δ
)
> 0 tel que pour tout z ∈ Ω\B(0, δ), et pour
tout ε tel que |ε| 6 ε0, on a (
N + δ
)
G0(z) 6 GSε(z) 6
(
1− δ)G0(z).
Remarque 1.2.7. De la Proposition 1.2.6 il résulte que la famille GSε est équicontinue en tout
point près de ∂Ω. En conséquence, une sous-suite de GSεj converge uniformément sur tout compact
de Ω\{0} si et seulement si elle converge uniformément sur tout compact de Ω\{0}.
Ensuite, on obtiendra une première estimation de la masse de Monge-Ampère de la limite des
fonctions de Green :
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Proposition 1.2.8. Soit Sε ⊂ Ω un ensemble de N points qui tendent vers 0, lorsque ε tend vers
0. Supposons que g = lim
ε→0
GSε au sens de L1loc. Alors
(
ddcg
)n(Ω) 6 lim inf
ε→0
(
ddcGSε
)n(Ω) = N.
Pour démontrer ce résultat, nous rappelons tout d’abord la définition de classe de Cegrell F(Ω)
(dans [Ce04, Définition 4.6] ou dans [Ce06]) : Soit Ω ⊂ Cn un domaine hyperconvexe. La classe
F(Ω) de toutes fonctions plurisousharmoniques φ sur Ω telle qu’il existe une suite décroissante
φj ∈ E0 telle que φj ↘ φ, lorsque j → +∞ et que sup
j
∫
Ω
(
ddcφj
)n
< +∞, où E0 est la classe des
fonctions bornées et plurisousharmoniques ψ sur Ω telle que lim
z→ξ
ψ(z) = 0, pour tout ξ ∈ ∂Ω et
que
∫
Ω
(
ddcψ
)n
< +∞.
Posons I∗ := lim inf
ε→0
Iε. Supposons en plus que V
(I∗) = {0}. Alors on a toujours une inégalité
entre la limite de la fonction de Green et celle associée à la famille des idéaux :
Proposition 1.2.9. Si V
(I∗) = {0}, alors
GI∗ 6 lim inf
ε→0
GIε +O(1).
Afin de démontrer cette inégalité, nous avons d’abord besoin d’utiliser la notion de clotuˆre
intégrale d’un idéal :
Définition 1.2.10. La clôture intégrale I d’un idéal I d’un anneau A est l’ensemble de tous
éléments f ∈ A tels qu’il existe m ∈ N∗ at ai ∈ Im−i, 0 6 i 6 m− 1 tels que
fm +
m−1∑
i=0
aif
i = 0.
On dit qu’un idéal J ⊂ I est une réduction de I si et seulement si J = I.
Du théorème de Brianc¸on-Skoda [Br-Sk74], il résulte que
(1.2.1) I =
{
u ∈ O(Ω) : |u| 6 C max
i
|ψa,i| au voisinage de a ∈ Ω
}
,
voir aussi Corollaire 10.5 dans [De, page 395].
Cela implique que GΩI = G
Ω
I (comme I ⊂ I, GΩI 6 GΩI ). De plus, d’après la définition de
la fonction de Green et de (1.2.1) ci-dessus, il vient GΩI 6 G
Ω
I ). Cela donne alors de nombreux
exemples d’idéaux distincts avec la même fonction de Green, et est à l’origine du phénomène de
non-convergence.
Ensuite, on a le résultat suivant.
Lemme 1.2.11. Pour tout η > 0 et tout voisinage ω de 0, il existe ε0 > 0 tel que pour |ε| < ε0,
GIε(z) >
(
e
(I∗)+ η)G0(z), pour z ∈ Ω\ω.
En particulier, lim inf
ε→0
GIε > e
(I∗)G0.
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1.2.3 Convergence uniforme
Dans le cas où GIε converge uniformément sur tout compact de Ω\{0} vers g, de la Proposition
1.2.9 résulte alors GI∗ 6 g. Cependant, on a une meilleure inégalité (voir [Ma-Ras-Sig-Tho11]).
Proposition 1.2.12. (i) Si GIε converge uniformément sur tout compact de Ω\{0} vers g, donc
Glim sup
ε→0
Iε 6 g.
(ii) En particulier, si l’on a de plus que la famille des idéaux
(Iε) converge, alors
G lim
ε→0
Iε 6 lim
ε→0
GIε .
Ensuite, en vertu de la Proposition 1.1.13 et de V
(Iε) = {a}, il résulte que (ddcGIε)n =
e
(Iε) · δa.
Corollaire 1.2.13. Sous l’hypothèse de la Proposition 1.2.12 (ii), on a alors(
ddc lim
ε→0
GIε
)n
6
(
ddcG lim
ε→0
Iε
)n
.
En particulier, si l’on a V
(
lim
ε→0
Iε
)
= {0}, alors lim
ε→0
GIε est une fonction plurisousharmonique
maximale en dehors de l’origine.
Enfin, on a une condition suffisante de convergence uniforme de la fonction de Green GSε ,
lorsque ε tend vers 0, mais on a tout d’abord besoin de une notion suivante que l’on trouve dans
[Cel-Po97].
Définition 1.2.14. Soient u1, u2 ∈ PSH
(
Ω
)
telles que u−11 {−∞} = u−12 {−∞} = {0}. On dit
que u1 et u2 sont équivalentes près de 0, et on écrit que u1 ∼0 u2, si et seulement si il existe un
voisinage U de 0 tel que (u1 − u2) |U∈ L∞(U).
Cela implique que
(
ddcu1
)n{0} = (ddcu2)n{0}.
Proposition 1.2.15. Supposons qu’il existe une fonction G de Ω dans [−∞, 0] et une constante
C > 0 telles que pour tout δ ∈ (0, δ0], il existe ε(δ) > 0 tel que pour tout ε avec |ε| < ε(δ), pour
tout z tel que ||z|| = δ,
|GSε(z)−G(z)| 6 C.
Alors lim
ε→0
GSε(z) = g(z), uniformément sur tout compact de Ω\{0}, et de plus on a évidemment
que g ∼0 G.
1.2.4 Condition d’intersection complète uniforme
Dans cette section, on étudiera à quelle condition l’égalité sera réalisée dans la Proposition
1.2.12. Mais on introduit tout d’abord la notion d’intersection complète uniforme de la famille des
idéaux [Ma-Ras-Sig-Tho11] :
Définition 1.2.16. La famille des idéaux (Iε) satisfait la condition d’intersection complète uni-
forme si et seulement si pour tout ε, il existe une application holomorphe Ψ0 et des applications
holomorphes Ψε d’un voisinage de Ω dans Cn telles que Ψ0 est une application holomorphe propre
de Ω à Ψ0(Ω), et
(1)
{
aεj , 1 6 j 6 N
}
= Ψ−1ε ({0}), pour tout ε ;
(2) Pour tout ε ̸= 0, 1 6 j 6 N et pour tout z au voisinage de aεj , on a∣∣ log ||Ψε(z)|| − log ||z − aεj ||∣∣ 6 C(ε) <∞;
(3) lim
ε→0
Ψε = Ψ0 = (Ψ10, ...,Ψn0 ), uniformément sur Ω.
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Remarquons que les deux premières conditions impliquent Iε =
⟨
Ψ1ε, ...,Ψnε
⟩
.
Théorème 1.2.17. Soit (Iε) une famille d’idéaux qui satisfait la condition d’intersection complète
uniforme, posons que Sε = V
(Iε) et I0 = ⟨Ψ10, ...,Ψn0 ⟩. Alors
(i) lim
ε→0
Iε = I0,
(ii) lim
ε→0
Gε = GI0 , et la convergence est localement uniforme sur Ω\{0}.
On verra que les égalités ci-dessus dans le Théorème 1.2.17 sont seulement obtenues rarement.
Exemple 1.2.18. Soit Sε = {(0, 0), (ε, 0), (0, ε), (ε, ε)} un ensemble de 4 points distincts dans
le bidisque D2 ⊂ C2 et (Iε) une famille d’idéaux de fonctions holomorphes sur D2 telle que
V
(Iε) = Sε. Il est facile de voir que (Iε) satisfait la condition d’intersection complète uniforme
et que Iε =
⟨
Ψ1ε,Ψ2ε
⟩
, où Ψ1ε = z1(z1 − ε), Ψ2ε = z2(z2 − ε). D’après le Théorème 1.2.17, il résulte
que lim
ε→0
Iε = I0 =
⟨
z21 , z
2
2
⟩
et que lim
ε→0
Gε = GI0 = max{2 log |z1|, 2 log |z2|}, et la convergence est
localement uniforme sur D2.
La démonstration du Théorème 1.2.17 nécessite la caractérisation par les résidus multidimen-
sionnels d’un idéal IΨ :=
⟨
Ψ1, ...,Ψn
⟩
, où Ψ =
(
Ψ1, ...,Ψn
)
une fonction holomorphe sur un
domaine hyperconvexe borné Ω ⊂ Cn. Pour simplifier, supposons que Ψ−1(0)∩Ω = {0} tel qu’une
fonction holomorphe appartient à IΨ si et seulement si son germe en 0 est dans l’idéal des germes
de mêmes générateurs que l’on désigne par IΨ,0. Parce que Ω est un domaine pseudoconvexe, de
tels idéaux peuvent être définis par les conditions locales. Ensuite, on a besoin de la notion suivante
[Tsi92, paragraphe 5.1, p. 14].
Définition 1.2.19. Soit Ψ une fonction holomorphe ω¯ → Cn, où ω est un voisinage borné de 0
dans Cn tel que Ψ−1(0) ∩ ω¯ = {0}. Choisissons une chaˆıne réelle de dimension n
Γ = Γδ
(
Ψ
)
:=
{
z ∈ ω : |Ψj | = δj , 1 6 j 6 n
}
,
où les δj > 0 sont assez petits pour que Γδ
(
Ψ
)
soit relativement compact dans ω, avec son orien-
tation déterminée par la condition d
(
argΨ1
) ∧ · · · ∧ d( argΨn) > 0 (d’après le Lemme de Sard,
nous pouvons choisir les valeurs de δ telles que Γ soit lisse). Soit h une fonction holomorphe sur ω.
Alors le résidu de h au point 0 est défini par
res 0,Ψ(h) :=
1(
2πi
)n ∫
Γ
h dz1 ∧ · · · ∧ dzn
Ψ1 · · ·Ψn .
Ce résidu est bien défini dans le sens qu’il ne dépend pas du choix d’une chaˆıne particulière
Γ [Tsi92, page 15]. En effet, il peut être calculé par une intégration sur le bord ∂ω de ω. Par le
principe de continuité [Tsi92, paragraphe 5.4, Proposition, p. 20], on applique cette définition du
résidu à la situation du Théorème 1.2.17. Par l’hypothèse de Ψε, pour |ε| 6 ε0, Sε = Ψ−1ε (0) ⊂ ω
et qui est son ensemble des zéros isolés. On a donc le fait suivant
Proposition 1.2.20. Soit h une fonction holomorphe au voisinage de ω¯. Alors
lim
ε→0
∑
p∈Sε
res p,Ψε(h) = res 0,Ψ0(h).
La caractérisation de l’idéal IΨ suivante est conséquence directe du théorème de dualité locale
[Tsi92, paragraphe 5.6, p. 23].
Théorème 1.2.21. Un germe de fonction holomorphe h appartient à l’idéal I Ψ,0 des germes en
0 de fonctions holomorphes qui est engendré par les composantes de Ψ si et seulement si pour tout
germe g en 0 d’une fonction holomorphe, on a res 0,Ψ0(hg) = 0.
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Supposons que f ∈ O(Ω) et qu’il existe des suites (fj) ⊂ O(Ω) et εj → 0 telles que fj ∈
Iεj , fj → f uniformément sur tout compact de Ω quand j → ∞. Soit g un germe en 0 d’une
fonction holomorphe quelconque, et soit ω un voisinage de 0 assez petit tel que g est holomorphe
au voisinage de ω¯. D’après de la Théorème 1.2.21, pour tout p ∈ Sεj , puisque le germe en p de fj
appartient à I Ψεj ,p, donc res p,Ψεj (fjg) = 0. De la Proposition 1.2.20, on déduit que res 0,Ψ0(fg) =
limj→∞
∑
p∈Sεj res p,Ψεj (fjg) = 0. D’où, par Théorème 1.2.21, le germe en 0 de f appartient à
I Ψ0,0. On en déduit que f ∈ I0. Autrement dit, lim sup ε→0 Iε ⊂ I0.
Par ailleurs, pour tout f ∈ I0, puisque
f =
n∑
j=1
hjΨj0 = lim
ε→0
n∑
j=1
hjΨjε,
avec la convergence uniforme sur tout compact de Ω, il résulte donc que I0 ⊂ lim inf ε→0 Iε.
En conclusion, lim
ε→0
Iε = I0.
Il est remarquable que la conclusion subsiste sous la seule hypothèse que la limite de famille
des idéaux Iε est un idéal d’intersection complète.
Théorème 1.2.22. Soit Iε = I
(
Sε
)
une famille d’idéaux de fonctions holomorphes sur Ω telle
que la limite de Iε existe, limε→0 Iε = I, où Sε ⊂ Ω est un ensemble de N points qui tendent vers
0. Alors la suite
(
GIε
)
ε
converge uniformément localement vers GI si et seulement si I est un
idéal d’intersection complète.
Exemple 1.2.23. Soit Sε = {(0, 0), (ε, 0), (p ε, 0), (q ε, 0)} un ensemble de 4 points distincts dans
le bidisque D2 ⊂ C2 où p, q ∈ C\{1}, p ̸= q. Il est facile de voir qu’il existe lim
ε→0
Iε = I =
⟨
z41 , z2
⟩
car
Iε =
⟨
Ψ1ε,Ψ2ε
⟩
, où Ψ1ε(z) = z1(z1 − ε)(z1 − p ε)(z1 − q ε), Ψ2ε(z) = z2. Cela implique que I est un
idéal d’intersection complète. Du Théorème 1.2.22, on déduit que
(
GIε
)
ε
converge uniformément
localement sur le bidisque unité D2 vers GI(z) = max{4 log |z1|, log |z2|}, pour tout z ∈ D2\{0}.
Chapitre 2
Convergence de la famille des
idéaux de fonctions holomorphes :
le cas général
Dans ce chapitre, nous allons donner une méthode pour réduire la vérification de convergence
d’une famille d’idéaux de fonctions holomorphes. Plus précisément, nous allons démontrer deux
conditions nécessaires et suffisantes pour que la limite d’une famille des idéaux de fonctions holo-
morphes existe.
2.1 Introduction
Soit Ω un domaine (ouvert connexe) hyperconvexe borné dans Cn qui contient l’origine 0.
Supposons que A est un sous-ensemble de C tel que 0 ∈ A\A. Soit Sε un ensemble de N points
distincts aε1, ..., aεN qui tendent vers 0, quand A ∋ ε→ 0. Et soit
(Iε)ε∈A une famille d’idéaux dans
O(Ω) telle que V
(Iε) = Sε et que ℓ(Iε) = N .
Notons ensuite πj la projection orthogonale sur le j-ème axe de coordonnées, pour j ∈ {1, ..., n}.
Soit V
(Iε) = {aε1, ..., aεN}. Pour chaque j ∈ {1, ..., n}, l’application mj : A −→ N est définie par
mj(ε) := #πj
(
V
(Iε)) 6 N . Comme mj(U) ∈ {1, ..., N}, on peut diviser l’ensemble A en une
réunion finie d’ensembles Ak telle que pour chaque k, et j ∈ {1, ..., n}, on a #πj
({
aε1, ..., a
ε
N
}))
=
Nk,j qui est indépendant de ε. Les ensembles qui n’ont pas l’origine dans leur adhérence ne nous
concernent pas. Considérons maintenant un ensemble qui satisfait cette propriété, qu’on notera
encore A ; nous écrirons Nj = Nk,j . On considère le produit cartésien des ensembles
Πε := π1
({aε1, ..., aεN})× · · · × πn({aε1, ..., aεN}),
et Jε l’ensemble de toute les fonctions holomorphes f ∈ O(Ω) qui s’annulent sur Pε. Il est facile
de voir que
(2.1.1) ℓ
(Jε) = #Πε = Πnj=1Nj 6 Nn.
Ensuite, la limite de la famille des idéaux Jε existe.
Lemme 2.1.1. [Ma-Ras-Sig-Tho11, Lemme 2.3] Avec les hypothèses du Lemme 1.2.4, on a
lim
ε→0
Jε = J :=
=
{
f ∈ O(Ω) : ∂
k1+···+knf
∂zk11 · · · ∂zknn
(0) = 0, 1 6 j 6 n, 0 6 kj 6 Nj − 1
}
.
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Autrement dit, J =
⟨
zN11 , z
N2
2 , · · · , zNnn
⟩
.
Cela implique, d’après le Corollaire 1.2.5, que ℓ
(J ) = ℓ(Jε) = d := ∏nj=1Nj 6 Nn. Il en
résulte que les espaces vectoriels suivants sont isomorphes
O/Jε ∼= Cd ∼= O/J .
Nous utiliserons l’ensemble de multi-indices
Γ := {α = (α1, ..., αn) ∈ Nn : 0 6 αj 6 Nj − 1, 1 6 j 6 n}.
Posons, pour α =
(
α1, ..., αn
) ∈ Γ,
Ψα(z) = zα := zα11 z
α2
2 ...z
αn
n ,
où z = (z1, ..., zn) ∈ Ω ⊂ Cn. Il est facile de voir que le système {[Ψα]}α∈Γ est une base de
l’espace vectoriel O/J . Soient bi,εj les éléments de πj
({
aε1, ..., a
ε
N
})
, 1 6 i 6 Nj , 1 6 j 6 n. Donc
#πj
(
Sε
)
= Nj 6 N , pour 1 6 j 6 n. On pose, pour 1 6 j 6 n, et pour ζ ∈ C,
φεα,j
(
ζ
)
:=

(
ζ − b1,εj
) · · · (ζ − bα,εj ), si 1 6 α 6 Nj − 1
1, si α = 0.
et pour tout z ∈ Cn, on définit
Ψεα(z) :=
n∏
j=1
φεαj ,j
(
zj
)
.
Il est évident de voir que lim
ε→0
Ψεα(z) = Ψα(z), pour tout z ∈ Ω.
Pour tout f ∈ O, [f ] désigne une classe dans O/J et [f ]Jε est une classe dans O/Jε. Alors on
a le résultat suivant
Proposition 2.1.2. Le système {[Ψεα]Jε}α∈Γ est libre dans l’espace vectoriel quotient O/Jε. Donc
c’est une base de O/Jε.
Démonstration. Supposons que, pour tout z ∈ Cn∑
α∈Γ
λα[Ψεα(z)]Jε = 0 ∈ O/Jε.
Alors g(z) :=
∑
α∈Γ
λαΨεα(z) ∈ Jε. Autrement dit, g |Πε= 0.
Montrons maintenant que λα = 0, pour tout α ∈ Γ. Pour cela, on raisonne par récurrence sur
n. Si n = 1, alors
g(z) = λ0 + λ1
(
z − aε1
)
+ · · ·+ λN−1ΠN−1i=1
(
z − aεi
) ∈ Jε,
où Sε = {aε1, · · · , aεN}. On a donc λk = 0, pour k = 0, 1, ..., N − 1 ce qui s’obtient en prenant
successivement z = aεi , 1 6 i 6 N . En effet, de g(aεi ) = 0, pour 1 6 i 6 N , il résulte que les λk
sont solution du système linéaire (triangulaire inférieur)
0 = g
(
aε1
)
= λ0
0 = g
(
aε2
)
= λ0 + λ1(aε2 − aε1)
· · · · · ·
0 = g
(
aεN
)
= λ0 +
∑N−1
α=1 λαΠki=1
(
z − aεi
)
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La résolution de ce système triangulaire est simple. Calculons les λα, 0 6 α 6 N − 1, de proche
en proche, en commenc¸ant par λ0 = 0. Comme aεi ̸= aεj , pour i ̸= j, 1 6 i, j 6 N , il s’en suit que
λ0 = · · · = λN−1 = 0.
Ecrivons maintenant α = (α′, αn), où α′ = (α1, · · · , αn−1) et z = (z′, zn) ∈ Cn−1 × C. Posons
Γ′ = {α′ = (α1, · · · , αn−1) : α = (α′, αn) ∈ Γ}.
et
Π′ε = {b′ ∈ π1(Sε)× · · · × πn−1(Sε) : b = (b′, bi,εn ) ∈ Πε, bi,εn ∈ πn(Sε), 1 ≤ i ≤ Nn}.
Alors
g(z) :=
∑
α∈Γ
λαΨεα(z)
= β0(z′) + β1(z′)
(
zn − b1,εn
)
+ · · ·+ βNn−1(z′)
Nn−1∏
αn=1
(
zn − bαn,εn
)
,
où
βαn(z′) :=
∑
α′∈Γ′
λ(
α′,αn
)Ψεα′(z′),
et
Ψεα′(z′) =
n−1∏
j=1
φεαj
(
zj
)
.
Considérons ensuite le système linéaire suivant, pour tout z′ fixé :
g
(
z′, b1,εn
)
= β0
(
z′
)
g
(
z′, b2,εn
)
= β0(z′
)
+ β1(z′
)(
b2,εn − b1,εn
)
· · · · · ·
g
(
z′, bNn,εn
)
= β0
(
z′
)
+
∑Nn−1
αn=1 βαn
(
z′
)∏αn
j=1
(
bNn,εn − bj,εn
)
.
Comme g
(
z′, bj,εn
)
= 0 sur Π′ε et les bj,εn sont distincts, pour 1 6 j 6 Nn, le polynôme β0(z′) est
aussi nul sur Π′ε. L’hypothèse de récurrence implique que λ(α′,0) = 0, pour tout α′ ∈ Γ′. Autrement
dit, β0(z′) ≡ 0. Du système linéaire ci-dessus, on extrait que β1(z′
)
=
g
(
z′, b2,εn
)
b2,εn − b1,εn
est nul sur Π′ε.
Donc par l’hypothèse de récurrence λ(
α′,1
) = 0, pour tout α′ ∈ Γ′. Il vient β1(z′) ≡ 0. On raisonne
de manière tout à fait analogue pour voir que la solution du système triangulaire pour z′ ∈ Π′ε
donne
β0
(
z′
)
= β1
(
z′
)
= · · · = βNn−1
(
z′
) ≡ 0.
On en déduit que, par l’hypothèse de récurrence, λ(
α′,αn
) = 0, pour tout α′ ∈ Γ′ et pour 0 6 αn 6
Nn − 1. Donc λα = 0, pour tout α ∈ Γ. 
En conséquence, il existe un isomorphisme d’espaces vectoriels Φε (ie. une application linéaire
bijective) de O/Jε vers O/J tel que
Φε
([
Ψεα
]
Jε
)
=
[
Ψα
]
,
pour α ∈ Γ.
Soit f ∈ O(Ω). Supposons que le polydisque unité Dn := {z ∈ Cn : |zj | < 1, j = 1, · · · , n} est
inclus dans Ω. Alors le développement de f en série entière au voisinage de 0 est
f(z) =
∑
α∈Nn
Dαf(0)
α! z
α,
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où α =
(
α1, · · · , αn
) ∈ Nn, α! := α1! · · ·αn! et d’après la formule de Cauchy, on a
Dαf(0) :=
( ∂
∂z1
)α1 · · · ( ∂
∂zn
)αn
= α!(
2πi
)n ∫
∂0D
f(ξ)∏n
j=1 ξ
αj+1
j
dξ1 · · · dξn.
Alors
O/J ∋ [f(z)] =
∑
α∈Γ
Dαf(0)
α! [z
α] =
∑
α∈Γ
Cα(f)[Ψα(z)],
où Cα(f) :=
Dαf(0)
α! .
On munit l’espace vectoriel quotient O/J , d’une norme ∥.∥ définie par
∥[f ]∥ =: max
α∈Γ
|Cα(f)|,
pour tout [f ] ∈ O/J . Soit (fn)n∈N une suite de fonctions holomorphes sur Ω qui converge uniformé-
ment sur tout compact de Ω vers une fonction holomorphe f ∈ O(Ω). Comme la suite (Dαfn)n∈N,
pour tout α ∈ Nn, converge uniformément sur tout compact de Ω vers Dαf ,
(2.1.2) ∥[fn]− [f ]∥ = max
α∈Γ
|Cα(fn)− Cα(f)| → 0.
Donc la suite ([fn])n∈N converge vers [f ] dans O/J . De plus, nous allons montrer l’assertion
suivante.
Proposition 2.1.3. Dans l’espace vectoriel quotient O/J , la suite {Φε([fn]Jε)} ∈ converge vers
[f ], quand ε→ 0 et n→ +∞.
Démonstration. Tout d’abord, pour chaque α ∈ Γ, les polynômes Ψεα peuvent s’écrire, pour
z ∈ Cn,
Ψεα(z) = zα +
∑
β6α,β ̸=α
mεα,β(b
i,ε
j )Ψβ(z),
où on écrit β 6 α quand β =
(
β1, · · · , βn
)
et 0 6 βj 6 αj pour 1 6 j 6 n ; et les coefficients
mεα,β(b
i,ε
j ) contiennent des b
i,ε
j , où 1 6 i 6 αj pour 1 6 j 6 n. Alors pour ε assez petit, |ε| < ε0 tel
que |bi,εj | < 1, on a, pour z ∈ Cn,
[
f(z)
]
Jε =
∑
α∈Γ
Cα(f)[zα]Jε +
n∑
j=1
[
z
Nj
j .Rj(z)
]
Jε
=
∑
α∈Γ
Cα(f)
[
Ψεα(z)
]
Jε −
∑
α∈Γ
Cα(f)
∑
β6α,β ̸=α
mεα,β(b
i,ε
j )
[
Ψβ(z)
]
Jε
+
n∑
j=1
[
z
Nj
j .Rj(z)
]
Jε .
Comme
z
Nj
j =
Nj∏
i=1
(
zj − bi,εj
)
+
Nj−1∑
k=0
mεk
(
bi,εj
)
zkj ,
pour 1 6 j 6 n, on en déduit que
(2.1.3) lim
ε→0
Φε
([
f(z)
]
Jε
)
=
∑
α∈Γ
Cα(f)[Ψα(z)] = [f(z)],
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puisque mεk
(
bi,εj
)
,mεα,β(b
i,ε
j ) convergent vers 0 lorsque ε tend vers 0, et
∏Nj
i=1
(
zj − bi,εj
) ∈ Jε, pour
1 6 j 6 n.
Ensuite, supposons que
[fn]Jε =
∑
α∈Γ
Cεα(fn)[Ψεα]Jε ∈ O/Jε.
Donc
Φε
(
[fn]Jε
)
=
∑
α∈Γ
Cεα(fn)Φε
([
Ψεα
]
Jε
)
=
∑
α∈Γ
Cεα(fn)
[
Ψα
] ∈ O/J .
Cela implique
∥Φε
(
[fn]Jε
)− [f ]∥ = max
α∈Γ
|Cεα(fn)− Cα(f)|.
Or
max
α∈Γ
|Cεα(fn)− Cα(f)| ≤ |Cεα(fn)− Cα(fn)|+ |Cα(fn)− Cα(f)|,
et si on se donne δ > 0, le deuxième terme est majoré par δ/2 pour n assez grand, d’après (2.1.2) ;
une fois n fixé, on peut choisir ε pour majorer le premier terme, d’après (2.1.3), d’où le résultat. 
Les résultats principaux de ce chapitre sont les suivants :
Proposition 2.1.4. Si l’on a ℓ
(
lim sup
A∋ε→0
Iε
)
> N , alors la famille des idéaux Iε converge vers un
idéal I, avec ℓ(I) = N .
Remarque. Comme ℓ(Iε) ≤ N pour tout ε, on a d’après le Lemme 1.2.3 que ℓ
(
lim sup
A∋ε→0
Iε
)
6 N ,
donc l’hypothèse signifie en fait que la longueur de la limite supérieure est exactement égale à N .
De même au cas de la limite inférieure,
Proposition 2.1.5. Si l’on a ℓ
(
lim inf
A∋ε→0
Iε
)
6 N , alors la famille des idéaux Iε converge vers un
idéal I, avec ℓ(I) = N .
Remarque. De la même manière, en appliquant le Lemme 1.2.4, on voit que l’hypothèse est
équivalente à ℓ
(
lim inf
A∋ε→0
Iε
)
= N
Dans la pratique, nous utiliserons souvent le résultat suivant
Corollaire 2.1.6. Soit J un idéal dans O
(
Ω
)
tel que ℓ(J) = N . Supposons que lim sup
A∋ε→0
Iε ⊂ J ou
que J ⊂ lim inf
A∋ε→0
Iε. Alors la limite de la famille d’idéaux Iε existe et vaut J .
2.2 Preuve des résultats principaux
Posons que
I∗ := lim inf
A∋ε→0
Iε, et I∗ := lim sup
A∋ε→0
Iε.
Ecrivons lim
ε→0
au lieu de lim
A∋ε→0
en abrégé.
Comme J ⊂ I∗ ⊂ I∗, donc I∗/J ⊂ I∗/J . Alors
Proposition 2.2.1. Si l’on a I∗/J = I∗/J , alors I∗ = I∗.
Démonstration. On a toujours que I∗ ⊂ I∗. De plus, quel que soit f ∈ I∗, on a par l’hypothèse
que [f ] ∈ I∗/J = I∗/J . Alors il existe g ∈ I∗ telle que f − g = h ∈ J ⊂ I∗. Donc f = g+ h ∈ I∗.
On en déduit que I∗ ⊂ I∗. 
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Nous allons maintenant nous réduire à un résultat sur la convergence de familles de sous-espaces
vectoriels d’un espace euclidien (de dimension finie, donc).
Identifions
(
O/J , ∥.∥) ∼= (Cd, ∥.∥), espace vectoriel normé par ∥z∥2 = ∑dj=1 |zj |2, et muni du
produit scalaire ⟨z, w⟩ :=∑dj=1 zjwj , pour z, w ∈ Cd. Soit Lε une suite de sous-espaces vectoriels
dans
(
Cd, ∥.∥) telle que dimLε = k, pour tout ε ∈ A, où k 6 d. Posons Kε := Lε∩B(0; 1). Donc on
peut définir les limites inférieure et supérieure de la famille Lε par lim infε Lε := V ect
(
lim infKε
)
l’espace vectoriel qui engendré par lim infKε, au sens de la distance de Hausdorff des compacts et
de la relation d’inclusion, et de fac¸on analogue lim supε Lε := V ect
(
lim supKε
)
.
Proposition 2.2.2. On a
i) lim sup
ε→0
Φε
(Iε/Jε) = I∗/J ,
ii) lim inf
ε→0
Φε
(Iε/Jε) = I∗/J .
Démonstration. i) On rappelle que lim sup
ε→0
Φε
(Iε/Jε) est engendrée comme espace vectoriel
par l’ensemble A des [g] telles que il existe (εj)j∈Z+ , εj → 0 quand j → +∞ et [gj ] ∈ Φεj
(Iεj/Jεj)
tels que
∥[gj ]− [g]∥ → 0 lorsque j → +∞.
Montrons que I∗/J ⊂ lim sup
ε→0
Φε
(Iε/Jε). Quelle que soit [g] ∈ I∗/J , il existe g0 ∈ J et f ∈ I∗
telles que g = g0 + f . Comme Cα(g0) = 0, pour tout α ∈ Γ,
[g(z)] = [f(z)] =
∑
α∈Γ
Cα(f)[Ψα(z)] ∈ O/J .
D’après la définition de lim sup Iε = I∗, il existe (εj)j∈Z+ , εj → 0 quand j → +∞ et existe fj ∈ Iεj
tels que fj → f uniformément sur tout compact de Ω. Alors Φεj
(
[fj ]Jεj
) ∈ Φεj(Iεj/Jεj) satisfait
∥Φεj
(
[fj ]Jεj
)− [g]∥ = max
α∈Γ
|Cεjα (fj)− Cα(f)|,
où
[fj ]Jεj =
∑
α∈Γ
Cεjα (fj)
[
Ψεjα (z)
]
Jεj
∈ Iεj/Jεj .
Par la Proposition 2.1.3, Φεj
(
[fj ]Jεj
) → [f ] = [g] lorsque j → +∞. Cela implique que A ⊂
lim sup
ε→0
Φε
(Iε/Jε).
Réciproquement, montrons que lim sup
ε→0
Φε
(Iε/Jε) ⊂ I∗/J . Pour cela, il faut et il suffit de
démontrer que A ⊂ I∗/J . En effet, supposons que [g] ∈ A. Il existe donc (εj)j∈Z+ , εj → 0
quand j → +∞ et existe gj ∈ Iεj tels que ∥Φεj
(
[gj ]Jεj
) − [g]∥ → 0 lorsque j → +∞. Alors
max
α∈Γ
|Cεjα (gj)− Cα(g)| → 0 lorsque j → +∞. Supposons que, pour z ∈ Cn
g(z) =
∑
α∈Γ
Cα(g)zα +
n∑
j=1
z
Nj
j Rj(z),
et [
gj(z)
]
Jεj
=
∑
α∈Γ
Cεjα (gj)
[
Ψεjα (z)
]
Jεj
∈ Iεj/Jεj .
Posons
fj(z) :=
∑
α∈Γ
Cεjα (gj)Ψεjα (z) +
n∑
j=1
Nj∏
i=1
(
zj − bi,εjj
)
Rj(z).
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Alors fj ∈ Iεj et de plus fj → g uniformément sur tout compact de Ω quand j → +∞, puisque
Ψεjα (z)→ zα et (zj − bi,εjj )→ zj . On en déduit que [g] ∈ I∗/J .
ii) On montre ceci de manière tout à fait analogue au cas de limsup.
Supposons que [g] ∈ I∗/J . Alors il existe g0 ∈ J et existe f ∈ I∗ telle que g = g0 + f . Comme
Cα(g0) = 0, pour tout α ∈ Γ, donc
[g(z)] = [f(z)] =
∑
α∈Γ
Cα(f)[Ψα(z)] ∈ O/J ,
pour z ∈ Cn. D’après la définition de liminf, il existe fε ∈ Iε telle que fε → f uniformément sur
tout compact de Ω lorsque ε→ 0. Alors pour tout ε Φε
([
fε
]
Jε
) ∈ Φε(Iε/Jε) et satisfait
∥Φε
([
fε
]
Jε
)− [g]∥ = max
α∈Γ
|Cεα(fε)− Cα(f)|,
où
[fε]Jε =
∑
α∈Γ
Cεα(fε)
[
Ψεα(z)
]
Jε ∈ Iε/Jε.
D’après la Proposition 2.1.3, Cεα(fε) → Cα(f) lorsque ε → 0. Par suite Φε
([
fε
]
Jε
) → [g] lorsque
ε→ 0. Cela implique que [g] ∈ lim inf
ε→0
Φε
(Iε/Jε).
Réciproquement, supposons que [g] ∈ lim inf
ε→0
Φε
(Iε/Jε). Il existe donc gε ∈ Iε telle que
∥Φε
([
gε
]
Jε
)− [g]∥ → 0 lorsque ε→ 0. Alors max
α∈Γ
|Cεα(gε)− Cα(g)| → 0 lorsque ε→ 0, où
[
gε(z)
]
Jε =
∑
α∈Γ
Cεα(gε)
[
Ψεα(z)
]
Jε ∈ Iε/Jε,
pour z ∈ Cn. Supposons que
g(z) =
∑
α∈Γ
Cα(g)zα +
n∑
j=1
z
Nj
j Rj(z).
Posons
fε(z) :=
∑
α∈Γ
Cεα(gε)Ψεα(z) +
n∑
j=1
Nj∏
i=1
(
zj − bi,εj
)
Rj(z).
Alors fε ∈ Iε et de plus fε → g uniformément sur tout compact de Ω quand ε→ 0. On en déduit
que g ∈ I∗. Alors [g] ∈ I∗/J . Ce qui nous donne le résultat. 
Pour démontrer les Propositions 2.1.4 et 2.1.5, on a encore besoin des deux lemmes suivants.
Lemme 2.2.3. Soit Lε une famille de sous-espaces vectoriels dans
(
Cd, ∥.∥) telle que dimLε = k,
pour tout ε ∈ A, où k 6 d. Si dim(lim sup
ε→0
Lε) = k, alors
lim inf
ε→0
Lε = lim sup
ε→0
Lε.
De même dans le cas de la limite inférieure, on a un résultat suivant.
Lemme 2.2.4. Soit Lε une famille de sous-espaces vectoriels dans
(
Cd, ∥.∥) telle que dimLε = k,
pour tout ε ∈ A, où k 6 d. Si dim(lim inf
ε→0
Lε) = k, alors
lim inf
ε→0
Lε = lim sup
ε→0
Lε.
32 Convergence de la famille des idéaux de fonctions holomorphes : le cas général
2.2.1 Preuve des Propositions 2.1.4 et 2.1.5
Par l’hypothèse, on a ℓ
(Iε) = N , pour tout ε ∈ A. Donc
N = ℓ
(Iε) = ℓ(Jε)− dim (Iε/Jε) = n∏
j=1
Nj − dim
(Iε/Jε).
De Φε est un isomorphisme d’espaces vectoriels, on déduit que
dimΦε
(Iε/Jε) = dim Iε/Jε = d−N,
pour tout ε ∈ A. De plus, comme Jε ⊂ Iε, donc J ⊂ I∗ ⊂ I∗. Par l’hypothèse de la Proposition
2.1.4 et 2.1.5, alors
i) Si l’on a ℓ
(
lim sup
ε→0
Iε
)
> N , d’après la Proposition 1.2.3, alors ℓ
(
lim sup
ε→0
Iε
)
= N .
ii) Si l’on a ℓ
(
lim inf
ε→0
Iε
)
6 N , d’après la Proposition 1.2.4, alors ℓ
(
lim inf
ε→0
Iε
)
= N .
Cela implique que
N = ℓ
(I∗) = ℓ(J )− dim (I∗/J ) = n∏
j=1
Nj − dim
(I∗/J ),
ou
N = ℓ
(I∗) = ℓ(J )− dim (I∗/J ) = n∏
j=1
Nj − dim
(I∗/J ).
On en déduit alors que dim
(Iε/Jε) = d − N = dim (I∗/J ) ou que dim (Iε/Jε) = d − N =
dim
(I∗/J ).
Ensuite, de (i) de la Proposition 2.2.2, il résulte donc
dim lim sup
ε→0
Φε
(Iε/Jε) = dim I∗/J = d−N = dimΦε(Iε/Jε).
et (ii) de la Proposition 2.2.2 implique que
dim lim inf
ε→0
Φε
(Iε/Jε) = dim I∗/J = d−N = dimΦε(Iε/Jε).
D’après les Lemmes 2.2.3 et 2.2.4, dans les deux cas ci-dessus, on en déduit qu’existent les limites
lim sup
ε→0
Φε
(Iε/Jε) = lim inf
ε→0
Φε
(Iε/Jε).
Enfin, de la Proposition 2.2.2, il résulte que I∗/J = I∗/J . D’après la Proposition 2.2.1, on déduit
que I∗ = I∗, d’où le résultat. 
2.2.2 Preuve du Lemme 2.2.3
Supposons que dimLε = k, pour tout ε ∈ A. Posons S := lim sup
ε→0
Lε. Par l’hypothèse, on a
donc dimS = dimLε = k, pour tout ε ∈ A. Il est clair que lim inf
ε→0
Lε ⊆ lim sup
ε→0
Lε.
Inversement, supposons qu’il existe un vecteur ω ∈ lim sup
ε→0
Lε\lim inf
ε→0
Lε tel que ∥ω∥ = 1 et ω
est orthogonal à lim inf
ε→0
Lε (on écrit ω ⊥ lim inf
ε→0
Lε). Soit P un sous espace vectoriel de dimension
k − 1 dans Cd tel que lim inf
ε→0
Lε ⊆ P et S = P
⊥⊕ Cω. Comme ω /∈ lim inf
ε→0
Lε, il existe donc une
suite (εj), εj → 0 et existe δ > 0 tels que
(2.2.1) dist
(
ω,Lεj
)
> δ, pour tout j assez grand, j > j0(δ).
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En effet, d’après la définition de la limite inférieure, comme ω /∈ lim inf
ε→0
Lε, pour toute suite (νε)ε,
où νε ∈ Lε, on a νε ne converge pas vers ω, lorsque ε tend vers 0. Il existe alors δ > 0 tel que pour
tout r > 0, ∃ εr > 0 où |εr| < r et ∃ νεr ∈ Lεr tels que
∥νεr − ω∥ > δ.
Posons
σ(r) := sup
(
dist
(
ω,Lεr
))
,
pour r > 0 tel que |εr| < r. Alors σ(r) > 0 et σ(r) est une fonction croissante. Donc il existe la
limite, lim
r→0+
σ(r) = σ0. Soit B
(
ω, ∥ω∥) une boule de centre ω, de rayon ∥ω∥ dans Cd. Pour tout ε,
comme
dist
(
ω,Lε
)
= dist
(
ω,Lε ∩B
(
ω, ∥ω∥)),
il existe un vecteur ωε ∈ Lε tel que
dist
(
ω,Lε
)
= ∥ω − ωε∥.
Si l’on a σ0 = 0, alors ∥ω−ωεr∥ converge vers 0 lorsque r tend vers 0. Par conséquent, ωεr converge
vers ω lorsque εr tend vers 0. Ce qui est contraire au choix de ω, puisque ω /∈ lim inf
ε→0
Lε. Donc
σ0 > 0. Posons δ :=
σ0
2 . Parce que σ(r) = sup
(
dist
(
ω,Lεr
))
> σ0. Pour tout r > 0, il existe alors
εr avec |εr| < r tel que dist
(
ω,Lεr
)
> δ > 0. En appliquant cet assertion pour la suite (εr) avec
r = 1/j, on en déduit la démonstration de (2.2.1).
Ensuite, choisissons les coordonées tels que ω = e1 = (1, 0, · · · , 0) ∈ Cd et S = Ck × {0} est
le sous espace vectoriel engendré par le système {e1, e2, · · · , ek}, P = {0} × Ck−1 × {0} est sous
espace vectoriel engendré par le système {e2, · · · , ek}. Posons
Kj := Lεj ∩B
(
0, 1
)
.
Pour tout υ ∈ Kj , pour j assez grand, ∥υ∥ 6 1, de (2.2.1) il résulte que
(2.2.2) ∥υ − ω∥ = ∥υ − e1∥ > δ.
Par ailleurs, pour tout η > 0 étant donné et pour j assez grand, si u ∈ Kj , u = uS + u˜, où
u˜ ∈ S⊥, alors ∥u˜∥ < η. En effet, d’après la définition de lim sup au sens de la distance de Hausdorff,
comme lim sup
j→+∞
Kj = lim sup
j→+∞
Lεj ∩B
(
0, 1
)
, pour η > 0, il existe j0(η) tel que pour tout j > j0(η),
on ait
Kj ⊂ Vη
(
B
(
0, 1
) ∩ S) = ∪
x∈B
(
0,1
)
∩S
B(x, η),
un η-voisinage ouvert de B
(
0, 1
)∩S. Cela implique que pour tout u ∈ Kj , pour j > j0(η), il existe
x ∈ B(0, 1) ∩ S tel que
η > ∥u− x∥ = (∥uS − xS∥2 + ∥u˜∥2)1/2 > ∥u˜∥.
Par suite si ∥u∥ = 1, il vient ∥u˜∥ < η∥u∥. De plus, par Théorème de Pythagore, on a
∥u∥2 = ∥uS∥2 + ∥u˜∥2 < ∥uS∥2 + η2∥u∥2.
Donc
(2.2.3) ∥uS∥2 >
(
1− η2)∥u∥2.
Dans la suite, pour tout u ∈  Lεj ⊂ Cd, pour j > j0(η), supposons que u = uS + u˜, où u˜ ∈ S⊥.
Considérons maintenant la projection πS : Cd = S
⊥⊕ S⊥ → S définie par πS(u) = uS . L’inégalité
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(2.2.3) s’étend par linéarité et homogénéité à tous les vecteurs de Lεj . Nous allons montrer que
πS |Lεj : Lεj → S est une application linéaire bijective, pour j assez grand, j > j0(η).
En effet, montrons d’abord que l’application πS |Lεj est injective. Supposons que u ∈ Lεj et
πS(u) = 0. Alors (2.2.3) montre que u = 0, cqfd.
De plus, par l’hypothèse, comme dimS = dim  Lεj = k, pour tout εj , donc πS |Lεj est surjective.
De l’inégalité (2.2.3) il résulte alors que, pour tout u ∈ Lεj , j > j0(η), si ∥u∥ = 1, on a donc
∥πS(u)∥ = ∥uS∥ >
√
1− η2.
Considérons maintenant le vecteur e1 ∈ S. On pose u := π−1S (e1) = e1 + u˜ ∈ Lεj , où u˜ ∈ S⊥.
Il est clair que u ̸= 0. D’autre part, (2.2.3) montre que 1 > (1 − η2)∥u∥2. Posons v := u∥u∥ ∈ Kj .
Alors
∥v − e1∥ ≤ ∥u− e1∥∥u∥ +
(
1
∥u∥ − 1
)
≤ η√
1 + η2
+ 1√
1 + η2
− 1 < δ
pour η assez petit, ce qui contredit (2.2.2). 
2.2.3 Preuve du Lemme 2.2.4
Supposons que dimLε = k, pour tout ε ∈ A. Il est clair que lim inf
ε→0
Lε ⊆ lim sup
ε→0
Lε. Pour
démontrer la relation inverse, puisque dim lim inf
ε−→0
Lε = k, choissisons des coordonées de Cd telles
que
P := lim inf
ε−→0
Lε = ⟨e1, · · · , ek⟩ ,
S := lim sup
ε−→0
Lε = ⟨e1, · · · , ek, ek+1, · · · , em⟩ ,
où 1 6 k < m 6 d et ej =
(
0, · · · , 0, 1︸︷︷︸
j-ème
, 0, · · · , 0), pour 1 6 j 6 d. Par la définition de la limite
supérieure, il existe un vecteur ω ∈ S \ P tel que ∥ω∥ = 1 et il existe une suite (εj)j∈Z+ ⊂ A,
εj → 0 lorsque j →∞ et ωj ∈ Lεj telles que ωj converge vers ω lorsque j tend vers ∞.
Cela implique que pour tout δ > 0, il existe j0 = j(δ) tel que pour tout j > j0, on a ∥ωj−ω∥ < δ.
Considérons la projection πP : Lε → P , πP (v) = vP ∈ P , pour tout v = vP + v˜ ∈ Cd = P
⊥⊕ P⊥.
Ensuite, pour chaque v ∈ Lε, écrivons v = πP (v) + v˜, où v˜ ∈ P⊥. On a le résultat suivant.
Lemme 2.2.5. Pour tout δ1 > 0, il existe ε0 = ε0(δ1) > 0 tel que si v ∈ Lε et |ε| < ε0, alors
∥v˜∥ 6 δ1∥v∥.
On a alors, pour ε assez petit, et j > j0,
∥ω˜∥ = ∥ω˜ − ω˜j + ω˜j∥ ≤ ∥ω − ωj∥+ δ1∥ωj∥ ≤ δ + δ1,
or ω /∈ P , donc ∥ω˜∥ > 0 et on aboutit à une contradiction pour j assez grand. 
Démonstration du Lemme 2.2.5.
Toutes les normes sur un espace vectoriel de dimension finie sont équivalentes, donc dans l’espace
vectoriel Cd, considérons la norme vectorielle ∥v∥∞ := max
1≤j≤d
|vj |, pour tout v = (v1, · · · , vd). Soit
A = (aij)d×d ∈Mat(d,C) une matrice carrée d×d, la norme subordonnée de matrice A à la norme
vectorielle ∥.∥∞ dans Cd, est donc donée par
∥A∥∞ := sup
∥v∥∞61
∥Av∥∞,
pour tout v ∈ Cd. Alors ∥A∥∞ = max
1≤i≤d
∑d
j=1 |aij |. De plus, soit A ∈Mat(d,C), si ∥A∥∞ < 1 alors
Id +A est inversible et de plus
∥(Id +A)−1∥∞ 6 11− ∥A∥∞ .
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Maintenant, soit δ1 > 0. Comme e1, · · · , ek ∈ P = lim inf
ε−→0
Lε, d’après la définition de liminf,
pour chaque j, 1 6 j 6 k, il existe une suite ej,1(ε) ∈ Lε, telle que ej,1(ε) converge vers ej lorsque
ε→ 0. Alors il existe donc ε0 = ε(δ1) tell que pour tout |ε| < ε0, on a
(2.2.4) ∥ej,1(ε)− ej∥∞ < δ1,
pour 1 6 j 6 k. Ceci implique que ∥πP
(
ej,1(ε)
) − πP (ej)∥∞ < δ1. Posons ej,2(ε) := πP (ej,1(ε)),
pour 1 6 j 6 k. Il vient alors
(2.2.5) ∥ej,2(ε)− ej∥∞ < δ1,
puisque πP
(
ej
)
= ej , pour 1 6 j 6 k. Montrons alors que le système {ej,2(ε), 1 6 j 6 k} est une
base de P , pour δ1 assez petit.
En effet, pour cela, soit A = (aij(ε))k×k est une matrice de ce système dans la base {ej , 1 6 j 6
k} de P . Alors ej,2(ε) =
∑k
i=1 aji(ε)ei, pour 1 6 j 6 k. De (2.2.5), il résulte que, pour 1 6 j 6 k,
∥ej,2(ε)− ej∥∞ = ∥
(
ajj(ε)− 1
)
ej −
k∑
i=1,j ̸=j
aji(ε)ei∥∞ < δ1.
Par suite |aji(ε)| < δ1, pour tout 1 6 i 6 k, i ̸= j et |ajj(ε) − 1| < δ1, pour tout 1 6 j 6 k. Cela
implique que
∥A− Ik∥∞ = max
1≤i≤k
k∑
j=1
|aij(ε)− δij | < kδ1,
où δij = 1 si i = j et δij = 0 si i ̸= j, pour 1 6 i, j 6 k. Alors ∥A− Ik∥∞ < 1, pour δ1 < 1/k. On
en déduit que la matrice A est inversible et
∥A−1∥∞ 6 11− ∥A− Ik∥∞ <
1
1− kδ1 .
Donc le système {ej,2(ε), 1 6 j 6 k} est libre dans P , pour tout |ε| < ε0. Comme dimP = k, il
vient alors que ce système est une base de P . De plus, supposons que
∑k
j=1 λjej,1(ε) = 0. Donc∑k
j=1 λjej,2(ε) =
∑k
j=1 λjπP
(
ej,1(ε)
)
= 0. Ceci implique λj = 0, pour tout 1 6 j 6 k. Autrement
dit, le système {ej,1(ε), 1 6 j 6 k} est indépendant dans Lε. Par ailleurs, par l’hypothèse, comme
dimLε = k, pour tout ε, donc le système {ej,1(ε), 1 6 j 6 k} est une base de Lε.
Ensuite, soit B = (bij)d×k une matrice du système {ej,1(ε), 1 6 j 6 k} dans la base {ej , 1 6
j 6 d}. Comme ej,1(ε) = πP
(
ej,1(ε)
)
+ e˜j,1(ε) = ej,2(ε) + e˜j,1(ε), où e˜j,1(ε) ∈ P⊥, pour 1 6 j 6 k.
Donc bij = aij , pour tout 1 6 i, j 6 k. On pose B˜ := (b˜ij)(d−k)×k, où b˜ij = bij , pour k + 1 6 i 6
d, 1 6 j 6 k. Autrement dit, pour k + 1 6 i 6 d et 1 6 j 6 k, b˜ij sont des coordonées du vecteur
e˜j,1(ε) dans la base {ej , k + 1 6 j 6 d}. Considérons la projection πP⊥ : Lε → P⊥. De (2.2.4), il
résulte que
∥e˜j,1(ε)∥∞ = ∥πP⊥
(
ej,1(ε)
)− πP⊥(ej)∥∞ < δ1,
puisque πP⊥
(
ej
)
= 0, pour 1 6 j 6 k. Donc |b˜ij | = |bij | < δ1, pour k+1 6 i 6 d et pour 1 6 j 6 k.
Cela implique alors que
max
k+1≤i≤d
k∑
j=1
|bij | < k.δ1.
Posons maintenant
e˜j :=
{
ej,1(ε), pour 1 6 j 6 k
ej , pour k + 1 6 j 6 d,
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où 1 6 j 6 d. Le système {e˜j , 1 6 j 6 d} a une matrice dans la base {ej , 1 6 j 6 d} est donnée
par
M :=
 A 0
B˜ Id−k
 .
Pour δ1 < 1/k, comme A est inversible , donc detM = detAdet Id−k ̸= 0. Donc M est inversible,
pour δ1 < 1/k. De plus, on a
∥M − Id∥∞ = max
{
∥A− Ik∥∞, max
k+1≤i≤d
k∑
j=1
|bij |
}
< k.δ1.
Soit v ∈ Cd. Supposons v = ∑dj=1 v˜j e˜j . On désigne [v](ej) et [v](e˜j) les coordonnées du vecteur v
dans la base {ej , 1 6 j 6 d} et {e˜j , 1 6 j 6 d} correspondantes. Alors
M.[v](e˜j) = [v](ej).
Il vient [v](e˜j) = M−1.[v](ej). Il résulte de ∥M−1∥∞ 6
1
1− k.δ1 , pour δ1 < 1/k, que
∥[v](e˜j)∥∞ = max1≤j≤d|v˜j | 6 ∥M
−1∥∞∥v∥∞ < 11− kδ1 ∥v∥∞.
Enfin, si v ∈ Lε, pour |ε| < ε0, on a v =
∑k
j=1 v˜j e˜j . Considérons la projection πP⊥ : Lε → P⊥.
On a
v˜ = πP⊥(v) =
k∑
j=1
v˜jπP⊥
(
e˜j
)
.
Par ailleurs, comme ∥πP⊥
(
e˜j
)∥∞ = ∥πP⊥(ej,1(ε))∥∞ = ∥e˜j,1(ε)∥∞ < δ1, pour 1 6 j 6 k. Alors
∥v˜∥∞ = ∥
k∑
j=1
v˜jπP⊥
(
e˜j
)∥∞ 6 k( max
1≤j≤k
|v˜j |
)
δ1 6 k
(
max
1≤j≤d
|v˜j |
)
δ1
6 k1− kδ1 δ1∥v∥∞.
Choisissons δ1 <
1
2k , on a donc ∥v˜∥∞ < 2kδ1∥v∥∞. Soit ∥.∥ une norme quelconque sur C
d.
Comme toutes les normes sur un espace vectoriel de dimension finie sont équivalentes, il existe des
constantes 0 < C1 < C2 telles que
C1∥u∥ 6 ∥u∥∞ 6 C2∥u∥,
pour tout u ∈ Cd. Cela implique que
C1∥v˜∥ 6 ∥v˜∥∞ < 2kδ1∥v∥∞ 6 2kC2δ1∥v∥.
Alors ∥v˜∥ 6 C0δ1∥v∥, où C0 = 2kC2/C1. Ce qui achève la preuve. 
2.3 Exemples
Pour le premier exemple, en appliquant les Propositions 2.1.4 et 2.1.5, nous allons retrouver la
preuve du Lemme 2.1.1 qui est démontré dans [Ma-Ras-Sig-Tho11].
Exemples 37
En effet, soient αi,εj les éléments de πj
({
aε1, ..., a
ε
N
})
, 1 6 i 6 Nj , 1 6 j 6 n, où πj est la
projection orthogonale sur le j-ème axe de coordonnées, pour j ∈ {1, · · · , n}.
Posons ψεj
(
ζ
)
:=
(
ζ − α1,εj
) · · · (ζ − αNj ,εj ), pour ζ ∈ C.
Supposons que f ∈ J . D’après la formule de Taylor, on a
f(z) =
∑
α∈Nn
1
α!
∂α1+···+αnf
∂zα11 · · · ∂zαnn
(0)zα11 · · · zαnn ,
pour tout z au voisinage de l’origine et α = (α1, · · · , αn) ∈ Nn, α! = α1! · · ·αn!. Puisque
∂k1+···+knf
∂zk11 · · · ∂zknn
(0) = 0, 1 6 j 6 n, 0 6 kj 6 Nj − 1,
f est dans l’idéal engendré par les fonctions zN11 , · · · , zNnn . Il existe donc des fonctions holomorphes
hj ∈ O(Ω), pour 1 6 j 6 n, telles que
f(z) =
n∑
j=1
z
Nj
j hj(z).
Posons
fε(z) =
n∑
j=1
ψεjhj(z),
on a donc une famille de fonctions holomorphes fε ∈ Jε telle que f = lim
ε→0
fε. Ceci implique que
J ⊂ lim inf
ε→0
Jε. Puisque
ℓ
(J ) = #Pε = Πnj=1Nj ,
d’après le Corollaire 2.1.6, il résulte que lim
ε→0
Jε = J . 
Par ailleurs, de manière tout à fait analogue, nous pouvons démontrer que lim sup
ε→0
Jε ⊂ J .
En effet, soit lim
ε→0
fεk = f , où fεk ∈ Jεk , εk → 0. On peut supposer que D
n ⊂ Ω. Alors si l’on
a fε ∈ Jε, et |ε| est assez petit tel que
∣∣αi,εj ∣∣ < 1, pour tout 1 6 i 6 Nj , 1 6 j 6 n, donc
(2.3.1) I =
∫
(∂D)n
fε
(
z1, · · · , zn
)
Πnj=1ψεj
(
zj
) dz1...dzn = 0.
En effet, posons, pour 1 6 k 6 n− 1,
F εk
(
zk+1, · · · , zn
)
=
∫
(∂D)k
fε
(
z1, · · · , zn
)
Πkj=1ψεj
(
zj
) dz1...dzk.
Alors on va démontrer par récurrence sur k que F εk
(
α
ik+1,ε
k+1 , · · · , αin,εn
)
= 0, pour 1 6 ip 6 Np, 2 6
p 6 n. Tout d’abord, pour k = 1, on a
F ε1
(
z2, · · · , zn
)
=
∫
∂D
fε
(
z1, · · · , zn
)
ψε1
(
z1
) dz1.
Donc
F ε1
(
αi2,ε2 , · · · , αin,εn
)
=
∫
∂D
fε
(
z1, α
i2,ε
2 , · · · , αin,εn
)
ψε1
(
z1
) dz1.
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Comme fε
(
αi1,ε1 , α
i2,ε
2 , · · · , αin,εn
)
= 0, pour tout 1 6 i1 6 N1, il vient
fε
(
z1, α
i2,ε
2 , · · · , αin,εn
)
ψε1
(
z1
) ∈ O(D).
Du Théorème de Cauchy, il résulte F ε1
(
αi2,ε2 , · · · , αin,εn
)
= 0. Supposons que F εk
(
α
ik+1,ε
k+1 , · · · , αin,εn
)
=
0, pour 1 6 k 6 n− 1. Donc
F εk
(
zk+1, α
ik+2,ε
k+2 , · · · , αin,εn
)
ψεk+1
(
zk+1
) ∈ O(D).
Par suite
F εk+1
(
α
i2+1,ε
k+2 , · · · , αin,εn
)
=
∫
∂D
F εk
(
zk+1, α
ik+2,ε
k+2 , · · · , αin,εn
)
ψεk+1
(
zk+1
) dzk+1 = 0.
On en déduit, par récurrence sur k, que F εn−1
(
αin,εn
)
= 0, pour tout 1 6 in 6 Nn. Donc
F εn−1
(
zn
)
ψεn
(
zn
) ∈
O
(
D
)
. Cela implique que
I =
∫
∂D
F εn−1
(
zn
)
ψεn
(
zn
) dzn = 0.
Ensuite, en utilisant (2.3.1) pour fεk , et en passant à la limite lorsque k tend vers∞, on trouve
∂N1+···+Nn−nf
∂zN1−11 · · · ∂zNn−1n
(0) = N1!...Nn!(
2πi
)n ∫
(∂D)n
f
(
z1, · · · , zn
)
Πnj=1z
Nj
j
dz1...dzn = 0.
Comme fε |P ε= 0, pour tout fε ∈ Jε, donc ce résultat sera encore vrai en remplac¸ant de chaque
Nj par kj , où 0 6 kj 6 Nj . D’où f ∈ J . Autrement dit, lim sup
ε→0
Jε ⊂ J . Puisque
ℓ
(J ) = #Pε = Πnj=1Nj ,
d’après le Corollaire 2.1.6, il résulte que ⊂ lim
ε→0
Jε = J . 
Soit Ω = D2 un bidisque unité dans C2 et soit Sε un ensemble de N points distincts dans Ω
qui tendent vers 0, lorsque ε tend vers 0. Posons Iε := I
(
Sε
)
. On voit facilement que ℓ
(Iε) = N .
Exemple 2.3.1.
Soit un système de trois points distincts Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (0, ε)}. Alors
Jε := ⟨z1(z1 − ε), z2(z2 − ε), z1z2⟩ ⊂ Iε.
Par conséquent, lim
ε→0
Jε = J =
⟨
z21 , z1z2, z
2
2
⟩ ⊂ I∗, et de plus ℓ(I∗) 6 ℓ(J ) = 3. D’après la
Proposition 2.1.5, on trouve donc qu’il existe la limite de famille des idéaux Iε, lim
ε→0
Iε = J .
Si prenons un autre système de trois points distincts dans Ω, Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 =
(ε2, 0)}. Alors
Jε :=
⟨
z1, z2(z2 − ε)(z2 − ε2)
⟩ ⊂ Iε.
Par suite, lim
ε→0
Jε = J =
⟨
z1, z
3
2
⟩ ⊂ I∗, et de plus ℓ(I∗) 6 ℓ(J ) = 3. D’après la Proposition 2.1.5,
on trouve donc qu’il existe la limite de famille des idéaux Iε, lim
ε→0
Iε = J .
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Exemple 2.3.2.
Soit un système de quatre points distincts Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (ε, ε2), aε4 =
(−ε,−ε2)}. Alors
Jε := ⟨fε1 (z), fε2 (z), fε3 (z)⟩ ⊂ Iε,
où
fε1 (z) = z2
(
z2 − ε2(z1 − ε)− ε3
) ∈ Iε,
fε2 (z) = (z1 − ε)
(
z2 − ε2(z1 − ε)− ε3
) ∈ Iε,
fε3 (z) = z1(z1 − ε)(z1 + ε) ∈ Iε.
Par conséquent, lim
ε→0
Jε = J =
⟨
z22 , z1z2, z
3
1
⟩ ⊂ I∗, et de plus ℓ(I∗) 6 ℓ(J ) = 4. D’après la
Proposition 2.1.5, on trouve donc qu’il existe la limite de famille des idéaux Iε, lim
ε→0
Iε = J .
On montre de manière tout à fait analogue que pour un autre système de quatre points distincts
dans Ω, Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (−ε, 0), aε4 = (ε, αε2)} pour α > 0, on a lim
ε→0
Jε = J =⟨
z22 , z1z2, z
3
1
⟩ ⊂ I∗, où
Jε :=
⟨
z2(z2 − αε2), (z1 − ε)z2, z1(z1 − ε)(z1 + ε)
⟩ ⊂ Iε.
Donc il existe la limite de famille des idéaux Iε, lim
ε→0
Iε = J .
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Chapitre 3
Limites de la fonction de Green
pluricomplexe à trois pôles : le cas
dégénéré
Ce chapitre est consacré à l’étude de la limite de la fonction de Green pluricomplexe à trois pôles
distincts qui tendent vers l’origine, dans le cas particulier où la limite de toutes les directions de
droites qui passent par les deux points sont alignées. Nous allons commencer par étudier la limite
de la famille des idéaux de fonctions holomorphes de même base, puis nous donnons quelques
estimations pour la borne supérieure et la borne inférieure de la limite de la fonction de Green
pluricomplexe. Finalement, en utilisant la notion de puissance des idéaux de fonctions holomorphes,
nous introduisons une méthode de Rashkovskii-Thomas et recherchons la limite de la fonction de
Green pluricomplexe dans ce cas-là.
3.1 Introduction
Le problème de convergence de fonctions de Green pluricomplexes GIε à deux ou trois pôles
dans le bidisque D2 ⊂ C2 a été introduit et étudié par Magnússon, Rashkovskii, Sigurdsson, et
Thomas [Ma-Ras-Sig-Tho11].
Soient Ω un domaine hyperconvexe borné dans C2 et aεj ∈ Ω, pour ε ∈ C et 1 6 j 6 3,
trois points distincts tels que lim
ε→0
aεj = 0 pour 1 6 j 6 3. Posons que Sε := {aε1, aε2, aε3}. Soient
Iε := Iε
(
Sε
)
la famille des idéaux de fonctions holomorphes sur Ω à base sur Sε et Gε = GIε les
fonctions de Green pluricomplexes associées aux idéaux Iε avec pôles logarithmiques en Sε. Posons
vεi := [aεj − aεk] ∈ CP1, où {i, j, k} = {1, 2, 3}, j, k ̸= i. Le Théorème suivant nous donne un résultat
sur la limite de Iε et de GIε [Ma-Ras-Sig-Tho11].
Théorème 3.1.1. Supposons qu’il existe un ensemble A ∈ C\{0} avec 0 ∈ A¯ tel que vi =
lim
A∋ε→0
vεi ∈ CP1. Soit v˜i ∈ C2, 1 6 i 6 3, des vecteurs tels que ∥v˜i∥ = 1 et [v˜i] = vi. Alors
(i) S’il existe i, j tels que vi ̸= vj, alors limε→0 Iε =M20, et Gε → g uniformément localement sur
Ω\{0} quand A ∋ ε→ 0, où g ∈ PSH(Ω) est maximale sur Ω\{0}, g(z) 6 32 log ∥z∥+O(1)
quand z → 0, et pour ζ ∈ C on a
g
(
ζv
)
=
 2 log |ζ|+O(1), si v = v˜i, 1 6 i 6 3,3
2 log |ζ|+O(1) si v ∈ C
2\ ∪16i63 Cv˜i.
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(ii) Il existe un ensemble infini U de familles a =
{{aε1, aε2, aε3}, ε ∈ C} tel que pour tout a ∈ U,
v1 = v2 = v3 = [1 : 0], limε→0 Iε = Ia et limε→0 Gε = ga, où les idéaux Ia (respectivement,
les fonctions ga) sont distinctes pour des valeurs distinctes de a.
Dans la deuxième conclusion du Théorème 3.1.1, une famille d’exemples est donnée par :
Sε := {(0, 0); (ε, αε2); (−ε, αε2)} ⊂ C2, α ∈ C
Alors l’idéal Iε
(
Sε
)
de fonctions holomorphes qui sont nulles sur Sε engendré par le système
{z1
(
z21 − ε2
)
, z2 − αz21}. Par suite, la limite des idéaux est un idéal qui dépend de a, limε→0 Iε =
Ia = ⟨z31 , z2 − αz21⟩. Il est clair que dans ce cas-là la condition d’intersection complète uniforme
est satisfaite, du Théorème 1.2.17, il résulte limε→0Gε = max{3 log |z1|, log |z2−αz21 |}. Ces limites
sont distincts pour les valeurs distinctes de a.
Remarquons que dans la première assertion du Théorème 1.2.17 ci-dessus où il existe i ̸= j
tels que lim
A∋ε→0
vεi et lim
A∋ε→0
vεj existent et sont distinctes, on a limε→0 Iε = M20 et ce n’est pas un
idéal d’intersection complète, puisque ℓ
(
M20
)
= 3 < 4 = e
(
M20
)
. De plus, ceci est seulement une
condition suffisante, elle n’est pas nécessaire. Le but principal de ce chapitre sera d’étudier la limite
des idéaux et des fonctions de Green pluricomplexes dans le dernier cas, quand il existe un vecteur
υ ∈ C2, pour lequel ∥υ∥ = 1, tel que
(3.1.1) lim
A∋ε→0
vεi = [υ] ∈ CP1, pour 1 6 i 6 3.
En particulier, nous caractériserons les situations où la limite des idéaux est égale à l’idéal M20,
carré de l’idéal maximal en 0.
Dans tout ce qui va suivre, on utilise les notions suivantes : le produit scalaire des vecteurs z
et w dans C2 est donnée par z · w¯ = z1w¯1 + z2w¯2, pour z = (z1, z2), w = (w1, w2) ∈ C2 et de plus
pour tout z = (z1, z2) ∈ C2, la norme euclidienne est donnée par
∥z∥ := (z · z¯) 12 = (z1z¯1 + z2z¯2) 12 ,
et la norme infinie est donnée par
∥z∥∞ := max{|z1|, |z2|}.
Évidemment, cettes normes sont équivalentes et ∥z∥∞ 6 ∥z∥ 6
√
2∥z∥∞. Soit D2 ⊂ C2 un bidisque
unité de centre l’origine qui est défini par D2 = {z ∈ C2 : ∥z∥∞ < 1}.
Choix d’ordre des points
Les notions suivantes que nous étudierons ne dépendent pas de l’ordre des points dans Sε ni de
(3.1.1). Nous choisissons une numérotation appropriée pour les points dans Sε. D’abord, posons
dεi := ∥aεj − aεk∥, les distances euclidiennes de deux points aεj et aεk parmi les trois points, pour
{i, j, k} = {1, 2, 3}. Pour chaque ε, choisissons un ordre des points dans Sε tel que dε3 > dε1 > dε2.
En utilisant une translation, sans perte de généralité, nous pourrons supposer désormais que
aε1 = (0, 0).
Ensuite, soit θ = θ(ε) l’angle aigu entre les deux droites de directions aε2 et aε3, c’est à dire,
θ = cos−1
( |aε2 · a¯ε3|
∥aε2∥∥aε3∥
)
.
Comme dε3 > dε1 > dε2, θ ̸= π/2. Plus généralement, nous trouvons une condition nécessaire et
suffisante suivante pour que Iε converge vers M20 lorsque ε tend vers 0. C’est le premier résultat
principal de ce chapitre.
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Théorème 3.1.2. limε→0 Iε =M20 si et seulement si limε→0 ∥a
ε
2∥
|θ| = 0, de fac¸on équivalente
(3.1.2) lim
ε→0
∥aε2∥∣∣∣∣det ( aε2∥aε2∥ , aε3∥aε3∥)
∣∣∣∣ = 0,
où le déterminant de la matrice ci-dessus est déterminé dans une base orthonormée de C2.
Remarque 3.1.3. La condition du Théorème 3.1.2 est descriptible sans choisir d’ordre de coor-
données, en utilisant quelques notions de géométrie élémentaire du plan : Soit d un diamètre de
l’ensemble Sε et soit θ1 6 θ2 6 θ3 des trois angles (dans [0, π]) qui sont déterminés par le triangle
a1a2a3 avec les trois sommets aj , 1 6 j 6 3. Alors il faut que d/θ2 tende vers 0.
Choix des coordonnées
Supposons maintenant que toutes les droites de direction [aεj ] ∈ CP1 tendent vers une même
direction υ. Autrement dit, il existe une direction υ ∈ CP1 telle que (3.1.1) soit satisfaite. Sans
perte de généralité, supposons que υ = [1 : 0]. Nous allons paramétrer l’ensemble de points de
telle fac¸on que |ε| = ∥aε2 − aε1∥ = max16i<j63∥a
ε
j − aεi∥. Choisissons des coordonnées telles que aε2 =
(ε, 0), aε3 =
(
ρ1(ε), ρ2(ε)
)
, où limε→0 ρj(ε) = 0, pour j = 1, 2, et limε→0 ρ2(ε)ρ1(ε) = 0.
Par ailleurs, puisque aε3 ∈ B
(
0; |ε|) ∩B(aε2; |ε|) et ∥aε3 − aε1∥ 6 ∥aε3 − aε2∥, on obtient
|ρ1(ε)| 6 |ε|, |ρ2(ε)| 6 |ε|, et |ρ1(ε)| 6 |ε− ρ1(ε)| 6 |ε|.
Finalement, nous pouvons écrire aε3 =
(
ρ(ε), δ(ε)ρ(ε)
)
, avec 0 ̸= |ρ(ε)| 6 |ε|, |ε − ρ(ε)| > 12 |ε|, et
δ(ε)→ 0. Le théorème suivant est le deuxième résultat principal dans ce chapitre.
Théorème 3.1.4. Avec l’hypothèse ci-dessus, on a
(i) Si lim
ε→0
δ(ε)
ρ(ε)− ε = m ̸=∞, alors
lim
ε→0
Iε = I =
⟨
z2 −mz21 , z31
⟩
,
du Théorème 1.2.22 il résulte
lim
ε→0
Gε(z) = GI(z) = max
(
log |z2 −mz21 |, 3 log |z1|
)
,
où la convergence est uniforme sur tout compact de Ω\{0}.
(ii) Si lim
ε→0
δ(ε)
ρ(ε)− ε =∞ (ou c’est équivalente que limε→0
δ(ε)
ε
=∞), alors
lim
ε→0
Iε =M20,
et on déduit du Théorème 1.2.22 que la fonction de Green pluricomplexe Gε ne peut pas
converger vers GM20(z) = 2 log ∥z∥+O(1).
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3.2 Preuve des résultats principaux
Tout d’abord, notons que le développement en série de Taylor et le polynôme de Taylor de
degré m d’une fonction holomorphe f au voisinage de 0 dans C2 sont donnés par
f(z) = f(z1, z2) =
∞∑
j,k=0
ajkz
j
1z
k
2 ; et Pm(f)(z) =
∑
j,k
j+k6m
ajkz
j
1z
k
2 ,
où les coefficients de Taylor aik au voisinage U de 0 sont définis par
aik =
1
j!k!
∂j+kf
∂zj1∂z
k
2
(0) = 1(2πi)2
∫
∂U
f
(
ζ1, ζ2
)
ζj+11 ζ
k+1
2
dζ1dζ2.
En utilisant la formule de Cauchy sur la frontière distinguée du bidisque, on a le lemme suivant :
Lemme 3.2.1. Soit m ∈ N∗ et U un bidisque de centre (0, 0), relativement compact dans D2.
Il existe une constante C = C(m,U) telle que pour toute fonction holomorphe f sur D2 avec
sup
z∈D2
∥f(z)∥ 6 1, il existe des fonctions holomorphes rj,k sur D2 qui satisfont : pour tous les nombres
naturels j, k tels que j + k = m+ 1,
sup
z∈U
|rj,k(z)| 6 C, 0 6 j 6 m+ 1,
et pour tout z = (z1, z2) ∈ U , alors
f(z) = Pm(f)(z) +Rm+1(z),
où
Rm+1(z) =
m+1∑
j=0
rj,m+1−j(z)zj1z
m+1−j
2 .
Démonstration. Soit U(r) un bidisque de centre (0, 0) de rayon R = (r, r) ∈ R2, 0 < r < 1,
relativement compact de D2,
U(r) = {z = (z1, z2) ∈ C2 : |z1| < r, |z2| < r} b D2.
Comme f est une fonction holomorphe sur D2, f est développable en série entière au voisinage de
chaque point de D2. En particulier, au voisinage U(r) de (0, 0) dans D2, pour tout z = (z1, z2) ∈
U(r), on a que f est développable en série de Taylor à l’origine
f(z) =
∑
(j,k)∈N2
aj,kz
j
1z
k
2 ,
où, d’après la formule de Cauchy sur le bord distingué ∂U(r) de U(r), pour tout ζ = (ζ1, ζ2) ∈ ∂U(r)
aj,k :=
1
j!k!
∂j+kf
∂zj1∂z
k
2
(0) = 1(2iπ)2
∫
∂U(r)
f
(
ζ1, ζ2
)
ζj+11 ζ
k+1
2
dζ1dζ2.
Par l’hypothèse, comme sup
z∈U(r)
|f(z)| 6 sup
z∈D2
|f(z)| 6 1, on déduit de l’inégalité de Cauchy que
|aj,k| 6 1
rj+k
sup
z∈U(r)
|f(z)| 6 1
rj+k
.
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Pour tous nombres naturels j, k satisfont j + k = m+ 1 et pour tout z = (z1, z2) ∈ U(r), on peut
écrire
f(z) = Pm(f)(z) +
m+1∑
j=0
rj,m+1−j(z)zj1z
m+1−j
2 .
où
r0,m+1(z) =
∞∑
j=0
∞∑
k=m+1
aj,kz
j
1z
k−(m+1)
2 ,
et
ri,m+1−i(z) =
∞∑
j=i
aj,m+1−iz
j−i
1 , pour 1 6 i 6 m+ 1.
Parce que |aj,krj+k| 6 1, pour tout j, k. Il implique que
|aj,k.rm+1rjrk−(m+1)| 6 1, et |aj,m+1−irm+1rj−i| 6 1,
pour 1 6 i 6 m+1. Du Lemme d’Abel on déduit alors que les séries
∑∞
j=0
∑∞
k=m+1 aj,k.r
m+1zj1z
k−(m+1)
2
et
∑∞
j=i aj,m+1−ir
m+1zj−i1 convergent normalement sur le bidisque U(r). Alors les fonctions sui-
vantes
r0,m+1(z)rm+1 =
∞∑
j=0
∞∑
k=m+1
aj,k.r
m+1zj1z
k−(m+1)
2 ,
et
ri,m+1−i(z)zi1rm+1 =
∞∑
j=i
aj,m+1−irm+1z
j−i
1 , pour 1 6 i 6 m+ 1,
sont des fonctions analytiques dans U(r). Elles sont donc holomorphes sur U(r), pour tout 0 < r <
1. Alors les fonctions r0,m+1(z) et ri,m+1−i(z), pour 1 6 i 6 m+1 sont des fonctions holomorphes
sur D2. De plus, comme U(r) est un relativement compact de D2, il existe des constantes C0 >
0, Ci > 0, pour 1 6 i 6 m+ 1 telles que
sup
z∈U(r)
|r0,m+1(z)| 6 C0,
et que, pour tout 1 6 i 6 m+ 1,
sup
z∈U(r)
|ri,m+1−i(z)| 6 Ci.
Posons C = C
(
m,U(r)
)
:= max
16i6m+1
{
C0, Ci
}
. D’où le résultat. 
3.2.1 Preuve de la condition suffisante du Théorème 3.1.2
Maintenant, supposons que f ∈ lim sup
ε→0
Iε. Cela signifie qu’il existe alors un sous-ensemble
quelconque A ⊂ C tel que 0 ∈ A¯\A et une famille des fonctions holomorphes {fε, ε ∈ A}, avec
fε ∈ Iε, ε ∈ A, telle que fε converge uniformément vers f sur un voisinage U fixé de l’origine.
Supposons que la série de Taylor de fε sur U est donnée par
fε(z) = fε(z1, z2) =
∞∑
j,k=0
aεjkz
j
1z
k
2 .
Remarquons que tous les coefficients de Taylor devront converger.
46 Limites de la fonction de Green pluricomplexe à trois pôles : le cas dégénéré
Comme fε
(
aε1
)
= 0, aε0,0 = 0 pour tout ε. Appliquons le Lemme 3.2.1 dans le cas où m = 1, si
U b U ′ b Ω,
fε(z1, z2) = aε1,0z1 + aε0,1z2 +R2(z1, z2),
avec |R2(z1, z2)| ≤ C∥z∥2, où C est seulement dépendant de U , U ′ et supU ′ | fε|.
En appliquant ceci pour z = aεi , et puis en divisant par ∥aεi∥ et en écrivant∇fε(0) :=
(
aε1,0, a
ε
0,1
)
,
on trouve
aεi
∥aεi∥
· ∇fε(0) = O(∥aεi∥), i = 2, 3.
Soit M une matrice de degré 2 × 2 dont les lignes sont données par les coordonnées de aε2∥aε2∥
et a
ε
3
∥aε3∥ dans une base orthonormée de C
2. Alors ∥M∥ = O(1). Par ailleurs, on a ∥M−1∥ =
O
(∣∣det ( aε2∥aε2∥ , aε3∥aε3∥)∣∣−1). Par la choix d’ordre des points, ∥aε3∥ 6 ∥aε2∥, on en déduit
∇fε(0) = O(∥M−1∥∥aε2∥).
Parce que lim
A∋ε→0
∣∣det ( aε2∥aε2∥ , aε3∥aε3∥)∣∣ = limA∋ε→0 | sin θε| = | sin θ| ∈ (0, 1], il résulte que si
lim
A∋ε→0
∥aε2∥∣∣det ( aε2∥aε2∥ , aε3∥aε3∥)∣∣ = 0,
alors on a limA∋ε→0∇fε(0) = 0, donc f ∈ M20. En conclusion, nous avons démontré que la
condition (3.1.2) implique que lim sup
A∋ε→0
Iε ⊂ M20. En appliquant le Corollaire 2.1.6, on obtient
lim sup
A∋ε→0
Iε =M20, puisque ℓ
(
M20
)
= 3. Ce qui achève la preuve. 
Ensuite, nous allons démontrer l’inclusionM20 ⊂ lim inf
A∋ε→0
Iε pour mettre en évidence le temps que
fait gagner la vérification de convergence d’une famille des idéaux de fonctions holomorphes grâce
ceux Proposition 2.1.4 et 2.1.5 du Chapitre 2. Pour mener les calculs, choisissons les coordonnées
appropriées.
Pour chaque couple (i, j) d’indices distincts, on pose aεi −aεj =: uεk ∈ C2, où {i, j, k} = {1, 2, 3}.
Pour |ε| assez petit, comme θ ̸= 0, {uε3, uε2} est indépendant. En utilisant la procédé d’orthonorma-
lisation de Gram-Schmidt, on obtient Bε := {eε1, eε2} une base orthonormée dans C2, où eεj = υ
ε
j
||υε
j
|| ,
pour j = 1, 2, υε1 := uε3 et υε2 := uε2 − u
ε
2·u¯ε3
||uε3||2u
ε
3. Soit z = (z1, z2) ∈ D2 par rapport à la base
canonique B0 := {e1, e2} de C2, alors les nouvelles coordonnées (zε1, zε2) de z par rapport à base
Bε sont données par
(3.2.1) zε1 = z · e¯ε1, zε2 = z · e¯ε2.
Posons maintenant
B :=
{(
u1, u2
) ∈ C2 × C2 : {u1, u2} est une base orthonormée dans C2}.
Chaque élément
(
u1, u2
)
de B peut s’identifier à une matrice complexe unitaire A qui préserve le
produit scalaire, donc B s’identifie à U(2), où U(2) est la groupe unitaire compact des matrices
complexes A dans GL(2,C) telle que A−1 = At, donc B est un compact. Par la compacité de
B, comme
(
eε1, e
ε
2
)
est une suite dans B, il existe une suite extraite {εj} de la suite {ε} telle
que lim
j→ +∞
e
εj
i = e˜i, pour i = 1, 2 et
(
e˜1, e˜2
) ∈ B. Donc, les coordonnées zεj1 et zεj2 convergent.
Supposons que lim
j→ +∞
z
εj
1 = z˜1 et lim
j→ +∞
z
εj
2 = z˜2. Donc la condition (3.1.2) implique que l’angle
entre deux vecteurs uε2 et uε3 tend vers 0. Cependant, il n’est pas nécessaire que la baseBε converge.
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Ensuite, les coordonnées des points dans la nouvelle baseBε sont dénotées comme nous l’avions
dit précédemment (dans Théorème 3.1.4). Plus précisément, supposons que aε1 = (0, 0), aε2 =
(ε, 0), aε1 =
(
ρ(ε), δ(ε)ρ(ε)
)
par rapport à la base Bε. Puisque 0 < θ < π/2, il est aisé de voir
que |ρ(ε)| = ∥uε2∥ cos θ et que |δ(ε)ρ(ε)| = ∥uε2∥ sin θ. Par suite, |δ(ε)| = tan θ. Par hypothèse, cela
implique que lim ∥a
ε
2∥
|θ| = lim
ε
tan θ = lim
ρ(ε)−ε
δ(ε) = 0.
D’autre part, considérons les polynômes suivants qui sont dans Iε,
Qε1(z) = (zε1)2 − εzε1 −
ρ(ε)− ε
δ(ε) z
ε
2;
Qε2(z) = zε2
(
zε1 − ρ(ε)
)
;
Qε3(z) = zε2
(
zε2 − δ(ε)ρ(ε)
)
.
Posons αij := eεj · e¯i, pour 1 6 i, j 6 2. On en déduit que
z1 = α11zε1 + α12zε2,
z2 = α21zε1 + α22zε2.
Alors si on pose que
fε1 (z) = α211Qε1(z) + 2α11α12Qε2(z) + α212Qε3(z) = z21 + β1(ε);
fε2 (z) =
(
α11α22 + α12α21
)
Qε2(z) + α11α21Qε1(z) + α12α22Qε2(z)
= z1z2 + β2(ε);
fε3 (z) = α221Qε1(z) + 2α21α22Qε2(z) + α222Qε3(z) = z22 + β3(ε).
où lim
ε→ 0
βk(ε) = 0, pour k = 1, 2, 3, puisque |αij | 6 ||eεj ||.||e¯i|| = 1, pour tout 1 6 i, j 6 2. Il en
résulte que
z21 = lim
ε→0
fε1 (z) ∈ lim inf
ε−→ 0
Iε;
z1z2 = lim
ε→0
fε2 (z) ∈ lim inf
ε−→ 0
Iε;
z22 = lim
ε→0
fε3 (z) ∈ lim inf
ε−→ 0
Iε.
Cela implique queM20 ⊂ lim inf
ε→ 0
Iε, et que la condition (3.1.2) est suffisante pour que la convergence
de famille des idéaux Iε est égale à M20. 
Pour la démonstration de la condition nécessaire du Théorème 3.1.2, on a besoin de démontrer
ensuite le Théorème 3.1.4.
3.2.2 Preuve du Théorème 3.1.4
Démonstration. Tout d’abord, dans le cas (ii), il est aisé de voir que la condition lim
ε→0
δ(ε)
ρ(ε)− ε =
∞ (ou lim
ε→0
δ(ε)
ε
= ∞) est équivalente à la condition (3.1.2) du Théorème 3.1.2. Par la démons-
tration ci-dessus, on déduit que lim
ε→ 0
Iε =M20. Nous allons démontrer maintenant l’énoncé (i) du
Théorème.
En effet, nous allons modifier un peu la base Bε dans la preuve ci-dessus. L’hypothèse du
Théorème 3.1.4 implique que la limite limε→0[eε1] existe. Donc nous multiplions les vecteurs eε1, eε2
par les nombres complexes appropriés du module 1. Nous obtenons alors une base B˜ε =
(
e˜ε1, e˜
ε
2
)
telle que les limites suivantes existent limε→0 e˜ε1 =: e1 et limε→0 e˜ε2 =: e2. Notons
(
zε1, z
ε
2
)
(respec-
tivement (z1, z2)) des coordonnées d’un point dans la base
(
e˜ε1, e˜
ε
2
)
(respectivement (e1, e2)).
Enfin, soit f une fonction holomorphe quelconque sur Ω qui est exprimée dans les (z1, z2)-
coordonnées, et on note f˜ son expression dans les
(
zε1, z
ε
2
)
-coordonnées (c’est-à-dire, si z et z˜ sont
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des coordonnées du même point, alors f
(
z
)
= f˜
(
z˜
)
). Pour chaque fε ∈ Iε, nous pouvons écrire,
dans les
(
zε1, z
ε
2
)
-coordonnées,
f˜ε
(
zε1, z
ε
2
)
=
∑
j,k
a˜εij
(
zε1
)j(
zε2
)k
.
Remarquons que la fonction et les coordonnées dépendent de ε. Parce que l’expression de f dans
les
(
zε1, z
ε
2
)
-coordonnées est obtenue par un changement linéaire de variables, les divers coefficients
de Taylor a˜εij dans la somme ci-dessus sont obtenus par une formule linéaire. De plus, comme la
matrice de changement de variables tend vers la matrice identité quand ε tend vers 0, limε→0 aεij =
limε→0 a˜εij si cette dernière limite existe.
Maintenant, soit f ∈ lim inf
ε→ 0
Iε, c’est-à-dire, il existe une suite de fonctions holomorphes {fε}ε,
où fε ∈ Iε, telle que f = limε→0 fε avec convergence uniforme sur un voisinage fixe de l’origine.
Appliquons le Lemme 3.2.1 pour m = 2,
f˜ε(z1, z2) = a˜ε0,0 + a˜ε1,0z1 + a˜ε0,1z2 + a˜ε2,0z21 + a˜ε0,2z22 + a˜ε1,1z1z2 +R3(z1, z2)
où
R3(z1, z2) = r˜ε3,0z31 + r˜ε2,1z21z2 + r˜ε1,2z1z22 + r˜ε0,3z32 ,
et ∣∣R3(z1, z2)∣∣ 6 C∥z∥3,
où la constante C ne dépend que de ∥f∥∞. Il est évident que a˜ε0,0 = 0, puisque f˜ε(aε1) = f˜ε(0, 0) = 0.
Il résulte de f˜ε(aε2) = f˜ε(ε, 0) = 0 que a˜ε1,0ε+ a˜ε2,0ε2 +R3(ε, 0) = 0. Il vient
(3.2.2) a˜ε1,0 = −a˜ε2,0ε−
R3(ε, 0)
ε
,
pour tout ε. Alors ∂f˜
∂z1
(0, 0) = a˜1,0 = limε→0 a˜ε1,0 = 0.
De plus, en posant ρ = ρ(ε), δ = δ(ε), de f˜ε(aε3) = f˜ε
(
ρ, δρ
)
= 0, et de (3.2.2) on déduit que
(3.2.3)
[
− a˜ε2,0ε−
R3(ε, 0)
ε
]
ρ+ a˜ε0,1δρ+ a˜ε2,0ρ2 + a˜ε0,2δ2ρ2
+ a˜ε1,1δρ2 +R3(ρ, δρ) = 0,
et en divisant par ρ(ρ− ε),
a˜ε2,0 + a˜ε0,1
δ
ρ− ε + a˜
ε
0,2δ
2 ρ
ρ− ε + a˜
ε
1,1
δ
ρ− ερ+
R3(ρ, δρ)
ρ(ρ− ε) −
R3(ρ, δρ)
ε
(
ρ− ε) = 0.
Remarquons que, par notre choix des coordonnées, 1 6
∣∣∣∣ ερ− ε
∣∣∣∣ 6 2 et ∣∣∣∣ ρρ− ε
∣∣∣∣ 6 1.
Par l’hypothèse, parce qu’il existe la limite de δ(ε)
ρ(ε)− ε et qu’elle vaut m ̸= ∞, on déduit
R3
(
ρ, δρ
)
= O(ρ3) et lim
ε→0
R3
(
ρ, δρ
)
ρ(ρ− ε) = 0. En passant à la limite dans la formule ci-dessus, on a
alors que a2,0 +ma0,1 = 0. Il vient
lim sup
ε→0
Iε ⊂ I :=
{
f ∈ O(D2) : f(0, 0) = ∂f
∂z1
(0, 0) = 0 et
1
2
∂2f
∂z21
(0, 0) +m ∂f
∂z2
(0, 0) = 0
}
=
⟨
z2 −mz21 , z22 , z1z2, z31
⟩
.
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Comme z1z2 = z1(z2 −mz21) +m.z31 et z22 = (z2 +mz21)(z2 −mz21) + (m2z1)z31 , z1z2, on obtient
z22 ∈
⟨
z2 −mz21 , z31
⟩
. Donc I = ⟨z2 −mz21 , z31⟩.
Par contre, puisque
z2 −m.z21 = lim
ε→0
(
z2 − δ
ρ− εz1(z1 − ε)
)
∈ lim inf
ε→0
Iε,
et
z31 = lim
ε→0
z1(z1 − ε)
(
z1 − ρ(ε)
) ∈ lim inf
ε→0
Iε,
on a I ⊂ lim inf
ε→0
Iε. Il existe alors la limite de l’idéal Iε, lim
ε→0
Iε = I =
⟨
z2 −mz21 , z31
⟩
.
Puisque I admet une représentation par deux générateurs, I est un idéal d’intersection com-
plète. Grâce au Théorème 1.2.22, on en déduit que
lim
ε→0
Gε(z) = GI(z) = max
(
log |z2 −mz21 |, 3 log |z1|
)
,
où la convergence est uniforme locale sur tout compact de Ω\{0}. 
3.2.3 Preuve de la condition nécessaire du Théorème 3.1.2
Démonstration. Pour démontrer la condition nécessaire du Théorème 3.1.2, nous allons montrer
que si ∥a
ε
2∥
|θ| ne tend pas vers 0, alorsM20 n’est pas la limite de la famille des idéaux Iε, quand ε tend
vers 0. En effet, puisque ∥a
ε
2∥
|θ| ne tend pas vers 0, nous pouvons trouver une suite εj → 0 telle que
∥aεj2 ∥
|θ| > c > 0 et donc sur la suite εj , θ tend vers 0, d’où toutes les distances [aεi −aεj ] entre les deux
points aεi et aεj dans CP1 tendent vers 0. De plus, on a aussi θ ∼ tan θ ∼ sin θ. En passant une autre
sous-suite de la suite εj (on désigne encore cette sous-suite εj), nous pouvons supposer que a
ε
2
∥aε2∥
converge. Utilisons les coordonnées et les notations du Théorème 3.1.4, on en déduit que δ(εj)ρ(εj)−εj
est une suite bornée dans C, puisque δ(εj)εj =
tan θ
∥aεj2 ∥
∼ δ∥aεj2 ∥ 6
1
c et 1 6
∣∣ εj
ρ(εj)−εj
∣∣ 6 2. Donc, en
passant à une autre sous-suite, nous pouvons supposer que limj δ(εj)ρ(εj)−εj = m ∈ C. Par conséquent,
notre situation retombe sur la même situation du Théorème 3.1.4, l’assertion (1). Il en résulte que
la limite des idéaux Iε sur cette sous-suite contient la fonction z2 −mz21 . Mais cette fonction n’est
pas dans M20, puisque
∂
∂z2
(
z2 − ℓz21
) |(0,0)= 1 ̸= 0. Cela implique que lim supε Iε * M20. D’où le
résultat.
En fait, remarquons dans ce cas où [aε2] ne converge pas, nous pouvons trouver deux valeurs
différentes de limε [aε2] pour deux sous-suites différentes de ε, et deux fonctions commenc¸ant par
des termes de degré 1 distincts dans lim supε Iε (avec le système de coordonnées approprié). Par
conséquent, il vient lim supε Iε =M0. Comme ℓ
(
M0
) ̸= ℓ(Iε), la famille des idéaux (Iε) ne peut
converger vers aucune limite. Cela contraste avec l’autre cas, où aucune convergence des bases Bε
n’était demandée, car M20 est invariant par rotation. 
3.3 Borne supérieure et borne inférieure de la limite de la
fonction de Green pluricomplexe
Dans cette section, nous étudierons la limite de la fonction de Green pluricomplexe dans le cas
(2) du Théorème 3.1.4, au moins dans le cas où Ω = D2. Malheureusement, nous n’avons obtenus
que quelques estimations partielles. Mais ceci nous donne une vue en général sur la limite de la
fonction de Green.
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Tout d’abord, la définition de la fonction de Green implique que pour tout f ∈ O(D2) avec
∥f∥∞ 6 1, telle que f
(
aεj
)
= 0, pour 1 6 j 6 3, alors Gε(z) > log |f(z)|. En particulier, pour tout
z = (z1, z2) ∈ D2, soit Pε(z) un polynôme de degré d,
Pε(z1, z2) =
∞∑
j,k=0
06j+k6d
aεj,kz
j
1z
k
2 .
Supposons que Pε(aεj) = 0, pour j = 1, 2, 3 et s’annule à l’ordre m au chaque point aεj , j = 1, 2, 3,
c’est-à-dire,
∇αPε(aεj) = 0,
pour tout j = 1, 2, 3, où 0 6 α 6 m− 1. On a toujours donc que
Gε(z1, z2) >
1
m
log
∣∣Pε(z1, z2)∣∣
||Pε||∞ .
Pour la première estimation, on a un résultat suivant sur la borne inférieure de la limite de la
fonction de Green.
Proposition 3.3.1. (1) Pour tout z = (z1, z2) ∈ D2\{(0, 0)}, on a alors que
lim inf
ε→0
Gε(z1, z2) > max
(
2 log |z1|, 32 log |z2|
)
.
(2) Pour tout z = (z1, z2) ∈ D2\{(0, 0)} tel que |z2| 6 |z1|2, on a
lim
ε→0
Gε(z1, z2) = 2 log |z1|.
Démonstration. (1) Pour tout z = (z1, z2) ∈ D2\{(0, 0)}, on va montrer que
lim inf
ε−→0
Gε(z1, z2) > 2 log |z1|.
En effet, considérons une fonction analytique qui s’annule sur les trois pôles aε1 = (0, 0), aε2 =
(ε, 0), aε3 = (ρ, δρ). D’après la formule de Taylor, on va négliger tous les termes qui doivent tendre
vers 0 plus vite que les termes principaux. Donc on peut considérer un polynôme de la forme
suivante Q(z1, z2) = aε0,0 + aε1,0z1 + aε0,1z2 + aε2,0z21 , avec les coefficients calculés pour que P (z1, z2)
s’annule sur les trois pôles aε1, aε2, aε3 ci-dessus. Une solution simple est le polynôme suivant
Q(z1, z2) = −εz1 + z21 +
ε− ρ
δ
z2.
On définit
Q1(z1, z2) :=
(
sup
|w1|<1
|w2|<1
∣∣Q(w1, w2)∣∣)−1Q(z1, z2).
Alors log
∣∣Q1(z1, z2)∣∣ ∈ PSH_(D2) et s’annule sur les trois pôles aε1, aε2, aε3. Donc le polynôme
Q1(z1, z2) satisfait la condition ci-dessus. Il vient Gε(z1, z2) > log
∣∣Q1(z1, z2)∣∣. En faisant tendre ε
vers 0, on trouve
(3.3.1) lim inf
ε→0
Gε(z1, z2) > log |z1|2 = 2 log |z1|,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
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Pour obtenir une autre partie de l’estimation, considérons les trois lignes droites différentes
telles que chaque ligne droite passe par les deux points aεi et aεj , (i ̸= j, i, j ∈ {1, 2, 3}), avec les
équations suivantes
lε1(z) = z2; lε2(z) = z2 − δ(ε)z1; lε3(z) = z2 − δ(ε)
ρ(ε)
ρ(ε)− ε (z1 − ε).
Parce que chaque pôle appartient à deux lignes droites différentes, donc le polynôme P (z1, z2) :=
lε1(z).lε2(z).lε3(z) ∈ I2ε . De plus, puisque
∥P∥∞ = sup
{∣∣P (z)∣∣ : z ∈ D2} 6 1(1 + |δ|)(1 + |δ|.(1 + |ε|)) 6 (1 + |δ|)2(1 + |ε|) = 1+ O(|ε|) < C,
pour tout ε assez petit et C ne dépend pas de ε, on obtient limε→0 ∥P∥∞ = 1. Il est ensuite facile
de voir que log
∣∣P (z)∣∣
∥P∥∞ ∈ PSH_
(
D2
)
et que ∂P
∂zi
(aεj) = 0, pour tout i = 1, 2 et j = 1, 2, 3. À l’aide
de la définition de la fonction de Green, il résulte que
Gε(z1, z2) >
1
2 log
|P (z1, z2)|
∥P∥∞ .
En faisant tendre ε vers 0, on obtient
(3.3.2) lim inf
ε→0
Gε(z1, z2) >
3
2 log |z2|,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}. Finalement, de (3.3.1) et (3.3.2) on déduit que
lim inf
ε→0
Gε(z1, z2) > max
(
2 log |z1|, 32 log |z2|
)
,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
(2) Pour obtenir l’assertion (2) de la Proposition, il est évident d’abord que si S ⊂ S′, donc
GS > GS′ . Par ailleurs, par la propriété multiplicative de la fonction de Green suivante
Lemme 3.3.2. [Edig99] Si Si ⊂ Ωi ⊂ Cni , i = 1, 2, alors
GΩ1×Ω2S1×S2
(
z1, z2
)
= max
(
GΩ1S1 (z1), G
Ω2
S2
(z2)
)
.
On en déduit, en vertu du Lemme 1.1.7, que
Gε(z) 6 G{aε1,aε2}(z) = max
(
log
∣∣∣∣z1 ε− z11− ε¯z1
∣∣∣∣, log |z2|),
et que la dernière fonction tend vers 2 log |z1| quand |z2| 6 |z1|2. Par suite, lim sup
ε→0
Gε(z1, z2) 6
2 log |z1|. Par conséquent, de (3.3.1) il résulte
lim sup
ε→0
Gε(z1, z2) 6 2 log |z1| 6 lim inf
ε→0
Gε(z1, z2).
Puisque lim inf
ε→0
Gε(z) 6 lim sup
ε→0
Gε(z), on obtient lim inf
ε→0
Gε(z) = lim sup
ε→0
Gε(z) = 2 log |z1|. On en
déduit qu’il existe la limite lim
ε−→0
Gε(z1, z2) = 2 log |z1|, pour tout z = (z1, z2) ∈ D2\{(0, 0)} telle
que |z2| 6 |z1|2. 
En général, il est plus difficile à estimer la borne supérieure que la borne inférieure de la limite
de la fonction de Green. Nous ne pouvons, en général, qu’obtenir une borne supérieure avec une
hypothèse assez spéciale sur la configuration qui veut dire, grosso modo, que l’angle avec sommet
à l’origine qui est formé par les trois points devrait tendre très lentement vers 0. Celui-ci est le
résultat suivant sur la borne supérieure de la limite de la fonction de Green.
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Proposition 3.3.3. Si log |δ|log |ε| −→ 0 quand ε→ 0, alors pour tout z = (z1, z2) ∈ D
2\{(0, 0)},
lim sup
ε−→0
Gε(z) 6
3
2 logmax
(|z1|, |z2|).
Pour démontrer la Proposition 3.3.3, nous avons d’abord besoin du résultat suivant qui résulte
du théorème des "trois cercles" d’Hadamard pour les fonctions sousharmoniques.
Lemme 3.3.4. Soit ν ∈ SH(D) et ν 6 0 sur D. S’il existe µ > 0 tel que ν 6 −µ sur D(0, r0), où
1≫ r0 > 0, on a alors
ν(z) 6 −µ. log |z|log r0 , pour tout r0 6 |z| 6 1.
Démonstration. On peut appliquer du théorème des "trois cercles" d’Hadamard pour la fonction
f(z) := eν(z) ∈ SH(D), pour tout z ∈ D. En effet, posons
M(r) := sup{||f(z)|| : ||z|| = r}.
Comme ν 6 0 sur D et ν 6 −µ sur D(0, r0), on a M(r0) = e−µ et M(1) = e0 = 1. D’après le
théorème des "trois cercles" d’Hadamard, pour tout r0 6 |z| 6 1, on a
ν(z) = log f(z) 6 log 1− log ||z||log 1− log r0 . logM(r0) +
log ||z|| − log r0
log 1− log r0 . logM(1)
= −µ. log |z|log r0 ,
d’où le résultat. 
Démonstration de la Proposition 3.3.3. Nous allons estimer une fonction par sa restriction
sur une famille des disques analytiques bien choisis. Par la Proposition 3.3.1 (2), sans perte de
généralité, supposons que z2 ̸= 0.
Posons que Z1 := z1−ε∥z∥∞ rε, Z2 :=
z2
∥z∥∞ rε, où rε := 1−
|ε||z1|
|z1|−|ε| 6 1. Si z1 ̸= 0, donc rε est défini
pour |ε| < |z1| et dans ce cas-là, on a 0 < rε → 1 quand ε → 0. Remarquons que pour tout ε,
|Z1| 6 1 et |Z2| 6 1. Ensuite, pour tout ζ ∈ D, définissons
Ψ(ζ) :=
(
ε+ Z1ζ, Z2ζ
)
=
(
ε+ z1 − ε∥z∥∞ rεζ,
z2
∥z∥∞ rεζ
)
.
Donc Ψ est un disque analytique de D dans D2 et qui passe par les deux points aε1 = (ε, 0) et
z = (z1, z2) ̸= (0, 0). En effet, pour tout ζ ∈ D, on a donc
∣∣∣∣ z2∥z∥∞ rεζ
∣∣∣∣ < rε 6 1 et ∣∣∣∣ε+z1 − ε∥z∥∞ rεζ
∣∣∣∣ < 1.
Parce que, quand z1 ̸= 0, à l’aide de |z2| 6 |z1|2 6 |z1|, ∥z∥∞ = |z1| et puis∣∣∣∣rεζ + ε∥z∥∞z1 − ε
∣∣∣∣ < |ζ|(1− |ε||z1||z1| − |ε|
)
+ |ε||z1||z1| − |ε| < 1.
Par conséquent, Ψ(ζ) ∈ D2. De plus, nous pouvons choisir ε assez petit, |ε| < ε0, tel que z ∈
D
(
0; rε
)\{0}. Alors ∣∣∣∣∥z∥∞rε
∣∣∣∣ < 1 et Ψ(∥z∥∞rε ) = (z1, z2), Ψ(0) = aε1 = (ε, 0).
Soit u ∈ PSH_(D2) une fonction dans la famille qui définit la fonction de Green Gε qui satisfait
u(z) 6 log ||z − aεj || + O(1), quand z −→ aεj , j = 1, 2, 3. Posons u2 := u ◦ Ψ. Puisque, pour tout
ζ = (ζ1, ζ2) ∈ D,
u
(
ε+ ζ1, ζ2
)
6 log ∥(ζ1 + ε− ε, ζ2 − 0)∥+O(1) = logmax (|ζ1|, |ζ2|)+O(1),
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il résulte que
u2(ζ) = u ◦Ψ(ζ) = u
(
ε+ Z1ζ, Z2ζ
)
6 logmax
(|Z1ζ|, |Z2ζ|)+O(1) 6 log |ζ|+O(1).
Posons maintenant u3(ζ) := u2(ζ)− log |ζ|, pour tout ζ ∈ D\{0}. Comme u2(ζ) ∈ SH_
(
D\{0})
et log |ζ| ∈ H(D\{0}), on a que u3 ∈ SH_(D\{0}). De plus, pour tout ζ au voisinage de 0, on
a u3(ζ) = u2(ζ) − log |ζ| 6 log |ζ| + O(1) − log |ζ| = O(1). Donc u3 est bornée au voisinage de
0. D’après le théorème de la singularité amovible pour les fonctions sous-harmoniques (Théorème
3.6.1, [Rans95]), la fonction u3 peut s’étendre en une fonction dans SH_
(
D
)
.
Pour continuer à prouver la Proposition 3.3.3, nous avons besoin du résultat suivant qui résulte
de l’estimation sur une famille de disques analytiques bien choisis (en utilisant les deux autres
pôles et une autre famille des disques analytiques). Retardons la démonstration de ce résultat à la
fin de cette section.
Lemme 3.3.5. Pour tout u ∈ PSH_
(
D2
)
une fonction dans la famille qui définit Gε, il existe
alors z0 ∈ D et des constantes C1, C4 > 0 tels que pour tout ζ ∈ D0 := D
(
z0, C1|ε|2
)
,
u3(ζ) 6 log
∣∣∣∣εδ
∣∣∣∣+ C4.
Remarquons que la démonstration du Lemme ci-dessus n’utilise pas l’hypothèse lim
ε→0
log |δ|
log |ε| = 0.
Ensuite, pour tout ξ ∈ D, posons u4(ξ) := u3 ◦ Φz0(ξ), où
Φz0(ξ) :=
z0 − ξ
1− z0ξ ,
est l’involution de Mo¨bius standard sur le disque unité. Donc u4 ∈ SH_(D). On pose D1 :=
D
(
0, C5|ε|2
) ⊂ Φ−1z0 (D0). Il vient, pour tout η ∈ D1, soit ξ := Φz0(η) ∈ D0. Du Lemme 3.3.5, on
déduit que
u4(η) = u3 ◦ Φz0(η) = u3 ◦ Φz0 ◦ Φ−1z0 (ξ) = u3(ξ) 6 log
∣∣∣∣εδ
∣∣∣∣+ C4.
Par le Théorème 3.3.4 des "trois cercles" d’Hadamard pour les fonctions sousharmoniques, on
a, pour tout ξ ∈ D\D1,
(3.3.3)
u4(ξ) 6
(
log
∣∣∣∣εδ
∣∣∣∣+ C3) log |ξ|log (C4|ε|2)
= log |ξ|
(
log |ε| − log |δ|+ C3
2 log |ε|+ logC4
)
= log |ξ|
(1− log |δ|log |ε| + C3log |ε|
2 + logC4log |ε|
)
Alors pour tout ξ ∈ D\D0, Φ−1z0 (ξ) = Φz0(ξ) ⊂ D\D1. D’après (3.3.3), on a
u3(ξ) = u4
(
Φz0(ξ)
)
6 log |Φz0(ξ)|.
(1− log |δ|log |ε| + C3log |ε|
2 + logC4log |ε|
)
.
Donc
u2(ξ) = u3(ξ) + log |ξ| 6 log |ξ|+ log |Φz0(ξ)|.
(1− log |δ|log |ε| + C3log |ε|
2 + logC4log |ε|
)
.
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Par ailleurs, pour ε assez petit, supposons que
∣∣∣∣∥z∥∞rε − z0
∣∣∣∣ > r0 = C|ε|2. Prenons ξ = ∥z∥∞rε ∈
D\D0, on a donc
u(z1, z2) = u
(
Ψ
(∥z∥∞
rε
))
= u2
(∥z∥∞
rε
)
6 log
(∥z∥∞
rε
)
+ log
∣∣∣∣Φz0(∥z∥∞rε
)∣∣∣∣.(1−
log |δ|
log |ε| +
C3
log |ε|
2 + logC4log |ε|
)
.
En faisant tendre ε vers 0, puisque lim
ε→0
rε = 1, nous avons
lim
ε→0
log
∣∣∣∣Φξ(0)(∥z∥∞rε
)∣∣∣∣ = log ∥z∥∞,
pour tout z = (z1, z2) ∈ D2\{z2 = 0}.
Maintenant, par l’hypothèse lim
ε→0
log |δ|
log |ε| = 0, on obtient donc
lim sup
ε−→0
u(z) 6 log ∥z∥∞ + 12 log ∥z∥∞ =
3
2 log ∥z∥∞,
pour tout z = (z1, z2) ∈ D2\{z2 = 0}, d’où le résultat. 
Démonstration du Lemme 3.3.5.
Tout d’abord, nous définirons une famille de disques analytiques qui passent par les deux pôles
aε0 = (0, 0) et aε2 =
(
ρ, δρ
)
. Pour tout ζ ∈ D, posons
φλ(ζ) :=
(
ζ, δζ + λζ(ζ − ρ)),
où λ ∈ C tel que
(3.3.4) |λ| 6 1− |δ|1 + |ρ| < 1.
Nous avons donc φλ(ζ) ∈ D2, pour tout ζ ∈ D, puisque∣∣δζ + λζ(ζ − ρ)∣∣ 6 |δ|+ |λ|(1 + |ρ|) 6 |δ|+ 1− |δ|1 + |ρ| .(1 + |ρ|) = 1.
C’est à dire φλ(D) ∈ D2 et alors φλ est un disque analytique qui passe par les deux pôles aε0 = (0, 0)
et aε2 = (ρ, δρ).
Ensuite, posons u1 := u ◦ φλ. Pour tout ζ ∈ D, u1(ζ) = u ◦ φλ(ζ) = u
(
ζ, δζ + λζ(ζ − ρ)). On
sait que, de la définition de la fonction de Green,
u1(ζ) 6 logmax
(|ζ|, |ζ|(∣∣δ + λ(ζ − ρ)∣∣)+O(1) = log |ζ|+O(1),
puisque
∣∣δ + λ(ζ − ρ)∣∣ 6 |δ|+ |λ|(1 + |ρ|) 6 1. De plus,
u1(ζ) = u
(
ρ+ ζ − ρ, δρ+ δ(ζ − ρ) + λζ(ζ − ρ))
6 logmax
(∣∣ζ − ρ∣∣, ∣∣ζ − ρ∣∣∣∣δ + λζ∣∣)+O(1) 6 log ∣∣ζ − ρ∣∣+O(1).
On en déduit, pour tout ζ ∈ D, que
(3.3.5) u1(ζ) 6 GD{0,ρ}(ζ) = log
∣∣ζ ρ− ζ1− ρ¯ζ ∣∣.
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Cela fournit certaines bornes supérieures des valeurs de u sur la réunion de l’image des disques
φλ. Nous voudrions comprendre comment cela affectera u2, la restriction de u sur le disque droit
Ψ
(
D
)
qui passe par les deux points aε1 = (ε, 0) et z.
En effet, pour tout λ qui satisfait (3.3.4), on va chercher ζ = ζ(λ) ∈ D telle que φλ(ζ) = Ψ(ξ) ∈
Ψ
(
D
)
. Il vient (ε+ Z1ξ, Z2ξ) =
(
ζ, δζ + λζ(ζ − ρ)). Donc ζ = ε+ Z1ξ et nous la remplac¸ons dans
l’équation de deuxième coordonnée,
(3.3.6) Z2ξ = δ(ε+ Z1ξ) + λ(ε+ Z1ξ)(ε− ρ+ Z1ξ).
Pour z2 ̸= 0, Z2 − δZ1 ̸= 0 pour |ε| < ε0. Si λ = 0 (satisfait (3.3.4)), on a donc une solution de
(3.3.6) qui est
ξ(0) := δε
Z2 − δZ1 .
Si λ ̸= 0, considérons la solution de l’équation (3.3.6) à la forme suivante : ξ = ξ(λ) = ξ(0)+β(λ) =
δε
Z2 − δZ1 + β(λ). Posons β := β(λ). D’après (3.3.6), on a alors
(3.3.7) (Z2 − δZ1)β = λ
(
ε+ Z1δε
Z2 − δZ1 + Z1β
)(
ε− ρ+ Z1δε
Z2 − δZ1 + Z1β
)
.
Cette équation peut s’écrire sous la forme
(3.3.8) aβ2 + (θ1 − b0)β + c = 0,
où a := λZ21 , b0 := Z2 − δZ1, θ1 = O(ε) et c := O(ε2). On a alors les solutions de l’équation (3.3.8)
de la forme suivante
−b±√b2 − 4ac
2a =
(
b0 − θ1
)±√b20 − 2b0θ1 + θ21 − 4ac
2a
= b02a
[
1− θ1
b0
±
√
1− 2θ1
b0
+ θ
2
1
b20
− 4ac
b20
]
.
Considérons maintenant une solution qui satisfait
β(λ) = b02a
[
O
(
θ21
2b20
− 2ac
b20
)]
= O(ε2).
Par ailleurs, d’après (3.3.7),
λ =
β
(
Z2 − δZ1
)(
ε+ Z1δε
Z2 − δZ1 + Z1β
)(
ε− ρ+ Z1δε
Z2 − δZ1 + Z1β
) .
Comme |ε− ρ| > 12 |ε| et
∣∣Z2 − δZ1∣∣ 6 1 + |δ|, on a que
|λ| =
∣∣(Z2 − δZ1)∣∣|β|∣∣∣∣(ε+O(|δε|))(ε− ρ+O(|δε|))∣∣∣∣ 6
|β|(1 + |δ|)
1/2|ε|2 .
Donc si on a
|β|(1 + |δ|)
1/2|ε|2 6
1− |δ|
1 + |ρ| ou de fac¸on équivalente
|β(λ)| 6 1− |δ|1 + |ρ| .
1
1 + |δ| .
1
2 |ε|
2 <
1
2 |ε|
2,
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il vient alors |λ| 6 1− |δ|1 + |ρ| .
Posons z0 := ξ(0) =
δε
Z2 − δZ1 . Comme
log |δ|
log |ε| → 0 quand ε → 0, il vient |ε| ≪ |δ|. Donc
|ε|2 ≪ |δε| ≪ |ε|. On en déduit donc que |z0| =
∣∣∣∣ δεZ2 − δZ1
∣∣∣∣ 6 C0(z)|ε| < 1, pour ε, alors |δ| assez
petit. Considérons maintenant un disque D0 := D(z0; r0), où r0 := 12 |ε|2.
Parce que, pour ξ ∈ D0, on a donc |ζ(ξ)| = |ε+Z1ξ| 6 (|ε|+|ξ|) 6 (|ε|+C0|ε|+1/2|ε|2) 6 C1|ε|,
où C0 := C0(z) et 0 < C1 ne dépend pas de ε. Alors
(3.3.9)
∣∣∣∣(ε+ Z1ξ) ρ− ε− Z1ξ1− ρ¯(ε+ Z1ξ)
∣∣∣∣ 6 C1|ε|. 1/2|ε|+ C1|ε|∣∣1− 1/2C1|ε|2∣∣
6 C1
1/2 + C1
|1− 1/2C1| |ε|
2 6 C2|ε|2,
où 0 < C2 est indépendante de ε. On en déduit, pour ε assez petit et |ε| 6 1
C1
, qu’il existe ζ(ξ) ∈ D
telle que Ψ(ξ) = φλ
(
ζ(ξ)
)
. Par suite,
u2(ξ) = u
(
Ψ(ξ)
)
= u
(
φλ
(
ζ(ξ)
))
= u1
(
ζ(ξ)
)
= u1(ε+ Z1ξ).
De (3.3.5) et (3.3.9), on déduit que
u1(ε+ Z1ξ) 6 GD0,ρ(ε+ Z1ξ) = log
∣∣∣∣(ε+ Z1ξ) ρ− ε− Z1ξ1− ρ(ε+ Z1ξ)
∣∣∣∣
6 log |ε|2 + logC2.
Pour tout ξ ∈ D0, puisque
||z0|| =
∣∣δε∣∣∣∣Z2 − δZ1∣∣ > |ε|
2∣∣Z2 − δZ1∣∣ > 11 + |δ| |ε|2 > 12 |ε|2 = r0,
pour |ε| assez petit qui dépend de z, il vient ξ ̸= 0 et
u3(ξ) = u2(ξ)− log |ξ| 6 log |ε|2 − log |ξ|+ logC2.
De plus, de
∣∣ξ − ξ(0)∣∣ = |β(λ)| < 1/2|ε|2 et de |εδ| ≫ |ε|2, on déduit que
|ξ| > 1∣∣Z2 − δZ1∣∣ |εδ| − 12 |ε|2 >
(
1∣∣Z2 − δZ1∣∣ − 12
)
|δε| > 0,
(car
∣∣Z2 − δZ1∣∣ < 1 + |δ| < 2). Alors
u3(ξ) 6 log |ε|2 − log |εδ| − log
(
1∣∣Z2 − δZ1∣∣ − 12
)
+ logC2,
pour tout ξ ∈ D0. Enfin,
(3.3.10) u3(ξ) 6 log
∣∣∣∣εδ
∣∣∣∣+ C3, où C3 := C3(z) = − log( 1∣∣Z2 − δZ1∣∣ − 12
)
+ logC2.
Ce qui achève la preuve. 
Corollaire 3.3.6. Pour tout z = (z1, z2) ∈ D2\{(0, 0)} tel que |z2| > |z1|, lim
ε−→0
Gε(z) =
3
2 log |z2|.
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Démonstration. Il résulte de la Proposition 3.3.1 (1) et de la proposition 3.3.3 que l’on a
lim sup
ε−→0
Gε(z) 6
3
2 log |z2| 6 lim infε−→0 Gε(z).
Donc la limite de Gε(z) existe et vaut
3
2 log |z2|, pour tout z = (z1, z2) ∈ D
2\{0} tel que |z2| > |z1|.
D’où le résultat. 
D’après la Proposition 3.3.1 (2) et la Proposition 3.3.3, on a le résultat suivant :
Corollaire 3.3.7. Pour tout z = (z1, z2) ∈ D2\{(0, 0)} telle que |z1|2 = |z2|3/2, alors
lim sup
ε−→0
Gε(z) 6
5
3 log |z1|.
Démonstration. Soit φ : D → D2, ζ 7→ (z1, ζ) un disque analytique de D à D2. Posons u :=
Gε ◦ φ ∈ SH_
(
D
)
. D’après la Proposition 3.3.1 (2) et la Proposition 3.3.3, pour tout ζ ∈ D, on a
u(ζ) 6 2 log |ζ| si |ζ| 6 |z1|2 et u(ζ) 6 32 log |ζ| si |ζ| > |z1|.
Soit U :=
{
ζ ∈ D : |z1|2 < |ζ| < |z1|
}
. On a donc u(ζ) 6 h(ζ) := log |z1| + 12 log |ζ| ∈
H_(U), pour tout ζ ∈ ∂U . D’après le principe maximal, on a alors u 6 h sur U . Il en résulte que
Gε(z1, z2) = u(z2) 6 log |z1|+ 12 log |z2|, pour tout |z1|
2 < |z2| < |z1|.
En particulier, en point z = (z1, z2) ∈ U tel que |z1|2 = |z2|3/2, on a alors
Gε(z1, z2) 6 log |z1|+ 12 log |z1|
4/3 = 53 log |z1|,
d’où le résultat. 
3.4 Puissance des idéaux et méthode de Rashkovskii-Thomas
Dans la situation du Théorème 3.1.4 (ii), en utilisant les disques analytiques pour estimer
la limite de la fonction de Green, nous ne trouvons que quelques bornes supérieures et bornes
inférieures. Nous ne savons pas quelle est la limite de la fonction de Green dans le domaine {z ∈
C2 : |z1|2 6 |z2| 6 |z1|}. Dans cette section, nous introduisons une méthode de Rashkovskii-Thomas
pour trouver la limite de la fonction de Green dans la situation du Théorème 3.1.4 (ii). Ceci est le
résultat principal de la section ci-dessous, qui a déjà été montré dans [Ras-Tho12].
Théorème 3.4.1. Soit Ω un domaine borné et hyperconvexe dans C2. Avec l’hypothèse du Théorème
3.1.4 (ii), il existe alors
lim
ε→0
Gε(z) = max
(
2 log |z1|, 32 log |z2|
)
+O(1),
pour tout z ∈ Ω\{0}. En particulier, si Ω = D2, on n’a pas besoin du terme O(1) ci-dessus, c’est
à dire, lim
ε→0
Gε(z) = max
(
2 log |z1|, 32 log |z2|
)
, pour tout z ∈ D2\{0}.
Pour démontrer ce résultat, introduisons d’abord quelques notations nécessaires et méthode de
Rashkovskii-Thomas [Ras-Tho12].
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3.4.1 Puissance des idéaux et méthode de Rashkovskii-Thomas
Soit Ω un domaine hyperconvexe borné dans Cn. Pour chaque a ∈ Ω, soit (ψa,i)i un système
(local) des générateurs d’un idéal I, où V (I) ⊂ Ω est un ensemble fini et ℓ(I) <∞. Alors, d’après
la Définition 1.1.10, la fonction de Green pluricomplexe associée à I est donnée par
(3.4.1) GI(z) = max
i
log |ψa,i|+O(1).
De (1.1.4), il suit que, pour toute puissance Ip de I, où p ∈ N,
GIp = pGI .
De plus, pour des idéaux de longueur finie sur un domaine hyperconvexe borné, on peut toujours
choisir des générateurs globaux ψi ∈ O(Ω) et si V
(I) = {0}, par la relation (3.4.1), la masse de
Monge-Ampère de GI à l’origine est égale à celle de la fonction 12 log
∑ |ψi|2. Par la Proposition
1.1.13, on a donc
(3.4.2)
(
ddcGI
)n = e(I)δ0.
Soit 0 ∈ Ω et soit Iε une famille d’idéaux de fonctions holomorphes sur Ω de longueur finie
telle que V
(Iε) → 0 lorsque ε → 0. Supposons que les puissances des idéaux Ipε convergent (au
sens de la Définition 1.2.1) vers une limite I(p) quelconque, pour p = 1, 2, . . . . Il est clair que
V
(I(p)) = {0}.
Le point crucial pour la puissance d’idéal est l’observation simple suivante :
Proposition 3.4.2. [Ras-Tho12, Proposition 4.1] Pour tout p, q ∈ N,
(3.4.3) I(p) · I(q) ⊂ I(p+q).
La relation (3.4.3) implique précisément que {I(p)} est une famille graduée d’idéaux. En par-
ticulier, cela implique que nous avons le contrôle sur la multiplicité de Hilbert-Samuel de la limite
d’idéal de {I(p)}.
Proposition 3.4.3. [Ras-Tho12, Proposition 4.3] Il existe la limite
e
(I•) := lim
p→∞ p
−ne
(I(p)) = inf
p∈N
p−ne
(I(p)) = lim sup
p→∞
n!p−nℓ
(I(p)).
La valeur e
(I•) est dite le volume de la famille graduée d’idéaux I•.
De la Proposition 3.4.2, il suit que
(3.4.4) GI(p)·I(q) 6 GI(p+q) .
On déduit de (3.4.4) un résultat de la convergence pour GI(p) quand p → ∞. Plus précisément,
posons
(3.4.5) ĜI(p) :=
1
p
GI(p).
Alors
Proposition 3.4.4. [Ras-Tho12, Proposition 4.4] Il existe la limite
(3.4.6) V (z) = lim
p→∞ ĜI(p)(z) = supp∈N
ĜI(p)(z),
et sa régularisation supérieure GI•(z) = lim supx→z V (x) est une fonction plurisousharmonique
pour laquelle on a
(3.4.7)
(
ddcGI•
)n = e(I•)δ0.
De plus, ĜI(p) → GI• au sens de la convergence dans Lp
(
Ω
)
, pour tout p ∈ [1, n].
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Par (3.4.1), puisque le produit des idéaux I(p) · I(q) est engendré par le produit des paires de
leurs générateur, on obtient
GI(p)·I(q) = GI(p) +GI(q) +O(1).
Alors la fonction GI(p) +GI(q) est dans la classe FI(p)·I(q) qui est définie dans la Définition 1.1.10.
Et l’inégalité (3.4.4) nous donne
(3.4.8) GI(p) +GI(q) 6 GI(p+q) .
Ceci entraˆıne que si p = q, alors 2GI(p) 6 GI(2p) . Plus généralement, il est facile de démontrer un
résultat suivant
Proposition 3.4.5. (i) Pour tout k, p ∈ N, alors kGI(p) 6 GI(kp) .
(ii) Pour tout p, q ∈ N et pour tout z ∈ Ω,
ĜI(p∨q)(z) > max
(
ĜI(p)(z), ĜI(q)(z)
)
,
où p ∨ q := PPCM(p; q) (le plus petit commun multiple de deux entiers non nuls p et q).
Démonstration. (i) Tout d’abord, la relation (3.4.3) implique en particulier que Ik(p) ⊂ I(kp),
pour tout k, p ∈ N. En appliquant (1.1.4), on obtient
(3.4.9) kGI(p) = GIk(p) 6 GI(kp) .
Par conséquent, ĜI(p) 6 ĜI(kp) .
(ii) Puisque p ∨ q = mp = nq, où m,n ∈ N, par la démonstration ci-dessus (3.4.9), on obtient
ĜI(p∨q) = ĜI(mp) > ĜI(p) et ĜI(p ∨q) = ĜI(nq) > ĜI(q) . On en déduit que
ĜI(p∨q)(z) > max
(
ĜI(p)(z), ĜI(q)(z)
)
,
d’où le résultat. 
Ensuite, soient Ω un domaine borné et hyperconvexe dans Cn et {Iε}ε∈A une famille des
idéaux de fonctions holomorphes qui s’annulent au points distincts a1(ε), · · · , aN (ε) ∈ Ω, où A
est un ensemble dans le plan complexe tel que 0 ∈ A¯\A. A. Rashkovskii et P. J. Thomas dans
[Ras-Tho12, Proposition 4.9] ont alors démontré le résultat suivant.
Proposition 3.4.6. Supposons que aj(ε)→ a ∈ Ω et Ipε → I(p), pour tout p ∈ N quand A ∋ ε→ 0.
Si la limite des fonctions de Green GIε associées aux idéaux Iε existe uniformément sur tout un
compact de Ω\{a}, alors
lim
ε→0
GIε(z) = lim sup
y→z
sup
p∈N
p−1GI(p)(y).
De plus, avec l’hypothèse de la Proposition 3.4.6, dans [Ras-Tho12, Proposition 4.10] on a aussi
démontré que
Proposition 3.4.7. S’il existe un entier non nul p ∈ N tel que la multiplicité de Hilbert-Samuel
d’idéal I(p) égale à pnN , alors la limite des fonctions de Green GIε existe et vaut ĜI(p) = 1pGI(p) .
Remarquons que, l’hypothèse de la Proposition 3.4.7, e
(I(p)) = pnN , équivaut à la masse de
Monge-Ampère de ĜI(p) en 0 égale à N . De plus, dans le cas où p = 1 et la limite d’idéal I(1) est
un idéal d’intersection complète, puisque la multiplicité de Hilbert-Samuel d’idéal e
(I(1)) = N , et
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puis par la Proposition 3.4.7, la limite des fonctions de Green GIε existe et vaut ĜI(1) = GI . Nous
retrouvons le résultat du Théorème 1.2.22.
Par ailleurs, il n’est pas toujours facile de calculer la multiplicité de Hilbert-Samuel d’idéal pour
chaque p ∈ N. Ensuite, dans la pratique, nous allons démontrer une condition plus facile que la
Proposition 3.4.7.
Pour α =
(
αi
)
i
et β =
(
βj
)
j
, où αi, βj ∈ C, posons que
Fα,β(z) =
(∑
α
αiψi,
∑
β
βjψj
)
∈ I × I,
pour z ∈ Ω . Alors la multiplicité de Fα,β ,
mult
(
Fα,β(z)
)
= lim
r→0
(
max
z∈B(0;r)
#F−1α,β(z)
)
et la multiplicité de Hilbert-Samuel de I
e
(I) = inf
α,β
(
mult
(
Fα,β(z)
))
.
Supposons maintenant qu’il existe la limite de la fonction de Green pluricomplexe GIε associée
aux idéaux Iε et vaut GI• , uniformément sur tout un compact de Ω\{0} et que, pour p ∈ N,
Ipε → I(p). On a donc le résultat suivant
Proposition 3.4.8. S’il existe p ∈ N et existe α, β tels que mult(Fα,β(z)) = m 6 pnN , pour
Fα,β(z) ∈ I(p)× I(p) où N = #V
(Iε), alors la limite de la fonction de Green pluricomplexe GIε
associée aux idéaux Iε est égale à ĜI(p).
Démonstration. Tout d’abord, on a besoin du principe de domination suivant
Lemme 3.4.9. [Rash06, Lemme 6.3] Soient u1 et u2 deux solutions plurisousharmoniques du
problème de Dirichlet :
(
ddcu
)n = δ0, u |∂Ω≡ 0. Si l’on a u1 > u2 sur Ω, alors u1 ≡ u2.
Comme mult
(
Fα,β(z)
)
= m 6 pnN , il vient que la multiplicité de Hilbert-Samuel de I(p),
e
(I(p)) = inf
α,β
(
mult
(
Fα,β(z)
))
6 m 6 pnN.
Alors (
ddcĜI(p)
)n = 1
pn
e
(I(p))δ0 6 m
pn
δ0 6 Nδ0 =
(
ddcGI•
)n
.
Posons que N ′ :=
(
ddcĜI(p)
)n(0). Donc N ′ 6 N et pour z ∈ Ω,(
N
N ′
)1/n
ĜI(p)(z) =: g(z) 6 ĜI(p)(z) 6 GI•(z).
Cela implique que (
ddcg
)n = N
N ′
(
ddcĜI(p)
)n = Nδ0 = (ddcGI•)n.
Du fait que ĜI(p) |∂Ω= 0 = GI• |∂Ω, d’après du Lemme 3.4.9 ci-dessus, on déduit que g = GI• sur
Ω. Parce que
g(z) 6 ĜI(p)(z) 6 GI•(z),
pour z ∈ Ω, il résulte que ĜI(p) = GI• sur Ω et de plus N ′ = N . Par conséquent, e
(I(p)) = pnN .
De la Proposition 3.4.7, on déduit le résultat. 
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Exemple 3.4.10. Soit Sε = {aε1 = (ε; 0), aε2 = (0; ε), aε3 = (0; 0)} un système de trois points
distincts dans le bidisque unité D2 ⊂ C2. Il est facile de voir que
Iε = ⟨z1z2, z1(z1 − ε), z2(z2 − ε)⟩ converge vers l’idéal I =M20 =
⟨
z21 , z1z2, z
2
2
⟩
, quand ε→ 0.
Pour p = 2, puisque l’idéal
I2ε =
⟨
z21z2, z
2
1(z1 − ε)2, z22(z2 − ε)2, z21z2(z1 − ε), z1z22(z2 − ε), z1z2(z1 − ε)(z2 − ε)
⟩
contient la fonction fε(z) = z1z2(z1 + z2)− εz1z2 = ε−1[z21z22 − z1z2(z1 − ε)(z2 − ε)], on a f(z) =
z1z2(z1 + z2) ∈ I(2). Il vient donc
⟨
M40, z1z2(z1 + z2)
⟩ ⊂ I(2). Parce que
ℓ
(I(2)) = ℓ( ⟨M40, z1z2(z1 + z2)⟩ ) = 9.
Il en résulte que le carré de l’idéal Iε, I2ε converge vers l’idéal I(2) qui engendré par M40 et la
fonction z1z2(z1 + z2). Par ailleurs, il est évident que z41 + z42 ∈ I(2). Posons
Fα,β(z) =
(
z41 + z42 , z1z2(z1 + z2)
) ∈ I(2) × I(2).
Alors mult
(
Fα,β(z)
)
= 12 = 223. De la Proposition 3.4.8, on déduit que la limite des fonctions de
Green pluricomplexes GIε associée aux idéaux Iε existe et vaut GI• = ĜI(2) , où
ĜI(2) =
1
2GI(2)(z)
= max
{
2 log |z1|, 12 log |z
3
1z2|, log |z1z2|,
1
2 |z1z
3
2 |, 2 log |z2|,
1
2 log
∣∣z1z2(z1 + z2)∣∣}+O(1).
Puisque nous avons les inégalités suivantes
|z31z2| 6
1
2
(|z1|4 + |z21z22 |),
|z1z32 | 6
1
2
(|z1|4 + |z21z22 |),
|z21z22 | 6
1
2
(|z1|4 + |z42 |),
on obtient
ĜI(2) = max
{
2 log |z1|, 2 log |z2|, 12 log
∣∣z1z2(z1 + z2)∣∣}+O(1).
Remarquons que nous pouvons calculer la multiplicité de Hilbert-Samuel d’idéal I(2) dans ce
cas-là pour laquelle vaut la multiplicité des fonctions génériques
(
f1, f2
)
pour f1, f2 ∈ I(2), qui est
12.
3.4.2 Preuve du résultat principal
Dans cette section, nous allons démontrer le Théorème 3.4.1. Tout d’abord, nous nous rappelons
la situation du Théorème 3.1.4. Soit Sε = {aε1 = (0; 0), aε2 = (ε; 0), aε3 = (ρ; δρ)} un système de
trois points distincts dans Ω ⊂ C2, avec ρ = ρ(ε), δ = δ(ε), |ε|2 > |ε−ρ|2+ |ρ|2|δ|2 > |ρ|2+ |ρ|2|δ|2,
donc en particulier |ε− ρ| > 12 |ε|.
Posons α = δρ−ε . Le Théorème 3.1.4 a démontré que limε→0 Iε est un idéal d’intersection
complète quand limε→0 α−1 ̸= 0, et que limε→0 Iε =M20 =
⟨
z21 , z1z2, z
2
2
⟩
, quand limε→0 α−1 = 0.
Dans ce cas-là, M20 n’est pas un idéal d’intersection complète.
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Les polynômes suivants sont dans Iε,
Qε1(z) = z21 − εz1 − α−1δz2 → z21 ;
Qε2(z) = z2(z1 − ρ)→ z1z2;
Qε3(z) = z2(z2 − δρ)→ z22 ,
quand ε→ 0. Par suite, I2ε contient le polynôme
Qε1(z)Qε3(z)−
(
Qε2(z)
)2 = −α−1(z32 + εαz21z22 + (1− ε)δραz21z2 − 2ραz1z22 + εραz22).
Donc z32 ∈ I(2). Évidemment, M40 ⊂ I(2). Alors J :=
⟨
M40, z
3
2
⟩ ⊂ I(2). De plus, comme ℓ(J) =
ℓ
(I(2)) = 9, I(2) = J . Par ailleurs, il est facile de voir que
Fα,β(z) =
(
z41 , z
3
2
) ∈ I(2) × I(2)
satisfait mult
(
Fα,β(z)
)
= 12 = 223. En appliquant la Proposition 3.4.8, on déduit que la limite des
fonctions de Green pluricomplexes GIε associée aux idéaux Iε existe et vaut GI• = ĜI(2) , où
ĜI(2) =
1
2GI(2)(z)
= max
{
2 log |z1|, 12 log |z
3
1z2|, log |z1z2|,
1
2 |z1z
3
2 |, 2 log |z2|,
3
2 log |z2|
}
+O(1).
Comme |z42 | 6 12
(|z32 | 53 + |z32 |) 6 max (|z32 | 53 , |z32 |), il vient
log |z42 | 6 max
(
log |z32 |
5
3 , log |z32 |
)
= log |z2|3 (car 53 log |z
3
2 | < log |z32 | < 0).
On en déduit que, pour tout z ∈ Ω\{0},
lim
ε→0
GSε(z) = ĜI(2) = max
{
2 log |z1|, 32 log |z2|
}
+O(1).
Il reste à démontrer que lim
ε→0
GSε(z) = ĜI(2) = max
{
2 log |z1|, 32 log |z2|
}
, dans le cas où
Ω = D2. En effet, nous avons d’abord besoin de démontrer le résultat suivant
Proposition 3.4.11. Soient G1 et G2 des fonctions plurisousharmoniques négatives et maximales
sur D2\{(0, 0)}. Si l’on a que G1, G2 vérifient G1(z) = G2(z)+O(1), Gj(z)→ −∞ quand z → (0, 0)
et Gj(z) |∂D2= 0, pour j = 1, 2. Alors G1 = G2.
Démonstration. Soit c < 1. On écrit, pour tout z ∈ D2,
G1(z) = G2(z) +M = c.G2(z) + (1− c)G2(z) +M,
où M est une constante. Comme G2(z) → −∞ quand z → (0, 0), il existe δ = δ(c,M) telle
que (1 − c)G2(z) +M 6 0, pour tout ||z|| 6 δ. Il vient alors G1(z) 6 c.G2(z) pour tout ||z|| 6
δ(c,M), z ∈ D2. D’où pour ||z|| = δ′ 6 δ, on a G1(z) 6 c.G2(z) et de plus pour ||z|| = 1,
G1(z) = c.G2(z) = 0. Comme G2 est la fonction plurisousharmonique maximale sur D2\{(0, 0)},
on déduit G1(z) 6 c.G2(z) sur D2\δ′D2, pour tout δ′ 6 δ. Donc pour tout c < 1, G1(z) 6 c.G2(z)
sur D2\{(0, 0)}. Il en résulte alors que G1(z) 6 G2(z), pour tout z ∈ D2. On raisonne totalement de
même manière pour la fonction G1 plurisousharmonique maximale sur D2\{(0, 0)}, on a G2(z) 6
G1(z), pour tout z ∈ D2. Alors G1 = G2 sur D2, d’où le résultat. 
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Ensuite, posons h(z) := max
{
2 log |z1|, 32 log |z2|
}
, pour tout z ∈ D2\{(0, 0)}. Puisque h(z) |∂D2=
0, les deux fonctions ĜI(2) et h satisfaient les hypothèses de Proposition 3.4.11. On en déduit que,
pour tout z ∈ Ω\{0},
lim
ε→0
GSε(z) = ĜI(2) = max
{
2 log |z1|, 32 log |z2|
}
,
d’où le résultat. 
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Chapitre 4
Limites des fonctions de Green
pluricomplexes à quatre pôles
Dans ce chapitre, nous allons étudier la convergence des fonctions de Green pluricomplexes à
quatre pôles distincts qui tendent vers l’origine dans le bidisque D2 ⊂ C2 dans le cas générique.
Ensuite, nous allons étudier la limite de la famille des idéaux de fonctions holomorphes sur la même
base de quatre points dans le cas dégénéré. Enfin, en utilisant la notion de puissance des idéaux de
fonctions holomorphes et la méthode de Rashkovskii-Thomas, nous donnons quelques estimations
pour la limite des fonctions de Green pluricomplexes dans un cas particulier.
4.1 Limites des fonctions de Green pluricomplexes : le cas
générique
4.1.1 Introduction
Soient Ω un domaine hyperconvexe borné dans C2 et aεj ∈ Ω, pour ε ∈ C et 1 6 j 6 4 quatre
points distincts tels que lim
ε→0
aεj = 0 pour 1 6 j 6 4. Posons que Sε := {aε1, aε2, aε3, aε4}. Soient
Iε := Iε
(
Sε
)
une famille d’idéaux de fonctions holomorphes sur Ω à base sur Sε et Gε = GIε des
fonction de Green pluricomplexe associées aux idéaux Iε avec pôle logarithmique dans Sε.
Soient vεij := [aεj − aεi ] ∈ P1C, où 1 6 i < j 6 4, des directions de droite qui passe deux
points aεi et aεj . On suppose qu’il existe un ensemble A ⊂ C tel que 0 ∈ A¯\A et qu’il existe
vij = lim
ε→0,ε∈A
vεij ∈ P1C, pour tout 1 6 i < j 6 4. Pour la brièveté, on va écrire lim
ε→0
pour signifier
lim
ε→0,ε∈A
. Posons
Dε = D(Sε) := {vεij ∈ P1C, 1 6 i < j 6 4}
et
D := {vij ∈ P1C, 1 6 i < j 6 4}.
Alors 1 6 #D 6 6.
Dans le chapitre 1, par le Théorème 1.2.17, si la famille des idéaux
(Iε)ε∈A satisfait la condition
d’intersection complète uniforme, alors Iε converge vers un idéal I. De plus, par le Théorème 1.2.22,
si I est un idéal d’intersection complète (un idéal qui a précisément n générateurs), on a que GIε
converge uniformément localement sur tout un compact de Ω vers GI . Dans le cas plus simple de
4 points distincts (N = 4) comme nos pôles dans Ω = D2, le bidisque unité dans C2, trouvons-
nous naturellement les conditions telles que la famille des idéaux
(Iε)ε∈A satisfait la condition
d’intersection complète uniforme ? Pour cela, supposons que le système Sε de 4 points distincts
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dans D2 satisfait la condition suivante : pour tout ensemble S˜ε de 3 points distincts dans Sε, il
existe une limite pour chaque direction dans D(S˜ε) et l’ensemble de ces limites D˜ satisfait
(4.1.1) #D˜ > 2.
Le résultat principal dans cette section est donc le suivant :
Théorème 4.1.1. Supposons que le système Sε de 4 points distincts dans Ω satisfait la condition
(4.1.1). Alors si, pour tout k ∈ {1, 2, 3, 4},
(4.1.2) #
{
vkm ∈ P1C : m ∈ {1, 2, 3, 4}\{k}
}
> 2,
la famille des idéaux Iε satisfait la condition d’intersection complète uniforme.
En conséquence, la limite quand ε tend vers 0 de Iε existe et vaut J , avec M30 ⊂ J, ℓ(J) = 4.
De plus, la fonction de Green pluricomplexe Gε converge vers GJ , lorsque ε tend vers 0.
Remarque 4.1.2. Remarquons que la condition (4.1.1) ne implique pas de la condition (4.1.2). Par
exemple, le système Sε = {(0, 0), (ε, 0), (ε2, ε2), (ε2,−ε2)} satisfait la condition (4.1.1), mais il ne
satisfait pas la condition (4.1.2)). Inversement, la condition (4.1.2) ne implique pas de la condition
(4.1.1). Par exemple, le système Sε = {(0, 0), (ε, 0), (ε/3, ε2), (ε/3, ε)} satisfait la condition (4.1.2),
mais il ne satisfait pas la condition (4.1.1). Donc ces deux hypothèses sont requises.
Soient lεij , 1 6 i < j 6 4 les équations des droites de direction vεij dans P1C qui contiennent
deux points aεi , aεj et lij := lim
ε→0
lεij , 1 6 i < j 6 4. Posons maintenant
Lε :=
{
fε1 := lε12.lε34; fε2 := lε13.lε24; fε3 := lε14.lε23
} ⊂ I(Sε).
et
A1 := {v13, v24} ∩ {v12, v34},
A2 := {v13, v24} ∩ {v14, v23},
A3 := {v12, v34} ∩ {v14, v23}.
Soit fj := lim
ε→0
fεj , pour j = 1, 2, 3. Il est facile de voir qu’il existe (i, j) ∈ {(1, 2), (1, 3), (2, 3)}
telle que l’application holomorphe Ψ0 :=
(
fi, fj
)
admette un zéro isolé unique à l’origine (c’est
à dire, Ψ−10 (0) = {0}) si et seulement s’il existe p ∈ {1, 2, 3} tel que Ap = ∅. De plus, s’il existe
k ∈ {1, 2, 3, 4} tel que #{vkm ∈ P1C : m ∈ {1, 2, 3, 4}\{k}} = 1 ou s’il existe un ensemble S˜ε
de 3 points distincts dans Sε tel que l’ensemble D˜ des limites de directions dans D(S˜ε) satisfasse
#D˜ = 1, alors Ψ−10 (0) ̸= {0} pour tout (i, j) ∈ {(1, 2), (1, 3), (2, 3)}. Par conséquent, s’il existe
(i, j) ∈ {(1, 2), (1, 3), (2, 3)} telle que l’application holomorphe Ψ0 :=
(
fi, fj
)
admette un zéro isolé
unique à l’origine, l’ensemble de Sε satisfait les conditions (4.1.1) et (4.1.2) du Théorème 4.1.1.
Corollaire 4.1.3. Avec les hypothèses du Théorème 4.1.1, on a
(i) La limite de la famille des idéaux Iε existe et vaut
lim
ε→0
Iε = I0 = ⟨fi, fj⟩ ,
pour tout (i, j) ∈ {(1, 2), (1, 3), (2, 3)} telle que l’application (fi, fj) admette un zéro isolé unique
à l’origine, et M30 ⊂ I0.
(ii) De plus, pour tout z ∈ D2,
lim
ε→0
Gε(z) = GI0(z) = max
(
log
∣∣fi(z)∣∣, log ∣∣fj(z)∣∣)+O(1) = 2 log ∥z∥+O(1),
pour (i, j) ∈ {(1, 2), (1, 3), (2, 3)} et la convergence est localement uniforme sur Ω\{0}.
Remarque 4.1.4. On remarquera en particulier que si la limite I0 dépend des directions vij , la
limite des fonctions de Green est toujours la même et ne dépend que du domaine Ω.
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4.1.2 Preuve du résultat principal
Nous commencerons par donner un résultat d’encadrement sur les limites possibles d’idéaux
basés sur quatre points qui est vrai dans un cadre plus général que le théorème 4.1.1.
Par l’hypothèse #D˜ > 2, il vient #D > 2. On a le résultat suivant :
Proposition 4.1.5. Si l’on a qu’il existe une limite pour chaque direction dans D(Sε) et que
l’ensemble de ces limites D satisfait #D > 2, alors M30 ⊂ lim
ε→0,ε∈A
inf Iε. De plus, on a
lim sup
ε→0,ε∈A
Iε ⊂M20.
Démonstration. Tout d’abord, commeM30 =
⟨
z31 , z
2
1z2, z1z
2
2 , z
3
2
⟩
, il suffira de montrer que chaque
générateur de M30 est approximable par des fonctions de Iε. De plus, cet idéal est invariant sous
les applications linéaires inversibles. Comme #D > 2, il existe un indice i ∈ {1, 2, 3, 4} tel que
vik ̸= vik′ , où k ̸= k′ et k, k′ ∈ {1, 2, 3, 4}\{i}. Sinon, pour tout i ∈ {1, 2, 3, 4} et pour tous
k, k′ ∈ {1, 2, 3, 4}\{i}, on aurait vik = vik′ . Parce que, pour i ̸= j, i, j ∈ {1, 2, 3, 4}, on a vij = vji.
Donc, pour toute paire (i, j) ̸= (i′, j′), i, j, i′, j′ ∈ {1, 2, 3, 4}, on a vij = vi′j′ . En effet, pour i = 1,
on a v12 = v13 = v14 ; pour i = 2, on a v12 = v23 = v24 ; pour i = 3, on a v13 = v23 = v34
et pour i = 4, on a v14 = v24 = v34. Il vient alors #D = 1. Ce qui est contradictoire. On peut
donc se ramener au cas où v12 = [1 : 0], v13 = [0 : 1]. On suppose que aε1 = (x1(ε), x2(ε)), où
xj(ε) = o(1), j = 1, 2, pour tout ε ∈ E. Alors aε2 − aε1 = (ρ2(ε), δ2(ε)) et aε3 − aε1 = (δ3(ε), ρ3(ε)),
où δj(ε) = o(ρj(ε)), j = 2, 3 pour tout ε ∈ E. Soit aε4 − aε1 = (x4(ε), y4(ε)) un point quelconque au
voisinage de l’origine qui tends vers 0, quand ε→ 0, ε ∈ E. Pour tout ε ∈ E, posons
ψε1 :=
[
z1 − x1(ε)− δ3(ε)
ρ3(ε)
(z2 − x2(ε))
][
z1 − x1(ε)− ρ2(ε)
]
[
z1 − x1(ε)− x4(ε)],
ψε2 :=
[
z1 − x1(ε)− δ3(ε)
ρ3(ε)
(z2 − x2(ε))
][
z1 − x1(ε)− ρ2(ε)
]
[
z2 − x2(ε)− y4(ε)
]
,
et
ψε3 :=
[
z1 − x1(ε)− δ3(ε)
ρ3(ε)
(z2 − x2(ε))
][
z2 − x2(ε)− δ2(ε)
ρ2(ε)
(z1 − x1(ε))
]
[
z2 − x2(ε)− y4(ε)
]
ψε4 :=
[
z2 − x2(ε)− δ2(ε)
ρ2(ε)
(z1 − x1(ε))
][
z2 − x2(ε)− ρ3(ε)
]
[
z2 − x2(ε)− y4(ε)
]
,
Alors toutes les fonctions ψεj ∈ Iε, 1 6 j 6 4, on a les convergences uniformes sur tout compact de
Ω suivantes
z31 = lim
ε→0
ψε1 ∈ lim
ε→0
inf Iε
z21z2 = lim
ε→0
ψε2 ∈ lim
ε→0
inf Iε
z1z
2
2 = lim
ε→0
ψε3 ∈ lim
ε→0
inf Iε
z32 = lim
ε→0
ψε4 ∈ lim
ε→0
inf Iε.
Donc on en déduit que M30 ⊂ lim
ε→0,ε∈E
inf Iε.
Ensuite, comme #D > 2, il existe i ∈ {1, 2, 3, 4} tel que les deux vecteurs vij , vik soient
indépendants dans D, où i ̸= j ̸= k, 1 6 i, j, k 6 4. Sinon #D = 1. Par une translation, on peut
toujours supposer que aε1 = (0, 0) et sans perte de généralité, s’il est nécessaire qu’on va renommer
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les points, supposons que v12 ̸= v13. En vertu du Théorème [Ma-Ras-Sig-Tho11, Théorème 1.12,
i], on a alors lim
ε→0
I(S˜ε) = M20, où S˜ε = {aε1, aε2, aε3}. Parce que S˜ε ⊂ Sε. Il vient I(Sε) ⊂ I(S˜ε).
On en déduit que
lim sup
ε→0
Iε ⊂ lim sup
ε→0
I(S˜ε) =M20.
En conséquence, si l’on a #D > 2, alors
M30 ⊂ lim inf
ε→0
Iε ⊂ lim sup
ε→0
Iε ⊂M20,
d’où le résultat. 
Remarque 4.1.6. Remarquons que la condition #D > 2 est suffisante mais pas nécessaire pour
M30 ⊂ lim inf
ε→0
Iε ⊂ lim sup
ε→0
Iε ⊂M20. Nous avons le contre-exemple suivant : Pour le système de 4
points distincts dans Ω, Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (ε/3, ε2), aε4 = (ε/2, 2ε2)}, puisqu’on a
z31 = lim
ε→0
Pε(z) ∈ lim inf
ε→0
Iε,
où Pε(z) =
ε
21z2 +
1
21z1(z1 − ε)
(
21z1 − 52ε
) ∈ Iε et
z1z2 = lim
ε→0
[
(z1 − ε/2)
(
z2 + 9/2z1(z1 − ε)
)− 9/2Pε(z)] ∈ lim inf
ε→0
Iε
z22 = lim
ε→0
(z2 − 3εz1)
(
z2 + 4ε(z1 − ε)
) ∈ lim inf
ε→0
Iε,
alors I0 =
⟨
z1z2, z
2
2 , z
3
1
⟩ ∈ lim inf
ε→0
Iε. Par suite, ℓ
(
lim inf
ε→0
Iε
)
6 ℓ
(I0) = 4. Cela implique, en
combinaison avec le Corollaire 2.1.6, qu’il existe la limite lim
ε→0
Iε = I0 =
⟨
z1z2, z
2
2 , z
3
1
⟩
. La conclusion
de la Proposition 4.1.5 est donc valide dans le cas de Sε, c’est à dire, M30 ⊂ lim
ε→0
Iε ⊂ M20, alors
que #D = 1, car D = {[1 : 0]}.
Nous allons maintenant montrer comment les hypothèses du Théorème permettent de prouver
que Ψ0 a un zéro isolé.
Proposition 4.1.7. Le système Sε de 4 points distincts dans Ω satisfait les conditions (4.1.1) et
(4.1.2) du Théorème 4.1.1 si et seulement s’il existe p ∈ {1, 2, 3} tel que Ap = ∅.
Démonstration. Il est facile de voir que s’il existe p ∈ {1, 2, 3} tel que Ap = ∅, c’est à dire, il existe
(i, j) ∈ {(1, 2), (1, 3), (2, 3)} telle que l’application holomorphe Ψ0 :=
(
fi, fj
)
admet un zéro isolé
unique à l’origine, alors le système Sε de 4 points distincts dans Ω satisfait les conditions (4.1.1) et
(4.1.2) du Théorème 4.1.1. Inversement, il faut démontrer que si le système Sε satisfait les conditions
(4.1.1) et (4.1.2) du Théorème 4.1.1, il existe alors (i, j) ∈ {(1, 2), (1, 3), (2, 3)} telle que la fonction
holomorphe Ψ0 :=
(
fi, fj
)
admet 0 qui est un zéro isolé unique, où fj := lim
ε→0
fεj , j = 1, 2, 3. En
conséquence, {fi, fj} est indépendante, pour cet (i, j).
En effet, par l’hypothèse #D˜ > 2, considérons alors les deux cas suivants :
Cas 1 : Pour tout ensemble de 3 points S˜ε ⊂ Sε, il existe une limite pour chaque direction dans
D(S˜ε) et l’ensemble de ces limites satisfait
(4.1.3) #D˜ = 3.
Donc pour tout {i, j, k} ⊂ {1, 2, 3, 4}, i ̸= j ̸= k, on a que les directions vij , vjk, vki sont distinctes,
où vij := lim
ε→0
vεij , 1 6 i < j 6 4. Il vient alors que pour tout p ∈ {1, 2, 3}, Ap = ∅. Donc
{fi, fj} indépendant, pour tout (i, j) ∈ {(1, 2), (1, 3), (2, 3)}, où fj := lim
ε→0
fεj , j = 1, 2, 3. De plus,
fi(z) et fj(z) sont des polynômes homogènes du second degré et satisfont fi(0) = fj(0) = 0,
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pour (i, j) ∈ {(1, 2), (1, 3), (2, 3)}. Donc Ψ0(0) = 0. Par ailleurs, supposons qu’il existe un point
a ̸= 0 dans Ω tel que Ψ0(a) = 0. Donc fi(a) = fj(a) = 0, pour (i, j) ∈ {(1, 2), (1, 3), (2, 3)}.
Comme lij , lkm sont des polynômes homogènes du premier degré qui satisfaient lij(0) = lkm(0) = 0,
pour (i, j) ̸= (k,m) et 1 6 i < j 6 4, 1 6 k < m 6 4, avec {i, j} ∩ {k,m} ̸= ∅. Donc si
lij(a) = lkm(a) = 0, il vient vij = vkm. On en déduit qu’il existe p ∈ {1, 2, 3} tel que Ap ̸= ∅. Ce
qui contredit (4.1.3). Par suite, pour tout (i, j) ∈ {(1, 2), (1, 3), (2, 3)}, Ψ−10 (0) = 0 et 0 est un zéro
isolé unique de Ψ0.
Cas 2 : Supposons que l’ensemble Sε de 4 points distincts dans Ω satisfait les conditions (4.1.1)
et (4.1.2) du Théorème 4.1.1 et qu’il existe un ensemble S′ε de 3 points distincts dans Sε tel que
l’ensemble D′ des limites de directions dans D(S′ε) satisfait #D′ = 2. On peut supposer, sans perte
de généralité, que S′ε = {aε1, aε2, aε3} ⊂ Sε et v23 = v12 ̸= v13. Il vient évidemment que A3 ̸= ∅.
On va maintenant démontrer qu’il existe p ∈ {1, 2} tel que Ap = ∅. Supposons que A1 ̸= ∅. En
raison de v23 = v12 ̸= v13 et de la condition (4.1.2), il résulte v12 ̸= v24. Par conséquent, il faut que
v34 = v13 ou v34 = v24. On va en déduire que A2 = ∅. Et alors {f1, f3} sera indépendant.
On rappelle que A2 = {v13, v24} ∩ {v14, v23}. On vient de voir que v23 ̸= v24, et on a supposé
v23 ̸= v13, donc v23 /∈ {v13, v24}.
Supposons d’abord que v34 = v13. Alors la conditions (4.1.1) implique que v14 ̸= v13 = v34.
Supposons finalement, pour obtenir une contradiction, que v14 = v24. Nous allons devoir prendre
des coordonnées pour expliciter les dépendances entre les différents vecteurs.
En utilisant la translation Φε(z) = z − aε1, nous pouvons supposer que aε1 = 0 ∈ D2, pour tout
ε. Soient v˜ij ∈ C2 telles que ||v˜ij || = 1 et [v˜ij ] = vij ∈ P1C, 1 6 i < j 6 4. Par l’hypothèse, parce
que les directions v23 = v12 ̸= v13, on peut donc choisir une application linéaire inversible Φ telle
que [Φ(v˜12)] = [1 : 0], [Φ(v˜13)] = [0 : 1]. Par suite, on peut réduire le problème à la situation
de Φ(Sε), avec Φ(aε1) = bε1 = (0, 0), Φ(aε2) = bε2 = (ρ2(ε), η2(ε)), Φ(aε3) = bε3 = (η3(ε), ρ3(ε)), et
Φ(aε4) = bε4 = (α(ε), β(ε)) où toutes les coordonnées tendent vers 0 et lim
ε→0
ηj(ε)/ρj(ε) = 0, j = 2, 3.
De plus, on désigne aussi vij ∈ P1C, 1 6 i < j 6 4, qui est la limite de la direction vεij de la droite
qui passe par les deux points bεi et bεj . Si l’on pose
γ(ε) := ρ3(ε)− η2(ε)
η3(ε)− ρ2(ε) ,
alors vε23 = [1 : γ(ε)]. Par suite, comme v23 = v12 = [1 : 0], il vient lim
ε→0
γ(ε) = 0. Cela implique que
lim
ε→0
ρ3(ε)
ρ2(ε)
= lim
ε→0
γ(ε)− η2(ε)ρ2(ε)
γ(ε) · η3(ε)ρ3(ε) − 1
= 0.
Si l’on a v14 = v24, alors [1 : 0] = v12 ̸= v14 = v24 ̸= v34 = [0 : 1]. On peut donc supposer
que β/α → ℓ ̸= 0,∞. Considérons le rapport ρ2/α, quand ε → 0. D’abord, si ∥ρ2/α∥ 6 C2 < ∞,
lorsque ε→ 0 (ou même le long d’une suite εk → 0), on a alors
α− η3
β − ρ3 =
1− η3ρ3 ·
ρ3
ρ2
· ρ2α
β
α − ρ3ρ2 ·
ρ2
α
→ ℓ ̸= 0, lorsque ε→ 0.
Ce qui contredit limε→0[α− η3 : β− ρ3] = v34 = v13 = [0 : 1]. Ensuite, si α/ρ2 → 0, lorsque ε→ 0,
alors
β − η2
α− ρ2 =
β
α · αρ2 −
η2
ρ2
α
ρ2
− 1 → 0, lorsque ε→ 0.
Ce qui contredit limε→0[α − ρ2 : β − η2] = v24 = v14 ̸= v12 = [1 : 0]. Par conséquent, il faut que
v14 ̸= v24. Autrement dit, A2 = ∅.
Supposons maintenant que v34 = v24. On montre de manière tout à fait analogue que A2 =
{v13, v24} ∩ {v14, v23} = ∅. En effet, on a toujours v23 /∈ {v13, v24}. Du fait de la condition (4.1.2)
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du Théorème 4.1.1, on a v14 ̸= v24 = v34. Supposons donc que v14 = v13 = [0 : 1]. Cela implique
que α/β → 0, lorsque ε→ 0. Considérons le rapport ρ2/β quand ε→ 0. D’abord, si 0 < ∥ρ2/β∥ 6
C4 <∞, lorsque ε→ 0, on a alors
α− η3
β − ρ3 =
α/β − η3/ρ3.ρ3/ρ2.ρ2/β
1− ρ3/ρ2.ρ2/β → 0, lorsque ε→ 0.
Ce qui contredit v34 = v24 ̸= v23 = [0 : 1]. Ensuite, si β/ρ2 → 0, lorsque ε→ 0, donc
β − η2
α− ρ2 =
β/ρ2 − η2/ρ2
α/β.β/ρ2 − 1 → 0, lorsque ε→ 0.
Ce qui contredit v24 = v34 ̸= v23 = [1 : 0]. Par conséquent, il faut que v14 ̸= v13. Autrement dit,
A2 = ∅, ce qui achève le résultat. 
Nous définissons maintenant un idéal J6,ε ⊂ Iε par J6,ε := ⟨ψε1, ψε2, ψε3, ψε4⟩, où ψεj est défini
comme dans la Proposition 4.1.5. Alors lim
ε→0
J6,ε =M30 uniformément sur tout un compact de Ω et
de plus ℓ(J6,ε) = ℓ(M30) = 6, pour tout ε ∈ E assez petit. Avec l’hypothèse de la Proposition 4.1.7,
on a le résultat suivant :
Proposition 4.1.8. Supposons que l’ensemble Sε de 4 points distincts dans Ω satisfait les condi-
tions (4.1.1) et (4.1.2) du Théorème 4.1.1. Alors il existe la limite de Iε, lim
ε→0
Iε = J , où J est un
idéal qui satisfait M30 ⊂ J et l(J) = 4.
Démonstration. Tout d’abord, on va démontrer qu’il existe un idéal J tel que l(J) = 4 (= N
le nombre de points de V (Iε)) et J ⊆ lim
ε→0
inf Iε, pour tout ε ∈ A. En effet, par l’hypothèse, de
Proposition 4.1.7 on peut choisir (i, j) ∈ {(1, 2), (1, 3), (2, 3)}, telle que {fi, fj} est indépendant
et que la fonction holomorphe Ψ0 :=
(
fi, fj
)
admet 0 qui est un zéro isolé unique, où fj :=
lim
ε→0
fεj , j = 1, 2, 3. Sans perte de généralité, supposons que (i, j) = (1, 2). On a évidemment que
f1 = l12.l34, f2 = l13.l24 sont des polynômes homogènes du second degré et satisfaient f1, f2 /∈M30.
Du fait que #D˜ > 2, donc #D > 2. Il résulte de la proposition 4.1.5 que M30 ⊂ lim
ε→0
inf Iε. Alors
l’idéal J engendré par {f1, f2,M30} est inclus dans lim
ε→0
inf Iε.
De plus, on a ℓ(M30) = dimO/M30 = 6 et dim J/M30 = 2 (car {f1, f2} est indépendant et n’est
pas contenu dans M30). Donc
ℓ(J) = dimO/J = dim(O/M30)/(J/M30)
= dimO/M30 − dim J/M30 = 6− 2 = 4.
D’après la Proposition 2.1.5, on a J = limε→0 Iε.
Nous allons toutefois montrer comment on peut aussi obtenir le résultat directement à partir
du calcul de la limite supérieure.
Rappelons que on a évidemment lim inf
ε→0
Iε ⊆ lim sup
ε→0
Iε. Pour finir cette seconde preuve de la
Proposition 4.1.8, il suffit donc de démontrer le fait suivant :
Proposition 4.1.9. lim
ε→0
sup Iε ⊆ J .
Démonstration. Pour toute fonction h ∈ lim
ε→0
sup Iε, par définition de lim
ε→0
sup Iε, il existe
une suite hε dans Iε, où ε ∈ E et ε → 0, telle que hε converge vers h uniformément sur tout
compact de Ω, quand ε → 0. Pour la brièveté, on va écrire lim
ε→0
hε = h. On va démontrer que
h ∈ J := ⟨f1, f2,M30⟩.
En effet, tout d’abord on sait que lim
ε→0
J6,ε =M30 et ℓ(J6,ε) = ℓ(M30) = 6, pour tout ε ∈ E assez
petit. On a
fε1 = lε12.lε34 ∈ Iε et fε2 = lε13.lε24 ∈ Iε.
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et lim
ε→0
fε1 = f1 et lim
ε→0
fε2 = f2. Puisque {f1, f2} indépendant et f1, f2 /∈ M30, on a, pour ε assez
petit, {fε1 , fε2} indépendant et fε1 , fε2 /∈ J6,ε. Donc l’idéal Jε := ⟨fε1 , fε2 , J6,ε⟩ ⊂ Iε et de plus, on a
ℓ(Jε) = dimO/Jε = dim(O/J6,ε)/(Jε/J6,ε)
= dimO/J6,ε − dim Jε/J6,ε = 6− 2 = 4 = ℓ
(Iε).
Donc Jε = Iε. On en déduit que pour chaque fonction hε ∈ Iε, ε ∈ A assez petit, on peut
représenter hε par
hε = αεfε1 + βεfε2 + ρε, où ρε ∈ J6,ε.
Posons mε := max
(|αε|, |βε|). Alors on a |αε|, |βε| bornés. En effet, sinon il existe un sous-
ensemble A′ ⊂ A, A¯′ ∋ 0 tel que mε → +∞, quand ε → 0, ε ∈ A′. Dans les espaces O/J6,ε et
O/M30, on a
1
mε
[hε]J6,ε = [
αε
mε
fε1 ]J6,ε + [
βε
mε
fε2 ]J6,ε .
Quand ε→ 0, ε ∈ A′, on a, en prenant les isomorphismes naturels entre espaces de dimension finie,
que [ 1
mε
hε]J6,ε tend vers 0 ∈ O/M30, et [
αε
mε
fε1 ]J6,ε + [
βε
mε
fε2 ]J6,ε tend vers [α˜f1]M30 + [β˜f2]M30 , où
αε
mε
tend vers α˜ et βε
mε
tend vers β˜. Comme
max
(|α˜|, |β˜|) = lim
ε→0,ε∈E′
max
( |αε|
mε
,
|βε|
mε
)
= 1,
les fonctions holomorphes α˜, β˜ sur Ω satisfont
(
α˜, β˜
) ̸= (0, 0). On en déduit que [α˜f1 + β˜f2]M30 =
0 ∈ O/M30, c’est-à-dire α˜f1 + β˜f2 ∈ M30. Ce qui contredit le fait que les fonctions f1, f2 sont
indépendantes sur M30.
Comme |αε|, |βε| bornés, il résulte du théorème de Montel qu’il existe un sous-ensemble A′′ ⊂ A
tels que αε converge vers α et βε converge vers β uniformément sur tout un compact de Ω, quand
ε→ 0, ε ∈ A′′. Donc αεfε1 +βεfε2 converge vers αf1+βf2 et ρε converge vers ρ ∈M30 uniformément
sur tout un compact de Ω, quand ε→ 0, ε ∈ A′′. Alors
lim
ε→0
hε = αf1 + βf2 + ρ =: h ∈
⟨
f1, f2,M
3
0
⟩
= J,
d’où le résultat. 
Ensuite, on va finir la preuve de la Proposition 4.1.8. En effet, d’après la démonstration précé-
dente, on a
lim
ε→0
sup Iε ⊆ J ⊆ lim
ε→0
inf Iε.
On en déduit donc que la codimension
ℓ
(
lim
ε→0
sup Iε
)
> ℓ(J) > ℓ
(
lim
ε→0
inf Iε
)
.
Comme la codimension de ℓ
(Iε) = N = 4, il résulte de la Proposition 1.2.3 et de la Proposition
1.2.4 que ℓ
(
lim
ε→0
sup Iε
)
6 N = 4 et ℓ
(
lim
ε→0
inf Iε
)
> N = 4. Il vient que le codimension
ℓ
(
lim
ε→0
sup Iε
)
= ℓ
(
lim
ε→0
inf Iε
)
= ℓ(J) = 4
Alors
lim
ε→0
inf Iε = J = lim
ε→0
sup Iε.
Il suit que la limite de lim
ε→0
Iε existe, et vaut J . Ce qui achève le résultat. 
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Enfin, nous allons finir la démonstration du Théorème 4.1.1. Pour cela, il faut démontrer que
famille des idéaux (Iε) satisfait la condition d’intersection complète uniforme dans la Définition
1.2.16. En conséquence, par le Théorème 1.2.17, on déduit que
lim
ε→0
Gε = GJ ,
et la convergence est localement uniforme sur Ω\{0}.
En effet, par l’hypothèse, puisque le système Sε satisfait les conditions (4.1.1) et (4.1.2), d’après
la Proposition 4.1.7, choisissons (i, j) ∈ {(1, 2), (1, 3), (2, 3)} telle que le système {fi, fj} est
indépendant et que la fonction holomorphe Ψ0 :=
(
fi, fj
)
admet un zéro isolé unique à l’origine,
où fj := lim
ε−→0
fεj , j = 1, 2, 3. Sans perte de généralité, supposons que (i, j) = (1, 2) et A1 =
{v13, v24}∩{v12, v34} = ∅. Posons Ψε :=
(
fε1 , f
ε
2
)
, où fε1 = lε12.lε34 ∈ Iε et fε = lε13.lε24 ∈ Iε. Vérifions
maintenant que la fonction Ψε satisfait les conditions de la Définition 1.2.16. En effet, on a d’abord
évidemment que Ψε tend vers Ψ0 = (f1, f2) uniformément sur Ω, où f1 := l12.l34, f2 := l13.l24. De
plus, Ψ0(z) est une application holomorphe propre de Ω à Ψ0(Ω).
En effet, on a Ψ−10 {0} = {0} et 0 est un zéro isolé unique de Ψ0. Parce qu’on ne considère que
tout les points aεj au voisinage de l’origine, il suffit de vérifier que Ψ0 |Ω: Ω −→ Ψ0(Ω) est propre,
où Ω := Ψ−10
(
B
)
, B := B(0, 1) = {z ∈ C2 : ||z|| < 1}. Tout d’abord, comme Ψ0 est continue, on a
Ω est un ouvert et 0 ∈ Ω. De plus, Ω est borné. En effet, puisque 0 est un zéro isolé de Ψ0, il exists
δ0 > 0 tel que ||Ψ0(z)|| > 0 pour tout 0 < ||z|| < δ0. Posons δ1 := min{||Ψ0(z)|| : ||z|| = δ0} > 0.
Grâce à l’homogénéité de Ψ0, on obtient donc, si r >
δ0√
δ1
, que δ := min{||Ψ0(z)|| : ||z|| = r}
=
(
r
δ0
)2
.min{||Ψ0(z)|| : ||z|| = δ0} =
(
r
δ0
)2
.δ1 > 1. On veut montrer que Ω ⊂ B(0, r). En fait,
pour tout z ∈ Ω, on a Ψ0(z) ∈ B. Donc ||Ψ0(z)|| < 1. Si z /∈ B(0, r), on a alors ||z|| > r et
||Ψ0
(
r
z
||z|| |
)|| > δ > 1. Il vient que ||Ψ0(z)|| > ||z2||
r2
> 1. On aboutit à une contradiction. Alors Ω
est borné. Par ailleurs, on a ∂Ω = Ψ−10 (∂B). Or il est clair que ∂Ω ⊂ Ψ−10 (B)\Ψ−10 (B) = Ψ−10 (∂B)
(car Ψ0 est continue, on a Ω ⊂ Ψ−10 (B) et de plus Ω est ouvert, donc ∂Ω∩Ψ−10 (B) = ∂Ω∩Ω = ∅).
Inversement, on déduit de l’homogénéité de Ψ0 que, pour tout z ∈ Ψ−10 (∂B), on a ||Ψ0(tz)|| =
t2||Ψ0(z)|| = t2, pour tout t ∈ R. On a donc, si t < 1, Ψ0(tz) ∈ B. Ceci implique que tz ∈ Ω.
Alors lim
t→1,t<1
(tz) = z ∈ Ω. Comme ||Ψ0(z)|| = 1, il vient que Ψ0(z) /∈ B et que z /∈ Ω. D’où
z ∈ Ω\Ω = ∂Ω.
Soit K un compact dans Ψ0(Ω), on va ensuite démontrer que(
Ψ0 |Ω
)−1(K) = (Ψ0)−1(K) ∩ Ω
est compact dans Ω. Parce que Ψ−10 (K) est fermé et Ω est borné, il est équivalent de montrer que(
Ψ0
)−1(K) ∩ Ω est fermé dans C2. Or cela est équivalent à(
Ψ0
)−1(K) ∩ Ω ∩ ∂Ω = ∅.
Soit p ∈ (Ψ0)−1(K) ∩ Ω quelconque, il existe alors une suite {qn} ⊂ (Ψ0)−1(K) ∩ Ω telle que
qn −→ p. Comme K est fermé et la suite {Ψ0(qn)} ⊂ K, on a Ψ0(qn) −→ Ψ0(p) ∈ K ⊂ B.
Alors ||Ψ0(p)|| < 1. Supposons que p ∈ ∂Ω, donc p ∈ Ψ−10 (∂B). On en déduit que Ψ0(p) ∈ ∂B.
Alors ||Ψ0(p)|| = 1. Ce qui est contradictoire. Donc p /∈ ∂Ω. D’où
(
Ψ0
)−1(K) ∩ Ω ∩ ∂Ω = ∅.
L’application Ψ0 est alors propre de Ω à Ψ0(Ω).
En outre, parce qu’on a
Ψ−1ε
({0}) = ((lε12)−1(0) ∩ (lε13)−1(0)) ∪ ((lε12)−1(0) ∩ (lε24)−1(0))
∪ ((lε34)−1(0) ∩ (lε13)−1(0)) ∪ ((lε34)−1(0) ∩ (lε24)−1(0)),
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on en déduit clairement que Sε = {aε1, aε2, aε3, aε4} = Ψ−1ε
({0}).
Ensuite, on veut montrer que pour tout ε ̸= 0, 1 6 j 6 4, il existe une constance C(ε) telle que∣∣ log ||Ψε(z)|| − log ||z − aεj ||∣∣ 6 C(ε) <∞,
pour tout z au voisinage de aεj , 1 6 j 6 4. En effet, comme Ψε est dérivable, d’après la formule de
Taylor, pour tout z au voisinage de aε1, on a
Ψε(z) = Ψε(aε1) +DΨε(aε1)(z − aε1) + o(||z − aε1||).
Etant donné que le système {v12, v13} est indépendant, {lε12, lε13} est donc indépendant pour tout
0 < |ε| < ε0. Ceci implique que la matrice Jacobienne de Ψε en aε1 n’est pas dégénérée. En effet,
on a
det J
(
Ψε |aε1
)
=
∣∣∣∣∣∣∣∣∣
∂fε1
∂z1
(aε1)
∂fε1
∂z2
(aε1)
∂fε2
∂z1
(aε1)
∂fε2
∂z2
(aε1)
∣∣∣∣∣∣∣∣∣
= lε34(aε1).lε24(aε1).
∣∣∣∣∣∣∣∣∣
∂lε12
∂z1
(aε1)
∂lε12
∂z2
(aε1)
∂lε13
∂z1
(aε1)
∂lε13
∂z2
(aε1)
∣∣∣∣∣∣∣∣∣
= M(ε) ̸= 0.
Il existe donc l’application
(
DΨε
)−1 au voisinage de aε1. Alors
||z − aε1|| 6 ||
(
DΨε
)−1(aε1)||.||DΨε(aε1)(z − aε1)||.
Quand z est près de aε1, on a l’inégalité suivante
o(||z − aε1||) 6
M(ε)
2 ||z − a
ε
1||
Posons ||(DΨε)−1(aε1)|| = m(ε) > 0. Donc∣∣||DΨε(aε1)(z − aε1)|| − o(||z − aε1||)∣∣ 6 ||Ψε(z)−Ψε(aε1)||
6 ||DΨε(aε1)(z − aε1)||+ o(||z − aε1||).
Ceci implique que∣∣∣∣ 1m(ε) − M(ε)2
∣∣∣∣ 6 ||Ψε(z)−Ψε(aε1)||||z − aε1|| 6M(ε) + M(ε)2 = 32M(ε).
Posons C1(ε) = max
(
log
∣∣ 1
m(ε) −
M(ε)
2
∣∣, log 32M(ε)
)
. Notons que Ψε(aε1) = 0. Il vient alors∣∣ log ||Ψε(z)|| − log ||z − aε1||∣∣ 6 C1(ε) < +∞.
Finalement, puisque nous avons vu que A1 = {v12, v34} ∩ {v13, v24} = ∅, les systèmes {v12, v13},
{v12, v24}, {v34, v13} et {v34, v24} sont indépendants. Alors on raisonne de manière tout à fait
analogue que, pour chaque point aεj , 1 6 j 6 4, il existe une constance Cj(ε), pour 1 6 j 6 4, telle
que ∣∣ log ||Ψε(z)|| − log ||z − aεj ||∣∣ 6 Cj(ε) < +∞.
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Posons C(ε) = max
j
Cj(ε). On en déduit le résultat. 
Démonstration du Corollaire 4.1.3.
D’après le théorème 1.2.17, comme la famille des idéaux
(Iε) satisfait les conditions d’intersec-
tion complète uniforme, il existe (i, j) ∈ {(1, 2), (1, 3), (2, 3)} telle que lim
ε→0
Iε = ⟨fi, fj⟩ =: I0. De
plus, d’après la Proposition 4.1.8, lim
ε→0
Iε = J =
⟨
fi, fj ,M
3
0
⟩
. Alors I0 = J =
⟨
fi, fj ,M
3
0
⟩
. D’où
M30 ⊂ I0.
En outre, du fait que I0 est un idéal d’intersection complète, en vertu du Théorème 1.2.22 et
de [Ras-Sig05, Théorème 2.8, page 340], on déduit que
lim
ε→0
Gε = GI0 = max
(
log
∣∣fi(z)∣∣, log ∣∣fj(z)∣∣)+O(1),
pour tout z ∈ D2 et pour (i, j) ∈ {(1, 2), (1, 3), (2, 3)} et que la convergence est localement uniforme
sur Ω\{0}. Ce qui achève le résultat. 
4.1.3 Exemples
Soit Ω = D2 le bidisque unité dans C2 et soit Sε un ensemble de quatre points distincts dans
Ω qui tendent vers 0, lorsque ε tend vers 0.
Exemple 4.1.10.
Soit un système de quatre points distincts Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (0, ε2), aε4 =
(ε, ε2)}. Pour tout ensemble de 3 points distincts S˜ε ⊂ Sε, il existe une limite pour chacune
des directions dans D(S˜ε), et l’ensemble de ces limites est D˜ = {[1 : 0], [0 : 1]}. L’ensemble Sε
satisfait alors les conditions (4.1.1) et (4.1.2) du Théorème 4.1.1. Comme {f1 = z21 , f2 = z22} est
indépendante, d’après le Théorème 4.1.1, il existe la limite de la famille des idéaux Iε, lim
ε−→0
Iε =
I0 =
⟨
f1 = z21 , f2 = z22
⟩
et il existe la limite de fonction de Green Gε(z). De plus, par la Proposition
3.4.11, comme la fonction 2max
(
log |z1|, log |z2|
)
s’annule au bord,
lim
ε−→0
Gε(z) = 2max
(
log |z1|, log |z2|
)
,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
Remarquons que par la propriété multiplicative de la fonctions de Green pluricomplexes (voir
le Lemme 3.3.2) et en combinaison avec le Lemme 1.1.7, comme Sε = {0, ε} × {0, ε2}, pour tout
z = (z1, z2) ∈ D2\{(0, 0)},
Gε(z) = max
(
GD{0,ε}(z1), GD{0,ε2}(z2)
)
= max
(
log
∣∣∣∣z1. z1 − ε1− εz1
∣∣∣∣, log ∣∣∣∣z2. z2 − ε21− ε2z2
∣∣∣∣).
On en déduit que
lim
ε−→0
Gε(z) = 2max
(
log |z1|, log |z2|
)
,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
Exemple 4.1.11.
Soit un système de quatre points distincts Sε = {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (0, ε2), aε4 =
(ε, ε)}. Comme pour tout un ensemble de 3 points distincts S˜ε ⊂ Sε, il existe une limite pour
une chaque direction dans D(S˜ε), et l’ensemble de ces limites est D˜ = {[1 : 0], [0 : 1]} ou est
D˜ = {[1 : 0], [0 : 1], [1 : 1]}. Par suite, l’ensemble de Sε satisfait alors les conditions (4.1.1)
et (4.1.2) du Théorème 4.1.1, parce que {f1 = z22 − z1z2, f2 = z21} est indépendante. D’après
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Théorème 4.1.1, il existe donc la limite de la famille des idéaux Iε, lim
ε−→0
Iε = I0 =
⟨
z22 − z1z2, z21
⟩
,
et il existe la limite de fonction de Green Gε(z),
lim
ε−→0
Gε(z) = max
(
2 log |z1|, log |z22 − z1z2|
)
+O(1),
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
Dans le cas générique où le système Sε de 4 points distincts dans Ω satisfait la propriété :
#D˜ = 3, pour tout un sous ensemble S˜ε de 3 points dans Sε, on a alors Ap = ∅, pour tout
p ∈ {1, 2, 3}. Les conditions (4.1.1) et (4.1.2) du Théorème 4.1.1 sont satisfaites. Nous avons
d’abord un résultat suivant
Proposition 4.1.12. Si pour tout un sous ensemble de 3 points S˜ε ⊂ Sε, il existe une limite pour
une chaque direction dans D(S˜ε) et l’ensemble de ces limites D˜ satisfait #D˜ = 3. Alors
⟨f1, f2⟩ = ⟨f2, f3⟩ = ⟨f1, f3⟩ .
Démonstration. En effet, en utilisant la translation Φε(z) = z− aε1, nous pouvons supposer que
aε1 = 0 ∈ D2, pour tout ε. Soient v˜ij ∈ C2 telles que ||v˜ij || = 1 et [v˜ij ] = vij ∈ P1C, 1 6 i < j 6 4.
Par l’hypothèse, parce que les directions v12, v13, v23 sont distincts, on peut choisir une application
linéaire inversible Φ telle que [Φ(v˜12)] = [1 : 0], [Φ(v˜13)] = [0 : 1] et [Φ(v˜23)] = [−1 : 1]. On peut
donc réduire le problème à la situation de Φ(Sε) : Φ(aε1) = bε1 = (0, 0), Φ(aε2) = bε2 = (ρ2(ε), η2(ε)),
Φ(aε3) = bε3 = (η3(ε), ρ3(ε)), et Φ(aε4) = bε4 = (α(ε), β(ε)) où toutes les coordonnées tendent vers
0 et lim
ε→0
ηj(ε)/ρj(ε) = 0, j = 2, 3. De plus, on désigne aussi vij ∈ P1C, 1 6 i < j 6 4, qui est la
limite des directions vεij des droites qui passent par deux points bεi et bεj . Si l’on pose
γ(ε) := η3(ε)− ρ2(ε)
ρ3(ε)− η2(ε) ,
alors vε23 = [γ(ε) : 1]. Par suite, lim
ε→0
γ(ε) = −1. Cela implique que
lim
ε→0
ρ2(ε)
ρ3(ε)
= lim
ε−→0
η3(ε)
ρ3(ε)
− γ(ε)
1− γ(ε). η2(ε)
ρ2(ε)
= 1.
Supposons que α(ε)/ρ2(ε)→ l et β(ε)/α(ε)→ t, quand ε→ 0. Comme#D˜ = 3, on a l, t ̸= 0,∞.
Alors lim
ε−→0
vε14 = v14 = [1 : t], lim
ε−→0
vε24 = v24 =
[
l − 1
t.l
: 1
]
et lim
ε−→0
vε34 = v34 =
[
1 : t − 1
l
]
. On
obtient alors
f1 = l12.l34 =
(
t− 1
l
)
z1z2 − z22 ,
f2 = l13.l24 = z21 −
l − 1
t.l
z1z2
f3 = l14.l23 = −tz21 + (1− t)z1z2 + z22 .
Parce qu’on a −f1 − t.f2 = f3, alors
⟨f1, f2⟩ = ⟨f2, f3⟩ = ⟨f1, f3⟩ ,
d’où le résultat. 
En conséquence, par le Théorème 4.1.1, nous avons le résultat suivant
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Proposition 4.1.13. Si l’ensemble Sε de 4 points distincts dans Ω satisfait la propriété : #D˜ = 3,
pour tout sous ensemble S˜ε de 3 points dans Sε, alors il existe la limite de la famille des idéaux
Iε,
lim
ε→0
Iε = I0 = ⟨fi, fj⟩ ,
pour tout (i, j) ∈ {(1, 2), (1, 3), (2, 3)}, avec M30 ⊂ I0. Et de plus, pour tout z ∈ D2,
lim
ε→0
Gε = GI0 = max
(
log
∣∣fi(z)∣∣, log ∣∣fj(z)∣∣)+O(1),
pour tout (i, j) ∈ {(1, 2), (1, 3), (2, 3)} et la convergence est localement uniforme sur Ω\{0}.
Démonstration. Par le Théorème 4.1.1 et le Corollaire 4.1.3. 
Exemple 4.1.14.
Soit un système de quatre points distincts Sε = {aε1 = (ε, ε), aε2 = (ε, ε2), aε3 = (0, ε), aε4 =
(0, ε2)}. L’ensemble des limites de toutes les directions dans D(Sε) est donné par
D =
{
[1 : 0], [0 : 1], [1 : 1], [1 : −1]},
et satisfait #D = 4. Cependant, l’ensemble de Sε satisfait alors la condition suivante : Pour
tout l’ensemble de 3 points S˜ε ⊂ Sε, l’ensemble des limites de toutes les directions dans D(S˜ε)
satisfait #D˜ = 3. Par la Proposition 4.1.13, il existe donc la limite de la famille des idéaux,
lim
ε−→0
Iε = I0 =
⟨
f1 = z21 , f2 = z22
⟩
, où f1(z) = lim
ε−→0
fε1 (z) = lim
ε−→0
(z1 − ε)2, f2(z) = lim
ε−→0
fε2 (z) =
lim
ε−→0
(z2 − ε)(z2 − ε2). De plus, en combinaison avec la Proposition 3.4.11, il existe alors la limite
de fonction de Green Gε(z),
lim
ε−→0
Gε(z) = 2max
(
log |z1|, log |z2|
)
,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
Remarquons que, dans l’exemple 4.1.14, en vertu du Lemme 1.1.7 et du Lemme 3.3.2, on peut
retrouver la fonction de Green pluricomplexe GD2Sε (z) suivante : comme Sε = {ε, 0} × {ε, ε2}, pour
tout z = (z1, z2) ∈ D2\{(0, 0)},
Gε(z) = max
(
GD{ε,0}(z1), GD{ε,ε2}(z2)
)
= max
(
log
∣∣∣∣z1. z1 − ε1− εz1
∣∣∣∣, log ∣∣∣∣ z2 − ε1− εz2
∣∣∣∣+ log ∣∣∣∣ z2 − ε21− ε2z2
∣∣∣∣).
On en déduit que
lim
ε−→0
GSε(z) = 2max
(
log |z1|, log |z2|
)
,
pour tout z = (z1, z2) ∈ D2\{(0, 0)}.
Par ailleurs, nous avons encore le fait suivant
Proposition 4.1.15. Si le système Sε de 4 points distincts dans Ω satisfait la condition #D > 5,
alors les conditions (4.1.1) et (4.1.2) du Théorème 4.1.1 sont satisfaites.
Pour démontrer la Proposition 4.1.15, par la Proposition 4.1.13, il nous faut démontrer que le
résultat suivant :
Proposition 4.1.16. Supposons qu’il existe une limite pour chaque direction dans Dε et que
l’ensemble de ces limites D satisfait #D > 5. Alors pour tout S˜ε ⊂ Sε tel que #S˜ε = 3, on a que
l’ensemble D˜ des limites de toutes les directions dans D(S˜ε) satisfait #D˜ = 3.
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Démonstration. On pose S˜ε = {aεi1 , aεi2 , aεi3 , 1 6 i 6 4} ⊂ Sε et vεij := [aεik − aεim ] ∈ P1C où
{j, k,m} = {1, 2, 3}, k,m ̸= j, 1 6 i 6 4. Supposons qu’il existe E ⊂ C\{0} tel que 0 ∈ E¯ et
vij = lim
E∋ε−→0
vεij , 1 6 i 6 4. On a l’ensemble des directions D(S˜ε) = {vεij , j ∈ {1, 2, 3}, 1 6 i 6 4}
converge vers D˜ = {vij , j ∈ {1, 2, 3}, 1 6 i 6 4}. Donc #D˜ 6 3.
Si #D˜ = 1 (c’est-à-dire vi1 = vi2 = vi3), alors #D 6 4.
Si #D˜ = 2, il existe donc deux directions distinctes. On peut supposer que vi1 = vi3 ̸= vi2 .
En utilisant la translation Φε(z) = z − aεi1 , nous pouvons supposer que aεi1 = 0, pour tout ε. Soit
v˜ij ∈ C2 telles que ||v˜ij || = 1 et [v˜ij ] = vij , j ∈ {1, 2, 3}, 1 6 i 6 4. Parce que vi1 = vi3 ̸= vi2 , on
peut choisir une application linéaire inversible Φ telle que [Φ(v˜i3)] = [1 : 0] et [Φ(v˜i2)] = [0 : 1].
On peut donc réduire la problème à la situation de Φ(Sε) : Φ(aεi1) = b
ε
1 = (0, 0), Φ(aεi2) = b
ε
2 =
(ρ2(ε), η2(ε)), Φ(aεi3) = b
ε
3 = (η3(ε), ρ3(ε)),Φ(aεi4) = b
ε
4 =
(
α(ε), β(ε)
)
, où toutes les coordonnées
tendent vers 0 et lim
ε→0
ηj(ε)/ρj(ε) = 0, j = 2, 3. Posons vεij := [bεj − bεi ] ∈ P1C, lim
ε−→0
vεij = vij , 1 6
i < j 6 4. Parce que [1 : 0] = v23 = v12 ̸= v13 = [0 : 1], si l’on pose
γ(ε) := ρ3(ε)− η2(ε)
η3(ε)− ρ2(ε) ,
alors vε23 = [1 : γ(ε)]. Donc lim
ε→0
γ(ε) = 0. De plus, comme #D > 5, on obtient
(4.1.4) #
(
D\{v23}
)
= 5.
Par ailleurs, comme les directions v12, v13, v14 sont distinctes, il vient limε→0 β(ε)/α(ε) = ℓ ̸=
0,∞. Pour la brièveté, on va omettre l’indice ε.Considérons les comportements possibles du rapport
α/ρ2, quand ε −→ 0.
•) Si α/ρ2 −→ 1, alors β/ρ2 = β/α.α/ρ2 −→ ℓ ̸= 0,∞. Donc
α− ρ2
β − η2 =
α/ρ2 − 1
β/ρ2 − η2/ρ2 −→ 0,
et v24 = [0 : 1] = v13.
•) Si α/ρ2 −→ 0, alors β/ρ2 = β/α.α/ρ2 −→ 0. Donc
β − η2
α− ρ2 =
β/ρ2 − η2/ρ2
α/ρ2 − 1 −→ 0,
et v24 = [1 : 0] = v12.
•) Si ρ2/α −→ 0. Comme
lim
ε−→0
ρ3
ρ2
= lim
ε−→0
γ − η2/ρ2
γ.η3/ρ3 − 1 = 0,
on a ρ3/α = ρ3/ρ2.ρ2/α −→ 0. Donc η3/α = η3/ρ3.ρ3/α −→ 0. On en déduit que
lim
ε−→0
β − ρ3
α− η3 = limε−→0
β/α− ρ3/α
1− η3/α = ℓ,
et alors v34 = v14.
•) Si 0 < C1 6 ||ρ2/α|| 6 C2 < ∞ (ρ2/α borné), donc ρ3/α = ρ3/ρ2.ρ2/α −→ 0 et η3/α =
η3/ρ3.ρ3/α −→ 0. Alors
lim
ε−→0
β − ρ3
α− η3 = ℓ,
et alors v34 = v14.
En conclusion, dans tous les cas, on a démontré que #D 6 4 ce qui contredit (4.1.4). Donc
#D˜ = 3. Ce qui achève le résultat. 
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Exemple 4.1.17.
Soit Ω = D2 = {z = (z1, z2) ∈ C2 : ||zj || < 1, j = 1, 2} le bidisque unité dans C2, et Iε une
famille d’idéaux basés sur quatre points distincts aεj , j = 1, 2, 3, 4 au voisinage de l’origine dans Ω.
Si nous prenons un système de quatre points distincts
Sε := {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (0, ε), aε4 = (2ε,−2ε)},
alors l’ensemble des limites de toutes les directions dans Dε est donné par
D = {[1 : 0], [0 : 1], [1 : −1], [1 : −2], [2 : −3]},
et satisfait#D = 5. Alors, d’après le Théorème 4.1.1, il existe la limite de la famille des idéaux Iε et
existe la limite de fonction de Green pluricomplexeGε, lorsque ε tend vers 0. Comme#
(
D\{v14}
)
=
5, choisissons la fonction Ψε(z) =
(
fε1 (z), fε2 (z)
)
, où
fε1 = lε12.lε34 = z2
(
3z1 + 2(z2 − ε)
) ∈ Iε,
et
fε2 = lε13.lε24 = z1
(
2(z1 − ε) + z2
) ∈ Iε.
On a évidemment que Ψε tend vers Ψ0 = (g, f) uniformément sur Ω, où
f1 := l12.l34 = 3z1z2 + 2z22 , f2 := l13.l24 = 2z21 + z1z2.
Donc
lim
ε−→0
Iε = I0 =
⟨
3z1z2 + 2z22 , 2z21 + z1z2
⟩
.
Il est clair queM30 ⊂ I0. De plus, il existe la limite de fonction de Green pluricomplexe à pôle dans
Sε,
lim
ε−→0
Gε(z) = GI0(z) = max{log |3z1z2 + 2z22 |, log |2z21 + z1z2|}+O(1),
et la convergence est localement uniforme sur Ω\{0}.
Remarquons que pour un autre système Sε de quatre points distincts qui admet le même
ensemble de limites de toutes les directions, D = {[1 : 0], [0 : 1], [1 : −1], [1 : −2], [2 : −3]}, par
exemple,
Sε := {aε1 = (0, 0), aε2 = (ε+ ε2, ε2), aε3 = (ε2, ε+ ε2), aε4 = (2ε+ ε2,−2ε+ ε2)},
on a donc la même limite de la famille des idéaux Iε et la même limite de fonction de Green
pluricomplexe à pôle dans Sε.
Si nous prenons un autre système de quatre points distincts
Sε := {aε1 = (0, 0), aε2 = (ε, 0), aε3 = (0, ε), aε4 = (3ε, 2ε)},
on a l’ensemble des limites de toutes les directions dans Dε est donné par
D = {[1 : 0], [0 : 1], [1 : 1], [−1 : 1], [3 : 2], [3 : 1]}.
et il satisfait #D = 6. D’après le Théorème 4.1.1, il existe alors la limite de la famille des idéaux Iε
et la limite des fonctions de Green pluricomplexes Gε, lorsque ε tend vers 0. Il est facile de calculer
de manière analogue qu’on obtient
lim
ε−→0
Iε = I0 =
⟨
z1z2 − 3z22 , z21 − z1z2
⟩
.
et la limite des fonctions de Green pluricomplexes
lim
ε−→0
Gε(z) = GI0(z) = max{log |z1z2 − 3z22 |, log |z21 − z1z2|}+O(1).
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4.2 Limites de la famille des idéaux de fonctions holomorphes :
les cas dégénérés
4.2.1 Introduction
Dans le cas dégénéré où le système Sε de 4 points distincts dans Ω ne satisfait pas les conditions
(4.1.1) et (4.1.2), supposons que la limite de la famille des idéaux de fonctions holomorphes sur Ω
existe, lim
ε→0
I(Sε) = I, alors I n’est pas un idéal d’intersection complète.
Les résultats principaux dans cette section sont les suivants :
Théorème 4.2.1. Supposons que le système Sε de 4 points distincts dans Ω satisfait la condition
(4.1.1). Alors s’il existe i ∈ I := {1, 2, 3, 4} tel que
(4.2.1) #
{
vij ∈ CP1 : j ∈ I\{i}
}
= 1,
alors, après changement de variables linéaire, lim
ε→0
I(Sε) = I0 := ⟨z1z2, z22 , z31⟩, et par le Théorème
1.2.22, on en déduit que la fonction de Green pluricomplexe Gε ne converge pas vers
GI0(z) = max
{
log |z1z2|, 2 log |z2|, 3 log |z1|
}
+O(1).
Ensuite, si le système Sε ne satisfait pas le conditions (4.1.1), en raison de Proposition 4.1.16,
l’ensemble D de limites des directions dans D
(
Sε
)
satisfait donc #D 6 4. Dans le cas où 2 6
#D 6 4, nous avons le résultat suivant :
Théorème 4.2.2. Si l’on a un système Sε de 4 points distincts dans D2 qui satisfait la condition
suivante : il existe un sous-système S˜ε de trois points distincts dans Sε tel que l’ensemble D˜ des
limites de toutes les directions dans D(S˜ε) satisfait
(4.2.2) D˜ = {v = [1 : 0]} ⊂ P1C.
Alors
(i) Si #D > 3, alors lim
ε→0
I(Sε) = I0 := ⟨z1z2, z22 , z31⟩.
(ii) Si #D = 2, alors lim
ε→0
I(Sε) = I, où I est un des idéaux I0 ou J0 ou I1 définis dans la
Proposition 4.2.5.
De plus, dans le cas où #D = 1, on va supposer comme ci-dessus que D = {[1 : 0]} et on a
alors pour tout sous-système S˜ε de trois points distincts dans Sε,
(4.2.3) #D˜ = 1.
Dans ce cas-là, posons
Ŝεj := Sε\{aεj} ⊂ Ω pour 1 6 j 6 4.
En raison de (4.2.3), le Théorème 3.1.4 implique qu’il existe une limite d’idéal I(S˜ε), pour tout
un sous-système S˜ε de trois points distincts dans Sε,
lim
ε→0
I(S˜ε) = J (m),
où m ∈ Ĉ := C ∪ {∞} et l’idéal J (m) est défini par
J (m) :=
{ ⟨
z2 −mz21 , z31
⟩
si m ∈ C
M20 =
⟨
z21 , z1z2, z
2
2
⟩
si m =∞.
Posons, pour 1 6 j 6 4,
Îj := lim
ε→0
I(Ŝεj ).
Nous avons alors la condition suivante pour l’existence de la limite des idéaux I(Sε) :
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Proposition 4.2.3. Supposons qu’il existe m1,m2 ∈ Ĉ, m1 ̸= m2 tels que Îi = J (m1) et que
Îj = J (m2), où 1 6 i < j 6 4. Alors la limite des idéaux I
(
Sε
)
existe et vaut
lim
ε→0
I(Sε) = I0 := ⟨z1z2, z22 , z31⟩ .
4.2.2 Preuve du Théorème 4.2.1
Nous posons d’abord
I∗ := lim inf
ε→0
I(Sε) et I∗ := lim sup
ε→0
I(Sε).
Ensuite, en utilisant la translation Φε(z) = z−aε1, nous pouvons toujours supposer que aε1 = 0 ∈
Ω, pour tout ε. Parce que #D˜ > 2, pour tout ensemble S˜ε de 3 points dans Sε, alors #D > 2. Donc,
sans perte de généralité, supposons que v12 ̸= v13. Parce que le système Sε satisfait le condition
(4.2.1), sans perte de généralité, on peut donc supposer qu’il existe i = 2 tel que v12 = v23 = v24.
Dans ce cas-là, on va démontrer d’abord, que #D > 3. En effet, supposons que #D = 2, donc
D = {v12, v13}. Considérons les deux vecteurs v14 et v34. Comme #D = 2, on a alors trois cas
suivants
•) Si v14 = v12, il vient v12 = v14 = v24. Ce qui contredit alors l’hypothèse (4.1.1).
•) Si v34 = v12, il vient v23 = v34 = v24. Ce qui contredit donc l’hypothèse (4.1.1).
•) Si v14 = v34 = v13, notre situation contredit l’hypothèse (4.1.1).
Par conséquent, #D > 3. Ensuite, comme v12 ̸= v13, choisissons une application linéaire inversible
Φ : C2 → C2 telle que
[Φ(v˜12)] = [1 : 0] et [Φ(v˜13)] = [0 : 1],
où v˜12, v˜13 ∈ C2 sont tels que ∥v˜12∥ = ∥v˜13∥ = 1 et que [|v˜12] = v12, [|v˜13] = v13. Alors
Φ
(
Sε
)
= S′ε = {bε1 = (0, 0), bε2, bε3, bε4},
qui satisfait v12 = [1 : 0] ̸= v13 = [0 : 1]. Soit lεij(z), pour 1 6 i < j 6 4, les équations des
droites qui passent par les deux points bεi et bεj . Alors lim
ε→0
lε12(z) = lim
ε→0
lε14(z) = lim
ε→0
lε24(z) = z2 et
lim
ε→0
lε13(z) = z1. Cela implique que
z1z2 = lim
ε→0
lε13(z)lε24(z) ∈ I∗,
et que
z31 = lim
ε→0
lε13(z)
[
z1 − z1(bε2)
][
z1 − z1(bε4)
] ∈ I∗.
Alors
⟨
z1z2, z
3
1
⟩ ⊂ I∗. Si #D > 3, il existe (i, j) ∈ {(2, 3), (3, 4)} tel que le vecteur vεij tend vers
[1 : t], où t ̸= 0,∞. Donc lim
ε→0
lεij(z) = z2 − tz1 ∈ I∗. Cela implique que
z22 = lim
ε→0
(
lεij(z)lεkm(z) + tlε13(z)lε24(z)
) ∈ I∗,
où k,m ∈ I\{i, j}, 1 6 k < m 6 4. Enfin, on a I0 :=
⟨
z1z2, z
2
2 , z
3
1
⟩ ⊂ I∗, avec ℓ(I0) = 4. On en
déduit, d’après le Corollaire 2.1.6, que lim
ε→0
I(Sε) = I0. Ce qui achève la preuve. 
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4.2.3 Preuve du Théorème 4.2.2
Afin de démontrer les résultats du Théorème 4.2.2, nous allons d’abord démontrer le fait facile
suivant
Proposition 4.2.4. Soit Sε un système des 4 points distincts qui tendent vers l’origine lorsque
ε → 0. Soit Φε : C2 −→ C2 une application holomorphe inversible telle que Φε converge vers Φ0
uniformément et Φ0 est inversible. Supposons qu’il existe lim
ε−→0
I(Sε) = I0. Alors
lim
ε−→0
I(Φε(Sε)) = I0Φ−10 = {f ◦ Φ−10 | f ∈ I0}.
Démonstration. Soient fε ∈ I(Sε) telles que fε converge vers f0 uniformément lorsque ε tend
vers 0. Alors fε |Sε= 0. Comme(
fε ◦ Φ−1ε
)(
Φε
(
Sε
))
= fε
(
Sε
)
= 0,
il vient fε ◦ Φ−1ε ∈ I
(
Φε
(
Sε
))
et de plus fε ◦ Φ−1ε converge vers f0 ◦ Φ−10 uniformément lorsque ε
tend vers 0. Il en résulte que f0 ◦ Φ−10 ∈ I0Φ−10 . D’où le résultat. 
Ensuite, on a besoin du résultat suivant :
Proposition 4.2.5. Soit Sε = {(0, 0), (ε, 0), (ρ, δρ), (0, β)} quatre points distincts dans Ω qui
tendent vers 0, lorsque ε tend vers 0, où ρ := ρ(ε), δ := δ(ε), β := β(ε) et 0 < |ρ| 6 12 |ε|,|ε| ≪ |β|. Alors
i) Si lim
ε→0
δ
ρ− ε = m ̸=∞, il existe donc la limite de I
(
Sε
)
,
lim
ε→0
I(Sε) = I0 := ⟨z1z2, z22 , z31⟩ .
ii) Si lim
ε→0
δ
ε
=∞, on a les deux cas suivants
ii.1) S’il existe lim
ε→0
ρ− ε
δβ
= k /∈ {0,∞}, il existe alors
lim
ε→0
I(Sε) = J0 := ⟨z1z2, z21 + kz22 , z31⟩ .
ii.2) S’il existe lim
ε→0
ρ− ε
δβ
= k ∈ {0,∞}, il existe alors la limite de I(Sε) et vaut I0, si k =∞
et vaut I1 :=
⟨
z1z2, z
2
1 , z
3
2
⟩
, si k = 0.
Démonstration. Par l’hypothèse, parce que |ε| ≪ |β|, alors
z1z2 = lim
ε→0
(
z2 − ρz1
)[
z1 +
ε
β
z2 − ε
] ∈ I∗,
et
z31 = lim
ε→0
z1(z1 − ρ)(z1 − ε) ∈ I∗.
On a donc
⟨
z1z2, z
3
1
⟩ ⊂ I∗. De plus,
i) Comme lim
ε→0
δ
ρ− ε = m ̸=∞ et le polynôme
Qε(z) :=
δε
ρ− ε (δρ− β)z1 − βz2 −
δ
ρ− ε (δρ− β)z
2
1 + z22 ∈ I
(
Sε
)
,
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il vient z22 = lim
ε→0
Qε(z) ∈ I∗. Alors l’idéal I0 :=
⟨
z1z2, z
2
2 , z
3
1
⟩ ⊂ I∗. Comme ℓ(I0) = 4, on obtient
ℓ
(I∗) 6 ℓ(I0) = 4. Par la Proposition 2.1.5, on en déduit qu’il existe lim
ε→0
I(Sε) = I0.
ii) Comme, par l’hypothèse, 0 < |ρ| 6 12 |ε|, on a |ε|2 6 |ρ− ε| 6 |ε|. Par suite, si limε→0
δ
ε
=∞, on
a lim
ε→0
ρ− ε
δ
= lim
ε→0
ρ− ε
ε
ε
δ
= 0. Considérons les deux cas suivants :
ii.1) Supposons qu’il existe lim
ε→0
ρ− ε
δβ
= k /∈ {0,∞}. Considérons le polynôme
(4.2.4) Pε(z) := −εz1 + ρ− ε
δβ
β
δρ
β
− 1
z2 + z21 −
ρ− ε
δβ
1
δρ
β
− 1
z22 .
Il est facile de vérifier que Pε(z) ∈ I
(
Sε
)
. De plus, comme |δρ| ≪ |ρ| 6 12 |ε| ≪ |β|, il vient δρβ → 0,
lorsque ε→ 0. Il en résulte que
z21 + kz22 = lim
ε→0
Pε(z) ∈ I∗.
Alors l’idéal J0 :=
⟨
z1z2, z
2
1 + kz22 , z31
⟩ ⊂ I∗. Or [z21 ] = [z21 + kz22 ] − k[z22 ] = −k[z22 ] ∈ O(Ω)/J0,
donc O(Ω)/J0 =
⟨
[1], [z1], [z2], [z22 ]
⟩
. Il vient alors ℓ(J0) = 4, donc ℓ
(I∗) 6 ℓ(J0) = 4. À l’aide de
la Proposition 2.1.5, on en déduit qu’il existe lim
ε→0
I(Sε) = J0.
ii.2) Supposons qu’il existe lim
ε→0
ρ− ε
δβ
= k ∈ {0,∞}. De (4.2.4), considérons alors le polynôme
Rε(z) :=
δβ
ε
(δρ
β
− 1) ε
ρ− εεz1 − βz2 −
δβ
ε
(δρ
β
− 1) ε
ρ− εz
2
1 + z22 .
Il est facile de vérifier que Pε(z) ∈ I
(
Sε
)
. Si k =∞, donc |δβ| ≪ |ρ− ε| ≪ |δ|. On déduit
lim
ε→0
δβ
ε
= lim
ε→0
δβ
ρ− ε
ρ− ε
ε
= 0.
Il en résulte alors que
z22 = lim
ε→0
Pε(z) ∈ I∗.
Alors l’idéal I0 ⊂ I∗. Comme ℓ(I0) = 4, on a ℓ
(I∗) 6 ℓ(I0) = 4. En combinaison avec la Proposition
2.1.5, il existe alors lim
ε→0
I(Sε) = I0.
Enfin, si k = 0, donc |ρ− ε| ≪ |δβ| ≪ |δ|. De (4.2.4), on déduit que
z21 = lim
ε→0
Pε(z) ∈ I∗.
De plus,
z32 = lim
ε→0
z2(z2 − δρ)(z2 − β) ∈ I∗.
Il vient alors I1 :=
⟨
z1z2, z
2
1 , z
3
2
⟩ ⊂ I∗. Comme ℓ(I1) = 4, on a ℓ(I∗) 6 ℓ(I1) = 4. Par la
Proposition 2.1.5, on en déduit qu’il existe lim
ε→0
I(Sε) = I1. Si l’on échange les axes, Φ(z1, z2) =
(z2, z1), alors
lim
ε→0
I(Φ(Sε)) = I1 ◦ Φ−1 = I0.
D’où le résultat. 
Démonstration du Théorème 4.2.2.
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En utilisant la translation Φε(z) = z − aε1, nous pouvons toujours supposer que aε1 = 0 ∈ Ω,
pour tout ε. Par l’hypothèse, de #D > 2, sans perte de généralité, supposons donc que v12 ̸= v13.
Choisissons maintenant une application linéaire inversible Φ : C2 → C2 telle que
[Φ(v˜12)] = [1 : 0] et [Φ(v˜13)] = [0 : 1],
où v˜12, v˜13 ∈ C2 tels que ∥v˜12∥ = ∥v˜13∥ = 1 et que [v˜12] = v12, [v˜13] = v13. Alors
Φ
(
Sε
)
= S′ε = {bε1 = (0, 0), bε2, bε3, bε4},
qui satisfait v12 = [1 : 0] ̸= v13 = [0 : 1].
Ensuite, comme le système Sε satisfait le condition (4.2.2), sans perte de généralité, on peut
supposer que v12 = v14 = v24 = v = [1 : 0]. Soit lεij(z), pour 1 6 i < j 6 4, les équations des
droites qui passent par les deux points bεi et bεj . Donc lim
ε→0
lε12(z) = lim
ε→0
lε14(z) = lim
ε→0
lε24(z) = z2 et
lim
ε→0
lε13(z) = z1. Cela implique que
z1z2 = lim
ε→0
lε13(z)lε24(z) ∈ I∗,
et que
z31 = lim
ε→0
lε13(z)
[
z1 − z1(bε2)
][
z1 − z1(bε4)
] ∈ I∗.
Alors
⟨
z1z2, z
3
1
⟩ ⊂ I∗.
(i) Si #D > 3, il existe (i, j) ∈ {(2, 3), (3, 4)} tel que le vecteur vεij tend vers [1 : t], où t ̸= 0,∞.
Donc lim
ε→0
lεij(z) = z2 − tz1 ∈ I∗. Cela implique que
z22 = lim
ε→0
(
lεij(z)lεkm(z) + tlε13(z)lε24(z)
) ∈ I∗,
où k,m ∈ I\{i, j}, 1 6 k < m 6 4. Alors l’idéal I0 :=
⟨
z1z2, z
2
2 , z
3
1
⟩ ⊂ I∗. Comme ℓ(I0) = 4, on a
ℓ
(I∗) 6 ℓ(I0) = 4. On déduit de la Proposition 2.1.5 qu’il existe lim
ε→0
I(Sε) = I0.
(ii) Si #D = 2, considérons donc deux vecteurs v23 et v34. Alors il existe (i, j) ∈ {(2, 3), (3, 4)}
tel que le vecteur vεij tend vers vij = [1 : 0]. Sinon, il faut que v23 = v34 = [0 : 1].
Supposons tout d’abord qu’il existe (i, j) ∈ {(2, 3), (3, 4)} tel que vij = [1 : 0]. Donc lim
ε→0
lεij(z) =
z2. Cela implique que
z22 = lim
ε→0
lεij(z)lεkm(z) ∈ I∗,
où k,m ∈ I\{i, j}, 1 6 k < m 6 4. Dans ces cas-là, on a alors I0 :=
⟨
z1z2, z
2
2 , z
3
1
⟩ ⊂ I∗. Comme
ℓ
(I0) = 4, on a ℓ(I∗) 6 ℓ(I0) = 4. Par la Proposition 2.1.5, on en déduit qu’il existe lim
ε→0
I(Sε) =
I0.
Ensuite, considérons le cas où v23 = v34 = [0 : 1]. On a alors v13 = v23 = v34 = [0 : 1]
et v12 = v14 = v24 = [1 : 0]. Comme les trois points bε1, bε2, bε4 tendent vers l’origine selon une
même direction, on peut, d’après [Du-Tho11], paramétrer le système S′ε tel que |ε| = ∥bε2 − bε1∥
et choisir une coordonnée qui dépend de ε telle que bε1 = (0, 0), bε2 = (ε, 0), bε4 =
(
ρ(ε), δ(ε)ρ(ε)
)
,
où 0 < |ρ(ε)| 6 12 |ε| et δ(ε) → 0, lorsque ε → 0. De plus, supposons que bε3 =
(
α(ε), β(ε)
)
.
Comme vε13 = [α(ε) : β(ε)] → [0 : 1], on obtient lim
ε→0
α(ε)
β(ε) = 0. Pour la brièveté, on va écrire
ρ = ρ(ε), δ = δ(ε), α = α(ε), β = β(ε). Pour δ assez petit, posons
δ˜ := δ
1− α
β
δ
et
ρ˜ := ρ
(
1− α
β
δ
)
.
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Donc δ˜, ρ˜ tendent vers 0, lorsque ε tend vers 0. De plus,
δ˜
ρ˜− ε =
δ/(ρ− ε)(
1− α
β
δρ
ρ− ε
)(
1− α
β
δ
) ,
donc s’il existe lim
ε→0
δ
ρ−ε = m, il existe limε→0
δ˜
ρ˜−ε = m. Considérons maintenant l’application holo-
morphe inversible
Φ1,ε : C2 −→ C2, z 7→ Φ1,ε(z) =
(
z1 − α
β
z2, z2
)
,
Donc Φ1,ε
(
S′ε
)
= S1,ε =
{
(0, 0), (ε, 0), (ρ˜, δ˜ρ˜), (0, β)
} ∈ D2. Comme v23 = [0 : 1] et v13 = [0 : 1],
il vient |α − ε| ≪ 12 |β| et |α| ≪ 12 |β|. Cela implique que |ε| 6 |α − ε| + |α| ≪ |β|. D’après la
Proposition 4.2.5, il existe alors lim
ε−→0
I(S1,ε) = I où l’idéal I est I0 ou J0 ou I1 qui sont définis
dans la Proposition 4.2.5. On en déduit, d’après la Proposition 4.2.4, qu’il existe
lim
ε−→0
I(Sε) = lim
ε−→0
I
((
Φ1,ε
)−1(
S1,ε
))
= I ◦ Φ1,
où Φ1,ε converge vers Φ1(z) = IdD2 . Alors lim
ε−→0
I(Sε) = I. D’où le résultat. 
4.2.4 Preuve de la Proposition 4.2.3
Observons d’abord que, pour 1 6 i < j 6 4, I∗ ⊆ Îi et I∗ ⊆ Îj , puisque Sε ⊃ Ŝεi et
Sε ⊃ Ŝεj . Donc I∗ ⊆ Îi ∩ Îj . De plus, il est évident que I0 ⊂ J (∞) = M20, pour m = ∞ et
que I0 ⊂ J (m) =
⟨
z2 −mz21 , z31
⟩
, pour m ∈ C (car z1z2 = z1
(
z2 − mz21
)
+ mz31 ∈ J (m) et
z22 =
(
z2 − mz21
)2 − m2z1z31 + 2mz1(z1z2) ∈ J (m)). Par suite, I0 ⊂ J (m), pour tout m ∈ Ĉ.
Cela implique que I0 ⊆ Îi ∩ Îj avec ℓ
(I0) = 4. Pour terminer la preuve, il suffit de prouver que
Îi ∩ Îj ⊆ I0. Par conséquent, ℓ
(I∗) > ℓ(Îi ∩ Îj) = ℓ(I0) = 4. Alors, par la Proposition 2.1.4, il
existe la limite des idéaux I(Sε),
lim
ε→0
I(Sε) = I0 := ⟨z1z2, z22 , z31⟩ .
En effet, par l’hypothèse, il existe m1,m2 ∈ Ĉ, m1 ̸= m2 tels que Îi = J (m1) et que Îj =
J (m2), où 1 6 i < j 6 4. Si m1 et m2 sont tous les deux différents de ∞, pour tout une
fonction holomorphe sur Ω, f(z) ∈ J (m1) ∩ J (m2), il existe des fonctions holomorphes sur Ω,
ψ1,1, ψ1,2, ψ2,1, ψ2,2 ∈ O(Ω) telles que
f(z) = ψ1,1
(
z2 −m1z21
)
+ ψ1,2z31 = ψ2,1
(
z2 −m2z21
)
+ ψ2,2z31 .
D’où (
ψ1,1 − ψ2,1
)
z2 = z21
(
m1ψ1,1 −m2ψ2,1 + z1
(
ψ2,2 − ψ1,2
))
.
Comme le plus grand diviseur commun de z2 et z21 est 1 (on écrit PGCD(z2, z21) = 1), il vient
ψ1,1 − ψ2,1 = z21Ψ1, où Ψ1 ∈ O(Ω). Alors
Ψ1z2 = m1
(
ψ2,1 + z21Ψ1
)−m2ψ2,1 + z1(ψ2,2 − ψ1,2).
Puisque m1 ̸= m2, on obtient ψ2,1 = −z1Ψ2 + z2Ψ3, où
Ψ2 =
1
m1 −m2
((
ψ2,2 − ψ1,2
)
+m1z1Ψ1
) ∈ O(Ω),
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et
Ψ3 =
1
m1 −m2 z1Ψ1 ∈ O(Ω).
Par suite, ψ1,1 = z1Ψ2 + z2Ψ3 + z21Ψ1. On en déduit que
f(z) =
(
z1Ψ2 + z2Ψ3 + z21Ψ1
)(
z2 −m1z21
)
+ ψ1,2z31 ∈ I0 :=
⟨
z1z2, z
2
2 , z
3
1
⟩
.
Par conséquent, Îi ∩ Îj ⊆ I0.
D’autre part, s’il existe mi = ∞, pour i ∈ {1, 2}. Supposons, sans perte de généralité, que
m2 =∞. Donc J (m2) =M20. On raisonne de manière tout à fait analogue dans le cas ci-dessus que
J (m1)∩M20 ⊆ I0. En effet, pour tout g(z) ∈ J (m1)∩M20, il existe θ1,1, θ1,2, θ2,1, θ2,2, θ2,3 ∈ O(Ω)
telles que
f(z) = θ1,1
(
z2 −m1z21
)
+ θ1,2z31 = θ2,1z21 + θ2,2z1z2 + θ2,3z22 .
D’où (
θ1,1 − θ2,2z1 − θ2,3z2
)
z2 = z21
(
θ2,1 − θ1,2z1
)
.
Puisque PGCD(z2, z21) = 1, on a θ2,1 − θ1,2z1 = z2θ, où θ ∈ O(Ω). Alors θ2,1 = θ1,2z1 + z2θ. Il en
résulte que
f(z) =
(
θ1,2z1 + z2θ
)
z21 + θ2,2z1z2 + θ2,3z22 ∈ I0.
On en déduit le résultat. 
4.2.5 Exemples
Nous allons considérer des exemples où #D = 1.
Rappelons l’exemple 1.2.23, où Sε = {(0; 0), (ε; 0), (pε; 0), (qε; 0)} est un système de quatre
points distincts dans le bidisque unité D2 ⊂ C2, p, q ∈ C\{1}, p ̸= q. Il est alors facile de voir
que #D = 1 et qu’il existe une limite d’idéal I(S˜ε), pour tout un sous-système S˜ε de trois points
distincts dans Sε,
lim
ε→0
I(S˜ε) = J (0) = ⟨z2, z31⟩ .
Dans ce cas-là, le système Sε ne satisfait pas l’hypothèse de la Proposition 4.2.3. Cependant que,
par l’exemple 1.2.23, il existe la limite
lim
ε→0
Iε =
⟨
z2, z
4
1
⟩
.
L’exemple suivant est une application de la Proposition 4.2.3. Soit Sε ⊂ D2 ⊂ C2 un système
de quatre points distincts, où
Sε = {a1(ε) = (0, 0), a2(ε) = (ε, 0), a3(ε) = (ε2, ε3), a4(ε) = (ε2/2, ε4)}.
Observons d’abord que, #D = 1, puisque D = {[1 : 0]} ⊂ CP1. Par le Théorème 3.1.4, il est facile
de voir que Î3 := lim
ε→0
I(Ŝε3) existe et
Î3 =
⟨
z2, z
3
1
⟩
= J (0).
De plus, il existe la limite
Î4 := lim
ε→0
I(Ŝε4) = ⟨z2 + z21 , z31⟩ = J (−1).
D’après la Proposition 4.2.3, il résulte que
I0 =
⟨
z1z2, z
2
2 , z
3
1
⟩
= J (0) ∩ J (−1).
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Et alors la limite lim
ε→0
I(Sε) existe et vaut I0.
Le troisième exemple est plus surprenant. Soit
Sε = {(0; 0), (ε; 0), (tε; ε2α), (uε; ε2α)}, α = α(ε)→ 0 et 0 < t+ u < 1 ⊂ D2.
On remarque que, pour tout 1 6 j 6 4, il existe
lim
ε→0
I(Ŝεj ) = J (0) = ⟨z2, z31⟩ .
Alors le système Sε ne satisfait pas l’hypothèse de la Proposition 4.2.3. De toute fac¸on, si t+u = 1,
donc lim
ε→0
I(Sε) = ⟨z2, z41⟩. Par contre, dans le cas où t+ u ̸= 1,
(i) Si α≫ ε (ex : α = √ε), donc lim
ε→0
I(Sε) = ⟨z1z2, z22 , z31⟩ ;
(ii) Si α≪ ε (ex : α = ε2), donc lim
ε→0
I(Sε) = ⟨z2, z41⟩ ;
(ii) Si α s ε, donc lim
ε→0
I(Sε) = I = ⟨pz2 + z31 , z41⟩, avec ℓ(I) = 4, où p := u(1−u)t+u−1 ̸= 0.
Le quatrième exemple est le cas où
Sε = {(0; 0), (ε; 0), (tε; εδ), (uε; εδ)} ⊂ D2, δ = δ(ε)→ 0 et 0 < t+ u < 1.
Puisque si δ ≪ ε, on peut écrire δ = εβ, où β = β(ε) → 0. Par conséquent, εδ = ε2β. Retombons
dans le premier exemple ci-dessus. Alors on ne considère que le cas où δ ≫ ε ou δ s ε. Tout
d’abord, considérons le cas où δ ≫ ε. Évidemment pour tout 1 6 j 6 4, il existe
lim
ε→0
I(Ŝεj ) = J (∞) =M20.
Ensuite, si t+ u = 1, alors lim
ε→0
I(Sε) = ⟨z21 , z22⟩. Par contre, si t+ u ̸= 1, on obtient lim
ε→0
I(Sε) =⟨
z1z2, z
2
2 , z
3
1
⟩
.
D’autre part, dans le cas particulier où δ = ε. Si t + u = 1, donc il existe lim
ε→0
I(Ŝεj ) =⟨
z2 +mz21 , z31
⟩
, où m = 1tu . Au contraire, dans le cas où t+ u ̸= 1, on remarque que
lim
ε→0
I(Ŝε4) = ⟨z2 −m1z21 , z31⟩ ,
et que
lim
ε→0
I(Ŝε3) = ⟨z2 −m2z21 , z31⟩ ,
où m1 = 1t(t−1) et m2 =
1
u(u−1) . Puisque m1 ̸= m2 (car t + u ̸= 1), par la Proposition 4.2.3, on
obtient lim
ε→0
I(Sε) = ⟨z1z2, z22 , z31⟩.
4.2.6 Questions ouvertes
Les exemples ci-dessus n’épuisent pas toutes les situations.
Problème 1 : Étudions encore la famille des idéaux de fonctions holomorphes sur Ω, lim
ε→0
I(Sε)
dans le cas où le système Sε de quatre points distincts dans le bidisque unité D2 ⊂ C2 qui satisfait
la condition #D = 1 ? Plus précisément, supposons que, pour tout 1 6 j 6 4, il existe lim
ε→0
I(Ŝεj ) =
Îj = J (m), où m ∈ Ĉ. Quelle est la limite de I
(
Sε
)
, quand ε→ 0 ?
Problème 2 : Quelle est la limite lim
ε→0
Gε dans le cas dégénéré où le système Sε de 4 points
distincts dans Ω ne satisfait pas des conditions (4.1.1) et (4.1.2), et dans le cas où la famille
des idéaux de fonctions holomorphes sur Ω existe, lim
ε→0
I(Sε) = I, mais I n’est pas d’un idéal
d’intersection complète ?
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4.3 Borne inférieure pour la limite des fonctions de Green
pluricomplexes : un cas particulier
4.3.1 Introduction
Dans cette section, en utilisant les puissances d’idéaux et la méthode de Rashkovskii-Thomas
vue au chapitre 3, nous allons étudier la limite des fonctions de Green pluricomplexes Gε dans
un cas très particulier où la limite I de la famille des idéaux Iε n’est pas un idéal d’intersection
complète. Malheureusement, nous n’avons obtenu que quelques estimations partielles.
Soit Ω = D2 le bidisque unité dans C2 et Sε := {(0; 0), (ε; 0), (0; ε), (kε; 0)}, où k ̸= 1, un
système de quatre points distincts dans Ω. Il est facile de voir que
(4.3.1) Iε = ⟨z1z2, z2(z2 − ε), z1(z1 − ε)(z1 − kε)⟩ .
Donc la limite de la famille des idéaux I(Sε) existe,
lim
ε→0
Iε = I =
⟨
z1z2, z
2
2 , z
3
1
⟩
.
Évidemment, I n’est pas un idéal d’intersection complète. D’après le Théorème 1.2.22, la fonction
de Green pluricomplexe GIε ne converge pas uniformément localement vers la fonction
GI(z) = max
{
log |z1z2|, 2 log |z2|, 3 log |z1|
}
+O(1),
pour tout z ∈ Ω\{0}.
Les résultats principaux de cette section utilisent la Proposition 3.4.6, qui estiment la limite
des fonctions de Green en fonction de celles des idéaux I(p) := limε→0 Ipε .
Une première estimation pour la limite des fonctions de Green pluricomplexes Gε s’obtient en
prenant p = 2.
Proposition 4.3.1. (i)
lim
ε→0
I2ε = I(2) =
⟨
z1z
3
2 , z
2
1z
2
2 , z
4
2 , z
3
1z2, z
6
1
⟩
.
(ii) On a lim inf
ε→0
GIε(z) > 2 log ∥z∥+O(1), pour tout z ∈ Ω\{0}, z2 ̸= 0.
Une deuxième estimation de la limite des fonctions de Green pluricomplexes Gε s’obtient en
prenant p = 3.
Proposition 4.3.2. (i)
lim
ε→0
I3ε = I(3) = ⟨J0, g(z)⟩ ,
où
J0 :=
⟨
zk1z
6−k
2 , 0 6 k 6 4, z61z2, z91
⟩
,
et
g(z) := z1z22(z1 + z2)(z1 + kz2)
(ii) On a lim inf
ε→0
GIε(z) > 53 log ∥z∥+O(1), pour tout z ∈ Ω\{0} tel que g(z) ̸= 0.
Remarque : l’ensemble exceptionnel {g(z) = 0} est l’union des droites qui sont limites des droites
passant par deux ou trois des pôles de Sε, le long desquelles on sait déjà que lim supε→0Gε(z) ≤
2 log ∥z∥+O(1) (respectivement ≤ 3 log ∥z∥+O(1)).
Enfin, la troisième estimation pour la limite des fonctions de Green pluricomplexes Gε est la
suivante.
88 Limites des fonctions de Green pluricomplexes à quatre pôles
Proposition 4.3.3. Pour p = 4, alors
(i)
lim
ε→0
I4ε = I(4) =
⟨J1, z1z2g(z), z22g(z)⟩ ,
où
J1 :=
⟨
zk1z
8−k
2 , 0 6 k 6 6, z91z2, z121
⟩
,
(ii) On a lim inf
ε→0
GIε(z) ≥ 14GI(4)(z).
Remarque. Ce résultat ne permet pas d’améliorer l’estimation du type c log ∥z∥ obtenue dans
la Proposition 4.3.2, puisqu’ici on trouverait c = 74 >
5
3 .
4.3.2 Preuve des résultats principaux
Soit 0 ∈ Ω dans Cn et soit Iε une famille d’idéaux radicaux de fonctions holomorphes sur Ω de
longueur finie tels que V
(Iε) contient N points distincts a1(ε), · · · , aN (ε), pour tout ε ̸= 0 assez
petit et que V
(Iε) → 0 quand ε → 0. Supposons qu’il existe lim
ε→0
Ipε = I(p), pour tout p ∈ N.
Observons d’abord le résultat suivant.
Proposition 4.3.4. Pour tout p ∈ N,
ℓ
(I(p)) = N (n+ p− 1n
)
= Nℓ
(
Mp0
)
.
Démonstration. Puisque la longueur d’idéal est stable par passage à la limite, on obtient
ℓ
(I(p)) = ℓ(Ipε ), pour tout p ∈ N. De plus, chaque idéal Ipε contient toutes les fonctions f ∈ O(Ω)
qui satisfaient
∂|β|f
∂zβ
(
aj(ε)
)
= 0, pour |β| < p, 1 6 j 6 N.
On en déduit que, pour tout p ∈ N,
ℓ
(I(p)) = N (n+ p− 1n
)
= Nℓ
(
Mp0
)
.
Ce qui prouve notre assertion. 
Ensuite, par [Ras-Tho12, Proposition 4.6], nous avons le résultat suivant.
Proposition 4.3.5. Soit φ le plus grand minorant plurisousharmonique de la fonction lim inf
ε→0
GIε .
Alors pour tout p ∈ N,
φ > ĜI(p) + Cp =
1
p
GI(p) + Cp,
avec des constantes Cp qui dépendent de p.
Démonstration. Compte tenu de la Proposition 1.2.9, il résulte que
φ > Glim inf
ε→0
Jε +O(1),
pour toute famille d’idéaux Jε telle que V
(
lim inf
ε→0
Jε
)
= {0}. En appliquant ce résultat pour
Jε = Ipε et en combinaison avec (1.1.4) et (3.4.5), on en déduit que, pour tout p ∈ N,
φ > ĜI(p) + Cp =
1
p
GI(p) + Cp,
avec des constantes Cp qui dépendent de p. Ce qui implique le résultat. 
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Maintenant, pour p = 2, par la relation (4.3.1) il est facile de voir que,
I(2) = lim
ε→0
I2ε ⊇
⟨
z1z
3
2 , z
2
1z
2
2 , z
4
2 , z
4
1z2, z
6
1
⟩
.
Or
I2ε ∋ −z31z22 + z1(z1 − ε)(z1 − kε)z2(z2 − ε) =: Pε(z),
donc
I2ε ∋ −
1
ε
Pε(z)→ z31z2 + (k + 1)z21z22 ∈ I(2).
Puisque z21z22 ∈ I(2), on a z31z2 ∈ I(2). On en déduit que
J := ⟨z1z32 , z21z22 , z42 , z31z2, z61⟩ ⊆ I(2).
D’après la Proposition 4.3.4, comme
ℓ
(I(2)) = 4ℓ(M20) = 4(32
)
= 12 = ℓ
(J ),
on obtient I(2) = J .
Par ailleurs, par la Proposition 4.3.5, on déduit
lim inf
ε→0
GIε(z) >
1
2GI(2)(z) +O(1),
= 12 max
{
log |z1z32 |, log |z21z22 |, log |z42 |, log |z31z2|, log |z61 |
}
+O(1).
pour tout z ∈ Ω\{0}. Supposons que z = λξ, où ξ = (ξ1, ξ2) ∈ ∂Ω, ∥ξ∥ = 1 et |λ| = ∥z∥. Si ξ2 ̸= 0,
alors |z2| > Cξ|λ|. Il vient 12 log |z42 | > 2 log ∥z∥+O(1). Cela implique que
lim inf
ε→0
GIε(z) > 2 log ∥z∥+O(1),
pour tout z ∈ Ω\{0}. Ce qui achève la preuve de la Proposition 4.3.1. 
Ensuite, pour p = 3, la preuve de la Proposition 4.3.2 est tout à fait analogue. En effet, de la
relation (4.3.1), il est d’abord facile de voir que
I(3) = lim
ε→0
I3ε ⊇
⟨
z62 , z1z
5
2 , z
2
1z
4
2 , z
3
1z
3
2 , z
4
1z
3
2 , z
3
1z
4
2 , z
5
1z
2
2 , z
6
1z
2
2 , z
7
1z2, z
9
1
⟩
=
⟨
z62 , z1z
5
2 , z
2
1z
4
2 , z
3
1z
3
2 , z
5
1z
2
2 , z
7
1z2, z
9
1
⟩
.
Puisque
I3ε ∋ pε(z) := −z31z32 .z1 + z1z2z2(z2 − ε)z1(z1 − ε)(z1 − kε)
= −εz21z22
{
z21 + (k + 1)z1z2
}
+ z21z22
{
ε2
(
k(z1 + z2) + z1
)− kε3},
on obtient, quand ε→ 0,
−1
ε
pε(z)→ z41z22 + (k + 1)z31z32 ∈ I(3).
Comme z31z32 ∈ I(3), alors z41z22 ∈ I(3). De plus, on voit que
I3ε ∋ qε(z) := z21(z1−ε)2(z1−kε)2z2(z2−ε)−z1.z1(z1−ε)(z1−kε)z21z22 = −ε
{
z21+(k+1)z1z2
}
z41z2.
Il vient alors, quand ε→ 0,
−1
ε
qε(z)→ z61z2 + (k + 1)z51z22 ∈ I(3).
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D’où z61z2 ∈ I(3), puisque z51z22 ∈ I(3). On en déduit que
K0 :=
⟨
zk1z
6−k
2 , 0 6 k 6 4, z61z2, z91
⟩ ⊆ I(3).
Par ailleurs, parce que
I3ε ∋ gε(z) := z1.z21z22z2(z2 − ε)− z1(z1 − ε)(z1 − kε)z22(z2 − ε)2 − ε
{
z31z
3
2 + (k + 1)z21z22z2(z2 − ε)
}
= −ε2z1z22
{
z21 + 2(k + 1)z1z2 + kz22
}
+ ε2(k + 1)z21z32 + ε3z1z22
{
(k + 1)z1 + 2kz2
}− kε4z1z22 .
Il s’ensuit que, quand ε→ 0,
− 1
ε2
gε(z)→ z1z22(z1 + z2)(z1 + kz2) =: g(z) ∈ I(3).
Posons ensuite K := ⟨K0, g(z)⟩ ⊆ I(3). La relation
O
(
Ω
)
/K = (O(Ω)/K0)(K/K0),
implique ℓ
(K) = ℓ(K0)− 1 = 24, puisque ℓ(K0) = 25. Or, d’après la Proposition 4.3.4,
ℓ
(I(3)) = 4ℓ(M30) = 4(42
)
= 24 = ℓ
(K).
On obtient alors I(3) = K.
De plus, de la Proposition 4.3.5, on déduit
lim inf
ε→0
GIε(z) >
1
3GI(3)(z) +O(1) >
1
3 log
∣∣z1z22(z1 + z2)(z1 + kz2)∣∣+O(1).
pour tout z ∈ Ω\{0}. Supposons que z = λξ, où ξ = (ξ1, ξ2) ∈ ∂Ω, ∥ξ∥ = 1 et |λ| = ∥z∥. Si
ξ1ξ
2
2(ξ1+ ξ2)(ξ1+ kξ2) ̸= 0, donc |zj | > Cj |λ|, pour j = 1, 2 et |ξ1+ ξ2| > C3|λ|, |ξ1+ kξ2| > C4|λ|.
Par suite, 13 log
∣∣z1z22(z1 + z2)(z1 + kz2)∣∣ > 53 log ∥z∥+O(1). Cela implique que
lim inf
ε→0
GIε(z) >
5
3 log ∥z∥+O(1),
pour tout z ∈ Ω\{0}. Ce qui achève la preuve de la Proposition 4.3.2. 
Enfin, dans le cas où p = 4, de la relation (4.3.1) on déduit que
I(4) = lim
ε→0
I4ε ⊇
⟨
zk1z
8−k
2 , 0 6 k 6 4, z61z32 , z81z22 , z121
⟩
.
Sachant que z21z22Pε(z) ∈ I4ε , on obtient alors que, quand ε→ 0,
−1
ε
z21z
2
2Pε(z)→ z21z22
{
z31z2 + (k + 1)z21z22
} ∈ I(4).
Ce qui donne z51z32 ∈ I(4), puisque z41z42 ∈ I(4). De plus, on remarque que
(
Pε(z)
)2 ∈ I4ε . Il en
résulte que, en faisant tendre ε vers 0,
1
ε2
(
Pε(z)
)2 → (z31z2 + (k + 1)z21z22)2 ∈ I(4).
Il vient alors z61z22 ∈ I(4), puisque z51z32 , z41z42 ∈ I(4). Par ailleurs, comme z21(z1−ε)2(z1−kε)2Pε(z) ∈
I4ε , on trouve, en faisant tendre ε vers 0, que
1
ε
z21(z1 − ε)2(z1 − kε)2Pε(z)→ z31
(
z31z2 + (k + 1)z21z22
) ∈ I(4).
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Figure 4.1 – H1
D’où z91z2 ∈ I(4), puisque z81z22 ∈ I(4). Finalement, nous avons
I(4) ⊇ J1 :=
⟨
zk1z
8−k
2 , 0 6 k 6 4, z51z32 , z61z22 , z91z2, z121
⟩
,
avec ℓ
(J1) = 42 (voir la figure 4.1 - H1).
Ensuite, compte tenu de la Proposition 3.4.2, on obtient I(1) · I(3) ⊂ I(4). On en déduit que
z1z2g(z) = z21z32(z1 + z2)(z1 + kz2) = z41z32 + (k + 1)z31z42 + kz21z52 ∈ I(4),
et que
z22g(z) = z1z42(z1 + z2)(z1 + kz2) = z31z42 + (k + 1)z21z52 + kz1z62 ∈ I(4).
On remarque d’autre part que le système {z1z2g(z), z22g(z)} est indépendant, puisque le système
des monômes {z41z32 , z31z42} est indépendant. Par conséquent, I(4) ⊇ I :=
⟨J1, z1z2g(z), z22g(z)⟩. De
la relation
O
(
Ω
)
/I = (O(Ω)/J1)(I/J1),
il vient donc ℓ
(I) = ℓ(J1)− 2 = 40. Or, d’après la Proposition 4.3.4,
ℓ
(I(4)) = 4ℓ(M40) = 4(52
)
= 40 = ℓ
(I).
On obtient alors I(4) = I =
⟨J1, z1z2g(z), z22g(z)⟩.

4.4 Questions ouvertes
Soit I un idéal dans O(Ω) avec #V (I) < ∞. La valuation de I non nul est définie par le
minimum de l’ordre d’annulation sur V (I) des fonctions f ∈ I. La valuation d’un idéal nul est
+∞.
De la relation (4.3.1), il est facile de voir que V al
(Iε) = 2. Alors, pour chaque p ∈ N,
V al
(Ipε ) = p V al(Iε) = 2p.
En faisant tendre ε vers 0, on obtient V al
(I(p)) 6 2p. Des Propositions 4.3.1, 4.3.2 et 4.3.3, on
remarque que V al
(I(1)) = 2, V al(I(2)) = 4, V al(I(3)) = 5 et V al(I(4)) = 7 et que
lim inf
ε→0
GIε(z) >
V al
(I(p))
p
log ∥z∥+O(1),
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pour tout z ∈ Ω\{0} et pour p = 1, 2, 3, 4.
Problème 1 : Étudions la suite {V al(I(p))}p∈N. Est-ce que la suite {V al(I(p))}p∈N est mono-
tone ?
D’autre part, par la Proposition 3.4.5 (ii), on trouve que, pour p = 6 = 2 ∨ 3,
ĜI(6)(z) > max
(
ĜI(2)(z), ĜI(3)(z)
)
> max
{
2 log |z|, 53 log |z|
}
+O(1) = 53 log |z|+O(1),
pour z tel que g(z) ̸= 0, et que, pour p = 12 = 3 ∨ 4,
ĜI(12)(z) > max
(
ĜI(3)(z), ĜI(4)(z)
)
> max
{
5
3 log |z|,
7
4 log |z|
}
+O(1) = 53 log |z|+O(1),
pour z tel que g(z) ̸= 0.
Problème 2 : Quelle est la meilleure estimation possible de sup
p∈N
1
pGI(p)(z) ? Peut-on l’obtenir
pour un certain p fini, et lequel ?
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LIMITES D’IDÉAUX DE FONCTIONS HOLOMORPHES ET DE FONCTIONS DE 
GREEN PLURICOMPLEXES 
 
Les résumés et les mots-clés : 
 
RÉSUME 
 
Cette thèse est consacrée à l'étude des limites d'idéaux de fonctions holomorphes et de 
fonctions de Green pluricomplexes sur un domaine $\Omega$ (ouvert connexe) hyperconvexe 
borné qui contient l'origine dans $\mathbb{C}^n$. Les idéaux concernés sont définis par 
l'annulation sur un nombre fini de points. 
 
Dans le premier chapitre, on introduit quelques notions élémentaires de théorie du potentiel en 
plusieurs variables complexes et la fonction de Green pluricomplexe à plusieurs pôles. 
Ensuite, on étudie la convergence de cette fonction à pôles logarithmiques simples dans le cas 
où le nombre de pôles est fini et tous les pôles tendent vers un seul point. 
 
Dans le deuxième chapitre, nous allons donner une méthode pour réduire la vérification de la 
convergence d'une famille des idéaux de fonctions holomorphes. Plus précisément, nous 
allons démontrer deux conditions nécessaires et suffisantes pour que la limite d'une famille 
des idéaux de fonctions holomorphes existe. 
 
Le troisième chapitre est consacré à l'étude de la limite de la fonction de Green pluricomplexe 
sur la base de 3 points distincts qui tendent vers l'origine dans le cas particulier où les limites 
de toutes les directions de droites qui passent par les deux points sont alignées. Nous allons 
commencer par étudier la limite de la famille des idéaux de fonctions holomorphes de même 
base, puis nous donnons quelques estimations pour la borne supérieure et la borne inférieure 
de la limite de la fonction de Green pluricomplexe. Finalement, en utilisant les notions de 
puissance des idéaux de fonctions holomorphes, nous introduisons une méthode de 
Rashkovskii-Thomas et recherchons la limite de la fonction de Green pluricomplexe dans ce 
cas-là. 
 
Dans le quatrième chapitre, nous allons étudier la convergence des fonctions de Green 
pluricomplexes à quatre pôles distincts qui tendent vers l'origine dans $\mathbb{C}^2$ dans 
le cas générique.  Ensuite, nous allons étudier la limite de la famille des idéaux de fonctions 
holomorphes basés, de même, sur  quatre points, dans le cas dégénéré. Enfin, en utilisant la 
notion de puissance des idéaux de fonctions holomorphes et la méthode de Rashkovskii-
Thomas, nous donnons quelques estimations pour la limite des fonctions de Green 
pluricomplexes dans un cas particulier. 
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Abstract 
 
The aim of this thesis is to study the convergence of pluricomplex Green functions on a 
bounded hyperconvex domain $\Omega$ in $\mathbb{C}^n$, with $0 \in \Omega$ and  the 
convergence of some families of ideals in the space $\mathscr{O}\big(\Omega\big)$ of all 
holomorphic functions on $\Omega$. The zero variety of each those ideals, consisting of all 
common zeros of the holomorphic functions in the ideal, is a finite set.  
 
In the first chapter, we introduce some basic notions of potential theory in several complex 
variables and the pluricomplex Green function with simple logarithmic poles at finitely many 
points. Then, we study the convergence of these functions with simple logarithmic poles at 
finitely many points as the poles tend to a single point. 
 
In the second chapter, we give a method to reduce the verification of the convergence of a 
family of ideals of holomorphic functions. More precisely, we prove two necessary and 
sufficient conditions for the convergence of the family of ideals. 
 
The third chapter is devoted to the study of the convergence of pluricomplex Green functions 
based on three distinct poles in the particular case where all the poles tend to the origin along 
the same asymptotic direction. We begin by studying the limit of the family of ideals of 
holomorphic functions based on the same points, then we give some estimates for the upper 
and the lower limit of the pluricomplex Green functions. Finally, using the notion of powers 
of ideals of holomorphic functions, we introduce a method of Rashkovskii - Thomas and 
study the limit of the pluricomplex Green functions in this case. 
 
In the fourth chapter, we study the convergence of pluricomplex Green functions with simple 
logarithmic poles at four points as the poles tend to $0$ in $\mathbb{C}^2$ for the generic 
case. Then we  study the limit of the family of ideals of holomorphic functions based on the 
same points for the degenerate case. Finally, using the notion of powers of ideals of 
holomorphic functions and the method of Rashkovskii - Thomas, we give some estimates for 
the limit of the pluricomplex Green functions for a particular case. 
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