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A MODULAR-TYPE FORMULA FOR THE INFINITE PRODUCT
(1 − x)(1 − xq)(1 − xq2)(1 − xq3) · · ·
CHANGGUI ZHANG
Abstract. Let q = e2piiτ , ℑτ > 0, x = e2piiξ , ξ ∈ C and (x; q)∞ =
∏
n≥0(1−
xqn). Let (q, x) 7→ (q∗, ιqx) be the classical modular substitution given by the
relations q∗ = e−2pii/τ and ιqx = e2piiξ/τ . The main goal of this paper is to
give a modular-type representation for the infinite product (x; q)∞, this means,
to compare the function defined by (x; q)∞ with that given by (ιqx; q∗)∞.
Inspired by the work [27] of Stieltjes on semi-convergent series, we are led to
a “closed” analytic formula for the ratio (x; q)∞/(ιqx; q∗)∞ by means of the
dilogarithm combined with a Laplace type integral, which admits a divergent
series as Taylor expansion at log q = 0. Thus, the function (x; q)∞ is linked
with its modular transform (ιqx; q∗)∞ in such an explicit manner that one
can directly find the modular formulae known for Dedekind’s eta function,
Jacobi theta function, and also for certain Lambert series. Moreover, one can
remark that our results allow Ramanujan’s formula [7, Entry 6’, p. 268] (see
also [19, p. 284]) to be completed as a convergent expression for the infinite
product (x; q)∞.
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1. Introduction
Let q = e2πiτ and ℑτ > 0. For any x ∈ C, let (x; q)∞ =
∏
n≥0(1 − xqn). This
series may be found in Euler [10, Chap. XVI], from that one knows the following
identity:
(1) (x; q)∞ =
∑
n≥0
qn(n−1)/2
(q; q)n
(−x)n;
here and in the following, one writes (q; q)0 = 1 and (q; q)n = (1 − q)...(1 − qn) for
n ≥ 1. It is in [16] that this q-series is used by Jackson for the definition of the
basic Gamma function Γq(z), usually called the Jackson’s Gamma function: for all
z ∈ C verifying qz /∈ {1, q−1, q−2, ...}, one defines
(2) Γq(z) =
(q; q)∞
(qz ; q)∞
(1− q)1−z .
As mentioned in [16], the infinite product (x; q)∞ already appeared, often in
connection with elliptic function theory, in works of Weierstrass, Halphen, Tannery,
Heine, Rogers, Barnes, etc. In almost the same manner as what done by the
usual Gamma function in the classical theory of special functions, the Jackson’s
Gamma function plays an important role for basic hypergeometric function theory;
see [11]. We content also to emphasize the book [5, Chapiter 10] in which one
can find references about the Gauss’ q-binomial theorem, the convergence of q-
Gamma function towards Euler Gamma function, the triple-product formula of
Jacobi, among many other matters in relation with (x; q)∞.
In his Notebooks [19] at the page 284, Ramanujan gave a formula that is recoded
as Entry 6’ in [7, p. 268] in the following manner:
(3) (x; q)∞ =
√
2πs(1− x)
Γ(s+ 1)
q−1/24 es(log s−1) e
Li2(x)
log q −θ ,
where s = log x/ log q, Li2 denotes the dilogarithm and where
(4) θ =
∞∑
n=1
B2n
(2n)!
(log q)2n−1
{B2n
2n
log x
1!
+
B2n+2
2n+ 2
(log x)3
3!
+ ...
}
.
In the above, to make the notations consistent with the rest of the present paper,
we replaced in [7, (6.8)] the expressions e−a and e−x with x and q, respectively; at
the same time, according to [19, p. 284], we restored the exponent (2n−1), instead
of (2n + 1) as appeared in [7, (6.8)], for log q in the expression of θ. It is worth
noting that, in certain strict sense, the equality (3) remains incomprehensible, since
the left hand side represents clearly an analytic function for |q| < 1 and x ∈ C while
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the convergence of the power series expansion θ in the right hand side can not be
assumed.
In our opinion, the remainder term θ of Ramnujan, if it would be analytic,
contains not only the semi-convergent power series in log q = 0 as given in his
text, but also a complementary term that is exponentially small with respect to
log q for q → 1−. In other words, in order to make the formula (3) completed
analytically, one needs to replace θ with the Borel-sum of a semi-convergent series
plus a flat function in the analytical scale for log q. To do this, we shall consider
both the function (x; q)∞ and its modular counterpart (ιqx; q∗)∞ with x = e2πiξ,
q∗ = e−2πi/τ and ιqx = e2πiξ/τ . With these notations, if α ∈]0, 1[ or α = 0, the limit
relation q → e2απi is equivalent to say that q∗ → e−2πi/α or q∗ → 0, respectively;
in particular, as q tends towards 1 inside the unity circle, the modular variable q∗
is exponentially small.
In the following, we will begin with some classic modular relations known on η
and θ-functions with together a work of Stieltjes on semi-convergent series; these
old-fashion works constitute our first motivation for the present work. The plan of
the rest of the paper will be outlined in §1.2. To conclude this introduction, we
will give in §1.3 some general commentaries for the analytic theory of q-difference
equations with connection to the study of q-series and, in particular, to some Ra-
manujan’s dream.
1.1. Revisit on η, θ-modular relations and semi-convergent series. The
strategy that we shall put in place in the present work is initially inspired by the
following observations.
Firstly, the infinite product (q; q)∞, intimately associated to the Dedekind’s η
function, is classically known to satisfy a modular relation [24, (44), p. 154] and
this is just the value of the function (x; q)∞ taken at x = q. Secondly, the Jacobi θ
function
∑
n∈Z q
n2/2(−x)n satisfies also a modular relation and this can be written
as the product of (q; q)∞ by the factor (
√
qx; q)∞(
√
q/x; q)∞, which is left invariant
by the substitution x 7→ 1/x.
Furthermore, in the last paragraph of his Ph.D Thesis [27, p. 252-258] on semi-
convergent series, in connection with the later theory of Borel-summable series [20],
Stieltjes found an singular integral representation for a Lambert series and this
expression could be seen as a modular formula for the studied series.
So, we are led to consider the following question. Could one make use of Stieltjes
approach to obtain an explicit formula that relates the function (x; q)∞ and its
modular counterpart (ιqx; q
∗)∞, where x = e2πiξ, q∗ = e−2πi/τ , and ιqx = e2πiξ/τ ?
More precisely, the expected formula would be expressed in such an explicit manner
that one might immediately deduce from that the known modular relations for η
and θ as recalled in the above.
In this paper, we shall show that a such formula exists and that, up to an ex-
plicit factor, the function defined by the product (x; q)∞ can be seen somewhat
modular. This non-modular part will be represented by the above-mentioned ex-
pansion θ of Ramanujan in (3), which is a divergent but Borel-summable or called
semi-convergent power series on variable log q near zero. These results, subjects
of Theorems 2.1 and 2.9, give rise to one new and unified approach to treat Ja-
cobi theta function, Lambert series and other q-series or q-functions such as the
Jackson’s Gamma function.
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Remember finally the first non-trivial example of q-series may certainly be the
infinite product (q; q)∞, that is considered in Euler [10, Chap. XVI] and then is
revisited by many of his successors, particularly intensively by Hardy and Ramanu-
jan [14, p. 238-241; p. 276-309; p. 310-321] for the theory of partition. Concern-
ing the Hardy-Ramanujan’s formula on p(n), which finally becomes completed by
Rademacher (and Selberg), on can see the beautiful paper [23]. In a similar manner
as what happened for this formula p(n), our modular-type formula (37) permits to
give an analytic sense to the above-recalled relation (3) of Ramanujan; see §2.7 and
§2.8 in the below for more details.
1.2. Plan of the paper. The paper is organized as follows. Section 2 is devoted
to sight-read certain terms contained in Theorem 2.1 of §2.1. Firstly, in §2.2, we
will give two equivalent formulations of Theorem 2.1, one of which will be used in
complex plane in §2.6. In §2.3 and §2.4, we will observe that the modular relation
remains almost valid but a perturbation term exists. In §2.5, we deal with the
remainder term of the Stirling asymptotic formula for Γ-function.
Theorem 2.9, given in §2.6, is another equivalent version of Theorem 2.1 and will
be used in Section 3, as it is formulated in terms of complex variables. Relation
(42) shows that the above-mentioned non-modular part can be expressed in terms
of the quotient of two Barnes’ double Gamma functions. Finally, we will give, in
Theorem 2.11, a complete analytic version for Ramanujan’s formula (3), in which
the formal power series θ will be represented by a function analytic on some open
sector. In §2.8, we will give some remarks about the limit behavior when q goes to
one by real values.
In Section 3, we will explain how to utilize Theorem 2.1 to get the classical
modular formula for eta or theta function. In §3.1, it will be merely observed
that the so-called non-modular part identically vanishes; in the theta function case
(§3.2), two non-modular parts are of opposite sign and then cancel each other out.
In §3.3, a second proof will be delivered to θ-modular equation from the point
view of q-difference equations. In §3.4, we consider the first order derivatives of
(1 − x)(1 − xq)(1 − xq2)(1 − xq3)... and then get some results for two families of
q-series, including Lambert series as special cases that will be treated in §3.5.
In Section 4, we give a complete proof of our main Theorem. To do this, we need
several elementary but somewhat technical calculations, that will be formulated in
terms of various lemmas.
1.3. Analytic theory of q-difference equations and Ramanujan’s dream.
We are interested in studying the analytical theory of differential, difference and
q-difference equations, a` la Birkhoff [8]; see [9], [21], [31]. The elliptic functions
and one variable modular functions can be seen as specific solutions of certain
particular difference or q-difference equations; in this line, we shall give a proof on
Theta function modular equation in §3.3. We believe that a good understanding of
singularities structure, that is, Stokes analysis [20] as well as other geometric tools,
often permits a lot more of comprehension about certain magical formulas or, say,
some Ramanujan’s dream.
The main results of this paper are announced in [33].
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2. Modular-type expansion of (x; q)∞
Let q and x be complex numbers; if |q| < 1, we recall that
(x; q)∞ =
∞∏
n=0
(1− xqn) .
In §2.1 and §2.2, we will suppose that q ∈ (0, 1) and x ∈ (0, 1), so that the infinite
product (x; q)∞ converges in (0, 1); therefore, one can take the logarithm of this
function. From §2.3, we will work with complex variables. In §2.6, a modular-type
expansion for (x; q)∞ will be given in complex plane. As usual, log will stand for
the principal branch of the logarithmic function over its Riemann surface denoted
by C˜∗ and, in the meantime, the broken plane C \ (−∞, 0] will be identified to a
part of C˜∗.
2.1. Statement of one main result in R. The main result of our paper is the
following statement.
Theorem 2.1. Let q = e−2πα, x = e−2π(1+ξ)α and suppose α > 0 and ξ > −1.
The following relation holds:
log(x; q)∞ = − π
12α
+ log
√
2π
Γ(ξ + 1)
+
π
12
α− (ξ + 1
2
)
log
1− e−2πξα
ξ
+
∫ ξ
0
( 2παt
e2παt − 1 − 1
)
dt+M(α, ξ),(5)
where
(6) M(α, ξ) = −
∞∑
n=1
cos 2nπξ
n(e2nπ/α − 1) −
2
π
PV
∫ ∞
0
∞∑
n=1
sin 2nξπt
n(e2nπt/α − 1)
dt
1− t2 .
In the above, PV
∫
stands for the principal value of a singular integral in the
Cauchy’s sense; see [29, §6.23, p. 117] or the corresponding definition recalled later
in §4.4. We will leave the proof until Section 4.
Before extending the main theorem to the complex plane (§2.6), we first give
some equivalent statements.
2.2. Variants of Theorem 2.1. Throughout all the paper, we let
(7) B(t) =
1
e2πt − 1 −
1
2πt
+
1
2
;
therefore, Theorem 2.1 can be stated as follows.
Theorem 2.2. Let q, x, α, ξ and M(α, ξ) be as given in Theorem 2.1. Then the
following relation holds:
log(x; q)∞ =− π
12α
− (ξ + 1
2
)
log 2πα+ log
√
2π
Γ(ξ + 1)
+
π
2
(ξ + 1) ξα
+
π
12
α+ 2πα
∫ ξ
0
(
t− ξ − 1
2
)
B(αt) dt+M(α, ξ),(8)
where B is defined in (7).
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Proof. It suffices to notice the following elementary integral: for any real numbers
λ and µ,
(9)
∫ λ
0
B(µt)dt =
1
2πµ
log
1− e−2πλµ
2πλµ
+
λ
2
.

As usual, let Li2 denote the dilogarithm function; recall Li2 can be defined as
follows [5, (2.6.1-2), p. 102]:
(10) Li2(x) = −
∫ x
0
log(1− t) dt
t
=
∞∑
n=0
xn+1
(n+ 1)2
.
Theorem 2.3. The following relation holds for any q ∈ (0, 1) and x ∈ (0, 1):
log(x; q)∞ =
1
log q
Li2(x) + log
√
1− x− log q
24
−
∫ ∞
0
B(− log q
2π
t)xt
dt
t
+M(− log q
2π
, logq x) ,(11)
where B denotes the function given by (7).
Proof. By the first Binet integral representation stated in [5, Theorem 1.6.3 (i), p.
28] for log Γ, Theorem 2.1 can be formulated as follows:
log(x; q)∞ =− π
12α
+
π
12
α− IΓ(ξ)− 1
2
log(1− e−2πξα)
−
∫ ξ
0
log(1− e−2παt) dt+M(α, ξ),(12)
where ξ = logq(x/q) and IΓ denotes the corresponding Binet integral in term of the
function B defined by (7):
(13) IΓ(ξ) = log Γ(ξ + 1)−
(
ξ +
1
2
)
log ξ + ξ − log
√
2π =
∫ ∞
0
B(t) e−2π ξt
dt
t
.
Write log(x/q; q)∞ = log(1 − x/q) + log(x; q)∞, and substitute q by e−2πα and
x/q = e−2πξα = qξ by x in (12), respectively; we arrive at once at the following
expression:
log(x; q)∞ =
π2
6 log q
− log q
24
+ log
√
1− x−
∫ logq x
0
log
(
1− qt) dt
−
∫ ∞
0
B(− log q
2π
t)xt
dt
t
+M(− log q
2π
, logq x) ,
from which, using (10), we easily deduce the expected formula (11), for Li2(1) =
π2
6
. 
2.3. Almost modular term M . We shall write the singular integral part in (6)
by means of contour integration in the complex plane, as explained in [29, §6.23,
p. 117]. Fix a real r ∈ (0, 1) and let ℓ−r (resp. ℓ+r ) denote the path that goes along
the positive axis from the origin t = 0 to infinity via the half circle starting from
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t = 1 − r to 1 + r below (resp. over) its center point t = 1. Define P∓(α, ξ) as
follows:
(14) P∓(α, ξ) := − 2
π
∫
ℓ∓r
∞∑
n=1
sin 2nξπt
n(e2nπt/α − 1)
dt
1− t2 ,
where α > 0 and where ξ may be an arbitrary real number.
Observe that the integral on the right hand side of (14) is independent of the
choice of r ∈ (0, 1), so that we leave out the parameter r from P∓. Moreover, the
principal value of the singular integral considered in (6) is merely the average of
P+ and P−, that is to say:
(15) P−(α, ξ) + P+(α, ξ) = − 4
π
PV
∫ ∞
0
∞∑
n=1
sin 2nξπt
n(e2nπt/α − 1)
dt
1− t2 .
By the residues Theorem, we find:
(16) P−(α, ξ) − P+(α, ξ) = 2i
∞∑
n=1
sin 2nξπ
n(e2nπ/α − 1) ,
from which we arrive at the following expression:
(17) M(α, ξ) = P−(α, ξ)−
∞∑
n=1
e2nπξi
n(e2nπ/α − 1) .
Theorem 2.4. Let M be as in Theorem 2.1 and let P− be as in (14). For any
ξ ∈ R and α > 0, the following relation holds:
(18) M(α, ξ) = log(e2πξi−2π/α; e−2π/α)∞ + P−(α, ξ) ,
where log denotes the principal branch of the logarithmic function over its Riemann
surface.
Proof. Relation (18) follows directly from (17). Indeed, for the last series of (17),
one can expand each fraction (e2nπ/α − 1)−1 as power series in e−2nπ/α and then
permute the summation order inside the obtained double series, due to absolute
convergence. 
Consequently, the term M appearing in Theorem 2.1 can be considered as being
an almost modular term of log(x; q)∞; the correction term P− given by (18) will
be called disruptive factor or perturbation term.
2.4. Perturbation term P . In view of the classical relation
(19) cot
t
2
=
2
t
−
∞∑
n=1
4t
4π2n2 − t2 ,
from (14) one can obtain the following expression:
(20) P−(α, ξ) =
∫
ℓ−∗r
sin ξt
et/α − 1
(
cot
t
2
− 2
t
) dt
t
.
In the last integral (20), r ∈ (0, 1) and
ℓ−∗r = (0, 1− r) ∪
(
∪n≥1
(
C−n,r ∪ (n+ r, n+ 1− r)
))
,
where for any positive integer n, C−n,r denotes the half circle passing from n− r to
n+ r by the right hand side.
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One may replace the integration path ℓ−∗r by any half line from origin to infinity
which does not meet the real axis. In view of what follows in matter of complex
extension considered in §2.6, let us first introduce the following modified complex
version of P−: for any d ∈ (−π, 0), let
(21) P d(τ, ν) =
∫ ∞eid
0
sin ντ t
eit/τ − 1
(
cot
t
2
− 2
t
) dt
t
,
the path of integration being the half line starting from origin to infinity with
argument d.
From then on, if we let C˜∗ to denote the Riemann surface of the logarithm, we
will define
(22) S(a, b) := {z ∈ C˜∗ : arg z ∈ (a, b)}
for any pair of real numbers a < b; notice that the Poincare´’s half-plane H will be
identified to S(0, π) while the broken plane C \ (−∞, 0] will be seen as the subset
S(−π, π) ⊂ C˜∗.
Lemma 2.5. The family of functions {P d}d∈(−π,0) given by (21) gives rise to an
analytical function over the domain
(23) Ω− := S(−π , π)×
(
C \ ((−∞,−1] ∪ [1,∞))) ⊂ C2 .
Moreover, if we denote this function by P−(τ, ν), then the following relation holds
for all α > 0 and ξ ∈ R:
(24) P−(αi, ξαi) = P−(α, ξ) .
Proof. Let B be as in (7); from the relation
(25) cot
t
2
− 2
t
= 2iB(
it
2π
) ,
it follows that the function P d given by (21) is well defined and analytic at (τ, ν) =
(τ0, ν0) whenever the corresponding integral converges absolutely, that is, when the
following condition is satisfied:∣∣ℜ(eid
τ0
ν0i)
∣∣ < ℜ(eid
τ0
i) .
Therefore, P d is analytic over the domain Ωd if we set
Ωd = ∪σ∈(0,π)
(
0,∞ei(d+σ))× {ν ∈ C : ∣∣ℑ(ν e−iσ)∣∣ < sinσ} .(26)
Thus we get the analyticity domain Ω− and also relation (24) by using the
standard argument of analytic continuation. 
Let us give some precision about the above-employed continuation procedure,
which is really a radial continuation. In fact, for any pair of directions of arguments
d1, d2 ∈ (−π, 0), say d1 < d2, the common domain Ωd1 ∩ Ωd2 contains a (product)
disk D(τ0; r)×D(0; r) for certain τ0 ∈ S(d2, d1+π) and some radius r > 0, and all
points in both Ωd1 and Ωd2 can be almost radially joined to this disk.
On the other hand, if we take the arguments d ∈ (0, π) instead of d ∈ (−π, 0) in
(21), we can get an analytical function, say P+, defined over
Ω+ := S(0 , 2π)×
(
C \ ((−∞,−1] ∪ [1,∞)))
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and such that, for all α > 0 and ξ ∈ R:
(27) P+(αi, ξαi) = P
+(α, ξ) .
Therefore, the Stokes relation (16) can be extended in the following manner.
Theorem 2.6. For any τ ∈ H, the relation
(28) P−(τ, ν)− P+(τ, ν) = 2i
∞∑
n=1
sin 2nνπτ
n(e2nπi/τ − 1)
holds provided that |ℑ(ν/τ)| < −ℑ(1/τ).
Proof. In view of (24) and (27), one may observe that the expected relation (28)
really reduces to (16) when τ = αi, ν = ξi, α > 0 and ξ ∈ R. Thus one can get
(28) by an analytical continuation argument. Another way to arrive at the result
is to directly use the residues theorem. 
Using (25), one can write (21) as follows:
P d(τ, ν) = 2i
∫ ∞eid
0
(
B(
t
τ
i)− τi
2πt
− 1
2
)
B(it) sin
2πνt
τ
dt
t
,
where B denotes the odd function given by (7). We guess that this expression
contains some modular information about the perturbation term !
2.5. Remainder term relating Stirling’s formula. Let us consider the integral
term involving the function B in formula (11) of Theorem 2.3, which is, up to the
sign, the remainder term IΓ appearing in the Stirling’s formula; see (13). So, we
introduce the following family of associated functions: for any d 6= π2 mod π, define
(29) gd(z) = −
∫ ∞eid
0
B(t) e−2πzt
dt
t
.
It is obvious that gd is analytic over the half plane S(−π2 −d, π2 −d), where S(a, b) is
in the sense of (22). By usual analytic continuation, each of the families of functions
{gd}d∈(−π2 ,π2 ) and {gd}d∈(π2 , 3π2 ) will give rise to a function that we denote by g+
and g− respectively; that is, g+ is defined and analytical over the domain S(−π, π)
while g−, over S(−2π, 0). Since B(−t) = −B(t), it follows that
(30) g+(z) = −g−(e−πi z)
for any z ∈ S(−π, π). Moreover, if z ∈ S(−π, 0), one can choose a small ǫ > 0 such
that g±(z) = gd(z), d = π/2∓ ǫ; by applying the residues theorem to the following
contour integral
(∫ ∞ei(π/2+ǫ)
0
−
∫ ∞ei(π/2−ǫ)
0
)
B(t) e−2πzt
dt
t
,
we find:
g+(z)− g−(z) = −2πi
∑
n≥1
e−2πz(ni)
2π ni
= log(1− e−2πiz) .(31)
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Lemma 2.7. The following relations hold: for any z ∈ S(−π, 0),
g+(z) + g+(eπi z) = log(1 − e−2πiz) ;
for any z ∈ H = S(0, π),
g+(z) + g+(e−πi z) = log(1 − e2πiz) .
Proof. The result follows immediately from (30) and (31). 
Lemma 2.7 is essentially the Euler’s reflection formula on Γ-function, as it is easy
to see that, from (13), IΓ(z) = −g+(z). If we set G(τ, ν) = g+(ντ ), that is to say:
(32) G(τ, ν) = − log Γ(ν
τ
+ 1) +
(ν
τ
+
1
2
)
log
ν
τ
− ν
τ
+ log
√
2π ,
then G(τ, ν) is well defined and analytic over the domain U+ given below:
(33) U+ := {(τ, ν) ∈ C∗ × C∗ : ν/τ /∈ (−∞, 0]} .
Proposition 2.8. Let G be as in (32). Then, for any (τ, ν) ∈ U+,
(34) G(τ, ν) +G(τ,−ν) = log(1− e∓2πiν/τ )
according to
ν
τ
∈ S(−π, 0) or S(0, π), respectively.
Proof. The statement comes from Lemma 2.7. 
2.6. Modular-type expansion of (x; q)∞. We shall discuss how to understand
Theorem 2.3 in the complex plane, for both complex q and complex x. As before, let
C˜∗ be the Riemann surface of the logarithm function. LetM be the automorphism
of the 2-dimensional complex manifold C˜∗ × C˜∗ given as follows:
M : (q, x) 7→ M(q, x) = (ι(q), ιq(x)),
where
(35) ι(q) = q∗ := e4π
2/ log q, ιq(x) = x
∗ := e2πi log x/ log q .
In the following, we will use the notations q∗ and x∗ instead of ι(q) and ιq(x) each
time when any confusion does not occur.
If we let D˜∗ = exp
(
iH) ⊂ C˜∗, then M induces an automorphism over the sub-
manifold D˜∗ × C˜∗. From then now, we always write q = e2πiτ , x = e2πiν and
suppose τ ∈ H, so that 0 < |q| < 1. Sometimes we shall use the pairs of modular
variables (τ∗, ν∗) as follows:
(36) i(τ) = τ∗ := −1/τ, iτ (ν) = ν∗ := ν/τ ,
so that we can continue to write q∗ = e2πiτ
∗
and x∗ = e2πiν
∗
.
Theorem 2.9. Let q = e2πiτ , x = e2πiν and let q∗, x∗ as in (35). The following
relation holds for any τ ∈ H and ν ∈ C \ ((−∞,−1] ∪ [1,∞)) such that ν/τ /∈
(−∞, 0]:
(x; q)∞ =q−1/24
√
1− x (x∗q∗; q∗)∞
× exp
(Li2(x)
log q
+G(τ, ν) + P (τ, ν)
)
,(37)
where
√
1− x stands for the principal branch of e 12 log(1−x), Li2 denotes the dilog-
arithm recalled in (10), G is given by (32) and where P denotes the function P−
defined in Lemma 2.5.
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Proof. By Theorem 2.4 and relation (24), we arrive at the expression
M(− log q
2π
,
log x
log q
) = log(x∗ q∗; q∗)∞ + P (τ, ν) ;
making then suitable variable change in (11) allows one to arrive at (37), by taking
into account the standard analytic continuation argument. 
If we denote by G∗ the anti-symetrization of G given by
G∗(τ, ν) =
1
2
(
G(τ, ν)−G(τ,−ν)) ,
then, according to relation (34), we may rewrite (37) as follows:
(x; q)∞ =q−1/24
√
1− x
1− x∗ (x
∗; q∗)∞
× exp
(Li2(x)
log q
+G∗(τ, ν) + P (τ, ν)
)
(38)
if ν ∈ τH, and
(x; q)∞ =q−1/24
√
(1 − x)(1 − 1/x∗)
1− x∗ (x
∗; q∗)∞
× exp
(Li2(x)
log q
+G∗(τ, ν) + P (τ, ν)
)
(39)
if ν ∈ −τH, that is, if ν
τ
∈ S(−π, 0).
In the above, G∗ and P are odd functions on the variable ν:
(40) G∗(τ,−ν) = −G∗(τ, ν), P (τ,−ν) = −P (τ, ν) ;
Li2 satisfies the so-called Landen’s transformation [5, Theorem 2.6.1, p. 103]:
(41) Li2(1− x) + Li2(1 − 1
x
) = −1
2
(
log x
)2
.
Finally, if we write ~ω = (ω1, ω2) = (1, τ) and denote by Γ2(z, ~ω) the Barnes’
double Gamma function associated to the double period ~ω ( [6]), then Thoerme 2.9
and Proposition 5 of [25] imply that
Γ2(1 + τ − ν, ~ω)
Γ2(ν, ~ω)
=
√
i
√
1− x exp
( πi
12τ
+
πi
2
(ν2
τ
− (1 + 1
τ
)ν
)
+
Li2(x)
log q
+G(τ, ν) + P (τ, ν)
)
=
√
2 sinπν exp
( πi
12τ
+
ν(ν − 1)πi
2τ
+
Li2(e
2πiν)
2πiτ
+G(τ, ν) + P (τ, ν)
)
.(42)
2.7. Completed Ramanujan’s formula of (x; q)∞. For any positive integer n,
consider the following power series of z:
(43) An(z) =
∑
k≥0
B2(n+k)
2(n+ k) (2k + 1)!
z2k+1 ,
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where B2m denote the Bernoulli numbers. We recall the following identity [5, p.12,
(1.2.10)]:
(44) B(
t
2π
) =
∑
m≥1
B2m
(2m)!
t2m .
where B(t) is as given in (7). Moreover, from the relation [5, p.29, (1.6.4)]∫ ∞
0
t2m
e2πt − 1
dt
t
= (−1)m−1 B2m
4m
,
one finds that
(45) An(z) = (−1)n−1
∫ ∞
0
2t2n
e2πt − 1 sin(tz) dt .
Proposition 2.10. For each positive integer n, the above-defined function An can
be continued into an analytic function for all z ∈ C such that z2 /∈ (−∞,−4π2] ⊂ R.
Proof. At the right hand side of (45), one can replace the integration loop [0,∞)
with any half-line [0,∞eid) in the half-plane ℜt > 0, with d ∈ (−π2 , π2 ). By noticing
that this integral converges for all z ∈ C verifying |ℜ(izeid)| < ℜ(2πeid), one gets
the expected analytic continuation domain. 
Let θ be the (formal) power series given as in (4); in view of (43), it follows that
(46) θ =
∑
n≥1
B2nAn(log x)
(2n)!
(log q)2n−1 ,
where log x ∈ C \ ∆, with ∆ = [2πi,∞i) ∪ (−∞i,−2πi]. Remember the notation
S(a, b) is introduced in (22); by making use of the formula (37) of Theorem 2.9,
Ramanujan’s formula (3) may be analytically completed as follows.
Theorem 2.11. Let q, x, q∗, x∗, τ and ν as in Theorem 2.9. If P = P−(τ, ν) be
as given in Lemma 2.5 and s = log x/ log q = ν/τ , then it follows that
(47) (x; q)∞ =
√
2πs(1− x)
Γ(s+ 1)
q−1/24 es(log s−1) e
Li2(x)
log q +P (q∗x∗; q∗)∞ .
Moreover, the power series θ defined in (4) or (46) is a uniform asymptotic expan-
sion of (−P ) at log q = 2πiτ = 0 in the following sense: for any ǫ ∈ (0, π2 ), there
exists a positive constant Cǫ > 0 such that, for any positive integer N , if
KN(ν) =
∫ +∞
0
|sh(νt)|
et − 1 t
2N+1 dt
t
,
then the following estimates hold for all integer N ≥ 0 and all (τ, ν) ∈ S(ǫ, π−ǫ)×C
verifying |ℜν| < 1:
(48)
∣∣P (τ, ν) + N∑
n=1
B2nAn(2πiν)
(2n)!
(2πiτ)2n−1
∣∣ ≤ CǫKN(ν)
(2π − ǫ)2N |τ |
2N+1.
Proof. Relation (47) comes directly from (37) and (32).
To prove (48), we come back to the relation (25) of the proof of Lemma 2.5, and
let f be defined in C \ (2πZ) as follows:
f(t) = cot
t
2
− 2
t
= 2iB
( it
2π
)
.
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Obviously, f may be analytically continued at t = 0. By taking into account the
relation [5, p. 12, (1.2.10)], we find that, for |t| < 1,
B(t) =
∑
n≥1
B2n
(2πt)2n−1
(2n)!
,
which implies that, if |t| < 2π, then
(49) f(t) = 2
∑
n≥1
(−1)n B2n
(2n)!
t2n−1 .
Moreover, the following limit holds for any given ǫ ∈ (0, π2 ):
(50) lim
S(−π+ǫ,−ǫ)∋t→∞
f(t) = i .
Let ǫ ∈ (0, π2 ). Let f0(t) = 0 and for any positive integer N , let
fN (t) = 2
N∑
n=1
(−1)n B2n
(2n)!
t2n−1 .
By (50) and the fact that f is an odd analytic function for |t| < 2π, one may find a
positive constant Cǫ > 0 such that, for all t ∈ S(−π+ ǫ,−ǫ) and all positive integer
N :
(51)
∣∣f(t)− fN(t)∣∣ ≤ Cǫ (2π − ǫ)−2N t2N+1 .
Choose any d ∈ (−π + ǫ.− ǫ), consider the relation (21) and let
PN (τ, ν) =
∫ ∞eid
0
sin ντ t
eit/τ − 1 fN (t)
dt
t
and
RN (τ, ν) = P (τ, ν)− PN (τ, ν) .
By (45), one finds easily that
PN (τ, ν) = −
N∑
n=1
B2nAn(2πiν)
(2n)!
(2πiτ)2n−1 .
To finish the proof, one needs only to give estimates for RN , that may be easily
done with the help of (51). We omit the details. 
Remark finally the asymptotic expansion (48) is valid for all (x; q) ∈ C∗2 such
that |q| < 1. In fact, if x = e2πν , one may always suppose that ℜν ∈ [0, 1).
2.8. Some remarks when q tends toward one. For the sake of simplicity, we
will limit ourself to the real case and we suppose q → 1− by real values in (0, 1),
so that one can let τ = iα, α → 0+. As τ∗ = −1/τ = i/α, one may observe that
ℑ(τ∗)→ +∞ and therefore q∗ → 0+ rapidly or, exactly saying, exponentially with
respect to the variable 1/α. The relation
|x∗| = e2πν/α = e2πℜ(ν)/α
shows that, as α → 0+, the modular variable x∗ belongs to the unit circle if and
only if the initial variable x takes a real value; otherwise, x∗ goes rapidly to ∞i or
0 according to the sign of ℜν. Let ℜ(ν) ∈ [0, 1); it follows that
(x∗q∗; q∗)∞ = 1 +O
(
e−(1−ℜ(ν))/α
) ∼ 1.
14 CHANGGUI ZHANG
Moreover, as q → 1−, q∗ = e4π2/ log q becomes exponentially small and the
expression (x∗q∗; q∗)∞ can not be represented by any semi-convergent power series
of log q. If we compare [7, Entry 6, p. 265] with [7, Entry 6’, p. 268] in only which
the equality symbol “=” is used, we would like to believe Ramanujan really wanted
to give a convergent expression to log(x; q)∞.
Finally, if τ = iα, α > 0, it is easy to verify that the following limits hold: for
any fix ν ∈ (0, 1),
lim
α→0+
P (τ, ν) = lim
α→0+
G(τ, ν) = 0 .
Remark that the first one can be deduced immediately from (48) with N = 0.
Therefore, by Theorem 2.11, we find:
log(x; q)∞ ∼ log(1− x)
2
− Li2(x)
2πα
when q = e−2πα → 1− .
In a forthcoming paper, we shall give a compactly uniform Gevrey asymptotic
expansion for (x; q)∞ when q → 1 inside the unit disc, x being a complex parameter;
see [17, §1.4.1, p. 84-86] for Gevrey asymptotic expansion with parameters.
3. Dedekind η-function, Jacobi θ-function and Lambert series
In the following, we will first see in what manner Theorem 2.9 essentially contains
the modular equations known for η and θ-functions; see Theorems 3.1 and 3.2. In
§3.4, we will consider two families of series, called L1 and L2, that can be obtained as
logarithmic derivatives of the infinite product (x; q)∞; some modular-type relations
will be given in Theorem 3.3. In §3.5, classical Lambert series will be viewed as
particular cases of the previous series L1 and L2.
3.1. Dedekind η-function. Let us mention a first application of Theorem 2.9 as
follows.
Theorem 3.1. Let q = e2πiτ , τ ∈ H et let q∗ = e−2πi/τ . Then
(52) (q; q)∞ = q−1/24
√
i
τ
(q∗)1/24 (q∗; q∗)∞ .
Proof. If we set
G0(τ, ν) =G(τ, ν) − log
√
2πν
τ
= log Γ(ν∗ + 1) + ν∗ log ν∗ − ν∗ ,
we can write relation (37) of Theorem 2.9 as follows:
(xq; q)∞ =q−1/24
√
2πν
(1− e2πiν)τ (x
∗q∗; q∗)∞
× exp
(Li2(x)
log q
+G0(τ, ν) + P (τ, ν)
)
,
where x = e2πiν . Suppose ν → 0, so that x→ 1, ν∗ → 0 and x∗ → 1; from (32), it
follows:
lim
ν→0
G0(τ, ν) = 0 ;
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therefore, one easily gets relation (52), remembering that Li2(1) =
π2
6
and that
P (τ, 0) = 0 as is said in (40). 
The function (q; q)∞ plays a very important role in number theory and it is really
linked with the well-known Dedekind η-function:
(53) η(τ) = eπτi/12
∞∏
n=1
(1− e2nπτi) = q1/24 (q; q)∞ ,
where τ ∈ H. For instance, see [14, Lectures VI, VIII] and [5, Chapters 10, 11].
The modular relation (52), written as
η(− 1
τ
) =
√
τ
i
η(τ) ,
is traditionally obtained as consequence of Poisson’s summation formula (cf [12, p.
597-599]) or that of Mellin transform of some Dirichlet series (cf [5, p. 538-540]) ;
see also [26], for a simple proof.
3.2. Modular relation on Jacobi theta function. In order to get the modular
equation for Jacobi theta function, we first mention the following relation for any
x ∈ C \ (−∞, 0]:
(54) Li2(−x) + Li2(− 1
x
) = −π
2
6
− 1
2
(
log x
)2
,
which can be deduced directly from the definition (10) of Li2, for
d
dx
(
Li2(−x) + Li2(− 1
x
)
)
=
log(1 + x)
−x −
log(1 + 1x )
−x =
log x
−x .
One can also check (54) by making use of a suitable variable change and consid-
ering both the Landen’s transformation (41) and formula [5, (2.6.6), p. 104]:
Li2(x) + Li2(1− x) = π
2
6
− log x log(1− x) ;
see [30] for more information.
For any fix q = e2πiτ , τ ∈ H, the modular variable transformation x 7→ ιq(x) =
x∗ introduced in (35) defines an automorphism of the Riemann surface C˜∗ of the
logarithm and satisfies the following relations (q∗ = ι(q) = e4π
2/ log q):
(55) ιq(xy) = ιq(x) ιq(y); ιq(e
2kπi) = (q∗)−k , ιq(qk) = e2kπi
for all k ∈ R. In particular, one finds:
(56) ιq(
√
q x) = eπi ιq(x) , ιq(xe
iπ) = ιq(x)/
√
q∗ .
As usual, for any m given complex numbers a1, . . . , am, let
(a1, . . . , am; q)∞ =
m∏
k=1
(ak; q)∞ .
Theorem 3.2. Let q = e2πiτ and x = e2πiν and let
(57) θ(q, x) = (q,−√q x,−
√
q
x
; q)∞ .
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Then, the following relation holds for any τ ∈ H and any ν of the Riemann surface
of the logarithm:
(58) θ(q, x) = q1/8
√
i
τx
exp
(
−
(log x√q )
2
2 log q
)
θ(q∗, x∗) .
Proof. First, suppose ν ∈ τH and write (x; q)∞ and (1/x; q)∞ by means of (38)
and (39), respectively. By taking into account relation (40) about the parity of G∗
and P , we find:
(x,
1
x
; q)∞ =q−1/12
1− x
1− 1/x∗
√
− 1
x
(x∗,
1
x∗
; q∗)∞
exp
( 1
log q
(
Li2(x) + Li2(
1
x
)
))
,
where we used the relation 1/x∗ = (1/x)∗, deduced from (55). Thus, it follows that
(xq,
1
x
; q)∞ = q−1/12
√
− 1
x
(x∗,
q∗
x∗
; q∗)∞ exp
( 1
log q
((
Li2(x) + Li2(
1
x
)
))
,
Change x by e−πi x/
√
q and make use of (56) and (54); we get:
(−√q x,−
√
q
x
; q)∞ =q−1/12
√√
q
x
(−√q∗ x∗,−
√
q∗
x∗
; q∗)∞
× exp
( 1
log q
(−π2
6
− 1
2
(log
x√
q
)2
))
for x /∈ (−∞, 0]. By the modular equation (52) for η-function, we arrive at the
expected formula (58).
Finally we end the proof of the Theorem by the standard analytic continuation
argument. 
Known as the modular formula on Jacobi’s theta function, relation (58) can be
written as follows:
θ(q, x) =
√
i
τ
exp
(
− (log x )
2
2 log q
)
θ(q∗, x∗) ,
which has a very long history, and is attached to Gauss, Jacobi, Dedekind, Hermite,
etc .... It is generally obtained by applying Poisson’s summation formula to the
Laurent series expansion:
(q,−√q x,−
√
q
x
; q)∞ =
∑
n∈Z
q
n2
2 xn ,
which is the so-called Jacobi’s triple product formula; for instance, see [5, §10.4, p.
496-501].
3.3. Another proof of Theta modular equation. As what is pointed out in [32,
p. 214-215], formula (58) can be interpreted in term of q-difference equations. We
shall elaborate on this idea and give a simple proof for (58).
For any fix q such that 0 < |q| < 1, let
f1(x) = θ(q, x), f2(x) =
√
1
x
exp
(
−
(log x√q )
2
2 log q
)
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and
f(x) =
f1(x)
f2(x)
= g(x∗) ,
where x∗ is given by (35). As f1 and f2 are solution of the same first order linear
equation
y(qx) =
1√
q x
y(x),
f is a q-constant, that means, f(qx) = f(x) ; equivalently, g is uniform on the
variable x∗, for qx is translated into x∗e2πi by (55). On the other hand, it is easy
to check the following relation:
f(xe−2πi) = e−2πi
log x
log q − 2π
2
log q f(x) =
1√
q∗ x∗
f(x),
so that, using (55), we find:
g(q∗ x∗) =
1√
q∗ x∗
g(x∗) .
Summarizing, g is a uniform solution of y(q∗x∗) = y(x∗)/(
√
q∗ x∗) and vanishes
over the q∗-spiral −√q∗ q∗Z of the x∗-Riemann surface of the logarithm; it follows
that there exists a constant C such that g(x∗) = C θ(q∗, x∗) for all x∗ ∈ C˜∗. Write
C =
θ(q, x)
θ(q∗, x∗)
√
x exp
( (log x√q )2
2 log q
)
and let x→ eπi/√q, so that x∗ → eπi/√q∗. Since
θ(q, x)
1 +
√
q x
→ (q; q)3∞ ,
θ(q∗, x∗)
1 +
√
q∗ x∗
→ (q∗; q∗)3∞
and
lim
x→eπi/√q
1 +
√
q x
1 +
√
q∗ x∗
=
√
q√
q∗
(dx∗
dx
∣∣
x=eπi/
√
q
)−1
=
τ
i
,
where q = e2πiτ , we get the following expression, deduced from η-modular equation
(52):
C = q1/4 e−
πi
2 − π
2
2 log q
(q; q)3∞
(q∗; q∗)3∞
τ
i
= q1/8
√
i
τ
,
and we end the proof of (58).
One key point of the previous proof is to use the dual variables q∗ and x∗; the
underlying idea is really linked with the concept of local monodromy group of linear
q-difference equations [22, §2.2.3, The´ore`me 2.2.3.5]. In fact, as there exists two
generators for the fundamental group of the elliptic curve C∗/qZ, one needs to
consider the “monodromy operators” in two directions or “two periods”, x 7→ xe2πi
and x 7→ xq, which exactly correspond to x∗ 7→ x∗q∗ and x∗ 7→ x∗e−2πi, in view of
(55).
18 CHANGGUI ZHANG
3.4. Generalized Lambert series L1 and L2. As before, let q = e
2πiτ , x = e2πiν
and suppose τ ∈ H. Consider the following series, which can be considered as
generalized Lambert series:
(59) L1(τ, ν) =
∞∑
n=0
x qn
1− x qn , L2(τ, ν) =
∞∑
n=0
(n+ 1)x qn
1− x qn ,
that are both absolutely convergent for any x ∈ C \ q−N, due to the fact |q| < 1.
By expanding each term (1− xqn)−1 into geometric series, one easily finds:
(60) L1(τ, ν) =
∞∑
n=0
xn+1
1− qn+1 , L2(τ, ν) =
∞∑
n=0
xn+1
(1− qn+1)2 ,
where convergence requires x to be inside the unit circle |x| < 1 of x-plane.
Observe that
(61) L1(τ, ν + τ)− L1(τ, ν) = − x
1− x
and
(62) L2(τ, ν + τ) − L2(τ, ν) = −L1(τ, ν) .
In this way, one may guess how to define more series such as L3, L4, etc ...
A direct computation yields the following formulas:
(63) L1(τ, ν) = −x ∂
∂x
log(x; q)∞ ,
(64) L2(τ, ν) = −q ∂
∂q
log(x; q)∞ + L1(τ, ν) ;
x
∂x∗
∂x
=
x∗
τ
, x
∂ν
∂x
=
1
2πi
(65)
and
q
∂x∗
∂q
= − ν
τ2
x∗, q
∂q∗
∂q
=
1
τ2
q∗, q
∂τ
∂q
=
1
2πi
.(66)
Here and in the following, q and x are considered as independent variables as well
as the pair (τ, ν) or their modular versions (q∗, x∗) and (τ∗, ν∗).
Theorem 3.3. Let q = e2πiτ , x = e2πiν and let q∗, x∗, τ∗ and ν∗ be as in (35)
and (36). If τ ∈ H and ν/τ 6∈ (−∞, 0], then the following relations hold:
L1(τ, ν + τ) =
log(1− e2πiν)
2πτi
+
e2πiν
2(1− e2πiν) + L1(τ
∗, ν∗ + τ∗)
1
τ
+
1
2πτi
(Γ′(ντ + 1)
Γ(ντ + 1)
− log ν
τ
− τ
2ν
− τ ∂
∂ν
P (τ, ν)
)
(67)
and
L2(τ, ν + τ) =
1
24
− Li2(e
2πiν)
4π2
1
τ2
− L1(τ∗, ν∗ + τ∗) ν
τ2
+ L2(τ
∗, ν∗ + τ∗)
1
τ2
− ν
2πiτ2
(Γ′(ντ + 1)
Γ(ντ + 1)
− log ν
τ
− τ
2ν
+
τ2
ν
∂
∂τ
P (τ, ν)
)
.(68)
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Proof. By taking the logarithmic derivative with respect to the variable x in (37)
and in view of (65), we find:
x
∂
∂x
log(x; q)∞ =− x
2(1− x) +
x∗
1− x∗
1
τ
+
1
τ
x∗
∂
∂x∗
log(x∗; q∗)∞
− logq(1− x) +
1
2πi
( ∂
∂ν
G(τ, ν) +
∂
∂ν
P (τ, ν)
)
,
so that, by (63), we arrive at the following expression:
L1(τ, ν) = logq(1− x) +
x
2(1− x) +
(
L1(τ
∗, ν∗)− x
∗
1− x∗
) 1
τ
− 1
2πi
( ∂
∂ν
G(τ, ν) +
∂
∂ν
P (τ, ν)
)
.
From (32), it follows that
(69) τ
∂
∂ν
G(τ, ν) = −Γ
′(ντ + 1)
Γ(ντ + 1)
+ log
ν
τ
+
τ
2ν
,
that leads to the wanted relation (67), using (61).
On the other hand, using (66), a direct computation shows that (37) implies the
following expression:
q
∂
∂q
log(x; q)∞ =− 1
24
+
ν
τ2
x∗
∂
∂x∗
log(1− x∗)− ν
τ2
x∗
∂
∂x∗
log(x∗; q∗)∞
+
1
τ2
q∗
∂
∂q∗
log(x∗; q∗)∞ − Li2(x)
(log q)2
+
1
2πi
( ∂
∂τ
G(τ, ν) +
∂
∂τ
P (τ, ν)
)
,
or, by taking into account (64):
q
∂
∂q
log(x; q)∞ =− 1
24
+
Li2(x)
4π2
1
τ2
− x
∗
1− x∗
ν
τ2
+ L1(τ
∗, ν∗)
ν + 1
τ2
− L2(τ∗, ν∗) 1
τ2
+
1
2πi
( ∂
∂τ
G(τ, ν) +
∂
∂τ
P (τ, ν)
)
.(70)
Since
τ
∂
∂τ
G(τ, ν) = −ν ∂
∂ν
G(τ, ν),
by putting together (64), (67), (69) with the last relation (70), we get the following
relation:
L2(τ, ν) =
1
24
− Li2(x)
4π2
1
τ2
+
x∗
1− x∗
ν − τ
τ2
− L1(τ∗, ν∗) ν + 1
τ2
+ L1(τ, ν) + L2(τ
∗, ν∗)
1
τ2
− ν
2πiτ2
(Γ′(ντ + 1)
Γ(ντ + 1)
− log ν
τ
− τ
2ν
+
τ2
ν
∂
∂τ
P (τ, ν)
)
,
so that we arrive at the wanted formula (68) by applying (62). 
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3.5. Classical Lambert series. If we let ν = τ , we reduce series L1 and L2 to
the following classical Lambert series:
L1(τ, τ) =
∞∑
n=0
qn+1
1− qn+1
and
L2(τ, τ) =
∞∑
n=0
(n+ 1)qn+1
1− qn+1 =
∞∑
n=0
qn+1
(1 − qn+1)2 .
By considering the limit case ν = 0 in (67) and (68) of Theorem 3.3, we arrive at
the following statement.
Theorem 3.4. For all τ ∈ H, the following relations hold:
L1(τ, τ) =
log(−2πiτ)
2πiτ
+
1
4
− γ
2π iτ
− 1
2πi
∂
∂ν
P (τ, 0) + L1(τ
∗, τ∗)
1
τ
,(71)
where γ denotes Euler’s constant, and
L2(τ, τ) =
1
24
+
1
4πiτ
− 1
24 τ2
+ L2(τ
∗, τ∗)
1
τ2
.(72)
Proof. If we set
A(τ, ν) =
1
2πiτ
log
1− e2πiν
ν/τ
− 1
2
( e2πiν
1− e2πiν +
1
2πiν
)
,
we can write (67) as follows:
L1(τ, ν + τ) =A(τ, ν) + L1(τ
∗, ν∗ + τ∗)
1
τ
+
1
2πτi
(Γ′(ντ + 1)
Γ(ντ + 1)
− τ ∂
∂ν
P (τ, ν)
)
,
so that, remembering γ = −Γ′(1), we get (71), as it is easy to see that
lim
ν→0
A(τ, ν) =
log(−2πiτ)
2πiτ
+
1
4
.
In the same time, putting ν = 0 in (68) allows one to obtain relation (72), for
P (τ, 0) = 0 for all τ ∈ H implies ∂
∂τ
P (τ, 0) = 0 identically. 
Formula (71) has been known since Schlo¨milch; see Stieltjes [27, (84), p. 54].
Relation (72) is really a modular relation and is traditionally obtained by taking
derivative with respect to the variable τ in modular formula (52); see [1, Exercises
6 and 7, p. 71].
4. Proof of Theorem 2.1
In all this section, we let
q = e−a = e−2πα, x = e−(1+ξ)a = q1+ξ
and suppose
a = 2πα > 0, 0 < q < 1, ξ > −1, 0 < x < 1 ,
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For any positive integer N , define
(73) VN (a, ξ) :=
N∑
n=1
log(1− e−(n+ξ)a) .
It is esay to see that
log (x; q)∞ = lim
N→∞
VN (a, ξ) .
We shall prove Theorem 2.1 in several steps, and our approach is well inspired
by Stieltjes’ work E´tude de la fonction P (a) =
∞∑
1
1
e
n
a − 1 that one can find in his
Thesis [27, p. 57-62]. The starting point is to use the fact that
1
e
√
2π u − 1−
1√
2π u
is
a self-reciprocal function with respect to Fourier sine transform [28, (7.2.2), p. 179],
so that one may write each finite sum VN by four or five appropriate sine or cosine
integrals depending of N and make then estimation over these integrals.
4.1. Some preparatory formulas. We are going to use the following formulas:
(74)
∫ ∞
0
sinλu
e2πu − 1du =
1
4
+
1
2
( 1
eλ − 1 −
1
λ
)
,
and
(75)
∫ ∞
0
1− cosλu
e2πu − 1
du
u
=
λ
4
+
1
2
log
1− e−λ
λ
,
where λ is assumed to be a real or complex number such that |ℑλ| < 2π; notice
that the second formula can be deduced from the first one by integrating on λ. For
instance, see [27, (82) & (83), p. 57], [28, (7.2.2), p. 179] or [29, Example 2, p. 122].
From (75), it follows that
VN (a, ξ) =
N∑
n=1
log (n+ ξ)− N
2
ξa
− N(N + 1)
4
a+N log a+RN (a, ξ) ,(76)
where
RN (a, ξ) =
∫ ∞
0
hN(au, ξ)
e2πu − 1
du
u
and
hN (t, ξ) = 2N − 2
N∑
n=1
cos(n+ ξ)t .
By using the elementary relations
2
N∑
n=1
cosnt = cosNt+ sinNt cot
t
2
− 1
and
2
N∑
n=1
sinnt = sinNt+ (1 − cosNt) cot t
2
,
we obtain:
hN(t, ξ) = 2N + cos ξt− cos(N + ξ)t+
(
sin ξt− sin(N + ξ)t) cot t
2
.
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Let us define the following integrals:
(77) R
(1)
N (a, ξ) =
∫ ∞
0
cos ξau− cos(N + ξ)au
e2πu − 1
du
u
and
(78) R
(2)
N (a, ξ) =
∫ ∞
0
2N +
(
sin ξau− sin(N + ξ)au) cot au2
e2πu − 1
du
u
,
so that
RN (a, ξ) = R
(1)
N (a, ξ) +R
(2)
N (a, ξ).
We will look for the limits of R
(1)
N and R
(2)
N while N becomes indefinitely large.
To simplify, we will write aN ∼N bN if the quantity (aN − bN ) tends to zero as
N →∞. From (75), we first observe the following result.
Lemma 4.1. The following relation holds:
(79) R
(1)
N (a, ξ) ∼N
N
4
a− 1
2
logN − 1
2
log
1− e−ξa
ξ
.
Proof. Applying (75) to the following integrals∫ ∞
0
1− cos ξau
e2πu − 1
du
u
,
∫ ∞
0
1− cos(N + ξ)au
e2πu − 1
du
u
implies directly Lemma 4.1. 
The following well-known result, due to Riemann, will be often taken into account
in the course of the proof.
Lemma 4.2. Let f be a continuous and integrable function on a finite or infinite
closed interval [α, β] ⊂ R. Then the following relations hold:∫ β
α
f(t) sinNt dt ∼N 0,
∫ β
α
f(t) cosNt dt ∼N 0.
4.2. First part of R
(2)
N . The integral (78) of R
(2)
N seems more complicated than
R
(1)
N , because of the simple poles at u =
2
a
π,
4
a
π,
6
a
π, etc, · · · that the function
cot
au
2
admits on (0,+∞). In such a situation, one very classical technique may
consist in replacing the function by its decomposition in simple parts as given in
(19). By considering
2
au
instead of cot
au
2
in (78), we are led to the following
integral:
(80) R
(21)
N (a, ξ) =
2
a
∫ ∞
0
Nau+ sin ξau− sin(N + ξ)au
e2πu − 1
du
u2
;
if we set
(81) R
(22)
N (a, ξ) = 4a
∫ ∞
0
∞∑
n=1
sin(N + ξ)au− sin ξau
4π2n2 − a2u2
du
e2πu − 1 ,
then, in view of (19) we obtain the following equality:
R
(2)
N (a, ξ) = R
(21)
N (a, ξ) +R
(22)
N (a, ξ) .
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Lemma 4.3. The following relation holds for a > 0 and ξ > 0:
R
(21)
N (a, ξ) ∼N
N(N + 2ξ)
4
a− (N + ξ) log(N + ξ) +N(1− log a)
− π
2
6a
+ ξ log ξ − 1
a
∫ ξa
0
log(1− e−t) dt .(82)
Proof. For any pair (N, ξ) ∈ N × R, let fN (a, ξ) = a
2
R
(21)
N (a, ξ); it is easy to see
that a 7→ fN(a, ξ) represents an odd analytic function at the origin 0 of the real
axis, for merely
fN (a, ξ) =
∫ ∞
0
Nau+ sin ξau− sin(N + ξ)au
e2πu − 1
du
u2
.
Let f ′N (a, x) denote the derivative of fN (a, ξ) with respect to the variable a. It
follows that
f ′N (a, ξ) =
∫ ∞
0
(N + ξ)
(
1− cos(N + ξ)au)− ξ(1 − cos ξau)
e2πu − 1
du
u
,
so that applying (75) gives rise to the following relation:
f ′N(a, ξ) =
N(N + 2ξ)
4
a+
N + ξ
2
log
1− e−(N+ξ)a
N + ξ
− N
2
log a− ξ
2
log
1− e−ξa
ξ
.
To come back to fN (a, x), we integrate f
′
N (t, ξ) over the interval (0, a) and remark
that fN (0, ξ) = 0; it follows that
fN (a, ξ) =
N(N + 2ξ)
8
a2 − N + ξ
2
a log(N + ξ)− N
2
(log a− 1)a
+
ξ
2
(log ξ) a+
1
2
I(a,N + ξ)− 1
2
I(a, ξ) ,(83)
where
I(a, δ) =
∫ δa
0
log(1− e−t) dt .
Now we suppose a > 0 and let N → +∞. Noticing that
(84) I(a,N + ξ) ∼N
∫ ∞
0
log(1− e−t) dt = −Li2(1) = −π
2
6
,
we get immediately (82) from (83).

The term −π
2
6a
included in expression (80) plays a most important role for un-
derstanding the asymptotic behavior of log(x; q)∞ as q → 1−, that is, a→ 0+. The
crucial point is formula (84), that remains valid for all complex numbers a such
that ℜa > 0.
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4.3. Intermediate part in R
(2)
N . Now consider R
(22)
N (a, ξ) of (81); then
(85) R
(22)
N (a, ξ) =
2
π
(
IN (a, ξ)− JN (a, ξ)
)
,
if we set
(86) IN (a, ξ) =
∫ ∞
0
∞∑
n=1
sin 2nNπt cos 2nξπt
n(e4nπ2t/a − 1)
dt
1− t2
and
(87) JN (a, ξ) =
∫ ∞
0
∞∑
n=1
sin 2nξπt(1− cos 2nNπt)
n(e4nπ2t/a − 1)
dt
1− t2 ,
Here, each series under
∫
converges absolutely to an integrable function over (0,∞)
excepted maybe near zero and t = 1. Lemma 4.4 given below will tell us how
to regularize the situation at origin; notice also that these integrals behave more
convergent at t = 1 than 0, due to big factors (e4nπ
2t/a − 1).
Lemma 4.4. Let δ ∈ (0, 1), λ > 0 and let {hn,N}n,N∈N be a uniformly bounded
family of continuous functions on [0, δ]. For any positive integer M , let AM (N)
denote the integral given by
AM (N) =
∫ δ
0
M∑
n=1
hn,N(t)
n
( 1
enλt − 1 −
1
nλt
) dt
1− t2 .
Then, as M →∞, the sequence {AM (N)} converges uniformly for N ∈ N.
Proof. We suppose λ = 1, the general case being analogous; thus, one can write
AM (N) as follows:
AM (N) =
M∑
n=1
∫ nδ
0
hn,N(t/n)
( 1
et − 1 −
1
t
) dt
n2 − t2
Observe that the function (et− 1)−1− t−1 increases rapidly from −1/2 toward zero
when t tends to infinity by positive values; indeed, (et − 1)−1 − t−1 = O(t−1) for
t → +∞. Therefore, if we make use of the relation
∫ nδ
0
=
∫ √n δ
0
+
∫ nδ
√
n δ
and let
n→ +∞, we find:∣∣∣∫ nδ
0
hn,N (t/n)
( 1
et − 1 −
1
t
) dt
n2 − t2
∣∣∣ ≤ C n−3/2 ,
where C denotes a suitable positive constant independent of N and n; this ends
the proof of Lemma 4.4. 
We come back to the integral IN given in (86).
Lemma 4.5. The following relation holds:
(88) IN (a, ξ) ∼N π
48
a− π
2
∞∑
n=1
cos 2nπξ
n(e4nπ2/a − 1) .
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Proof. We fix a small δ > 0, cut off the interval (0,∞) into four parts (0, δ), (δ, 1−δ),
(1− δ, 1+ δ) and (1+ δ,∞), and the corresponding integrals will be denoted by I0δN ,
Iδ+N , I
1∓δ
N and I
δ∞
N , respectively. According to Lemma 4.2, we find:
(89) Iδ+N (a, ξ) ∼N 0, Iδ∞N (a, ξ) ∼N 0,
for
∞∑
n=M
(∫ 1−δ
δ
+
∫ ∞
1+δ
) | sin 2nNπt cos 2nξπt|
n(e4nπ2t/a − 1)
dt
|1− t2| → 0
when M →∞. In the same way, we may observe that
I0δN (a, ξ) ∼N
a
4π2
∫ δ
0
∞∑
n=1
sin 2nNπt cos 2nξπt
n2t(1− t2) dt
∼N a
4π2
∫ δ
0
∞∑
n=1
sin 2nNπt
n2
dt
t
=
a
4π2
∞∑
n=1
∫ δ
0
sin 2nNπt
n2
dt
t
,(90)
where the first approximation relation is essentially obtained from Lemma 4.4,
combining together with Lemma 4.2. Since
(91)
∫ ∞
0
sin t
t
dt =
π
2
,
from (90) we deduce the following relation:
I0δN (a, ξ) ∼N
a
8π
∞∑
n=1
1
n2
=
π
48
a .(92)
A similar analysis allows one to write the following relations for the remaining
integral I1∓δN :
I1∓δN (a, ξ) ∼N
1
2
∫ 1+δ
1−δ
∞∑
n=1
sin 2nNπt cos 2nξπt
n(e4nπ2t/a − 1)
dt
1− t
∼N 1
2
∫ 1+δ
1−δ
∞∑
n=1
cos 2nξπ
n(e4nπ2/a − 1)
sin 2nNπt
1− t dt
∼N 1
2
∞∑
n=1
cos 2nξπ
n(e4nπ2/a − 1)
∫ +∞
−∞
− sin t
t
dt
= −π
2
∞∑
n=1
cos 2nξπ
n(e4nπ2/a − 1) ,(93)
where the last equality comes from (91).
Accordingly, we obtain the wanted expression (88) by putting together the esti-
mates (89), (92) and (93) and thus the proof is complete. 
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4.4. Singular integral as limit part of R
(2)
N . In order to give estimates for
JN (a, ξ) of (87), we shall make use of the Cauchy principal value of a singular
integral. The situation we have to consider is the following [29, §6.23, p. 117]: f be
a continuous function over (0, 1)∪ (1,+∞) such that, for any ǫ > 0, f is integrable
over both intervals (0, 1− ǫ) and (1 + ǫ,+∞); one defines
PV
∫ ∞
0
f(t)dt = lim
ǫ→0+
(∫ 1−ǫ
0
f(t) dt+
∫ ∞
1+ǫ
f(t) dt
)
whenever the last limit exists.
Lemma 4.6. The following relation holds:
(94) JN (a, ξ) ∼N PV
∫ ∞
0
∞∑
n=1
sin 2nξπt
n(e4nπ2t/a − 1)
dt
1− t2 .
Proof. For any given number ǫ ∈ (0, 1), let
J
(1∓ǫ)
N (a, ξ) =
∫ 1+ǫ
1−ǫ
∞∑
n=1
sin 2nξπt(1− cos 2nNπt)
n(e4nπ2t/a − 1)
dt
1− t2 ;
Thanks to suitable variable change, we can get the following expression:
J
(1∓ǫ)
N (a, ξ) =
∫ ǫ
0
∞∑
n=1
(hn(a, ξ, t)
2− t −
hn(a, ξ,−t)
2 + t
) 1− cos 2nNπt
nt
dt ,
where
hn(a, ξ, t) =
sin 2nξπ(1− t)
e4nπ2(1−t)/a − 1 .
From Lemma 4.2, one deduces:
(95) J
(1∓ǫ)
N (a, ξ) ∼N
∫ ǫ
0
∞∑
n=1
(hn(a, ξ, t)
2− t −
hn(a, ξ,−t)
2 + t
) dt
nt
.
Again applying Lemma 4.2 implies that
JN (a, ξ)− J (1∓ǫ)N (a, ξ) ∼N
(∫ 1−ǫ
0
+
∫ ∞
1+ǫ
) ∞∑
n=1
sin 2nξπt
n(e4nπ2t/a − 1)
dt
1− t2 ,
which, using (95), permits to conclude, as it is clear that
lim
ǫ→0+
∫ ǫ
0
∞∑
n=1
(hn(a, ξ, t)
2− t −
hn(a, ξ,−t)
2 + t
) dt
nt
= 0 .

4.5. End of the proof of Theorem 2.1.
Proof. Consider the functions VN (a, ξ) given in (73) and recall that log(x; q)∞ is
the limit of VN (a, ξ) when N goes to infinity; so we need to know the limit behavior
of the right hand side of (76) for infinitely large N .
Letting
GN (a, ξ) =
N∑
n=1
log (n+ ξ)− N
2
ξa− N(N + 1)
4
a+N log a ,
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it follows that
VN (a, ξ) = GN (a, ξ) +R
(1)
N (a, ξ) +R
(21)
N (a, ξ) +
2
π
(IN (a, ξ)− JN (a, ξ)) ,
where R
(1)
N , R
(21)
N , IN and JN are considered in Lemmas 4.1, 4.3, 4.5 and 4.6,
respectively. From Stirling’s asymptotic formula [5, Theorem 1.4.1, page 18], one
easily gets:
N∑
n=1
log (n+ ξ) = log Γ(N + ξ + 1)− log Γ(ξ + 1)
∼N log
√
2π + (N + ξ +
1
2
) log(N + ξ + 1)
− (N + ξ + 1)− log Γ(ξ + 1) .
Thanks to (82) of Lemma 4.3, one finds:
GN (a, ξ) +R
(21)
N (a, ξ) ∼N −
N
4
a+
1
2
logN − log Γ(ξ + 1)− π
2
6a
+ log
√
2π − ξ + ξ log ξ − 1
a
∫ ξa
0
log(1− e−t) dt .
Thus, using (77) of Lemma 4.1, one can deduce the following expression:
GN (a, ξ) +R
(1)
N (a, ξ) +R
(21)
N (a, ξ)
∼N − π
2
6a
+ log
√
2π − ξ − log Γ(ξ + 1)
− (ξ + 1
2
)
log
1− e−ξa
ξ
+
1
a
∫ ξa
0
t
et − 1 dt ,
which implies the starting formula (5) of our paper with the help of Lemmas 4.5
and 4.6, replacing all a by 2πα. 
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