Abstract. We extend Urban's construction of eigenvarieties for reductive groups G such that G(R) has discrete series to include characteristic p points at the boundary of weight space. In order to perform this construction, we define a notion of "locally analytic" functions and distributions on a locally Qp-analytic manifold taking values in a complete Tate Zp-algebra in which p is not necessarily invertible. Our definition agrees with the definition of locally analytic distributions on p-adic Lie groups given by Johansson and Newton.
Introduction
The study of p-adic families of automorphic forms began with the work of Hida [Hid86, Hid88, Hid94] . Coleman and Mazur [CM98, Col96, Col97] introduced the eigencurve, which parameterizes overconvergent p-adic modular forms of finite slope. Coleman and Mazur used a geometric definition of p-adic modular forms, based on the original definition of Katz [Kat73] . It is also possible to define p-adic automorphic forms using a cohomological approach. Several constructions of eigenvarieties are based on overconvergent cohomology, introduced by Stevens [Ste94] and later generalized by Ash-Stevens [AS08] . These include the constructions of Urban [Urb11] and Hansen [Han15] . Emerton [Eme06b] has also constructed eigenvarieties using a somewhat different cohomological approach.
The eigenvarieties mentioned above are all rigid analytic spaces, so they parameterize forms that have coefficients in Q p -algebras. Recently, there has been interest in studying forms with coefficients in characteristic p. Liu, Wan, and Xiao [LWX17] constructed Z p Z × p -modules of automorphic forms for definite quaternion algebras. By taking quotients of this module, one can obtain both traditional p-adic automorphic forms and forms with coefficients in F p Z × p whose existence had been conjectured by Coleman. Using these modules, Liu, Wan, and Xiao proved certain cases of a conjecture of Coleman-Mazur and Buzzard-Kilford [BK05] concerning the eigenvalues of the U p operator near the boundary of the weight space. Andreatta, Iovita, and Pilloni [AIP] constructed an eigencurve that included characteristic p points by extending Katz's definition of p-adic modular forms.
In this paper, we will show how Urban's eigenvarieties can be extended to include the characteristic p points at the boundary of weight space.
In order to explain our results in more detail, we will first describe the basic idea of overconvergent cohomology. Let G be a reductive algebraic group over Q such that G(Q p ) is quasisplit. Let A be the adeles over Q, let A p f be the finite adeles away from p, let G + ∞ be the identity component of G(R), and let Z G be the center of G. Let T 0 be a maximal compact torus of G(Q p ), and let N − 0 be an open compact subgroup of a maximal unipotent subgroup of G(Q p ). We may consider the space
as a locally Q p -analytic manifold. Let F be a finite extension of Q p , and let λ : T 0 → F × be a continuous homomorphism. Let D c,λ be the space of compactly supported F -valued locally analytic distributions on X , modulo the relations that right translation by N − 0 acts as the identity, right translation by T 0 acts by λ, and translation by Z G (Q) acts by the identity. One may think of the cohomology groups H i (G ad (Q), D c,λ ) as spaces of p-adic automorphic forms. One can also study families of p-adic automorphic forms by replacing F with an affinoid Q p -algebra A.
There is no need to limit ourselves to Q p -algebras, however. The only real constraint on A is that we must be able to define reasonable notions of locally analytic A-valued functions and distributions on X . We will give such a definition when A is a complete Tate Z p -algebra.
To see what the definition should be, we recall a fact from p-adic functional analysis: a function f : Z p → Q p is locally analytic if and only if it is of the form f (z) = ∞ n=0 a n z n , where a n ∈ A and |a n | p go to zero exponentially as n → ∞. We will therefore define the space A(Z p , A) of "locally analytic" functions Z p → A to be the set of functions of the form ∞ n=0 a n z n , where a n ∈ A and a n to to zero exponentially (i. e. α −n a n goes to zero for some topologically nilpotent unit α) as n → ∞. If p is invertible in A, then this definition is known to coincide with the usual one. We will make a similar definition for locally analytic functions Z k p → A, and then extend the definition to locally Q p -analytic manifolds by gluing.
If X is a locally Q p -analytic manifold, then we will define modules A(X, A), D(X, A), A c (X, A), D c (X, A) of locally analytic functions, distributions, compactly supported functions, and compactly supported distributions, respectively. (4) If X has the structure of a finitely generated Z p -module, then any continuous group homomorphism X → A × is in A(X, A).
In [Urb11] , Urban constructed eigenvarieties for reductive groups G such that G(R) has discrete series. We will show how to use the locally analytic distribution modules mentioned above to extend Urban's construction to include characteristic p points. Theorem 1.2. The reduced eigenvariety constructed in [Urb11] extends to an adic space E over the weight space
an , where T ′ is a quotient of a compact subgroup of a maximal torus in G(Q p ). Furthermore, E is equidimensional and is finite over the spectral variety Z.
We will also correct an error in [Urb11] . In order to argue that certain character distributions are uniquely defined, Urban assumed that the region of convergence of an Eisenstein series is (up to translation) a union of Weyl chambers. However, this assumption is not true. We will give a new argument for uniqueness.
As this work was being prepared, I became aware that Christian Johansson and James Newton were independently pursuing similar work. In [JN] , they adapt Hansen's construction of eigenvarieties to include the boundary of weight space. Their definition of locally analytic distributions on Z k p is essentially the same as ours. To construct distributions on p-adic Lie groups, they use a particular choice of coordinate charts previously studied by Schneider and Teitelbaum. Our definition of locally analytic distributions therefore generalizes theirs.
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Modules over complete Tate rings
We will repeat the basic setup of [Buz07, AIP] . Throughout this section, A will denote a complete Tate ring.
Definitions.
Definition 2.1.1. Let X be a quasi-compact topological space, and let M be a topological abelian group. We define C(X, M ) to be the space of continuous functions X → M , with the topology of uniform convergence.
Definition 2.1.2. Let S be a set, and let M be a topological abelian group. We define c(S, M ) to be the space of functions f : S → M such that for any open neighborhood U of the identity in M , the complement of f −1 (U ) is finite. We give c(S, M ) the topology of uniform convergence.
Definition 2.1.3. Let M be a topological A-module. We say that M is orthonormalizable if it is isomorphic to c(S, A) for some set S. We say that M is projective if it is a direct summand of an orthonormalizable A-module.
Definition 2.1.4. Let M be a topological A-module. We say that a set B ⊂ M is bounded if for all open neighborhoods U of the identity in M , there exists α ∈ A × so that αB ⊆ U .
Definition 2.1.5. Let M and N be topological A-modules. We define L b (M, N ) to be the set of continuous A-module homomorphisms M → N , with the topology of convergence on bounded subsets.
Definition 2.1.6. Let M and N be topological A-modules. We say that an Amodule homomorphism M → N has has finite rank if its image is a finitely generated A-module. We say that an element of L b (M, N ) is completely continuous if it is in the closure of the subspace of finite rank elements.
Spectral theory.
Definition 2.2.1. We define A {{X}} to be the set of power series P (X) = ∞ n=0 a n X n , a n ∈ A, such that for any α ∈ A × , α −n a n → 0 as n → ∞. We say that P (X) ∈ A {{X}} is a Fredholm series if it has leading coefficient 1.
If the adic space Spa(A, A + ) × A 1 exists, then A {{X}} is its ring of global sections. Now assume A is Noetherian. If M is a projective A-module and u : M → M is completely continuous, then we define the Fredholm series P (X) = det(1 − Xu) ∈ A {{X}} as in [Buz07, AIP] .
As in [Urb11], we will need to work with complexes. Let M • be a bounded complex of projective A-modules. We will say that u
Lemma 2.2.2. Let M • be a bounded complex of projective A-modules, and let
• be completely continuous maps that are homotopy equivalent.
Proof. 2.3. Norms. It is often convenient to work with norms on A and on A-modules.
Definition 2.3.1. Let α be a topologically nilpotent unit of A. We define an α-Banach norm on A to be a continuous map | · | : A → R ≥0 satisfying the following conditions.
•
Definition 2.3.2. Let α be a topologically nilpotent unit of A, let | · | be an α-Banach norm on A, and let M be a topological A-module. We define a | · |-compatible norm on M to be a continuous map · : M → R ≥0 satisfying the following conditions.
• 
Locally analytic functions and distributions
Now let A be a complete Tate Z p -algebra, and let X be a locally Q p -analytic manifold. In this section, we will define modules A(X, A) and D(X, A) of "locally analytic" A-valued functions and distributions on X.
The space X can be covered by coordinate patches isomorphic to Z k p for some k. We will first define locally analytic functions on these patches and then show that the construction can be glued.
3.1. Preliminaries. We will recall some basic facts about p-adic functional analysis.
We will make use of the completed group ring 
We say that the right-hand side of the above equation is the Mahler expansion of g.
Lemma 3.1.2 (Amice's theorem). Let F be a closed subfield of C p , and let
Then the functions
and |f | = sup n∈N k |a n | p .
Proof. This follows from [Ami64, Chapitre 3] (see also [Col10, Théorème I.4 .7]).
The following formulas concerning the p-adic valuations of n!, where n is a nonnegative integer, are well-known.
Consequently, if F is a closed subfield of C p , and f : Z k p → F is a continuous function with the Mahler expansion f (z) = n∈N k a n z n , then f is locally analytic if and only if |a n | p go to zero exponentially in n.
3.2. Definitions. The above facts suggest that we should define a function Z k p → A to be "locally analytic" if the coefficients of its Mahler expansion decrease to zero exponentially.
We choose a topologically nilpotent α ∈ A × .
Definition 3.2.1. Let r ∈ R + . We define A (α,r) (Z 
) for all n ∈ N and all δ ∈ I n ∆ . We define a topology on A (α,r) (U, A) by making sets of the form U r a basis of open neighborhoods of zero.
We 
The module A (α,r) (Z k p , A) can also be defined (albeit less symmetrically) using α-Banach norms. Choose a ring of definition A 0 of A, and define an α-Banach
and we define · r :
The functions · 0 and · r are Banach norms compatible with | · |. Presumably, it would be reasonable to define A (α,r) (Z 
The definition of D(X, A) does not depend on the choice of α. We chose the definitions of A (α,r) (X, A) and D (α,r) (X, A) so that these modules would be orthonormalizable, as we will now show.
There is an isomorphism Ev :
Hence A (α,r) (X, A) and D (α,r) (X, A) are orthonormalizable.
Proof. Let f ∈ c(N k , A), and let g be defined by (3.2.4). By Mahler's theorem, g ∈ C(X, A). We observe that for any h ∈ C(X, A) and
, and Ser is continuous. We can recover f from g using the relation (0) , where e 1 , ..., e k are the standard basis for Z k p . Since |f (n)| ≤ sup δ∈(I∆) n δg 0 , the above relation induces a continuous map Coeff :
that is a left inverse of Ser. To see that Coeff is also a right inverse of Ser, observe that (Ser • Coeff)(g) and g agree on N k , which is dense in Z k p . The map Ser induces an isomorphism Ser
Hence the image of Ser * is contained in c(N k , A). Furthermore, the image contains all elements of c(N k , A) that are supported on a finite subset of N k , and these elements are dense in c(N k , A).
Lemma 3.2.3 makes it clear that for r ′ < r, there are natural injections
Properties of locally analytic functions and distributions. In this section, we check that A (α,r) (Z k p , A) has some properties that one would expect of locally analytic functions. 
For any complete Tate ring A and any r, s ∈ R + , there is at most one continuous A-linear homomorphismf making the diagram
ff commute, and there is at most one continuous A-linear homomorphismf * making the diagram
commute. If either homomorphism exists, we say that it is induced by f . Let A be a complete Tate ring, and let α ∈ A × be a topologically nilpotent unit. There exists t 0 ∈ R + so that for any r, s ∈ R + and any Z p -module homomorphism
Proof. We look at the matrix coefficients of f in the basis of Lemma 3.2.3. Write The terms with r n − s m ≥ 0 are certainly bounded, so we only need to worry about terms with r n − s m < 0. There exists a positive integer ℓ so that p ℓ /α is power bounded. If the p ⌊(r n−s m)tℓ⌋ a nm are bounded (resp. go to zero as m → ∞), then the same will be true of α ⌊(r n−s m)t⌋ a nm . So we may take Since a nm ∈ Z p and α ⌊rt n⌋ → 0 as n → ∞, (2 ′ ) will always be satisfied.
p be a (globally) analytic function. For some r 0 ∈ R + depending on α but not on g, j, k, composition with g induces continuous A-linear homomorphisms
Proof. There are continuous maps 1/(p − 1) ). Applying Lemma 3.3.2 then yields the desired result. If j = 1, then the maps exist even if r = s. We do not know if the same is true for j > 1. Essentially, when j = 1, one can prove existence using norms on LA 0 along with the fact that
The same idea will be used in the proof of Proposition 3.3.4.) However, for j > 1,
Proof. We will again apply Lemma 3.3.2. As multiplication by p does not mix coordinates, it is sufficient to check the case k = 1. It is then enough to check that composition with the function g(z) = pz defines a continuous homomorphism
and that composition with the function
defines a continuous homomorphism
We just need to verify that:
For n ≥ pm this implies
Similarly, Lemma 3.1.2 implies
Lemma 3.3.5. Any continuous homomorphism λ :
. Proof. Lemma 3.3.1 allows us to reduce to the one-dimensional case, and Proposition 3.3.4 allows us to replace Z k p with an open sub-lattice. So it suffices to consider the case where k = 1 and (λ(1) − 1)/α is topologically nilpotent. In that case, since
Lemma 3.3.6. For any 0 < s < r, the inclusions
In the orthonormal bases of Lemma 3.2.3, these inclusions are represented by diagonal matrices with diagonal entries of the form α ⌊r n⌋−⌊s n⌋ . As n → ∞, the entries go to zero.
3.4. Gluing. Propositions 3.3.3 and 3.3.4 show that it makes sense to define locally analytic functions and distributions on arbitrary locally Q p -analytic manifolds by gluing.
Definition 3.4.1. Let k be a nonnegative integer, and let X be a locally Q panalytic manifold of dimension k. Choose a decomposition X = i∈I X i for some index set I, and choose an identification of each X i with Z k p . We define
By Propositions 3.3.3 and 3.3.4, the above definitions do not depend on the choice of decomposition, and the functors U → A(U, A) and U → D c (U, A) are sheaves on X.
3.5. Geometric interpretation of distributions. Suppose that the Tate algebra A T 1 , ..., T n is sheafy for each nonnegative integer n. The modules of locally analytic distributions have an alternative interpretation as rings of sections of adic spaces. This interpretation will not be used elsewhere in the paper, but it gives further evidence that our definition of distributions is reasonable.
Let 
Overconvergent cohomology
We mostly repeat the setup of [Urb11] , except that we make use of the modules defined in section 3.
4.1. Locally symmetric spaces. Let A (resp. A f , A p f ) be the ring of adeles (resp. finite adeles, finite adeles away from p) of Q.
Let G be a connected reductive algebraic group over Q. We will assume that G(Q p ) is quasisplit. may be considered as a locally Q p -analytic manifold. In section 3, we defined the module D c (X , A) of "locally analytic" compactly supported A-valued distributions on X . Let A be a complete Tate Z p -algebra, and let λ : T 0 → A × be a continuous homomorphism. By Lemma 3.3.5, λ ∈ A(T 0 , A). We will assume that ker λ contains
We define D c,λ (X , A) to be the quotient of D c (X , A) obtained by constraining right translation by N − 0 to act by the identity, right translation by T 0 to act by λ, and translation by Z G (Q) to act by the identity.
The group G ad (Q) acts on D c,λ (X , A) by left translation. Moreover, D c,λ (X , A) is a direct sum of modules induced from much smaller subgroups of G ad (Q). We can write G(A) as a finite union
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Let Γ i be the image of g i G
This identification induces a Γ i -action on D(N 0 , A), which can be described as follows. Any x ∈ I has an Iwahori factorization
, and the functions n, t, and n − are analytic. The action
for γ ∈ Γ i , x ∈ N 0 . Here [x] denotes the Dirac delta distribution supported at x. Now consider the locally symmetric space
where
We say that K is neat if all of the Γ i are torsionfree. If that is the case, then each Y i is a manifold with fundamental group Γ i . The manifold S G (K) has a Borel-Serre compactification S G (K), which is homotopy equivalent to S G (K). Any finite triangulation of S G (K) determines a resolution
where the C j (Γ i ) are free Z[Γ i ]-modules of finite rank and d is the dimension of S G (K). We define a complex C
in the derived category of A-modules.
Hecke action.
We choose a projective resolution
of Z as a G ad (Q)-module as well as maps of complexes of Γ i -modules
For any g ∈ G(A p f ), the double coset operator K p gK p acts on D c,λ and determines a Hecke operator [
For t ∈ T − , the double coset operator N λ . We will sometimes denote this operator by u t . Our definition of the Hecke operators at p differs slightly from that of previous references on overconvergent cohomology, which made use of a choice of "right * -action". Our definition is instead meant to be analogous to the one used in Emerton's theory of completed cohomology [Eme06a, Eme06b] . The two approaches will yield the same eigenvariety. The only essential difference between the approaches is that, to define a "right * -action", one chooses a splitting of 0 → T 0 → T → T /T 0 → 0, and then uses this splitting to twist the Hecke operators so that T 0 acts trivially.
Let S be the set of finite places at which K p is not maximal hyperspecial. Let A p,S f be the adeles away from p and S, and let K p,S be the image of K p in A p,S f . We define the Hecke algebra
Topological properties of Hecke operators.
In order to apply the spectral theory introduced in section 2.2, we will need to choose a particular description of C
• λ as a limit of complexes of projective modules. We define an abelian group structure on N 0 by (n, n ′ ) → exp(log(n) + log(n ′ )). This structure allows us to define the projective modules D (α,r) (N 0 , A) for some arbitrarily chosen topologically nilpotent unit α ∈ A. We define 
where ι(x) takes the form for any α, r for which the complex C • λ,α,r is defined and the u t operator is completely continuous. Choosing a different α and r conjugates the matrix of f by a diagonal matrix, so the power series does not depend on them.
Similarly, we define det 1 − Xf C i λ to be det 1 − Xf C i λ,α,r . Consider the Fredholm series
Suppose that P + (X) factors as Q + (X)S + (X), with Q + (X) ∈ A[X], S + (X) ∈ A {{X}}, that Q + (X) and S + (X) are relatively prime, and that the leading coefficient of Q + (X) is invertible. Let Q * 
Eisenstein and cuspidal contributions to characteristic power series
5.1. Preliminaries. In this section, we will write C
• G,K p ,λ for C
• λ to make it clear which group we are considering. We will also assume that G(R) has discrete series, since otherwise Urban's eigenvariety will be empty.
In order to construct Urban's eigenvariety, we need the characteristic power series of the Hecke operators to be Fredholm series. However, the power series det 1 − Xf C • G,K p ,λ includes contributions from both cusp forms and Eisenstein series, and the Eisenstein contribution is generally only a ratio of Fredholm series. We will now define a complex C • G,K p ,λ,cusp whose characteristic power series only includes contributions from cusp forms. (This complex will only be useful for defining characteristic power series; we make no attempt to remove the Eisenstein series from the cohomology.)
We will mostly follow [Urb11, §4.6]. However, there is an error in the handling of the Eisenstein series in [Urb11] that we will need to correct. The region of convergence of an Eisenstein series is generally not a union of Weyl chambers. (For example, Sp(6) has two conjugacy classes of parabolic subgroups whose Levis are isomorphic to GL(2) × GL(1). The region of convergence of Eisenstein series coming from these parabolics contains one or two full Weyl chambers and fractions of three others.) Consequently, the set W M Eis defined in [Urb11] should depend on the weight of the Eisenstein series. A more careful argument is therefore needed to show that character distribution I cl G,0 (f, µ) has a unique p-adic interpolation. In fact, it appears that the character distribution of Eisenstein series coming from a single parabolic subgroup will generally not have a unique interpolation. We will show, however, that the sum of distributions coming from parabolic subgroups that have a common Levi will have a unique interpolation.
We let W G denote the Weyl group of G. We let Φ G , Φ ∨ G denote the set of roots and coroots, respectively, of the pair (G Qp , T ), where T is the torus chosen in section 4. We let Φ + G (resp. Φ − G ) denote the subset of roots that are positive (resp. negative) with respect to B, and we make a similar definition for coroots. We let ρ denote half the sum of the positive roots.
Let F be a finite extension of Q p . We say that µ : T 0 → F × is an algebraic weight if it can be extended to a homomorphism of algebraic groups T F → (G m ) F . We say that an algebraic weight µ is dominant (resp. regular dominant) if α ∨ , µ ≥ 0 (resp. > 0) for all α ∨ ∈ Φ ∨+ G . Suppose that µ is dominant. Then D µ (g i I, F ) has a (nonzero) quotient that is a finite-dimensional F -vector space. We will write L G µ for the corresponding local system on either S G (K) or S G (K).
Lemma 5.1.1. Let f = u t ⊗ f p ∈ H ′ G , and let µ : T 0 → F × be an algebraic dominant weight. Then
Proof. For the degree 1 term, this is [Urb11, Lemma 4.5.2]. The argument used there also works for higher degree terms.
In section 7, we will consider a family of weights having the property that for any n ∈ N, the set of points corresponding to regular dominant weights µ satisfying p n | N (µ, t) is Zariski dense. The characteristic power series for the whole family can then be determined from the det(1 − Xf |H
, and furthermore (since we assume G(R) has discrete series) the interior cohomology is nonzero only in the middle degree [BW00, Theorem III.5.1]. Hence either det(1 − Xf |H
Our goal is to prove a version of Lemma 5.1.1 in which C
• G,K p ,µ is replaced by a complex C • G,K p ,µ,cusp that we will define, and
5.2. Cohomology of the Borel-Serre boundary. Eisenstein series arise from the Borel-Serre boundary
. The boundary has a stratification by locally symmetric spaces of parabolic subgroups of G.
Let P be a parabolic subgroup of G, let N be the maximal unipotent subgroup of P , and let M = P/N be its Levi quotient. Let
We can define a locally symmetric space S P (K P ), and there is a locally closed immersion ι :
If P ′ is another parabolic subgroup of G, then S P (K P ) and S P ′ (K P ′ ) will have the same image in S G (K) if and only if P (A f ) and P ′ (A f ) are conjugate by an element of
We can relate Rπ * ι * L G µ to local systems on S M (K M ) using the Kostant decomposition [BW00, Theorem III.3.1]. To define the local systems on S M (K M ), we first need to choose a quasisplit torus T M of M . Since G(Q p ) = P (Q p )I, we can choose i ∈ I so that iT i −1 ⊂ P Qp . We let T M be the image of iT i −1 in M . We let w ∈ W G be the minimal length element satisfying iw(BQ p )w
We have the following isomorphism in the derived category of constructible sheaves on S M (K M ).
Here l(w ′ ) denotes the length of w ′ .
5.3. Hecke action. We will now define an action of H G on the cohomology of
The map Rπ * ι * will be equivariant for this action.
As explained in [Urb11, Corollary 4.6.3], for any summand of (5.2.1) with w = w ′ , the Hecke eigenvalues of u t ∈ H ′ G acting on the cohomology of this summand will be divisible by N (µ, t) . We therefore only need to consider the summand with w = w ′ . (In fact we should ignore the other summands, because the corresponding Eisenstein series are p-adic limits of cusp forms.) We are therefore only interested in the local system
(1−w −1 )ρ . Our definition of the homomorphism H G → H M will be the same as that of [Urb11, 4.1.8], except that our convention for the Hecke operators makes some normalization factors disappear. The Hecke algebra H G is generated by operators of the form u t for t ∈ T − and [
Lemma 5.3.1. The homomorphism H G → H M defined above makes the map
Proof. The argument is essentially the same as that of [Urb11, 4.1.8, 4.6.1-3].
5.4. Image of the map Rπ * ι * . To simplify some of the analysis that follows, we will observe that some Levis have (1) M (R) has discrete series.
(2) The center Z M of M is generated by its maximal split subgroup, its maximal compact subgroup, and Z G . Let T ′ M be a maximally compact maximal torus of M . Any choice of embeddinḡ Q → C determines an action of complex conjugation on the cocharacter lattice
The two assumptions listed above guarantee that θ is actually independent of all choices. More specifically, the first assumption guarantees that T If the above equation holds and no Eisenstein series arising from M has a pole at −w(µ + ρ), then the image contains the cuspidal part. In particular, the image contains the cuspidal part if (5.4.1) is satisfied and
The constraint (5.4.1) is archimedean in nature, and therefore appears to provide an obstacle to interpolating Eisenstein series p-adically. To get around this issue, we will combine contributions from parabolic subgroups having common Levis.
We will call a Levi subgroup "relevant" if it satisfies the two conditions listed at the beginning of this section, and we will call a parabolic subgroup relevant if its Levi is relevant. Let P 0 be the set of relevant parabolic subgroups of G, modulo the relation that P 1 and P 2 are considered equivalent if P 1 (A f ) and P 2 (A f ) are conjugate by an element of K p I. Let P be the set of relevant parabolic subgroups of G, modulo the relation that P 1 and P 2 are considered equivalent if P 1 (Q p ) and P 2 (Q p ) are conjugate by an element of I. Let M be the set of relevant Levi subgroups of G, modulo the relation that M 1 and M 2 are considered equivalent if M 1 (Q p ) and M 2 (Q p ) are conjugate by an element of I. There are surjections
Choose representatives of each element of P 0 and M. If P is the representative of an element of P 0 and M is the representative of its image in M, choose a g ∈ G(Q) so that M ⊂ gP g −1 and the image of g in G(Q p ) is in I. This choice determines an identification of M with the Levi quotient of P . We will sometimes identify elements of P 0 and M with the chosen representatives.
Let M ∈ M. Assume µ is chosen so that (5.4.2) is satisfied. Then there is exactly one parabolic subgroup P µ containing M for which (5.4.1) will be satisfied: it is the parabolic determined by the set of coroots α ∨ satisfying
So µ determines a section M → P of the projection P → M. Let P µ be the image of this section, and let P 0,µ be the preimage of P µ in P 0 . At the end of section 5.2, we associated each parabolic subgroup of G with an element of W G ; this association determines a map w : P → W G .
Lemma 5.4.3.
In particular, l(w(P µ )) and (1 − θ)(1 − w(P µ ) −1 )ρ do not depend on µ.
Proof. By definition,
Observe that if α ∨ , µ < 0 < α ∨ , θµ , then exactly one of the inequalities
will be satisfied, and otherwise neither will be satisfied. This observation also proves the second item.
We will write l(M ) for l(w(P µ )) and ρ(M, µ) for (1 − w(P µ ) −1 )ρ. Now we are almost ready to write down an analogue of Lemma 5.1.1 for cusp forms. The boundary components of S G (K) whose Eisenstein series contribute to the characteristic power series det(1 − Xf |H
Proposition 5.5.1. Let F be a finite extension of Q p , let µ : T → F × be an algebraic dominant weight, and let
Proof. By induction, we may assume that the proposition holds for all Levi subgroups of G.
where we used the induction hypothesis and Lemma 5.1.1 in the second line and Proposition 5.4.5 in the third line. We also use the fact that ρ(M, µ 0 ) is Mdominant, and so
The analysis of section 4.4 applies equally well to C
,cusp has a factorization P + = Q + S + with Q + a polynomial with invertible leading coefficient, then this factorization induces a decomposition C
Theory of determinants
In order to construct the pieces of the eigenvariety, we will make use of the theory of determinants. We will recall some basic definitions from [Che14] and prove a lemma concerning the ratio of two determinants.
Definition 6.1. Let A be commutative ring, and let R be an A-module. An Avalued polynomial law on R is a rule that assigns to any commutative A-algebra B a map of sets D B : R ⊗ A B → B that is functorial in the sense that for any A-algebra homomorphism f :
Let d be a nonnegative integer. We say that a polynomial law D is homogeneous
Now assume that R is an A-algebra. We say that a polynomial law D is multiplicative if
We say that a polynomial law D is a determinant of dimension d if it is homogeneous of degree d and multiplicative.
Let M be an R-module that is projective of rank d as an A-module. Then the rule that sends r ∈ R ⊗ A B to det(r|M ⊗ A B) is a determinant of dimension d.
Lemma 6.2 ( [Rob63, Proposition I.1]). Let A be a commutative ring, and let R be an A-module. Let D be an A-valued polynomial law on R that is homogeneous of degree d, let n be a positive integer, and let r 1 , ..., r n ∈ R. Then D A[X1,...,Xn] (X 1 r 1 + ... + X n r n ) is a homogeneous polynomial of degree d in X 1 , ..., X n . Lemma 6.3. Let A be a commutative ring, let R be an A-algebra, and let Lemma 6.2 proves (1) ⇒ (3), and (3) ⇒ (2) follows from functoriality. Now we will show that (2) ⇒ (1). Assume that condition (2) holds. We define D B (r) be the coefficient of ] (1 + X 1 r 1 + X 2 r 2 + X 1 X 2 r 1 r 2 ). The equality of these coefficients follows from Lemma 6.2 applied to 1, r 1 , r 2 , r 1 r 2 .
Definition 6.4. Let D be an A-valued determinant on R. We denote by ker(D) the set of r ∈ R such that for all B and all r ′ ∈ B ⊗ A R, D B (1 + r ′ r) = 1.
7. Construction of the eigenvariety 7.1. Weight space and Fredholm series. Now we return to the setup of sections 4-5. We continue to assume that G(R) has discrete series. Let T ′ be the quotient of T 0 by the closure of
We define the weight space
be an open affinoid subset of W with A a complete Tate ring. Let λ : T 0 → A × be the tautological character induced by the map In particular, this ring is adic, and its topology is induced by any norm corresponding to a Gauss point of V. So it suffices to check that the restriction of P f (X) to some Gauss point of V is a Fredholm series. The Gauss points are characteristic zero points, so we may apply the argument of [Urb11, Theorem 4.7.3iii] along with Proposition 5.5.1.
We will write P (X) for P ut (X). We define the spectral variety Z ⊂ W × A 1 to be the zero locus of P (X), and we define w : Z → W to be the projection. We also define P + (X) := X(r + z) ) has degree d − ; choose one such z. Then F A X (1 + X(r + z)) has degree at most d. So F A X (1 + Xr) = (1 − Xz)
d F A X (1 + X(1 − Xz) −1 (r + z)) has degree at most d as well.
Next, we observe that, since F A X (1 + X(z 1 r 1 + ... + z n r n )) is a polynomial of degree at most d for all z 1 , ..., z n ∈ Z p , r 1 , ..., r n ∈ R, F A X1,...,Xn (1 + X 1 r 1 + .. + X n r n ) must be a polynomial of total degree at most d. Then we may apply Lemma 6.3.
We let h U ,Q+ = (H G ⊗ Zp A)/ ker(D). Since ker(D) contains any operator that annihilates N
• , h U ,Q+ must be finitely generated as an A-module. We use the extension h U ,Q+ → A to construct an adic space E U ,Q+ over U as follows. We give h U ,Q+ the "A-module topology" defined in [Hub94, Section 2], and we let h + U,Q be the normal closure of A + in h U,Q . We define E U ,Q+ = Spa(h U ,Q+ , h + U ,Q+ ). Since Q * (X) is the characteristic polynomial of u acting on N • , it follows from [Che14, Lemma 1.12iv] that Q * (u) is in ker(D), and so there is a canonical map E U ,Q+ → Z.
7.3. Gluing. We will glue the E U ,Q+ as in [Buz07, Section 5]. We need the following lemma to verify that the pieces can be glued. Proof. To show that the morphism E → Z is finite, we observe that Z can be covered by open sets whose preimage in E is contained in some E U ,Q+ . The finiteness of the morphism E → Z then follows from the finiteness of the maps E U ,Q+ → U. Now we check that the morphism is surjective. Let z ∈ Z, and let k be the residue field of z. Observe that Spec H G → Spec Z p [u t ] is surjective, so H G ⊗ Zp [ut] k cannot be the zero ring. The image of ker(D) in H G ⊗ Zp [ut] k is contained in the kernel of the base change of D to H G ⊗ Zp [ut] k. Therefore the image of ker(D) cannot be the unit ideal, and so there must be a point of E lying above z.
Finally, we show that E is equidimensional. The characteristic zero locus of W can be covered by open affinoids U = Spa(A, A + ) with A an integral domain. Then for any Q, h U ,Q will be a torsionfree A-module, so the portion of E lying over U will be equidimensional. For any affinoid U = Spa(A, A + ) ⊂ X, p is not a zero divisor in A, so E cannot have any components that consist solely of characteristic p points.
