Abstract-Existing work on programmable self-assembly has focused on deterministic performance guarantees-stability of desirable states. In particular, for any acyclic target graph a binary rule set can be synthesized such that the target graph is the uniquely stable assembly. If the number of agents is finite, communication and consensus algorithms are necessary for the dynamic process induced by the rule set to converge to a state with a maximum number of target assemblies. We suggest a self-assembly problem constrained so that communication can only occur between a pair of agents participating in a formation or severance event. We propose a stochastic decision policy for the agents that provides a performance guarantee in the form of stochastic stability for any finite number of agents and any acyclic target graph. In particular, the process will have a yield of desirable assemblies approaching 100 percent of the maximum as the number of agents increases. This is accomplished with a probability that can be made arbitrarily close to one. This result is established analytically and demonstrated via simulation. We argue that probabilistic performance criteria such as stochastic stability are relevant to the self-assembly problem. This approach allows for the analysis of robustness in the presence of uncertain disturbances to agent behavior. Another feature of probabilistic performance guarantees is the ability to model reversible processes. We also suggest how the presented process can be augmented with communications to provide stability.
I. INTRODUCTION
Self-assembly is the process by which specific structures are formed via the aggregate actions of multiple autonomous agents. Humans self-assemble from simple embryos in precisely this fashion. While self-assembly is a commonplace phenomenon in the natural world, it is in stark contrast with the typical centralized methods used in manufacturing. There has been significant investigation of self-assembly in molecular [1] , [2] and robotic [3] - [9] systems. There have been many application-specific results in each of these areas, but theories of self-assembly that address foundational possibility results have only begun to appear in the literature in recent years. We are interested in the simple question: What is the class of assemblies that are achievable using only local information? We will see that the precise definition of local information is central to the performance of selfassembling systems. Addressing this question will require us to consider both the synthesis and modeling aspects of self-assembly. Our approach is distinguished by not requiring agents to construct global information by communicating One stream of research [3] has utilized the formalism of cellular automata to present generic self-assembly algorithms. The approach is applicable to all assemblies that are filled, non-cantilevered, and convex in each layer. However, the agents are assumed to know their exact global position at all times. While this can be guaranteed as long as the agents know their positions initially, our methods will not require this assumption. Another stream [4] , [7] , [8] has contributed numerous theoretical results in self-assembly and the related problem of formation control. The approach [7] is applicable to all assemblies describable by acyclic graphs (the class that we too will concentrate on). The self-assembly procedures [4] , [8] utilize the formalism of graph grammars. There is also analysis of optimal non-deterministic behavior of the agents for some situations and demonstration in hardware with a programmable parts testbed. We, like [7] , assume that the motion of the agents is stochastic, with the agents tendency to form and sever certain bonds programmable. The use of stochastic decision policies was previously introduced in [13] , but performance is not guaranteed. General global-tolocal techniques for programmable self-assembly are considered in [9] . The methods in [7] , [8] , [13] , [9] allow any two directly connected agents to communicate with each other. The implication is that subassemblies can communicate and coordinate as desired. While this assumption is reasonable for many applications, we demonstrate that self-assembly can be guaranteed for the same class of assemblies even when agents cannot update their internal state unless they are themselves participating in a formation or severance event. In particular, [8] presents an algorithm that synthesizes binary (involving exactly two agents at a time) rules from a description of an acyclic target assembly with guaranteed stability results, but assumes there are infinitely many agents. When finitely many agents are present, these methods must be augmented with an intra-assembly consensus algorithm. The availability of reliable communication between agents and lack of any cost on communication allows ostensibly global information to become available to the distributed agents via propagation through a connected network. Our methods arrive at convergence results in the case of finitely many agents without the need for this additional layer of communication and computation.
We present simple rule-of-thumb procedures to demonstrate how stochastic stability can be exploited to provide performance guarantees under communication constraints.
We restrict ourselves to processes where two agents can change their internal states only while they are in the process of forming or severing a bond with each other. We do not concern ourselves with elaborations to the rules that would improve the rate of convergence only. In section II we review stochastic stability. In section III, we present the atomlevel information process, which yields target assemblies at a level approaching the maximum when the number of agents is large. No generic self-assembly procedure to date has provided provably correct performance guarantees under such severe communication and information restrictions. We introduce the probabilistic performance guarantee (e.g. stochastic stability) as a relevant concept in self-assembly. In section IV we reconsider the constraint on communication and suggest how allowing agents to communicate can be leveraged in order to make the target assemblies stable. We also discuss two other advantages to processes with probabilistic performance guarantees: the potential to address robustness to uncertain disturbances, and to model reversible self-assembly processes (such as the molecular setting).
II. STOCHASTIC STABILITY
This introduction to the notion of stochastic stability will draw heavily from the presentation of Young [11] . We will develop these concepts here with an eye for brevity. A similar treatment can be found in [10] .
We will consider a Markov process P 0 on a finite state space Z. We will restrict our interest to perturbations to this process of a specific form, defined below. Definition 2.1 (Regular perturbed Markov process): Let P ǫ be a Markov process on Z for each ǫ ∈ (0,ǭ]. The process P ǫ is a regular perturbed Markov process if P ǫ is irreducible for every ǫ ∈ (0,ǭ] and for each z, z ′ ∈ Z we have
Clearly, r(z, z ′ ) must be uniquely defined in order to satisfy the condition. Also, P 0 zz ′ > 0 if and only if r(z, z ′ )=0. That is, transitions that occur with non-zero probability under P 0 have zero resistance. Transitions that never occur can be considered as having infinite resistance so that r(z, z ′ ) is always defined. For each ǫ, there is a unique stationary distribution, µ ǫ , associated with P ǫ (by its irreducibility). We can now formally define stochastic stability. Definition 2.2 (Stochastic stability): A state z is stochastically stable (Young, 1993) if
It has been shown elsewhere that the above limit exists for every z so that every regular perturbed Markov process has at least one stochastically stable state. These states are the ones that the system spends most time in over the long run when ǫ is small.
It should be noted that the stochastically stable states correspond to the perturbed process P ǫ . That is, which states survive in the presence of the perturbations will depend on how the perturbations are introduced. It is possible to arrive at different stochastically stable states for the same process P 0 by applying the perturbations differently. Also, the stochastically stable states correspond to the limiting case of ǫ approaching zero, and are not always particularly likely to be observed when ǫ is not small.
III. ATOM-LEVEL INFORMATION PROCESS
We now address the problem of self-assembly with agent information limited to the atom-level. That is, agents are not necessarily aware of the entire structure of the assembly that they take part in. In particular, two agents are randomly selected at each time t and they must decide upon an action based only on their own internal states and the weights of any edges that they participate in. The agents will be able to form or sever edges or do nothing. They will be able to update their internal states only when forming or severing an edge (this restricts the ability to propagate information such as in a consensus algorithm). All agents besides the two selected randomly at time t cannot form or sever edges and cannot change their internal states. This rather severe limitation makes it impossible for all agents to have complete assembly-level information. This is because even if two agents share an edge, one agent will never be apprised of additional edges formed or severed by the other agent because it only sees its own state and the weights of its edges. This limitation is particularly relevant to molecular selfassembly processes where more elaborate communication may not be realizable. In any case, we will see that even under these limitations there exist decision policies that will converge to desirable states.
We restrict ourselves to interactions of two agents at a time because this is realistic when interactions are considered to be occurring as collisions between agents whose motion is stochastic. In [8] , the replacement of a three agent, or ternary, rule with an infinite number of binary rules is considered. Roughly speaking, approaches that rely only on two agent interactions are more parsimonious.
The form of convergence will be stochastic stability. Recall that the stochastically stable states of a dynamic process are the states that are observed with non-vanishing probability as a temperature parameter ǫ approaches zero.
A. System model
There are N identical parts, or atoms, in the plane. The desired, or goal assembly, is a connected weighted graph, G = {N ,Ê,Ŵ }, whereN = {1, 2, ...,N} are nodes, E ⊂N×N are undirected edges, andŴ :Ê →W are edge weights from a finite set W, representing the orientation of the connection. The system is described by the physical state, a graph G = {N ,E,W}, along with the internal state vector S, where N = {1, 2, ..., N } are nodes, E ⊂N×N are undirected edges, W : E →W are edge weights, and S ∈N N is a state vector with the ith element (denoted by S i ) representing the internal state information of node i. The internal state will be used to store each nodes' corresponding vertex inĜ-its role in the assembly. We will assume throughout thatĜ is acyclic-a tree. We also impose onĜ that vertex 1 participates in only one edge, (1, 2), with W (1, 2) = 0. Since the nodes are atoms andĜ is a tree this imposition does not sacrifice any generality.
If there is no need to capture any lack of symmetries, the weights can be thought of as bond identifiers. We chooseŴ so that for each node i ∈N we haveŴ ((i, j)) =Ŵ ((i, k)) when j = k. In this case, the weights of the edges of a particular vertex can also be thought of as internal state information.
In short, agents knowĜ and their role in that assembly via S i . They otherwise know nothing of the structure of G and can only partially infer the structure of the subassembly they are participating in. Fig. 1 illustrates our model using the goal assembly that will serve as a motivating example throughout our discussion. In this case, the atoms are squares in the plane. Edges are realized as fully overlapping sides. We can consider each node other than 1 as having a path of directed edges from node 1 terminating at it becauseĜ is a tree. Facing this edge, the other edges at a node are assigned weights according to their orientation-1 for nodes to the left, 2 for nodes behind, and 3 for nodes to the right. Any acyclic assembly composed of squares in this manner can be represented using this method. There are several ways to represent the same assembly, but any graph corresponds to only one assembly. We could have chosen the starting edge (given weight 0) differently, which would have given a different graph, however, it would still describe an assembly of squares unambiguously. It is easy to see that without a system for indicating orientations (we use weights) it is impossible to represent an assembly unambiguously by a graph.
B. Statement of objectives
The objective of this work is to construct a dynamic process that obeys the guidelines suggested at the start of the section and converges to a state that is desirable with respect to the goal assembly. In order to define this objective clearly, we will need to review some concepts in graph theory.
1) Graph isomorphism and subgraphs:
We say that two graphs are an isomorphism, or one graph is isomorphic to another when they obey an equivalence relation. That is
An equivalence class of graphs all represent the same assembly. Since it is self-assembly performance that we are concerned with, our objective will be phrased in terms of equivalence classes of graphs. We will no longer explicitly refer to these equivalence classes. We will simply refer to graphs and assume that the reference to the equivalence class is understood.
Given I ⊂N we define the subgraph G∩I = {N ∩I,E∩ I × I,W| I×I }. We say that G contains H if a subgraph of G is isomorphic to H. A connected subgraph is maximal if there are no nodes in the original graph that could have been added to the subgraph while still leaving the subgraph connected. We will use the terms assembly and maximal connected subgraph interchangeably.
2) The objective: The performance objective can now be stated as follows: We seek to maximize the number of disjoint subgraphs of G that are isomorphic toĜ.I fN is not an integral multiple ofN then it will not be possible for all atoms to be participating in goal assemblies at any one time. We do not stipulate any preference for the behavior of these remainder agents. It will turn out that these nodes will always be part of connected subgraphs that are isomorphic to subgraphs ofĜ in the process that will be presented. Using the simple rules that we will suggest, the dynamic process will not always converge to the maximum number of desirable assemblies present. However, the number of agents not participating in goal assemblies will be bounded for all N .
C. The self-assembly process
This section will introduce the atom-level self-assembly process, the most important contribution of this work. The process will be a regular perturbed Markov process.
The process we present is not the most efficient way to to construct desired assemblies. In particular, we restrict ourselves to assembling one piece at a time. We do not ever connect two assemblies without at least one having only one vertex. This serial assembly process will nevertheless be sufficient to achieve our performance guarantees for any acyclicĜ.
The initial form action creates a new assembly when two free atoms are selected. The form action checks for a vacancy when a free atom and an atom participating in an assembly are selected. If the atom participating in the assembly can accept an additional edge, that edge is formed with the appropriate weight. This is possible because the internal state indicates each part's role inĜ. It is possible for a part to identify the vacancies from this state and its existing edges. The break action severs an edge with probability ǫ when two connected nodes are selected with one node being an extremity (having only one edge). The exception is nodes with state 1 which are not broken off unless there is only one edge in its maximal connected subgraph. When none of the first three actions are available for the pair of nodes selected at time t, null is defaulted to.
1) The perturbed dynamic process (P ǫ ): Let G(t)= {N ,E(t),W(t)},S(t) be the physical and internal states, respectively, of the system, and let n G(t) (i) represent the neighbors of node i. At time t, two agents, i and j, i = j, are selected according to a random process F (G(t),t). Assume w.l.o.g. that |n G(t) (i)|≤| n G(t) (j)| and if |n G(t) (i)| = |n G(t) (j)| that S i (t) ≥ S j (t). One of the four actions from the set A = {initial form, form, break, null} is taken initial form:
, and there exists s ∈N and w ∈W such thatŴ (S j (t),s)=w and for all k ∈ n G(t) (j) we have W ((j, k)) = w (if there are several such pairs (s, w), choose one at random uniformly) set
and n G(t) (i)\j = {∅} then case 1: S j (t)=1, and we set, with probability ǫ
or case 2: S j (t) =1and we set, with probability ǫ
and in either case we set, with probability 1 − ǫ
The unperturbed process is simply the above with ǫ = 0. The unperturbed process is capable of producing goal assemblies and will even produce the maximum number of goal assemblies with positive probability from some initial conditions. However, the unperturbed process will usually land in some absorbing state that is not particularly desirable and remain there.
2) Absorbing states of P 0 : The results of this section will depend upon the following assumption: Assumption 3.1 (F bounded away from zero): There exists F>0 such that for all t, G(t) we have
This assumption can be interpreted as the inability for any of the parts to become isolated from further reactions. For our purposes, it suffices to note that since F is bounded away from zero it can be neglected in our analysis of stochastic stability because it does not contribute to the resistances.
Consider P 0 with E(0) = W (0) = {∅} and (by convention) S(0) = {1} N . The process can be modified easily so that these results apply from any initial condition, but in the interest of brevity we do not present that modification here. We will concern ourselves with N ≥N for obvious reasons. From this point on we refer to the equivalence class of G, the physical state, as the state of the system Proof: By construction of the actions in A. Note that while there are states satisfying the objective among the absorbing states, not all absorbing states satisfy the objective. These undesirable absorbing states are also reached with non-zero probability in P 0 . This phenomenon is analogous to the situation referred to as deadlock in [7] . The claim establishes the recurrent classes of P ǫ as precisely these absorbing states, which may be thought of as fully built states. That is, no more form actions can be undertaken.
The next section will develop convergence results for P ǫ .
D. Stochastically stable states of P ǫ
The stochastically stable states of P ǫ will form a class defined by the number of distinct maximal connected subgraphs. In other words, the stochastically stable states of P ǫ are all of the absorbing, or fully built states with a specific number of assemblies. In particular, it is the absorbing states with the minimum number of assemblies that are stochastically stable. Recall that the performance objective (and hence the discussion below) pertains only to the physical state G up to an isomorphism. Readers are referred to the online version of this paper (see http://www.prism.gatech.edu/∼mfox9/) for the proof of this theorem. The proof relies upon the resistance tree methodalso described in the online version. We provide only the basic intuition here. Reduction of the number of assemblies requires a break action on an assembly of size two and then subsequent assimilation of those parts onto existing assemblies through form actions. This event has probability proportional to ǫ, as there is one break. Increasing the number of assemblies requires that two atoms be freed by break actions and that they then join together. Removal of a single atom, while increasing the assembly count, does not give an absorbing state since that part can still join an existing assembly. It follows that the probability of the assembly count increasing is proportional to ǫ 2 . When N is not an integer multiple ofN then we do not expect all nodes to participate in complete assemblies. If we have N slightly larger thanN then we cannot in general guarantee that the stochastically stable states will contain any complete assemblies. However, as N becomes large, the minimum number of completed assemblies in the stochastically stable states becomes large as well. In fact, there is a bound on the total number of nodes not participating in complete assemblies that applies for all N . 2 . The maximum number of incomplete assemblies isN − 1 assemblies withN − 1 nodes in each assembly. Each increase of N by one, must add one complete assembly and reduce the number of nodes not participating in complete assemblies byN −1. This continues until we reach N =N (N − 1) and there are zero nodes not part of complete assemblies in the stochastically stable states. This process repeats forN (N − 1) + 1 throughN 2 and, it is easy to show by induction that (N − 1) 2 is always the maximum number of nodes not part of complete assemblies.
This result represents the thrust of this work. If N is much larger thanN , a reasonable expectation in many situations, then an assembly process that behaves like P ǫ will selfassemble almost completely. Next, we present an example that serves to illustrate and verify the claims of this section. 
E. Example
We use theĜ of Fig. 1 with N =1 4 . One difficulty associated with simulating the atom-level information selfassembly process is that the agent selection process F may commonly select agents whose only available action is null. In the simulation that follows, we choose F so that pairings that cannot result in an initial form, form,o rbreak are never selected. However F is such that the relative probabilities for initial form, form, and break are consistent with F uniform. The relative frequency of the different absorbing states is not substantially altered by this streamlining of the process.
We employ a technique known as cooling. Cooling in regular perturbed Markov processes is inspired by Markov Chain Monte Carlo methods like simulated annealing, generally considered to have first appeared in [12] . This involves beginning with a high value for ǫ (temperature) and gradually reducing it in order to settle into a stochastically stable state. Fig. 2 shows the performance achieved using a simple linear evolution of ǫ. Over the time period T =5× 10 5 , ǫ is lowered to 0.001. The proportion of time that G ≃Ĝ settles in at greater than 0.9.
The remainder of this paper will discuss additional features of the above process.
IV. DISCUSSION

A. Communication
We have shown that the guarantee of stochastic stability can be be achieved for any acyclic target assembly with at mostN − 1 rejects. A stochastically stable state is not however, an invariant of the system when ǫ>0. It is possible that agents that are part of a complete target assembly will subsequently sever an edge, decreasing the yield at that time. Here, we briefly outline how the atom-level process (with ǫ =0) can be augmented with a communication procedure, inspired by [7] , in order to make target assemblies stable.
The internal state S i (t) indicates to each agent its role in the target assembly. If agents are allowed to exchange information with their neighbors, it is straightforward for them to determine the entire structure of the assembly they are participating in. Each agent initializes a list of states with just its own internal state. At each communication step, each agent transmits its list of internal states to its neighbors. and updates its list with the states received from its neighbors. In a number of steps bounded by the number of vertices in the target graph, each agent's list will contain the states of every agent in the assembly. After a lengthy stale time, if an agent's list is incomplete it severs all its edges, and resets its internal state as well as its list of other states in its assembly. If the list is complete, the agents maintain their edges and internal states, but reset their list of states and stale time counters. Target assemblies that are assembled quickly are then stable. It follows that this system will converge to the maximum number of desirable assemblies almost surely.
While communication clearly can improve the performance of a self-assembly process, it is not absolutely necessary to guarantee a maximum yield of desirable assemblies almost surely. However, it turns out that when we impose an additional constraint, reversibility, target assemblies cannot be made stable.
B. Reversibility
In recent years, several streams of work [13] , [14] have recognized the import of reversibility in theoretical selfassembly models. Reversibility is a feature that is essential for modeling molecular self-assembly processes realistically. A distinguishing feature of the atom-level process presented here is that it is a reversible process. In this context, by reversible we mean that when ǫ>0 any edge that is present at time t will not be present at some future time t ′ >twith positive probability. This is a somewhat crude definition of reversibility, but it suffices to illustrate that the atom-level process does not exploit any irreversible steps to achieve its performance guarantees.
In a forthcoming paper, we present progressively more stringent definitions of reversibility and establish existence results for synthesizing appropriate rule sets that guarantee self-assembly performance for each of these problems.
C. Robustness
Stochastic stability is an appropriate form of convergence for many self-assembling systems. When the number of agents is much larger than the size of a single desirable assembly, the yield from a stochastically stable process such as the one presented above will be only negligibly smaller than the maximum possible. When agent complexity (e.g. communication and irreversible steps) carry a high cost, a stochastically stable process may even be preferable. Stochastic stability can also be used to model processes where agent behavior is only partially programmable and has an inherently random component. This may be by design or the result of unwanted disturbances such as manufacturing defects or even the presence of malicious agents. While we do not develop any robustness results for the atom-level process here, the use of local information throughout makes it naturally robust to many forms of disturbance. When the number of affected agents is small, the effect on the total yield will often be small as well.
D. Conclusions
We have introduced an existence result for programmable self-assembly of trees with finitely many agents and communication disallowed. The desirable state is not an invariant of the system, and as opposed to the probability of observing a desirable state going to one, the probability goes as close to one as we please when we make ǫ small. However, for no value of ǫ will the probability go to one. We suggest that probabilistic performance guarantees such as stochastic stability are a relevant concept in self-assembly.
The methods proposed in this paper are constructed so as to make the analysis simple. In the atom-level case, we have empirically observed much faster convergence rates when the probabilities for the break action are dependent on the internal states of the agents, although no optimal procedure for selecting the probabilities has been found yet.
