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Abstract 
 
 
Negative perceptions of anti-social behaviour have been shown by previous research to 
have harmful repercussions to both an individual‘s mental and physical health as well as 
the neighbourhood‘s long term prospects. To track such perceptions the Labour 
administration of 1997 to 2010 developed quantitative measures at both the national 
level (using the Crime Survey for England and Wales until recently known as the 
British Crime Survey) and at the Local Authority level via Place Surveys – a  postal 
survey of residents in all Local Authorities. This thesis argues that the Place Surveys 
were methodologically flawed. Multilevel small area synthetic estimation can provide 
an alternative to such localised surveys by using statistical models that predict the 
probability of a target variable using national data, but adjusting that prediction to take 
account of local characteristics of both the place itself as well as the people living there. 
The overarching aim of this thesis is therefore to provide, for the first time, a truly 
localised picture of perceptions of alcohol and drug-related anti-social behaviour across 
all English neighbourhoods. The validation tests on the synthetic estimates calculated 
for this thesis demonstrate a high degree of concordance with the vastly more expensive 
Place Surveys thus showing that synthetic estimation of crime and criminal justice 
issues based on the Crime Survey can add value for money to existing datasets, as 
opposed to spending substantial sums of money on poorly answered local surveys. 
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Chapter 1  Introduction 
 
 
Anti-social behaviour (referred to throughout this thesis as ASB) emerged as a policy 
priority in Britain in the 1990s against a backdrop of established academic interest in 
the topic (Millie et al. 2005b). The political rhetoric surrounding anti-social behaviour 
in the late 1990s and first decade of the 21
st
 century was extensive with Tony Blair 
maintaining that ―ASB is for many the number one item of concern right on their 
doorstep‖ (Blair 2003) and former Home Secretary David Blunkett claiming that ASB 
was ―bedevilling our communities‖ (Blunkett 2004). 
 
1.1 The background 
The expression anti-social behaviour has been used to encapsulate criminal behaviours 
(such as drug dealing and vandalism) as well as the sub-criminal (an example being 
abuse from school children hanging around in groups). However, the term anti-social 
behaviour was first enshrined in law in 1998 as part of the Crime and Disorder Act 
which stated that a person is regarded as behaving anti-socially if they have acted ―in a 
manner that caused or was likely to cause harassment, alarm or distress‖. Chapter 2 
discusses in depth the definition adopted by the 1998 Act highlighting its ambiguity in 
terms of which types of behaviour fall under the banner of ASB. The subsequent years 
saw a plethora of further legislation and initiatives. Examples include the 2003 Anti-
Social Behaviour Act which, amongst other things, created new powers to close 
premises being used for drug dealing and developed mechanisms for enforcing parental 
responsibility for children who behaved in an anti-social way in school or in the 
community, as well as the Respect Agenda which was launched by Tony Blair in 
January 2006 with the aim of helping central government, local agencies and local 
communities to collectively work to tackle ASB more effectively (Millie 2009b). 
Legislation on anti-social behaviour continues up to the present day with the Anti-social 
Behaviour Crime and Policing Bill which was published on the 9
th
 May 2013. This Bill 
includes clauses on community triggers and remedies, whereby victims are given 
greater say in how agencies respond to complaints of anti-social behaviour and in out-
of-court sanctions for their offenders (Home Office 2013a). 
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It is through the lens of the political rhetoric of people‘s concern about ASB in their 
neighbourhood outlined at the outset of this chapter (see Millie (2010) for a 
comprehensive discussion of the moral politics surrounding the notion of ASB), the 
burgeoning numbers of initiatives as well as further legislation to address ASB and 
against the backdrop of extensive, mainly US, academic literature since the 1960s 
exploring the links between physical and social environments and perceived levels of 
crime and disorder (Millie et al. 2005b) that political and academic interest in 
perceptions of anti-social behaviour has flourished. Indeed the wording of the 1998 
Crime and Disorder Act which included the term ―likely to cause‖ emphasised the 
subjective interpretation of others‘ (anti-social) behaviours, and how people may react 
to them (Mackenzie et al. 2010). 
 
Chapter 2 of this thesis therefore makes the argument why perceptions of anti-social 
behaviour are important in their own right above and beyond actual levels of ASB in the 
local area. The chapter provides evidence that negative perceptions of anti-social 
behaviour in the local area can cause a downward trajectory for the neighbourhood 
whereby those with the financial means to relocate move out of the area and potential 
residents are put off joining the neighbourhood – with this dynamic having a potentially 
crucial influence on neighbourhood change. Furthermore the chapter discusses how 
negative perceptions of disorder have been shown to be associated with harmful 
repercussions for an individual‘s physical and mental health, as well as their personal 
well-being. 
 
1.2 The problem 
Since the turn of the millennium, people‘s perceptions of anti-social behaviour have 
been quantified at a national level via the Crime Survey for England and Wales (until 
recently known as the British Crime Survey). However, under the previous Labour 
administration (of 1997 to 2010) there was also an increasing requirement for small area 
statistics within government, both for making policy decisions and distributing funds. 
The proliferation of targets
1
 – at one point there were over 6,000 separate targets 
(Rawnsley 2001)  – married to the political emphasis on ASB necessitated central 
government to measure perceptions of anti-social behaviour at a more local level. 
However, government statisticians were unable to produce the quality and quantity of 
                                                             
1 More specifically in relation to this thesis Public Service Agreement 25 – reducing the harm caused by 
alcohol and drugs –which was in part quantified by negative perceptions of anti-social behaviour caused 
by alcohol and drugs (HM Government 2008). 
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small area statistics which were demanded of them using standard survey methods 
(EURAREA Consortium 2004). This thesis was first conceived in 2009 to inform the 
debate surrounding the EURAREA Consortium‘s observation specifically with respect 
to localised information on perceptions of alcohol and drug-related anti-social 
behaviour. The Government‘s response to the lack of small area data on residents‘ 
perceptions of their local area was to mount the costly and methodologically flawed 
Place Survey. Chapter 3 both describes and critically evaluates the Place Survey in 
some detail. In summary, it entailed all Local Authorities commissioning their own 
household postal surveys following a sampling strategy and questionnaire dictated by 
the Department for Communities and Local Government, with survey responses and 
results also being collated centrally by the Audit Office. Even at the considerable cost of 
£16.5 million over three sweeps (DCLG 2007b) results were only available at a Local 
Authority level. Furthermore, the results were compromised by a non-random sampling 
strategy coupled with a very low response rate.  
 
In 2010 the change of administration to the Coalition Government between the 
Conservative Party and the Liberal Democrats led to both a reduction in the number of 
targets as well as a decrease in the funding of social research (DCLG 2011b). One of the 
first casualties of the cuts in departmental research budgets was the Place Survey which 
was scrapped within three months of the change of government (DCLG 2010c). In spite 
of this, two key government policies associated with perceptions of anti-social 
behaviour exemplify why localised information is still required. Firstly, there is a 
sentiment that traditional Government statistics, particularly economic statistics such as 
GDP, fail to measure changes in the quality of life and well-being of UK citizens. This 
has also been an issue widely discussed in academic literature, with a number of 
alternative indicators being put forward (Diener and Suh 1997; Waldron 2010). The 
Coalition Government has therefore suggested its own measure of national well-being, 
or what has been referred to in the press as a national ―happiness” survey. Back in 2010 
the Office for National Statistics was charged with developing a new bundle of 
indicators covering the quality of life of people in the UK including crime (Office for 
National Statistics 2010a) with a Downing Street source stating ―if you want to know, 
should I live in Exeter rather than London? What will it do for my quality of life? You 
need a large enough sample...then people can make proper analysis on what to do with 
their life...‖ (Stratton 2010). However, the current Crime Survey for England and Wales 
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can only provide estimates at the Police Force Area level (of which there are 43 in 
England and Wales) – far larger than Downing Street had intimated.   
 
The other new policy area where localised information on people‘s perceptions of ASB 
are important is the ―Big Society‖ (Cabinet Office 2012a). Previous research using the 
Crime Survey has shown that individuals who perceive higher levels of ASB in their 
neighbourhood report a greater sense of social isolation than people living in low ASB 
areas. They are isolated from their neighbours in that they tend to report lower levels of 
community cohesion (Innes and Weston 2010). To realise the government‘s stated aim 
to foster the ―Big Society‖  the authors concluded that ―untreated ASB undermines 
precisely those qualities such as social trust, routine interactions with co-present 
strangers and confidence in public institutions that are necessary conditions for 
community directed social action...a certain degree of neighbourhood security appears 
to be a necessary condition for establishing citizen-based peer-to-peer cooperation and 
collaboration‖ (Innes and Weston 2010, 48). 
 
As a result of the flaws with the Place Survey and in light of the lack of alternative 
localised information on perceptions of anti-social behaviour, this thesis set out in 2009 
to demonstrate that there was a cost effective alternative to mounting expensive social 
surveys to ascertain perceptions of ASB across all English neighbourhoods by exploring 
an alternative approach which utilised the Crime Survey to model down to a small area 
level not possible via direct survey estimates. Chapter 4 of this thesis reviews the many 
small area estimation techniques available. Several of these methodologies require at 
least some respondents to be interviewed in every neighbourhood
2
, on the other hand 
small area synthetic estimation does not suffer from such a restriction. Furthermore, 
whilst some synthetic estimation techniques evaluated in Chapter 4 take into account 
either the individuals which live in the neighbourhood or the characteristics of the 
neighbourhood itself only multilevel synthetic estimation is based on a more realistic 
scenario whereby attitudes towards the local area can be affected by both the individuals 
residing in the neighbourhood, the locality where they live their lives and the 
interactions between the two.  
 
 
  
                                                             
2 Something which did not happen in the case of the 2008/09 sweep of the Crime Survey for England and 
Wales where only 53 per cent of neighbourhoods were interviewed (Figure 5.3). 
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1.3 Aims and objectives of this research 
Before moving on to discuss the content of the remainder of the chapters it is worth 
stating at this juncture the aims and objectives of the thesis. The overarching aim of the 
research is... 
 
 
To demonstrate how small area synthetic estimation based on the Crime Survey 
could be employed to provide a map of neighbourhood level perceptions of anti-
social behaviour caused by alcohol and drugs across England. 
 
 
More specifically this overall aim is broken down into four objectives: 
 
(1) Evaluate existing surveys as instruments to quantify localised perceptions of 
anti-social behaviour.  
 
(2) Using the Crime Survey, Ordnance Survey and other area level data sources to 
create multilevel statistical models to examine factors surrounding an 
individual's perceptions of drug and alcohol related ASB in their neighbourhood.  
 
(3) Rework these models using census data and other external data sources to 
calculate predicted estimates of perceptions of ―people being drunk and rowdy 
in public places‖ and ―people using or dealing drugs‖ using small area synthetic 
estimation.  
 
(4) Compare and contrast the results generated by the two strategies i.e. the local 
surveys versus the multilevel synthetic estimates. 
 
Much of the research into perceptions of anti-social behaviour to date has adopted a 
combined measure, more often than not amalgamating social with physical disorder. 
There has been considerably less focus in the literature on individual strands or types of 
disorder. This thesis deliberately focuses on perceptions of alcohol and drug related 
anti-social behaviour based on the Crime Survey questions ―people using or dealing 
drugs‖ and ―people being drunk or rowdy in public places‖ as these types of behaviour 
have been written about as restricting access to public spaces (see Chapter 2) and are 
therefore particularly pertinent to investigating the influence of place on perceptions. 
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Furthermore, these two questions were used to measure progress against the previous 
Labour Government‘s Public Service Agreement3 to ―reduce the harm caused by 
alcohol and drugs‖ (section 9.1 expands on the rationale for the focus on alcohol and 
drug-related ASB).  
 
1.4 The structure of the thesis 
This thesis is presented in nine chapters including this introductory one (Chapter 1). The 
discussion above (sections 1.1 and 1.2) outlined the rationale for the next three chapters 
which in summary cover the background and relevant literature on perceptions of anti-
social behaviour (Chapter 2), measuring perceptions of anti-social behaviour (Chapter 
3) and a review of small area synthetic estimation methods (Chapter 4). More 
specifically the literature review in Chapter 2 discusses what is meant by the terms 
―anti-social behaviour‖ and ―perceptions of anti-social behaviour‖ as well as the 
relationship between the two. It also discusses why it important to research perceptions 
of anti-social behaviour (rather than actual levels of disorder per se) before reviewing 
the literature on which people and places are more likely to report negative perceptions 
of anti-social behaviour, as well as the more limited literature on perceptions of ASB 
specifically linked to alcohol and/or drugs. Chapter 3 explores the key surveys which 
have been used to measure both national and localised perceptions of ASB to date, as 
well as reflecting on their shortcomings both methodologically and, more specifically, 
in being able to provide neighbourhood estimates. Chapter 4 evaluates which of the 
various available small area estimation techniques is most appropriate for estimating 
perceptions of anti-social behaviour. It critically reviews other synthetic estimation 
techniques, arguing why multilevel synthetic estimation is most suitable in this situation 
as it takes into account both compositional and contextual factors. The results of these 
literature reviews have informed the data sources utilised in this research, which are 
described in detail in Chapter 5.  
 
The next three chapters all describe the analyses undertaken for this thesis. Chapter 6 
explores the multilevel associations between individual, household and area level 
factors and perceptions of alcohol and drug-related anti-social behaviour in England. It 
addresses whether certain types of individuals perceive more or less ASB than others 
living in the same neighbourhood environment. In addition it explores which area level 
                                                             
3 A set of targets established and monitored as part of successive comprehensive spending reviews (HM 
Treasury 2007). 
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or ecological factors are associated with negative perceptions, after controlling for 
relevant individual or compositional effects, with special focus on the density of pubs, 
clubs and nightclubs in the neighbourhood as captured by Ordnance Survey. As outlined 
in section 1.3 earlier in this chapter much of the research into perceptions of anti-social 
behaviour to date as adopted a combined measure, more often than not combining social 
with physical types of disorder. Therefore, Chapter 6 concludes by investigating 
whether concentrating specifically on the two policy relevant strands of alcohol and 
drug-related ASB, as opposed to the more commonly researched notion of negative 
perceptions towards an overall measure, produces different findings.  
 
The next analytical chapter (Chapter 7) re-works the multilevel models from Chapter 6 
into the format required for small area synthetic estimation to generate estimates of  
perceptions of ―people being drunk or rowdy in public places‖ and ―people using or 
dealing drugs‖ for every neighbourhood in England including those where no survey 
information exists.  Three approaches to calculating the synthetic estimates are 
proposed, each employing a different methodology to take account of the remaining 
statistically significant level of variance at the Police Force Area level. Chapter 8 
validates the synthetic estimates generated to ascertain whether small area synthetic 
estimates of perceptions of alcohol and drug-related ASB based on the Crime Survey 
would be ―fit for purpose‖.  
 
The concluding chapter (Chapter 9) reviews how the objectives outlined earlier in this 
introduction have been met, and describes the contributions to knowledge of the various 
analyses presented in Chapters 6 to 8. The limitations of the study are also discussed 
before recommendations for future work are considered. The chapter closes with a 
discussion of the policy implications emanating from the methodologies presented in 
this thesis. There are four appendices to this thesis. Appendix A discusses missing data 
from the Crime Survey. Appendix B details other building uses such as schools and 
transport hubs which have been identified in the literature as being either crime 
attractors or generators. However, as these were not found to be significant they were 
excluded from the findings presented in the three analytical chapters. Appendix C 
provides a complete set of results of the analyses presented in the thesis through 
additional tables and figures. The final Appendix (Appendix D) is an electronic one 
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which comprehensively details six synthetic estimates for every neighbourhood and 
Local Authority in England
4
 together with their corresponding credible intervals. 
 
The contributions to knowledge of this thesis can be categorised under three headings – 
substantive, theoretical and methodological. Under the banner of substantive 
contributions to knowledge, the research presented in this thesis provides, for the first 
time, a truly localised picture of perceptions of alcohol and drug-related anti-social 
behaviour across all English neighbourhoods at low cost. By focusing on two policy 
relevant distinctive strands of anti-social behaviour relating to alcohol consumption and 
drug use, the findings, in terms of those people, households and places with the most 
negative perceptions moves away from the more widely researched overall measure 
based on all disparate types of anti-social behaviour combined, thus making a 
theoretical contribution to the literature on perceptions of ASB. In terms of the 
methodological contributions to knowledge, the research is innovative in the way it 
links the Crime Survey to building use data from Ordnance Survey, more specifically to 
the density of pubs, bars and nightclubs in the local area to investigate one contextual 
factor which may be related to perceptions of alcohol and/or drug related anti-social 
behaviour. Further methodological innovations include how the place residuals are 
incorporated back into the prediction process and advancing the methodology for 
validating the synthetic estimates.  
 
The contributions to knowledge and innovative aspects of the research presented in this 
thesis will be explored in more detail in the concluding chapter (section 9.2). The next 
chapter provides a literature review of perceptions of anti-social behaviour including 
why it is important to research such perceptions. 
 
  
                                                             
4 Three for each of alcohol and drug-related anti-social behaviour based on the three methodologies  
proposed for accounting for the unexplained area level variation pursued  in Chapter 7. 
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Chapter 2 Literature review – perceptions of anti-social 
behaviour 
 
 
This chapter aims to review the literature on perceptions of anti-social behaviour (ASB). 
It starts by covering the legal definition of anti-social behaviour and some of the many 
and varied interpretations of what types of behaviour are included within the umbrella 
term of ASB. It then goes onto discuss what is meant by the term ―perceptions of anti-
social behaviour‖ and why these perceptions matter to both the individual and to the 
area where they live. Having compared the distinction between perceptions and 
observed or recorded levels of ASB and their relationship, the second half of this 
literature review covers what drives perceptions of anti-social behaviour at both the 
individual and area level. The chapter finishes by examining the more limited literature 
on perceptions of ASB specifically linked to alcohol and drugs. 
 
2.1 Defining anti-social behaviour 
The legal definition of ASB is from the 1998 Crime and Disorder Act (c.37). A person 
is regarded as behaving anti-socially if they have acted: 
 
...in a manner that caused or was likely to cause harassment, alarm or distress 
to one or more persons not of the same household [as the perpetrator]. 
 
As many have commented previously this definition is open to interpretation (see for 
example Harradine et al. 2004; Ramsay 2004; Millie et al. 2005b). As Armitage (2002) 
noted the Act lacks specificity, describing the consequences of the behaviour rather than 
describing or defining the behaviour itself with the consequences of the behaviour 
arguably dependent on an individual‘s thresholds or norms. 
 
Over the last decade or so a number of both policy makers and academics have tried to 
define or categorise types of behaviour which could be termed as anti-social. The Home 
Office developed a typology based on a variety of sources including experiences of anti-
social behaviour mentioned by respondents in the 2000 British Crime Survey, ASB 
definitions used by other government departments and academic research. The final 
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typology (Table 2.1) included categories of misuse of public space, disregard for 
community / personal wellbeing, acts directed at people and environmental damage 
(Harradine et al. 2004). While this typology was praised insofar as the category ―misuse 
of public space‖ was a useful development as it emphasised the public nature of ASB, it 
has been criticised for its inclusion of criminal acts. For instance, included under the 
heading ―acts directed at people‖ is intimidation and harassment on the grounds of race. 
However, this is a serious criminal offence under section 32 of the 1998 Crime and 
Disorder Act. Referring to racially aggravated harassment as anti-social runs the risk of 
―down-tariffing‖ the offence (Millie 2009a, 12). 
 
In America disorder research has been led by the Project on Human Development in 
Chicago Neighbourhoods – a long-term study of the antecedents of anti-social and 
criminal behaviour. Here researchers (see for example Sampson and Raudenbush 2004, 
324) and other US academics such as Skogan (1990, 51-52) and Taylor (2001, 56) have 
tended to split anti-social behaviour into two categories – social (including drinking in 
public, selling or using drugs and teenagers causing a disturbance) and physical disorder 
(including the visibility of litter, trash or graffiti).  
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Table 2.1 Home Office ASB typology developed by Harradine et al. (2004) 
Misuse of public space Disregard for community / personal  wellbeing Acts directed at people Environmental damage 
Drug / substance misuse Noise Intimidation / harassment Criminal damage / vandalism 
Taking drugs  Noisy neighbours or loud music Groups or individuals making threats  Graffiti 
Sniffing volatile substances Noisy cars / motorbikes Verbal abuse Damage to bus shelters 
Discarding needles / drug paraphernalia Alarms (persistent ringing / malfunction) Bullying Damage to phone kiosks  
  Noise from pubs / clubs Following people Damage to street furniture 
Drug dealing Noise from business / industry Pestering people Damage to buildings 
Crack houses   Voyeurism Damage to trees / plants / hedges 
Presence of dealers or users Rowdy behaviour Sending nasty / offensive letters   
  Shouting & swearing Obscene / nuisance phone calls Litter / rubbish 
Street drinking Fighting Menacing gestures Dropping litter / dropping chewing gum 
  Drunken behaviour   Dumping rubbish (including in own garden) 
Aggressive begging Hooliganism / loutish behaviour Can be on the grounds of: Fly-tipping  
    Race Fly-posting 
Prostitution Nuisance behaviour Sexual orientation    
Soliciting  Urinating in public Gender   
Cards in phone boxes Inappropriate use of fireworks Religion   
Discarded condoms Throwing missiles Disability   
  Climbing on buildings Age   
Kerb crawling Impeding access to communal areas     
Loitering Games in restricted / inappropriate areas     
Pestering residents Setting fires (not directed at specific persons or property)     
  Misuse of air guns     
 Illegal campsites Letting down tyres     
 
  
    
  
Hoax calls 
    
Vehicle related nuisance False calls to emergency services     
Inconvenient / illegal parking        
Car repairs on the street / in gardens Inappropriate vehicle use     
Abandoning cars Joyriding and/or racing cars     
  Off road motorcycling      
Sexual acts Cycling / skateboarding in pedestrian areas / footpaths     
Inappropriate sexual conduct      
Indecent exposure Animal related problems     
  Uncontrolled animals and dog fouling     
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An alternative way of defining ASB is to focus on the specific behaviours for which 
Anti-Social Behaviour Orders (commonly referred to as ASBOs) have been issued. 
Campbell (2002) identified 17 such behaviours: harassment, arson, threats, racial 
harassment or abuse, verbal abuse, criminal behaviour, intimidation, being drunk and 
disorderly, graffiti and criminal damage, prostitution, assault, shoplifting, noise, 
throwing missiles, public disturbance, trespass and harassing a specific person.  
 
As evidenced above ASB, and indeed ASBOs, have included ―offences‖ ranging from 
the sub-criminal and minor criminal damage through to very serious criminal activity 
(Millie 2007). These differing behaviours included in definitions of ASB led Whitehead 
et al. (2003, 4-5) to comment that ―virtually any activity can be anti-social depending 
on a range of background factors, such as the context in which it occurs, the location, 
people‟s tolerance levels and expectations about the quality of life in the area‖. 
However, as Mackenzie et al. (2010, 2) contended ―what they have in common is a 
socially constructed notion of being anti-social, that they can have a corrosive effect on 
individuals or neighbourhoods‖.  
 
To provide pragmatic limits to anti-social behaviour, in developing a pan-London ASB 
strategy, Millie et al. (2005a) limited their definition to behaviour that required 
intervention from the relevant authorities, but where criminal prosecution may be 
inappropriate
5
. This led them to a three point categorisation (i) interpersonal or 
malicious ASB—directed at individuals, groups or organizations, such as threats to 
neighbours, hoax calls or vandalism directed at individuals or groups; (ii) environmental 
ASB—such as noise nuisance, abandoned vehicles, graffiti or fly-tipping; and (iii) ASB 
restricting access to public spaces—including intimidating behaviour by groups on the 
street, aggressive begging, street drinking and open drug use.  
 
 
  
                                                             
5 Defining criminal prosecution inappropriate when either the behaviour was not prohibited by criminal 
law or in isolation was only a relatively minor criminal offence.  
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2.2 Defining perceptions of anti-social behaviour 
Research into anti-social behaviour dates back at least as far as Shaw and MacKay‘s 
(1942) seminal study of Chicago which described the role of social disorganisation in 
generating, or at least failing to prevent, anti-social and low level criminal behaviour. 
They linked rapid population change within low socioeconomic status and ethnically 
heterogeneous neighbourhoods to the breakdown of formal and informal organisational 
protocols. This breakdown then limited the ability of neighbourhoods to control the 
behaviour of both residents from within the local community and others, prompting 
increased levels of disorder and criminality (Brunton-Smith and Sturgis 2011). 
 
More recently research has focused on perceptions of anti-social behaviour. By 
including the term “likely to cause” in the 1998 Crime and Disorder Act definition of 
ASB, the emphasis is on the subjective interpretation of others‘ behaviours, and how 
people may react to them (Mackenzie et al. 2010). As Squires (2008, 368) noted ―anti-
social behaviour is emphatically about perceptions, relationships and interactions and 
contexts‖. Why perceptions of anti-social behaviour (PASB) are important in their own 
right will be reviewed in detail later in this chapter. Before that, this chapter will next 
cover how PASB has been defined and measured. 
 
Research into perceptions of anti-social behaviour has, in the main, focused on those 
acts that Millie et al. (2005a) described as sub-criminal or minor criminal damage. The 
serious criminal offences sometimes included in definitions of ASB seen earlier in this 
chapter (Campbell 2002; Harradine et al. 2004) are unambiguous, whereas for the  
‗lower-level‘ forms of ASB it is reasonable to suggest people may differ in their 
understandings and impressions (Mackenzie et al. 2010).  
 
In the Chicago and Baltimore studies of perceptions of anti-social behaviour the 
following behaviours were included: litter, graffiti, drinking in public, people selling or 
using drugs, and groups of teenagers or adults hanging out in the neighbourhood and 
causing trouble (Sampson and Raudenbush 2004; Franzini et al. 2008 respectively). 
Research in the UK has commonly adopted the questions first used in the Crime Survey 
for England and Wales (CSEW) which since the 2001/02 sweep have asked respondents 
how much of a problem a range of different types of anti-social behaviour are in their 
local area (see Box 2.1 for full details). These questions were in turn adapted from the 
aforementioned influential US projects.  
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Box 2.1  Crime Survey for England and Wales questions on perceptions of 
anti-social behaviour 
 
For the following things I read out, can you tell me how much of a problem they are in 
your area. By your area I mean within 15 minutes walk from here. 
…..Teenagers hanging around on the streets? 
…..Vandalism, graffiti and other deliberate damage to property or vehicles? 
…..People using or dealing drugs? 
…..People being drunk or rowdy in public places? 
…..Rubbish or litter lying around? 
….Noisy neighbours or loud parties? 
….Abandoned or burnt-out cars? 
 
Respondents are asked to select their answers from the following response list: 
• Very big problem 
• Fairly big problem 
• Not a very big problem 
• Not a problem at all. 
 
Researchers have often used the responses to these seven individual ASB questions to 
construct a scale to measure ‗high‘ levels of overall perceived ASB (examples of studies 
adopting this measure include Kershaw and Tseloni 2005; Ames et al. 2007; Tseloni 
2007; Flatley et al. 2008; Taylor et al. 2010) . The scale scores the responses to the 
questions as follows: ―very big problem‖ = 3, ―fairly big problem‖ = 2, ―not a very big 
problem‖ = 1 and ―not a problem at all‖ = 0 – the maximum score for the seven 
questions being 21. Those respondents with a score of 11 or more on this scale are 
classified as having high levels of perceived ASB. 
 
Adapted from Parfrement-Hopkins and Hall (2009) 
 
There is a clear distinction to be drawn between individuals perceiving incidents to 
occur and these incidents being perceived as problematic (as asked in the CSEW). As 
Allen (2008 ,109) points out, residents may not regard ASB as particularly problematic 
if they consider it to be a ―natural‖ phenomenon of neighbourhood living and that 
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incidents of ASB are ―the same everywhere else‖. Conversely, residents may report 
their lives ―being ruined‖ (Atkinson and Flint 2004, 340) by ASB despite the fact that 
this ASB is comparatively minor or uncommon (Mackenzie et al. 2010).  
 
Therefore it is potentially important whether surveys ask respondents ―how common‖ 
types of ASB are or ―how much of a problem‖ they are. Sampson and Raudenbush 
(2004) asked whether types of disorder were a problem, whereas Franzini et al. (2008) 
asked Baltimore residents about the presence of different types of disorder. 
Interestingly, however, in a pilot test in which Chicago residents were asked both 
question formats, researchers‘ reported an extremely high correlation (r=0.95) between 
respondents answers to the two questions formats (how common versus how much of a 
problem).
6
  
 
2.3 Why perceptions are important 
Robert Sampson is arguably the most influential contemporary researcher of urban 
disorder (Wiles 2009). He recently stated that ―perceptions of disorder constitute a 
fundamental dimension of inequality at the neighbourhood level and perhaps beyond‖ 
(Sampson 2009, 6). He went on to argue that it is the perceptions of disorder (not 
observed disorder per se) which has a crucial influence in social differentiation of urban 
neighbourhoods, arguing that the extent to which people see disorder as a problem in an 
area influences the future development of the neighbourhood. Where residents (and 
importantly potential future residents) perceive disorder as an issue, the area is therefore 
more likely to suffer from a downward trajectory (Wikström 2009). 
 
Austin and Sanders (2007) similarly suggest that high levels of negative perceptions can 
cause neighbourhoods to descend into a spiral of social and physical decay, with 
perceptions of neighbourhood disorder decreasing feelings of collective efficacy 
(defined by Sampson et al. (1997, 918) as ―social cohesion among neighbours 
combined with their willingness to intervene on behalf of the common good‖)  among 
residents (Gibson et al. 2002). Previous research using the CSEW has shown that 
individuals who perceive higher levels of ASB in their neighbourhood report a greater 
sense of social isolation than people living in low ASB areas. They are isolated from 
their neighbours in that they tend to report lower levels of community cohesion, 
                                                             
6 See Sampson and Raudenbush (2004, note 4) for more information. 
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including trust in their fellow residents, and collective efficacy (Innes and Weston 
2010).
 7
 
 
As well as PASB causing damaging consequences at the neighbourhood level, a large 
body of research has shown that negative perceptions of disorder are associated with 
harmful repercussions for an individual‘s health (both physical and mental) and 
personal well-being (see for example Aneshensel and Sucoff 1996; Geis and Ross 1998; 
Ross 2000; Sampson et al. 2002; Poortinga et al. 2007).  
 
Ellaway et al. (2009) reported that Scottish respondents with the highest levels of 
perceived street-level incivilities (including amongst other issues litter, vandalism and 
discarded needles) were almost twice as likely as those who perceived the lowest levels 
of street-level incivilities to report frequent feelings of anxiety and depression. They 
were also significantly more likely to report that they were not in good health. 
Perceptions of problems in the area (for the purposes of the study defined as noise, 
crime, air quality, rubbish/litter, traffic, graffiti) were also predictive of poorer self 
related health status in those aged 65 or above living in Britain (Bowling et al. 2006). 
Steptoe and Feldman (2001) found that perceptions of neighbourhood problems were 
associated with poor self-rated health, psychological distress on the General Health 
Questionnaire, and impaired physical function, independent of age, sex, neighbourhood 
socioeconomic status, individual deprivation, and social capital. In a study of 877 
adolescents in Los Angeles County, Aneshensel and Sucoff (1996) found a link between 
perceived neighbourhood disorder and prevalence of the mental health disorders termed 
oppositional defiant disorder (a pattern of disobedient, hostile, and defiant behaviour 
toward authority figures) and conduct disorder (a disorder of childhood and adolescence 
that involves chronic behaviour problems, such as defiant, impulsive, or antisocial 
behaviour, drug use and criminal activity). Additionally, measures of anger, hostility 
and self-esteem have also been linked to perceived disorder (Ewart and Suchday 2002). 
 
There is also a large body of literature linking negative perceptions of anti-social 
behaviour with increased levels of fear of crime, whereby visible signs of both physical 
and social disorder distort an individual‘s perceptions of risk, and consequently 
heighten their fear of crime even though actual victimisation may not have occurred 
                                                             
7 See also the relationship between collective efficacy and the ―broken windows‖ theory discussed later in 
this chapter. 
 17 
 
(Hunter 1978). Most of these studies have been based on perceptions of disorder, 
however, as in the case of poor health and PASB described earlier, it is difficult to 
establish any pattern of causation using a cross-sectional design. Some researchers, such 
as Hunter (1978) referred to above, state that disorder leads to fear of crime, whereas 
others have suggested that the relationship is the other way round (Spelman 2004). 
Furthermore, there is also research suggesting that the relationship is endogenous in 
other words both fear and perceived disorder are shaped by a common set of variables 
(see for example Sampson and Raudenbush 2004; Tseloni 2007).  Brunton-Smith 
(2011) used the Offending Crime and Justice Survey –  a longitudinal panel survey of 
10 to 25 year olds living in England and Wales between 2002 and 2006 – to ―untangle‖ 
the relationship between fear and disorder. He concluded that longitudinal evidence 
suggests that individuals who perceive more low level signs of disorder, do indeed, 
become more fearful of crime over time. In contrast, the effect of fear on perceptions is 
small and runs contrary to expectation, with the author hypothesising that this may be 
due to more fearful individuals adjusting their behaviour or routine activities to avoid 
fear-inducing local areas and/or restrict their movements to certain times of the day 
(Keane 1998; Woldoff 2006) therefore potentially reducing their exposure to 
incivilities.  
 
2.4 Actual levels of disorder versus perceptions  
―Broken windows‖ (Wilson and Kelling 1982) is arguably one of the most influential 
and widely cited articles in criminology.  In it the authors assert that physical decay and 
neglect in the neighbourhood provides clues to would be criminals that residents no 
longer care about the social or physical conditions of the area (Austin and Sanders 
2007). For them, these petty disorderly (although not necessarily criminal) acts, trigger 
a chain reaction which paves the way for serious criminality (McLaughlin and Muncie 
2006). However, research on the relationship between deteriorating neighbourhood 
conditions and crime has been guarded in its support for the ―broken windows‖ theory 
(Austin and Sanders 2007). Although many researchers (such as Skogan 1990) have 
found a relationship between neighbourhood disorder and crime, more recently the 
literature has called into question any causal linkage (see for example Nolan et al. 
2004). For instance, Sampson and Raudenbush (1999) found that for most types of 
crime, the relationship between public social disorder and crime is spurious. Instead 
they demonstrate that collective efficacy is an important variable in explaining both 
disorder and crime rates (see Gault and Silver, 2008, for a review). 
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Sampson and Raudenbush (2004) contend that ―broken windows‖ theory assumes an 
essentialist notion of disorder and its connection to perception with visual cues being 
unambiguous. If this were the case, then perceptions of disorder should always be high 
where incidents of actual disorder (arguably most accurately captured by systematic 
social observation
8
) are also most prevalent. In other words there should be considerable 
agreement on perceived disorder within neighbourhoods, few if any systematic 
variations by social position within the same neighbourhood, and, most important, few 
if any between-neighbourhood variations in perceived disorder linked to social structure 
once observed disorder is taken into account (Sampson and Raudenbush 2004). 
 
However, there is considerable evidence in the literature that this essentialist theory 
does not hold true for perceptions of disorder. Taylor's (2001) long-term study of 
Baltimore in the USA started in the early 1980s when researchers rated street blocks and 
conducted a survey of residents in each of 66 neighbourhoods. Then over a decade later, 
they returned to 30 of the original neighbourhoods to conduct further on-site ratings and 
another round of interviews. One of the studies major conclusions was that perceptions 
of disorder varied widely between individuals even within the same neighbourhood. 
Similar findings were reported by Sampson and Raudenbush (2004) and Taylor et al. 
(2010) who both used multilevel modelling to understand how perceptions of disorder 
vary as a function of personal characteristics with local area conditions controlled for, 
leading Sampson and Raudenbush (2004, 323) to conclude that “perceptions of 
disorder are socially constructed and are shaped by much more than actual levels of 
disorder”.  
 
While acknowledging the shortcomings of incidents of anti-social behaviour reported to 
the police as an unbiased measure of actual levels of disorder
9
, Figure 2.1 provides 
additional support to Sampson and Raudenbush‘s conclusion for England and Wales. 
Even at the large scale geography of Police Force Areas (PFAs) there is considerable 
disparity between perceptions and reported incidents with only three PFAs – West 
Yorkshire, Greater Manchester and the Metropilitan Police – experiencing both high 
levels of anti-social behaviour and high levels of perceived anti-social behaviour.  
  
                                                             
8 Please see later in this chapter for more information on this methodology. 
9 Please see section 5.3 for more information on these shortcomings. 
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Figure 2.1 Perceptions of anti-social behaviour versus reported incidents 
 
 
Source: Innes and Weston (2010, 18) 
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2.5 Which factors are associated with negative perceptions? 
 
2.5.1 Individual and household factors 
There is a fair degree of agreement in the literature of the demographic or background 
factors that are related to perceptions of ASB. Both Sampson and Raudenbush (2004) 
based in the United States of America and Taylor et al. (2010) covering England found 
that females tend to perceive disorder to be more problematic than males. Unexpectedly, 
Flatley et al. (2008) did not find a statistically significant relationship for gender despite 
Taylor et al.‘s and Flatley et al.‘s studies being based on successive sweeps of the 
Crime Survey for England and Wales. These differing results may be due to the 
different modelling strategies applied whereby both Taylor et al. and Sampson and 
Raudenbush employed group mean centring
10
 when analysing individual characteristics 
whereas Flatley et al. did not. 
 
Older residents consistently perceived less disorder than younger residents (Sampson 
and Raudenbush 2004; Moley 2008; Taylor et al. 2010). Millie et al. (2005b) found that 
most forms of anti-social behaviour affected the quality of life of those of retirement age 
less. As Egan et al. (2012a) noted these findings run contrary to the direction one would 
expect to see if negative perceptions of anti-social behaviour were driven by the UK‘s 
intergenerational intolerance and characterisation of younger people as anti-social (as 
argued by the United Nations Committee on the Rights of the Child (2008)) – a 
stereotype which young people themselves identify with (Neary et al. 2013). Income 
and social class or occupational prestige have also been found to be associated with 
individuals‘ perceptions (Sampson and Raudenbush 2004; Taylor et al. 2010). While 
marital status was often reported to be significantly related to perceptions of ASB, the 
nature of the relationship differed between studies. For instance while Sampson and 
Raudenbush (2004) reported that those who are separated or divorced perceive more 
disorder than do widowed persons, Franzini et al. (2008) described reduced perceptions 
for both married or separated / divorced compared with widow(er)s, Taylor et al. (2010)  
found that being single or widowed reduced the chances of perceiving high levels of 
anti-social behaviour compared with being married,
11
 and Flatley (2008) found no 
relationship. 
                                                             
10 For an explanation of group mean centring please see Chapter 6. 
11 These apparent differences may be simply due to differing choice of base category and/or the number 
of respondents in each category. 
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Some studies have found that  either respondents self-assessment of their health (Taylor 
et al. 2010) or whether the respondent has a limiting long-standing illness or disability 
(Flatley et al. 2008) were associated with perceptions of ASB. However, as discussed 
earlier there is a body of evidence shown that negative perceptions of disorder have 
harmful consequences for an individual‘s health, therefore it is arguable that these 
variables should not be included in a model to predict perceptions of ASB. Studies 
based on the Crime Survey for England and Wales (such as Moley 2008; Taylor et al. 
2010) found the impact of previous crime victimisation on heightening perceptions of 
ASB was particularly strong.  
 
Whether a person‘s ethnicity affects their perceptions of ASB is more contentious in the 
literature. Taylor et al. (2010)  results suggested that there is no statistically significant 
effect for ethnicity at the individual level. In other words, respondents of different 
ethnicities who live in the same neighbourhood tended to report similar levels of 
perceived anti-social behaviour. This is in contrast with the findings of Sampson and 
Raudenbush (2004), who found that blacks, Latinos and ‗other‘ races perceive less 
disorder than whites whilst living in the same Chicago neighbourhoods. The same 
pattern was found by Franzini et al. (2008) in Baltimore.  As Taylor et al. (2010) argued 
these dissimilar findings may reflect the historical differences in racial segregation 
processes between the USA and England. The US has a much more protracted and 
testing history of division based on race, which might explain the different findings.
12
  
 
Tenure and type of accommodation have both been found to be linked to perceptions of 
ASB, with those living in social housing or flats, maisonettes or bedsits significantly 
more likely to perceive high levels of neighbourhood disorder (Taylor et al. 2010). 
Similarly a tenants survey of Glasgow revealed hotspots of perceptions linked to 
housing type, with those living in multi-storey flats and inter and post-war tenements far 
more likely to perceive serious ASB problems (Flint et al. 2007). Further Hayden and 
Nardone (2012, 1) have commented that ―social housing, as a residual tenure, is often 
beset by negative perceptions”.  
 
Crime Survey for England and Wales respondents, who had either lived at their current 
address (Taylor et al. 2010) or neighbourhood (Flatley et al. 2008) for a long time, also 
                                                             
12 Flatley et al. (2008) found a statistically significant difference between white and non-white 
respondents. However, this apparent relationship should be treated with caution due to the relatively 
crude nature of the ethnic classification employed.  
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have increased their chances of perceiving high levels of ASB. This is consistent with 
research by Mohan and Twigg (2007) and Parkes et al. (2002) who found that length of 
residence was inversely associated with neighbourhood satisfaction. In other words, the 
longer you live in a place the more likely you are to be less satisfied with it as a place in 
which to reside. Brunton-Smith et al. (2010, 34) theorised that this may be due to ―some 
residents being unable to move out of the area despite a wish to do so; others who may 
hark back to better days, unwilling to accept or ignorant to the fact that some services 
may have improved‖.  
 
Evidence to support this hypothesis comes from the British Household Panel Survey 
which found that although 44 per cent of respondents expressed a preference to move, 
only 16 per cent actually did. Further, those who wanted to move because of a dislike of 
their current neighbourhood were least likely to actually relocate (Boheim and Taylor 
2002). However, this contradicts the more intuitive qualitative responses in Atkinson 
and Flint (2004) study of Edinburgh and Glasgow residents who recounted that ―being 
known‖ or ―having grown up with these people‖ was important. This may be an artefact 
of residential mobility or turnover at the neighbourhood rather than the individual level 
– this will be explored in more detail later.  
 
An alternative hypothesis is that these qualitative findings are tapping into the body of 
research in urban sociology on the importance of social exchange and ties amongst 
neighbours (see for example Fischer 1982). Sampson and Raudenbush (2004) found 
that information exchange and network ties amongst neighbours were an important 
predictor of an individual‘s perceptions of ASB. Their measure of exchanges / ties 
included questions such as ―how often do you and people in this neighbourhood have 
parties or other get togethers where other people in the neighbourhood are invited?‖ 
and ―how often do you and other people in the neighbourhood visit in each other‟s 
homes or on the street?‖. These questions are arguably subtly different from the 
question ―this is a place where people from different backgrounds get on well together” 
which gave a statistically significant result in Flatley et al.‘s  (2008) perceptions of ASB 
model based on the Crime Survey for England and Wales. This question has been used 
in other research to investigate one dimension of collective efficacy namely social 
cohesion and trust (Laurence and Heath 2008; Twigg et al. 2010).  According to the 
Project for Human Development in Chicago Neighbourhoods, collective efficacy is seen 
as a mediator of disorder and crime (Sampson and Raudenbush 1999; Twigg et al. 
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2010), in the opposite way to that played by social disorganisation in the theory first 
advanced by Shaw and McKay (1942)
13
. Furthermore as discussed earlier in this chapter 
(section 2.3) others have suggested that negative perceptions of neighbourhood disorder 
can decrease feelings of collective efficacy. Kleinhans and Bolt (2013, 1) attempted to 
summarise this complex relationship by stating that ―through collective efficacy, forms 
of perceived neighbourhood disorder may be successfully targeted. Simultaneously, 
perceived disorder undermines preconditions for collective efficacy‖. Therefore, 
although Flatley et al. (2008) found a strong link between social cohesion and trust and 
PASB it could be argued that such factors should not be included in a model to find 
predictors of high levels of perceived ASB. 
 
2.5.2 Area factors 
Research into types and levels of incivilities in neighbourhoods dates back at least as far 
as Shaw and McKay‘s (1942) study of Chicago discussed earlier in this chapter which 
found that neighbourhoods with high levels of disorder were more likely to experience 
(i) low-socio economic status, (ii) high levels of ethnic heterogeneity and (iii) high 
population turnover. Additional evidence for each of these neighbourhood 
characteristics, specifically in relation to perceptions of disorder, is discussed next 
before other area factors are reviewed. A summary of area factors found to predict 
perceptions of anti-social behaviour can be found at Table 2.2. 
 
 
                                                             
13 For a review see Kubrin and Weitzer (2003). 
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Table 2.2 Findings from previous research - area level factors related to perceptions of anti-social behaviour 
 
  
Samson and 
Raudenbush (2004) 
Franzini et al. 
(2008) 
Kershaw and 
Tseloni (2005) 
Tseloni (2007) 
Flately et al. 
(2008) 
Taylor et al. 
(2010) 
Ames et al. 
(2007) 
  Chicago Baltimore 2000 CSEW 2000 CSEW 
2007/08 
CSEW 
2006/07 CSEW 
06/07 BVPI 
surveys 
Poverty or deprivation 
Proportion of 
families in poverty 
(census) 
Proportion of 
families in poverty 
(census) 
Aggregate 
factor 
Aggregate 
factor 
IMD 
IMD excluding 
crime and 
outside 
environment 
IMD 
Ethnic heterogeneity 
Proportion black 
and Latino 
Proportion black  
Proportion 
Asian or black 
Proportion 
Asian or black 
  
Ln(theil) and 
ethnic clusters 
  
Turnover       
% persons 
moved in last 
year 
 
Ln(turnover) 
Net population 
outflow 
Population size Ln(population size) Ln(population size)           
Density 
Persons per square 
km 
Persons per square 
km 
  Density     
Persons per 
square km 
Type of area         
Urban vs. 
rural 
Urban vs. 
village 
  
Young people     % aged 16-24 % aged 16 -24   % aged 10-19 
% aged 25 and 
under 
Geodemographic classification         ACORN     
Region  Not Applicable Not Applicable  GOR GOR GOR     
Crime Ln(violent crime) Ln(violent crime)       
IMD crime 
domain 
Violent crime 
Observed disorder 
Physical and social 
disorder and 
physical decay 
Physical and social 
disorder 
    
Interviewer 
assessments 
of disorder  
    
 
Notes: 
1. Area factors in bold were statistically significantly related to PASB at the 5% level. 
2. Area factors not in bold were included in the model but not found to be statistically significant. 
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2.5.3 Low economic status 
Unfailingly researchers have found a link between neighbourhood deprivation and 
negative perceptions of disorder on both sides of the Atlantic. Sampson and 
Raudenbush (2004) and Franzini et al. (2008) reported a strong relationship between the 
proportion of families in poverty and perceptions of disorder in Chicago and Baltimore 
respectively. In the UK a number of papers have used the Index of Multiple Deprivation 
to demonstrate this link (see for example Ames et al. 2007; Flatley et al. 2008; Taylor et 
al. 2010). This relationship held when a different aggregate measure of poverty
14
 was 
employed in the case of Kershaw and Tseloni (2005) and Tseloni (2007) and their 
ecological analysis of the 2000 British Crime Survey. Taylor et al. (2010, 59) went 
further concluding that ―at a small-area scale for England the primary area-level 
determinants of high levels of perceived anti-social behaviour lie in [area-based] 
material circumstances‖. 
 
2.5.4 Ethnic heterogeneity 
As with whether a person‘s ethnicity affects their perceptions of ASB discussed earlier 
in this chapter, any evidence to support any potential link between the percentage of 
residents from black or minority ethnic backgrounds and/or levels of ethnic 
heterogeneity and PASB has been contentious and contradictory.  Sampson and 
Raudenbush (2004) reported a statistically significant link between the percentage of 
black and (to a lesser extent) Latino residents in census tracts and negative PASB 
arguing that in the USA implicit bias occurs whereby individuals conclude that because 
disorder in general is associated with a high proportion of black residents, then disorder 
in their particular neighbourhood must be higher. This combined with negative cultural 
stereotyping of African Americans generates negative perceptions of locations 
characterised by a high percentage of black citizens. More recently Sampson (2009) has 
suggested neighbourhood racial heterogeneity as a way to improve perceptions of 
disorder in the US, whereby areas with mixed ethnic groups would disrupt the processes 
which give rise to worse perceptions of disorder in predominantly black 
neighbourhoods. Conversely although Franzini et al. (2008, 83) followed Sampson and 
Raudenbush‘s methodology and modelling rationale they did not find a significant 
                                                             
14 Their overall area ―poverty factor‖ was created by aggregating the following variables via factor 
analysis (varimax rotation); the percentage of lone parent households, the percentage of households 
without a car, the mean number of persons per room, the percentage of households renting from the local 
authority, the percentage of households with a non manual ‗head of household‘ and the percentage of 
owner occupied households (the last two variables carried negative loadings) (Kershaw and Tseloni 
2005). 
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relationship in their Baltimore study, concluding that  ―the influence of racial 
segregation on perception of disorder is embedded in the larger historical context [of 
Chicago versus Baltimore].‖ 
 
Findings based on the Crime Survey for England and Wales have proved similarly 
inconsistent. Kershaw and Tseloni (2005) reported that local levels of perceived 
disorder were affected by the percentage of Asian households. In their multilevel 
models of the 2006/07 sweep of the CSEW Taylor et al. (2010) used two separate 
measures of ethnic heterogeneity, based on the Theil entropy score and cluster analysis 
of the dominant ethnic group(s)
15
, neither of which were found to be related to PASB. 
As with Franzini et al. (2008) they concluded that deprivation rather than diversity is 
most strongly associated with high levels of perceived anti-social behaviour, moreover 
that ethnic heterogeneity has no discernible effect on PASB. 
 
2.5.5 Turnover 
Earlier in this chapter it was reported that Atkinson and Flint‘s (2004) study of 
Edinburgh and Glasgow residents found that ―being known‖ or ―having grown up with 
these people‖ was important in shaping PASB, and it was suggested that this may be an 
artefact of residential mobility or turnover at the area level.  However, there has only 
been limited support for the hypothesis that perceptions of ASB are worse in 
neighbourhoods with high levels of population turnover. Ames et al. (2007) used the 
2006/07 Best Value Performance Indicator Surveys (see Chapter 3 for more information 
on these) and ecological regression analysis to identify a group of area level factors 
which predicted levels of PASB at the Local Authority level. One of the five 
neighbourhood variables found to be predictive was net population outflow, in other 
words areas with higher numbers of people leaving than entering reported higher levels 
of PASB. Perversely the percentage of people moving in the last year in the 
neighbourhood (defined as postcode sectors) was found to be related to more positive 
perceptions of ASB in Tseloni (2007). On the other hand, other studies have failed to 
find any link. For example although population turnover was included in Taylor et al.‘s 
(2010) modelling of the 2006/07 sweep of the CSEW it was not found to be significant. 
 
 
                                                             
15 For more information on how these measures of ethnic  heterogeneity were defined see Taylor et al. 
(2010, 64-65). 
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2.5.6 Other area factors – type of area 
As illustrated in Table 2.1 there are a number of other area factors, in addition to 
deprivation, diversity and turnover, which have found to be predictive of negative 
perceptions of ASB. Firstly the type of area, either in terms of the population size 
(Sampson and Raudenbush 2004), density (Ames et al. 2007; Tseloni 2007), or whether 
an area is classified as being urban or rural (Flatley et al. 2008; Taylor et al. 2010). 
However, as with other area factors described above some studies have found 
contrasting results. For example, in the USA density was not found to be predictive 
(Sampson and Raudenbush 2004; Franzini et al. 2008). Without exception, where 
tested, a high proportion of young people in the neighbourhood was found to be related 
to poor perceptions of neighbourhood anti-social behaviour (Kershaw and Tseloni 2005; 
Ames et al. 2007; Tseloni 2007; Taylor et al. 2010). Other variables that were 
statistically significantly related to negative PASB were elements of the 
geodemographic classification ACORN specifically those areas described as either 
―moderate means‖ or hard pressed‖ (Flatley et al. 2008) and the London Government 
Office Region (Kershaw and Tseloni 2005; Tseloni 2007).
16
  
 
2.5.7 Other area factors – levels of observed disorder and crime 
The essentialist theory, whereby visual clues of disorder are unambiguous and there is a 
direct and uncomplicated relationship between levels of observed levels of disorder and 
perceptions of disorder, has been shown by repeated studies not to hold true. That is not 
to say, however, that a relationship between observed and perceived disorder does not 
exist.  The long-term studies in both Chicago and Baltimore conducted systematic social 
observation (SSO) to collect information on observed levels of ASB (see for example 
Taylor et al. 1984; Franzini et al. 2008). The goal of SSO is to obtain objective 
measures of neighbourhood conditions and involves monitoring and logging area 
characteristics according to observational protocol with explicit rules which permit 
replication (for more information on SSO see Caughy et al. 2001). The Project for 
Human Development in Chicago Neighbourhoods (PHDCN) collected observational 
data for every street in Chicago by simultaneously videotaping both sides of a street's 
face blocks from a sports utility vehicle (SUV) driven at a rate of five miles per hour. In 
addition to videotaped data, two researchers in the SUV coded their observations as the 
vehicle proceeded down the street. Items coded included a wide variety of indicators of 
                                                             
16 In addition to London Flatley et al. (2008) reported that the South East and East of England 
Government Office Regions were also associated with negative perceptions of anti-social behaviour. 
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physical and social disorder including trash, graffiti, abandoned cars, and loitering 
adults  (Sampson and Raudenbush 1999). They found their combined SSO measures 
(using principal components analysis) of physical and social disorder and physical 
decay to be statistically significantly linked to perceptions of ASB, though importantly, 
in relation to essentialist theory, the neighbourhood‘s social and ethnic composition 
remained highly significant (Sampson and Raudenbush 2004).  
 
To date British studies have been constrained by the absence of data generated by direct 
observation. However, studies have included other independent measures of the levels 
of crime and/or disorder in the local area. Taylor et al. (2010) isolated the crime domain 
of the 2007 Index of Multiple Deprivation, which represents the rate of recorded crime 
for four major crime types (burglary, theft, criminal damage and violence), whereas 
Sampson and Raudenbush (2004), Ames et al. (2007) and Franzini et al. (2008) all 
incorporated the extent of violent crime in their models. Flatley et al. (2008) included 
interviewers‘ assessments of respondents‘ immediate vicinity in terms of the levels of 
(a) vandalism, graffiti and deliberate damage to property, (b) rubbish and litter, and (c) 
homes in poor condition in the area. However, this measure of actual levels of disorder 
has been criticised itself for being too subjective (Jackson et al. 2010). Regardless of the 
researchers‘ choice of crime measure, in all cases higher levels of crime were found to 
be related to higher levels of PASB. Similar results were found in relation to 
perceptions of crime (as opposed to disorder) by Quillian and Pager (2001).  
 
2.5.8 Environmental criminology 
As well as conducting systematic social observation (SSO) of the levels of actual 
disorder in the census tracts, Sampson and Raudenbush‘s (2004) study also included 
SSO measures of the land use. More specifically they recorded incidents of commercial 
building security (such as iron security gates or pull down metal shutters), alcohol and 
tobacco advertising and counts of bar and liquor stores. These three sets of observations 
were collapsed down into one independent variable which they labelled ―SSO alcohol 
density‖. This land use variable was found to be statistically significantly related to 
perceptions of anti-social behaviour. 
 
McCord et al. (2007) contended that this result, however, could not be interpreted as 
conclusively demonstrating an impact of alcohol related land use on perceived 
incivilities as it also included other factors – namely advertisements and commercial 
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building security. The authors researched the land uses specifically targeted by 
Brantingham and Brantingham‘s (1981) geometry of crime model in environmental 
criminological theory by employing multilevel modelling using land use, crime, census 
and survey data from 342 heads of household living in 45 Philadelphia neighbourhoods 
to investigate whether non-residential land uses elevated perceived levels of crime and 
incivilities. 
 
The environmental criminology perspective suggests two categories of land use: crime 
attractors and crime generators (Brantingham and Brantingham 1993; Brantingham and 
Brantingham 1995). Crime generators are businesses and facilities that bring in large 
numbers of different types of people to the neighbourhood. Examples of crime 
generators are secondary schools and train or underground stations. The large numbers 
of people using these facilities generate opportunities for crime and disorder. Crime 
attractors, like generators, draw in people to the local area. However, it is argued that 
because of both the purposes of the land uses and the composition of the people drawn 
to these purposes a high fraction of potential offenders and/or victims is likely. 
Examples of crime attractors include pawn brokers, drug-treatment centres and, by far 
the largest group, pubs and bars. 
 
McCord et al. (2007) found that controlling for the residents, the neighbourhood 
structure and levels of crime, those individuals who resided near more crime-generating 
and crime-attracting land use were substantially more likely to perceive higher levels of 
crime
17
 and disorder
18
. Their findings concur with Wilcox et al.  (2004) who reported 
that Seattle residents who lived near more business premises perceived higher levels of 
incivilities even after controlling for levels of neighbourhood deprivation (which 
included the proportion of the population from BME backgrounds) and turnover. 
However, the most pertinent finding to this research emanates from Australia‘s New 
South Wales Bureau of Crime Statistics and Research. They demonstrated a statistically 
significant association between alcohol outlet density and neighbourhood problems with 
drunkenness (as perceived by the respondents) after controlling for respondent‘s age 
and country of birth, and the local levels of urbanicity and social disadvantage by means 
of multilevel modelling (Donnelly et al. 2006). 
2.6 Perceptions of alcohol and drug-related anti-social behaviour 
                                                             
17 Defined for the purposes of this study as crime in general, gun violence and illegal drugs. 
18 Defined for the purposes of this study as unsupervised teenagers, abandoned buildings, abandoned 
vehicles, poorly kept yards, loud or noisy neighbours and graffiti.  
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Much of the work reviewed earlier in this chapter adopts a combined measure of PASB, 
more often than not combining social with physical disorder and/or crimes with non-
criminal acts. There has been considerably less focus in the literature on individual 
strands or types of disorder. Here findings based on two of the Crime Survey‘s strands, 
―people using or dealing drugs‖ and ―people being drunk or rowdy in public places‖, 
are examined in more detail. This is because the aim of this research is to look at those 
types of ASB that Millie (2007, 614) termed as ―restricting access to public spaces‖ – 
in other words street drinking and open drug use. Although teenagers hanging around 
on the streets would also fall into this category it is excluded. It is felt to be problematic 
as it refers to simply a presence rather than a behaviour (Mackenzie et al. 2010; 
Bannister and Kearns 2012) which in itself would not be likely to cause ―harassment, 
alarm or distress‖ as defined in the Crime and Disorder Act. Nor would it require 
intervention from the relevant authorities under Millie et al.‘s (2005a) pan-London ASB 
strategy
19
. Both of these definitions were discussed at the beginning of this chapter 
(section 2.1).  
 
The links between drug and/or alcohol use and crime are extensive and well 
documented and will not be revisited here. Instead the focus is on how drug and alcohol 
use affects ones perceptions of their local neighbourhood. Flint et al. (2007) in their 
study of disorder for the Glasgow Housing Association found that tenants felt that 
alcohol misuse contributed to the perceived environmental degradation of the local area, 
both in terms of groups of people consuming alcohol in public places and through 
broken bottles and associated litter building up in residential areas. Similarly the misuse 
of drugs impacted on the perceptions of neighbourhood quality, for example through the 
presence of drugs paraphernalia in residential streets, obvious drug dealing in public 
spaces and large number of visitors to households at all hours.  Focus groups with 
tenants suggested that the visible presence of drug dealing in the local area also had a 
bearing on how local agencies were perceived by tenants. It was felt that where drug 
dealing was not dealt with effectively, it sent out a message that the police were not in 
control of the neighbourhood.  
 
In studies of the city centres of Cardiff and Swansea (Bromley et al. 2000), people‘s 
perceived insecurity was found to be highly localised and related to crime and ASB 
                                                             
19 In fact Millie et al. (2005a) do include groups on the street in their definition of ASB but crucially they 
stipulate that they must be behaving in an intimidating manner – no such proviso is made in the Crime 
Survey question on teenagers hanging round the streets. 
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associated with the night-time economy.  The perception of ASB or criminality (as well 
as any direct experience) was found to lead some to avoid certain city centre locations 
after dark (Millie 2007).  
 
Flatley et al. (2008) did specifically look at perceptions of drug use and dealing and 
drunk or rowdy behaviour based on logistic regression analysis of the 2007/08 sweep of 
the Crime Survey for England and Wales. There is a high degree of concordance 
between the socio-demographic and area factors that were found to be predictive of 
general perceptions of anti-social behaviour reviewed earlier in this chapter and the two 
specific strands (for a summary see Table 2.3). Noticeable differences include the fact 
that deprivation was found to be less important (albeit still statistically significant) in 
the case of drunk and rowdy behaviour. However, the frequency with which 
respondents visited the pub was found to be related. As well as the density of pubs 
affecting Australian‘s perceptions of whether drunkenness was a problem in their local 
area
20
 Donnelly et al. (2006) also reported that those living in more deprived areas as 
well as younger residents were also more likely to report drunkenness being a problem 
in their neighbourhood.  
 
  
                                                             
20 See section 2.5 earlier in this chapter. 
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Table 2.3 Factors which were independently associated with perceiving 
problems with different types of anti-social behaviour in the local 
area based on the 2007/08 CSEW (adapted from Flatley et al. 2008, 
18) 
    
  
High levels of 
perceived 
overall ASB  
Drug use or dealing 
perceived to be a 
fairly or very big 
problem 
Drunk or rowdy 
behaviour 
perceived to be a 
fairly or very big 
problem 
Individual or household level variables       
Age    
Ethnicity   
Educational qualifications   
Occupation   
  
  Victim of crime   
Long standing illness or disability   
Newspaper readership   
Household income   
  
  Tenure   
Number of years in the area   
Number of evening visits to pub/wine bar   
  
  Area level variables 
  Deprivation   
Geodemographic classification (ACORN)   
Type of area (urban / rural)   
Level of physical disorder(2)   
Region (GOR)   
 
Notes: 
1.  denotes factor strongly associated with perceptions of the different types of ASB (contributing at 
least 1% improvement in the model), denotes factor independently associated with perceptions of 
different types of ASB (contributing less) and  denotes factor not statistically significantly associated. 
2. Based on interviewers‘ assessments of respondents‘ immediate area in terms of the levels of (a) 
vandalism, graffiti and deliberate damage to property, (b) rubbish and litter, and (c) homes in poor 
condition in the area. 
 
Brunton-Smith et al. (2010) conducted multilevel logistic regression modelling of the 
London Boroughs‘ 2008/09 Place Surveys (for more details on the Place Survey see 
Chapter 3). Like Flatley et al. (2008) they analysed both the combined overall measure 
of PASB as well as the separate strands, and found a fair degree of conformity on the 
types of people and area which perceived ASB to be a problem (Table 2.4). Noteworthy 
differences include the finding that ethnic diversity was found to have a negative effect 
on perceptions in the case of drug use, but not for either the overall measure or alcohol 
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related ASB. Further the commercial structure of the area
21
 was reported to be 
significantly related to both perceptions of overall ASB and drug use. 
 
Table 2.4 Factors which were independently associated with perceiving 
problems with different types of anti-social behaviour in the local 
area based on the 2008/09 London Place Surveys (adapted from 
Brunton-Smith et al. 2010, 31)  
    
  
High levels of 
perceived 
overall ASB  
Drug use or dealing 
perceived to be a 
fairly or very big 
problem 
Drunk or rowdy 
behaviour 
perceived to be a 
fairly or very big 
problem 
Individual or household level variables       
Age    
Gender   
Ethnicity   
Limiting or non-limiting illness   
Tenure   
  
  Area level variables 
  Level of disadvantage   
Commercial structure   
Ethnic diversity   
City of London    
 
Notes: 
1.  denotes factor statistically significantly  associated with perceptions of the different types of ASB 
and  denotes factor not statistically significantly associated. 
 
On a slightly different tack, Millie et al. (2005b) employed logistic regression based on 
responses from questions inserted into the Office for National Statistics‘ Omnibus 
Survey to ascertain whose quality of life was most affected by people using and dealing 
drugs. They found that those from a black or minority ethnic (BME) background, 
renting from the local authority / housing association, or having no formal qualifications 
reporting the greatest effect. Similarly they also found that younger respondents and 
respondents from BME groups were the most likely to consider drug use and dealing to 
be the worst form of ASB in their area, although these findings may reflect their greater 
exposure to problems associated with drug use.  
 
 
                                                             
21 As measured by an index combining mainly census measures of the level of migration into and out of 
the area, the proportion working in managerial occupations, the proportion of single person non-pensioner 
households, the proportion flats and vacant property, the proportion non-terraced, and the proportion of 
commercial properties using Principal Components Analysis. 
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2.7 Conclusions 
This chapter has reviewed the literature relating to perceptions of anti-social behaviour. 
From this a number of key themes that are relevant to the research presented in this 
thesis have emerged. Defining what one means by the term anti-social behaviour is far 
from easy with behaviours ranging from the sub-criminal and minor criminal damage 
through to very serious criminal activity. Furthermore, the vast majority of research to 
date has compounded physical disorder with social disorder into one overall measure, 
potentially missing important differences in terms of who, or where, is most likely to be 
victimised. 
 
Central to an understanding of ASB has been shown to be public perceptions – as 
Squires (2008, 368) noted ―anti-social behaviour is emphatically about perceptions‖, 
with negative perceptions of anti-social behaviour having harmful repercussions at both 
the individual and area level. Areas with high levels of perceived ASB can suffer a 
downward trajectory, furthermore, individuals with high levels of perceived ASB are 
more likely to suffer from both physical and mental health problems. Consequently it is 
important to know which neighbourhoods are most susceptible to high levels of 
perceived anti-social behaviour. However, this chapter has highlighted that one cannot 
simply look for neighbourhoods with high levels of actual anti-social behaviour (either 
quantified as incidents reported to the police or independently observed in the 
neighbourhood) as essentialist theory has been demonstrated not to hold true in the case 
of perceptions of anti-social behaviour. Instead, above and beyond actual levels of ASB, 
both individual and area level factors have been shown in the literature to be statistically 
significantly related to perceptions. Furthermore, environmental criminological factors, 
such as the location of licensed premises, have also shown to be predictive in the USA 
and Australia. However, any relationship in England, to the author‘s knowledge, has yet 
to be quantitatively tested.  
 
Chapter 6 later in this thesis will investigate which individual and area factors are 
associated specifically with negative perceptions of alcohol and/or drug-related anti-
social behaviour including whether the density of licensed premises is linked to such 
perceptions. Before the analysis chapters can commence the next two chapters critically 
review both the methodologies for generating small area estimates (Chapter 4) and how 
localised measures of perceptions of ASB have been quantified to date (Chapter 3). 
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Chapter 3 Measuring perceptions of anti-social 
behaviour 
 
 
The previous chapter described how negative perceptions of anti-social behaviour have 
been shown to have harmful repercussions to both an individual's mental and physical 
health as well as to the neighbourhood‘s long term prospects. It was against this 
backdrop of  increased academic understanding of the consequences of negative 
perceptions and rise in policy interest in both incidents of disorder and perceptions 
towards anti-social behaviour during the 1990s (Jansson 2007) which lead the previous 
Labour Government
22
 to set a Public Service Agreement
23
 (defined as a set of targets 
established and monitored as part of successive comprehensive spending reviews (HM 
Treasury 2007)) to ―reduce the harm caused by alcohol and drugs”. This target was, in 
part, quantified as the percentage of the public who perceive drug use or dealing and 
drunk or rowdy behaviour to be a problem in their area (HM Government 2008).
24
 
People‘s perceptions of alcohol and drug related anti-social behaviour were required not 
only at a national level, but also at Local Authority (LA) level to show how well the 
Government‘s priorities were delivered by local government and local government 
partnerships (DCLG 2008a). 
 
This chapter explores the methodologies that have been adopted, to date, to quantify 
perceptions of alcohol and drug related anti-social behaviour both at a national and 
Local Authority level using the Crime Survey for England and Wales and the Place 
Survey respectively. The chapter also reflects on some of the limitations of the two 
surveys, both methodologically and in terms of their ability to provide localised 
estimates.  
 
  
                                                             
22 In power from 1997 to 2010. 
23 PSA delivery agreement number 25.  
24 Other measures of PSA25 were the number of drug users recorded as being in effective treatment, the 
number of alcohol-related hospital admissions and the rate of drug-related offending (HM Government 
2008). 
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3.1 The Crime Survey for England and Wales 
The reasons for the development of crime or victimisation surveys have been widely 
rehearsed (see for example Zedner 1994; Coleman and Moynihan 1996). The primary 
motivation was to try and measure the ―true‖ extent of victimisation by asking people 
about their recent experiences of crime, regardless of whether they had reported the 
incident(s) to the police. Before the development of crime surveys it was widely 
understood that not all crimes were reported to the police or recorded by them. This 
disparity between the number of crimes occurring and the number recorded by the 
police is known as the ―dark figure‖ of crime (Coleman and Moynihan 1996). At this 
point it is important to acknowledge that crime surveys themselves do not provide a 
complete picture of crime. Indeed Barclay and Tavares (1999, 1) noted that ―no one 
knows the true extent of crime in this or indeed any other country‖. National 
victimisation surveys do not include crimes against certain groups of society such as 
children or people living in institutions and the homeless are also excluded, nor do they 
cover crimes against commercial establishments
25
 or so called victimless crimes such as 
drug offences. Further Sparks et al. (1977) point out that victimisation surveys can only 
be used to measure incidents which have been both perceived and identified as crimes 
by the victims.  
 
The earliest major household crime survey was carried out in the United States for the 
President‘s Crime Commission in the 1960s (Ennis 1967). This was followed in 1972 
by the first round of what is now called the National Crime Victimisation Survey. In 
Europe, the first large-scale victimisation survey was in Finland in 1970. The first 
British Crime Survey (BCS) was conducted in 1982 and covered Scotland (Chambers 
and Tombs 1984) as well as England and Wales (Hough and Mayhew 1983).
26
 
Subsequent sweeps of the BCS only covered England and Wales, hence the belated 
change of name in 2012 to the Crime Survey for England and Wales (CSEW). Until the 
turn of the millennium sweeps of the BCS were conducted biennially with the sample 
size expanding from an initial 11,000 respondents to nearly 19,400 by 2000. In 2000 the 
Home Office commissioned a methodological review (Lynn and Elliot 2000) which 
recommended an increase in the number of respondents to be able to provide estimates 
at the Police Force Area (PFA) level (of which there are 43 in England and Wales) by 
                                                             
25 Separate commercial victimisation surveys are conducted periodically by the Home Office (Mirrlees-
Black and Ross 1995; Taylor 2004; Home Office 2013b). 
26
 Bespoke national surveys have now been conducted in many other countries including Canada, 
Australia, the Netherlands and Switzerland. 
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interviewing at least 1,000 respondents in each PFA. This increased sample size was 
achieved by sampling respondents continuously throughout the year. 
 
As well as capturing the ―dark figure of crime‖ since its inception, the Crime Survey 
has asked respondents about their views on crime and criminal justice issues. Questions 
were first added to the 1992 BCS to ask people about their perceptions of anti-social 
behaviour in their area (Jansson 2007). The current set of questions about respondents‘ 
perceptions of anti-social behaviour has been asked since the 2003/04 sweep of the 
survey (see Box 2.1).
27
  
 
Despite the fact that recent sweeps of the Crime Survey for England and Wales have 
sampled over 46,000 respondents per annum, this relatively large sample size by 
Government Social Survey standards was still insufficient to provide results at the Local 
Authority level (nor was the sample ever designed to be representative at this 
geography). Taking the 2008/09 sweep as an example, three Local Authorities (Isles of 
Scilly as well as Lewis and Adur District Councils) had no respondents, with a further 
143 LAs having less than one hundred of their residents interviewed by the survey.
28
  
To compensate for this under representation the Labour administration statutorily 
required all English Local Authorities to undertake surveys on a three-yearly basis to 
collect data for Best Value Performance satisfaction indicators, which included question 
modules on quality of life in the local area, anti-social behaviour and respect 
(replicating exactly the crime survey questions on perceptions of anti-social behaviour). 
The first round of these surveys ran in 2000/01, with subsequent rounds in 2003/04 and 
2006/07 (DCLG 2007a). It was not until the third and final sweep that, for the first time, 
a common data collection method was used across all councils as prescribed by the 
Department for Communities and Local Government and the Audit Commission.  
 
3.2 The Place Survey 
Changes to Best Value legislation meant that all Best Value Performance indicators 
(BVPI) were discontinued on the 31 March 2008. Consequently the BVPI surveys also 
ceased (DCLG 2007b). They were replaced by the Place Survey which although it 
adopted the common data methodology from the most recent sweep of the BVPI survey 
the focus of the questioning switched from respondents‘ views about their local 
                                                             
27 Although the complete set of questions (Box 2.1) has been asked since the 2003/04 sweep, individual 
questions, including those relating to alcohol and drugs, were asked in previous sweeps. 
28 The mean number of respondents per Local Authority was 123. 
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authority to views about their area (DCLG 2007b). Topics in the survey included 
satisfaction with and priorities for the local area, helping out and getting involved, 
community cohesion and community safety – the questions on perceptions of anti-social 
behaviour (and some others from the BVPI survey) remained unchanged. The first 
sweep took place between September and December 2008 and covered all Local 
Authorities in England and Wales.  
 
The estimated cost of running three sweeps of the Place Survey (in 2008, 2010 and 
2012) was £16.5 million. This broke down into £15 million from Local Authorities 
(funded through the Revenue Support Grant) and a further £1.5 million from Central 
Government (DCLG 2007b, 17). 
 
All Local Authorities were instructed to follow eight common strands when conducting 
their own Place Survey (DCLG 2008a, 8):  
 
(1) Adhere to the timetable (field work from 29 September to 19 December 2008). 
(2) Use the same questionnaire template devised by DCLG following consultation. 
(3) Use the same sampling method namely random (probability) sampling to select 
potential respondents.  
(4) Use the same sampling frame (small user Postcode Address File or PAF). 
(5) Use the designated method of data collection (postal with a pre-paid envelope). 
(6) Take all reasonable steps to maximise the response rate (such as a minimum of 
two reminders). 
(7) Achieve the designated statistical reliability (95% CI of ±3 percentage points) 
(8) Use the data submission templates and tools for submitting survey results via the 
Place Survey website.  
 
A comprehensive guide to the Place Survey design and methodology can be found at 
DCLG (2008a). Here the implications of some of the common strands are discussed. 
 
3.2.1 Methodological issue (i) - non-response bias 
Firstly, common strand (5) stated that all Place Surveys should be postal. The 
advantages and disadvantages of this method of data collection over others (such as 
internet, telephone or face-to-face) are well rehearsed (for a summary see de Vaus 
(2002)). Arguably the biggest drawback for postal surveys is their, generally speaking, 
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lower response rate which can lead to non-response bias, as non respondents can differ 
from those who do respond.   Research methods textbooks differ in their guidelines with 
respect to what constitutes an acceptable response rate. Babbie (1990) contended that a 
return of 50 per cent is adequate. On the other hand, Schutt (1999, 254-255) instructed 
students that ―a response rate below 60 per cent is a disaster‖ and concluded that ―it is 
hard to justify the representativeness of the sample if more than a third failed to 
respond‖. Whichever guideline one takes, the Place Survey with an overall response 
rate of 39 per cent (DCLG 2010d, 14) was low and therefore open to non-response bias 
(Figure 3.1). 
 
Figure 3.1 Response rates achieved by LAs for the 2008 Place Survey  
 
 Source: DCLG (2009c) 
 
Although under common strand (2) Local Authorities were instructed that ―each of the 
residents in your sampling frame should have an equal, calculable and non-zero 
probability of being selected to receive a questionnaire‖ (DCLG 2008a, 11), because in 
reality Place Survey questionnaires could be completed by any adult living at the 
selected address, the probability of any individual person completing the survey 
depended directly on the number of adults at the address. Furthermore, the household 
member motivated to complete the survey could arguably be different in their socio-
demographic characteristics and/or their views than the other household members who 
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were not so motivated. This could have introduced a further layer of bias (sometimes 
referred to as a systematic bias whereby certain types of people in the population are 
systematically under-represented (de Vaus 2002) – in this instance individuals who are 
not responsible for administering the household post (most probably predominantly 
younger people)). Although there is no recognition of this systematic bias, the following 
example illustrates how the combination of non-response and systematic bias resulted in 
the Place Survey respondents being unrepresentative of the demographic profile of their 
LA. 
 
Taking the London Borough of Bexley as an example (Ipsos MORI 2009b) who 
achieved an above average response rate for London of 36 per cent (the average for 
London was 31 per cent). Comparing their results of the 2008 Place Survey sample 
(unweighted) to updated census estimates indicates that women, those aged over 65, 
those not in full-time work and White residents were more likely to respond to the 
survey (Figure 3.2).  
 
Figure 3.2 London Borough of Bexley Place Survey’s demographic profile  
 
Source:  Ipsos MORI (2009b, 13) 
 
In common with many surveys with low response rates the data were weighted  so the 
overall sample profile was representative of the population of the local area based on 
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these demographic characteristics (Little 1982).  The authors of the Bexley survey claim 
that this ―adjusted for this non-response bias‖ (Ipsos MORI 2009b, 12). However, 
recent evidence refutes this statement. Peytcheva and Groves (2009) found, in their 
meta-analysis of 23 methodological studies, that bias in the demographic variables did 
not significantly predict bias in the substantive variables; therefore, correcting the non-
response bias in the demographic variables does not correct for the non-response bias in 
the substantive variables.  
 
Furthermore, the independent quality review of the 2008 Place Survey involving an 
academic statistician as well as civil servants from the Government Statistical Service 
recommended that the weights should be capped to reduce the impact of individual 
responses to the overall estimates (DCLG 2009a). We can see why this recommendation 
was important by again looking at Bexley as a case in point. Only one per cent of the 
sample was aged between 18 and 24 which equated to only 19 respondents. However, 
because in Bexley 12 per cent of residents are estimated to be aged 18 to 24 these 19 
respondents‘ views were given undue prominence in any weighted findings.   
 
3.2.2 Methodological issue (ii) – confidence intervals 
As said earlier in this chapter, one of the common strands (number (7)) was that all LAs 
were instructed to achieve maximum confidence intervals of ±3 percentage points. The 
independent review of Place Surveys also recommended that an inflation factor should 
be applied to the confidence intervals (CIs) to enable them to more accurately capture 
the impact of the survey design and non-response. Taking the percentage of respondents 
who perceived drunk or rowdy behaviour to be a problem in their area as an example, 
Figure 3.3  demonstrates that around half (52%) of surveys did not achieve this 
instruction relating to width of confidence intervals, indeed the average CI at 2.9 
percentage points was only just under the maximum permissible.   
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Figure 3.3 Confidence intervals for Local Authorities’ 2008 Place Survey 
results  
 
 Source: DCLG (2009c) 
 
The confidence intervals of ±3 percentage points were based on a minimum sample size 
requirement of 1,100 respondents per LA.
29
 The Place Survey manual stated that the 
sampling frame could be stratified ―to boost the responses in local areas to enable more 
reliable area-based analysis‖ (DCLG 2008a, 11) leading some LAs to compare sub-
areas within their Authority. Examples of this include Braintree District Council who 
split their 1,326 sample into six sub-district results with sample sizes as low as 118 
(BMG Research 2009) and Halton Borough Council who published results divided up 
into seven forum areas, one of which only included 62 respondents (Ipsos MORI 
2009a). Furthermore, other LAs reported results split by demographic characteristics 
such as Bournemouth District Council, who published results by ethnicity (Snap 
Surveys 2009) or Worthing District Council, who broke their results down by the 
number of children in the household (Survey Solutions 2009). Both these practices led 
to results being published with much wider confidence intervals than those shown in 
Figure 3.3. 
 
                                                             
29 In actuality 543,713 questionnaires were completed – an average of 1,668 respondents per LA (DCLG 
2009c). 
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3.2.3 Methodological issues (iii) – the use of incentives 
Common strand (6) instructed LAs to take all reasonable steps to maximise the response 
rate. To this end all LAs were directed to ―consider using a small prize draw as an 
incentive for potential respondents to participate in the survey. A prize draw could have 
free admission to a local facility (e.g. a leisure centre) as an appropriate incentive. 
However, bear in mind that incentives may also increase bias in your data if they are 
likely to attract more responses from particular groups‖ (DCLG 2008b, 14).  
 
The use of incentives was inconsistent across LAs, with the majority of Place Surveys 
not using any, therefore introducing another potential source of bias when comparing 
results between Local Authorities. Of those that did use some sort of incentive, the most 
common was entry to a prize draw on return of the survey.
30
 Although Hopkins and 
Gullickson (1992) concluded that the external validity of mail surveys can be 
substantially increased by the use of monetary gratuities, academic literature seems to 
indicate that incentives included with the initial questionnaire (such as a pen) are more 
effective in increasing the response rate than those given only if the questionnaire is 
returned (Church 1993). Similarly Dillman (2000) contended that payment of a 
financial incentive post completion of the questionnaire changes the relationship 
between the survey researchers and the respondent from an environment of social 
exchange to one of economic exchange, which may result in lower returns. Consistent 
with this hypothesis, James and Bolstein (1990) found that even a $1 incentive 
improved responses whereas, a promise of $50 for a completed survey did not (Hager et 
al. 2003, 260).
31
 
 
3.3 The future of measuring perceptions of anti-social behaviour 
In recent years funding for research across Whitehall has been cut (DCLG 2011b). For 
example, the UK Statistics Authority and the Office for National Statistics (ONS) 
budget settlement announced in Spending Review 2010 represented a 17.4 per cent real 
reduction in their resource baseline over a four year time period (Office for National 
Statistics 2010b). Some specific surveys, such as the General Lifestyle Survey (formerly 
known as the General Household Survey), were cancelled soon after the Coalition came 
                                                             
30 Examples of these include Middlesbrough Council‘s £100 prize draw and a combined £1,000 prize 
draw across all London Boroughs. Source: author‘s own search of 2008 Place Survey Local Authority 
reports (Google search using key words ―place survey‖ + ―results‖ which produced a large number of 
results – the first nine pages were reviewed resulting in 155 Place Survey reports). 
31 For a systematic review of the effect of incentives on postal questionnaires see Edwards, Roberts et 
al.(2007). 
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to power in 2010, although some have already been re-commissioned under a different 
guise. For example the Citizenship Survey was cancelled in 2011 (DCLG 2011b) only 
to be subsequently  re-commissioned under a different name – Community Life – by the 
Cabinet Office in 2012/03 (Cabinet Office 2012b). It was against the backdrop of cuts 
that in August 2010 future sweeps of the Place Survey (due to take place in the 
Autumns of 2010 and 2012) were cancelled (DCLG 2010c).  
 
The previous chapter illustrated how important it is to measure different aspects of ASB 
including perceptions. The disappearance of the Place Surveys, although problematic, 
has left a gap which the Home Office has stated it plans to fill. The Home Office‘s 
2011-2015  business plan assures that data will be made available at the lowest level of 
aggregation appropriate to the dataset such as street level crime data and anti-social 
behaviour, by type of behaviour, at the criminal justice area
32
 level (Home Office 2010). 
Progress has already been made towards this with street level maps of reported incidents 
of crime and anti-social behaviour being published for the first time in February 2011 
with the website quickly becoming the Government's most popular online site (BBC 
News 2012).
33
 Further information on this website can be found at section 5.3.7. 
 
Whilst the website is useful in its ability to provide timely snapshots of recent local 
crimes (UK Data Archive 2011) its usefulness in terms of the geographies of anti-social 
behaviour is limited by the fact that it only deals with incidents reported to the police – 
the Crime Survey for England and Wales suggests that around three-quarters of 
incidents of anti-social behaviour are not reported at all (Home Office 2011).  
Furthermore, the website tells us nothing about perceptions of ASB and as Chapter 2 
has already demonstrated perceptions are important above and beyond actual incidents 
of ASB.  To emphasise this, a report by Her Majesty‘s Inspectorate of Constabulary on 
anti-social behaviour judged that ―public perceptions of ASB problems can provide an 
important and different perspective on its scale and distribution. This is on the basis 
that if people perceive ASB to be high, then this can itself induce negative social 
consequences, whether or not such perceptions have any basis in reality‖ (Innes and 
Weston 2010, 17). To truly be able to understand how, where and why ASB is such an 
important social problem, and to achieve the Home Office‘s aim of the public 
understanding of what is happening on their streets (Cameron 2010; Home Office 2010) 
                                                             
32 Similar in size and layout to Police Force Areas of which there are 43 in England and Wales. 
33 This initiative was conceived prior to the new coalition Government with plans for forces to place more 
detailed crime data on their own websites being cited in July 2008 (Kershaw et al. 2008). 
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it is arguable that neighbourhood data on perceptions of anti-social behaviour will still 
be necessary.  
 
3.4 Conclusions 
The Smith Review of crime statistics stressed the importance of making local crime 
statistics more readily available to the general public (Smith 2006).  Furthermore, 
modern policing stresses the importance of understanding local problems in context 
(Maxfield et al. 2007). To some extent the expansion of the Crime Survey for England 
and Wales (from under 11,000 at its inception in 1982 to around 46,000 to allow 
findings at the Police Force Area level) acknowledged the need to monitor local 
problems, yet even this, one of the largest single government surveys, cannot provide 
results at the Local Authority level let alone more localised neighbourhood findings. 
Furthermore, because of financial constraints no crime survey could plausibly be 
undertaken on a scale which would allow genuinely local monitoring across the country 
(Maxfield et al. 2007). To account for this previous attempts, namely the Place Survey 
and its precursor the Best Value Performance Indicator surveys, have been made to 
enable the gathering of more localised information on people‘s perceptions of anti-
social behaviour using locally administered but centrally standardised postal surveys of 
residents. However, as this chapter has demonstrated, these surveys had significant 
methodological flaws. Firstly they were not based on a random sample of individuals, 
therefore statistical significance and confidence intervals could not be calculated. 
Secondly, and crucially, the response rates achieved were extremely low, thus bringing 
into question whether the surveys were biased due to non-response. The next chapter 
examines alternative methodologies for providing small area statistics above and 
beyond commissioning surveys. 
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Chapter 4 Literature review – small area synthetic 
estimation 
 
 
Small area synthetic estimation (SASE) has received a lot of attention in recent years 
due to growing demand for efficient and reliable small area statistics. Area-specific 
direct estimators
34
 are rarely possible at the neighbourhood level, because surveys 
normally do not sample in all localities and those where they do the sample sizes in 
small areas are seldom large enough to produce reliable estimates (Heady et al. 2003).  
 
Moreover, in the current financial climate there is increased emphasis on the need for 
more cost efficient data sources with the coalition government scrutinising all 
government surveys – ―as part of the current drive to deliver cost savings across 
government and to reduce the fiscal deficit, research budgets are being closely 
scrutinised to identify where savings can be made‖ (DCLG 2011b). For example, the 
UK Statistics Authority and the Office for National Statistics budget settlement 
announced in Spending Review 2010 represented a 17.4 per cent real reduction in their 
resource baseline over the next four years. This cut has lead ONS to consider replacing 
certain surveys with administrative data sources and contemplate modelling some 
elements (Office for National Statistics 2010b). Small area synthetic estimation offers a 
―value-added‖ approach, whereby new analysis can be produced based on pre-existing 
data sources. This approach fits into the Government‘s ―transparency agenda‖ which 
they hope by making more data publicly available for re-use will (a) ―deliver better 
value for money in public spending‖ and (b) ―realise significant economic benefits by 
enabling businesses and non-profit organisations to build innovative applications and 
websites using public data‖ (Cabinet Office 2011). 
 
Notwithstanding the methodological and financial difficulties of surveys being able to 
provide localised data, political and policy commentators have stressed the need for a 
local focus exemplified by the current Government‘s ―localism agenda‖ (Localism 
Agenda 2011) which incorporates the 2011 Localism Act (c.20). Maxfield et al. (2007), 
                                                             
34 Direct estimation relies on estimates that are computed directly from a survey sample (Best et al. 2008). 
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for example, contended that one form of political future for industrialised democracies 
in the 21
st
 century involves radical devolution of political decision making to 
neighbourhood or at least city level. In relation to crime statistics, the Smith Review 
clearly nailed its banner to the mast of localism, and stressed the importance of making 
fine-grained local crime statistics more readily available to the general public (Smith 
2006).  Furthermore, modern policing stresses the importance of understanding local 
problems in context. To some extent, the expansion of the Crime Survey for England 
and Wales (until recently known as the British Crime Survey or BCS) sample size from 
under 11,000 at its inception in 1982 to around 46,000 at present to represent Police 
Force Areas recognised the need to monitor local problems. However, the relatively 
small sample sizes for relatively large force areas allow only the most general 
monitoring. Due to financial constraints, no crime survey could conceivably be mounted 
on a scale that would allow genuinely local benchmarking across the country (Maxfield 
et al. 2007).  
 
The above makes it necessary to employ indirect estimators that ―borrow strength‖ 
from related areas (Torabi and Rao 2008, 11) or in other words ―spread‖ the national 
information to local areas (Marshall 2009, 106). As the Office for National Statistics 
contended ―estimation methods are powerful tools not only for dealing with small area 
problems but also as a promising route to...keep delivering relevant statistics while 
facing pressures to reduce sample or questionnaire sizes and to optimise survey 
costs”(Silva and Clarke 2008, 9). Small area estimation techniques have been used for a 
variety of purposes including estimating population size, for example, estimates for 
Local Authority residents as part of the 2001 One Number Census project (Abbott 
2000);  to predict an individual‘s behaviour for example participation in volunteering 
(Mohan et al. 2005);  or perception of crime trends (Williamson et al. 2006). It has also 
frequently been used to predict various health outcomes (examples include Twigg et al. 
2004; Chesterman et al. 2005; Congdon 2006; Scarborough et al. 2011). 
 
This chapter starts by reviewing various small area estimation methodologies, which 
while providing valuable methodologies for other study areas are not suitable for the 
aims and objectives of this research. It then goes onto outline the most basic form of 
SASE namely indirect-standardisation before covering various model based approaches. 
The latter move on methodologically from indirect standardisation by employing 
modelling techniques such as logistic regression or multilevel modelling thus enabling 
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the relationship between the characteristic of interest and the explanatory variable(s) to 
be formally assessed and for insignificant covariates to be removed from the small area 
estimation process (Skinner 1993). Estimation procedures which use either solely 
individual or area level covariates as well as those which incorporate both are all 
reviewed alongside a discussion as to why it is so important to simultaneously take into 
account both the individual and the area.  
 
4.1 Small area estimation techniques 
Although not appropriate for the objectives of this research thesis,  due to the fact many 
small area estimation techniques are not able to produce estimates for smaller areas such 
as wards from clustered surveys (Bajekal et al. 2004), it is useful to establish how the 
SASE methodologies to be covered later in this chapter sit within the wider context of 
small area estimation more generally (see Figure 4.1 overleaf where synthetic 
estimation is highlighted in grey).
35
  
 
The available techniques fall into two main categories – direct and indirect estimation. 
Direct estimation uses only the data collected in the survey – for example, the estimate 
of the prevalence of victimisation in a certain locality based solely on respondents‘ 
(who reside in that area) answers to whether they have been a victim of crime. On the 
other hand, indirect estimation takes the findings at a national level and using additional 
data extrapolates these results to the type of people living in the locality. 
 
  
                                                             
35 For a comprehensive overview and appraisal of these and other small area estimation methods see 
Ghost and Rao (1994). 
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Figure 4.1 A summary of different techniques for small area estimation 
 
 
* Indirect standardisation is not included in this diagram as it does not incorporate a modelling technique. 
Adapted from Rahman et al. (2010, 4) 
 
Firstly looking at direct small area estimation such as GREG (Generalised REGression) 
estimators (Sarndal et al. 1992) which are obtained by adjusting the direct estimator for 
an area for differences between the sample and population area means of covariates 
(EURAREA Consortium 2004). For example, suppose violent victimisation prevalence 
is negatively associated with age and that estimates of the mean age are available from 
both the census and the sample survey. If the mean age from the census is higher than 
the (less reliable) mean age from the sample survey then there is evidence to adjust the 
survey estimate of violent victimisation downwards. GREG estimators require the 
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survey data on both the dependent and any independent variables to be available for all 
the small areas of interest (Marshall 2009). Consequently GREG estimators cannot be 
used for those areas that do not contain any survey respondents, which in any clustered 
sample can exclude many small areas.
36
 
 
An advantage of GREG estimators (alongside all other forms of direct estimation) is 
that they are design-unbiased, whereby an estimator is said to be design-unbiased for a 
particular area if its expected value, given the sample design, is equal to the ―real-life” 
value for the area concerned.  In contrast indirect estimates such as those based on the 
synthetic small area estimation, do not possess this property, in other words they are 
design biased, since what they estimate is the underlying expected value for any area 
given the socio-demographic independent variables included in the model and not the 
real value for the small area in question (Heady et al. 2003).  
 
Composite estimators can be explained as a balancing approach between the synthetic 
and direct estimators. It is reasonable to assume that as the sample size in a small area 
increases, a direct estimator becomes more desirable than a synthetic estimator. On the 
other hand, for small areas with relatively few respondents, the synthetic estimator 
would outperform the direct estimate. A composite estimator (    
 ) is a weighted sum of 
these two estimators and is adopted as an alternative to choosing one over the other 
(Rahman 2009) as summarised in equation [4.1] where      is the direct estimator,      is 
an indirect estimator and    is a suitably chosen weight (        (Ghosh and Rao 
1994, 61).  
 
   
                     
Equation [4.1] 
 
As with GREG estimators discussed previously, composite estimators are not suitable 
for this research because they require survey estimates to be available for all the small 
areas of interest (Heady and Ralphs 2004). 
 
                                                             
36 This requirement is often relaxed and a slightly modified version of the GREG estimator is calculated 
by omitting the sample means for those areas where the sample size is either close to or actually zero 
(Saei and Chambers 2003). 
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Composite models (and all synthetic estimation techniques to be reviewed later in this 
chapter) are based on implicit models, however, Rao (2003, 4) stated that ―it is now 
generally accepted that when indirect estimators are to be used they should be based on 
explicit area models‖ as they do not suffer from design-bias to the same extent as 
implicit models such as synthetic estimation (as demonstrated by Ghosh and Rao 
(1994)).
37
 However, the important caveat to Rao‘s recommendation is when the data 
allows – in other words when there are sample respondents in every small area 
(Marshall 2009). As Chandra et al. (2012) recently commentated, small area estimate 
domains are seldom planned in advance leading to out of sample areas which contain no 
respondents. The standard approach
38
 for estimating an out of sample area is synthetic 
estimation which is covered in detail later in this chapter.  
 
Explicit models account for between area variation beyond that which is explained by 
auxiliary variables included in the model with methodologies including empirical best 
linear unbiased prediction (EBLUP) estimators
39
, parametric empirical Bayes (EB) 
estimators and parametric hierarchical Bayes (HB) estimators (Rao 2003). It is worth 
noting at this juncture, however, that although synthetic estimation methods have 
traditionally been referred to as implicit models, it is arguable that those which 
incorporate area level variation into the estimation process via multilevel modelling 
they should be categorised as explicit models (see section 4.6 for more information on 
incorporating unexplained area level variation).  
 
Traditionally explicit models can be seen as having the same form as composite 
indicators (equation [4.1]) but which take into account area-specific effects (Ghosh and 
Rao 1994). One of the earliest uses of empirical Bayes methods based on linear models 
for small area estimation was that of Fay and Herriot (1979). Using data from the 1970 
United States Census of Population and Housing, these authors obtained estimates of 
income for small areas by combining direct estimation and with regression analysis 
(Best et al. 2008).  Fay and Herriot (1979) calculated a weighted average
40
 of the survey 
                                                             
37 The explicit models (i.e., EBLUP, EB and HB estimators) may perform well overall but poorly for 
particular small areas that are not consistent with the assumed model on small area effects. Methodologies 
are available to overcome this but these fall outside the scope of this review (Ghosh and Rao 1994). 
38 Chandra et al.‘s (2012) recent paper proposed an alternative approach of using geographically weighted 
empirical best linear unbiased predictor which they reported can potentially improve upon synthetic 
estimation for out of sample areas. 
39 The EBLUP method is not appropriate for binary or count data (Rahman 2009). 
40 With this weight taking account of between area variation relative to the precision of the direct 
estimator (Ghosh and Rao 1994). 
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based dependent variable (at the area level) and a synthetic estimator (Rao 2003). Other 
examples include Dempster and Tomberlin (1980) who proposed an empirical Bayes 
method for estimating the US census undercount for local areas (Farrell et al. 1997) and 
Fabrizi et al. (2011) who adopted a hierarchical Bayesian approach to calculate small 
area estimates of poverty rates in Italy.  
 
4.2 Spatial microsimulation models 
Microsimulation is a technique that has been used mainly by economists for over half a 
century (Tomintz et al. 2007) that was initially developed by Orcutt (1957) and can 
either be dynamic or static. If it is dynamic the behaviour of people changes over time, 
whereas in the static case a constant behaviour is assumed (Merz 1991). Spatial 
microsimulation modelling represents a variation on earlier forms of the methodology 
and refers to the technique used to create synthetic microdata at the small area level 
(Morrissey et al. 2008). The technique is particularly useful for combining and 
disaggregating spatial data sets in order to synthesise a population of individuals (Smith 
et al. 2009). Ballas et al. (2005, 14) summarised the microsimulation into four major 
procedures: 
 
(1) The collection or construction of micro dataset from surveys. 
(2) Sampling from this dataset to create a micro-level or synthetic population for 
individuals in small areas whose socio-demographic characteristics match those 
known for the small area (usually based on the census). 
(3) Static what-if simulations in which policy scenarios are tested. 
(4) Dynamic modelling to update the basic micro dataset and create future-
orientated what-if scenarios. 
 
The power of spatial microsimulation lies in its ability to produce micro-level variables 
at the small area level that previously did not exist (Morrissey et al. 2008) and it enjoys 
a number of other advantages including its flexibility in terms of choice of spatial scale 
and the ability to update the model or produce projections (Rahman 2009). Drawbacks 
of this technique revolve around the computational requirements both in terms of power 
and storage capacity (Tomintz et al. 2007). 
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Spatial microsimulation models may be developed using a number of different 
algorithms which can be either probabilistic in other words random sampling
41
 or 
deterministic i.e. rule based 
42
. Researchers such as Clarke (1996) have argued that it is 
theoretically preferable to use a deterministic approach because it produces one solution 
each time the model is run whereas probabilistic modelling, using random numbers, will 
produce a different result every time. On the other hand, a probabilistic method would 
be preferable if the base population dataset is very large because deterministically 
reweighting the millions of records can become unmanageable (Procter et al. 2008).  
 
The School of Geography at the University of Leeds has worked extensively on a series 
of spatial microsimulation models based on combining the census with various national 
surveys. The most extensive of these is SimBritain (Ballas et al. 2005) where the 1991 
UK census small area statistics were combined with the British Household Panel Survey 
in order to dynamically simulate the entire population of Britain projecting to 2021 at 
the small area level.  This research has lead to a ―family‖ of other spatial 
microsimulation models including SimObesity which modelled obesity levels in Leeds 
(Procter et al. 2008), SimSAMS was used to identify optimal locations for smoking 
cessation services also in Leeds (Tomintz et al. 2009) and most relevant to the research 
aims here  SimCrime, a static spatial microsimulation model for crime in the same city 
(Kongmuang et al. 2005; Kongmuang et al. 2006).  
 
SimCrime was designed to estimate the likelihood of being a victim of burglary at the 
neighbourhood level in Leeds and to answer what-if questions about the effects of 
changes in the demographic and socio-economic characteristics of the future population. 
SimCrime combined the individual microdata from the Crime Survey for England and 
Wales, with census statistics for smaller areas to create synthetic microdata estimates 
for output areas in Leeds using a simulated annealing method (see Figure 4.2). 
  
                                                             
41 Algorithms include simulated annealing which was used in the SimCrime project described in more 
detail later on in this chapter (Kongmuang et al. 2006) and complex combinatorial optimisation methods 
used by Williamson et al. (1998) to produce small area estimates of characteristics not included in the 
Census using the Sample of Anonymised Records or SARs.  
42 Algorithms include  iterative proportional fitting techniques which was used by Rees et al. (2004) to 
improve small area population estimates and deterministic reweighting used in SimBritain (Ballas et al. 
2005). 
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Figure 4.2 Diagrammatic presentation of the structure of SimCrime 
 
Adapted from Procter et al. (2008, 324) 
 
The 514,523 people aged 16-74 found in Leeds in the 2001 Census were recreated as 
synthetic individuals with victimisation data. The individual level or microdata set from 
the Crime Survey for England and Wales was reweighted down to represent the 
population at the micro-spatial scale by redistributing the Crime Survey respondents, 
multiple times, in areas until the aggregate statistics for each area match those found in 
the census (Kongmuang et al. 2006).    
 
By spatially disaggregating the Crime Survey to a much smaller-geographical scale 
made it possible to perform detailed analysis of crime at the local level and to make 
policy predictions. Another advantage of spatial microsimulation, when compared with 
traditional modelling frameworks for the analysis of crime, is the ability to investigate 
the inter-dependencies of crime-related factors with a wide range of socio-economic 
variables in a geographical context (Kongmuang et al. 2006). However, as the author 
noted, the model failed to capture some important spatial elements of crime that are 
closely related to modern environmental victimisation theory. For example, the model 
could not account for the increases in crime that are often found when affluent areas are 
surrounded by deprived areas (Malleson 2010). 
 
As with synthetic estimation, by its very nature, the objective of generating synthetic 
microdata is to generate data that does not currently exist for small areas, consequently 
therefore validation is difficult. This is one of the biggest drawbacks of the 
microsimulation framework. However, as Ballas (2001) pointed out, one way of 
validating microsimulation model outputs is to re-aggregate estimated datasets to levels 
at which observed datasets exist and compare the estimated distributions with the 
observed. In the case of SimCrime Kongmuang et al. (2006) were able to evaluate their 
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model in terms of matching the microsimulation socioeconomic characteristics of the 
individuals with their corresponding census tables at the output area level.  Overall the 
match was close, for example for the age-sex breakdown 1,318 out of Leeds‘ 2,439 
output areas (OAs) there was an exact match. However, there were a minority of OAs 
with a large discrepancy.  
 
A further potential drawback of microsimulation is its complexity. A fundamental aim 
of this research, as outlined in the original proposal, was to act as an exemplar for the 
Government Social Research Service of how one could achieve better value for money 
from the Crime Survey for England and Wales. Crucial to this aim is that any 
methodology would have to be relatively easily replicable by others within government. 
However, as Marshall  (2009, 142) contends ―microsimulation models are extremely 
complex and difficult to develop and implement and are thus less accessible to policy 
makers and practitioners who may be interested in using them or the derived results‖. 
Therefore, the rest of this chapter focuses on synthetic estimation techniques 
(highlighted in grey in Figure 4.1) because they are (a) relatively easily replicable 
(unlike microsimulation) and (b) still possible when no respondents were surveyed in 
the local area (unlike direct estimation or explicit models). 
 
4.3 Indirect standardisation 
As outlined in the introductory section to this chapter, indirect standardisation does not 
incorporate any modelling techniques (such as logistic regression analysis). Instead it 
involves dividing the population into groups that are known to be associated with the 
characteristic of interest and to vary between small areas (Seigel 2002). Those national 
estimates derived from the survey data are applied to area level population counts to 
generate expected area estimates (Bajekal et al. 2004).
43
  
 
An early example of indirect standardisation was Blaxter‘s (1990) study of the 1984/85 
Health and Lifestyles Survey (with a sample size of 9,003 covering England, Wales and 
Scotland) who used  a limited number of personal characteristics, namely gender, age 
grouping and broad non-manual or manual social class to represent the socio-economic 
                                                             
43 Indirect standardisation should not be confused with direct standardisation in which rates for each area 
are known but the researcher wants to compare rates between areas taking into account their differing 
socio-demographic factors such as the areas‘ age profiles. On the other hand in the case of indirect 
standardisation the area rates are unknown therefore the expected rate is calculated instead based on, for 
example, the national rates by age band and the age profile of the area of interest (Moon and Gould 2000, 
38-42). 
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dimension of health inequalities, to calculate standardised area-based rates of a number 
of health related behaviours such as smoking and alcohol consumption. However, as 
Blaxter herself contended there are of course many other factors which could have been 
relevant – the example she gave being income within social class  (Blaxter 1990, 79-
80).  
 
As an alternative to Blaxter‘s methodology, which is outlined in Figure 4.3, indirect 
standardisation can also involve calculating rates for different types of area, according 
to geodemographic classification and then applying these rates to every small area of 
each type. Unlike in the case of Blaxter the indirect standardisation did not take into 
account residents‘ characteristics such as their age profile. 
 
Geodemographic classifications use social, demographic and economic indicators to 
create small area typologies that discriminate neighbourhood type. Contemporary 
geodemographic techniques were pioneered by Webber (1975) who used 300 1971 
Census variables plus a further 20 non-census variables (e.g., related to rates of infant 
mortality, infectious diseases and uptake of a vaccination programmes) with the data 
reduction technique of cluster analysis to create 25 area clusters which could be further 
collapsed into five ―families‖. In recent years there has been a resurgence in 
geodemographic classifications within academia when in 2005 the Office for National 
Statistics in collaboration with Vickers and Rees of the University of Leeds, released a 
free small scale social area classification of the UK. The 2001 Area Classification of 
output areas was developed to group together geographic areas according to key 
characteristics common to the population in that grouping or cluster based on the 2001 
Census (Bond and Insalaco 2007).  In the intervening years geodemographics have 
become highly popular in the commercial sector to analyse consumer behaviour with 
the two most common commercial geodemographic classifications being ACORN
44
 and 
MOSAIC
45
. A discussion of the advantages and disadvantages of using 
geodeomographic indicators to capture potential contextual effect in multilevel models 
can be found at Chapter 7. 
 
An example of using geodemographics to develop indirect standardisation estimates of 
criminological factors is the work of Ashby (2005). Here the MOSAIC classification 
                                                             
44 For more information on ACORN see CACI (2009). 
45 For more information on MOSAIC UK see Experian (2010). 
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was used in the generation of estimates of fear of crime, more specifically the 
percentage very worried about household burglary for each unit postcode centroids 
(approximately 15 households) using the Islington-Hackney area of North East London 
as an example.  His methodology is outlined, alongside Blaxter‘s example (1990) of 
using individual level data, in Figure 4.3. 
 
Figure 4.3 A comparison of individual (Blaxter 1990) and area level (Ashby 
2005) methodologies of indirect standardisation  
Individual indirect standardisation
e.g., Blaxter (1990)
Calculate bivariate percentages of health 
related behaviours such as smoking based 
on sex, age and social class.
Able to use area small area information on 
sex , age and social class to estimate 
prevalence of health related behaviours for 
small areas standardised for these personal 
characteristics. 
Geodemographic indirect standardisation
e.g. , Ashby (2005)
Calculate bivariate percentages of 
perceptions of anti-social behaviour 
questions from the 2000 BCS for each of 
the 11 Mosaic UK groups. 
Index these percentages with 100 being 
the average or expected rate. For example 
those living in “suburban comfort” were 
less likely than average to  think that 
people using or dealing in drugs was a 
fairly big problem (standardised score = 79)  
whereas those living in “welfare 
borderline” areas perceived drugs to be 
much more of a problem (standardised 
score = 150).
Mosiac UK has identifies which group ’best 
represents’ each full postcode 
(approximately 15 households). Map the 
standardised score for each unit postcode 
centroid to produce very localised 
estimates for the whole of England.
 
 
The main advantage of indirect standardisation is that it is computationally easy to 
apply and the data required are readily available. As Williamson et al. (2006, 201-203) 
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stated, the Ashby (2005) methodology  ―can be relatively inexpensive and utilizes 
national databases and operational data sets already available to the police in the 
United Kingdom‖. However, they also acknowledged the main limitation – the 
assumption that attitudes, perceptions and experiences of residents within a given 
subgroup and /or neighbourhood type are consistent across the country (Twigg et al. 
2000). 
 
The National Centre for Social Research was commissioned by the Department of 
Health to undertake a technical review and evaluate indirect standardisation alongside 
model based techniques to generate small area estimates of healthy lifestyle behaviours 
using Health Survey for England (HSfE) data (Pickering et al. 2004). The National 
Centre reported that the model based estimates were (i) more highly correlated with the 
HSfE direct estimates (ii) explained more of the area-level variance and (iii) generated 
estimates that were more sensitive to area-level variation than indirect standardisation 
(based on age-sex groups within types of areas, which were classified using either the 
Index of Multiple Deprivation deciles or the Office for National Statistics area types – a 
geodemographic classification).  These findings lead the researchers to conclude that ―a 
model-based method should be used to generate the synthetic estimates‖ (Pickering et 
al. 2004, 54). 
 
4.4 Individual level models 
Individual level models work in two stages. Firstly, the survey data is used to predict the 
probability of the characteristic of interest based on the attributes of the individuals in 
the survey (such as gender, age and marital status). The aggregate levels of a 
crosstabulation of these individual characteristics for each local area are attained, 
usually from the census, and the regression model is used to calculate the probability of 
the characteristic of interest given each aggregate combination of in this example 
gender, age and marital status (Skinner 1993). For example, Marshall (2009) used the 
census in conjunction with the Health Survey for England (HSfE) to produce small area 
estimates of disability using a synthetic regression models based on logistic regression – 
see Figure 4.4 for a summary of the modelling procedure.  
 
The explanatory variables included in the model were age (including age squared and 
age cubed due to the strong relationship between disability and age and the possibility 
of non-linear growth in disability rates with age) and whether the individual had a 
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limiting long term illness (LLTI), with models being fitted for males and females 
separately. The choice of explanatory variables was based on three criteria. First, they 
had to be measured in the census with at least quinary age group and sex detail. Second, 
the measure of a population group had to be consistent in the census and HSfE across 
the whole age range. Finally, membership of a particular set of population groups had to 
be significantly associated (p<0.05) with the probability of having a particular 
disability. Furthermore, any non-significant interaction terms were removed from the 
model. The logistic regression modelled probabilities for each combination of chosen 
explanatory variables (age, sex and LLTI) were multiplied by the regional counts of 
people in these population group combinations using census crosstabulations.  
 
Figure 4.4 Summary of the individual level synthetic regression model 
procedure (Marshall 2009, 176) 
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There are three limitations of the individual level synthetic estimation methodology, 
two of which arise from the availability of data. The first is that the individual level data 
has to be measured in the same way in both the survey and the administrative source – 
this is often not the case (Marshall 2010). For example in Marshall‘s (2009) study 
reviewed previously he demonstrated that in the case of LLTI rates the assumption that 
census and HSfE measures of this explanatory variable were identical did not hold with 
rates from the census falling outside HSfE confidence intervals.
46
 
 
The second is that all population groups must exist as a crosstabulation in a census table 
(Bajekal et al. 2004). To preserve confidentiality, limits are in place for the number of 
covariates that can be included in any census crosstabulation (Twigg et al. 2000). There 
are 161 2001 Census Standard Tables detailing various three-way crosstabulations of 
data available at the Ward level
47
 plus a further 147 Census Area Statistics tables 
available at the smaller Super Output Area geographical level
48
 (Office for National 
Statistics 2005a). There are ways to increase the number for explanatory variables that 
could be included. For example, Charlton (1998) increased the number of covariates he 
was able to include in the crosstabulation by taking advantage of the Sample of 
Anonymised Records from the census which provides a representative sample of 
complete individual census records. Alternatively, it is possible to commission a 
customised crosstabulation from the Office for National Statistics (ONS). In all cases 
data disclosure has to be set against the constraint of confidentiality, with ONS 
employing the general principle of making the average cell count in any 2001 Census 
table greater than or equal to one (Office for National Statistics 2007). It is also worth 
acknowledging that because the census is only conducted once a decade (with the most 
recently available data at the time of writing being 2001) using the census can mean 
introducing out of date data into any estimates. 
 
The third limitation of individual level studies is commonly referred to as 
―individualistic fallacy‖ whereby one assumes that relationships found at the individual 
level can be generalisable to the area level, a term which was first conceived by Alker 
over forty years ago (Alker 1969). Furthermore, as Subramanian et al. (2009, 355) 
                                                             
46 To overcome this issue he adjusted the regional census rates to match HSfE estimates (Figure 4.4).  
47 For example ST02 details age by sex and marital status whereas ST109 sex and occupation by ethnic 
group (Office for National Statistics 2005a). 
48 For example there is a table CAS02 detailing age by sex and marital status but there is no 
corresponding CAS109 table (Office for National Statistics 2005a). 
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warned,  ―conducting individual-level analyses stripped out of its context will never 
inform us about how context may or may not shape individual and ecological outcomes‖  
 
4.5 Area level models 
Earlier in this chapter indirect standardisation, using area level variables only, was 
covered. Ecological or area level models also only use aggregate data, in other words 
average values or proportions relating to all individuals or households in the area (again 
usually taken from the census). Firstly, a model predicting the area variability of the 
dependent variable based on the aggregate values of the covariates is fitted (Marshall 
2010). This model can then be applied to the known local area values – in order to 
predict the average local value for the dependent variable (Heady et al. 2003). 
 
Examples of this, outside of health research, include income levels (White et al. 2007) 
and social capital (Heady et al. 2003). Most pertinent to this research is the work by 
Ames et al. (2007) who used the following area level variables – IMD, population 
increase, density, age profile and levels of recorded crime (more specifically incidents 
of violence against the person) – to predict perceptions of anti-social behaviour at the 
Local Authority level based on the BVPI General User Surveys  which were the 
forerunner to the Place Surveys (see sections 3.1 and 3.2 for more information on these 
surveys resprectively).  
 
The disadvantage of area based models is, by their very nature, the focus on area-based 
associations emphasising the context within which the behaviour or perception takes 
place. Moreover, they ignore the many individual factors or indeed potential 
interactions between an individuals and their surroundings which may also impact 
(Twigg et al. 2000). This relationship between composition (people) and context (place) 
will be discussed in more detail later in this chapter.
49
  
 
Furthermore, using aggregate data only crucially leaves results vulnerable to 
―ecological fallacy‖. Robinson (1950) in his seminal paper unequivocally demonstrated 
that individual and ecological (using aggregated individual data) correlations between 
the same variables can differ markedly.   Using the 1930 US Census he calculated a 
high positive correlation coefficient of 0.77 between the percentage of each state‘s 
                                                             
49 Area based models also susceptible to the modifiable area unit problem or MAUP (Openshaw 1984) – 
see Chapter 9 for more details.  
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population who were from a black ethnic minority background and the percentage of the 
population who were illiterate. However, using individual level data from the same 
source the correlation was markedly smaller at 0.20. Robinson (1950) showed an even 
more striking discrepancy between ecological and individual correlations between 
foreign birth and illiteracy, such that the state-level correlation was negative (r
2
=-0.53), 
while the individual correlation was positive (r
2
=0.12).
50
 The lessons from his paper 
were clear – just because those from a black ethnic background were concentrated in 
states with the lowest levels of literacy did not mean that individuals from those 
backgrounds were more likely to be illiterate (Johnson et al. 2000). The term 
―ecological fallacy‖ first coined by Selvin (1958) involves inferring such individual 
level relationships from relationships observed at the aggregate level referring to the 
population of which they are members (Subramanian et al. 2009). 
 
Area based models do, however,  have a number of advantages such as, unlike 
individual level models, they do not suffer from the inflexible data requirements for the 
explanatory variables described earlier (Bajekal et al. 2004). A further benefit is that, if 
the relationship between the independent and dependent variables is strong, then 
estimates of good quality can be produced at a relatively low cost (Levy 1979).   
 
Earlier in this chapter the study by the National Centre for Social Research on the 
evaluation of synthetic estimation of healthy lifestyles indicators was outlined along 
with their conclusion that model based estimates (as opposed to indirect standardisation) 
should be adopted (Pickering et al. 2004). However, the report went on to evaluate the 
performance of area based models with those that incorporate both individual and area 
level data (to be discussed in the next section of this chapter), concluding that both 
approaches performed similarly well. The models explained similar proportions of the 
area-level variance and the resulting small area estimates were very highly correlated 
with each other and equally correlated with the direct estimates from the HSfE. 
Furthermore, comparisons with estimates from external surveys also did not identify 
one to be consistently more accurate than the other. These findings lead the authors to 
conclude that they could not advocate one methodology over the other based on 
statistical criteria. Even though the authors recommended area based models due to ease 
of implementation they noted that although incorporating individual level age-sex data 
                                                             
50 Interestingly these correlation coefficients have recently been recalculated and consequently adjusted 
by Te Grotenhuis et al. (2011), however Robinson‘s original conclusions remain unaltered.  
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did not manifestly improve the statistical performance of the model
51
 it would be 
―easier to „sell‟ to potential user as, even though the evidence suggests otherwise, it 
seems more credible that aggregated individual behaviour is better predicted by 
aggregating individual level estimates rather than modelling directly at the area-
level...there seems little justification for excluding individual-level covariates” 
(Pickering et al. 2004, 56).  
 
4.6 Individual and area level models 
Both individual only and area only models have been heavily criticised for their lack of 
consideration of reality whereby no account is taken of the connections between 
individuals and the locality where they live their lives (Duncan et al. 1996; Duncan et 
al. 1998). Macintyre et al. (1993) first introduced the concepts of ―composition‖ versus 
―context‖ around 20 years ago in terms of the explanation of health outcomes. The idea 
was later extended to help explain geographical variations in health related behaviours 
such as smoking and drinking (Duncan et al. 1993; Duncan et al. 1999). Macintyre et 
al. (1993) defined compositional effects as the notion that area based differences are an 
artefact of the composition, or mix of the people living in that area. Translating this to 
understanding spatial patterns of criminal behaviour could be that those areas which 
experience high levels of violent crime, are so, because they have a high concentration 
of young males living in them or high levels of unemployment
52
.  On the other hand 
contextual effects represent the situation whereby place characteristics have a direct 
effect with an example being that areas with high densities of licensed premises 
experience more violent crime
53
. The basic distinction between composition and context 
can be exemplified from the processes associated with people and place deprivation 
(Smith 1977). In the former, people are deprived by virtue of their socio-economic 
position, whereas place based deprivation refers to poor access to geographically based 
goods and services (Moon et al. 2005).  
 
More generally contextual factors which could be likened to genuine ecological effects  
embrace factors such as the location of service providers or socio-cultural factors such 
                                                             
51 Their explanation for this was because age and sex distributions do not vary across small areas (in this 
case wards) to the same extent as other characteristics. 
52 Young males and the unemployed have been consistently shown to be the more likely to become 
victims of violent crime (see for example Flatley et al. (2010, 65)). 
53 According to the 2009/10 CSEW, victims believed the offender(s) to be under the influence of alcohol 
in half (50%) of all violent incidents (Flatley et al. 2010, 60). 
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as history or the predominant religion or the reputation of the area  (Macintyre et al. 
1993).
54
 Much information supposedly on areas is actually based on aggregated data – 
in other words a summary of the characteristics of individual residents. Genuine 
ecological effects also referred to as integral or global variables describe features not 
reducible to characteristics of the group, with further examples including de-
industrialisation and the effectiveness of an area based policy (Subramanian et al. 2003; 
Moon et al. 2005). 
 
To answer questions as to whether effects are contextual, compositional or indeed a 
product of interactions between the two, individual-level data with linked contextual 
information, called multilevel data, are needed (Ross and Mirowsky 2008). Synthetic 
regression models that combine individual and area characteristics within a multilevel 
framework recognise that individual behaviours or outcomes are dependent on both 
place and personal characteristics, that is to say factors associated with local context and 
composition. Twigg et al.(2000) were amongst the first to utilise this methodology to 
generate ward level estimates of the propensity of adults to drink excessively or smoke 
using data from the Health Survey for England.  The review of SASE by the National 
Centre for Social Research commissioned by the Department of Health found that 
―conceptually and methodologically, the analysis by Twigg et al. (2000) represents an 
innovative advance over the simpler methods… for it accommodates both individual 
and area level effects‖ (Bajekal et al. 2004, 12).  
 
Synthetic estimation methods, with the exception of indirect standardisation, all have a 
modelling technique such as logistic regression at their centre. In the case of 
hierarchical data – in other words where individuals are nested within the 
neighbourhoods where they reside – the modelling technique employed is multilevel 
modelling (Hox 1995; Kreft and de Leeuw 1998; Snijders and Bosker 1999). More 
complex multilevel structures and their associated multilevel models can be found in 
Chapter 6. Here the most straightforward multilevel model with individuals (level 1) 
nested within areas (level 2) is detailed by equation [4.2] where i represents an 
individual in area j,    is a single area based explanatory and     and       are the error 
or random terms at the area and individual level respectively.  
 
                                                             
54 Factors which draw on the shared norms, traditions or values are sometimes referred to as collective 
explanations (Macintyre et al. 2002). 
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Equation [4.2] 
 
 
Multilevel models have some more technical advantages over single level models such 
as logistic regression. Many large scale surveys have a hierarchical or clustered sample 
whereby respondents are only selected from certain neighbourhoods or primary 
sampling units (such as postcode sectors or super output areas). This is commonly done 
to minimise the cost of undertaking the survey fieldwork. A failure to recognise 
clustering would result in the underestimation of standard errors and increase the risk of 
committing a Type I error, that is detecting statistical significance when it is not 
warranted, sometimes referred to as a false positive. With multilevel approaches 
standard errors are adjusted accordingly, thus reducing such risk (Taylor et al. 2010). 
 
Another advantage is that multilevel models incorporate the random effects (   ) 
defined at equation [4.2] which assume that significant variation between small areas 
remains once the effects of covariates in the model have been accounted for. This 
unexplained variation can be accounted for by supplementing the fixed effects with area 
specific random coefficients (Saei and Chambers 2003). For instance Twigg et al. 
(2004) used Government Office Region level residuals to improve their estimations.
55
  
 
Multilevel models which incorporate both individual and area based measures in one 
model can avoid both ecological fallacy (Robinson 1950) and individualistic fallacy 
(Alker 1969) discussed earlier, leading Subramanian et al. (2009, 355) to conclude that 
―multilevel thinking... is thus a necessity, not an option‖. Further, by working at more 
than one level, not only is it possible to start separating out compositional from 
contextual differences, but cross-level interactions can be included to allow for the fact 
that people may behave or think differently depending on where they live (Moon et al. 
2005). Indeed Alker (1969) argued that a simultaneous awareness of the two fallacies 
(generalised through the idea of ―cross-level fallacies‖) should lead to a natural interest 
modelling cross-level processes. 
 
                                                             
55 Area only based models can also employ multilevel modelling framework to utilise random effects to 
improve their estimates. For example, Local Authority random effects were incorporated to better capture 
unexplained sources of variation and area heterogeneity when calculating small area unemployment 
estimates (Silva and Clarke 2008).  
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However, this more complex methodology does have its limitations. Because it utilises 
individual level data, it suffers from the same data restrictions on the availability of 
census crosstabulations described earlier in the section on individual level only models. 
Further, the process for estimating the standard errors and therefore confidence intervals 
is considerably more complex (Moura and Holt 1999). Additionally, as said earlier in 
this chapter, the National Centre for Social Research (NatCen) found no evidence (in 
relation to ward level estimates of healthy lifestyle indicators) that the models which 
included both individual and area level indicators statistically outperformed the more 
parsimonious model which only incorporated area level data. The techniques available 
to evaluate multilevel synthetic estimation models (such as the correlation with the 
source survey direct estimates and the proportion of area level variation explained 
which were both used as part of the NatCen appraisal) are explored in more detail in 
Chapter 8.  
 
4.7 Conclusions 
This chapter has reviewed the various methodologies available for small area 
estimation. A number of these such as direct estimation techniques (e.g., GREG 
estimators), explicit models (e.g., empirical Bayes estimators) and composite estimators 
whilst all having distinct advantages, suffer from the same overriding disadvantage in 
the context of neighbourhood estimates based on a clustered survey such as the CSEW 
– namely all these aforementioned small area estimation techniques require survey data 
on both the dependent and any independent variables to be available for all the small 
areas of interest. Consequently, these estimators cannot be produced for those areas that 
do not contain any survey respondents, which in any clustered sample can exclude 
many small areas. 
 
Small area synthetic estimation, on the other hand, does not suffer from this constraint 
and is therefore well suited to producing small area estimates based on clustered 
samples. Synthetic estimation combines survey data with small area data which covers 
all the neighbourhoods of interest in order to generate small area estimates using a 
modelling technique such as regression. In this chapter three types of models were 
described – those that included only individual level data, those that incorporated purely 
area level data and those that integrated both. Of these only multilevel models which 
combine both individual and area level variables recognise that individual behaviours or 
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outcomes are dependent on both place and personal characteristics and their 
interactions, in other words both compositional and contextual factors. 
 
Microsimulation also involves combining data from surveys and small area statistics but 
the direction of analysis is in the opposite direction to small area synthetic estimation. 
With spatial microsimulation algorithms are used to create a population list for a small 
area with cross-sectional estimates that match small area estimates from external 
sources such as the census. Spatial microsimulation has marked advantages compared 
with synthetic estimation, such as it is far more flexible in terms of choice of spatial 
scale and its ability to test what-if scenarios and to produce projections. However, a 
fundamental aim of this research, as outlined in the original proposal, was to act as an 
exemplar for the Government Social Research Service of how one could achieve better 
value for money from the Crime Survey for England and Wales. Crucial to this aim is 
that any methodology would have to be relatively easily replicable by others within 
government, which was shown not to be the case in relation to microsimulation. 
Furthermore, it has already been demonstrated by Kongmuang et al. (2006)  in their 
SimCrime project, albeit based on another criminological factor (burglary victimisation 
as opposed to perceptions of anti-social behaviour), that the Crime Survey can be 
incorporated in a spatial microsimulation model. However, when this research was 
devised back in 2009 the Crime Survey for England and Wales had not been used to 
generate small area synthetic estimates.
56
 
 
 
  
                                                             
56 More recently Whitworth (2012) has used synthetic estimation to model fear of crime based on an 
incomplete version of the Crime Survey for England and Wales. 
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Chapter 5  Data sources 
 
 
This chapter covers all of the data sources that are required for the complete process of 
the multilevel synthetic estimation of perceptions of anti-social behaviour relating to 
alcohol and drugs.   As such, it reviews the main dataset, namely the Crime Survey for 
England and Wales (formally known as the British Crime Survey or BCS), which is 
used to model the two outcomes relating to ASB.  This review considers the survey in 
terms of its sampling strategy and the actual questions used as the dependent variables 
for this research. It also outlines the individual and household level independent 
variables used in the models derived from the Crime Survey for England and Wales 
(CSEW). 
 
 The chapter then gives comprehensive consideration to several external datasets used to 
enhance the ―place dimension‖ within the ASB models of CSEW data and to populate 
the multilevel models with demographic and area information across all small areas of 
England. Reviews of datasets including the English Index of Multiple Deprivation and 
police data on reporting incidents of anti-social behaviour are covered in this chapter as 
well as a detailed critique of using Ordnance Survey‘s MasterMap® Address Layer 2 
dataset to investigate building use.  
 
5.1 The Crime Survey for England and Wales 
The Crime Survey for England and Wales – a large scale victimisation survey of adults 
living in private households in England and Wales – is the main dataset used to generate 
the multilevel models providing both the dependent variables as well as the individual 
level independent variables.  As Chapter 3 explained, the Crime Survey for England and 
Wales was first conducted in 1982 asking around 10,000 respondents about their 
experiences of crime in the past year.  The version used in this thesis is the 2008/09 
sweep of the survey as this time period overlaps with the fieldwork of the Place Survey 
(which ran from September to December 2008). As well as asking about people‘s recent 
experiences of crime, successive sweeps of the CSEW have asked about respondents‘ 
attitudes towards crime and criminal justice issues. Box 2.1 described the full set of 
questions to ascertain perceptions of anti-social behaviour, here the ones pertaining to 
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alcohol and drug related ASB, used throughout this thesis as the dependent variables in 
all the multilevel models, are reiterated (Box 5.1): 
 
Box 5.1 The two dependent variables 
 
For the following things I read out, can you tell me how much of a problem they are in 
your area. By your area I mean within 15 minutes walk from here. 
 
…..People using or dealing drugs? 
…..People being drunk or rowdy in public places? 
 
Respondents are asked to select their answers from the following response list: 
• Very big problem 
• Fairly big problem 
• Not a very big problem 
• Not a problem at all. 
 
In terms of the research presented here, those respondents answering either ―very big 
problem‖ or ―fairly big problem‖ were classified as perceiving alcohol or drug-related 
ASB to be a problem in their local area. This approach is consistent with previous 
research published both by the Home Office (Upson 2006; Flatley 2009; Thorpe and 
Hall 2009) and academia (Millie 2007; Brunton-Smith et al. 2010).  Importantly, this 
approach mirrors the way in which the Place Survey results, based on data for the same 
questions, have been published (see Chapter 3). Throughout this thesis ―people using or 
dealing drugs‖ is referred to as drug-related ASB and ―people being drunk or rowdy in 
public places‖ is referred to as alcohol-related ASB. That it not to say that other types of 
anti-social behaviour such as vandalism could not be, at least in part, related to the 
consumption of alcohol and/or drugs – rather this shorthand has been used for brevity 
only.  
 
Table 5.1 shows the complete breakdown of respondents‘ answers to the two dependent 
variables described in Box 5.1. This illustrates that the question on perceptions of 
―people using or dealing drugs‖ has a relatively high level of missing data at 4.7 per 
cent. This issue is discussed in detail at Appendix A. 
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Table 5.1 2008/09 CSEW results for the anti-social behaviour indicators 
                 Alcohol              Drugs 
 % N % N 
Not a problem at all 34.4 15,764 39.5 17,565 
Not a very big problem 39.1 16,256 29.9 12,259 
Fairly big problem 18.6 7,078 17.3 6,870 
Very big problem 7.4 2,794 8.6 3,362 
Missing 0.2 252 4.7 2,088 
 
Notes: 
1. Author‘s own analysis – results differ from those published elsewhere (e.g., Walker et al. 2009) as the 
results above only cover England and incorporate the missing data. 
2. Percentages (%) are based on weighted data whereas the numbers of respondents (N) are unweighted. 
 
Figure 5.1 shows the trends in the answers to the two dependent variable questions since 
the 2001/02 sweep of the survey up to the dataset analysed for this research which 
covers interviews conducted between April 2008 and March 2009. It illustrates a similar 
trend for both alcohol and drug related ASB, with perceptions improving in 2003/04 
before gradually deteriorating and then stabilising during the remainder of the decade.  
 
Figure 5.1 Trends in the anti-social behaviour indicators, 2001/02 to 2008/09 
Crime Survey for England and Wales 
 
Source: Walker et al. (2009, 116)
57
 
 
                                                             
57 Based on England and Wales (as opposed to the secondary analysis presented in this thesis which is 
based on England only). 
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The 2008/09 sweep of the survey had a sample size of 46,486 respondents aged 16 or 
above living in private households in England and Wales. The response rate was 76 per 
cent (Walker et al. 2009) with interviews being conducted by BMRB Social Research 
on behalf of the Home Office. The sampling process involved a stratified (by Police 
Force Area) and partially clustered design, with the primary sampling unit being Super 
Output Areas (Bolling et al. 2009a). The analysis presented here takes advantage of a 
recent innovation whereby BMRB have attached the Lower Layer Super Output Area 
code (LSOAs) to the CSEW dataset to indicate which neighbourhood each respondent 
resides.  LSOAs relate to UK census geography and have a minimum population of 
1,000 and a mean of 1,500. They are built from groups of smaller census output areas 
(OAs) and constrained by the boundaries of the Standard Table wards used for 2001 
Census outputs. Typically five OAs are aggregated to form LSOAs. On the other hand, 
middle layers have a minimum population of 5,000 and a mean of 7,200. They were 
built from groups of LSOAs constrained by the 2003 Local Authority boundaries 
(Office for National Statistics 2012b). There are 32,482 LSOAs and 6,781 MSOAs in 
England.
58
 
 
The UK census geography was used to link the CSEW social survey data to external 
area data sources such as the census and the Index of Multiple Deprivation,
59
 to provide 
information on respondents‘ neighbourhood which were defined for the purposes of this 
study as the Middle Super Output Area (MSOA). The LSOAs were aggregated up to the 
larger MSOAs due to three reasons (i) these approximate to the definition of local area 
given to CSEW interviewees in the ASB questions (a 15 minute walk from the 
respondent‘s home), (ii) they have been used elsewhere with CSEW data to define local 
neighbourhoods (see for example Brunton-Smith and Sturgis 2011) and (iii) the LSOAs 
provide too few respondents in each neighbourhood for multilevel analysis (Figure 5.2) 
– for example over a third (36.2%) of LSOAs included only one respondent which 
would conflate individual and area effects in any multilevel models (see Chapter 4 for 
more information on multilevel models).  
  
                                                             
58 Based on the 2001 Census geography. 
59 Which are also referred using Super Output Areas codes. 
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Figure 5.2 Distribution of respondents from the 2008/09 Crime Survey within 
LSOAs and MSOAs 
 
 
The double peak in Figure 5.2 is by virtue of the sampling strategy employed for the 
2008/09 sweep of the CSEW which was partially clustered based on population density. 
In the most densely populated areas of each Police Force Area an unclustered sample of 
addresses was drawn. In areas of medium population density a two-stage design was 
employed, first sampling Middle Layer Super Output Areas as the primary sampling 
units and then selecting 32 addresses within each Primary Sampling Unit. In areas of 
low population density a three-stage was employed by first sampling MSOAs then 
selecting two Lower Level Super Output Areas within each sampled MSOA as the 
primary sampling units, and finally selecting 16 addresses within each PSU (Bolling et 
al. 2009a, 14-15).  This sampling strategy lead to a hierarchical dataset with individuals 
(respondents) at level 1, nested within MSOAs (level 2) which were in turn nested 
within Police Force Areas (level 3), which is depicted in Figure 5.3.
60
 As discussed in 
Chapter 4 this hierarchical data structure lends itself to a multilevel modelling approach 
which is described in the next chapter. 
 
                                                             
60 The results presented in Figure 5.3 include all respondents (living in England) regardless as to whether 
they answered the perceptions of alcohol and/or drug-related ASB question(s). Excluding missing cases 
the multilevel structure for the alcohol-related ASB dependent variable was level 3 = 38, level 2 = 3,611 
and level 1 = 41,892, whereas the corresponding figures for the drugs related ASB dependent variable 
were 38, 3,601 and 40,056 respectively. 
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Figure 5.3 Three level hierarchical data structure of the 2008/09 CSEW 
 
5.2 Individual and household level independent variables 
As with the dependent variables outlined towards the beginning of this chapter, all the 
individual and household variables included in the multilevel modelling process were 
based on Crime Survey for England and Wales questions. The decision as to which 
explanatory variables to include in the modelling process was guided by the previous 
literature (see Chapter 2 for further information). Details of these variables can be found 
in Table 5.2 which also details the level of missing data.
61,62 
While most of the variables 
in Table 5.2 are fairly self explanatory a couple, specifically ethnicity and victimisation, 
need further explanation.  Respondents were asked to make a choice from a show card 
to identify their ethnic background using the standard 2001 Census classification. 
However, due to small sample sizes, it was necessary to collapse this classification into 
a five-fold categorisation based on the National Statistics harmonised classification. In 
terms of whether an individual has been a victim of either a personal crime (such as 
robbery or assault but excluding sexual offences) or a crime against their household 
(such as burglary or car crime) respondents are only asked about incidents which 
occurred in the 12 months prior to interview. Consequently nothing is known about 
incidents which may have been extremely serious that took place before this time 
period. Furthermore no information is collected on personal crimes which were 
perpetrated against other members of the household. However, both of these scenarios 
could arguably influence perceptions towards crime and criminal justice issues.  
  
                                                             
61 Table 5.2 is based on respondents who had answered at least one of the two perceptions of ASB 
questions living in England. 
62 A more detailed discussion of the issue of missingness can be found at Appendix A. 
Police 
Force Area 
MSOA 
Individual Individual Individual 
MSOA 
Individual Individual 
Level 3 (n=38) 
 
Level 2 (n=3,612) 
 
Level 1 (n=42,144) 
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Table 5.2 Individual and household independent variables  
Individual / household variables from the 
Crime Survey for England and Wales 
%(1) N(2)  
Notes on the CSEW independent 
variables (Kershaw et al. (2008)) 
     
Gender     1Percentages are weighted using 
appropriate weights supplied with the 
CSEW dataset and exclude missing cases.  
Male 48.9 18,960  
Female (base) 51.1 23,015  
Missing - 0   
    2Ns are the unweighted number who 
answered the drugs and/or alcohol-
related ASB question(s) (N=41,975). 
Age Mean=46.2 41,920  
Missing - 55  
     
Ethnicity3     
White (base) 88.6 38,716  3Respondents were asked to make a 
choice from a card to identify their 
ethnic background using the standard 
2001 Census classification. Due to small 
sample sizes, it is necessary to collapse 
this classification into a five-fold 
classification based on the National 
Statistics harmonised classification. 
Mixed ethnicity 0.9 271  
Asian or Asian British 6.1 1,518  
Black or Black British 3.0 981  
Chinese or other ethnicity 1.4 477  
Missing - 12  
    
Marital status    
Married or de facto (base) 62.3 23,417  
Single 23.6 8,597   
Widowed 6.6 4,840   
Separated or divorced 7.5 5,094   
Missing - 27   
     
Victim of crime4     4Whether the respondent as been a 
victim once or more in the previous 12 
months of a personal or household crime 
(excluding sexual offences). 
Not a victim of CSEW crime (base) 72.6 31,648  
Victim of crime   27.4 10,327  
Missing - 0  
     
Education      
A level or above 47.0 18,208   
Below A level or none (base) 53.0 23,667   
Missing - 0   
     
Household income      
Under £5,000 6.2 2,347   
Between £5,000 and £9,999 10.3 4,482   
Between £10,000 and £19,999 16.6 7,364  5The CSEW defines the household’s 
tenure as either (i) owner where  
households own their homes outright, or 
are buying with a mortgage  (ii) social 
renters where households rent from a 
council, housing association or other 
social-rented sector or (iii) private 
renters where households privately 
renting unfurnished or furnished 
property. This includes tenants whose 
accommodation comes with their job. 
Between £20,000 and £29,999 13.3 5,675  
Between £30,000 and £39,999 10.5 4,491  
£40,000 or more (base) 21.8 8,950  
Don't know or refused to answer 21.4 8,627  
Missing - 39  
    
Tenure5    
Owner occupier (base) 66.9 29,122  
Social rented sector 17.1 6,903  
Private rented sector 16.0 5,781  
Missing - 169   
     
Accommodation type6    6The CSEW defines the household’s 
accommodation as either (i) house or 
bungalow (either detached, semi-
detached or terraced) (ii) flat or 
maisonette which  includes purpose-
built block, non-purpose built (including 
bedsits) and all flats and maisonettes or 
(iii) other accommodation types which  
includes caravans and mobile homes for 
example. 
House (base) 80.4 35,351  
Flat / maisonette or bedsit 15.0 5,148  
Other accommodation (including not coded) 4.6 1,476  
Missing - 0  
    
Length of time living in neighbourhood    
Less than 12 months 10.6 3,788  
At least one year, but less than five years 26.4 10,713  
Five years or more (base) 63.0 27,471  
Missing - 3   
 
 75 
 
The variables used to weight CSEW results were also included in the modelling 
process. Two types of weighting are used to ensure the representativeness of the CSEW 
sample. Firstly, the raw data are weighted to compensate for three sources of unequal 
probabilities of selection; (i) the individual's chance of participation being inversely 
proportional to the number of adults living in the household, (ii) the over-sampling of 
smaller Police Force Areas  and (iii) the selection of one household from multi-
household addresses (Smith and Hoare 2009).Secondly, calibration weighting is used to 
adjust for differential non-response between age, gender and regional subgroups 
(Bolling et al. 2009a). The weights facility in MLwiN (the multilevel software package 
used for this research – see Chapter 6) is not available when using MCMC estimation.63 
The Centre for Multilevel Modelling (2011) who created MLwiN therefore recommend 
that relevant covariates used to calculate the weights should be included when fitting 
models with discrete outcome variables – an approach consistent with the 
recommendations of Pfeffermann et al. (1998) and Rabe-Hesketh and Skrondal 
(2006)
64
.  Therefore, in addition to age and gender already covered in Table 5.2, two 
further variables, created by the survey company as a by-product of their sampling 
strategy, capturing the number of adults in the household and the number of households 
at the address were also included in the models presented in Chapter 6.  
 
5.3 Area level independent variables 
Area level variables were taken from a variety of external sources and then matched to 
CSEW respondents via the Lower Layer Super Output Area codes attached to the 
special licence version of the dataset from ESDS Government.
65
 In total eight external 
datasets were linked to the CSEW.  More information on each of the area level variables 
can be found below. It should be noted, that before employing these variables in the 
multilevel modelling process, all continuous variables were standardised with zero 
mean and standard deviation equal to one to enable comparison between the area level 
variables. 
 
  
                                                             
63 Please see section 6.1 for information on MCMC estimation. 
64 Although the latter stipulates that this approach is only justifiable if the addition of the extra covariates 
does not alter the interpretation of the regression coefficients of interest (results confirming this is not the 
case in the relation to the multilevel models relating to perceptions of alcohol and drug related ASB can 
be found in note (1) of Tables 6.2 and 6.3 respectively). 
65 Two datasets were accessed via ESDS Government – Home Office RDS and BMRB Social Research 
(2010a) and Home Office RDS and BMRB Social Research (2010b). ESDS has recently been re-branded 
as the UK Data Service. 
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5.3.1 Deprivation 
The English Indices of Deprivation 2010 (DCLG 2011a) is the third release in a series 
of statistics produced on behalf of the Department for Communities and Local 
Government by the Social Disadvantage Research Centre at the University of Oxford to 
measure multiple forms of deprivation at the small spatial scale. 
 
The Index of Multiple Deprivation 2010
66
 (IMD) is a Lower layer Super Output Area 
(LSOA) level measure and is made up of seven LSOA-level domain indices. These 
relate to income deprivation, employment deprivation, health deprivation and disability, 
education skills and training deprivation, barriers to housing and services, living 
environment deprivation, and crime which reflect the broad range of deprivation that 
people can experience.  The overall Index of Multiple Deprivation is conceptualised as a 
weighted area level aggregation of these specific dimensions of deprivation, with the 
weights being income deprivation 0.225, employment deprivation 0.225, health 
deprivation and disability 0.135, education, skills and training deprivation 0.135, 
barriers to housing and services 0.093, crime 0.093 and living environment also 0.093 
(McLennan et al. 2011). 
 
One of the seven domains – the living environment domain – aims to identify 
deprivation in the quality of the local environment both within and beyond the home. 
The domain consists of two sub-domains which focus on deprivation within the 
―indoors‖ and the ―outdoors‖ living environment (McLennan et al. 2011). High levels 
of anti-social behaviour beyond the home naturally adversely affect the quality of the 
local outdoor living environment. Because of the circularity in the relationship between 
―outdoor living environment‖ and perceptions of ASB, this sub-domain, together with 
the crime domain (as police data on crime is included as a separate independent variable 
(section 5.3.7)), were excluded and the remaining IMD domains (including the ―indoor 
living environment‖) were then merged into a composite score using the formula 
defined below. This approach is consistent with previous multilevel modelling of 
perceptions of ASB (Taylor et al. 2010).  To combine the remaining domains into an 
overall index the indices needed to be standardised and transformed as they are based on 
very different units of measurement. The process outlined in McLennan et al. (2011) 
                                                             
66 Although the IMD was calculated in 2010, with the exception of Census data, indicators used in the 
index relate to 2008 (McLennan et al. 2011, 14). 
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and adapted for the reduced composite indicator described above involved ranking all 
LSOAs, with one being the least deprived and 32,482 being the worst deprived. 
 
Then for each LSOA, the scaled rank R was calculated where the range is [0,1] whereby 
      for the least deprived and   
 
   (in other words R=1) for the most 
deprived, with N=the number of LSOAs in England. 
 
Each domain     was then transformed using equation [5.1] below: 
 
                   
    
       
Equation [5.1] 
 
The exponential transformation procedure reduces the extent to which lack of 
deprivation in one domain can cancel the effect of deprivation in another, when 
combining all the domains into the overall multiple deprivation measure. The domains 
were then combined using the weighting factors detailed above
67
 to create the new 
composite indicator used throughout this thesis. As highlighted previously, IMD data 
are only available at the LSOA level; therefore weighted population averages (based on 
2009 mid-year population estimates from the Office for National Statistics (2010c)) of 
the index were calculated to aggregate the data up to Middle Layer Super Output Areas.  
 
5.3.2 Population turnover 
Population turnover information is most usually and easily derived from the UK census.  
However, due to the fact that at the time of writing the 2001 Census is over ten years 
old and the 2011 Census small area data are yet to be published, alternative data sources 
have been sought wherever possible. Some previous papers on perceptions of ASB 
(Taylor et al. 2010) adopted (Livingston et al. 2008) definition of turnover, namely; 
 
          
                                             
          
 
Equation [5.2] 
 
                                                             
67 Inside living environment weight is 0.062 and outside living environment weight 0.031. 
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Within-migrants small area figures are only available every ten years via the census. 
More up-to-date estimates of both those moving in (in-migrants) and out (out-migrants) 
of their neighbourhood (defined as the MSOA) between July 2008 and June 2009 were 
obtained from the Office for National Statistics website (2010f). The two variables 
could not be both separately incorporated into the multilevel models as they were highly 
correlated (r=0.94). Therefore, the in-flow and out-flow rates per 1,000 persons were 
combined into one turnover measure using Principle Components Analysis 
(Bartholomew and Knott 1999). The factor loadings for in-flow and out-flow were both 
0.97 with the one component solution explaining 96.8 per cent of the variance.  
 
5.3.3 Ethnic diversity 
In demographic research the index commonly used to measure diversity (also referred to 
as the index of variability) is the Simpson diversity index used in ecology (Simpson 
1949) or Herfindahl-Hirschman index used in economics (Hirschman 1945; Herfindahl 
1950; Hirschman 1964). This index was modified by Gibbs and Martin (1962) for use in 
sociology as:  
       
 
 
   
 
Equation [5.3] 
 
where p = proportion of individuals in a category and N = number of categories. The 
range of the index of diversity is from 0 (where all residents are of the same ethnic 
background) to       (or in this case 0.8, where all five ethnic groups have equal 
representation in a neighbourhood). Unlike population turnover discussed previously, 
the only potential source of data on ethnic diversity is the 2001 Census (Office for 
National Statistics 2004a). Consequently there is a seven to eight year gap between 
when the census was conducted and when the CSEW interview occurred. Sturgis et al. 
(2011) raised a similar concern when analysing the relationship between ethnic diversity 
and trust. However, they argued that the effect of changes in the diversity of 
neighbourhoods during the intervening years was likely to be minimal given that the 
correlation between the 1991 and 2001 Census Herfindahl indices for all MSOAs was 
0.971. They went on to concede that the 2001 Census was too early to pick up on the 
immigration to Britain from the accession countries of Eastern Europe, however, 
because the vast majority of these immigrants would be classed as ‗white‘ under the 
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census classification system they would, in any event, not alter ethnic heterogeneity 
indices. 
 
5.3.4 Proportion of the population aged 15 to 24 
The age profile of the population in each MSOA was taken from the Office for National 
Statistics (2010d) mid-2009 population estimates for Middle Layer Super Output Areas. 
The figures were calculated as the percentage of the estimated usual residential 
population regardless of nationality which were between the ages of 15 and 24. 
 
5.3.5 Rural and urban area classification 
This variable make uses of the rural/urban definition, introduced in 2004 as a joint 
project between a number of Government Departments and was delivered by the Rural 
Evidence Research Centre at Birkbeck College. Based on hectare grid squares, using 
postcode information and the (then) Office of the Deputy Prime Minister‘s defined 
settlement polygons, two measurement criteria were used in the creation of these 
definitions namely: 
 Settlement Form – each hectare grid square is associated with a particular 
settlement type: village, hamlet or isolated dwelling, town or urban fringe and 
urban (>10k population). 
 Sparsity – each hectare grid square is given a sparsity score based on the number 
of households in surrounding hectare squares up to a distance of 30 km. 
The rural and urban definition classified Super Output Areas by aggregating the 
underlying hectare grid squares classifications for the measures of settlement size and 
sparsity (The Countryside Agency et al. 2004).  These data were downloaded from the 
Office for National Statistics (2005b) website. Because very few MSOAs can be 
classified as predominantly dispersed settlements, MSOAs are categorised into one of 
only three domains – ―village, hamlet or isolated dwelling‖, ―town or urban fringe‖ or 
―urban (>10k population)‖. 
 
5.3.6 Empty homes 
Previous research has shown that a ―hot-spot‖ for drug use and dealing is abandoned 
buildings (Jacobson 1999). For example Spelman‘s (1993) study of a low income 
neighbourhood in Austin, Texas found evidence of drug use in 19 per cent of the 
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abandoned buildings inspected
68
. Further drug crime rates were twice as high in the 35 
study small areas or case blocks with at least one abandoned building, compared with 
the 24 control case blocks which had no abandoned buildings, but were otherwise 
similar. To investigate whether abandoned or empty homes also affects perceptions of 
drug-related anti-social behaviour, a measure of empty homes as included in the model, 
with long-term empty homes statistics (defined as those dwellings which have been 
unoccupied and substantially unfurnished for over six months and, at local authority 
discretion, which at the time of data collection could be subject to a discounted council 
tax of between 0% and 50%) downloaded from the Empty Homes Charity website 
(Empty Homes Agency Limited 2011a). The data are obtained from council tax 
information, with home owners reporting the property as being empty to their local 
council with the incentive of receiving a discounted council tax. The data providers 
claim their data to be accurate at a national level, but acknowledge some misreporting at 
the local level stating that councils normally check for council tax fraud. The statistics 
however, do not include uninhabitable homes, homes due for demolition or flats above 
shops which do not have residential planning as none of these homes attract council tax 
(Empty Homes Agency Limited 2013). The numbers of long term empty homes were 
then divided by the total dwelling stock in each Local Authority district (DCLG 2010b) 
to provide a percentage of dwellings which were empty in each Local Authority district. 
The 2010 figures on total dwelling stock were employed as the denominator because the 
2009 figures were based on the LAs before the restructuring on the 1st April 2009.
  
 
5.3.7 Reported incidents of anti-social behaviour 
Prior to December 2010 neighbourhood level crime data were not published and 
researchers (such as Laurence and Heath 2008; Taylor et al. 2010; Brunton-Smith and 
Sturgis 2011) had to use the crime domain of the Index of Multiple Deprivation which 
combined violent crimes, burglary, theft and criminal damage (McLennan et al. 2011).  
Since the end of 2010 street level information on crimes reported to the police has been 
available at www.police.uk. As an example, Figure 5.4 shows the website for crimes 
around Portsmouth University in December 2012.  
 
  
                                                             
68 For the purposes of their study abandoned buildings were defined as residential buildings which had 
been vacant for (i) at least three months or (ii) for less than three months but were already uninhabitable. 
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Figure 5.4 The police.uk website for reported incidents of crime and ASB 
around Portsmouth University during December 2012 
 
Source: National Policing Improvement Agency  (2013) 
 
The map provides counts of various types of crime and anti-social behaviour reported to 
the police in any given month at a street level. To protect victims‘ privacy crimes are 
mapped to an anonymous point on or near to the road where they occurred. The black 
circles show the total count of crimes reported to the police attributed to each 
anonymised point. The offence breakdown on the left hand side of Figure 5.4 allows the 
user to look at the location of different types of crimes including burglary, shoplifting 
and anti-social behaviour. In addition to the graphics information (as per Figure 5.4) the 
website provides the facility to download this data in Excel format with an individual 
record for each incident together with the easting and northing of the anonymised point 
nearest to the location of where the incident occurred. This point level reported crime 
data were imported into the GIS software package ArcGIS v10 which along with 
MSOA boundary data in the form of polygons (Office for National Statistics 2004b) 
calculated a count of reported incidents of anti-social behaviour per 1,000 population 
for each neighbourhood using ArcGIS‘s point in polygon count function.  
 
Because the dataset only went live in December 2010 there is an unavoidable 
disconnect between the date of the CSEW interviews (April 2008 to March 2009) and 
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the time-period of the incidents of ASB reported to the police. Four months of data (one 
per quarter) were downloaded from the website covering the first year of its operation.
69
 
 
While this dataset is an improvement on the IMD crime domain previously employed as 
it separates out incidents of anti-social behaviour (and other crime types) rather than a 
simple overall count of crime, it has many shortcomings compared to arguably the gold-
standard of Systematic Social Observation (SSO) of incidents of ASB employed in the 
US by Sampson and Raudenbush (1999) and Taylor (2001) and covered in section 2.5.7 
of this thesis.  
 
Firstly, not all incidents of crime and anti-social behaviour are reported to the police. 
According to the 2008/09 sweep of the Crime Survey for England and Wales less than 
half of all comparable crimes (41 per cent) were reported. However, this statistic can 
only be an indication of the overall proportion of crime reported to the police due to the 
different remits of police and survey data. The CSEW provides a measure of the level of 
crime committed against individuals living in private households and their properties, 
whereas recorded crime is a measure of crimes against individuals and both domestic 
and commercial property which are reported to the police and recorded by them. 
However, by using a subset of crimes better comparisons can be made between the 
CSEW and recorded crime. The comparable crime subset includes wounding, robbery, 
assault with minor injury and assault without injury, theft from the person, bicycle theft, 
vehicle-related theft, burglary and vandalism (Walker et al. 2009). Rates differed 
considerably between offence types – the police were most likely to come to know 
about thefts of vehicles with 89 per cent being reported, however, most incidents of 
vandalism (which will overlap with some types of ASB) went unreported with the 
police only coming to know about 31 per cent of incidents (Walker et al. 2009). Indeed 
the 2007/08 sweep of the CSEW found that 72 per cent of individuals who witnessed 
any type of anti-social behaviour did not report it to the police or any other authority 
(Innes and Weston 2010).  
 
Secondly the data included in the website is not 100 per cent accurate. When importing 
the dataset into ArcGIS it was clear that some incidents were incorrectly geo-
                                                             
69 The four months utilised were December 2010, March 2011, June 2011 and August 2011. August as 
oppose to September was downloaded because in September 2011 the crime categories were altered, 
therefore to ensure the same types of incident were captured in each month the decision was made to use 
August‘s data instead. 
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referenced. For example, a few incidents in the Kent Police Force Area had co-ordinates 
placing the incident in the North of England.  
 
5.3.8  Alcohol outlets dataset 
Alcohol supply points (ASPs) are considered to be any licensed premises that can sell 
alcohol for consumption on and/or off the premise, for example public houses, bars, 
nightclubs,  restaurants, corner shops, off licenses and supermarkets, hotels, cinemas, 
and social clubs. However, as Newton and Hirschfield (2009) reported there is no single 
source of consistent  and spatially detailed (i.e. geo-referenced) data on these supply 
points in England. This was echoed by Newton et al. who stated ―Despite substantial 
efforts towards multi-partnership working, data collection and intelligence sharing to 
tackle alcohol-related crime and disorder in areas with ASPs, the capture of data on 
ASPs is fragmented‖  (Newton et al. 2010, 1). Their observations are corroborated by 
the recent National Statistics published by the Home Office on alcohol and late night 
refreshment licensing statistics which stated that licensing authorities do not collect 
details of whether a premises is a pub, bar, nightclub, supermarket or off-licence etc due 
to difficulties in classification. Furthermore, data are not published below Local 
Authority level and returns from the Authorities are incomplete (Home Office 2012). 
 
To therefore be able to ascertain the density of ASPs within a neighbourhood we used 
the Ordnance Survey‘s MasterMap® Address Layer 2 database which contains 
coordinates for more than 27 million residential and commercial properties in Great 
Britain. The Address Layer originates from the Royal Mail's postcode address file and 
uses on-the-ground GPS survey, aerial imagery and various other techniques to 
establish precise coordinates for each address and match this to the property on the map 
– effectively joining up postal and topographic geography, creating a fixed link between 
the property and its address. MasterMap Address Layer 2 was obtained via a twelve 
month academic licence from Ordnance Survey in the form of 5,379 separate text only 
files covering the whole of England.
70
 Approaching half of the files (2,286 or 42%) 
were converted into SPSS manually, whereas the remainder were extracted 
automatically using Python script. 
 
                                                             
70 The text files included 99 different variables, however, only five of these (the easting and northing 
along with the three building use classification systems described later in this section) were needed. 
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The database employs three different classification schemes denoting the nature of 
buildings – the Ordnance Survey Base Function (which originates from the cartographic 
text found in many Ordnance Survey datasets and consists of 1,500 codes), the National 
Land Use Database (NLUD) Group (a dataset owned and maintained by DCLG 
consisting of 41 groups) and the Valuation Office Agency non-domestic rates primary 
description code (108 codes which are used by the Valuation Office Agency and Local 
Authorities for non-domestic rate valuing and billing).  As OS acknowledges ―there is 
no definitive classification for features to describe what the address is actually 
addressing‖ and of the three coding systems outlined above only the OS Base Function 
offers complete coverage (Ordnance Survey 2011b, 36).  
 
The decision to focus this research on pubs, bars and nightclubs as opposed to other 
alcohol supply points was two-fold. Firstly, other ASPs such as off-licences are not 
separately identified in the Ordnance Survey‘s MasterMap Address Layer 2 database.  
Instead shops selling alcohol would fall into one of the generic classifications used in 
MasterMap such as food store, supermarket or hypermarket. As discussed above an 
alternative or additional source of ASPs other than pubs, bars and nightclubs 
encompassing the whole of England is currently not available. The second reason was 
that previous research has shown that out of all the different types of ASPs the density 
of pubs, bars and nightclubs is the strongest predictor of variations in crime (Newton et 
al. 2010). Furthermore, from an environmental criminology perspective Brantingham 
and Brantingham (1995) specifically focused upon pubs and bars as a crime generator 
(see Chapter 2 and Appendix B for further information).   
 
Two different definitions for pubs, bars and nightclubs – termed as the narrow and 
wider definitions – were adopted to investigate whether any potential association with 
negative perceptions of alcohol and/or drug-related anti-social behaviour are sensitive to 
the definition used. Table 5.3 lists the codes that were considered as ―in-scope‖ for each 
of the three classification systems used in Ordnance Survey‘s MasterMap Address 
Layer 2. A commercial property was counted as a pub, bar or nightclub under the 
narrow definition if at least two of the three classification schemes‘ codes were in-
scope. In the wider version of the definition all commercial properties which had at least 
one in-scope code detailed in Table 5.3 were counted. 
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Table 5.3 In-scope categories for the classification of pubs, bars and nightclubs 
based on the Ordnance Survey MasterMap Address Layer 2 
OS Base Function NLUD Land Use Group Valuation Office code 
Public house (UO94) places for the sale of 
food and drink for consumption 
on the premises where the 
primary purpose is the sale of 
alcoholic drink e.g., pubs, wine 
bars, private clubs and other 
drinking establishments 
(226 and 227) public house 
Nightclub (199) nightclub 
Bar (303) wine bar 
  
Inn(2) (62) coaching inn(2) 
 
Notes: 
1. Source: adapted from Ordnance Survey (2011a).   
2. Inns / coaching inns were also classified as in-scope only when the NLUD land use group also stated 
the primary purpose of the building was the sale of alcoholic drinks (narrow definition). 
3. Where the OS base function was a nightclub and both the Valuation Office and land use group were 
out of scope based on the categories in Table 5.3 if the NLUD group was ―Places for amusement and 
entertainment e.g., cinemas, theatres, concert halls and arenas, broadcast studios, dance halls, bingo 
halls, night-clubs, gaming and gambling clubs and premises. Plus amusement arcades, fun fairs and 
circuses. Plus visitor centres and interpretation centres‖ it was felt that these buildings were likely to be 
nightclubs and so were coded as in-scope (narrow definition). 
 
Comparing the two definitions of the density of pubs, bars and nightclubs indicates that 
the geographical distribution is similar, regardless as to whether the narrow or wider 
definition is adopted.  The correlation coefficient between the two classification systems 
at the Middle Super Output Area level was 0.96 (p<0.001).
71
  
 
The use of this dataset within the context of this thesis represents one of its innovative 
aspects (in terms of incorporating building use data within multilevel models). 
Therefore it is important to assess the data quality of MasterMap Address Layer 2 by 
ground truthing the data set against other available data sources. It has already been 
highlighted above that of the three classification systems only one – Ordnance Survey 
Base Function – offers complete coverage. Although some researchers have described 
the dataset as ―extremely accurate‖ (Malleson 2010, 54), others have found data quality 
issues. Most striking is the substantial proportion of commercial premises which are 
simply coded as ―general commercial‖, meaning it is not possible to ascertain whether 
these buildings are pubs, bars nightclubs. This is not an unsubstantial problem when 
utilising the dataset – for example Smith and Crooks (2010) reported that in London 51 
per cent of non-residential addresses had the general commercial classification, leading 
them to conclude that MasterMap Address Layer 2 building functionality should not be 
used in detailed analysis without being aware of the errors in the commercial 
                                                             
71 On average there were 0.6 more pubs, bars and nightclubs per km2 using the wider definition compared 
with the narrower definition. 
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classifications. However, as there is no evidence that the use of the general commercial 
―catch-all‖ category is unevenly employed between business types and in absence of an 
alternative dataset of alcohol supply points covering the whole of England, the Address 
Layer 2 has been used here while fully acknowledging the dataset‘s shortcomings.  
 
Due to the scale of the geographical research area in question (the whole of England), it 
is not possible to ground truth the entire database. However, Smith and Crooks did 
undertake a ground truthing exercise of the functional classification against two manual 
street surveys in London –a high density city centre high street (Tottenham Court Road) 
and a lower density suburban centre high street (Station Road in Edgware). Out of the 
351 addresses (including both residential and non-residential) on Tottenham Court Road 
129 (or 35.8%) were classified as ―general commercial‖, with a further 17 (or 4.7%) 
having an incorrect base function. The corresponding results for Station Road in 
Edgware were lower.
72
 Smith and Crooks (2010) contended that the base function errors 
were caused by the method of string matching business names against keywords which 
is used in the creation of Address Layer 2 classifications. For example, if a shop selling 
televisions was called the ―Television Entertainment Centre‖, it would be classed as an 
Entertainment Venue. 
 
Exploratory research conducted as part of this project also suggests that the counts of 
pubs, bars and nightclubs (even using the wider definition detailed above) are an 
underestimation of the true picture. Newton et al. (2008) as part of their evaluation of 
the 2003 Licensing Act for each of their five case study areas (Blackpool Unitary 
Authority, Birmingham (city centre only), Croydon Borough, Guildford Borough and 
Nottingham Unitary Authority) geo-coded their licensed premises data to match the 
address to its geographical location based on the Ordnance Survey National Grid (see 
also Newton and Hirschfield 2009). Even adopting the wider definition of pubs, bars 
and nightclubs, Table 5.4 demonstrates an undercount of premises according to the 
MasterMap Address Layer 2. 
 
  
                                                             
72 Out of the 78 addresses 16 (or 20.5%) had the ―general commercial‖ classification and a further two (or 
2.6%) had been assigned an incorrect base function. 
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Table 5.4 A comparison of the number of pubs, bars and nightclubs in four 
English cities and towns 
 Number of pubs, bars and nightclubs 
 Newton et al. (2008) MasterMap Percentage counted in 
MasterMap 
Blackpool 192 80 42% 
Croydon 235 150 64% 
Guildford 120 75 63% 
Nottingham 280 235 84% 
 
When the density of pubs at a MSOA level from MasterMap is mapped onto a map of 
Croydon (Figure 5.5), although there is a known undercount, the geographical pattern of 
the density of pubs, clubs and bars appears justified. For example, the highest densities 
(indicated by dark red) can be found in either the town centres of Central Croydon, 
South Croydon and South Norwood together with the main arterial road (A23 known 
locally as the Brighton Road). On the other hand, the residential areas to the West and 
South of Purley have some of the lowest densities (expressed by light pink). 
 
Figure 5.5 Density of pubs, bars and nightclubs in Croydon 
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An alternative source of information on the location of pubs, bars and nightclubs is local 
internet sites. Taking Central London as an example, the CityPubs website listed 190 
pubs and bars (CityPubs 2011) while the LondonTown website itemised 88 bars, 66 
pubs, 64 wine bars and 13 nightclubs, making a total of 231 (LondonTown 2011). 
Because the City of London is a separate Local Authority, it is possible to compare 
these counts to those obtained from MasterMap Address Layer 2 which identified 151 
pubs, bars and nightclubs in the area. Two London postcodes known to contain at least 
one pub were then examined in more detail (Table 5.5). In the first example (EC3A 
7BD) five commercial premises were identified based on the OS Base Function which 
classified all five as ―general commercial‖. Neither of the other two classification 
systems included in MasterMap Address Layer 2 (namely the NLUD or the Valuation 
Office) held any information on these buildings, however, Yellow Pages (accessed 
using 192.com) while also listing five commercial buildings identified one of them as a 
wine bar. In the case of EC3R 5BA two buildings were identified as falling within 
scope based on the Yellow Pages neither would have been picked up using the narrow 
definition (Table 5.3), although the wider definition would have captured the pub by 
virtue of the Valuation Office code. This small sample highlights the two main reasons 
for the undercount of pubs, bars and nightclubs based on MasterMap Address Layer 2 – 
the use of the ―general commercial‖ code in the OS Base Function in conjunction with 
the incomplete data for both the NLUD land use group and the Valuation Office codes. 
 
Table 5.5 Examples of London postcodes with un-coded pubs and bars 
OSBaseFunction NLUD Valuation Office 192.com 
EC3A 7BD    
General commercial - - Wine bar 
General commercial - - Brewers 
General commercial - - Offices(1)  
General commercial - - Restaurant 
General commercial - - Take away meals 
    
EC3R 5BA    
General commercial - 226 (pub) Pub 
General commercial - - Bar 
Dwelling - 234 (restaurant) Restaurant 
 
Notes: 
1. Including estate agents and insurance brokers. 
2. For both postcodes the land registry was checked which confirmed there were no residential dwellings. 
3. General commercial codes which should have been included in the category ―pubs, bars and 
nightclubs‖ are underlined and italicised.  
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Another source of undercount is hotels which contain bars and/or nightclubs – this is 
particularly prevalent in the Blackpool case study (Table 5.4) due to their sizeable 
tourist trade. Commonly these businesses are counted as hotels within MasterMap but 
could also be counted as bars in other data sources. For example, according to Address 
Layer 2, the only building in the postcode FY1 2JQ is the Blackpool Hilton Hotel. 
However, yell.com lists four additional businesses at this postcode including a cocktail 
bar and a nightclub (both part of the Hilton complex) which could potentially be 
counted within pubs, bars and nightclubs category; however, they do not appear in 
MasterMap.   
 
5.4 Conclusions 
As described in Chapter 4, small area synthetic estimation uses statistical models that 
predict the probability of a ―target variable‖ using national survey data, but adjusting 
that prediction to take account of local area characteristics. This chapter has described in 
some detail both the national survey – the Crime Survey for England and Wales – as 
well as the other data sources which will be employed in the forthcoming analytical 
chapters to take account of the local area characteristics such as the census, the Index of 
Multiple Deprivation and Ordnance Survey‘s MasterMap® Address Layer 2. The next 
chapter builds multilevel models based on all these data sources to investigate the 
influence of both compositional and contextual factors on perceptions of alcohol and 
drug related anti-social behaviour. 
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Chapter 6 Investigating perceptions of anti-social 
behaviour relating to drug and alcohol use 
 
 
This is the first of three analytical chapters. It explores multilevel associations between 
individual, household and area level factors and perceptions of alcohol and drug-related 
anti-social behaviour in England. The analyses reporting in this chapter were designed 
to answer the following questions: 
 
Research question (1): Do certain types of individuals (living in certain types of 
households) perceive more or less anti-social behaviour than others living in a similar 
neighbourhood environment? 
 
Research question (2): Which area level or ecological factors are associated with 
negative perceptions of alcohol and/or drug-related ASB after controlling for individual 
compositional effects?   
 
Research question (3): Does building use – specifically the density of pubs, bars and 
nightclubs in the neighbourhood – influence perceptions of anti-social behaviour? 
 
Research question (4): Do area factors have differing degrees of influence on 
perceptions of alcohol-related and drug-related anti-social behaviour?  In other words 
do the ASB indicators vary in the same way geographically?  
 
This chapter starts by describing the multilevel models used to address research 
question (1), namely a three level random intercepts logistic regression model, including 
group mean centring, before describing the findings related to the first research 
question. It then moves on to describe the area level factors associated with perceiving 
antisocial behaviour relating to alcohol (research questions (2) and (3)), before 
illustrating the multivariate multilevel model used in the analysis to answer research 
question (4).  
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6.1 The multilevel model 
The rationale behind multilevel modelling was described in detail in Chapter 4. Here the 
account is limited to defining the models used in this research. The three level random 
intercepts logistic multilevel model (Hox 2002; Rasbash et al. 2004) – used to address 
research questions (1), (2) and (3) outlined above – can be denoted as: 
 
                
where 
                
    
      
                     
Equation [6.1] 
 
The dependent variable      (perceptions of ASB for the i
th
  individual in the j
th
 MSOA 
in the k
th 
PFA) is binary and follows a binomial distribution with            
             . 
 
This model allows the intercept     to vary between MSOAs (level 2) and PFAs (level 
3). For simplicity the model above has just one level 1 (at the individual level) 
explanatory variable     .  
 
We assume that the residuals at levels 2 (    ) and 3 (   ) are derived from a Normal 
distribution with a mean of zero and a variance represented by (   
  and    
  
respectively). These can be denoted as             
 ) (level 2) and             
   
(level 3). Residuals at level 1 are represented by      which follows a logistic 
distribution with variance  
 
         
73
  
 
As discussed in section 5.1 of the previous chapter all the models presented in this 
thesis have a binary dependent variable and were initially estimated using iterative 
generalised least squares based on first order marginal quasi-likelihood approximation. 
The model coefficients were checked for stability using Markov Chain Monte Carlo 
                                                             
73 In the case of the logit link function used throughout this thesis and denoted in equation [6.1],  
  
        is used as a constant measure of the level 1 variance by way of a linear threshold model 
whereby it is assumed that there is a continuous unobserved variable underlying the observed dependent 
binary variable (Goldstein et al. 2002). 
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(MCMC) simulation – a Bayesian estimation technique. The default prior distribution 
applied by the software package for all the parameters was flat. Information on the 
conditional posterior distributions can be found in Browne (2009b). The MCMC models 
were each run through 50,000 iterations (with a burn in period of 5,000). The Raftery-
Lewis diagnostic (Raftery and Lewis 1992) and the Effective Sample Size (Kass et al. 
1998) both confirmed that this Markov chain length was sufficiently long. All the 
multilevel models were produced using the software package MLwiN (Browne 2009a; 
Rasbash et al. 2009a).  
 
6.2 Area level effect 
Before any independent variables were added to the modelling process, empty or null 
models (Table 6.1) were produced. These allow one to explore the level of 
neighbourhood clustering, in other words whether area or ―place‖ has an effect on an 
individual‘s perceptions of anti-social behaviour before taking into account individual 
or area level characteristics. To this end two statistics can be calculated based on the 
null model – the variance partition coefficient and the median odds ratio. 
 
The variance partition coefficient (VPC) can be thought of as the percentage of the 
variation in the dataset that is attributed to each level. Therefore the level two or 
neighbourhood level  (in this case MSOA) variance,  using the notation outlined in 
equation [6.1] at the beginning of this chapter (Snijders and Bosker 1999; Rasbash et al. 
2009c), can be expressed as: 
 
            
   
 
   
     
   
 
   
 
Equation [6.2]  
 
And the proportion of the variation attributable to Police Force Areas is given by: 
 
            
   
 
   
     
   
 
   
 
Equation [6.3]  
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However, this measure has been criticised in the literature for not giving information on 
the degree of heterogeneity between clusters or neighbourhoods and hence identifying 
whether clustering is a pertinent characteristic of the dataset (Larsen and Merlo 2005).  
To overcome this concern the Median Odds Ratio (MOR) can be defined (Larsen and 
Merlo 2005; Merlo et al. 2006) as: 
 
             
         
 
                
   
Equation [6.4] 
 
where 0.6745 is the cumulative value of the standard Normal distribution at the 75
th
 
percentile. The MOR statistic has the appealing property that is translates the higher 
level variances into the same odds scale as the fixed part of the model. Equation [6.4] 
relates to the area level variation at the MSOA level, however, in a three level model 
separate MOR statistics can be calculated for each area level in the model.
74
 The MOR 
statistic always takes the value of one or greater than one. A value of one can be 
interpreted as there being no differences between the areas whereas larger values 
indicate the degree of geographical variation.  
 
Table 6.1 Higher level variation statistics for the empty or null model 
 Variance SE VPC MOR 
MSOA     
Alcohol-related ASB 0.67 0.03 17% 2.58 
Drug-related ASB 0.78 0.04 19% 2.78 
     
PFA     
Alcohol-related ASB 0.05 0.01 1% 1.28 
Drug-related ASB 0.10 0.03 2% 1.44 
 
Table 6.1 indicates that there is far more variation at the neighbourhood or MSOA level 
than at the larger administrative Police Force Area level. Further there is more 
geographical variation in relation to perceptions towards drug-related ASB than for 
alcohol-related. 
                                                             
74 See, for example, Lian et al. (2008) who calculated separate MOR values for ZIP5 areas nested within 
ZIP3 areas.  
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6.3 Individual level associations and group mean centring 
Although the main focus of this research is on neighbourhood level variations in 
perceptions of anti-social behaviour, as Samson and Raudenbush (2004) contended, it is 
important to understand how individuals within the same environment perceive disorder 
– hence research question (1) outlined at the outset of this chapter. Following Sampson 
and Raudenbush‘s method, each individual covariate was centred around its 
neighbourhood (in other words MSOA) average. This technique is known as group 
mean centring. 
 
There are several different methods of centring in multilevel regression and these are 
reviewed by Paccagnella (2006) and Kreft and de Leeuw (1998). Centring around the 
neighbourhood average makes it possible to disentangle the ―pure‖ individual 
(sometimes referred to as the within-neighbourhood effect) and contextual effects of 
individual factors (or between neighbourhood effect) on anti-social behaviour (Kawachi 
and Subramanian 2006). For example, a group mean centred model captures how 
individuals can think differently in terms of their perceptions of ASB whilst being 
exposed to the same neighbourhood conditions such as the area‘s demographic profile 
(e.g., the average age of the residents in the local area). Following the methodology of 
Kawachi and Subramanian (2006) and Raudenbush and Bryk (1986) the multilevel 
logistic model outlined earlier (equation [6.1]) can be reformulated as: 
 
                                               
 
Equation [6.5] 
 
where      is centred around its neighbourhood mean      .
75
 Thus β1 measures the 
within-cluster effect (i.e., purely individual) of a covariate on perceptions of antisocial 
behaviour and α1 measures the corresponding between-cluster effect.
76
   
                                                             
75 In practice, for continuous variables such as age, this means someone aged 23           in an MSOA 
where the average age (based on the BCS respondents living MSOA j) is 52            would have a 
group mean centred value of -29. On the other hand in the case of categorical variables, such as gender, a 
male (      , as female is the base category) where the proportion of males (again based on the BCS 
respondents living in MSOA j) is 0.45              would have a group mean centred value for gender 
of 0.55. For a detailed discussion of group mean centring of categorical variables see Kawachi and 
Subramanian (2006, 200-201). 
76 This methodology is sometimes referred to as centred with context with reintroduction of the subtracted 
means or CWC(M) (Kreft and de Leeuw 1998, 110). 
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An alternative approach to group mean centring outlined in equation [6.6] is not to 
reintroduce the subtracted mean (      77 
 
                                       
 
Equation [6.6] 
 
This is the model adopted by Sampson and Raudenbush (2004, 328) in their analysis of 
perceptions of anti-social behaviour in Chicago. As this is the closest study to date to 
the research questions and methodology addressed here, the decision was taken not to 
introduce the neighbourhood mean term. Further information on the differences 
between group mean centred models with and without reintroducing the mean can be 
found at Kreft and de Leeuw (1998, 109-114).
78
 
 
Tables 6.2 and 6.3 show whether individuals within the same neighbourhood perceived 
drunk and rowdy behaviour and/or using or dealing drugs to be a problem respectively. 
Results are expressed as logits, alongside their standard errors. Credible intervals, 
derived via MCMC estimation, which can be interpreted in much the same way as 
confidence intervals, are also included. The results illustrate that, as a person gets older, 
they are less likely to perceive both alcohol and drug-related ASB to be a problem. 
Similarly being male, widowed or living in the area for a short period of time all reduce 
the chances of perceiving drunk or rowdy behaviour and using or dealing in drugs to be 
a problem in the local area. Those with higher educational qualifications were less likely 
to perceive drug use or dealing to be a problem in their local area, however, no 
association was found between educational achievement and alcohol-related ASB.  
 
  
                                                             
77 Referred to by Kreft and de Leeuw (1998, 110) as centred with context without reintroduced means or 
CWC(N). 
78 Kreft and de Leeuw (1998) using the exemplar of Raudenbush and Bryk‘s (1986) multilevel study of 
the effect of a private education that not re-introducing the mean can lead to an uncorrected between 
school effect being measured which was important when level 2 (i.e. school level) variables were 
included in the model. 
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Table 6.2 Individual and household level predictors of negative perceptions of 
alcohol-related anti-social behaviour 
 β SE(β) Credible interval 
     
Gender (base=female)     
Male -0.08 0.03 -0.13 -0.03 
 
 
    
Age -0.02 0.01 -0.02 -0.02 
     
Ethnicity (base=white)     
Mixed 0.26 0.15 -0.05 0.56 
Asian or Asian British 0.10 0.08 -0.05 0.24 
Black or Black British -0.21 0.09 -0.39 -0.03 
Chinese or Other 0.34 0.12 0.10 0.58 
     
Marital status (base=married)     
Single 0.08 0.04 0.01 0.16 
Widowed -0.19 0.06 -0.31 -0.08 
Separated or divorced 0.13 0.05 0.04 0.22 
     
Victim of  crime
(2)
 in past 12 months (base=non victim)     
Victim of a CSEW crime 0.78 0.03 0.72 0.84 
     
Educational qualifications (base=below A level or none)     
A level or above 0.03 0.04 -0.02 0.10 
     
Household income (base=£40k plus)     
Under £5k 0.25 0.07 0.11 0.39 
Under £10k 0.18 0.06 0.05 0.30 
Under £20k 0.19 0.05 0.10 0.29 
Under £30k 0.23 0.05 0.14 0.32 
Under £40k 0.14 0.05 0.05 0.24 
Don’t know or refused income 0.08 0.05 -0.01 0.18 
     
Tenure (base=owner occupier)     
Social rented sector 0.21 0.04 0.13 0.30 
Private rented sector 0.08 0.04 -0.01 0.16 
     
Accommodation type (base=house)     
Flat/maisonette/bedsit 0.23 0.05 0.14 0.33 
Other accommodation (including not coded) 0.15 0.08 -0.01 0.31 
     
Time living in neighbourhood (base=five years or more)     
Less than 12 months -0.57 0.06 -0.69 -0.45 
Less than 5 years -0.30 0.04 -0.37 -0.23 
 
Notes: 
1. The weighting variables number of adults in the household (nselec) and number of households at the 
address (hselec) were also included (see section 5.2 for information on the rationale for this). 
β(nselec)=0.06 (with a credible interval of 0.03 to 0.10) and β(hselec)=0.01 (credible interval -0.06 to 
0.07). As stipulated by Rabe-Hesketh and Skrondal (2006) models were also produced without these two 
design variables to test whether  these extra covariates altered the interpretation of the regression 
coefficients of interest – overall they did not, with the exceptions of marital status where β(single)=0.06 
(with a credible interval of -0.02 to 0.13) and β(separated or divorced)=0.08 (credible interval -0.01 to 
0.16) and (ii) tenure where β(private rented sector)=0.09 (credible interval 0.01 to 0.18). 
2. Victim of a crime covered by the Crime Survey for England and Wales. 
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Table 6.3 Individual and household level predictors of negative perceptions of 
drug-related anti-social behaviour 
 β SE(β) Credible interval 
     
Gender (base=female)     
Male -0.18 0.03 -0.23 -0.13 
 
 
    
Age -0.01 0.01 -0.02 -0.01 
     
Ethnicity (base=white)     
Mixed 0.13 0.16 -0.18 0.44 
Asian or Asian British -0.12 0.08 -0.27 0.04 
Black or Black British -0.49 0.10 -0.68 -0.30 
Chinese or Other 0.02 0.13 -0.24 0.27 
     
Marital status (base=married)     
Single -0.03 0.04 -0.10 0.05 
Widowed -0.29 0.06 -0.41 -0.18 
Separated or divorced 0.18 0.05 0.09 0.27 
     
Victim of crime(2) in past 12 months (base=non victim)     
Victim of a CSEW crime 0.72 0.03 0.66 0.78 
     
Educational qualifications (base=below A level or none)     
A level or above -0.08 0.03 -0.14 -0.02 
     
Household income (base=£40k plus)     
Under £5k 0.34 0.07 0.20 0.48 
Under £10k 0.26 0.06 0.14 0.38 
Under £20k 0.30 0.05 0.20 0.39 
Under £30k 0.32 0.05 0.22 0.41 
Under £40k 0.19 0.05 0.09 0.29 
Don’t know or refused income 0.07 0.05 -0.03 0.17 
     
Tenure (base=owner occupier)     
Social rented sector 0.44 0.04 0.36 0.52 
Private rented sector 0.07 0.05 -0.02 0.16 
     
Accommodation type (base=house)     
Flat/maisonette/bedsit 0.13 0.05 0.03 0.22 
Other accommodation (including not coded) -0.03 0.08 -0.19 0.14 
     
Time living in neighbourhood (base=five years or more)     
Less than 12 months -0.80 0.07 -0.93 -0.67 
Less than 5 years -0.52 0.04 -0.60 -0.45 
 
Notes: 
1. The weighting variables number of adults in the household (nselec) and number of households at the 
address (hselec) were also included (see section 5.2 for information on the rationale for this). 
β(nselec)=0.08 (with a credible interval of 0.04 to 0.12) and β(hselec)=-0.04(credible interval -0.12 to 
0.03). As stipulated by Rabe-Hesketh and Skrondal (2006) models were also produced without these two 
design variables to test whether  these extra covariates altered the interpretation of the regression 
coefficients of interest – overall they did not, with the exception of tenure where β(private rented 
sector)=0.09 (with a credible interval of 0.01 to 0.18).  
2. Victim of a crime covered by the Crime Survey for England and Wales. 
 
In terms of the individual‘s ethnicity, Black or Black British adults were less likely to 
perceive alcohol and drug-related ASB to be a problem in their local area. Conversely 
respondents who described themselves to the survey as being Chinese (or from another 
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minority ethnic background) were more likely to perceive an alcohol-related problem. 
Those in the lower income brackets (household incomes of less the £30k per annum) 
were more likely to report both drunk and rowdy behaviour and drug use or dealing 
being a problem in their local area. Likewise, those living in flats or in social rented 
housing were also more likely to perceive a problem.  The impact of previous crime 
victimisation was particularly strong; if a respondent had been a recent victim of crime, 
the odds of them describing alcohol or drug-related ASB to be a problem more than 
doubled.  These findings build on previous research, by investigating two distinct types 
of anti-social behaviour, however, there is a high degree of concordance between the 
socio-economic and demographic factors found by previous research to be associated 
with negative perceptions of ASB based on a combined indicator (as described in 
section 2.5.1) and those specific to drunk and rowdy behaviour and drug use or dealing 
presented here.  
 
These initial models (addressing research question (1)) explored whether individuals in 
similar environments perceived different levels of alcohol-related ASB, therefore the 
pertinent individual level variables were centred around the MSOA mean. The 
subsequent models (research questions (2) to (4)) all involve assessment of area level 
covariates on individual perceptions of ASB, therefore individual level variables are 
centred around their grand survey mean, which ensures that area level associations will 
be adjusted for individual-level characteristics.  
 
6.4 Area level associations 
The second stage of the modelling focuses on the area-level variables in order to address 
which area level or ecological factors are associated with negative perceptions of 
alcohol and/or drug-related ASB after controlling for individual compositional effects 
(research question(2)).   This stage also investigates whether building use – specifically 
the density of pubs, bars and nightclubs in the neighbourhood – influences perceptions 
of anti-social behaviour (research question(3)). In these models, estimates of the 
coefficients of the area factors have been adjusted for the characteristics of individuals 
and households as detailed in Tables 6.2 and 6.3.
79
 The first stage is to investigate the 
effects of those variables which have previously been identified in the literature as 
                                                             
79 All the independent variables used in the modelling process (individual, household and area) were 
tested for multicollinearity. Following the procedure outlined by Menard (2001, 76) all the tolerance 
statistics were found to be greater than 0.2 indicating that multicollinearity was not a cause for concern. 
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important in explaining perceptions of anti-social behaviour (discussed in detail in 
Chapter 2).  The results of these models for both alcohol and drug-related anti-social 
behaviour are shown in Table 6.4 and address research question (2).     
 
Unfailingly, researchers have found a link between neighbourhood deprivation and 
negative perceptions of disorder on both sides of the Atlantic – the results presented 
here being no exception. However, evidence to support any potential link between the 
percentage of residents from black or minority ethnic backgrounds and/or levels of 
ethnic heterogeneity and perceptions of anti-social behaviour has been controversial and 
in some instances contradictory, with this pattern continuing in the findings presented 
here.  In the case of alcohol-related anti-social behaviour we find a positive relationship 
between ethnic heterogeneity and perceptions of drunk and rowdy behaviour. In other 
words, residents who live in an ethnically mixed area were less likely to report alcohol-
related anti-social behaviour to be a problem in their neighbourhood. However, the 
contrary is true for drug-related ASB where those who live in more ethnically 
heterogeneous areas are more likely to report drug use or dealing to be a problem where 
they live. This is not the first time that divergent relationships between  ethnic diversity 
and neighbourhood perceptions have been reported within the same study. For example 
Sturgis et al. (2011) found no effect of ethnic diversity on generalized trust
80
, however, 
they reported a statistically significant association between diversity and a measure of 
strategic trust.
81
 Similarly Pennant (2005) found that the more ethnically diverse an area 
was, the less likely people were to trust others within that area, however, their trust in 
local services (such as their local council or police) was not affected by degree of ethnic 
heterogeneity. Most pertinent to this study Brunton-Smith et al.‘s (2010) study of 
London found that ethnic diversity had a negative effect on perceptions of drug use and 
dealing but found no statistically significant effect in the case of perceptions of drunk or 
rowdy behaviour (Table 2.4). 
 
Perceptions of both drink and drug associated ASB were worse in neighbourhoods with 
high levels of population turnover as well as in more urban areas. The proportion of 
young people living in the neighbourhood, on the other hand, did not have an 
independent effect on perceptions. While it is difficult  to speculate why these results 
differ from perceptions of overall levels of ASB which have unfailingly shown a link 
                                                             
80 Defined as whether most people can be trusted or you can‘t be too careful in dealing with people.  
81 Defined as whether people in the neighbourhood can be trusted.  
 100 
 
with the proportion of young people living in the area (section 2.5.6) one possible 
explanation may be that those being drunk and disorderly do not necessarily live in the 
neighbourhood where they perpetrate the anti-social behaviour. Alternatively it could be 
that drunkenness and/or drug use is not specifically seen as a problem relating to 
teenagers – in a recent qualitative study participants were not explicit on the ages of 
what they described as ―drunks‖ or ―junkies‖ who they perceived as the most frequent 
culprits of anti-social behaviour (Egan et al. 2012b, 11). As expected, the models 
indicated that actual levels of anti-social behaviour reported to the police increased an 
individual‘s propensity to report high levels of alcohol and drug-related anti-social 
behaviour (regardless of whether they themselves have been a recent victim of crime).
82
 
In line with the findings described in section 2.5.6 on perceptions of an overall measure 
of anti-social behaviour, perceptions towards alcohol and/or drug related ASB do not 
hold with essentialist notion of disorder whereby perceptions are unambiguously and 
solely based on actual levels of disorder. If this were the case it would mean that few if 
any between-neighbourhood variations in perceived disorder linked to social structure 
would be significant once observed disorder is taken into account – something which 
clearly is not the situation here. This rejection of the essentialist notion with respect to 
drunk and rowdy behaviour chimes with Hubbard‘s (2011, 2) observation that the point 
at which ―social‖ alcohol use becomes ―anti-social‖ is culturally defined.   
 
Table 6.4 Area level predictors of negative perceptions of alcohol and drug-
related anti-social behaviour  
 Alcohol-related ASB Drug-related ASB 
 β SE(β) 
Credible 
interval 
β SE(β) 
Credible 
interval 
Deprivation 0.14 0.02 0.10 0.19 0.38 0.02 0.34 0.43 
In-flow and out-flow between MSOAs 0.17 0.03 0.12 0.22 0.06 0.03 0.01 0.12 
Ethnic heterogeneity -0.16 0.03 -0.22 -0.11 0.06 0.03 0.01 0.11 
Proportion of the population aged 15-24 0.02 0.02 -0.03 0.07 0.01 0.02 -0.04 0.06 
Rural and urban area classification (base=urban greater than 10k)    
     Town and fringe -0.08 0.06 -0.21 0.04 0.11 0.06 -0.01 0.23 
     Village, hamlet and isolated dwellings -1.07 0.08 -1.22 -0.92 -0.73 0.07 -0.86 -0.59 
Reported incidents of ASB 0.14 0.02 0.10 0.19 0.09 0.02 0.04 0.13 
 
 
Research question (3) addressed the potential effect of the density of pubs, bars and 
nightclubs on perceptions of alcohol and/or drug-related anti-social behaviour as this 
                                                             
82 The level of reported drug incidents to the police (see Chapter 5 for more information on this data 
source) was also tested and found not to be significant. 
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had been shown to be associated with negative perceptions towards incivilities in 
American cities and towards problems caused by drunkenness in Australia (see Chapter 
2 for a full discussion).  Table 6.5 indicates that individuals who live in areas with the 
highest density of pubs, bars and nightclubs do perceive more problematic levels of 
drunk and rowdy behaviour. Moreover, this relationship holds after adjusting for 
personal, household and other area characteristics including actual incidents of anti-
social behaviour reported to the police.  
 
Table 6.5 Adding pubs, bars and nightclubs or empty homes to the multilevel 
models from Table 6.4  
 Alcohol-related ASB Drug-related ASB 
 β SE(β) 
Credible 
interval 
β SE(β) 
Credible 
interval 
Deprivation 0.16 0.02 0.11 0.20 0.36 0.03 0.31 0.41 
In-flow and out-flow between MSOAs 0.16 0.03 0.11 0.22 0.07 0.03 0.01 0.12 
Ethnic heterogeneity -0.17 0.03 -0.22 -0.11 0.06 0.03 0.01 0.11 
Proportion of the population aged 15-24 0.02 0.02 -0.03 0.06 0.01 0.02 -0.04 0.05 
Rural and urban area classification (base=urban greater than 10k)     
     Town and fringe -0.08 0.06 -0.20 0.04 0.11 0.06 -0.02 0.23 
     Village, hamlet and isolated dwellings -1.08 0.07 -1.22 -0.93 -0.73 0.07 -0.87 -0.60 
Reported incidents of ASB 0.11 0.02 0.06 0.16 0.09 0.02 0.05 0.14 
Pubs, bars and nightclubs per km2 0.07 0.02 0.03 0.11 NA NA NA NA 
Empty homes NA NA NA NA 0.05 0.03 0.01 0.10 
 
Notes: 
1. NA indicates not applicable – this building use was not included in the model. 
 
An important question is whether the inclusion of the density of pubs, bars and 
nightclubs at an area level adds any improvement to the explanatory power of these 
models.  A useful tool to assess this is the Deviance Information Criterion (DIC) 
(Spiegelhalter et al. 2002). This can be thought of as a measure of how well the model 
fits the data. The DIC diagnostic accounts for the number of parameters in each model. 
Consequently any two DIC values are directly comparable and so any decrease in the 
DIC suggests a better model (Browne 2009b). Following experience with the more 
frequently used Akaike‘s Information Criterion (Akaike 1974) a rule of thumb has been 
developed that differences of four or more suggest that the model with the higher DIC 
statistic has considerably less support (Burnham and Anderson 2002).
83
  The reduction 
in the DIC when pubs, bars and nightclubs was added to the model was six implying 
                                                             
83 The DIC estimates the number of degrees of freedom as part of the model fitting process whereas the 
AIC does not. 
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that taking into account these land uses does improve the model.
84
 The model presented 
in Table 6.5 includes the narrow definition of pubs, bars and nightclubs (whereby at 
least two of the three building classification schemes from Ordnance Survey were in-
scope (see Table 5.3 in Chapter 5 for more information)). However, if this is substituted 
for the wider definition the coefficients of all the statistically significant area factors 
remain broadly unchanged as did the β for pubs, bars and nightclubs at 0.07 (with a 
credible interval of 0.03 to 0.11). This suggests that the findings presented here are not 
sensitive to the definition adopted of pubs, bars and nightclubs from OS MasterMap 
Address Layer 2. Other types of building use, such as train stations and secondary 
schools, previously linked in criminological literature to crime and disorder 
(Brantingham and Brantingham 1995; McCord et al. 2007)
85
 were also tested for 
inclusion in the model. None of these other building uses were found to be significant in 
predicting perceptions of either alcohol or drug-related ASB. A full explanation of the 
building uses tested and their associated results is given at Appendix B. 
 
Counter to the results discussed above in relation to perceptions towards alcohol-related 
ASB, no statistically significant relationship was found between the density of pubs, 
bars and nightclubs and respondents answers to whether they perceive ―people using or 
dealing drugs‖ to be a problem in their area (Table C1). However, as discussed in 
Chapter 5, previous research has shown another category of building use, namely 
abandoned buildings, is a ―hot-spot‖ for drug use and dealing (Jacobson 1999). By 
including a measure of the proportion of empty homes in each Local Authority it is 
possible to test whether the proportion of empty homes in the area is also associated 
with perceptions of drug use and dealing albeit at the larger geographical scale of Local 
Authorities as opposed to a more refined neighbourhood scale. Table 6.5 provides 
limited support for this hypothesis – although the proportion of dwellings which are 
empty is statistically significantly associated with perceptions of drug use and dealing 
(β(empty homes)=0.05 with a credible interval of 0.01 to 0.10) the improvement in the 
DIC statistic is negligible.
86
 It is arguable that if this data were available at a more 
granular scale – such as MSOAs – a different result may have been found. 
                                                             
84 DIC of null model was 42,923 which fell to 40,528 once all the individual and household level 
variables were added. The DIC for the model with area level variables added was 39,750 and when pubs, 
bars and clubs were added the DIC statistic fell further to 39,744. 
85 See the environmental criminology section of Chapter 2 for further details of this literature. 
86 The DIC statistic for the null model was 42,058. This reduced to 40,082 when individual and household 
variables were included and further to 39,370 once area level variables were incorporated. When the 
empty homes variable was added to the model the DIC statistic remained at 39,370. 
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The results presented above demonstrate that specific types of building use are 
associated with an individual‘s perceptions of anti-social behaviour in their 
neighbourhood. The next stage is to investigate whether these associations are mediated 
or moderated by individual characteristics and/or other area level factors. Firstly any 
mediating factors are assessed before moving on to consider potential moderating 
variables later in this chapter. 
 
6.4.1 Mediating models 
The basic framework of a mediation model, as outlined by Baron and Kenny (1986), is 
that an initial independent variable affects a mediating variable which in turn affects a 
dependent variable. The aim of mediating models is to ascertain whether the 
relationship between the initial independent variable and the dependent variable is due, 
at least in part, to the mediating variable (Krull and MacKinnon 2001). This relationship 
is depicted in Figure 6.1. 
 
Figure 6.1 Basic mediational model 
 
 
 
 
 
 
 
Krull and MacKinnon (2001) described how this basic model could be worked in a 
multilevel framework, with the dependent and/or independent variables being either at 
individual or area level. Of particular relevance to this research is the relationship they 
described as 2→2→1, in other words, both the initial and mediator independent 
variables are at the neighbourhood level (i.e. level 2) whereas the dependent variable is 
based on individual responses (as in the case of perceptions of ASB – level 1). This 
multilevel mediating model is depicted in Figure 6.2. 
 
  
Mediator 
variable 
Dependent 
variable 
Initial 
independent 
variable 
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Figure 6.2 Multilevel mediational model 2→2→1 
 
 
 
 
 
 
 
 
 
 
 
Referring back to equation [6.1] defined at the beginning of this chapter the two 
pathways, namely        (relationship(i)) and            (relationship(ii)) can be 
defined algebraically
87
 as: 
 
             
Relationship(i) 
               
   
     
              
Equation [6.7] 
 
Relationship(ii) 
               
   
     
                    
Equation [6.8] 
 
Krull and MacKinnon (2001) adapted Judd and Kenny‘s (1981) methodology of 
calculating mediating effects in Ordinary Least Squares regression for a multilevel 
framework with the mediating effect of    on the relationship between    and     being 
defined as       . Sampson et al. (1997) used this methodology to show that 
collective efficacy mediated the relationship between concentrated disadvantage and 
residential stability and whether an individual was a victim of a violent crime. 
                                                             
87 Level 3 has been excluded from equations [6.7] and [6.8] for ease of interpretation as level 3 variables 
are not included in the mediation model. 
Level 1 
Mediator 
variable   
Dependent 
variable     
Initial 
independent 
variable    
   
    
Level 2 
   
L v l  
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Raudenbush and Sampson (1999) went on to show that in the context of a 2→2→1 
multilevel mediation model the total effect is defined as   , the direct effect is     and 
the indirect effect is       .
88
 An alternative methodology for calculating the indirect 
effect is also described by Krull and MacKinnon (2001)
89
. Although the two 
methodologies are not algebraically equivalent in the multilevel setting, any discrepancy 
between the two indirect effect estimates is typically small and unsystematic and 
reduces to zero with larger sample sizes (Krull and MacKinnon 1999). A further 
alternative is estimating multilevel models as structural equation models (Bauer 2003). 
However, there were insufficient funds available to acquire Mplus – one of the few 
software packages which has included a multilevel extension in the SEM program (Hox 
2002, 226) – therefore this option was not pursued further as part of this thesis. 
 
By comparing the models with and without building use, it is possible to ascertain 
whether building use mediates the relationship between perceptions towards alcohol 
and/or drug-related anti-social behaviour and other neighbourhood characteristics using 
Raudenbush and Sampson‘s (1999) methodology described above, whereby indirect 
effects can be calculated by the total effects minus the direct effects. These subtractions 
show that there are no statistically significant differences between the total effects 
(Table 6.4) and the direct effects (Table 6.5) of any of the area level variables included 
in the modelling process. Their respective coefficients remain fairly constant in models 
with and without pubs, bars and clubs or empty homes. In other words building use does 
not influence the observed significant associations between perceptions of anti-social 
behaviour (alcohol and drug-related) and deprivation, population turnover, ethnic 
heterogeneity or incidents of ASB reported to the police.   
 
6.4.2 Moderating models 
An interaction (or moderator) implies that the magnitude of the relation between one 
independent variable and the outcome or dependent variable varies as a function of at 
least one other independent variable (Preacher et al. 2006). This relationship is 
illustrated in Figure 6.3. 
  
                                                             
88 For a debate on this interpretation see Clogg et al. (1995) and Allison (1995). 
89 Whereby two models are estimated; the first being equation [6.8] and the second             
     with the indirect effect being calculated as      (Krull and MacKinnon 2001). 
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Figure 6.3 Moderator model 
 
 
Source: Baron and Kenny (1986) 
 
 
This can be summarised algebraically using the notation of equation [6.1] as: 
 
                
    
      
                                       
Equation [6.9] 
 
Where      is the predictor and      is the moderator and the additional term 
(        ) is sometimes referred to as the interaction term. In this instance both the 
variables are at the area level (j), however, an interaction term can also be between two 
individual level variables (i) or indeed between an individual and an area level variable 
– the latter being known as a cross-level interaction. 
 
Earlier in this chapter it was illustrated that building use – more precisely pubs, bars and 
nightclubs and empty homes – was related to perceptions of alcohol and drug-related 
anti-social behaviour respectively. The final stage of the analysis under research 
question (3) therefore examines whether the effect of building use on perceptions of 
ASB is moderated by other factors. Does the contextual influence of building use vary 
across different types of people and/or different types of places? Are residents 
expectations around what is acceptable behaviour, as Millie (2008, 379) contends 
 
Outcome variable 
 
Predictor x 
Moderator 
 
Moderator 
 
 
Predictor    
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―determined by social and cultural norms of aesthetic acceptability‖? Firstly, in relation 
to perceptions towards drunk and rowdy behaviour Table 6.6 shows the two interaction 
terms between the density of pubs and other area level variables which were found to be 
significant, namely deprivation and the level of young people in the local area.
90,91,92
 As 
with previous area level tables, although only the area level variables are reported here, 
the models include all the individual and household level variables discussed earlier in 
the chapter under research question(1). 
 
Table 6.6 Area level and cross-level interactions of negative perceptions of 
alcohol and drug-related anti-social behaviour  
 Alcohol-related ASB Drug-related ASB 
 β SE(β) 
Credible 
interval 
β SE(β) 
Credible 
interval 
Deprivation 0.15 0.02 0.10 0.19 0.38 0.03 0.33 0.43 
In-flow and out-flow between MSOAs 0.16 0.03 0.10 0.19 0.07 0.03 0.02 0.13 
Ethnic heterogeneity -0.16 0.03 -0.21 -0.10 0.06 0.03 0.00 0.11 
Proportion of the population aged 15-24 0.03 0.03 -0.02 0.08 0.00 0.02 -0.04 0.05 
Rural and urban area classification (base=urban greater than 10k)     
     Town and fringe -0.06 0.06 -0.17 0.06 0.11 0.06 -0.01 0.23 
     Village, hamlet and isolated dwellings -1.04 0.07 -1.19 -0.90 -0.73 0.07 -0.87 -0.59 
Reported incidents of ASB 0.12 0.02 0.07 0.17 0.08 0.02 0.04 0.13 
Pubs, bars and nightclubs per km2 0.10 0.02 0.06 0.15 NA NA NA NA 
Empty homes NA NA NA NA 0.02 0.03 -0.04 0.08 
         
Interaction terms         
Pubs * deprivation -0.05 0.02 -0.09 -0.01 NA NA NA NA 
Pubs * proportion aged 15 to 24 -0.03 0.01 -0.05 -0.00 NA NA NA NA 
Empty homes * male NA NA NA NA 0.14 0.03 0.08 0.19 
Empty homes * deprivation NA NA NA NA -0.06 0.02 -0.09 -0.03 
 
Notes: 
1. 0.00 indicates          . 
2. -0.00 indicates          . 
3. NA indicates not applicable – this building use was not included in the model. 
 
The attenuating effect of both a younger community and deprivation on the influence of 
the density of pubs and clubs is illustrated in Figures 6.4 and 6.5 respectively. These are 
produced using the customised predictions window in MLwiN which estimates out-of-
sample  predictions (i.e. predictions for combinations of values of the explanatory 
                                                             
90 Cross-level interactions were also tested to investigate whether the contextual influence of pubs and 
clubs diverged based on individual characteristics such as gender and age – no evidence to support this 
was found. 
91 The inclusion of two interaction terms lead the DIC statistic to fall by a further three points to 39,741. 
92 In these final models the individual variables were allowed to vary across neighbourhoods and the 
neighbourhood or MSOA level variables were allowed to vary across Police Force Areas. However, there 
were no statistically significant random slopes. 
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variables not found in the CSEW respondents) and their associated 95 per cent 
confidence intervals through simulation (for more information on the customised 
predictions facility in MLwiN see Rasbash et al. 2009b). The density of pubs and clubs 
is more influential in both less deprived neighbourhoods and to a lesser extent those 
neighbourhoods with fewer young people.  
 
It is difficult to hypothesise on the mechanisms behind these findings in a cross-
sectional survey, although it is arguable that in high deprivation areas or those where 
many young people live pubs are not seen to the same degree as a ―red-flag‖ in terms of 
troublesome behaviour, they are instead, using Millie‘s phraseology, tolerated or even 
celebrated in some instances as a positive part of community life. Echoing this 
sentiment Roberts (2006, 28) noted that despite media representations of young people 
being drunk and disorderly (especially in the context of the night-time economy
93
) 
―large numbers of people enjoy the conviviality of drinking and drunkenness in 
commercial venues and public places‖.   
 
An interaction effect involving deprivation was also found in relation to drug-related 
ASB and empty homes (Table 6.6 and Figure 6.6).
94
 As the neighbourhoods become 
more deprived the additional negative influence of a high level of empty homes in the 
area diminishes. Again this may reflect differing tolerances or norms depending on the 
social-economic status of the area. It should be noted that although the interaction term 
is statistically significant, its influence on perceptions is dwarfed in comparison with the 
main effect of deprivation (as illustrated by comparing the gradient of the three lines 
with the width between them). The contextual influence of empty homes was also 
related to an individual‘s gender (Table 6.6 and Figure 6.7).95 This is sometimes 
referred to as a cross-level interaction. A woman‘s propensity to perceive problems with 
drug-related ASB is largely unaffected by the proportion of empty homes in their local 
area. On the other hand, men‘s perceptions are influenced by substantial numbers of 
vacated properties in their neighbourhood.
96
 
 
  
                                                             
93 The term the ―night-time economy‖ was first coined by Hobbs et al. (2003) to portray the expansion in 
the numbers of pubs, bars and nightclubs operating with extended opening hours. 
94
 Low percentage of empty homes was characterised as one standard deviations below the mean and high 
percentage of empty homes was defined as one standard deviation above the mean. 
95
 The inclusion of two interaction terms lead the DIC statistic to fall by a further 29 points to 39,341. 
96 Table C1 (Appendix C) gives the full results with and without the density of pubs. 
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Figure 6.4 Interaction effect between density of pubs and deprivation for 
perceptions towards alcohol-related anti-social behaviour 
 
 
Figure 6.5 Interaction effect between density of pubs and young people for 
perceptions towards alcohol-related anti-social behaviour 
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Figure 6.6 Interaction effect between level of empty homes and deprivation for 
perceptions towards drug-related anti-social behaviour 
 
 
Figure 6.7 Cross-level interaction effect between the level of empty homes and 
gender for perceptions towards drug-related anti-social behaviour 
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It is worth noting that significant proportion of the neighbourhood level variation 
remains unexplained by the area factors described in Table 6.6 for perceptions towards 
both alcohol-related
97
 and drug-related
98
 anti-social behaviour. Analysis of additional 
Crime Survey of England and Wales questions offers a potential explanation. Although 
the majority (86%) of individuals living in England reported forming their negative 
perceptions of alcohol-related ASB, at least in part, from their personal experiences, a 
significant proportion of adults who perceived drunk and rowdy behaviour to be a 
problem in their local area recounted forming their opinion based on factors which are 
not necessarily specific to their immediate neighbourhood – local newspaper stories, TV 
or radio (20%), friends and family (29%) or simply being just something that is well 
known (25%). Indeed, of those who reported alcohol-related ASB to be a problem in 
their local area, when asked specifically whether they had witnessed drunk or rowdy 
behaviour close to where they lived, over a third (37%) said they had not.
99
   
 
The corresponding figures for drug-related ASB are given in Table 6.7 where separate 
questions were asked for drug use and drug dealing. Far fewer respondents formed their 
opinions based on personal experience compared to alcohol-related disorder, indeed 
only a minority (22%) of respondents said they shaped their negative opinion of drug 
dealing based on what they had seen or heard. Respondents were more likely to have 
used other sources such as the local media or other people they knew as a basis for their 
answers. A significant proportion (at least partly) based their responses on it being 
something ―everyone just knows about‖. Approaching half of all respondents who 
reported negative perceptions towards drug use or dealing said it did not take place 
close to where they lived. 
 
  
                                                             
97 Unexplained area level variation in the final model (Table 6.6) was 0.31(0.02) plus 0.02(0.01) at the 
MSOA and PFA levels respectively. 
98 Unexplained area level variation in the final model (Table 6.6) was 0.34(0.02) plus 0.02(0.01) at the 
MSOA and PFA levels respectively. 
99 By close to where the respondent lived was defined as ―directly outside or near your house or flat, or in 
the street or other communal areas nearby‖ (Bolling et al. 2009b, 252, Appendix D). 
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Table 6.7 Influences on negative perceptions of drug-related anti-social 
behaviour 
 Drug use 
% 
Drug dealing 
% 
How have you formed the impression that people using / dealing drugs is a problem? 
Own personal experience / what I have seen or heard 54 22 
Neighbours, friends or family have told me 36 29 
Seen or heard in local newspapers, radio or TV 20 27 
Everyone just knows about it /  just generally well known 37 31 
   
As far as you know do people use / deal drugs close to where you live? NO = 44 NO=47 
 
Notes: 
1. Source: 2008/09 Crime Survey for England and Wales (weighted data). 
2. Results differ from those published elsewhere as they only cover England. 
 
6.5 Multivariate multilevel model 
The final analysis presented in this chapter uses a multivariate multilevel model to 
address research question 4 which explores whether area factors have differing degrees 
of influence on perceptions of alcohol-related and drug-related anti-social behaviour. In 
other words do the ASB indicators vary in the same way geographically? 
 
Multivariate multilevel models allow the simultaneous quantitative comparison of the 
factors associated with more than one dependent variable. A model with two dependent 
variable model can be written as: 
 
                
    
      
               
 
                
    
      
               
 
where     and     are the residual terms at the area (MSOA) level associated with the 
intercept for each dependent variable (in this case perceptions of ASB). 
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Equation [6.10] 
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Multivariate multilevel models provide a number of advantages over separate models 
for perceptions of alcohol and drug-related anti-social behaviour. As well as the 
standard errors associated with the individual and area level explanatory variables being 
smaller (Snijders and Bosker 1999) by borrowing strength across, two further 
advantages of this modelling approach will be exploited in this chapter. Firstly, it allows 
for joint statistical significance testing of the same explanatory variable on two 
dependent variables (Tseloni 2007) to explore whether area factors have statistically 
significant differing degrees of influence on perceptions of alcohol-related and drug-
related anti-social behaviour. Secondly, a multivariate multilevel model estimates the 
higher-level covariance term which illustrates the extent to which perceptions covary 
across geographies (Mohan et al. 2011). 
 
At present it is only possible to use MCMC estimation for multivariate multilevel 
models when either all the variables are normally distributed, or there is a mixture of 
Normal and Binomial responses (and then only with the probit link for the dichotomous 
dependent variable). This is because only these combinations of response variables give 
rise to an identifiable distribution of the residuals at the lowest level (Browne 2009b, 
288). Therefore, the analysis presented below uses quasi-likelihood methods
100
 whereby 
the discrete response variable is transformed into a continuous one
101
 before the model 
is estimated using either iterative generalised least squares (IGLS) or restricted IGLS or 
RIGLS.
102
 This transformation to a linear model requires an approximation of which 
first order marginal quasi-likelihood (MQL) is the crudest. However, first order MQL 
may lead to downwardly biased estimates especially in cases where the number of 
respondents within each neighbourhood is small. Second order predictive quasi-
likelihood (PQL) offers an improved approximation, however, the model sometimes 
fails to converge (Rasbash et al. 2009c, 128-129). Therefore the modelling strategy 
adopted was first order MQL in order to obtain starting estimates followed by second 
order PQL. 
 
Although the multivariate models presented in this chapter are three level, their three 
level structure differs from that presented earlier in the previous chapter (Figure 5.3) 
                                                             
100 Maximum likelihood estimation is not adopted by MLwiN for discrete dependent variables as it is too 
computationally intensive (Rasbash et al. 2009c). 
101 Using a linearization method based on a Taylor series expansion (Rasbash et al. 2009c). 
102 In the case of small samples IGLS can underestimate the random effect variances as no account is 
taken of the sample variation in the fixed effects (Browne and Drapery 2006). RIGLS is a restricted 
version of the IGLS algorithm which produces unbiased estimates (Goldstein 1989). 
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which was adopted when addressing research questions (1) to (3) whereby level one 
represented the individual, level two corresponded to the neighbourhood or MSOA and 
level three stood for the Police Force Area.
103
 Figure 6.8 below denotes the three level 
structure for the multivariate multilevel models where the lowest level (i.e. level 1) is 
used to differentiate between the responses to the two dependent variables nested within 
each individual (level 2). 
 
Figure 6.8 Three level hierarchical data structure of the multivariate multilevel 
model 
 
 
Table 6.8 show the nature of the neighbourhood associations between perceptions of 
alcohol and drug-related anti-social behaviour, with red indicating a statistically 
significant negative relationship, green representing a statistically positive association 
and grey signifying no statistically significant finding.
104
 As outlined earlier in this 
section, one of the advantages of multivariate multilevel models, including more than 
one dependent variables in the same model, is that it allows for joint statistical 
significance testing of the independent variables (Tseloni 2007) to highlight whether the 
influence of any of the area level explanatory variables differ concerning perceptions of 
alcohol and drug-related ASB. This additional test using the Wald statistic shows (i) 
that deprivation has a statistically significantly greater effect on negative perceptions of 
drug-related ASB than alcohol-related and (ii) population turnover has a statistically 
                                                             
103 A forth level representing Police Force Areas was not included due to convergence problems. 
104 Full details of the coefficients are not detailed in Table 6.8 in order to avoid any potential  confusion as 
they differ slightly to those presented earlier in the chapter based on single explanatory variables due to 
the different estimation procedures adopted (IGLS and MCMC respectively). However, the full details of 
the area coefficients can be found in Appendix C (Table C2). 
MSOA 
Individual 
Alcohol 
question 
Drugs  
question 
Individual 
Alcohol 
question 
Drugs  
question 
Level 3 (n=3,611) 
 
Level 2 (n=41,695) 
 
Level 1 (n=81,421) 
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significantly greater effect on negative perceptions of alcohol-related anti-social 
behaviour than on drug-related ASB.  
 
In total, of the eight area level explanatory variables included in the modelling process 
only three (the proportion of young people, the degree of rurality, and the rate of 
incidents of ASB reported to the police) had similar associations for perceptions 
towards drunk and rowdy behaviour and drug use and dealing. These findings call into 
question the commonly adopted approach of grouping different types of anti-social 
behaviour together (Kershaw and Tseloni 2005; Ames et al. 2007; Taylor et al. 2010) 
when in fact, as Table 6.8 illustrates, different types of anti-social behaviour can be 
associated with different types of neighbourhoods. Case et al. (2011, 168) concurred 
with this view stated that ―it is crucial to avoid oversimplified, reductionist and 
generalised portrayals of (youth) ASB‖. 
 
Table 6.8 Multivariate multilevel model 
 
Alcohol-
related ASB 
Drug 
related ASB 
Deprivation   
In-flow and out-flow between neighbourhoods   
Ethnic heterogeneity   
Proportion of the population aged 15 to 24   
Rural and urban area classification (base=urban greater than 10k)  
    Town or fringe   
    Village, hamlet and isolated dwellings   
Reported incidents of ASB   
Pubs, bars and nightclubs per km2   
Empty homes   
 
Notes: 
1.         denotes negative statistically significant relationship (e.g., increased levels of deprivation is 
related to more negative perceptions of anti-social behaviour). 
2.         denotes positive statistically significant relationship (e.g., increased levels of ethnic heterogeneity 
is related to more positive perceptions of alcohol-related anti-social behaviour). 
3.         denotes no statistically significant relationship (e.g., the level of empty homes is not related to 
perceptions of alcohol-related anti-social behaviour). 
4.  denotes statistically significantly ‗stronger‘ relationship compared with the other dependent variable 
(e.g., deprivation has a greater effect on negative perceptions of drug-related ASB than alcohol-related). 
5. Although not detailed in this table the individual and household level variables included in Table 6.2 
and 6.3 were also including in the modelling process. 
 
To understand the area level association between the two measures of perceptions of 
ASB the correlation between the intercepts for the two perception questions at the 
MSOA level can be calculated as the ratio of their covariances to the square root of the 
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product of their variances (Duncan et al. 1996). This results in a correlation of 0.73
105
, 
indicating a relatively high positive association between perceptions towards alcohol 
and drug-related anti-social behaviour at the area level. This relationship can be 
represented graphically on a scatterplot of the two sets of place specific residuals which 
represent differences from the national (England) average values for each dependent 
variable as predicted by the model for each of the 3,611 MSOAs sampled. Zero on each 
axis represents the England average with each point representing an MSOA (Figure 
6.9). These findings indicate that neighbourhoods where residents perceive drunk and 
rowdy behaviour to be a problem are, on average, likely to perceive drug use and 
dealing to be a problem as well (after taking into account the neighbourhood‘s 
compositional and contextual make-up).  
 
Figure 6.9 Place specific residuals of the multivariate multilevel model 
 
 
6.6 Conclusions 
A unique contribution of the research presented in this chapter is that it provides 
evidence, based in the UK, that the location of pubs, bars and nightclubs is associated 
with negative perceptions of alcohol-specific anti-social behaviour, even after 
controlling for actual levels of anti-social behaviour reported to the police (referred to as 
research question (3) at the beginning of the chapter). Moreover this contextual 
                                                             
105 Calculated as 
    
          
. 
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influence varies depending on both the level of deprivation and the proportion of young 
people in the neighbourhood. It should be noted that obviously not all neighbourhoods 
with a high density of pubs and clubs necessarily attract worsening perceptions; some 
implement conscientious place management or strong anti-crime policies (McCord et al. 
2007). Furthermore, it is important at this juncture to acknowledge that pubs, bars and 
nightclubs also vary considerably in terms of their size, pricing policies, turnover and 
trading hours (Livingston 2011) none of which are taken into account in the analyses 
presented here. 
 
Building use – in the form of the level of empty homes in the area – was also related to 
people‘s worsening perceptions of drug use and dealing especially for male 
respondents. In addition to the well-publicised reasons for bringing empty homes back 
into use (specifically to cut housing waiting lists and the reduced environmental impact 
compared with building new homes (Empty Homes Agency Limited 2011b)) the 
research presented here shows that reducing the level of empty homes could also help 
improve males‘ perceptions of their neighbourhood.106 
 
The results presented here to address research questions (1) and (2) also suggest that 
previous research which has amalgamated different types of anti-social behaviour into 
one overall measure may have masked differing associations between types of ASB. For 
example, a high proportion of young people in the neighbourhood has been found to be 
related to negative perceptions of  combined measures of neighbourhood anti-social 
behaviour (Kershaw and Tseloni 2005; Ames et al. 2007; Tseloni 2007; Taylor et al. 
2010). However, there were no statistically significant main effects when looking at the 
more focused questions of perceptions towards alcohol or drug-related anti-social 
behaviour examined here. It is plausible that any differences could be due to the data 
sources and definitions adopted by the various studies. However, this hypothesis can be 
discounted. When perceptions towards a composite measure of overall ASB were 
modelled using the datasets and variables adopted for this research, the significance and 
direction of all the area level coefficients were identical to those reported by Taylor et 
al. (2010) who used a different sweep of the Crime Survey for England and Wales 
together with alternative measures of deprivation, turnover, young people, ethnic 
heterogeneity and levels of crime in the neighbourhood (more details of this study can 
                                                             
106 Although as noted earlier in this chapter empty homes data at the neighbourhood level would be 
needed to confirm any association. 
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be found in Chapter 2). This suggests that it is the type of anti-social behaviour under 
investigation which causes the differing associations rather than the researchers‘ choices 
regarding measurement tools. Further weight to this argument comes from the finding in 
section 6.5 (research question (4)) that of the eight area level explanatory variables 
included in the models presented in this chapter only three had similar associations for 
perceptions towards drunk and rowdy behaviour and drug use and dealing. In the past 
some researchers have assumed that the type of anti-social behaviour under 
investigation is of limited importance. An example of such an assumption comes from a 
Home Office publication ―as the measures are inherently linked, it was expected that 
many of the factors that strongly contribute to explaining variance in high levels of 
[overall] perceived ASB would also be factors strongly associated with each of the 
strands‖ (Flatley et al. 2008, 18). The findings presented in this chapter suggest that in 
future researchers should therefore be wary of making similar assumptions. 
 
The next stage of this thesis is to make use of the models presented in this chapter for 
the two specific forms of anti-social behaviour, within a predictive framework.  The 
next chapter outlines how the multilevel models are adapted into the format required for 
small area synthetic estimation, before using this technique to produce estimates of the 
levels of negative perceptions towards alcohol and drug-related anti-social behaviour for 
all 6,781 English Middle Layer Super Output Areas. 
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Chapter 7 Small area synthetic estimates of perceptions 
of anti-social behaviour 
 
 
In this second of three analytical chapters, the multilevel models generated in the 
previous chapter are re-worked into the format required for small area synthetic 
estimation. The two resulting multilevel models (one for perceptions of ―people being 
drunk or rowdy in public places‖ and one for perceptions of ―people using or dealing 
drugs‖) are subsequently assessed in terms of their fit and any violation of the 
assumptions underpinning multilevel modelling. Three approaches to calculating the 
synthetic estimates are then proposed, each employing a different methodology to take 
account of the remaining statistically significant level of variance at the Police Force 
Area level. The chapter concludes by examining the precision of these synthetic 
estimates through calculating credible intervals, both at the neighbourhood level and for 
larger geographical areas. 
 
7.1 Re-working the multilevel models 
Before the small area synthetic estimates (SASE) can be calculated, the multilevel 
models presented in the previous chapter need to be modified to correspond with the 
required format for the estimation process. This adaptation is required because in any 
SASE model all individual level variables also have to be available in the 2001 UK 
Census at the neighbourhood level. Thus the maximum number of individual 
characteristics that can be included is three, reflecting the characteristics of the most 
detailed small area crosstabulations available from the 2001 Census.  Although the 
Sample of Anonymised Records contains information at the individual level
107
 therefore 
notionally more numerous crosstabulations could be created, SARs is not suitable for 
this purpose as the level of geocoding is too coarse (Mohan et al. 2004).
108
 Therefore, 
all the individual and household characteristics identified as being statistically 
significantly associated with perceptions of both elements of anti-social behaviour 
(from Chapter 6) which were also included in the 2001 Census (indicated by the un-
                                                             
107 Such as age, gender, ethnicity, health, employment status, social class, education, workplace and hours 
worked (SARs Support Team 2012). 
108 The 2001 Census Sample of Anonymised Records is only coded at Government Office Region level, 
of which there were only nine in England (SARs Support Team 2012). 
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shaded factors in Table 7.1) were tested to ascertain which three of the various 
contenders for the three way crosstabulation were the ―best‖ to include in terms of the 
proportion of variance explained.
109
  
 
Table 7.1 The candidate individual and household level variables for 
consideration in the SASE models 
 
Associated with 
perceptions of 
alcohol-related ASB? 
Associated with 
perceptions of  
drug-related ASB? 
Included in the 2001 
Census? 
Gender    
Age    
Ethnicity    
Marital status    
Recent victim of CSEW crime    
Household income    
Tenure    
Accommodation type      (1) 
Time in neighbourhood    
 
Notes:  
1. Although the 2001 Census did cover accommodation type, results are presented as a percentage of total 
housing space which includes vacant properties and commercial buildings. Neither of these were covered 
by the Crime Survey for England and Wales, therefore accommodation type was omitted from further 
consideration. 
 
An additional individual level was also considered for inclusion in the ―best‖ three 
variables, namely health status. Some previous studies have found that  either 
respondents self-assessment of their health (Taylor et al. 2010) or whether the 
respondent has a limiting long-standing illness or disability (Flatley et al. 2008) were 
associated with perceptions of ASB. However, health status was excluded from the 
models presented in the previous chapter as there is a body of evidence showing that 
negative perceptions of disorder have harmful consequences for an individual‘s health 
(see Chapter 2 for more information). In the previous models (Chapter 6) the aim was to 
explain associations with perceptions of anti-social behaviour, it was therefore arguable 
why health status was not included in the modelling process because of the direction of 
the relationship (see section 2.5.1 for more information). However, now that the aim is 
simply to predict geographical variations in perceptions this is no longer of concern.  
Health status was therefore added to the list of candidate variables to be contained 
within the SASE process. 
 
                                                             
109  The DIC statistic was not taken into consideration as it takes into account the parsimony of any 
model. In the case of models for SASE estimation of most importance is whether the model explains the 
geographical variation in the data as opposed to striving for the most parsimonious model. 
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Tables 7.2 and 7.3 detail the findings indicating that tenure followed by age and health 
status should be included in the SASE models for both perceptions towards drunk and 
rowdy behaviour and drug use and dealing in the local area based on the percentage 
reduction in the amount of unexplained area level (MSOA and PFA) variation.
110
   
 
Table 7.2 Models to test which individual / household variables should be 
included (alcohol-related perceptions) 
 Variance of the 
linear predictors 
  
  
Intercept 
variance (level 2) 
  
  
Intercept 
variance (level 3) 
  
  
Explained % of 
the variance
(3) 
     
“Base” or null model does not include any variables
(1)
, testing to add an individual level variable 
Tenure 0.04 0.58 0.04 1.1% 
Age 0.28 0.60 0.04 6.6% 
Marital status 0.12 0.61 0.04 2.9% 
Ethnicity 0.01 0.63 0.04 0.2% 
Gender 0.00 0.64 0.04 0.0% 
Census health status 0.00 0.64 0.04 0.0% 
     
“Base” model includes age (census categories), testing to add second individual variable 
Tenure 0.32 0.57 0.03 7.5% 
Marital status 0.29 0.59 0.03 7.0% 
Ethnicity 0.28 0.60 0.04 6.7% 
Gender 0.28 0.60 0.04 6.7% 
Census health status 0.31 0.59 0.03 7.2% 
     
“Base” model includes tenure and age (census categories), testing to add third individual variable 
Marital status 0.32 0.56 0.03 7.7% 
Ethnicity 0.32 0.57 0.03 7.6% 
Gender 0.32 0.57 0.03 7.5% 
Census health status 0.33 0.56 0.03 7.9% 
 
Notes: 
1. Apart from the constant term 
2. Models run using second order PQL quasi-likelihood estimation. 
3.                                  
  
 
  
    
    
   
 
  
 (Snijders and Bosker 2012, 306). 
4. Alternative calculations based on the percentage of area variation explained selected the same three 
variables. 
 
  
                                                             
110 Although at first glance it may seem strange that health status which originally did not explain any 
area level variance was subsequently chosen as one of the three individual level variables, it is plausible 
that once other individual level variables had been taken account of (namely age and tenure) the 
remaining unexplained variance did vary by health status. Jones (1992) and Jones and Bullen (1993) 
illustrate how adding explanatory variables can, in certain circumstances, in fact increase that amount of 
unexplained area level variance. 
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Table 7.3 Models to test which individual / household variables should be 
included (drug-related perceptions) 
 Variance of the 
linear predictors 
  
  
Intercept 
variance (level 2) 
  
  
Intercept 
variance (level 3) 
  
  
Explained % of 
the variance(3) 
     
“Base” or null model does not include any variables(1), testing to add an individual level variable 
Tenure     
Age 0.06 0.65 0.08 1.5% 
Marital status 0.14 0.72 0.09 3.4% 
Ethnicity 0.07 0.71 0.09 1.6% 
Gender 0.00 0.73 0.09 0.1% 
Census health status 0.01 0.74 0.09 0.2% 
     
“Base” model includes age (census categories), testing to add second individual variable 
Tenure 0.22 0.64 0.08 5.3% 
Marital status 0.16 0.70 0.08 3.8% 
Ethnicity 0.15 0.72 0.09 3.4% 
Gender 0.15 0.72 0.09 3.6% 
Census health status 0.17 0.69 0.08 4.1% 
     
“Base” model includes tenure and age (census categories), testing to add third individual variable 
Marital status 0.23 0.63 0.08 5.5% 
Ethnicity 0.23 0.64 0.08 5.4% 
Gender 0.23 0.64 0.08 5.4% 
Census health status 0.24 0.63 0.07 5.7% 
 
Notes: 
1. Apart from the constant term 
2. Models run using second order PQL quasi-likelihood estimation. 
3.                                  
  
 
  
    
    
   
 
  
 (Snijders and Bosker 2012, 306). 
4. Alternative calculations based on the percentage of area variation explained selected the same three 
variables. 
 
 The census table including these three individual variables at the Output Area level 
(Census Area Statistics table 017) was obtained from CASWEB (2011) and aggregated 
up to MSOA level. Table 7.4 details the categories included – six age categories, three 
tenure categories and four health status categories, thus resulting in 72 permutations.  
 
  
 123 
 
Table 7.4 Categories in Census Area Statistics table 017 
Age Tenure Health status 
16 to 34 Owned Good or fairly good health no LLTI 
35 to 49 Social rented Good or fairly good health with LLTI 
50 to 59 Private rented or living rent free Not good health no LLTI 
60 to 64  Not good health with LLTI 
65 to 84   
85 plus   
 
Notes ((1) to (4) all taken from CASWEB (2011)): 
1. Owned tenure includes (i) owned outright (ii) owned with a mortgage or loan, or (iii) paying part rent 
and part mortgage (shared ownership).  
2. Social rented includes rented from (i) the council or (ii) a registered social landlord, housing 
association, housing co-operative or charitable trust.  
3. Private rented includes rented from (i) a private landlord or letting agency, (ii) an employer of a 
household member, or (iii) a relative or friend of a household member or other person. Living rent free 
could include households living in accommodation other than private rented. 
4. General health refers to health over the 12 months prior to census day (29 April 2001). 
5. The health status is an amalgamation of two census questions (Office for National Statistics 2001). 
 
These three variables were included in the multilevel models used to generate the 
predictions along with all area level variables (and interaction terms
111
) identified in the 
previous chapter. An additional area level variable – namely a geodemographic 
classification – was also included in the modelling process for the first time. Hope and 
Trickett (2006) previously contended that individual census variables are better when 
the researcher is wanting to explain the data, in other words determining which area 
characteristics matter as was the case in Chapter 6. However, in this chapter the models 
are designed merely to predict perceptions of anti-social behaviour not explain them. 
Consequently in this context geodemographic classifications are potentially an 
important additional area measure.  Most freely available geodemographic 
classifications operate at the Output Area level, such as the UK National Statistics 2001 
output area classification (Vickers and Rees 2007) or the larger Lower Level Super 
Output Area level (see for example Bond and Insalaco 2007). Commercial 
geodemogaphic classification systems, more specifically ACORN (CACI 2009) and 
Mosaic (Experian 2010) were also considered for inclusion. However, again neither of 
these classification systems were available at a geographical level higher than Lower 
Level Super Output Area code. However, one geodemographic classification – the 
National Statistics 2001 Area Classification of Local Authorities (based on the work of 
Vickers et al. 2003) – is available at this larger geography112. It was developed based on 
                                                             
111 The cross-level interaction between gender and the level of empty homes could not be included as 
gender was not one of the three individual level variables selected (Table 7.2). 
112 As well as being available at the Super Output Area level mentioned above (see Bond and Insalaco 
2007). 
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the 2001 Census which split the UK into 8 super groups and 13 groups (see Table 7.5) 
using cluster analysis of 42 census variables. The 2010 version of the classification 
system was employed as this edition of the area classification was recalculated to reflect 
the 2009 restructuring of LAs (which the Place Surveys also adhered to).
113,
 
114
 
 
Table 7.5 National Statistics 2001 Area Classification of Local Authorities 
Supergroup Group 
1. Cities and Services 1.1   Regional Centres 
 1.2   Centres with Industry 
 1.3   Thriving London Periphery 
  
2. London Suburbs 2.4   London Suburbs 
  
3. London Centre 3.5   London Centre 
  
4. London Cosmopolitan 4.6   London Cosmopolitan 
  
5. Prospering UK 5.7   Prospering Smaller Towns 
 5.8   New and Growing Towns 
 5.9   Prospering Southern England 
  
6. Coastal and Countryside 6.10  Coastal and Countryside 
 7.11  Industrial Hinterlands 
  
7. Mining and Manufacturing 7.12  Mining and Manufacturing 
  
8. Northern Ireland Countryside 8.13  Northern Ireland Countryside 
 
Notes: 
1. Source: Office for National Statistics (2010e). 
2. The groups and supergroups are not in any ranked order. More information on the make-up of the 
categories can be found at Office for National Statistics (2012a). 
 
Full results of these revised multilevel models with the more limited three 
individual/household level variables and including the group level geodemographic 
classification of Local Authorities described above can be found at Appendix C (Tables 
C3 and C4 for perceptions of alcohol and drug-related anti-social behaviour 
respectively).  
 
  
                                                             
113 City of London and the Isles of Scilly had to be imputed from Westminster and Cornwall respectively 
to ensure no missing cases. These two Local Authorities were chosen to provide the imputed missing 
values as they were combined when originally creating the classification. 
114 On 1st April 2009 nine new unitary authorities (UAs) were formed from the combination of 44 former 
district councils.  Cheshire East UA was formed from Congleton, Crewe & Nantwich and Macclesfield; 
Cheshire West UA from Chester, Ellesmere Port & Neston and Vale Royal; Bedford UA from Bedford; 
and Central Bedfordshire UA from Mid Bedfordshire and South Bedfordshire.  The remaining five new 
UAs were each formed from all former districts of the county concerned. 
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7.2 Assessing the fit of the models 
Before moving onto the multilevel small area synthetic estimation process itself, the 
models presented at Appendix C need to be assessed in terms of their fit. Pickering et 
al. (2004, 56) in their testing and evaluation study of synthetic estimation of healthy 
lifestyle indicators for the Department of Health recommended that 40 per cent of area 
level variance should be explained by the multilevel model as an absolute minimum. 
The percentage of higher level variance explained by the perceptions of alcohol and 
drug-related ASB were 53 per cent and 60 per cent respectively (Table 7.6), well above 
the minimum standard stipulated by Pickering et al. (2004).
115
 These figures compare 
less favourably than those for synthetic estimates of economic indicators, for example 
average gross weekly household income models explained between 71 and 89 per cent 
of the higher level variance (Heady et al. 2003). However, they perform equally as well, 
if not better, than the healthy lifestyle indicators. For instance, smoking models 
estimated 59 per cent of the higher level variance compared with 44 per cent for obesity 
in adults (Pickering et al. 2005). The models for perceptions of anti-social behaviour 
outperform the small area synthetic estimates of other attitudinal questions such as 
Heady et al.‟s (2003) model of the proportion of adults with low social capital which 
only explained 38 per cent of the area level variance. 
 
Table 7.6 Higher level variance statistics  
Unexplained higher level variance... Null model SASE model 
% variance 
explained by the 
model 
Alcohol-related ASB    
MSOA (level 2)  0.67 0.31 53% 
PFA (level 3) 0.05 0.02 51% 
Total  0.71 0.33 53% 
    
Drug-related ASB    
MSOA (level 2) 0.78 0.34 56% 
PFA (level 3) 0.10 0.02 85% 
Total  0.88 0.35 60% 
 
Notes: 
1. Figures do not necessarily add to the totals due to rounding. 
 
                                                             
115 Although Table 7.6 has been included to enable comparisons to be made between the models 
presented in this thesis with others elsewhere researchers such as Bauer (2009) and Snijders and Bosker 
(2012) warn against such calculations for binary multilevel models. They argue that direct comparisons 
with the null model are not possible because the addition of new independent variables implicitly rescales 
both the fixed coefficients and the variances of the random effects due to the fact that level 1 variance is 
fixed (at  
 
   in the case of the logit link – see section 6.1 for more information). 
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An assumption behind multilevel models is that the residuals at each level follow a 
Normal distribution. Figures 7.1 and 7.2 are Normal probability plots of the 
standardised and ranked residuals  with the relatively straight lines indicating that the 
Normality assumption is valid (Rasbash et al. 2009c). 
 
Figure 7.1 Normal probability plots of area level residuals (perceptions of 
alcohol-related ASB) 
 
 
 
 
Figure 7.2 Normal probability plots of area level residuals (perceptions of drug-
related ASB) 
 
  
 
A further assumption in multilevel modelling is that the residuals are randomly 
distributed geographically (Heady et al. 2003). Figures 7.3 and 7.4 illustrate the MSOA 
level residuals – with a positive residual meaning that the model is under-predicting the 
likelihood of negative perceptions towards ASB, and vice versa for the negative 
values.
116
  The assumption is that there should be no pattern, in other words the 
residuals should not be clustered or completely dispersed. It is possible to quantify the 
level of any spatial autocorrelation in the residuals via Moran‘s I statistic, which ranges 
from -1 to +1 with negative values implying dispersion, positive values indicating 
clustering and zero indicating no spatial correlation (Moran 1950; Ebdon 1991).  
                                                             
116 Figures 7.3 and 7.4 contain gaps where there is no information about the residuals at the MSOA level 
– this is because not all MSOAs were sampled by the Crime Survey for England and Wales. 
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Figure 7.3 MSOA level residuals (alcohol-related ASB) 
 
 
 
  
Ü
Residuals at the MSOA level
More than 1.5 SDs below the mean
Between 0.5 and 1.5 SDs below the mean
Between -0.5 and +0.5 SDs around the mean
Between 0.5 and 1.5 SDs above the mean
More than 1.5 SDs above the mean
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Figure 7.4 MSOA level residuals (drug-related ASB) 
 
 
 
 
Ü
Residuals at the MSOA level
More than 1.5 SDs below the mean
Between 0.5 and 1.5 SDs below the mean
Between -0.5 and +0.5 SDs around the mean
Between 0.5 and 1.5 SDs above the mean
More than 1.5 SDs above the mean
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Visual scrutiny of the thematic maps implies no spatial (either positive or negative) 
autocorrelation.
117
 Furthermore Moran‘s I statistic for alcohol-related ASB was -0.002 
(p=0.65) and for drug related ASB was 0.006 (p=0.19) therefore confirming, in both 
instances, the MSOA level residuals were indeed randomly distributed. 
118,
 
119
   
 
In some previous studies of small area synthetic estimation researchers have reported 
evidence of their estimates ―bunching‖ around their overall mean (see for example 
Twigg and Moon (2002, 936) and Moura and Holt (1999)). Figures 7.5 and 7.6 show 
that this phenomenon did not occur with respect to perceptions of either alcohol or 
drug-related ASB as both models exhibited a wide range of estimates (both distributions 
were also positively skewed). In the next section of the chapter these predicted 
probabilities for individual CSEW respondents are converted into small area synthetic 
estimates for all English neighbourhoods, regardless of whether any residents were 
interviewed by the crime survey. 
 
Figure 7.5 Spread of the predictions from the multilevel model for perceptions 
of alcohol-related ASB 
 
                                                             
117 Additionally (again via eyeballing the maps) there is no apparent evidence of any other patterning in 
the residual values such as a rural / urban split. 
118 Moran‘s I statistics calculated in ArcGIS v10 using the inverse distance (measured as the Euclidian 
distance) whereby nearby neighbours have a larger influence. Row standardisation was applied due to the 
complex sample design of the Crime Survey for England and Wales. 
119 The residuals at the Police Force Area level are explored later in this chapter.  
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Figure 7.6 Spread of the predictions from the multilevel model for perceptions 
of drug-related ASB 
 
 
 
7.3 The multilevel small area synthetic estimation process 
The methodology for calculating the neighbourhood estimates of the percentage of 
people who perceive alcohol or drug-related ASB to be a problem in their local area can 
be simplified somewhat compared with the approach originally devised by Twigg et al. 
(2000, 1115). This is due to the fact that because geographical codes are attached to the 
dataset, it has been possible to attach independent area level to respondent‘s answers, as 
opposed to having to derive area level information based solely on the respondents in 
the survey (as done by Twigg et al. (2000)). The simplified methodology is outlined in 
Figure 7.7. 
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Figure 7.7 The process for generating small area synthetic estimates of 
perceptions of alcohol and drug-related anti-social behaviour 
adapted from Twigg et al. (2000) 
 
Adapted from Twigg et al. (2000, 1115) 
 
 
logit(y') 
•Stage 1 
Calculate the logit value for each of the 72 permutations for each of the 6,781 
MSOAs in England – resulting in 488,232 separate logit values . 
res(y) 
•Stage 2 (only relevant if residuals at the PFA are to be included) 
Calculate the residual for each PFA (expressed as a logit). 
 logit(y) 
•Stage 3 (only relvant if residuals at the PFA are to be included) 
Add the previous two logits (from stages 1 and 2) together to give logit (y) = 
logit(y') + res(y)  
y 
•Stage 4 
Untransform the logit to give the proportion of each permutation in each MSOA 
who perceive alcohol or drug related ASB to be a problem. 
n 
•Stage 5 
Derive the number of people in each permutation in each MSOA. 
In the case of the calibrated estimates multiple n by the ratio of the  
direct PFA estimates / synthetic PFA estimates.  
y n 
•Stage 6 
Multiply (stages 4 and 5) to give an estimate of the number of people in each 
permutation in each MSOA who perceive alcohol or drug related ASB to be a 
problem. 
Σ(yn) 
•Stage 7 
Sum the number of people in each permutation to give an estimate of the total 
number of people in each MSOA who perceive alcohol or drug related ASB to be 
a problem. 
Σ(yn)/Σ(n) 
•Stage 8 
Calcuate the estimate of the percentage in each MSOA who perceive alcohol or 
drug related ASB to be a problem in their area. 
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Table 7.6, from earlier in this chapter, indicated that the final models still featured a 
statistically significant level of variance at the Police Force Area level. There are four 
possible options how to deal with the unexplained variance at the Police Force Area 
level. The first would be to ignore this unexplained variance; however, as it is 
statistically significant this is unadvisable.  
 
The three other possible methodologies all take advantage of the fact that the 2008/09 
sweep of the CSEW was designed to provide representative samples at the Police Force 
Area (PFA) level with a minimum of 1,000 respondents in each area (Bolling et al. 
2009a).
120
  One strategy would be to calibrate the model based estimates to the design 
based estimates for each area in order to achieve consistency between the survey and 
model spatial statistics – this process is sometimes referred to as ―benchmarking‖ in the 
literature (Pfeffermann and Tiller 2006). Heady et al. (2003, 14) in their Small Area 
Project Report for the Office for National Statistics stated that ―administrators who use 
our figures have a legitimate requirement for consistent figures – and inconsistencies 
between model based small area figures and design-based figures at region and above 
are hard to justify in a practical context‖. Nevertheless, they went onto argue that their 
evidence (in relation to small area estimates of income) made a case against the 
calibration solution, citing the width of direct survey based confidence intervals and the 
lack of evidence that most regions had a specific regional effect. However, Heady et al. 
(2003, 59) conceded that this was a ―pragmatic rather than theoretically founded‖ 
conclusion and suggesting that more research was required. Accordingly the work 
presented here will feed into this emerging debate. One study which did calibrate their 
synthetic estimates was Yu et al.‘s (2007) paper on small area synthetic estimation of 
health insurance coverage for California legislative districts. Their calibration process is 
outlined in Figure 7.8. Adjustment factors were calculated for each PFA in England 
using Yu et al.‘s (2007) methodology and these factors are given at Tables C5 and 
C6.
121
 
 
 
 
                                                             
120 In actual fact the smallest achieved sample was 880 respondents in Lancashire (Bolling et al. 2009a). 
121 Based on the calibration methodology two MSOAs predicted percentage of adults with negative 
perceptions of alcohol-related anti-social behaviour were greater than 100 per cent. Both of these 
neighbourhoods were located in the City of Westminster (highlighted in red in Figure C1). Their over 
inflated estimates were due to very high levels of both crime and pubs in conjunction with the upsizing of 
all Metropolitan Police Force estimates in the calibration process. 
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Figure 7.8  Yu et al.’s (2007) calibration of synthetic estimates 
 
 
The final two options depend on whether Police Force Areas are regarded as a fixed 
statistical parameter or as a random variable when specifying the multilevel model. In 
multilevel modelling the areas in the sample are treated as a random sample from a 
population of areas. However, for this approach to be applicable the number of areas or 
groups ( ) needs to be sufficiently large (Rasbash et al. 2009c). Snijders and Bosker 
(1999, 44) offer some tentative rules of thumb. If   is small (    ) then there is 
insufficient information to view the groups as a sample from a larger population and 
fixed coefficients to denote the areas should be included in the model. If      but the 
number in each group (  ) is small (      ) then the random coefficient approach 
should be adopted. However, if both the number of groups and the group size is large 
(in other words      and       ) then Snijders and Bosker advise that it does not 
matter which approach is adopted. 
 
Here we have 38 PFAs with an average of 1,109 respondents. Consequently both 
approaches were tested here. In the cases where the variation at the Police Force Areas 
was treated as a random coefficient, residuals at this higher level were calculated (this is 
possible because all PFAs were sampled in the Crime Survey for England and 
Wales).
122
  These residuals indicate the specific variance unaccounted for by the 
explanatory part of the model and allow adjustments to be made to the estimates to take 
into account any specific circumstances of individual Police Forces (Mohan et al. 
2004). Tables C5 and C6 detail the level 3 residuals and these are also mapped in 
Figures 7.9 and 7.10 which illustrate a degree of non-randomness, with the majority of 
                                                             
122 Designated as stage two in Figure 7.7 earlier in this chapter. 
E1 
•Stage 1 
Calculate direct estimates from their source survey dataset (the US Census 
Bureau's Current Population Survey or CPS). 
E2 
•Stage 2 
Aggregate the synthetic estimates (originally calculated for each census tract) up 
to the same geographical area as the CPS direct estimates. 
 r 
•Stage 3 
Apply an adjustment factor r = E1 / E2 to all the census tract numbers to calculate 
the adjusted numbers of uninsured for each tract. 
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the negative residuals associated with PFAs in the East of England. Stages two and 
three of the synthetic estimation methodology (Figure 7.7) takes into account the 
residuals at the Police Force Area. 
 
The fixed coefficient approach involved including the Police Force Area as an 
additional area level variable in the model.  Consequently the models were re-run with 
just two levels – individual and neighbourhood. Results of PFA fixed coefficients are 
given at Tables C5 to C6. The inclusion of the PFA fixed effect does not substantively 
alter the other fixed effect coefficients.
123
 Figures C2 to C7 in Appendix C illustrate that 
the distribution of the synthetic estimates, based on the three different methodologies 
for accounting for residuals at the PFA level, are similar. 
 
Stages one to eight of the methodology outlined in Figure 7.7 ultimately produce 
predictions of the level of negative perceptions towards alcohol and drug-related anti-
social behaviour at the neighbourhood (MSOA) level. However, the numbers generated 
in stages seven and eight in Figure 7.7 can be aggregated to larger geographical areas 
(regardless of how PFA variation has been treated in the estimation process) to produce 
population weighted aggregations of the synthetic estimates for larger areas (following 
the methodology of Pickering et al. (2005). Equation [7.1] outlines how Local Authority 
(LA) level estimates are derived.
124
 
 
                
                        
                       
 
Equation [7.1] 
                                                             
123 In the case of perceptions towards drug-related ASB the only exception to this is ―new and growing 
towns‖ – one of the ONS geodemographic typologies – which changed from 0.21 (with a credible interval 
of 0.01 to 0.41) to 0.16 (credible interval -0.06 to 0.38) when the PFA indicators were added. In the case 
of perceptions towards alcohol-related ASB the exceptions were two of the ONS geodemographic 
typologies – ―new and growing towns‖ changed from 0.20 (with a credible interval of 0.00 to 0.39) to 
0.10 (credible interval -0.12 to 0.31) and ―prospering southern England” which changed from 0.28 
(credible interval 0.06 to 0.50) to 0.10 (credible interval -0.15 to 0.35) when the PFA indicators were 
added. 
124 Figures C8 to C13 are thematic maps of synthetic estimates of perceptions of alcohol and drug-related 
ASB at the Local Authority level based on the three methodologies outlined in this chapter. 
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Figure 7.9 Police Force Area level residuals for perceptions of alcohol-related 
ASB 
 
  
Residuals at the PFA level
More than 1.5 SDs below the mean
Between 0.5 and 1.5 SDs below the mean
Between -0.5 and +0.5 SDs around the mean
Between 0.5 and 1.5 SDs above the mean
More than 1.5 SDs above the mean
Ü
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Figure 7.10 Police Force Area level residuals for perceptions of drug-related 
ASB 
  
Residuals at the PFA level
More than 1.5 SDs below the mean
Between 0.5 and 1.5 SDs below the mean
Between -0.5 and +0.5 SDs
Between 0.5 and 1.5 SDs above the mean
More than 1.5 SDs above the mean
Ü
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The next part of this chapter presents some of the initial results of the process detailed 
in Figure 7.7 at the neighbourhood level, before arguing why it is imperative that 
confidence intervals are always presented alongside such estimates.  
 
7.4 Precision of the SASE estimates 
Full details of all the synthetic estimates can be found in the electronic appendix 
(Appendix D) attached to this thesis. However, as will be demonstrated in the following 
section, individual estimates should be treated with extreme caution due to their 
imprecision. To try and circumnavigate this problem many researchers (Heady et al. 
2003; Mohan et al. 2004; North West Public Health Observatory 2011c) have 
previously employed thematic maps whereby the synthetic estimates have been ranked 
and subsequently grouped into quintiles or deciles. As an illustrative example of this 
approach Figure 7.11 highlights the neighbourhoods which are expected to have the 
most negative perceptions towards drug-related anti-social behaviour using quintiles.
125
  
However, other academics (Pickering et al. 2005; Purslow et al. 2007) have advocated 
that bands (such as quintiles used here) or ranking should not be used to present 
synthetic estimates at the neighbourhood level arguing it gives  ―the false impression of 
precision, when in fact the uncertainty around the bands is so wide that we cannot be 
highly confident that a MSOA belongs to the band they are in‖ (Purslow et al. 2007, 4). 
 
The above exemplifies why it is obviously important to be able to assess the accuracy of 
the synthetic estimates produced (Heady et al. 2003). The methodology adopted here 
follows that advocated by Pickering et al. (2005, 8), with the reasons for employing this 
method being two-fold. Firstly, it employs Markov Chain Monte Carlo (MCMC) 
methods, therefore extending the multilevel modelling estimation procedure employed 
in this and the previous chapter. Secondly this methodology has been adopted by the 
Office for National Statistics under their experimental statistics banner (Health and 
Social Care Information Centre 2005). 
  
                                                             
125 See also Figures C8 to C13. 
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Figure 7.11 Percentage of population within MSOA with negative perceptions 
towards drug-related anti-social behaviour (calibration 
methodology) 
 
 
Percentage with negative perceptions
Lowest quintile
Second quintile
Middle quintile
Forth quintile
Highest quintile
Ü
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The process for calculating the credible intervals is outlined below (Figure 7.12). The 
one thousand values for each parameter is low compared with the 100,000 values 
generated by Pickering et al. (2005) and will undoubtedly lead to inflated credible 
intervals. However, even limiting the process to 1,000 values creates a dataset of over 
488 million cases
126
 – therefore it was not possible to specify more than a thousand 
values due to IT processing power limitations. Pickering et al. (2005) on the other hand, 
did not have to deal with such an enormous dataset, as they only had one case per small 
area as opposed to the 72 required here representing all the permutations of the three 
individual level variables as Pickering et al.‘s (2005) models were restricted to area 
level variables only. 
 
Figure 7.12 Process for calculating the credible intervals 
 
Full details of the neighbourhood or MSOA level synthetic estimates (based on all three 
methodologies – residual, fixed effects and calibration) along with their credible 
intervals can be found at Appendix D along with the corresponding data for Local 
Authorities (the LA credible interval findings are discussed in some detail in the next 
chapter). Here Table 7.7 simply summarises the average width of the MSOA credible 
intervals. 
 
                                                             
126
 Calculated as 
                                                                             
•Stage 1 
Generate 1,000 sets of values for each parameter using the MCMC procedure in MLwiN. 
•Stage 2 
For each MSOA calcuate 1,000 feasible values of the estimate of the percentage of 
adults reporting negative perceptions of drug and/or alcohol related anti-social 
behaviour (one for each set of parameters). 
  
•Stage 3 
Simulate 1,000 estimates of the feasible true value for each MSOA by adding a 
random term  derived from the level two variance (drawn from a Normal distribution 
with zero mean and  standard deviation from the level 2 variance).  
•Stage 4 
The 95 per cent credible interval is the 2.5th percentile and the 97.5th percentile of 
all the feasbile true estimates for each MSOA. 
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Table 7.7 Average credible intervals for MSOA synthetic estimates  
 Alcohol related ASB Drug related ASB 
95 per cent credible intervals ±18.5 percentage points ±19.1 percentage points 
90 per cent credible intervals ±15.7 percentage points ±16.0 percentage points 
80 per cent credible intervals ±12.2 percentage points ±12.5 percentage points 
 
These credible intervals could potentially be reduced in width through further research. 
In the multilevel models presented in this chapter the choice of area level variables was 
theoretically (and in some instances data availability) driven. All significant coefficients 
were included in the final models with a view to explaining the maximum possible 
proportion of area level variance. However, there is a potential trade-off between the 
percentage variance explained and the width of the credible intervals. It is plausible that 
variables which, although theoretically justified, only just reach statistical significance 
would lead to a relatively large range of values (in stage one of the calculating credible 
intervals process outlined at Figure 7.8) thus inflating the resulting credible intervals by 
more than the corresponding diminution of the intervals by virtue of any extra area level 
variance explained. 
 
However, as it stands the credible intervals presented in Table 7.7 implies that there is 
only limited scope for pairwise comparisons of neighbourhoods, as many of the MSOA 
credible intervals overlap (as previously agued by  Pickering et al. (2005) and Purslow 
et al. (2007)). This phenomenon is not uncommon for neighbourhood level synthetic 
estimates. For example, in the aforementioned healthy lifestyle indicators 81 per cent of 
MSOAs had a 95 per cent confidence interval that overlapped with the MSOA having 
the highest estimate of obesity (Department of Health 2010).  
 
An alternative approach to mapping synthetic estimates is highlighting only those 
MSOAs and Local Authorities statistically significantly above or below the national 
average (Table 7.8).
127, 128  
 
                                                             
127 National average based on the direct England estimate from the Crime Survey for England and Wales 
of 26.1 per cent in relation to negative perceptions towards alcohol-related ASB (confidence interval 
25.6% to 26.6% based on an unweighted sample of 41,892 respondents) and 27.3 per cent in relation to 
negative perceptions towards drug-related ASB (confidence interval 26.7% to 27.8% based on an 
unweighted sample of 40,056 respondents). 
128 The North West Public Health Observatory (2011a) in their presentation of synthetic estimates of 
alcohol consumption (which form part of their Local Alcohol Profiles for England) highlight which 
estimates statistically significantly differ from the England average. However, when mapping their 
estimates the data were still ranked as per many other studies (North West Public Health Observatory 
2011c). 
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Table 7.8 Number of MSOAs statistically significantly above and below the 
national average (at the 5 per cent level) 
 Residual Fixed Calibration 
Alcohol related ASB    
Higher than the national average 105 126 208 
Not statistically different from the national average 5,994 5,971 5,893 
Lower than the national average 682 684 680 
    
Drug related ASB    
Higher than the national average 246 255 323 
Not statistically different from the national average 5,914 5,898 5,864 
Lower than the national average 621 628 594 
 
Full details of which Local Authorities and MSOAs are expected to be above or below 
the national average can also be found in the electronic Appendix D (a snapshot of 
which can be found below at Figure 7.13). Here a traffic light system is adopted 
whereby red indicates statistically significantly higher than the national average, green 
indicates significantly below the average and yellow indicates no discernable difference.  
 
Figure 7.13 An example of the contents of the electronic Appendix D 
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Of the three methodologies outlined earlier in this chapter for generating synthetic 
estimates, the calibration approach is the most appropriate to use in this context as it 
pegs the average synthetic estimate to the national estimate from the base survey. 
Accordingly Figures 7.14 and 7.15 presents this alternative style of mapping synthetic 
estimates based on the calibration methodology as with this approach one is comparing 
“like with like‖.  
 
Neighbourhoods which are expected to have the most negative perceptions towards 
alcohol related anti-social behaviour are clustered around the urban areas of inner 
London, the West Midlands, Yorkshire and the North East of England. There are also 
noteworthy pockets of negative perceptions in coastal towns, a phenomena which is 
reflected in the literature (DCLG 2010e; Smith 2012).  
 
The pattern for drug related ASB is not dissimilar with the exception of additional 
clusters of negative perceptions in the East Midlands. Furthermore, overall there are a 
greater number of neighbourhoods which are estimated to have statistically significantly 
high proportion of residents perceiving drug use and dealing to be a problem in their 
local area. Details of those Local Authorities statistically significantly above and below 
the national average can be found in the next chapter as part of the evaluation process of 
the synthetic estimates. 
 
 
 
  
 143 
 
Figure 7.14 MSOAs significantly above and below the national average 
(synthetic estimates of alcohol-related ASB based on the calibration 
methodology) 
 
Perceptions of alcohol related ASB
Statistically significantly higher than the national average
Not statistically significantly different from the national average
Statistically significantly lower than the national average
Ü
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Figure 7.15 MSOAs significantly above and below the national average 
(synthetic estimates of drug-related ASB based on the calibration 
methodology) 
 
  
Perceptions of drug related ASB
Statistically significantly higher than the national average
Not statistically significantly different from the national average
Statistically significantly lower than the national average
Ü
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7.5 Conclusions 
The synthetic estimates presented in this chapter are the first English neighbourhood 
estimates of perceptions of anti-social behaviour.  Three sets of synthetic estimates were 
generated for both perceptions towards ―people being drunk or rowdy in public places‖ 
and ―people using or dealing drugs‖ based on three different methodologies (residual, 
fixed effects and calibration) to take into account the fact that a statistically significant 
level of variance at the Police Force Area level remains. Whilst none of the three 
methods are new – Twigg et al. (2000) added higher level residuals into their estimates, 
Heady et al. (2003, 56-59) calculated synthetic estimates with additional regional fixed 
effects and Yu et al. (2007) employed calibration to match their estimates to those from 
the source survey – to the author‘s knowledge this is the first study to have generated 
synthetic estimates based on all three methodologies. The next chapter will evaluate the 
synthetic estimates based on these differing methodologies.  
 
The credible intervals calculated in this chapter modified the Pickering et al. (2005) 
approach to assessing the precision of the synthetic estimates and applied it to SASE 
models which take into account both individual and area level factors (the Pickering et 
al. (2005) models focused solely on area level covariates
129
). The credible intervals 
highlight the lack of precision around these and other neighbourhood level synthetic 
estimates and as a result bring into question the commonly implemented technique of 
illustrating synthetic estimates by means of thematic maps dividing the estimates into 
bands such as quartiles or deciles. This chapter proposes an alternative approach to 
mapping the estimates whereby only those areas with statistically significantly different 
results than the national average are highlighted.  
 
The next chapter evaluates these small area synthetic estimates for perceptions of anti-
social behaviour. However, before commencing the evaluation process, it is important 
to reiterate what synthetic estimates can and cannot be used for. Synthetic estimates do 
not necessarily tell us the true picture of what is happening in an area. Rather they are 
the ―expected‖ prevalence of perceptions of problematic levels of alcohol and drug-
related anti-social behaviour given the characteristics of the local area and the 
demographic make-up of the people residing there. If a specific neighbourhood had 
been employing targeted interventions to reduce perceptions towards alcohol and/or 
                                                             
129 See Chapter 4 for a discussion of the relative merits of synthetic estimates based individual and area 
variables versus those based on area independent variables only. 
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drug-related ASB this would not be reflected in the synthetic estimate (unless actual 
incidents of anti-social behaviour had also been reduced in which case the variable 
capturing incidents of ASB reported to the police within the modelling process would 
have fallen). Local surveys on the other hand can provide estimates of the true picture – 
but with the critically important caveat that they need to be designed and executed well. 
Consequently synthetic estimates are best employed to highlight which neighbourhoods 
or administrative geographies can be expected to suffer from negative perceptions in the 
absence of reliable local information.  
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Chapter 8 Evaluating the small area synthetic estimates 
for perceptions of anti-social behaviour 
 
 
In the previous chapter, small area synthetic estimates were generated for every 
neighbourhood in England based on multilevel models of the Crime Survey for England 
and Wales predicting people‘s perceptions of both ―people being drunk or rowdy in 
public places‖ and ― people using or dealing drugs‖ in their local area. Neighbourhood 
synthetic estimates were calculated for all localities (defined using the census 
geography of Middle Layer Super Output Areas) regardless of how many respondents 
were interviewed in the local area – in reality no residents were interviewed in 47 per 
cent of MSOAs
130
 and the average number of residents interviewed in those 
neighbourhoods covered by the survey was just 12 (Figure 5.2). However, the preceding 
chapter also showed that the credible intervals around these very localised estimates 
were large. This chapter investigates the quality of the estimates generated in more 
detail to ascertain whether small area synthetic estimates would be ―fit for purpose‖ as 
an alternative to localised surveys such as the Place Survey. The chapter starts by 
reviewing five existing studies‘ methodologies for validating their small area model 
based estimates, before going on to apply these tests to the synthetic estimates for 
perceptions of alcohol and drug-related anti-social behaviour. 
 
8.1 Previous methodologies for assessing small area synthetic estimates 
Hermes and Poulsen (2012) recently observed that, in a number of instances, tests to 
validate small area estimates were not reported, if indeed they were conducted in the 
first place. Five papers which did conduct tests to assess their synthetic estimates are 
detailed at Table 8.1. 
 
  
                                                             
130 Calculated as 3,169 out of the 6,781 MSOAs in England (Office for National Statistics 2012b). 
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Table 8.1 Previous studies which validated synthetic estimates 
Paper Small Area Synthetic Estimates of... 
Heady et al. (2003) Household income, social capital, children from ethnic 
minorities, number of people to help in a crisis, one parent 
families, overcrowded living conditions and three measures 
of poor health. 
  
Pickering et al.(2004) Five healthy lifestyle indicators – smoking, obesity, binge 
drinking and fruit and vegetable consumption (for both 
adults and children). 
 
Twigg and Moon (2002) Smoking and unsafe drinking. 
 
Twigg et al. (2006) Indicators of neighbourhood social environment such as 
participation in voluntary activities, contact and friendships 
with neighbours and voting behaviour.  
  
Scarborough et al. (2009) Sixteen risk factors for coronary heart disease (including 
smoking, blood pressure, diabetes, cholesterol, fruit and 
veg. and alcohol consumption and physical activity). 
 
Heady et al.‘s (2003, 76-77) review of small area estimation for the Office for National 
Statistics suggested three diagnostic tests. The first is a scatter plot of the model area 
estimates (  axis) against the direct survey estimates (  axis). Although they note there 
will be wide scatter (due to the large confidence intervals around both the direct and 
synthetic estimates) for a good model estimate the scatter should be around the line 
   , in other words a regression line should have a gradient close to one and an 
intercept around zero. The second recommended diagnostic is a scatter plot of the model 
estimates (  axis) against the estimated area level residuals131 (  axis). As residuals are 
assumed to be random one would aim to find a fitted regression line having both a 
gradient and intercept close to zero. The final suggested diagnostic test recommended 
by Heady et al. (2003) is to check for spatial randomness of the higher level residuals 
by mapping the level two residuals, to check for any geographical clustering in the 
residual values (i.e. any positive or negative spatial autocorrelation). All of Heady et 
al.‘s (2003) tests were concerned with the internal validation of their estimates. Other 
authors conducting similar tests included Pickering et al. (2004) in their review of 
synthetic estimation of health lifestyle indicators for the Department of Health and 
Scarborough et al. (2009) in their validation of synthetic estimates of the prevalence of 
risk factors for coronary heart disease of English wards. 
                                                             
131
 In ordinary least squares regression residuals can be calculated simply by subtracting the predictions 
from the observed values. In multilevel models with residuals at several levels the process is more 
complex. MLwiN estimates the area level residuals using a shrinkage factor (see Rasbash et al. (2009c, 
39-40) for further information on shrunken residuals). 
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Twigg and Moon‘s (2002) approach to assessing their own estimates of smoking and 
drinking was to compare the model area estimates  (  axis) against direct survey 
estimates but from alternative surveys (  axis) rather than from the source survey – 
although it is important to note the authors‘ view ―that neither one approach nor the 
other necessarily represents a gold standard‖ (Twigg and Moon 2002, 936). Therefore, 
unlike Heady et al. (2003) they were concerned with the external validation of their 
synthetic estimates. Twigg et al. (2006) also assessed their synthetic estimates of 
neighbourhood social environment against direct estimates gleaned from other data 
sources which varied in geographical scale from localised surveys at the ward level 
through to a survey designed to cover Local Authorities. Similarly Pickering et al. 
(2004) used independent direct estimates at both the ward and primary care 
organisation
132
 levels. Scarborough et al. (2009) in their validation of synthetic 
estimates of the prevalence of risk factors for coronary heart disease of English wards 
also conducted a similar test which they termed as convergent validity.  
 
Scarborough et al. (2009) also made further comparisons between the model estimates 
and those from other surveys for larger geographical areas (in this case Government 
Office Region) by aggregating up the small area estimates which they termed as 
construct validity. The model based estimates were considered to have achieved 
construct validity if the ranking of the GORs by the model based estimates matched the 
ranking of the direct survey estimates (allowing the survey estimates to vary across their 
95% confidence intervals). Additionally, the Spearman‘s rank correlation between the 
two sets of regional estimates was also calculated (Spearman 1904). All of the tests 
detailed above are summarised at Table 8.2. 
 
  
                                                             
132 As at 15th April 2011 there were 151 Primary Care Organisations in England made up of 146 Primary 
Care Trusts and five Care Trusts (Office for National Statistics 2011a). 
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Table 8.2 Previous studies’ tests for assessing their synthetic estimates 
 Heady et 
al. (2003) 
Pickering 
et al. 
(2004) 
Twigg & 
Moon 
(2002) 
Twigg et 
al. (2006) 
Scarborough 
et al. (2009) 
Internal validation      
Comparing synthetic estimates to...      
    ...direct estimates      
    ...residuals      
Geographical clustering of residuals      
      
External validation      
Comparing synthetic estimates to...      
    ...alternative direct estimates      
 
Notes: 
1. Pickering et al. (2004) recommended a further test namely stability analysis whereby the dataset is 
randomly split into two halves and the model re-estimated for each half. Any spurious associations 
between any independent variable and the outcome variable would be identified by inconsistent parameter 
estimates between the two models. As this is pertaining to testing the model itself rather than the 
predictions it is excluded from Table 8.2. 
2.The Scarborough et al. (2009) paper included a further internal validation test (which they termed face 
validity) examining whether the relative size and sign of the independent variables included in the model 
was consistent with previous research as did Twigg et al. (2006) (this issue was covered in Chapter 6). 
3.  The Scarborough et al. (2009) paper included a further external validation test which they labelled 
predictive validity whereby synthetic health based estimates were compared with mortality rates. This 
final test is not appropriate in the case of perceptions of anti-social behaviour.  
 
The next section of this chapter details results of the internal validation for the synthetic 
estimates of perceptions of alcohol and drug related anti-social behaviour generated in 
the previous chapter (by means of comparing these synthetic estimates with both the 
direct estimates and the residuals). The third internal check summarised in Table 8.2, 
namely quantifying the degree of geographical clustering of the residuals using Moran‘s 
I statistic, was undertaken as part of the assessment of the fit of the model in Chapter 7. 
 
8.2 Internal validation 
 
8.2.1 Comparing synthetic estimates with direct estimates  
This test involves plotting the Police Force Area (PFA)
133
 estimates directly derived 
from the Crime Survey against the corresponding PFA area synthetic estimates 
aggregated from the synthetic estimates at the neighbourhood or MSOA level. In total 
six regression lines were calculated – three for each of alcohol and drug-related anti-
social behaviour based on the three methodologies for dealing with Police Force Area 
level residuals detailed in the previous chapter (residual, fixed effects and calibration 
                                                             
133 The Crime Survey for England and Wales sample is designed to provide representative samples at the 
PFA level with a minimum of 1,000 respondents in each area – this represents the smallest geography for 
which direct estimates can be generated. 
 151 
 
methodologies). These six regression lines are illustrated at Figure 8.1 and summarised 
at Table 8.3 in terms of whether the regression lines deviate from the     line (in 
other words a constant of zero and a gradient of one) at the Police Force Area and 
regional level respectively. 
 
Figure 8.1 Scatter plots of synthetic estimates of perceptions of alcohol and 
drug related anti-social behaviour against the direct estimates at the 
Police Force Area level 
 
 
 
 
 
 
 
 
 
 
 
Not surprisingly, given that the synthetic estimates were calibrated or ―benchmarked‖ to 
the direct estimates at the Police Force Area level (see Figure 7.8) to ensure consistency 
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between the survey and model spatial statistics, the calibration methodology provides an 
exact match to the line     (in other words a line with an intercept equal to zero and a 
gradient of one with all the points fitting precisely on this line). The fact that the 
confidence interval for the gradient includes one and the confidence interval for the 
intercept includes zero indicates that the residual methodology is also not statistically 
significantly different from    . The fixed effect methodology had the worst fit 
around the     line.  In all six permutations there was a strong correlation between 
the synthetic estimates and the direct estimates. 
 
Table 8.3 Direct versus synthetic estimates at the Police Force Area level 
 Intercept 
Lower 
CI 
Upper 
CI 
Contains 
zero? 
Gradient 
Lower 
CI 
Upper 
CI 
Contains 
one? 
Ρ(4) 
Alcohol          
Residual 2.08 -1.60 5.75  0.96 0.81 1.11  0.89** 
Fixed effects 3.63 1.05 6.20  0.90 0.79 1.00  0.93** 
Calibration 0.00 NA NA  1.00 NA NA  1.00** 
          
Drugs          
Residual 3.43 0.86 6.00  0.90 0.80 1.00  0.95** 
Fixed effects 3.81 2.23 5.38  0.89 0.83 0.95  0.97** 
Calibration 0.00 NA NA  1.00 NA NA  1.00** 
 
Notes: 
1. ** indicates correlation significant at the 0.01 level (two-tailed). 
2. CIs represent 95 per cent confidence intervals. 
3. In the case of the calibration methodology there are no confidence intervals at the standard error was 
zero. 
4. ρ indicates Spearman‘s rank correlation. 
 
The findings at the larger regional geography are almost identical, with the calibration 
methodology again proving the best match compared with the direct survey estimates 
(Appendix C Table C7).  
 
8.2.2 Comparing synthetic estimates with area level residuals 
If the model is well-fitted there should be no relationship between the synthetic 
estimates (  axis) and the area level residuals (  axis). As residuals are assumed to be 
random, one would aim to find a fitted regression line would have both a gradient and 
intercept close to zero. Figure 8.2 demonstrates that this is indeed the case for 
perceptions of both alcohol and drug-related anti-social behaviour.
134
 Note that this test 
                                                             
134 As mentioned previously, in ordinary least squares regression residuals can be calculated simply by 
subtracting the predictions from the observed values. In multilevel models with residuals at several levels 
the process is more complex. MLwiN estimates the area level residuals using a shrinkage factor (see 
Rasbash et al. (2009c, 39-40) for further information on shrunken residuals). Consequently only the fixed 
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is fundamentally a test of whether the residuals are symmetric for all synthetic 
estimation values – as any asymmetry can indicate model misspecification (Pickering et 
al. 2005). Furthermore, if the size of the residuals increases or decreases as the size of 
the synthetic estimates increases this can also be a sign of model misspecification, often 
indicating explanatory variables have been omitted from the model (Scarborough et al. 
2009). Both plots at Figure 8.2 demonstrate a slight ―wedge‖ shape with the residuals 
being larger for the smaller synthetic estimates. This is perhaps not unsurprising given 
that the final alcohol-related and drug-related multilevel models explained 53 per cent 
and 60 per cent of the area level variation respectively (Table 7.6), meaning that a 
significant proportion of the area level variation remains unexplained by the area 
explanatory variables included in the models (see Chapter 6 for a fuller discussion of a 
potential explanation for this). 
 
Figure 8.2 MSOA level residuals against the synthetic estimates for perceptions 
of alcohol and drug-related anti-social behaviour respectively 
  
 
8.3 External validation  
As outlined above, external validation involves comparing the synthetic model based 
estimates with direct estimates from alternative surveys.  In addition to the Crime 
Survey for England and Wales,  two other national surveys (Table 8.4) have also 
included the questions on perceptions of “people being drunk and rowdy in public 
places” and ―people using or dealing drugs” in the local area – the Place Survey which 
was covered in detail in Chapter 3 of this thesis and the Citizenship Survey, a now 
defunct household survey
135
, which covered a wide range of issues, including race 
                                                                                                                                                                                  
effects methodology can provide a true representation of the MSOA residuals versus as the synthetic 
estimates as both the residual and calibration methodologies require further calculations post MLwiN. 
135 Although as noted in Chapter 3 the Citizenship Survey has recently been  re-commissioned under a 
different name – Community Life – by the Cabinet Office (Cabinet Office 2012b). 
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equality, faith, feelings about the local community, volunteering and participation 
(DCLG and National Centre for Social Research 2008).  
 
Table 8.4 National surveys which have included questions on perceptions of 
alcohol and drug-related anti-social behaviour 
 
Crime Survey for England 
and Wales 
Place Survey Citizenship Survey 
Time period April 2008 to March 2009 Sept 2008 to Dec 2008 April 2007 to March 2008
(2) 
Sample size 46,286 543,713 9,366 
Response rate 76% 39% 57% 
Questionnaire mode Face-to-face Postal Face-to-face 
Smallest geography PFA Local Authority Region 
Random selection?    
Data weighted?    
 
Notes: 
1. Sample sizes and response rates refer to England and Wales. 
2. The perceptions of alcohol and drug-related ASB were dropped from the 2008/09 sweep of the survey 
(DCLG 2010a). 
 
Figures 8.3 and 8.4 compare the three surveys‘ direct estimates for the two types of anti-
social behaviour at a regional level (previously known as Government Office 
Regions
136
) which is the smallest available common geography. At national level (i.e. 
across England) the CSEW had lower estimates of the percentage of adults who 
perceived ―people being drunk and rowdy in public places‖ (26%)  and ―people using 
or dealing drugs‖ (27%) to be a big or fairly big problem in their local area compared 
with the Place Survey (29% and 31% respectively). The Citizenship Survey matches the 
Crime Survey in relation to the national estimate of alcohol-related ASB but is the same 
as the Place Survey with respect to perceptions of drug-related problems. The rankings 
of the direct region estimates also differ between all the surveys, especially in the case 
of alcohol-related ASB.  
 
  
                                                             
136 Government Office Regions (GORs) were established across England in 1994.  After the 2010 
Comprehensive Spending Review, it was confirmed that the Government Offices would close on 31 
March 2011, shifting focus away from regions to local areas.  However, the Office for National Statistics 
recognises that there is still a requirement to maintain a regional level geography for statistical purposes, 
therefore the former GORs are now referred to as ―regions‖ (Office for National Statistics 2011b) . 
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Figure 8.3 Rankings of the regions (including their confidence intervals) for 
perceptions of alcohol-related anti-social behaviour by survey 
 
 
Figure 8.4 Rankings of the regions (including their confidence intervals) for 
perceptions of drug-related anti-social behaviour by survey 
 
 
 156 
 
Tables 8.5 and 8.6 describe how the regression lines of the alternative survey based 
estimates (namely the Citizenship Survey and the Place Survey respectively) versus the 
model based estimates deviate from the     line (in other words a constant of zero 
and a gradient of one). In terms of the Citizenship Survey the residual methodology 
synthetic estimates of alcohol-related ASB were not statistically significantly different 
from    . However, this was not the case for perceptions of drug-related anti-social 
behaviour. In all instances the rank correlations between the synthetic estimates and the 
Citizenship Survey direct estimates were positive and statistically significant. 
 
Table 8.5 Citizenship Survey versus synthetic estimates at the region level 
 Intercept 
Lower 
CI 
Upper 
CI 
Contains 
zero? 
Gradient 
Lower 
CI 
Upper 
CI 
Contains 
one? 
Ρ
(3) 
 
Alcohol          
Residual 9.25 -0.60 19.10  0.69 0.30 1.08  0.68** 
Fixed effects 10.90 1.53 20.27  0.62 0.25 0.99  0.63** 
Calibration 8.95 7.64 10.26  0.67 0.25 1.09  0.67** 
          
Drugs          
Residual 8.15 -1.62 17.92  0.61 0.30 0.92  0.82** 
Fixed effects 5.22 1.87 8.57  0.83 0.71 0.96  0.97** 
Calibration 3.93 1.73 6.12  0.89 0.80 0.97  0.97** 
 
Notes: 
1. ** indicates correlation significant at the 0.01 level (two-tailed). 
2. CIs represent 95 per cent confidence intervals. 
3. ρ indicates Spearman‘s rank correlation. 
 
When comparing the Place Survey direct estimates with the synthetic estimates the 
picture is different with the calibration methodology providing the best fit. Of the two 
coefficients which make up a regression line it is arguable that the gradient is more 
important than the intercept, as it represents the relative relationship or rank between the 
two sources, whereas the intercept reflects any absolute differences between the sets of 
estimates (for example that Place Survey estimates are, on average, higher than those 
based on the Crime Survey for England and Wales (as illustrated in Figures 8.3 and 
8.4)). All of the gradient confidence intervals contain one therefore indicating that none 
of the gradients statistically significantly differ from the line    . However, both the 
residual and fixed effects methods intercepts‘ confidence intervals do not include zero, 
thus suggesting there is a systematic or absolute difference between the Place Survey 
estimates and these methods of synthetic estimates. As with the Citizenship Survey all 
the correlations between the Place Survey and synthetic estimates were positive and 
significant. 
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Table 8.6 Place Survey versus synthetic estimates at the region level  
 Intercept 
Lower 
CI 
Upper 
CI 
Contains 
zero? 
Gradient 
Lower 
CI 
Upper 
CI 
Contains 
one? 
Ρ(4) 
Alcohol          
Residual 6.09 1.23 10.95  0.92 0.73 1.12  0.92** 
Fixed effects 8.56 2.60 14.52  0.82 0.58 1.06  0.75* 
Calibration 5.36 -0.92 11.64  0.91 0.67 1.15  0.68* 
          
Drugs          
Residual 7.98 2.37 13.59  0.86 0.65 1.06  0.90** 
Fixed effects 7.28 0.70 13.86  0.89 0.64 1.13  0.88** 
Calibration 3.54 -4.01 11.10  0.99 0.72 1.27  0.88** 
 
Notes: 
1. * indicates correlation significant at the 0.05 level (two-tailed). 
2. ** indicates correlation significant at the 0.01 level (two-tailed). 
3. CIs represent 95 per cent confidence intervals. 
4. ρ indicates Spearman‘ 
 
Scarborough et al. (2009) conducted an additional test when comparing synthetic 
estimates with direct estimates at this largest geography (regions); the allowable ranking 
test. In this context ―allowable ranking‖ refers to all the ranks which a region could 
occupy if the direct estimates were allowed to vary across their 95 per cent confidence 
intervals
137
 (Tables 8.4 and 8.5 previously detailed the three surveys regional estimates 
earlier in this chapter). 
 
This test is best described by use of an example – in this instance the CSEW estimate 
for drug-related anti-social behaviour in the West Midlands. The prevalence is 
significantly lower (p<0.05) than either London or the North West. Therefore, the West 
                                                             
137 Both the Crime Survey for England and Wales and the Citizenship Survey use complex survey 
designs, therefore design factors were applied to all confidence interval calculations using the following 
equations: 
 
                   
        
 
 
  
     
        
         
 
 
 (Ramsay et al. 2001) 
 
The CSEW states that a design factor of 1.2 should be adopted (Smith and Hoare 2009). In terms of the 
Citizenship Survey, Agur et al. (2009, 54) calculate the design factors for only selected survey questions 
in STATA, however, they state that ―these can be used  to estimate likely sampling errors for other 
variables on the basis of their similarity to one of the variables presented‖. Arguably the most similar 
questions which have design factors calculated are from the suite of questions entitled views on the 
neighbourhood, more specifically, whether respondents enjoy living in their neighbourhood and whether 
they feel safe walking alone in their neighbourhood after dark. These two questions had design factors of 
1.34 and 1.38 respectively and on this basis a relatively arbitrary decision was taken to apply a design 
factor of 1.36 to the questions on perceptions of alcohol and drug-related anti-social behaviour. 
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Midlands could not be ranked either first or second. Similarly perceptions of drug-
related ASB are significantly higher in the West Midlands than either the East 
Midlands, the South East, the South West or the East of England and as a consequence 
the West Midlands can not be ranked lower than sixth (out of nine). Therefore, the 
allowable rankings for the West Midlands in this example are third, fourth or fifth. 
Based on the synthetic estimates the West Midlands is ranked either fourth (calibration 
methodology) or fifth (residual or fixed effects methodologies) therefore, in all three 
instances this is an allowable ranking. Table 8.7 details all the allowable ranking results 
for both alcohol and drug-related perceptions and shows that the three methodologies 
are indistinguisable in terms of this test, with all three failing the test when comparing 
the ranking with the Place Survey but passing the test for both the Crime and 
Citizenship Surveys. 
 
Table 8.7 Whether synthetic estimates achieve the allowable ranking 
 Place Survey 
Crime Survey for  
England and Wales 
Citizenship Survey 
Alcohol-related ASB    
Residual    
Fixed    
Calibration    
    
Drug-related ASB    
Residual    
Fixed    
Calibration    
 
Although the allowable ranking test has been reported here to ensure a completeness of 
previously adopted testing proceedures, it is debatable how useful it actually is in 
assessing synthetic estimates. The allowable rankings are greatly affected by the sample 
size and design of the surveys used. For example, in relation to the perceptions of 
alcohol-related ASB question from the Citizenship Survey all regions had an allowable 
ranking of first to ninth. So although the synthetic estimates ―passed‖ the test, they were 
bound to, as any ranking was permitted.
138
 
 
Due to its much larger sample size the Place Survey estimates are also available at the 
Local Authority level allowing comparison of the synthetic estimates with direct survey 
                                                             
138 The average confidence interval for the regional estimates of drug-related ASB were ±4.5 percentage 
points (Citizenship Survey), ±1.6 percentage points (CSEW) and ±0.6 percentage points (Place Survey, 
estimated result only). The corresponding figures for alcohol-related ASB were ±3.9, ±1.5 and ±0.6 
percentage points respectively. 
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estimates at a smaller geographical scale. Table 8.8 describes how the regression lines 
of the survey based estimates versus the model based estimates deviate from the     
line (in other words a constant of zero and a gradient of one) with Figures 8.5 and 8.6 
illustrating the regression lines. In the case of perceptions towards alcohol-related anti-
social behaviour regression lines were estimated with and without the outlier of the City 
of London.
139
 
 
At first glance these results are not encouraging. None of the SASE estimates meet the 
criteria of the intercept not being statistically significant from zero, nor the gradient not 
being statistically significantly different from one. The positive value for all the 
intercepts indicates that the estimates derived from the Place Survey are, on average, 
higher than their corresponding SASE estimate  reflecting the findings of Figures 8.3 
and 8.4 described earlier in this chapter. Survey methodology literature has long 
recognised that the conditions of the survey (such as the subject matter, mode of 
questioning, length of questionnaire) can all influence a respondent‘s answers (Moser 
and Kalton 1985) as can the sponsorship of the survey which is potentially pertinent in 
the case of the Place Survey which had multiple sponsors with each Local Authority 
responsible for their own survey. Evidence from a previous sweep of the Crime Survey 
for England and Wales showed that even the same question wording in the same 
questionnaire can elicit different answers depending on the ordering. In 1994 when the 
ordering of the fear of rape question was changed for some respondents it had a marked 
change on the answers obtained (Hough 1995). 
 
Both the gradients and the Spearman‘s rank correlations give an indication as to 
whether the model based and survey based estimates were related to each other. 
Although all the regression lines were found to be statistically significantly different 
from    , the rank correlations were high.  
 
  
                                                             
139 The synthetic estimate for the City of London was an outlier due to the high number of pubs, bars and 
nightclubs per square kilometre. 
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Figure 8.5 Scatter plots of alcohol-related synthetic estimates against the Place 
Survey estimates 
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Figure 8.6 Scatter plots of drug-related synthetic estimates against the Place 
Survey estimates 
  
 
 
Table 8.8 Place Survey direct estimates versus synthetic estimates 
 Intercept 
Lower 
CI 
Upper 
CI 
Contains 
zero? 
Gradient 
Lower 
CI 
Upper 
CI 
Contains 
one? 
Ρ(3) 
Alcohol (including City of London)       
Residual   9.98 7.99 11.97  0.76 0.68 0.84  0.76** 
Fixed effects 10.63 8.73 12.54  0.73 0.65 0.80  0.75** 
Calibration 11.71 9.69 13.74  0.65 0.57 0.73  0.71** 
          
Alcohol (excluding City of London)       
Residual 7.38 5.33    9.42  0.87 0.79 0.96  0.76** 
Fixed effects 8.53 6.57 10.48  0.82 0.74 0.90  0.75** 
Calibration 8.78 6.66 10.90  0.77 0.69 0.85  0.71** 
          
Drugs          
Residual 6.50 4.57 8.44  0.91 0.83 0.99  0.78** 
Fixed effects 7.39 5.45 9.32  0.87 0.80 0.95  0.77** 
Calibration 6.44 4.31 8.56  0.87 0.79 0.95  0.75** 
 
Notes: 
1. ** indicates correlation significant at the 0.01 level (two-tailed). 
2. CIs represent 95 per cent confidence intervals. 
3. ρ indicates Spearman‘s rank correlation. 
 
Another encoraging finding comes in the form of the range of estimates generated by 
the modelling process at the Local Authority level. In previous evaluations of small area 
synthetic estimates of health related behaviours (Twigg and Moon 2002; Scarborough et 
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al. 2009) the variance of the model based estimates was found to be far smaller than the 
variance of the corresponding survey estimates. This was not the case here. For both 
perceptions of alcohol and drug-related anti-social behaviour the variances were similar 
and in some cases the models produced a wider range of estimates than the Place 
Survey (Table 8.9). 
 
Table 8.9 Variance of the synthetic and survey based Local Authority 
estimates  
 
SASE 
 (residual) 
SASE 
(fixed) 
SASE 
(calibration) 
Place 
Survey 
Alcohol-related ASB  45.9 50.7 55.9 51.8 
Alcohol (excluding City of London) 38.0 43.0 44.5 51.5 
Drug-related ASB 88.8 67.9 71.8 68.7 
 
 
8.3.1 Proposed new additional test – comparing areas with statistically significant 
results 
In the previous chapter credible intervals were calculated for the neighbourhood or 
MSOA synthetic estimates. The same approach can be applied to larger geographies, 
such as Local Authorities, to calculate their corresponding credible intervals (Table 
8.10). 
 
Table 8.10 Average credible intervals for Local Authority synthetic estimates  
 Alcohol related ASB Drug related ASB 
95 per cent credible intervals ±10.0 percentage points ±10.1 percentage points 
90 per cent credible intervals ±8.4 percentage points ±8.5 percentage points 
80 per cent credible intervals ±6.5 percentage points ±6.6 percentage points 
 
Furthermore, in the previous chapter the synthetic estimates were then compared to the 
national average (based on the Crime Survey) to highlight which areas were statistically 
significantly different from the national picture. Particularly in the case of alcohol 
related ASB, restricting the analysis to those LAs which are significantly different from 
the national average at the five per cent level does not provide a sufficiently large 
enough list of Local Authorities to necessarily be useful in targeting resources (Table 
8.11).
140
 
 
  
                                                             
140 Full details of which Local Authorities are statistically significantly different from the national average 
can be found at Tables C8 and C9. 
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Table 8.11 Number of Local Authorities statistically significantly above and 
below the national average (at the 5 per cent level) 
 Residual Fixed Calibration 
Alcohol-related ASB    
Higher than the national average 3 4 9 
Not statistically different from the national average 279 276 282 
Lower than the national average 44 46 35 
    
Drug-related ASB    
Higher than the national average 15 16 19 
Not statistically different from the national average 246 242 257 
Lower than the national average 66 68 50 
 
Widening the net to 80 per cent credible intervals inevitably increases the numbers of 
Local Authorities which are either significantly higher or lower than the national 
average (Table 8.12). In terms of which of the three methodologies (residual, fixed 
effects or calibration) yields more neighbourhoods which are predicted to be 
significantly different from the national average, the calibration methodology, perhaps 
unsurprisingly, identifies the highest number of neighbourhoods with significantly high 
levels of negative perceptions towards both alcohol and drug related ASB. Perversely, 
the residual and fixed effects methodologies distinguish  more neighbourhoods which 
are expected to have less pessimistic perceptions of ―people being drunk or rowdy in 
public places‖ and ―people using or dealing drugs‖ in their local area. 
 
Table 8.12 Number of Local Authorities statistically significantly above and 
below the national average (at the 20 per cent level) 
 Residual Fixed Calibration 
Alcohol-related ASB    
Higher than the national average 22 31 44 
Not statistically different from the national average 213 201 213 
Lower than the national average 91 94 69 
    
Drug-related ASB    
Higher than the national average 32 36 41 
Not statistically different from the national average 159 158 173 
Lower than the national average 135 132 112 
 
The equivalent average (95 per cent) confidence interval for Local Authorities from the 
Place Survey, to the question whether their residents perceived drunk or rowdy 
behaviour to be a big or fairly big problem, was approximately calculated as ±3.1 
percentage points and the corresponding range for drug use or dealing was ±3.5 
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percentage points
141
. Although at first glance these confidence intervals appear 
substantially smaller than the corresponding synthetic estimates intervals, there are 
considerable concerns regarding the accuracy of the Place Survey confidence intervals 
(which were discussed in Chapter 3). To summarise, confidence interval calculations 
relate only to samples that have been selected using random probability sampling 
methods (de Vaus 2002, 69-71). This was not the case for the Place Survey as although 
the household was randomly selected, the individual respondent living within that 
household was not. Moreover Chapter 3 also demonstrated that the resulting samples 
were not necessarily representative of the target population. 
 
While acknowledging the weaknesses of the two approaches (i.e. that the synthetic 
estimates have wide credible intervals therefore it is necessary to lessen the precision 
required to achieve statistical significance to 10 per cent or even 20 per cent and that the 
Place Survey confidence intervals can only be estimates due to the sampling rationale) it 
is possible to compare the two sets of estimates in terms of whether the same Local 
Authorities are statistically significantly different from their national (English) average.  
 
Full findings based on all three methodologies for the various credible intervals can be 
found at Appendix C (Tables C10 to C27) and are summarised below in Tables 8.13 
and 8.14. These illustrate that there is little difference between the three methodologies 
(residual, fixed effects and calibration) in terms of the percentage of Local Authorities 
whose synthetic and Place Survey estimates ―match‖ with regard to whether the area is 
statistically significantly above or below the national average. 
 
Table 8.13 Comparison of synthetic versus Place Survey significant estimates at 
the Local Authority level for alcohol related ASB 
 Residual Fixed effects Calibration 
 Number 
of LAs 
Percentage 
of LAs 
Number 
of LAs 
Percentage 
of LAs 
Number 
of LAs 
Percentage 
of LAs 
Any match (out of 325)       
95 per cent credible interval 153 47% 156 48% 150 46% 
90 per cent credible interval 164 50% 168 52% 164 50% 
80 per cent credible interval 188 58% 196 60% 185 57% 
       
Match of LAs higher than the national average (out of 89) 
95 per cent credible interval 3 3% 4 4% 9 10% 
90 per cent credible interval 5 6% 7 8% 15 17% 
80 per cent credible interval 20 22% 28 31% 34 38% 
                                                             
141 Author‘s own calculations based on data from DCLG (2009b) 
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Table 8.14 Comparison of synthetic versus Place Survey significant estimates at 
the Local Authority level for drug related ASB 
 Residual Fixed effects Calibration 
 Number 
of LAs 
Percentage 
of LAs 
Number 
of LAs 
Percentage 
of LAs 
Number 
of LAs 
Percentage 
of LAs 
Any match (out of 325)       
95 per cent credible interval 165 51% 165 51% 153 47% 
90 per cent credible interval 191 59% 195 60% 171 53% 
80 per cent credible interval 215 66% 215 66% 202 62% 
       
Match of LAs higher than the national average (out of 81) 
95 per cent credible interval 15 19% 16 20% 18 22% 
90 per cent credible interval 20 25% 24 30% 21 26% 
80 per cent credible interval 28 35% 31 38% 33 41% 
 
Tables 8.13 and 8.14 also highlight that the calibration methodology returns the best 
findings in terms of ―matches‖ concerning which Local Authorities were found to be 
statistically significantly worse than the national average for alcohol related ASB. 
Having said that, only nine LAs were statistically significantly worse than the English 
average with respect to both the Place Survey and the synthetic estimates, although this 
figure rose to 15 LAs when 90 per cent credible intervals were adopted for the synthetic 
estimates and further still to 34 Local Authorities when the level of precision was 
reduced further to 80 per cent credible intervals. It is arguable that it is this latter finding 
which is the most relevant as policy makers more usually want to know which are the 
―problem areas‖ in order to allocate resources or intervention programmes. The two 
charts below (Figures 8.7 and 8.8) visually confirm the fact that overall the Place 
Survey (albeit based on questionable methodology) identifies more Local Authorities 
which are significantly different from the national average even when, in this instance, 
the credible intervals around the synthetic estimates are widened to 80 per cent. 
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Figure 8.7 Local Authorities statistically significantly different from the national average (alcohol-related ASB) 
 
 
 
 
Perceptions of alcohol related ASB
Statistically significantly higher than the national average
Not statistically significantly different from the national average
Statistically significantly lower than the national average
Place Survey alcohol results
Below England average
Above England average
Within England confidence interval
Ü
Synthetic estimates (calibration methodology) Place Survey 
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Figure 8.8 Local Authorities statistically significantly different from the national average (drug-related ASB) 
 
Perceptions of drug related ASB
Statistically significantly higher than the national average
Not statistically significantly different from the national average
Statistically significantly lower than the national average
Synthetic estimates (calibration methodology) Place Survey 
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As illustrated in these two figures and quantified by Tables 8.13 and 8.14 there is a 
reasonable degree of agreement on the location of the ―problem areas‖, and although it 
is impossible to say for definite why more of the ―worst‖ Local Authorities do not 
match there are a number of plausible explanations. It must be remembered that the 
synthetic estimates are based on expected perceptions given the characteristics of the 
local area. It is conceivable that actual perceptions are worse than expected. Another 
possibility is that because a significant proportion of area level variance in the 
multilevel models described in the previous chapters remains unexplained, factors not 
included in the modelling process (were they identifiable and measureable) could alter 
the predictions presented here. Often it will be the case that the synthetic estimates were 
higher than average, yet they were not high enough to reach statistical significance due 
to wide credible intervals. However, all these reasons assume that the Place Survey 
gives the correct assessment of the levels of negative perceptions in the area – this is not 
the case. As discussed in Chapter 3 the Place Survey has a very low response rate and 
those that do answer the survey being unrepresentative of the population as a whole, 
with these factors potentially leading to biased results. The mismatch between which 
areas have statistically significantly worse perceptions than the national average comes 
back to the fact that there is no ―gold standard‖ (Twigg and Moon 2002, 936) to 
compare these synthetic estimates against. 
 
8.4 Conclusions 
This chapter described a number of tests designed to evaluate the synthetic estimates 
generated in Chapter 7, including devising a new testing procedure in the guise of 
comparing which areas had statistically significantly different results to the national 
average. For each test the three methodologies for dealing with the unexplained 
variance at the Police Force Area – namely residual, fixed effects and calibration 
methodologies – were tested against each other with the results summarised in Tables 
8.15 and 8.16 with a ―‖ indicating the methodology fulfilled the criteria of the test and 
a ―‖ signifying it did not. 
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Table 8.15 Summary of the evaluation of the three synthetic estimation 
methodologies for perceptions towards alcohol-related ASB 
 Residual Fixed effects Calibration 
    
Internal validation   
 
    
Synthetic vs. direct estimates    
Police Force Area level    
Regional level    
    
Synthetic vs. residuals    
Residuals Yes, the residuals were randomly distributed 
    
External validation    
    
Synthetic vs. alternative direct estimates    
Citizenship Survey    
Place Survey    
Allowable rankings(1)          
    
Proposed new test    
Any match
(2) 
48% match 47% match 46% match 
Higher than average match(3) 20 out of 89 28 out of 89 34 out of 89 
 
Notes: 
1. Compared with the Place Survey, the Citizenship Survey and the Crime Survey for England and Wales 
respectively. 
2. Based on 95 per cent credible intervals of the synthetic estimates. 
3. Based on 80 per cent credible intervals of the synthetic estimates. 
 
Table 8.16 Summary of the evaluation of the three synthetic estimation 
methodologies for perceptions towards drug-related ASB 
 Residual Fixed effects Calibration 
    
Internal validation   
 
    
Synthetic vs. direct estimates    
Police Force Area level    
Regional level    
    
Synthetic vs. residuals    
Residuals Yes, the residuals were randomly distributed 
    
External validation    
    
Synthetic vs. alternative direct estimates    
Citizenship Survey    
Place Survey    
Allowable rankings
(1)          
    
Proposed new test    
Any match
(2) 
51% 51% 47% 
Higher than average match
(3) 
28 out of 81 31 out of 81 33 out of 81 
 
Notes: 
1. Compared with the Place Survey, the Citizenship Survey and the Crime Survey for England and Wales 
respectively. 
2. Based on 95 per cent credible intervals of the synthetic estimates. 
3. Based on 80 per cent credible intervals of the synthetic estimates. 
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These two tables show that the fixed effects methodology performed least well in most 
instances and is therefore eliminated from further consideration. Overall there is little to 
separate the other two methodologies (residual versus calibration) in terms of the tests 
presented in this chapter. The only exceptions to this is when the synthetic estimates are 
compared to direct estimates from the source survey (in this case the Crime Survey for 
England and Wales) in which circumstances the calibration methodology produces 
marginally better estimates as the synthetic estimates are ―benchmarked‖ against the 
direct estimates. It could be argued that the residual methodology is preferential in other 
circumstances in that it relies solely on the results of the multilevel modelling process 
without the need to artificially peg the synthetic estimates to survey estimates which 
themselves suffer from a degree of uncertainty (due to sampling error).  However, as 
Heady et al. (2003, 14) commented  “administrators...have a legitimate requirement for 
consistent figures – and inconsistencies between model based small area figures and 
design based figures at the region and above are hard to justify in a practical context” 
thus lending weight to the calibration methodology as potentially a more acceptable 
methodology when the synthetic estimates are primarily to be used by policy makers to 
allocate resources or target interventions. 
 
From the outset of this chapter, it was clear that to date, different authors have adopted 
different testing procedures for their own synthetic estimates (see Tables 8.1 and 8.2 for 
full details). However, as Hermes and Poulsen (2012, 637) contended  ―ethically, giving 
that this form of data [small area estimates] are used for policies, quality assurance 
standards must be set and met‖. While wholeheartedly agreeing with Hermes and 
Poulsen‘s sentiment, insofar as the results presented in this chapter inform the debate on 
the most appropriate testing procedures, the allowable ranking test was of very limited 
benefit.  Consequently it is suggested here that this test should be substituted with the 
new test based on quantifying the degree of conformity between the areas which are 
statistically significantly different from the national average.  
 
While it has been possible to validate the synthetic estimates against external data 
sources such as the Place Survey (section 8.3) it was not possible to ―ground truth‖ the 
estimates through discussion with, for example, the police comparing the synthetic 
estimates hot spots with where the police know alcohol and drug-related anti-social to 
be a problem. This is because views from the police are most likely to be a reflection of 
the actual levels of anti-social behaviour either reported to them or witnessed by them 
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rather than the public‘s perceptions of where drunk and rowdy behaviour and/or people 
using or dealing drugs happens in their local area. Evidence from both the existing 
literature (Chapter 2) and empirical evidence from this research (Chapter 6) has shown 
that in line with many other subject areas there is a perception gap between the reality as 
captured by quantitative measures and peoples‘ perceptions (Mohan et al. 2011).  
Similarly talking to others such as local councillors would not be a reflection of overall 
community perceptions, but instead their views would be seen through the prism of 
their caseloads which would, in all probability, provide a biased indication due, at least 
in part, their caseload merely reflecting those motivated and/or able to raise their 
concerns with their local officials. As Sampson (2012, 137) reported perceptions of 
disorder of the key community leaders in Chicago, although related to residents 
perceptions of disorder, were mediated through ―complaints, stigma, and broader 
reputational processes that have staying power‖.  Similarly Haining (2012) reported 
that police perceptions of area crime problems were influenced by their attitudes, 
memory and particularly salient experiences. 
 
The issue of whether the synthetic estimates are ―fit for purpose‖ was posed at the 
beginning of this chapter. The tests above have demonstrated a high degree of 
concordance with the vastly more costly Place Survey. This question can be further 
explored in a more practical context by considering instances where Place Survey 
results have been used by policy makers. 
 
Findings from the perceptions of ―people being drunk or rowdy in public places‖ 
question were used to allocate £1.5 million Home Office funding to the ―top 50 alcohol 
blackspots‖ (Alcohol Policy UK 2009, 1). Officials amalgamated alcohol-related 
perceptions based on  (i) findings from the BVPI General User Survey (the forerunner 
to the Place Survey) and (ii) underpowered and in all probability unrepresentative
142
 
estimates from the Crime Survey together with police recorded crime figures on the rate 
of less serious woundings as a proxy for alcohol related crime. Table 8.17 compares the 
funding decisions with the synthetic estimates generated as part of this thesis with red 
indicating the synthetic estimate was statistically significantly higher than the national 
average, green indicating the synthetic estimate was statistically significantly lower than 
the national average and yellow indicating that the synthetic estimate was not different 
                                                             
142 As the Crime Survey was never designed to provide estimates at the Local Authority level. 
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from the national average.
 143
 Of the top 50 alcohol blackspots listed by Alcohol Policy, 
26 were also found to have statistically significantly higher than average synthetic 
estimates including seven out of the top ten. There were two reasons why the funding 
allocation did not necessarily match the synthetic estimates (i) the perceptions as 
estimated by the pre-runner to the Place Survey were wildly different to the Crime 
Survey estimate (with examples of this including Crawley, Pendle and Wakefield) or 
(ii) more legitimately the rate of less serious woundings as recorded by the police was 
relatively high (with examples of the latter including Kingston upon Hull, Coventry and 
Birmingham). 
 
Table 8.17 A comparison of the funding allocation to the “top 50 alcohol 
blackspots” with the synthetic estimates for perceptions of alcohol-
related ASB (continues on page 173) 
Local Authority 
BVPI General 
User Survey 
perceptions 
Crime Survey 
perceptions 
Less serious 
woundings 
rate per 1,000 
residents 
Synthetic 
estimates 
(calibration 
methodology) 
Blackpool 45 24 17.42 36.2 
Newham 53 31 13.56 40.2 
North East Lincolnshire 40 22 15.62 30.0 
Southampton 40 28 14.61 34.6 
Thanet 42 22 13.50 35.1 
Lincoln 48 18 11.79 35.6 
Burnley 45 24 12.55 34.6 
Wakefield 53 19 10.61 25.3 
Weymouth and Portland 53 23 10.57 23.3 
Mansfield 40 27 13.96 35.0 
Cannock Chase 50 25 11.09 30.5 
Corby 40 19 13.60 35.1 
Reading 46 27 11.75 34.2 
Stock on Trent 36 25 14.68 34.9 
Nottingham 30 27 17.41 37.1 
Islington 43 31 12.10 44.8 
Hammersmith and Fulham 47 31 11.03 39.3 
Kinston upon Hull 34 22 15.17 30.2 
Tower Hamlets 41 31 12.54 40.5 
Bournemouth 44 23 11.66 25.1 
Doncaster 34 25 15.05 26.9 
Torbay 50 21 10.08 32.4 
Bolsover 40 26 12.40 29.9 
Tamworth 40 25 12.28 30.8 
Hackney 41 31 11.94 39.5 
Portsmouth 44 28 11.11 33.8 
Leicester 34 22 14.05 31.6 
Lambeth 38 31 12.51 36.5 
Middlesbrough 37 24 12.67 31.0 
Blyth Valley 59 30   7.93 25.0 
Hastings 38 25 12.26 26.8 
                                                             
143 Based on the calibration methodology and 80 per cent credible intervals. 
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Local Authority 
BVPI General 
User Survey 
perceptions 
Crime Survey 
perceptions 
Less serious 
woundings 
rate per 1,000 
residents 
Synthetic 
estimates 
(calibration 
methodology) 
Brighton and Hove 49 25   9.49 26.8 
City of Westminster 34 31 13.46 40.6 
Watford 49 24   9.25 33.2 
Salford 41 33 10.95 34.0 
Crawley 47 25   9.49 20.1 
Barking and Dagenham 36 31 12.25 33.7 
Derby 30 26 14.57 26.8 
Ealing 46 31   9.45 30.6 
Halton 39 25 11.03 37.2 
Pendle 57 24   7.50 27.3 
Chesterfield 27 26 15.66 31.1 
Manchester 34 33 12.38 43.8 
Erewash 38 26 10.99 26.9 
Coventry 28 22 14.48 23.4 
Waltham Forest 35 31 11.58 34.6 
Nuneaton and Bedworth 40 21 10.09 29.8 
Southwark 34 31 11.56 35.7 
Bassetlaw 35 27 11.20 27.5 
Birmingham 28 22 13.97 24.8 
 
Notes: 
1. On 1st April 2009 Northumberland County Council became a Unitary Authority. The councils of Blyth 
Valley, Wansbeck, Castle Morpeth, Tynedale, Alnwick, and Berwick-upon-Tweed were abolished. 
Therefore the synthetic estimates for Northumberland have been used as a proxy for Blyth Valley. 
 
The analyses detailed at Table 8.17 imply that synthetic estimates could have been used 
in place of the forerunner to the Place Survey and at a drastically reduced cost. In 
instances where the Local Government survey was markedly different from the Crime 
Survey (e.g., Pendle 57% vs. 24% and Wakefield 53% vs. 19%) it is questionable 
whether the forerunner to the Place Survey was in actuality fit for purpose due to the 
biases in the sampling rationale and low response rates described in Chapter 3. 
 
More recently the same alcohol related ASB question from a local postal survey based 
on only approximately 100 residents has been used to inform the allocation of £1 
million of Central Government funding
144
 to help communities eradicate the effects of 
alcohol abuse. The press statement announcing the funding stated:  
 
―Newcastle wants to work with young people and their families to address crime 
and anti-social behaviour in two inner suburbs: Elswick and Benwell and 
Scotswood, where local surveys suggest that a third of people polled consider 
drunk and rowdy behaviour to be a problem‖.  
(DCLG 2012, 1) 
                                                             
144 Across 10 communities. 
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Other data sources, such as alcohol-related hospital admissions and synthetic estimates 
of binge drinking (North West Public Health Observatory 2011b) indicate that inner city 
Newcastle is indeed highly likely to experience problems caused by alcohol abuse. 
However, to provide evidence to support funding decisions based on such a small local 
survey with no comparison to other areas of the UK does not bestow confidence in the 
funding allocation. Neither Elswick nor Benwell and Scotswood
145
 were statistically 
significantly different from the national average at the five per cent level.
146
 However, 
other areas of Newcastle namely the city centre (known as Westgate
147
) and Walker
148
 
were estimated to be significantly higher than the English average. 
 
Notwithstanding the fact that synthetic estimates capture the expected prevalence of 
negative perceptions given the characteristics of the local area and the demographic 
make-up of the people residing there as opposed to the true picture of what is happening 
in an area, they are able to provide a more cost effective evidence base for targeting 
interventions, such as the alcohol blackspots and effects of alcohol abuse funding 
streams highlighted above, rather than those previously adopted by the Home Office 
and the Department for Communities and Local Government respectively. 
 
  
                                                             
145Elswick is MSOA code E02001736 and Benwell is MSOA code E02001734. 
146 Elswick is however statistically significant at the 20 per cent level. 
147 MSOA code E02001731. 
148 MSOA code E02001737. 
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Chapter 9  Conclusions 
 
 
The overarching aim of this research was to demonstrate how small area synthetic 
estimation, based on the Crime Survey for England and Wales can be employed to 
provide a map of neighbourhood level perceptions of anti-social behaviour caused by 
alcohol and drugs across England. Underpinning this research were four objectives: 
 
(1) To evaluate the national and local surveys previously used to measure 
perceptions of anti-social behaviour (Chapter 3).  
 
(2) To use the Crime Survey, Ordnance Survey and other area level data sources to 
create multilevel statistical models to examine factors surrounding an 
individual‘s perceptions of drug and alcohol related ASB in their neighbourhood 
(Chapter 6).  
 
(3) To rework these models using census data and other external data sources to 
calculate predicted small area estimates of perceptions of ―people being drunk 
and rowdy in public places‖ and ―people using or dealing drugs‖ using 
multilevel small area synthetic estimation (Chapter 7).  
 
(4) Compare, contrast and evaluate the results generated by the two strategies i.e. 
the survey approach versus the multilevel synthetic estimates (Chapter 8). 
 
This chapter outlines how these objectives have been met, and highlights the 
substantive, theoretical and methodological contributions to knowledge arising from the 
work presented in this thesis.  The limitations of the study are also discussed before 
recommendations for future work are considered. The chapter closes with a discussion 
of the policy implications emanating from the methodologies, findings and outputs 
presented in this thesis. 
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9.1 Results of the thesis 
Under the Labour Government of 1997 to 2010 there was an increasing requirement to 
measure perceptions of anti-social behaviour. At a national level this was achieved 
using the British Crime Survey (now called the Crime Survey for England and Wales). 
However, even when the Crime Survey was enlarged more localised results were still 
only feasible for the 38 Police Force Areas in England. To compensate for the lack of 
geographical information the Government introduced Best Value Performance 
Indicators and latterly Place Surveys to ascertain residents‘ perceptions of their local 
area (albeit at the still relatively large Local Authority level). The Place Survey was 
designed centrally but administered locally by each Local Authority at an estimated cost 
of £16.5 million over three planned sweeps which were to be conducted in 2008, 2010 
and 2012 (DCLG 2007b). In actuality only the first of these three sweeps was ever 
undertaken following the change of Government in 2010 and the subsequent ―austerity 
programme‖ (The Telegraph 2012). The introductory chapter of this thesis 
demonstrated that these Place Surveys were of relatively poor quality resulting in the 
distinct risk that the results published by the Department for Communities and Local 
Government were biased. The overall response rate to the survey was low at only 39 per 
cent. Moreover those who did respond were not representative of the population as a 
whole – in particular young people were drastically under-represented. A further layer 
of bias was introduced by not randomly selecting the individual to complete the survey, 
only the household. It is arguable that the household member motivated to complete the 
survey could have been different in terms of their socio-demographic characteristics 
and/or their views than the other household members who were not so motivated.  
 
As a consequence this thesis set out to investigate whether there was a cost effective 
alternative to local postal surveys, such as the BVPI and Place Surveys, to provide 
findings on people‘s perceptions towards crime and criminal justice issues in their local 
area. The Crime Survey for England and Wales questions on perceptions towards 
―people being drunk or rowdy in public places‖ and ―people using or dealing drugs‖ in 
their local area were used as exemplars. Perceptions of anti-social behaviour were 
chosen both for theoretical reasons as well as statistical ones. From a methodological 
standpoint, these two questions fulfilled the criteria stipulated by the review of small 
area synthetic estimation by the National Centre for Social Research commissioned by 
the Department of Health (Pickering et al. 2004, 56) when identifying suitable survey 
questions. These were that (i) the prevalence should be greater than ten per cent (based 
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on the 2008/09 sweep of the Crime Survey the percentages perceiving alcohol / drugs to 
be a problem were 26 per cent and 27 per cent respectively), (ii) there is strong 
association with available area-level data identified by the amount of area level variance 
explained by the multilevel model – Pickering et al. suggested that 40 per cent should 
be an absolute minimum (the percentage of higher level variance explained by the 
perceptions of alcohol and drug-related ASB models was 53 per cent and 60 per cent 
respectively)
149
 and (iii) there is at least one alternative data source to check for strong 
correlations (again this third criterion is satisfied as Local Authority estimates are 
available for both questions from the Place Survey which covered the same time 
period). 
 
From a theoretical perspective sociologists advocate that it is the perceptions of disorder 
which have a crucial influence on neighbourhood change, arguing that the extent to 
which people see disorder as a problem in an area influences the future of the 
neighbourhood. Where residents (and importantly potential future residents) perceive 
disorder as an issue, the area is more likely to suffer a downhill path (Sampson 2009; 
Wikström 2009). Furthermore, research has shown that negative perceptions of disorder 
are also associated with harmful repercussions for an individual‘s physical and mental 
health as well as their personal well-being (Steptoe and Feldman 2001; Ellaway et al. 
2009). Much of the research into perceptions of anti-social behaviour to date has 
adopted a combined measure, more often than not amalgamating social with physical 
disorder. There has been considerably less focus in the literature on individual strands 
or types of disorder. This thesis has deliberately focused on two of the Crime Survey 
questions ―people using or dealing drugs‖ and ―people being drunk or rowdy in public 
places‖, as these types of behaviour have been written about as restricting access to 
public spaces and are therefore particularly pertinent to investigating the influence of 
place on perceptions.   
 
The multilevel models presented in Chapter 6 illustrated that perceptions of alcohol and 
drug related anti-social behaviour depended on a number of both people and place based 
factors. The results illustrated that, as a person gets older, they are less likely to perceive 
both alcohol and drug-related ASB to be a problem. Similarly being male, widowed or 
living in the area for a short period of time all reduce the chances of perceiving drunk or 
                                                             
149 These calculations were undertaken purely to compare the synthetic estimates presented in this thesis 
with the criteria stipulated in Pickering et al.‘s (2004) review. However, it is important to acknowledge 
the caveat to this practice detailed in section 7.2. 
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rowdy behaviour and using or dealing in drugs to be a problem in the local area. A 
strong associating with household income was also evident, with those in lower income 
brackets being more likely to report both alcohol and drug related ASB to be a problem 
in their local area. Likewise, those living in flats or in social rented housing were more 
likely to perceive a problem as well.  The impact of previous crime victimisation was 
particularly strong; if a respondent had been a recent victim of crime, the odds of them 
describing alcohol or drug-related ASB to be a problem more than doubled. There was a 
high degree of agreement between the socio-economic and demographic factors found 
by previous research to be associated with negative perceptions of an overall measure of 
ASB and those specific to drunk and rowdy behaviour and drug use or dealing 
summarised here. 
 
In terms of area based associations, deprivation was strongly associated with negative 
perceptions of disorder – a result unfailingly reported by researchers both sides of the 
Atlantic. However, evidence to support any potential link between the percentage of 
residents from black or minority ethnic backgrounds and/or levels of ethnic 
heterogeneity and perceptions of anti-social behaviour has been controversial and in 
some instances contradictory, with this pattern continuing in the findings presented in 
this thesis.  In the case of alcohol-related anti-social behaviour there was a positive 
relationship between ethnic heterogeneity and perceptions of drunk and rowdy 
behaviour. In other words, residents who live in an ethnically mixed area were less 
likely to report alcohol-related anti-social behaviour to be a problem in their 
neighbourhood. However, the converse was true for drug-related ASB, where those who 
live in more ethnically heterogeneous areas are more likely to report drug use or dealing 
to be a problem where they live. Perceptions of both drink and drug associated ASB 
were worse in neighbourhoods with high levels of population turnover and more urban 
areas. As expected, the models indicated that actual reported levels of anti-social 
behaviour  increased an individual‘s propensity to report high levels of alcohol and 
drug-related anti-social behaviour (regardless of whether they themselves have been a 
recent victim of crime). The proportion of young people living in the neighbourhood, on 
the other hand, did not have an independent effect on perceptions. Results relating to the 
density of pubs, bars and nightclubs in the local area are described later in this chapter 
under the heading ―contributions to knowledge‖ (section 9.2). 
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Small area synthetic estimation was chosen as the small area technique for quantifying 
localised perceptions towards alcohol and drug related anti-social behaviour, as it is able 
to generate estimates for all small areas including those where no survey respondents 
were interviewed (this is not the case for many other small area estimation 
methodologies). Synthetic estimation combines survey data with small area data which 
covers all the neighbourhoods of interest in order to generate small area estimates using 
a modelling technique such as regression. The synthetic estimation process can be based 
solely on individual level data, purely area level data or integrate both. Of these only 
multilevel models which combine both individual and area level variables recognise that 
individual behaviours or outcomes are dependent on both person and place 
characteristics and their interactions, in other words both compositional and contextual 
factors. 
 
Three methodologies for calculating the multilevel small area synthetic estimates 
(referred to in Chapter 7 as residual, fixed effects and calibration methodologies) were 
undertaken which differed in terms of the way the remaining variation at a higher 
geographical level (in this case Police Force Areas) was accounted for in the synthetic 
estimates. This research was the first time, to the author‘s knowledge, that synthetic 
estimates based on all three methodologies have been produced simultaneously.  
 
Of the three methodologies, fixed effects performed least well in most of the tests 
described in Chapter 8. However, there was little to separate the other two 
methodologies (residual versus calibration). It could be argued that the residual 
methodology is preferential  as it relies solely on the results of the multilevel modelling 
process without the need to artificially peg the synthetic estimates to survey estimates 
which themselves suffer from a degree of uncertainty due to sampling error.  
Nevertheless it could prove problematic to ―sell‖ any synthetic estimates to policy 
makers which are not consistent with the national and regional estimates from the 
source survey. As Datta et al. (2008, 3) noted ―an overall agreement with the direct 
estimates at an aggregate level is often a political necessity to convince the legislators 
of the utility of small area estimates‖. Their agreement lends weight to the calibration 
methodology being potentially more acceptable when the synthetic estimates are 
primarily to be used by local or central government to allocate resources or target 
interventions. 
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The most challenging aspect of the synthetic estimates is the relatively large credible 
intervals round the estimates both at the neighbourhood (MSOA) and Local Authority 
levels. Although strategies to reduce the width of these intervals were suggested in 
Chapter 7 – such as increasing the number of sets of values for each parameter above 
the one thousand adopted here – the overriding factor in influencing the width of the 
credible intervals for the synthetic estimates is the extent to which the between area 
variation remains unexplained by the explanatory variables included in the multilevel 
model (Pickering et al. 2005).
150
 It is only by reducing this variation further, through 
identifying and quantifying additional predictive independent variables, that appreciably 
narrower credible intervals will be attained. For example, at the time of writing, no 
national databases which include small area geography exist of important candidate 
variables such as the numbers or nature of onsite and offsite licensed premises or the 
numbers of long term empty or derelict homes. 
 
The large credible intervals did however lead to two novel propositions; the first 
relating to the presentation of the synthetic estimates. To date the vast majority of 
synthetic estimates have been presented by means of thematic maps ranking the 
estimates into groups such as deciles or quintiles. However, research presented here and 
elsewhere suggests that this gives a false degree of precision which the data do not 
afford. It is therefore suggested in this thesis that any maps should highlight those areas 
with statistically significantly different results from the national average – thus only 
giving prominence to those neighbourhood ―hot-spots‖ which one can be reasonably 
statistically confident in. The second innovation related to a new test to evaluate the  
synthetic estimates based on quantifying the degree of conformity between the areas 
which are statistically significantly different from the national average when comparing 
the synthetic estimates with independent alternative data sources.  
 
  
                                                             
150 This can be illustrated using Gateshead District Council as an example. When the unexplained area 
variation is not taken into account the average credible interval width at the MSOA level is ±3.4 
percentage points. However, when this source of error is included in the calculations the average width 
swells to ±20.8 percentage points. This case in point illustrates that synthetic estimates which have not 
taken into account this source of variation have substantially underestimated the width of their credible 
intervals. Examples of such studies include the North West Public Health Observatory‘s (2011a, 42-43) 
synthetic estimates of adult alcohol consumption as part of the Local Alcohol Profiles and Ipsos MORI‘s 
(2011) estimates of sport and recreational activity for Sport England. 
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9.2 Contributions to knowledge  
In detailing the results of the thesis a number of novel features were highlighted. 
Moreover, the key contributions to knowledge and innovative aspects of the research 
presented in this thesis were described at the outset of this thesis in Chapter 1. These 
contributions, which can be categorised under the headings of substantive, theoretical 
and methodological contributions to knowledge, are elaborated below.  
 
9.2.1 Substantive contributions to knowledge 
For the first time a truly localised picture of perceptions of anti-social behaviour is 
available for all neighbourhoods across England at low cost. To date, most localised 
information available with national coverage has been at the Local Authority level, 
either directly from the Place Survey (and its predecessor) or modelled (using logistic 
regression) based on its forerunner commonly referred to as the BVPI General Users‘ 
Survey (Ames et al. 2007). The research presented here provides information at the 
much smaller Middle Super Output Area level without attracting the substantial 
additional fieldwork costs associated with national surveys which are able to provide a 
geographical breakdown of results such as the Place Survey.  
 
9.2.2 Theoretical contributions to knowledge 
The research focuses on two policy relevant distinctive strands of perceptions of anti-
social behaviour rather than an overall measure which will contribute to the theoretical 
understanding of the different dimensions of ASB. American research on perceptions of 
disorder has tended to split anti-social behaviour into two categories – social disorder 
(including drinking in public, selling or using drugs and teenagers causing a 
disturbance) and physical disorder (including the visibility of litter, trash or graffiti). In 
the UK studies have, by and large, combined the different types of ASB for analysis 
purposes into one overall indicator of high levels of perceived anti-social behaviour. 
Recently this approach of studying different types of ASB together has been questioned 
in the literature, with Case et al., (2011, 168) warning against such a ―reductionist‖ and 
―oversimplified‖ representation of youth ASB. As a consequence, these previous 
studies, which amalgamated different types of ASB into one overall measure, may have 
masked differing associations between people, place and perceptions towards disparate 
types of anti-social behaviour.  
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By focusing on two policy relevant distinctive strands of perceptions of anti-social 
behaviour rather than an overall measure, the research presented in this thesis has 
unmasked some potentially important differences. For example, a high proportion of 
young people in the local area has consistently been found to be associated with 
negative perceptions of  combined measures of neighbourhood anti-social behaviour in 
England (Kershaw and Tseloni 2005; Ames et al. 2007; Tseloni 2007; Taylor et al. 
2010). However, there were no statistically significant main effects when looking at the 
more focused questions of perceptions towards alcohol or drug-related anti-social 
behaviour examined in this thesis. Chapter 6 was able to discount the hypothesis that 
any disparities were simply due to the differing data sources and definitions adopted by 
the various studies listed earlier in this paragraph, therefore implying that it was the type 
of anti-social behaviour under investigation which caused the differing associations 
rather than the measurement tools. As a consequence, researchers should be wary of 
assuming that the type of anti-social behaviour under investigation is of limited 
importance. 
 
9.2.3 Methodological contributions to knowledge 
In other subject areas, such as health, small area synthetic estimation is recognised as a 
highly effective approach for the generation of localised estimates (with examples 
including Twigg et al. 2000; Dibben et al. 2004; Twigg et al. 2004; Scarborough et al. 
2009). However, prior to this thesis, small area estimation of criminological factors has 
been extremely limited. Furthermore, the synthetic estimation methodology presented in 
this thesis was original in terms of adopting three distinct approaches (referred to 
throughout the thesis as the residual, fixed effects and calibration methodologies) to 
incorporate the place specific residuals back into the prediction process. This innovation 
was covered in more detail in section 9.1 of this chapter. 
 
By linking the Crime Survey to building use data, specifically to the density of pubs, 
bars and nightclubs, the research presented in this thesis has demonstrated how the 
development of geo-coded social survey datasets will enable further work using genuine 
ecological effects (Macintyre et al. 1993), rather than simply relying on aggregated 
individual statistics. Chapter 6 provides UK evidence that the location of pubs, bars and 
nightclubs is associated with negative perceptions of alcohol-specific anti-social 
behaviour, even after controlling for actual levels of anti-social behaviour reported to 
the police. Moreover, this contextual influence varies depending on both the level of 
 183 
 
deprivation and the proportion of young people in the neighbourhood, with the density 
of pubs and clubs being more important in both less deprived neighbourhoods and to a 
lesser extent those neighbourhoods with fewer young people. Whilst it is difficult to 
hypothesise on the mechanisms behind these findings in a cross-sectional survey it is 
arguable that in high deprivation areas or those where many young people live, pubs are 
not seen to the same degree as a ―red-flag‖ in terms of troublesome behaviour; they are 
instead, tolerated or even celebrated in some instances as a positive part of community 
life (Millie 2008), perhaps reflecting the differing culturally defined points at which 
―social‖ drinking becomes ―anti-social‖ (Hubbard 2011, 2). 
 
Two further methodological innovations – namely presenting synthetic estimates ―hot-
spots‖ which are statistically significantly above the national average and evaluating the 
synthetic estimates based on the degree of conformity between statistically significant 
areas – were highlighted earlier in this chapter.151   
 
9.3 Limitations 
Although the research presented in this thesis adds to the current body of work on both 
perceptions of anti-social behaviour and multilevel small area synthetic estimation there 
are obviously going to be limitations to the results presented here. The multilevel 
models presented in this thesis take into account and correct for within-area correlation, 
they do not account for between area correlations (Jones 1991). Incorporating a higher 
geographical level (Police Force Area) does acknowledge the potential for between 
neighbourhood (MSOAs) correlations within the PFAs, for example, due to initiatives 
to reduce negative perceptions by individual Police Forces. However, some adjoining 
MSOAs will inevitably fall into different PFAs and as a consequence their nearness will 
not be recognised in the multilevel models. This is potentially problematic in that based 
on Tobler‘s First Law of Geography ―everything is related to everything else, but near 
things are more related than distant things‖ (Tobler 1970, 236). Influences on both 
behaviour and perceptions are not necessarily restricted to one‘s immediate 
neighbourhood especially in the case of most quantitative analyses of neighbourhood 
effects where an individual‘s local area is defined in statistical terms such as census or 
postal boundaries as opposed to how people actually live their lives, which transcends 
any such nominal boundaries (Xu 2012). The extent to which neighbourhood crime 
could be influenced by the characteristics of adjoining areas has been seldom taken into 
                                                             
151 See section 9.1 for full details. 
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account (Elffers 2003). As noted by Dietz (2002, 541) ―in studies of within 
neighbourhood effects, no interaction occurs among the neighbourhoods; that is, the 
neighbourhood possesses no spill over characteristics, thus, neighbourhoods with 
identical characteristics but dissimilar neighbouring neighbourhoods are considered 
equivalent‖.   
 
A pertinent example of this between neighbourhood correlation was researched by 
Morenoff and Sampson (1997), who reported that the level of violent crimes in adjacent 
neighbourhoods was associated with out-migration from participants‘ local area. By 
comparing both multilevel and spatial models through simulation, Xu (2012) found that 
the two types of models produced similar estimates for fixed effects, but different 
estimates of the random effects. More specifically, the multilevel models can over 
estimate the higher level variance because the presence of spatial correlation is not 
incorporated into the model. In terms of the SASE estimates reported in Chapter 7, 
these will be largely unaffected by the choice of modelling technique as they are based 
on the fixed effect part of the model only.
152
 Further evidence from Chapter 7 indicates 
that there was no evidence that the neighbourhood level residuals were not 
geographically randomly distributed, as would be the case if spatial autocorrelation 
were present (Scarborough 2009).  
 
Two additional limitations emanate from the decision to use Middle Layer Super Output 
Areas (MSOAs) as the chosen unit of analysis to define neighbourhoods (Taylor et al. 
2010; Twigg et al. 2010). Firstly, it is not possible to be certain whether MSOAs 
correspond to meaningful local neighbourhoods from the point of view of respondents – 
the likelihood is that they do not. Evidence from Brunton-Smith and Jackson‘s (2012) 
study on urban fear indicated that residents were drawing on cues from surrounding 
neighbourhoods when forming their perceptions of crime risk. Similarly Drakulich 
(2013) argued that US census tracts (which in terms of population counts fall between 
LSOA and MSOA in size (United States Census Bureau 2013)) cover too large an area 
when asking about people‘s perceptions. A more complex approach would have been to 
construct ―bespoke neighbourhoods‖ around each respondent‘s address153, as 
undertaken by Johnston et al. (2004) based on voting behaviour from the British 
                                                             
152 With the exception of the residual methodology which did take into account the random part of the 
multilevel model, albeit at the larger Police Force Area geography. 
153 By identifying the nearest n individuals to the respondent‘s home address (with n taking the value of 
between 500 and 10,000). 
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Household Panel. However, confidentiality restraints (with respect to not disclosing the 
exact location of individual respondents) prevented this. Furthermore, even this more 
complex and resource intensive approach would not have addressed the flexible notion 
of neighbourhoods that any one individual may possess and which are likely to be 
contingent on life stage or routine activity (e.g., employment and family status along 
with leisure pursuits etc).  
 
The second problem relating to the use of MSOAs to represent neighbourhoods, 
concerns the ―modifiable areal unit problem‖,  often referred to as MAUP (Openshaw 
1984) which arises because all area level data was aggregated up to the MSOA 
geography and in doing, so detail was inevitably lost. If an alternative geography had 
been employed it is possible that a different set of results may have been generated.   
 
The remaining limitations move away from the notion of neighbourhoods and instead 
focus on choices made in terms of data sources employed in the study. As noted in the 
―contributions to knowledge‖ section above, this research links the Crime Survey to 
building use data, specifically to the density of pubs, bars and nightclubs using 
Ordnance Survey‘s MasterMap Address Layer 2.  It is crucial to acknowledge at this 
juncture that MasterMap does not provide an exhaustive picture of the density of pubs, 
bars and nightclubs in England due to the significant proportion of commercial 
establishments which are simply coded as ―general commercial‖ therefore, making it 
impossible to ascertain whether they are pubs, clubs or nightclubs or something 
completely different such as shops. However, as there is no evidence that the use of the 
general commercial ―catch-all‖ category is unevenly employed between business types 
and in the absence of any centrally collated and geographically coded list of such 
establishments, at least for the time being, Ordnance Survey provides the most 
comprehensive national picture currently available.  
 
As a consequence, the findings on data quality covered in more detail in Chapter 5 echo 
the sentiment of Newton et al., (2010, 1) that the lack of data on alcohol supply points 
―impairs attempts to gain a strategic overview of the timing and location of the 
availability of alcohol, the proximity of the various outlets to each other, and their 
relationship to crime and disorder‖. Progress is being made with a National Institute for 
Public Health Improvement funded research project which aims to geo-reference every 
alcohol outlet in Wales based on their  22 Local Authorities‘ public registers of 
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Premises and Personal Licence holders (Fone et al. 2012). However, any such 
undertaking covering England would be substantially more labour intensive. The 
current lack of availability of UK data is reflected in the paucity of research on the 
effects of alcohol outlet density on either alcohol consumption and/or damage, with 
Popova et al.‘s (2009) systematic review of the available literature not uncovering one 
British study out of the 44 included in their analyses.  
 
Finally, in terms of the investigation of multilevel associations between perceptions of 
alcohol and drug related anti-social behaviour and individual and area level factors, it is 
important to acknowledge the limitations of using cross-sectional data to investigate 
cause and effect.  The analyses presented in Chapter 6 identified plausible associations, 
nevertheless to uncover causal processes it would be necessary to acquire longitudinal 
or panel data that interviews the same set of individuals and places over time (Mohan et 
al. 2011) as temporal precedence is said to be one of the essentials to determine 
causation (Holland 1986; Pearl 2000). 
 
9.4 Recommendations for future work 
Some of the recommendations for future work have already been flagged up in this 
thesis, such as employing multilevel structural equation modelling to advance the 
investigation of any potential mediating effects of building use on perceptions of 
alcohol and/or drug related anti-social behaviour (section 6.4.1) and identifying and 
quantifying additional predictive independent variables to narrow the credible intervals 
(sections 7.4 and 9.1).  
 
Two further recommendations stemming from the research are discussed in this section 
– one methodological in relation to synthetic estimation and one theoretical in terms of 
what is related to perceptions of anti-social behaviour. More specifically the building 
uses investigated as part of this thesis – primarily pubs, bars and nightclubs but also 
including educational establishments, train and underground stations  and drug 
treatment centres – all focused on those which were hypothesised (via Brantingham and 
Brantingham‘s (1993) environmental criminology prospective) to worsen perceptions of 
anti-social behaviour in the local area. However, elsewhere it has been argued that some 
types of building use can have a positive effect on levels of ASB: 
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“The development of an evening economy is a good way of diversifying uses and 
extending activity throughout the day and night. However, careful thought must 
be given to the other attributes to minimise the resultant crime risk An evening 
economy that works well in both economic and safety terms includes a range of 
uses, not just pubs and bars. Theatres, cinemas, restaurants, galleries and shops 
can all contribute to ensuring that a potentially violent drinking culture does not 
make town centres unsafe places to be in the evening.” 
(ODPM and Home Office 2004, 38) 
 
Indeed this edict from Central Government, to diversify the available evening economy 
cultural activities through mixed building uses in town and city centres, has been 
adopted by many Local Authorities (see for example Lancashire‘s report on developing 
safer night time environments through effective implementation of planning 
(Lightowlers et al. 2007)) as well as having been championed in the academic literature 
as a way of moving away from the consumption of alcohol as the primary entertainment 
pastime (Landry 2000). However, this diversification policy has been criticised by 
academics such as Roberts and Eldridge (2008) due to the lack of any evidence base. 
Consequently future research could extend the types of building use included from 
Ordnance Survey‘s MasterMap Address Layer 2, to investigate whether certain types of 
building use (such as museums, theatres and shops) could improve perceptions as 
opposed to focusing solely on building uses with potentially detrimental effects. 
 
From a methodological standpoint, it was problematic to assess whether the synthetic 
estimates for perceptions of alcohol and drug related anti-social behaviour were ―fit for 
purpose‖ due to a lack of more robust and geographically localised data sources which 
were closer to the ―gold standard‖ eluded to in Chapter 8 and re-visited later in this 
concluding chapter. Future research, into synthetic estimation as a methodology could 
include generating synthetic estimates for an indicator where robust and localised data 
are already available. This would enable a more watertight assessment of any such 
synthetic estimates to be undertaken, because the estimates would be able to be 
compared against a closer approximation of reality. One such an example could be 
synthetic estimates on the levels of victimisation (reported to the police) for crimes 
which routed to the respondent‘s home address such as burglary, which could in turn be 
compared with the localised data from the police.uk website on incidents reported to the 
police. This suggestion, however, is less plausible for attitudinal questions such as 
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perceptions of anti-social behaviour, which by their very nature, can only be captured 
quantitatively via social surveys.  
 
9.5 Policy implications 
Synthetic estimates do not necessarily tell us the true picture of what is happening in an 
area. Rather they are the expected prevalence of negative perceptions towards alcohol 
and drug-related anti-social behaviour given the characteristics of the local area and the 
demographic make-up of the people residing there. If a specific neighbourhood had 
been employing targeted interventions to reduce perceptions towards alcohol and/or 
drug-related ASB this would not be reflected in the synthetic estimate (unless actual 
incidents of anti-social behaviour had also been reduced in which case the variable 
capturing incidents of ASB reported to the police within the modelling process would 
have fallen). Local surveys on the other hand can provide estimates of the true picture – 
but with the critically important caveat that they need to be designed and executed well. 
Consequently synthetic estimates are best employed to highlight which neighbourhoods 
or administrative geographies can be expected to suffer from negative perceptions with 
a view to allocating resources or targeting interventions.  
 
The previous chapter highlighted incidents in the past where funding allocation 
decisions had been based on either (the forerunner to) the Place Survey or small local 
surveys with no comparison to other areas of the UK. Although the latter are, in 
isolation, cheaper to run than the Place Survey any additional ad-hoc local survey 
always has cost implications for the Local Authority. Furthermore, the quality of each 
of these surveys is extremely questionable taking into account small sample sizes, 
biased sampling frames and/or very low response rates. Synthetic estimates have been 
shown to be able to provide a more cost effective evidence base for targeting 
interventions, such as the alcohol blackspots and effects of alcohol abuse funding 
streams highlighted in section 8.5, than those previously adopted by the Home Office 
and the Department for Communities and Local Government respectively. Earlier in 
this chapter the criteria stipulated by the National Centre for Social Research for 
undertaking synthetic estimation were outlined (section 9.1). Because of these criteria, 
synthetic estimation does not offer a panacea whereby all crime and criminal justice 
attitudes and experiences can be modelled down to the neighbourhood level. For 
example only 2.9 per cent of adults reported to the Crime Survey that they had been a 
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victim of stalking in the past 12 months (Budd and Mattinson 2000) – a prevalence far 
below the threshold of ten per cent stipulated by the National Centre. 
 
Before ending this thesis, it is important to acknowledge the concern that has been 
raised in academia about how ranking local communities using methodologies such as 
comparable localised surveys (such as the Place Survey) and/or synthetic estimates can 
have a detrimental effect on neighbourhoods, by focusing solely at a localised and 
artificially constrained geography at the exclusion of wider society. Amin (2005, 612 
and 629) argues that ―the social has come to be redefined as community, localised, and 
thrown back at hard-pressed areas as both cause and solution in the area of social, 
political, and economic regeneration” leading to ―older notions of the society of 
commitments and connections based on trans-local, trans-national, and universalist 
principles giving way to a peculiar socio-spatial dualism”. Nevertheless, as 
demonstrated in Chapters 3 and 8, statistics at the local scale have been, are, and will be 
required by Government, both at the local and national level, to inform policy making 
and allocate resources. 
 
The research presented here echoes the findings of Twigg and Moon (2002, 937) who 
stated that  ―a local area survey, that is designed to be reliable at the local level, uses a 
valid field instrument and is characterised by high response rates can be regarded as 
the gold standard. However, the presence of all three attributes in any one local survey 
is very rare‖. As demonstrated in Chapter 3, the Place Survey fell well short of this 
―gold standard‖ particularly with respect to its low response rate. Moreover the 
financial cost of undertaking the survey, at an average of £5.5m per sweep was 
considerable.  In line with the Coalition Government‘s Transparency Agenda (Cabinet 
Office 2011), synthetic estimation of perceptions towards crime and criminal justice 
issues based on the Crime Survey adds value for money to an existing dataset as 
opposed to spending substantial sums of money on poorly answered local surveys. 
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Appendix A Missing data 
 
 
Missing data mechanisms were originally categorised by Rubin (1976). In summary 
missing data falls into one of three categories: 
 
Missing completely at random (MCAR) 
The probability that a response is missing is unrelated both to the missing value itself 
and to the values of the other variables in the dataset. An example of this, in a 
victimisation survey context, in a computer assisted interview incorrect script meant 
respondents‘ answers were not recorded. 
 
Missing at random (MAR) 
The probability that a response is missing is unrelated to the missing value itself after 
controlling for other variables in the dataset. For example previous research has been 
shown that burglary victimisation is related to household income. However, an 
individual‘s income often has missing data as respondents‘ feel uncomfortable about 
answering financial questions, but we do know that income is related to other questions 
included in the survey such as age and education etc.  
 
Missing not at random (MNAR) 
The probability that a response is missing is dependent to the missing value itself, even 
after controlling for the other variables in the data. In the example above the income 
data would be MNAR if other explanatory variables known to be associated with 
income level (for example age and education) were not recorded by the survey. 
 
Table 5.1 in Chapter 5 highlighted that 4.3 per cent or 2,088 respondents in England did 
not answer the question of perceptions of drug using or dealing in their local area, either 
because they refused to answer (only two respondents), or said they didn‘t know. The 
drugs dependent variable is not MCAR. For this to be the case, whether the respondent 
answered the dependent variable would not be related to any of the independent 
variables. In other words a model predicting whether the respondent did or didn‘t 
answer the perceptions of drug-related ASB (―are people using or dealing drugs a 
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problem in your local area‖) would have no significant coefficients. Any significant 
coefficients would indicate a violation of MCAR (Allison 2009). Females and older 
people as well as those who had not lived in their area for very long or lived in more 
deprived areas were all more likely to answer don‘t know to the perceptions of drug-
related anti-social behaviour question (Table A1). 
 
An alternative methodology is multiple imputation (Scheuren 2005). There are many 
different ways to do multiple imputation  however, in essence they all involve 
introducing a random component to the predicted values (Allison 2009). However, 
Little (1992) argues that imputation of the dependent variable merely increases 
sampling variability. Therefore, in the absence of any auxiliary variables
154
 which are 
strongly correlated with the dependent variable Allison (2009, 84) contends that the 
―preferred procedure is to delete cases with missing data on the dependent variable‖. 
Von Hippel (2007) adds weight to this argument. He found that using imputed values of 
the dependent variable can needlessly add to the noise around the estimates. He argues 
for a modified imputation strategy which he calls multiple imputation then deletion. 
Here all cases are used for imputation but, following imputation, cases with imputed Y 
values are excluded from the analysis. In the case where it is only Y to be imputed this 
then renders multiple imputation redundant. Therefore, in the case of the dependent 
variable ―using or dealing drugs‖, the decision was taken to deal with the missing data 
by casewise delation. 
 
In terms of the independent variables, Table 5.2 details the level of missingness in the 
individual and household level variables. Due to the extremely low level of missing 
values again the decision was taken that casewise deletion was appropriate. In terms of 
the area level variables (at MSOA or Local Authority) there were no missing values 
therefore no action was required. Casewise deletion of missing values of independent 
variables resulted in the exclusion of 256 respondents (more specifically 227 
respondents for drugs related ASB and 254 respondents for alcohol-related ASB 
analysis). This is a negligible loss of cases based on a dataset of 39,886 English 
respondents who answered the drugs and/or alcohol-related anti-social behaviour 
question(s). 
                                                             
154 An auxiliary variable is one which although used in the imputation process is not included in the 
model to be estimated. Often, one of the best auxiliary variables is the same variable measured at a 
different point in time (Allison 2009). 
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Table A1 Individual and area level predictors of answering “don’t know” to 
the perceptions of drug-related ASB question 
 β SE(β) Credible interval 
     
Gender (base=female)     
Male -0.36 0.05 -0.47 -0.26 
 
 
    
Age 0.03 0.00 0.03 0.04 
     
Ethnicity (base=white)     
Mixed 0.16 0.30 -0.45 0.73 
Asian or Asian British 0.77 0.12 0.53 1.01 
Black or Black British 0.27 0.15 -0.01 0.55 
Chinese or Other 0.66 0.19 0.27 1.03 
     
Marital status (base=married)     
Single 0.06 0.08 -0.10 0.22 
Widowed -0.03 0.09 -0.20 0.15 
Separated or divorced -0.08 0.09 -0.26 0.09 
     
Victim of a crime
(3)
 in past 12 months (base=non victim)     
Victim of a CSEW crime -0.12 0.06 -0.24 0.01 
     
Educational qualifications (base=below A level or none)     
A level or above 0.01 0.06 -0.10 0.12 
     
Household income (base=£40k plus)     
Under £5k 0.11 0.13 -0.14 0.37 
Under £10k 0.16 0.11 -0.07 0.38 
Under £20k 0.14 0.10 -0.05 0.33 
Under £30k 0.28 0.10 0.09 0.47 
Under £40k 0.12 0.11 -0.10 0.33 
Don’t know or refused income 0.37 0.09 0.19 0.55 
     
Tenure (base=owner occupier)     
Social rented sector -0.09 0.08 -0.24 0.06 
Private rented sector 0.16 0.08 -0.01 0.32 
     
Accommodation type (base=house)     
Flat/maisonette/bedsit 0.09 0.08 -0.07 0.24 
Other accommodation (including not coded) 0.36 0.12 0.11 0.59 
     
Time living in neighbourhood (base=five years or more)     
Less than 12 months 0.83 0.10 0.63 1.03 
Less than 5 years 0.29 0.07 0.15 0.43 
     
Deprivation 0.13 0.05 0.03 0.23 
In-flow and out-flow between neighbourhoods -0.02 0.06 -0.13 0.09 
Ethnic heterogeneity 0.04 0.06 -0.07 0.15 
Proportion of the population aged 15 to 24 0.04 0.05 -0.06 0.13 
Rural and urban area classification (base=urban > 10k)     
     Town and fringe 0.20 0.12 -0.04 0.45 
     Village, hamlet and isolated dwellings -0.40 0.14 -0.67 -0.13 
Reported incidents of ASB 0.00 0.05 -0.09 0.09 
Empty homes -0.03 0.05 -0.13 0.07 
 
Notes: 
1. The weighting variables number of adults in the household (nselec) and number of households at the 
address (hselec) were also included (see section 5.2 for more information on the rationale for this). 
β(nselec)=-0.13 (with a credible interval of -0.21 to -0.04) and β(hselec)=--0.07(credible interval -0.23 to 
0.05).  
2. 0.00 indicates          . 
3. Victim of a crime covered by the Crime Survey for England and Wales. 
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Appendix B Crime attractors and generators 
 
 
The environmental criminology perspective suggests two categories of land use; crime 
attractors and crime generators (Brantingham and Brantingham 1993; Brantingham and 
Brantingham 1995). Crime generators are businesses and facilities that bring in large 
numbers of different types of people to the neighbourhood. Examples of crime 
generators are secondary schools and train or underground stations. The large numbers 
of people using these facilities generate opportunities for crime and disorder. Crime 
attractors, like generators, draw in people to the local area. However, it is argued that 
because of both the purposes of the land uses and the composition of the people drawn 
to these purposes, a high fraction of potential offenders and/or victims is likely. 
Examples of crime attractors include pawn brokers, drug-treatment centres and, by far 
the largest group, pubs and bars. 
 
Crime attractors 
 
Educational establishments 
Only one of the three coding frames employed by Master Map Address Layer 2 
(OSBaseFunction) separates out secondary schools. The other two only identify schools 
or educational establishments as a whole. However, as the majority (84%) of schools 
are primary schools for children aged 4 to 11 (Department for Education 2011), and 
consequently not perceived in the literature as crime attractors, an alternative data 
source was sought. The most comprehensive resource is EduBase2 (Department for 
Education 2012), which is a register of all educational establishments in England and 
Wales, maintained by the Department for Education. To ensure accuracy, the 
information is provided by a range of suppliers, from the establishments themselves to 
Local Education Authorities and specialist agencies. It holds geocoded information on 
every educational establishment in England and Wales. From this register a dataset was 
extracted which detailed all the secondary schools plus all further and higher education 
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institutions in England (N=7,029
155
). Table B1 details the number of educational 
establishments by MSOA. 
 
Table B1 Number of educational establishments for teenagers (EduBase2) 
Number of 
educational 
establishments 
Number of 
MSOAs 
Percentage of 
MSOAs 
0 2,555 37.7 
1 2,490 36.7 
2 1,103 16.3 
3 4,08 6.0 
4 141 2.1 
5 45 0.7 
6 21 0.3 
7 10 0.1 
8 4 0.1 
12 1 <0.1 
13 1 <0.1 
18 1 <0.1 
24 1 <0.1 
Total 6,781 100.0 
 
Notes: 
1. The table includes middle schools deemed as secondary schools, secondary schools, sixth form 
colleges, higher education and further education institutions and independent schools with a maximum 
age of at least 13 years old. 
 
Train or underground stations 
Two potential transport data sources were identified. The first was the National Public 
Transport Data Repository (Guardian 2010). This is the UK's largest transport dataset 
and includes information on every bus stop, train and underground station and taxi rank. 
However, there are significant data quality issues with the dataset. As the screen shot 
below illustrates (Figure B1) there is a significant degree of double, or indeed triple, 
counting. Further, with respect to bus stops, the dataset does not differentiate between 
rural bus stops used once a week and inner city buses which are used constantly every 
day. Analysis conducted by the Guardian newspaper highlighted that London has one of 
the lowest rates for bus stops per head of population in the country (Guardian 2010). 
For these reasons this dataset was not utilised. 
 
  
                                                             
155 There were a further seven educational establishments which were not geocoded – these were 
excluded from further analysis. 
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Figure B1 Example of the double counting in the public transport data 
repository 
 
 
An alternative geocoded source of railway stations (which also includes London 
underground stations but not other underground networks such as the Tyne and Wear 
Metro) is from the Office of Rail Regulation. This was supplemented by the Guardian 
newspaper with the postcodes (Guardian 2011) which was then run through 
GeoConvert
156
 to establish which MSOA the stations were located in. This resulted in 
1,907 matched railway stations.
157
 Table B2 details the number of railway stations by 
MSOA. 
 
Table B2 Number of railway stations by MSOA (Office for Rail Regulation) 
Number of 
railway stations 
Number of 
MSOAs 
Percentage of 
MSOAs 
0 5,192 76.6 
1 1,342 19.8 
2 199 2.9 
3 34 0.5 
4 10 0.1 
5 2 <0.1 
6 1 <0.1 
7 1 <0.1 
Total 6,781 100.0 
 
                                                             
156 GeoConvert is an online geography matching and conversion tool for UK academics which can be 
found at http://geoconvert.mimas.ac.uk/index.htm. 
157 A further 53 stations were unmatched. 
 196 
 
Both railway stations and schools were included in the modelling process but at no 
stage were found to be significant. Therefore they were not covered in the main body of 
this thesis. 
 
Crime generators 
 
Pubs and bars  
This crime generator is covered in detail in Chapter 5. 
 
Drug-treatment centres  
Master Map Address Layer 2 identifies drug treatment centres in its OS BaseFunction 
text code of DRUGS CLINIC. According to this dataset there are 46 drugs clinics in 
England – 40 MSOAs have one clinic with a further two MSOAs containing two clinics 
each. Drug clinics were included in the modelling process but at no stage were found to 
be significant. Therefore they were not covered in the main body of this thesis. 
 
Pawnbrokers  
Pawnbrokers are not separately identified by Master Map Address Layer 2. 
Furthermore, there is no literature supporting any link between pawnbrokers and either 
perceptions of anti-social behaviour or actual incidents of ASB, nor are there any 
plausible hypotheses as to why pawnbrokers would be related to negative perceptions of 
anti-social behaviour. Consequently this building use is not explored in this research. 
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Appendix  C Additional tables and figures 
 
 
Table C1 Area level and cross-level interactions of negative perceptions of 
drug-related anti-social behaviour (with and without pubs)  
 Full drugs model + pubs Full drugs model 
 β SE(β) 
Credible 
interval 
β SE(β) 
Credible 
interval 
Deprivation 0.39 0.03 0.34 0.44 0.38 0.03 0.33 0.43 
In-flow and out-flow between MSOAs 0.07 0.03 0.01 0.13 0.07 0.03 0.02 0.13 
Ethnic heterogeneity 0.06 0.03 0.00 0.11 0.06 0.03 0.00 0.11 
Proportion of the population aged 15-24 0.00 0.02 -0.04 0.05 0.00 0.02 -0.04 0.05 
Rural and urban area classification (base = urban greater than 10k)     
     Town and fringe 0.11 0.06 -0.01 0.23 0.11 0.06 -0.01 0.23 
     Village, hamlet and isolated dwellings -0.73 0.07 -0.87 -0.59 -0.73 0.07 -0.87 -0.59 
Reported incidents of ASB 0.08 0.03 0.03 0.13 0.08 0.02 0.04 0.13 
Pubs, bars and nightclubs per km2 0.01 0.02 -0.03 0.05 NA NA NA NA 
Empty homes 0.02 0.03 -0.04 0.08 0.02 0.03 -0.04 0.08 
         
Interaction terms         
Empty homes * deprivation 0.14 0.03 0.08 0.19 0.14 0.03 0.08 0.19 
Empty homes * male -0.06 0.02 -0.09 -0.03 -0.06 0.02 -0.09 -0.03 
 
Notes: 
1. 0.00 indicates          . 
2. NA indicates not applicable – this building use was not included in the model. 
 
 
Table C2 Multivariate multilevel model of alcohol-related and drug-related 
perceptions of anti-social behaviour 
 Alcohol   Drugs  Statistically 
significantly 
different?  β SE(β)   β SE(β)  
Deprivation 0.15 0.02 *  0.35 0.02 * Dif 
In-flow and out-flow between MSOAs 0.14 0.03 *  0.05 0.03 * Dif 
Ethnic heterogeneity -0.10 0.02 *  0.08 0.02 *  
Proportion of the population aged 15-24 0.01 0.02   0.00 0.02   
         
Rural and urban area classification (base=urban greater than 10k)   
    Town and fringe -0.10 0.06   0.10 0.06   
    Village, hamlet and isolated dwellings -1.12 0.07 *  -0.75 0.07 *  
Reported incidents of ASB 0.09 0.02 *  0.09 0.02 *  
Pubs, bars and nightclubs per km2 0.09 0.02 *  0.01 0.02   
Empty homes -0.03 0.02   0.05 0.02 *  
 
Notes: 
1. * indicates statistically significant result at the 5% level (two-tail). 
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Table C3 SASE model for perceptions of alcohol-related ASB 
 β SE(β) Credible interval 
     
Constant -0.99 0.08 -1.14 -0.83 
     
Tenure (base=owner occupier)     
    Social rented sector 0.27 0.04 0.20 0.34 
    Private rented sector 0.06 0.04 -0.01 0.13 
     
Age (base=16 to 34 years old)     
    35 to 49 -0.36 0.03 -0.43 -0.29 
    50 to 59 -0.52 0.04 -0.60 -0.43 
    60 to 64 -0.68 0.05 -0.78 -0.57 
    65 to 84 -1.34 0.04 -1.43 -1.25 
    85 or over -2.21 0.13 -2.46 -1.97 
     
Health (base=good or fair health and no limiting long term illness) 
    Good or fair health and LLTI 0.27 0.04 0.19 0.35 
    Bad health and LLTI 0.31 0.06 0.20 0.42 
    Bad health and no LLTI 0.21 0.16 -0.11 0.52 
     
Deprivation 0.17 0.03 0.12 0.23 
In-flow and out-flow between neighbourhoods 0.16 0.03 0.10 0.21 
Ethnic heterogeneity -0.11 0.03 -0.18 -0.05 
Proportion of the population aged 15 to 24 0.05 0.03 0.00 0.10 
     
Rural and urban area classification (base=urban greater than 10k) 
    Town and fringe -0.09 0.06 -0.21 0.03 
    Village, hamlet and isolated dwellings -1.11 0.07 -1.26 -0.96 
     
Reported incidents of ASB 0.12 0.03 0.07 0.17 
Pubs, bars and nightclubs per km2 0.12 0.03 0.07 0.17 
     
Pubs * deprivation -0.06 0.02 -0.10 -0.02 
Pubs * proportion aged 15 to 24 -0.03 0.01 -0.05 -0.01 
     
2001 Area Classification Groups (base=regional centres)     
    Centres with Industry 0.13 0.10 -0.06 0.32 
    Thriving London Periphery 0.29 0.15 -0.01 0.58 
    London Suburbs 0.23 0.15 -0.06 0.52 
    London Centre 0.13 0.18 -0.22 0.47 
    London Cosmopolitan 0.12 0.18 -0.22 0.47 
    Prospering Smaller Towns 0.27 0.08 0.11 0.43 
    New and Growing Towns 0.20 0.10 0.00 0.39 
    Prospering Southern England 0.28 0.11 0.06 0.50 
    Coastal and Countryside 0.13 0.10 -0.07 0.32 
    Industrial Hinterlands 0.22 0.09 0.04 0.41 
    Mining and Manufacturing 0.38 0.09 0.20 0.55 
 
Notes: 
1. Remaining area level variance was 0.02 at the PFA level (credible interval 0.01 to 0.04) and 0.31 at the 
MSOA level (credible interval 0.27 to 0.36). 
2. The DIC statistic was 40,704. 
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Table C4 SASE model for perceptions of drug-related ASB 
 
 Β SE(β) Credible interval 
     
Constant -1.20 0.08 -1.35 -1.04 
     
Tenure (base=owner occupier)     
    Social rented sector 0.50 0.03 0.43 0.57 
    Private rented sector 0.03 0.04 -0.05 0.11 
     
Age (base=16 to 34 years old)     
    35 to 49 -0.04 0.03 -0.11 0.03 
    50 to 59 -0.05 0.04 -0.13 0.04 
    60 to 64 -0.18 0.05 -0.28 -0.08 
    65 to 84 -0.84 0.04 -0.93 -0.75 
    85 or over -1.74 0.12 -1.98 -1.53 
     
Health (base=good or fair health and no limiting long term illness) 
    Good or fair health and LLTI 0.23 0.04 0.15 0.31 
    Bad health and LLTI 0.33 0.06 0.23 0.44 
    Bad health and no LLTI 0.37 0.16 0.06 0.68 
     
Deprivation 0.42 0.03 0.37 0.47 
In-flow and out-flow between neighbourhoods 0.09 0.02 0.04 0.14 
Ethnic heterogeneity 0.03 0.03 -0.04 0.10 
     
Rural and urban area classification (base=urban greater than 10k) 
    Town and fringe 0.04 0.06 -0.08 0.16 
    Village, hamlet and isolated dwellings -0.85 0.07 -0.99 -0.71 
     
Reported incidents of ASB 0.07 0.02 0.03 0.12 
Empty homes 0.15 0.03 0.09 0.21 
     
Empty homes * deprivation -0.07 0.02 -0.11 -0.04 
     
2001 Area Classification Groups (base=regional centres)     
    Centres with Industry 0.06 0.10 -0.14 0.26 
    Thriving London Periphery 0.19 0.15 -0.10 0.48 
    London Suburbs 0.44 0.14 0.17 0.71 
    London Centre 0.16 0.16 -0.15 0.48 
    London Cosmopolitan 0.26 0.16 -0.07 0.57 
    Prospering Smaller Towns 0.27 0.08 0.11 0.43 
    New and Growing Towns 0.21 0.10 0.01 0.41 
    Prospering Southern England 0.40 0.11 0.18 0.62 
    Coastal and Countryside 0.03 0.10 -0.16 0.21 
    Industrial Hinterlands 0.07 0.10 -0.12 0.25 
    Mining and Manufacturing 0.42 0.09 0.24 0.60 
 
Notes: 
1. Remaining area level variance was 0.02 at the PFA level (credible interval 0.00 to 0.03) and 0.34 at the 
MSOA level (credible interval 0.29 to 0.39). 
2. The DIC statistic was 40,352. 
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Table C5 Options for accounting for remaining PFA variation (alcohol-related 
anti-social behaviour) 
 Residuals 
Adjustment 
factor (r) 
Fixed coefficients 
   β Credible interval 
Metropolitan/City of London                                                                          0.22 1.22 Base category 
Greater Manchester                                                                                   0.18 1.25 -0.23 -0.52 0.07 
Merseyside                                                                                           -0.01 0.93 -0.48 -0.84 -0.13 
South Yorkshire                                                                                      -0.24 0.84 -0.90 -1.24 -0.55 
Northumbria                                                                                          0.12 1.10 -0.30 -0.64 0.04 
West Midlands                                                                                        -0.12 0.91 -0.62 -0.94 -0.30 
West Yorkshire                                                                                       -0.16 0.85 -0.72 -1.06 -0.39 
Avon & Somerset                                                                                      0.04 1.16 -0.38 -0.71 -0.05 
Bedfordshire                                                                                         0.02 0.99 -0.33 -0.61 -0.05 
Thames Valley                                                                                        0.13 1.16 -0.11 -0.40 0.19 
Cambridgeshire                                                                                       -0.06 1.02 -0.47 -0.78 -0.16 
Cheshire                                                                                             0.12 1.21 -0.24 -0.57 0.10 
Cleveland                                                                                            -0.16 0.83 -0.76 -1.12 -0.39 
Devon & Cornwall                                                                                     0.07 1.24 -0.33 -0.69 0.02 
Cumbria                                                                                              -0.09 0.93 -0.64 -1.01 -0.26 
Derbyshire                                                                                           -0.03 1.00 -0.53 -0.87 -0.18 
Dorset                                                                                               -0.22 0.82 -0.85 -1.20 -0.50 
Durham                                                                                               0.06 1.12 -0.39 -0.77 -0.01 
Sussex                                                                                               -0.05 0.85 -0.52 -0.85 -0.18 
Essex                                                                                                0.07 1.10 -0.25 -0.58 0.07 
Gloucestershire                                                                                      -0.05 1.00 -0.52 -0.85 -0.18 
Hampshire                                                                                            0.08 1.21 -0.30 -0.62 0.03 
West Mercia                                                                                          -0.03 1.13 -0.50 -0.82 -0.18 
Hertfordshire                                                                                        0.12 1.24 -0.13 -0.45 0.18 
Humberside                                                                                           -0.14 0.94 -0.70 -1.03 -0.36 
Kent                                                                                                 0.23 1.28 -0.05 -0.37 0.27 
Lancashire                                                                                           0.02 1.03 -0.44 -0.78 -0.10 
Leicestershire                                                                                       0.05 1.14 -0.35 -0.68 -0.02 
Lincolnshire                                                                                         -0.06 1.11 -0.55 -0.89 -0.21 
Norfolk                                                                                              0.01 1.14 -0.44 -0.78 -0.09 
Northamptonshire                                                                                     -0.07 0.98 -0.52 -0.83 -0.21 
North Yorkshire                                                                                      -0.12 0.86 -0.65 -1.00 -0.31 
Nottinghamshire                                                                                      0.03 1.05 -0.42 -0.74 -0.10 
Staffordshire                                                                                        0.07 1.11 -0.36 -0.68 -0.03 
Suffolk                                                                                              -0.05 1.08 -0.51 -0.84 -0.18 
Surrey                                                                                               0.01 1.18 -0.28 -0.63 0.07 
Warwickshire                                                                                         0.06 1.06 -0.35 -0.69 -0.02 
Wiltshire                                                                                            -0.05 1.05 -0.50 -0.83 -0.17 
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Table C6 Options for accounting for remaining PFA variation (drug-related) 
 
 Residuals  
Adjustment 
factor (r) 
Fixed coefficients 
   β Credible interval 
Metropolitan/City of London                                                                          -0.02 1.01 -0.34 -0.64 -0.03 
Greater Manchester                                                                                   -0.03 1.02 -0.44 -0.77 -0.11 
Merseyside                                                                                           0.02 1.04 -0.36 -0.73 0.02 
South Yorkshire                                                                                      -0.15 0.84 -0.70 -1.06 -0.34 
Northumbria                                                                                          -0.05 0.93 -0.49 -0.84 -0.13 
West Midlands                                                                                        -0.10 0.91 -0.56 -0.90 -0.23 
West Yorkshire                                                                                       0.02 1.01 -0.37 -0.72 -0.01 
Avon & Somerset                                                                                      0.07 1.14 -0.24 -0.58 0.11 
Bedfordshire                                                                                         0.13 1.20 -0.09 -0.41 0.23 
Thames Valley                                                                                        0.19 1.37 Base category 
Cambridgeshire                                                                                       -0.08 0.92 -0.51 -0.84 -0.19 
Cheshire                                                                                             0.09 1.16 -0.21 -0.55 0.14 
Cleveland                                                                                            0.00 1.00 -0.40 -0.78 -0.03 
Devon & Cornwall                                                                                     0.02 1.16 -0.35 -0.70 0.01 
Cumbria                                                                                              0.04 1.09 -0.31 -0.69 0.08 
Derbyshire                                                                                           -0.04 1.00 -0.49 -0.85 -0.14 
Dorset                                                                                               -0.09 0.99 -0.57 -0.92 -0.21 
Durham                                                                                               0.02 0.99 -0.34 -0.74 0.05 
Sussex                                                                                               -0.04 0.93 -0.46 -0.80 -0.12 
Essex                                                                                                -0.09 0.92 -0.55 -0.88 -0.22 
Gloucestershire                                                                                      0.15 1.40 -0.07 -0.41 0.27 
Hampshire                                                                                            0.04 1.18 -0.31 -0.63 0.02 
West Mercia                                                                                          0.01 1.15 -0.37 -0.71 -0.04 
Hertfordshire                                                                                        0.03 1.15 -0.28 -0.59 0.03 
Humberside                                                                                           -0.12 0.94 -0.61 -0.96 -0.26 
Kent                                                                                                 0.05 1.14 -0.28 -0.61 0.05 
Lancashire                                                                                           0.00 0.92 -0.40 -0.77 -0.05 
Leicestershire                                                                                       -0.01 0.97 -0.40 -0.75 -0.06 
Lincolnshire                                                                                         -0.15 0.93 -0.70 -1.05 -0.34 
Norfolk                                                                                              0.02 1.08 -0.35 -0.70 0.00 
Northamptonshire                                                                                     0.02 1.01 -0.33 -0.66 -0.01 
North Yorkshire                                                                                      -0.04 0.98 -0.47 -0.82 -0.11 
Nottinghamshire                                                                                      0.15 1.16 -0.14 -0.48 0.18 
Staffordshire                                                                                        0.14 1.22 -0.13 -0.47 0.21 
Suffolk                                                                                              -0.13 0.84 -0.65 -1.01 -0.30 
Surrey                                                                                               -0.06 1.12 -0.45 -0.78 -0.13 
Warwickshire                                                                                         0.03 1.12 -0.32 -0.67 0.02 
Wiltshire                                                                                            -0.01 1.12 -0.39 -0.73 -0.05 
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Figure C1 Map of the two City of Westminster MSOAs with a predicted 
percentage of adults with negative perceptions of alcohol-related 
ASB greater than 100 per cent (based on the calibration 
methodology)
158
 
 
  
                                                             
158 Sources: ESRI (2011) and Office for National Statistics (2004b). 
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Figure C2 Distribution of the predicted percentages of adults with negative 
perceptions of alcohol-related ASB (residual methodology) 
 
 
Figure C3 Distribution of the predicted percentages of adults with negative 
perceptions of alcohol-related ASB (fixed effects methodology) 
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Figure C4 Distribution of the predicted percentages of adults with negative 
perceptions of alcohol-related ASB (calibration methodology) 
 
 
 
Figure C5 Distribution of the predicted percentages of adults with negative 
perceptions of drug-related ASB (residual methodology) 
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Figure C6 Distribution of the predicted percentages of adults with negative 
perceptions of drug-related ASB (fixed effects methodology) 
 
 
Figure C7 Distribution of the predicted percentages of adults with negative 
perceptions of drug-related ASB (calibration methodology) 
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Figure C8 Percentage of population within LAs with negative perceptions 
towards alcohol-related anti-social behaviour (residual methodology) 
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Figure C9 Percentage of population within LAs with negative perceptions 
towards alcohol-related anti-social behaviour (fixed effects 
methodology) 
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Figure C10 Percentage of population within LAs with negative perceptions 
towards alcohol-related anti-social behaviour (calibration 
methodology) 
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Figure C11 Percentage of population within LAs with negative perceptions 
towards drug-related anti-social behaviour (residual methodology) 
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Figure C12 Percentage of population within LAs with negative perceptions 
towards drug-related anti-social behaviour (fixed effects 
methodology) 
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Figure C13 Percentage of population within LAs with negative perceptions 
towards drug-related anti-social behaviour (calibration 
methodology) 
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Table C7 Direct versus synthetic estimates at the region level 
 
 Intercept 
Lower 
CI 
Upper 
CI 
Contains 
zero? 
Gradient 
Lower 
CI 
Upper 
CI 
Contains 
one? 
ρ (3) 
Alcohol          
Residual -0.55 -5.44 4.34  0.98 0.79 1.16  0.86** 
Fixed effects 3.35 1.24 5.45  0.91 0.83 1.00  0.99** 
Calibration -0.10 -0.54 0.34  1.01 0.99 1.02  1.00** 
          
Drugs          
Residual 4.03 1.67 6.38  0.88 0.79 0.97  0.98** 
Fixed effects 5.10 1.78 8.43  0.83 0.71 0.96  0.97** 
Calibration -0.02 -0.79 0.75  1.00 0.97 1.03  1.00** 
 
Notes: 
1. ** indicates correlation significant at the 0.01 level (two-tailed). 
2. CIs represent 95 per cent confidence intervals. 
3. ρ indicates Spearman‘s rank correlation. 
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Table C8 Local Authorities whose synthetic estimates are statistically 
significantly higher than the national average for perceptions 
towards alcohol-related ASB based on the calibration methodology 
 
Local Authority code and name 
Statistically significantly higher 
than the national average 
  5% level 10% level 20% level 
00AA    City of London                           
00AG    Camden                                   
00AL    Greenwich                                
00AM    Hackney                                  
00AN    Hammersmith and Fulham                   
00AP    Haringey                                 
00AU    Islington                                
00AY    Lambeth                                  
00BB    Newham                                   
00BE    Southwark                                
00BG    Tower Hamlets                            
00BH    Waltham Forest                           
00BJ    Wandsworth                               
00BK    City of Westminster                      
00BN    Manchester District                      
00BQ    Rochdale District                        
00BR    Salford District                         
00BT    Tameside District                        
00BW    Wigan District                           
00CJ    Newcastle upon Tyne District             
00CM    Sunderland District                      
00ET    Halton                                   
00EY    Blackpool                                
00FY    City of Nottingham                       
00GF    Telford and Wrekin                       
00GL    City of Stoke-on-Trent                   
00MC    Reading                                  
00MS    City of Southampton                      
12UB    Cambridge District                       
17UD    Chesterfield District                    
24UH    Havant District                          
26UK    Watford District                         
29UC    Canterbury District                      
29UM    Swale District                           
29UN    Thanet District                          
30UD    Burnley District                         
32UD    Lincoln District                         
33UG    Norwich District                         
34UB    Corby District                           
37UB    Ashfield District                        
37UF    Mansfield District                       
38UC    Oxford District                          
47UD    Redditch District                        
47UE    Worcester District                       
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Table C9 Local Authorities whose synthetic estimates are statistically 
significantly higher than the national average for perceptions 
towards drug-related ASB based on the calibration methodology 
Local Authority code and name 
Statistically significantly higher 
than the national average 
  5% level 10% level 20% level 
00AL    Greenwich                                
00AM    Hackney                                  
00AP    Haringey                                 
00AU    Islington                                
00AY    Lambeth                                  
00BB    Newham                                   
00BE    Southwark                                
00BG    Tower Hamlets                            
00BH    Waltham Forest                           
00BN    Manchester District                      
00BQ    Rochdale District                        
00BR    Salford District                         
00BW    Wigan District                           
00BX    Knowsley District                        
00BY    Liverpool District                       
00CX    Bradford District                        
00DB    Wakefield District                       
00EB    Hartlepool                               
00EC    Middlesbrough                            
00EF    Stockton-on-Tees                         
00ET    Halton                                   
00EX    Blackburn with Darwen                    
00EY    Blackpool                                
00FY    City of Nottingham                       
00GF    Telford and Wrekin                       
00GL    City of Stoke-on-Trent                   
00KA    Luton                                    
00MD    Slough                                   
16UC    Barrow-in-Furness District               
17UC    Bolsover District                        
23UE    Gloucester District                      
30UD    Burnley District                         
30UJ    Pendle District                          
34UB    Corby District                           
37UB    Ashfield District                        
37UC    Bassetlaw District                       
37UF    Mansfield District                       
38UC    Oxford District                          
41UB    Cannock Chase District                   
41UE    Newcastle-under-Lyme District            
47UD    Redditch District                        
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Table C10 Comparison of synthetic estimates (95 per cent credible intervals 
based on residual methodology) versus Place Survey estimates of 
alcohol-related anti-social behaviour 
 Residual methodology – 95 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 3 86 0 89 
Not statistically different 0 107 0 107 
Lower than national average 0 86 43 129 
Totals 3 279 43 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a ―match‖ between the Place Survey and synthetic estimates. 
 
 
Table C11 Comparison of synthetic estimates (90 per cent credible intervals 
based on residual methodology) versus Place Survey estimates of 
alcohol-related anti-social behaviour 
 
 Residual methodology – 90 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 5 84 0 89 
Not statistically different 0 102 5 107 
Lower than national average 0 72 57 129 
Totals 5 258 62 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C12 Comparison of synthetic estimates (80 per cent credible intervals 
based on residual methodology) versus Place Survey estimates of 
alcohol-related anti-social behaviour 
 
 Residual methodology – 80 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 20 68 1 89 
Not statistically different 2 92 13 107 
Lower than national average 0 53 76 129 
Totals 22 213 90 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
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Table C13 Comparison of synthetic estimates (95 per cent credible intervals 
based on fixed effects methodology) versus Place Survey estimates of 
alcohol-related anti-social behaviour 
 Fixed effects methodology – 95 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 4 85 0 89 
Not statistically different 0 107 0 107 
Lower than national average 0 84 45 129 
Totals 4 276 45 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C14 Comparison of synthetic estimates (90 per cent credible intervals 
based on fixed effects methodology) versus Place Survey estimates of 
alcohol-related anti-social behaviour 
 Fixed effects methodology – 90 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 7 81 1 89 
Not statistically different 0 103 4 107 
Lower than national average 0 71 58 129 
Totals 7 255 63 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C15 Comparison of synthetic estimates (80 per cent credible intervals 
based on fixed effects methodology) versus Place Survey estimates of 
alcohol-related anti-social behaviour 
 Fixed effects methodology – 80 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 28 60 1 89 
Not statistically different 3 90 14 107 
Lower than national average 0 51 78 129 
Totals 31 201 93 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
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Table C16 Comparison of synthetic estimates (95 per cent credible intervals 
based on the calibration methodology) versus Place Survey estimates 
of alcohol-related anti-social behaviour 
 Calibration methodology – 95 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 9 80 0 89 
Not statistically different 0 107 0 107 
Lower than national average 0 95 34 129 
Totals 9 282 34 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C17 Comparison of synthetic estimates (90 per cent credible intervals 
based on the calibration methodology) versus Place Survey estimates 
of alcohol-related anti-social behaviour 
 Calibration methodology – 90 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 15 74 0 89 
Not statistically different 2 104 1 107 
Lower than national average 0 84 45 129 
Totals 17 262 46 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C18 Comparison of synthetic estimates (80 per cent credible intervals 
based on the calibration methodology) versus Place Survey estimates 
of alcohol-related anti-social behaviour 
 Calibration methodology – 80 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 34 54 1 89 
Not statistically different 9 91 7 107 
Lower than national average 1 68 60 129 
Totals 44 213 68 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
  
 218 
 
Table C19 Comparison of synthetic estimates (95 per cent credible intervals 
based on residual methodology) versus Place Survey estimates of 
drug-related anti-social behaviour 
 Residual methodology – 95 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 15 66 0 81 
Not statistically different 0 87 2 89 
Lower than national average 0 92 63 155 
Totals 15 245 65 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C20 Comparison of synthetic estimates (90 per cent credible intervals 
based on residual methodology) versus Place Survey estimates of 
drug-related anti-social behaviour 
 Residual methodology – 90 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 20 58 3 81 
Not statistically different 1 80 8 89 
Lower than national average 0 64 91 155 
Totals 21 202 102 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C21 Comparison of synthetic estimates (80 per cent credible intervals 
based on residual methodology) versus Place Survey estimates of 
drug-related anti-social behaviour 
 Residual methodology – 80 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 28 49 4 81 
Not statistically different 4 71 14 89 
Lower than national average 0 39 116 155 
Totals 32 159 134 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
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Table C22 Comparison of synthetic estimates (95 per cent credible intervals 
based on fixed effects methodology) versus Place Survey estimates of 
drug-related anti-social behaviour 
 Fixed effects methodology – 95 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 16 64 1 81 
Not statistically different 0 86 3 89 
Lower than national average 0 92 63 155 
Totals 16 242 67 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C23 Comparison of synthetic estimates (90 per cent credible intervals 
based on fixed effects methodology) versus Place Survey estimates of 
drug-related anti-social behaviour 
 Fixed effects methodology – 90 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 24 54 3 81 
Not statistically different 2 79 8 89 
Lower than national average 0 63 92 155 
Totals 26 196 103 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C24 Comparison of synthetic estimates (80 per cent credible intervals 
based on fixed effects methodology) versus Place Survey estimates of 
drug-related anti-social behaviour 
 Fixed effects methodology – 80 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 31 47 3 81 
Not statistically different 5 70 14 89 
Lower than national average 0 41 114 155 
Totals 36 158 131 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
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Table C25 Comparison of synthetic estimates (95 per cent credible intervals 
based on the calibration methodology) versus Place Survey estimates 
of drug-related anti-social behaviour 
 Calibration methodology – 95 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 18 63 0 81 
Not statistically different 1 87 1 89 
Lower than national average 0 107 48 155 
Totals 19 257 49 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C26 Comparison of synthetic estimates (90 per cent credible intervals 
based on the calibration methodology) versus Place Survey estimates 
of drug-related anti-social behaviour 
 Calibration methodology – 90 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 21 59 1 81 
Not statistically different 4 80 5 89 
Lower than national average 0 85 70 155 
Totals 25 224 76 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
 
 
Table C27 Comparison of synthetic estimates (80 per cent credible intervals 
based on the calibration methodology) versus Place Survey estimates 
of drug-related anti-social behaviour 
 
 Calibration methodology – 80 per cent credible intervals... 
Place Survey 95 per cent 
confidence intervals... 
Higher than 
national 
average 
Not statistically 
different 
Lower than 
national 
average 
Totals 
Higher than national average 33 46 2 81 
Not statistically different 7 71 11 89 
Lower than national average 1 56 98 155 
Totals 41 173 111 325 
 
Notes: 
1. Total is 325 due to the fact that there was no Place Survey in the Isles of Scilly. 
2. The shaded cells indicate a match between the Place Survey and synthetic estimates. 
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