INTRODUCTION
MsANY different techniques have been presented which attempt to provide a quantitative assessment of the various aspects which contribute to the quality of software products. An important problem in quality software research is the measurement of programming style. At the present, many experts are attempting to prepare guidelines which, if followed, will have the effect of improving programming style. Such an improvement in style will decrease the amount of effort expended in understanding and maintaining the resulting product. The essential issue then is to minimize such mental effort. In other words, to accurately assess programming style we must be able to accurately assess the amount of mental effort expended to understand the code.
0098-5589/79/0300-0079$00.75 O 1979 IEEE In this paper a measure of program clarity is presented which is a function of the number and frequency of the operators and operands occurring in the program. The resulting value represents the amount of mental work which must be performed in order to comprehend the function of the code.
Several factors influence how easy or difficult it is to understand a particular program. The factors may be categorized into three broad areas: programmer ability, program form, and program structure. Several researchers have studied many of these factors in detail.
The level of fluency of the programmer with the programming language employed greatly influences the difficulty experienced during program comprehension. Shneiderman [22] performed several experiments with groups of both inexperienced and experienced programmers. His empirical results show that there are marked differences between those groups with respect to certain coding practices. For example, novice programmers have more difficulty with modular programs, while experienced programmers find the straight line code more difficult to understand. Long sequences of IF-THEN statements were easier to follow for the inexperienced programmers than for the corresponding nested IF-THEN-ELSE structure. The reverse was true for advanced programmers.
The programmer's familiarity with the problem domain can also strongly influence the ease with which a program is understood. Such familiarity might enable a programmer to recognize blocks of code very quickly as if a template matching operation had been mentally employed. Shneiderman [23] suggests that background information be collected about the types of programs which a programmer has worked with and the resulting information used as a covariate in a statistical analysis of various performance measures.
Many researchers have studied the influence of program form on the amount of effort required for program comprehension. Weissman [26] , [27] conducted several empirical studies focusing on such popular issues as commenting, the placement of declarations, indentation, and the use of mnemonic variable names. His major contribution was the development of a suitable experimental methodology designed to enable researchers to gather empirical evidence which could be used to validate the effects of program style on the relative difficulty of comprehension experienced by programmers. Several experimental procedures are presented in his reports which attempt to measure the degree of comprehension achieved by a programmer after studying a given program. Hand-simulation tasks, various types of quizzes, and methods of self-evaluation were employed. Some experiments have been performed which attempt to assess the impact of program structure on program comprehensibility. Program structure includes several factors related to the syntactic representation of an algorithm in a programming language. For example, the number of executable statements, the complexity ofthe control flow graph ofthe program, the depth of statement nesting, clustering of data references, and the locality of operations are all factors which influence program structure and affect the clarity of the program. Previous work which studied the affects of program structure include that of Gannon and Horning [7] . Ten programming language differences between TOPS-2 and TOPS-10 were studied. In order to assess the desirability of various syntactic elements, the persistence of program bugs during program development was measured. The syntactic form of conditional IF-statements was studied by Sime, Green, and Guest [24] .
They found that nested IF-THEN-ELSE structures were easier to comprehend than the corresponding IF-GO TO forms for naive programmers. The relationship between the complexity of control flow and program understanding was investigated by Love [201. That study found that programs with simple control flow were easier for experienced programmers to understand. No statistically significant difference in comprehensibility was found for inexperienced programmers, however, as the complexity of the control flow was varied.
Gileadi and Ledgard [8] [4] , [21] .
However, very few substantive hypotheses relating such features to program clarity have been presented. On the other hand, the methodology of experimental science has shown re--markable success in providing useful theories and workable laws goveming many properties of algorithms [11] , [12] . A concise review of many of the results developed in this field has been prepared by Fitzsimmons and Love [5] .
The relationships developed make use of the following mea- The program volume V is defined in terms of these measures, as the number of total usages of operators and operands in the implementation, times the number of bits which would be required to provide a unique designator for each of the .7 different items composing the program vocabulary. The program volume then has the units of bits.
V=Nlog2 1-The program length N may be closely approximated as a function of the number of unique operators and operands used in the implementation of the algorithm [11] . The resulting expression has been subjected to several experimental tests, and the results indicate that for well-written programs, the approximation is very accurate [12] , [14] .
Program level L is a measure of the succinctness of an implementation of an algorithm. The highest level at which an algorithm may be represented is in the form of the procedure call. The level of such a representation is taken to be one. More lengthy representations involving many operators and the repetitious use of operands have a lower level [10] .
By definition L = V*/V where V* is the volume of the operation expressed as a procedure call. Unfortunately, this definition is not particularly useful since it is difficult to determine exactly what are the logical input and output parameters for a program. For example, some input parameters may appear as constants within the code and the number of logical outputs represented within a report is often unclear. As a result, the following estimator for implementation level is used: L= 2_12 L= N2.
It should be noted, however, that program level may affect the ease or difficulty of understanding in two contrasting ways. For a person who understands all of the terms involved, a concept may be grasped more quickly or easily the higher the level at which it is presented. On the other hand, in order to convey a given concept to a person less familiar with, or less fluent in, a specific area requires a greater volume, and a lower level. As the saying goes, "a word to the wise is sufficient," and for a person fluent in a language, the difficulty of comprehension is expected to vary inversely with the level. THE Not all of the effort expended during program construction, however, can be estimated based on the resulting code. This is a consequence of the expenditure of "wasted" effort. As a program is produced, a false start may have been made, and portions of the code struck out once a better approach was recognized. While methods of top-down or structured programming attempt to minimize this effect, it is not uncommon for the programmer to consider several software mechanisms or data structures and their effects on subsequent processing before settling upon one which is regarded best suited for the task at hand [3] . The effort expended on such endeavors is not available for measure, since the code is simply not present in the final version of the program. This type of behavior is not reflected in the measure Ep. The term Nlog2 17 assumes that the programmer prepares the code with perfect insight initially, whereas in actual practice, additional operators and operands are considered and rejected.
For a moment, let us consider how such code revisions affect the program which results. When a statement is first drafted, the translation from thought to concrete form is imprecise, yielding an expression which is perhaps unclear, or at worst, incorrect. As one might polish a composition, so the programmer refines what he has written, in order to present a more perfect statement of the solution. As a result, the program is clearer. It is easier to understand because it is a more coherent representation of the mental image developed by the programmer.
Subsequently, when the code is studied, a reader would need to expend less than the original amount of effort in order to comprehend the ideas of the first programmer. This would be expected, since the refined program most faithfully portrays those concepts upon which its operation is based.
Thus, what we might actually be able to measure in this manner is not the total amount of effort expended during program construction, but the amount of mental effort required to subsequently comprehend the program. We can measure programming effort insofar as the amount of program revision is small. When the program has undergone many changes, the resulting code fails to reflect the additional expenditure of effort.
Interestingly, the results of previous experiments by Gordon and Halstead [9] and Zislis [29] studying the predictor of programming effort were surprisingly successful, perhaps because the programs prepared were only slightly altered as they were debugged. Indeed, the programs which were most at variance with the predictor had undergone a significantly greater amount of revision. Furthermore, the effort required to produce these programs was underestimated by the measure. This general tendency is also evident in Akiyama's data for which the measure Ep underestimates the programming effort by 14 percent.
While it is true that the measure of program clarity is based on a model of program generation, it is not unreasonable to expect it to yield an accurate estimate for the amount of mental work expended during program assimilation. The process which is performed while working to understand a program is in many respects similar to the process of generating a program with perfect insight. In order to comprehend the program, the reader may retrace the thought process which might have been followed to generate the final program. A clear program provides several signposts, enabling the reader to follow the development of the program in reverse order as it were, from solution to the initial functional specification of the module.
We may consider the relationship which exists between programming and comprehension effort from another viewpoint. Once a programmer understands an algorithm, the additional effort required to express it as a program in a language for which fluency has been achieved is relatively small. In such a case, the total programming effort is approximately equal to the effort expended for comprehension.
These considerations provide the motivation for additional experiments in order to access the validity of a measure such as E as an indicator of the amount of effort required to understand a given program. Already, the evidence provided by the experiments conducted support the use of such a measure. Insofar as programming and comprehension efforts are closely related, the success of those experiments indicates that program clarity may be accurately approximated as a simple function of the number and frequency of operators and operands occurring in the program. In formulating an expression for the amount of mental effort required for program comprehension, the effect of impurities which are present in the implementation should be taken into account. While it is true that the presence of impurities does not represent an increase in programming effort expended, they are expected to have an adverse effect on the comprehensibility of the code. As a result, no attempt should be made to minimize their effect. Consequently, the true program length N, rather than the estimator of program length N, is used in approximating the effort required to uiderstand the program. The following elegant estimator for the amount of mental effort required to understand a program then results: Numbi   IA  IB  IA  2B  3A  3B  4A  4B   SA   5B  6A  6B   7A  7B  8A  8B   9A   9B  1OA  lOB  I IA  1IB  12A  12B  13A  13B  14A  14B  15A  15B  16A  16B  17A  17B  18A  18B  19A  19B  20A  20B  21A  21B  22A  22B  23A  23B  24A  24B  25A   25B   26A  26B  27A  27B  28A  28B   29A  29B  30A  30B  31A  31B  32A  32B  33A  33B  34A  34B  35A   35B   36A  36B  37A  37B  38A  38B  39A   39B   40A  40B  41 A   41B   42A   42B   43A  43B  44A  44B  45A   45B   46A  46B [16] 307 FOR' [16] 308 FORI [16] 309 FORI [16] 311 FORI [16] 311 FORI [16] 311 FORI [16] 312 FORI [16] 312 Pl [16] 312 Pl [16] 313 Pl [16] 313 Pl [16] TRAN  TRAN  TRAN  TRAN  TRAN  TRAN  ,TRAN  [TRAN  FTRAN  TRAN  TRAN  TRAN  TRAN  TRAN  TRAN  TRAN  TRAN  TRAN  TRAN Several factors affect the overall or net clarity of a program as perceived by an individual. The diverse nature of such elements is conveyed by the large number of various techniques, transformations, and guidelines proposed as aids to good programming style. As observed in the examples, several seemingly unrelated aspects of programming style must be addressed individually before a thorough understanding of program clarity may be achieved.
At least this is certainly the attitude presented in the literature today, and supported through the ongoing stream of publications which treat several seemingly distinct aspects contributing to program clarity by displaying numerous and sundry examples. Lacking an understanding of the underlying fundamental issues and concepts involved, we could hope to do no better than to collect and categorize the many techniques which arise, forming at best a crude patchwork of ad hoc remedies for the unfathomable programs which many programmers prepare.
Ideally, the development of a single theory of program clarity would tie together many of these diverse proposals and provide a unified framework upon which further study may be based. Such a theory would be recognized by its ability to accurately assess the clarity of programs incorporating the many proposed techniques for improving clarity. Further, the simple parameters utilized in such a successful theory would be identified as crucial or atomic elements affecting the mental process involved during comprehension.
The experiment performed is a direct attempt to test one formulation of just such a theory. By selecting a wide class of programs, covering the broadest spectrum of proposed methodologies, the ability of a proposed measure to account for the various aspects of program clarity on a fundamental level may be assessed. Only a theory capable of suitably approximating the essential process involved during program comprehension can be expected to be able to account for the many unrelated examples presented in the literature.
The proposed hypothesis was subjected to this test. Additionally, an alternate hypothesis relating the number of executable statements to program clarity was examined. The results of the experiment provide significant evidence in support of the use of E, as a measure of clarity. A total of 46 comparisons were made, ranking 76 versions of various programs.
For 40 of these comparisons, the measure E, properly indicated a significant decrease in the amount of effort required for comprehension. This measure performed better than the alternative measure Ns. The latter agreed with the published reports in only 31 cases.
Simply considering program volume does not provide a suitable indication of program clarity. In only 37 cases did this measure agree with the published reports. Further, the diffi- Fig. 3 and although the GO TO-statements are only used in compliance with the rules suggested, it is apparent that the code is difficult to comprehend. A value of 952 EMD's is calculated for this code.
The code of Example 13B, shown in Fig. 4 , is much clearer. The control flow has been reorganized so that a more linear representation is possible. Most, but not all of the GO of effort which must be expended in order to understand the improved version of the program.
THE EXCEPTIONAL CASES
There are six examples for which the value E, does not reflect the anticipated decrease in programming effort. In the material which follows these curious examples are investigated and an attempt is made to reconcile their behavior with the theory.
For an experiment of this nature, involving such a diverse and varied collection of programming examples, the overall behavior of the proposed measure to accurately reflect the improvements claimed is significant evidence in support of the theory, even in light of these few anomalous cases. Additional insight, however, may be gained by studying those cases for which the measure alone did not agree with the anticipated outcome.
The Poorly Constructed Examples
In Cobol, Chmura and Ledgard advocate the use of the CALL verb in order to invoke general purpose subprogram modules [2] . In this way, the resulting program becomes clearer, and if lucky, someone else might have already written the needed module so that a great deal of work may be avoided. The "poor" code of Example 19A is presented in Fig. 5 . This code utilizes the PERFORM verb in order to link to a paragraph contained within the program. The "better" code, shown in Fig. 6 , makes use of the CALL verb to link to a module, presumably already available within the installation's library. The code presented in Fig. 6 , however, is not clearer than that of Fig. 5 when considered by itself. Indeed, Example 19B requires an additional statement utilizing the CANCEL verb, and a special symbol must be present to set off the external module name from the rest of the text. These requirements unquestionably add to the complexity of Example 19B. As the analysis shows, Example 19A is easier to under- stand than is Example 19B. Here, the code presented by the authors simply does not tell the whole story. Clearly, the authors intended for the reader to imagine the code representing the paragraph CALCULATE-JULIAN-DAY, and in assessing the amount of effort required to understand Example 19A, the amount of effort expended to comprehend the nonstandard module was to be included. Example 19B, including the additional mechanisms employed, would then be easier to understand since the standard library module is presumably fluently recognized and the details of its construction do not contribute to the difflculty of understanding the program. Here too, the proposed hypothesis has accurately assessed the situation, and has provided a simple measure which may in addition be used to gauge how large a module must be before the utilization of the CALL verb becomes profitable.
In another example, the excessive use of GO TO-statements is avoided in an attempt to improve a poorly written piece of code. Unfortunately, the better code, presented as Example 40B, contains a very cumbersome and difficult to comprehend IF-statement. As a result, only a small overall improvement is actually achieved. The code for Example 40A, and the modified version, 40B, is shown in Figs. 7 The actions which are specified may be realized in PL/I by employing a nested IF-structure. Such a technique has led to the production of the code presented in Fig. 10 .
As one of their simple programming proverbs, Kernighan and Plauger [15] suggest that a null ELSE-clause is a symptom of poorly structured code. Indeed, in this example the nested IF-structure may be reorganized, removing this anomaly, and the authors claim that a clearer program results. This was done, and the resulting code is shown in Fig. 11 . While an improvement in clarity is claimed, the measure EC indicates to the contrary that the code is slightly more difficult to comprehend, although less than a 10 percent difference is involved. Consider, however, the following question which might arise after the original programmer and specifications were no longer available: under what condition is the variable BILL_A left unaltered? Such a situation may have resulted from an incomplete specification which was to have been supplemented prior to the release of the software.
The code of Example 14A may be regarded superior to that of Example 14B with respect to such a consideration. Evidently, less effort is required in order to formulate a mental image of the program's function and operation given the code of Example 14A.
This consideration leads one to suspect that the authors' claim is not simply justified. In this particular example, the decision table presented is not more simply represented in the CASE-like format employed in Example 14B. Indeed, some alteration has been performed in order to prepare a program segment which neatly avoids the unspecified case. This perturbation necessitates the expenditure of additional effort during program construction. During any attempt to understand the resulting code, additional effort must be invested in order to mentally reconstruct the original functional specification.
In this example the authors' choice of problem might be considered to be at fault. The point which was to be made was that a CASE statement, missing in PL/I, could be routinely constructed using a nested IF-structure in which the action to be performed appeared as the THEN-clause. Because of the ease with which CASE statements may be formulated and understood in structured languages like Pascal, similar improvements ought to be achievable in PL/I using such a simple convention. The measure E, does indicate an improvement in clarity for such situations in which the alternative is a nested IF statement implementing a tree-like decision structure.
Even so, the simple scheme which is proposed can never present as clear or as easily understood an image as a CASE statement might for an obvious reason. The IF statement, unlike the CASE operator in Pascal, is a very general verb. When employed, even in this limited role, some effort must be expended in order to recognize the type of operation being synthesized. This additional effort is not required for a programmer who is fluent with the CASE verb and recognizes the operation accomplished directly.
In spite of the argument presented, this example is not so simply put aside. One may instead reason that the estimator of program level is a fault here. Since L = V*/V, the reduction in volume from Example 14A to 14B ought to result in an increase in program level if no impurities are present. Indeed, if we were to use the alternate form of the measure, which for any given problem is solely a function of program volume (E = V2/V*), the estimate of effort would decrease by approximately 7 percent. This would be more in line with the claims of Kernighan and Plauger. The Requirement ofFluency It is quite understandable that an example which incorporates rarely utilized or poorly understood language features, will require more effort to understand than that predicted by the theory. Actually, the observed effort will vary from individual to individual depending on several factors, including his familiarity with the problem areas as well as the degree of familiarity with the language constructs employed. The theory provides a normalized measurement, which minimizes the effects of such variations by considering the difficulty of comprehension for a fluent programmer.
This somewhat idealized situation is very nearly matched in practice, and as a result, the application of the theory yields an accurate estimate of the difficulty experienced by a wide segment of the programmers most likely to review the code. In general, the results obtained are characteristic of the amount of effort expended under the standard condition of fluency and are quite useful when the effects of a technique or program transformation are to be studied.
An example which demonstrates the necessity for the condition of fluency is that of Examples 4A and 4B. The code is written in Fortran, a small language for which fluency has been achieved by many people. Yet some are very puzzled by the code presented in Fig. 12 .
The difficulty which arises as one attempts to understand the code of Example 4A stems from the unusual use of the integer division operator. Here, the operator is used not to obtain a quotient, but to achieve truncation. In a sense, it is as if a common element, having a familiar meaning, was used in a context requiring a secondary meaning, one which was not fluently recognized by most programmers. It is true that most good Fortran programmers recognize the fact that integer division truncates its result, but when they use the operator, their primary intent is to obtain the quotient of two integers. Through repeated experience with this operator in situations in which it is so used, this meaning is fluently established. Unfortunately, this is not the function of the operator as used in Example 4A.
In contrast to Example 4A, for which a very low value of E, is obtained, Example 4B (Fig. 13) After performing the suggested modification, the code shown in Fig. 15 This study has investigated the relationship which exists between the number and frequency of operators and operands occurring in a program and the observed difficulty experienced in understanding the program. An expression was presented which yields an estimate of the number of elementary mental discriminations performed during comprehension.
In order to test the proposed measure, several published examples demonstrating improvements in program clarity were obtained. In the majority of cases, when the measure was applied the improvements cited in the literature were reflected by a corresponding reduction in the predicted effort for comprehension. When the few cases for with such a reduction was not observed were examined more closely, mitigating factors that tended to support the theory were uncovered. Alternate measures of program clarity, such as the number of executable statements or the program volume, did not reflect the improvements in clarity cited as well.
Early research in software science demonstrates that it is possible to estimate the amount of effort expended during program construction using a formula closely related to this measure of program clarity. Once a programmer understands an algorithm, the additional effort required to express it as a program in a language for which fluency has been achieved is relatively small. In such cases, programming time and comprehension time would be approximately equal. The empirical data available for both small programs and large systems are correlated with the measures of programming and comprehension effort. The data demonstrate that the hypothesis presented is capable of providing reasonable estimates of mental work over a wide range of program sizes, from programs requiring a few minutes to understand and prepare, to systems which are the product of 100 labor months of effort.
A deeper understanding of the relationship which exists between the effort required for program comprehension and that required for program construction has been reached. The initial attempts to provide a measure which would provide a suitable approximation of the amount of effort expended during program construction have not been invalidated. Rather, additional confirmation has been provided supporting the hypothesis that the measure Ep provides a good approximation of programming effort when the initial version of a program is considered. As further effort is expended to enhance the clarity of the program, succeeding versions will have required a total expenditure of labor which exceeds the estimate provided by the measure Ep. Then, the measure of comprehension effort EC properly reflects the amount of effort required to understand the revised program, and this effort is less in comparison to the effort required to understand the initial version. In effect, such a measure closely approximates a function which yields the minimum mental effort required for either the construction of the program when the version at hand is the initial form produced, or the comprehension of the program in its present form.
Our understanding of the complex problem of measuring program clarity now has a useful, working foundation based on the hypothesis developed and supported by the empirical 89 evidence thus far obtained. More experiments to refine and deepen this knowledge are called for. These experiments may now be performed with a sharper resolution as a result of this research, to verify and replicate the experiments performed here, and to focus on the contribution of less influential features which affect program clarity. Both small and large programs should be included in such studies, and a variety of techniques for assessing comprehensibility employed.
