Minimum permanents of multiplexes  by Foregger, Thomas H.
Minimum Permanents of Multiplexes 
Thomas H. Foregger 
AT&T Bell Laboratories 
Warren, New Jersey 07060-0908 
Submitted by Richard A. Brualdi 
ABSTRACT 
We consider the minimum value of the permanent over certain faces of D,, the 
polytope of n X n doubly stochastic matrices. The faces we consider are determined 
by two types of bipartite graphs, a complex and a multiplex, which is a collection of 
complexes glued together in a particular way. We show that the minimum value of the 
permanent over a face determined by a complex or multiplex is at least (i)“-i, and 
that the minimum need not be at a barycentric matrix. We also verify that the tie 
point conjecture is true for complexes. 
1. INTRODUCTION 
Let G?,, denote the polytope of n x 72 doubly stochastic matrices. Several 
authors have considered the problem of finding the minimum value of the 
permanent over faces of Q2, [l-7]. In general, of course, this is a problem of 
minimizing a nonlinear function of several variables subject to linear con- 
straints, so one would not expect to always be able to find a closed form 
solution. However, if enough structure is imposed on the pattern of pre- 
scribed zero entries in the matrix, exact solutions can sometimes be found. In 
this paper, I prove a general lemma, which says that if the bipartite graph 
that represents the face of 9, has a 2pcycle (p > 3) embedded in a certain 
way, then the minimizing matrix for the face will have a particularly simple 
form. This leads to the definition of a complex, and of a mulipliex, which is a 
collection of complexes glued together in a particular way. The lemma is then 
used to find a lower bound for the minimum value of the permanent when 
the graph of the face is a multiplex. I also verify that the tie point conjecture 
of [7] is true for complexes. Finally, I show how to find the minimum value of 
the permanent if the graph has more than one complex embedded in it. 
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2. NOTATION AND DEFINITIONS 
If B is an n X n matrix, then B determines a face of a,,, namely 
F(B) = { A E a,, ] bij = 0 implies uij = 0). A minimizing matrix for the per- 
manent over F(B) is denoted by B. If column k of A contains exactly two 
nonzero entries, say in row i and row j, then the (n - 1) x (n - 1) matrix 
C(A) obtained by replacing row i with the sum of rows i and j and deleting 
row j and column k is called the contraction of A: If A has a row with 
exactly two nonzero entries, then C(Ar)r is also a contraction of A. Brualdi 
[5] defined an n X n (0,l) matrix to be cohesive if there is a minimizing 
matrix for F(A) in the interior of F(A). Brualdi also defined the burycenter 
b(A) of a (0,l) matrix to be 
where the summation extends over all permutation matrices P with P < A. 
OS, t denotes an s x t zero matrix. P,, denotes the n X n (0,l) matrix with l’s 
in the (2,1),(3,2), . . ., (n, n - 1) positions. I,7 denotes an s x s identity matrix. 
3. A GENERAL LEMMA 
In [l, Lemma 41 it was shown that if A is a fully indecomposable n x n 
(0,l) matrix of the form 
[ 
1 f y 
e I,+ pi? 024 
0 n-3,1 x w 1 > 
wherefis1~2,eis2xlhavingitsonlylinrowl,Yisl~(n-3),Xis 
(n - 3) X 2 having alJ its l’s in column 1, and W is (n - 3)-square, then the 
minimizing matrix A E fJ2, has the form 
The following lemma is a generalization of that result. 
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LEMMA 1. Suppose A is a fully indecomposable n X n (0,l) matrix of 
the form 
1 f Y 
A= e &-I+%-1 O,_,,, 
0 
n-P,1 
X W 
I 
where f is a 1 X (p - 1) matrix, e is a (p - 1) X 1 matrix having its only 1 in 
row 1, Y is a 1 X(n - p) matrix, X is an (n - p) X(p - 1) matrix having all 
its l’s in column k - 1, for some k with 2 < k < p - 1, and W is a 
(n - p) X (n - p) matrix. Then the minimizing matrix B = ( bi j) over the face 
F(A) has 
bij = 
0, i=l, 2<j<p-1, 
a, l<i=j<k, 
b, k+l,<i=j<p, 
l-a, i=j+l, lgjgk-1, 
l-b, i=j+l, k+l<j<p-1, 
l-b, i=l, j=p, 
with a <i, b > i, and 
( 2-)k-1c (!g)P_’ 
For example, if p = 5, k = 3, and n = 7, and A is 
-1 1 1 1 1 1 1 
1100000 
0110000 
0011000, 
0001100 
0010010 
_o 0 1 0 0 0 l_ 
200 
then B is 
r 
A 0 0 0 
0 A 0 
0 0 I”, b 
0 0 0 l-b 
0 0 0 
0 0 : 0 _ 
(One can also show for this example that 
Proof. Let ai = bii, e, = b,,. Then 
w(B(lll)) = ,fi2’i per(W), 
i, 1 
Per(B(llP)) = ( fi2(l - ui))Per(W), 
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l-b d 
0 ; 0 
0 0 0 
0 0 0 
b 0 0 
0 l-c 0 
0 0 l-d 
a = I- b and c = d.) 
Per(l(l(i))=j~~(l-aj))jj~+~ujjPer(W~, 2GiGp-1. (3) 
Since permanental minors of positive elements of B are equal [l], if ei > 0, 
then 
Ii (l-'j> jc@+luj= ]b,‘j 
j=2 
or 
Ii (1-uj)zlfi2uj 
j=2 
and 
(4) 
(5) 
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Let i (2 G i G p - 1) be the smallest integer such that ei > 0, and let j 
(i<j<p-1) be th e I argest integer such that ej > 0. Assume i < k. Then 
a,+l--a,+,= 1, 26Z<i--1, so ~~=a,+,, 2gZgi-1. Hence ~,=a, 
16 I < i. By (4), (1 - u)~-I = a’-‘, so a = f. Since e, > 0 and ui = f, we 
have 1-u,+i<$, or u,+i > i. Given a,> a, we have 1 -a,+, ~8, or 
ulcl > i (i + 1 d 2 < p - 1). But then IJf=i+i(l - al) < n~,,+,u,, a con- 
tradiction to (5). Therefore, i > k. Then al + 1 - al+, = 1 (1 Q Z,< k - l), so 
~~=a~+,, or al=u, l,<Z<k. Also, u,+l-ul+,=l, k+l<Zgi-1, so 
u,=b, k+l,<Zgi. FinaIIy, u,+l-a,+,=1 for j+l<Z<p-1, so al= 
al+,, and ul=c, j+l,<Z,<p. Since ej>O, (l-~)P-j=n~=~+i(l -a,)= 
l-&p, = cp-i, so c = $, and a < $. Now 
or 
( &qk= (-L)i-k-’ 
Since a < f, we have b > i. As before, whenever a diagonal entry is greater 
than $, alI subsequent diagonal entries are also greater than 4. Therefore, 
~~>+,...,a~+~>:. But uj+i=c=i, a contradiction. 
2,<i<p-1. Since all e,=O, it follows that a,=u, 
k + 1 d 1~ p. By (1) and (2), uk-‘bpMk =IIp,_,a, 
(1 - ~)~-‘(l- b)p-k, or 
Therefore, ei = 0, 
l<Z<k, u,=b, 
= r-If&(1 - Ui) = 
Clearly, a +(l - b) < 1, so a < b. If a >, 4, then 1 - b 2 i, so b G a, a 
contradiction. Therefore a c i. If b < b, then a > i. Therefore, b > f . n 
COROLLARY. Zf k - 1 = p - k, then a = 1 - b. 
This follows from the equation relating a and b. 
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4. INTERPRETING THE GENERAL LEMMA GRAPHICALLY 
The &graph G(A) of an n X n nonnegative matrix A = (aii) is 
the bipartite graph G(A)=(V,W), where V={l,...,n} and W= 
{1’,2’,3’,..., n' } Vertices i and j ’ are joined by an edge if and only if 
aij > 0. If G = (V, W) is a bipartite graph, then G determines a face of Q2,, 
namely F(G) = {A E it, (Uij > 0 implies (i, j’) is an edge of G}. Lemma 1 
can be restated in graphical terms as follows: suppose G has an embedded 
2pcycle C, where p >, 3 and 1 and k ’ are distinguished vertices of C. 
Assume that the embedding of C is such that if (i, j’) meets a vertex of C, 
then 
(a) i=l, or 
(b) j’=k’andiisnotavertexofC,or 
(c) (i, j’) is an edge of C. 
Let B be a minimizing matrix for F(G). Label the edges (i, j’) of G(E) with 
bji. The lemma says that in G(B), the labels of (1, j’) will be 0 (so that C has 
no “chords”), and that the labels on the edges of C will be a, 1 - a, 
a ,..., a,l-b,b,l-b ,..., b, 1 - b (starting with one of the distinguished 
vertices). The cycle C consists of two paths joining the distinguished vertices, 
of length 2( k - 1) + 1 and 2( p - k) + 1 edges, so in the equation 
the exponents represent “length of path minus 1 divided by 2”. The ratios 
a /(l - a) and (1 - b)/b represent “first element of path divided by second 
element”. Finally, the conditions a < i and b > i say that “first element of 
path is less than i.” 
This graphical interpretation leads us to define the notion of a complex. A 
complex C( uO, ul) is a bipartite graph consisting of two distinguished vertices 
u0 and u i joined by j ( j > 2) paths having only their endpoints in common, 
and with no edges or vertices other than those on these j paths. (See Figure 1 
for an example with two paths of length 3 and one path of length 5.) Since 
the graph is bipartite, all the paths have odd length or all have even length. 
An odd complex is a complex in which all the paths have odd length greater 
than or equal to 3. An even complex is a complex in which all the paths have 
even length. Let G = G(A) be the bigraph of some A E tin,. A complex C is 
embedded in G if the only edges of G that meet C either are in C or meet 
exactly one of its distinguished vertices. If C is a complex, let ni be the 
number of paths of length i joining its distinguished vertices. 
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FIG. 1. 
Let G = G(A) be the bigraph of some A E Q2,. Since A is a nonnegative 
matrix with positive permanent, A has k >, 1 fully indecomposable compo- 
nents [9], Ai,..., A,.AnedgeeEG(A,)issaidtoberemovabZeifG(A,)-e 
is the bigraph of a fully indecomposable matrix. Note that this definition of 
removable applies to any G(A) (A E a,), not just fully indecomposable 
matrices. 
5. MINIMUM PERMANENTS OF ODD COMPLEXES 
LEMMA 2. Suppose G = G(B) (B E 9,) has an embedded complex with 
distinguished vertices u and v joined by an edge and by a single path P of 
odd length 2r + 1 (T > 1). Let (u, w) be the first edge on P. Suppose that the 
edge (u, v) of G is not removable. Zf we minimize the permanent over F(G), 
then the label of (u, w) will be f. 
Proof. Without loss of generality B is fully indecomposable. Let A be a 
minimizing matrix for F(G). Then A is fully indecomposable. The edge 
(u, w) is not removable, because its removal would create a vertex of degree 
1. Hence a uw > 0, so per(A(u(w)) = a%, where a is the label of (u, w) and c 
is the permanent of the submatrix obtained by deleting u, v, and all the 
vertices of P. Also, per(A(u]v)) = (1 - a)%. Since the edge (u, v) is not 
removable, a u o > 0, so these two permanents must be equal, and u = i. n 
We now make some observations about permanents of odd complexes. 
OBSERVATION 1. Suppose G is the bigraph of a fully indecomposable 
matrix in Q,, and that C is an odd complex embedded in G. Let A be the 
minimizing matrix for F(G). If we consider the paths of C of length i which 
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join the distinguished vertices of C, then by the general lemma, all the first 
elements of these paths must be equal to some value a,. Moreover, if i and j 
are lengths of paths in C, then 
It follows that there is a constant 1 < 1, associated with the complex, such 
that 
+_)+%J... +k_)(j-l~‘z 
( n,fO, n,#O,..., nj#O). 
The constant 1 wiU subsequently be referred to as the fundamental constant 
associated with the complex. 
Notice that the fact that first elements of the paths (of the same length) 
are all equal is further evidence in support of Brualdi’s conjecture (Problem 4 
of [S]) that elements in the same equivalence class will all have the same 
value. Also, we have 
l2/Cj-1) 
aj = 1+ lW(j-1)’ 63) 
so that a j is strictly increasing as a function of j. 
OBSERVATION 2. Suppose G itself is an odd complex. Recalling the 
definition of nj we have C~s3nja j = 1, or 
(7) 
To determine a minimizing matrix for the F(G), then, one only needs to 
solve (7) for 1, and substitute into (6) to get aj. In general, (7) will be a 
nonlinear expression in terms of 1, so numerical methods will be needed. 
However, in some special cases one only needs to solve a polynomial to 
determine I. For example, let n, > 0 and suppose ni > 0 implies i - 1 I t - 1. 
Let k = 12/t-1. Then j - 1 it - 1 whenever nj > 0, so kdl = Z2/(jp1) for some 
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integer dj. Hence 
wh.ich can be reduced to solving a polynomial in k. For example, if nj > 0 
only for j E (3,5}, we would solve 
k2 k 
n31+k2 ++l+= 1 
for k. 
Since odd complexes are all nearly decomposable matrices, they are also 
cohesive. Brualdi [S] observed that for faces where the minimizing matrices 
are known, the barycenter was always a minimizing matrix. For odd com- 
plexes, however, this is not always the case, as we shall show. Thus, the odd 
complexes provide an example of cohesive, nonbarycentric matrices, which 
Brualdi suggested should exist. 
EUMPLE. Let A be a minimizing matrix for F(G), where G is an odd 
complex. Let N= CFz3ni. Then in b(A) the positive entries in the row 
(column) of each distinguished vertex are all l/N. Let a, be the first entry on 
a path of length i joining the two distinguished vertices of G. If exactly one 
nj is positive, then the minimizing matrix will have a, = l/n, = l/N, so it 
will be b(A). If two or more ni are positive, say ni > 0 and nj > 0, then we 
need to have a i and a j both equal to l/N. But this is impossible, since the 
ai are strictly increasing. Hence b(A) cannot be the minimizing matrix. 
Hartfiel [8] introduced the notion of a tie point for a nearly decomposable 
matrix. Essentially, (i, i) is a tie point for a nearly decomposable matrix A if 
a ij = 0 and replacing aij with a positive entry creates an A with the 
property that if any other positive entry of A is replaced with a 0, the 
resulting matrix is partly decomposable. In graphical terms this means that 
G(A) has no edge (i, j’), and adding the edge (i, j’) and removing any other 
edge creates the bigraph of a partly decomposable matrix. In [7] the following 
conjecture was made: 
CONJECTURE (Foregger). If A is a nearly decomposable minimizing 
matrix with ai j = 0, then per(A(i(j)) > per(A) implies (i, j) is a tie point 
for A. 
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Here we verify that this conjecture is true for complexes. 
THEOREM 1. Let G(v,, vl) be an odd complex, and let A E 52, be a 
minimizing matrix for F(G). Suppose per( A( i) j)) > per(A). Then (i, j) is a 
tie point of A. 
Proof. 
this 
We will determine per(A(iJ j)) for all (i, j) with aii = 0. While 
is not always necessary, it is of some interest to see what the value is. 
There are three cases to consider. 
Case 1: (i, j’) meets one of the distinguished vertices of G. Without 
loss of generality, suppose i is a distinguished vertex and let j ’ be on some 
path P, of length r, joining the distinguished vertices of G. Let 2s + 1 
[s < (r - 1)/Z] be the distance (along P) between i and j’. Then 
It is clear that adding the edge (i, j ‘) still leaves every edge adjacent to at 
least one divalent vertex, so no more edges are removable. Therefore, (i, j ) is 
a tie point of A. 
Case 2: (i, jl) does not meet a distinguished vertex of G and (i, j ‘) meets 
two of the odd length paths of G. Without loss of generality, assume i is on 
a path of length r, j’ is on a path of length s, the distance between i and v,, 
is p (p < r), and the distance between j’ and vO is q (q < s). Clearly, p + q 
is odd. Without loss of generality p is even and q is odd. Then 
per(A(i)j)) = a?/‘(1 - a,)(r-p-1)‘2 
(1 -aJ(-/2 
x (1_a,)(T--1)/2(l_a,)‘S-“/2 kc3 fi [(l-ak)(k-l)/y 
= ay-lj,2( l “f2( 1 “sa,)(1-q)‘21i~=:;kl;;:jlil),:iI) “!_ 
= per(A) lP/(r- l)z(l-q)/(S- 1) 
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Therefore, depending on the values of p, 9, r, and s, per( A( i 1 j)) could be 
greater than per(A). We shall show that when (i, j) is not a tie point of A, 
per( A( iI j)) < per(A). If we add the edge (i, j’), then no other edge becomes 
removable unless 9 = 1 or p = r - 1. If 9 = 1, then per(A(ilj)) = 
per(A)P/(‘-‘) <per(A). If p = r - 1, then per(A(ilj)) = per(A)Z(S-q)/(S-l) 
< per(A). 
Case 3: (i, j’) meets only one path of G. Let (i, j’) be on a path P of 
length p, and assume that as we traverse P, the vertices oa, i, j ‘, vI are 
visited in order. Let 2s + 1 be the distance (along P) from i to j’. There are 
two subcases. 
Case 3.1: The distancefiom v0 to i is even, say 2r, and the distance from 
j’ to v1 is even, say 2t. Then r+s+t=(p-1)/2,and 
per( A( iI j)) = aLab( 1 - up)’ 
n~==,[(l-a,)‘k-1)‘2]n’ 
= 
= per(A) Z-2s/(PP ‘) > per(A). 
If we add the edge (i, j’) to G, then all other edges still are incident with at 
least one divalent vertex, so they are not removable. Hence (i, j) is a tie point 
of A. 
Case 3.2: The distance j&n v0 to i is odd, say 2~ + 1, and the distance 
jbm j’ to v1 is odd, say 2t +l. We have r>O, t >O, s>l, and 
r+s+t=(p-3)/2. Let 
c= n~==,[(1-a,)‘k-1)‘2]“r 
Cl _ ap)‘P - 1)/2 . 
ZC(l- a,) r+s+la$l -a,) 
= 
Cl- apY 
=c 
i i 
* sql _ ap)(p - l)‘Z 
P 
= cp”/(P- Ua(P- 1)/Z 
P 
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Now, per(A) is equal to the minor of a,, at u0 and this is 
=a 
r+s+t+lnkm=3[(1-uak)(k-1)‘2]“~ 
P 
(I- a,)(P-1)/2 
= a’,p-‘)/2C > per(A(ilj)), 
so we do not need to check whether (i, j) is a tie point of A. W 
6. PERMANENTS OF EVEN COMPLEXES 
LEMMA 3. Zf G(A) (A E a,,) is a bigraph of a fully indecomposable 
matrix and has an embedded even complex, then G is an even cycle. 
Proof. Suppose v0 and vi are joined by two paths of even length and 
that the first elements on these paths at va are a and b. Then certainly 
a + b < 1. At v1 then we have (1 - a)+(1 - b) 6 1. Therefore, a + b = 1 and 
G is just the union of the two paths. q 
THEOREM 2. Zf G is a complex and A is a minimizing matrix for F(G), 
then the tie point conjecture is true for A. 
Proof. By Lemma 3, if G(A) has an embedded even complex, then A is 
one-half the sum of an identity matrix and a full cycle permutation matrix, so 
that the minors of all elements are equal. If G is an odd complex, the result 
follows from Theorem 1. q 
7. MULTIPLE EMBEDDED COMPLEXES 
A bigraph G = G(A) (A E a,) is a multiplex if G has at least one 
complex and every complex of G is embedded. The following lemma records 
some useful facts about how distinguished vertices in a multiplex can be 
joined. 
LEMMA 4. Let u and v be distinguished 
complexes in a multiplex G. 
(1) Zf u and v are both row (column) vertices, 
simple path joining them. 
vertices in different odd 
there can be at most one 
MINIMUM PERMANENTS OF MULTIPLEXES 209 
(2) Zf u is a row vertex and v is a column vertex, and there is an edge (u, v), 
then 
(a) if there exists exactly one odd path of length > 3 joining u and v, 
then the first edge of the path will have label i in a minimizing 
matrix; 
(b) if there exists more than one odd length path joining u and v, then in 
a minimizing matrix for F(G), the label on (u, v) will be 0. 
Proof (1) is clear, since if we had two such paths, G would be an even 
cycle by Lemma 3. (2)(a) follows from Lemma 2. (2)(b) follows from the fact 
that (u, v) is a chord of an odd complex and this must drop out in the 
minimizing matrix, by Lemma 1. n 
THEOREM 3. Let A E a,, be a fully indecomposable minimizing matrix 
for F(G), where G is a multiplex. Then per(A) > l/2”-‘. 
Proof This is clearly true if n = 2 or 3, since G is a cycle and A is 
one-half the sum of I, and a full cycle permutation matrix. We proceed by 
induction on n. If G has an embedded even complex, then G is a cycle, so 
equality holds. Otherwise, G contains only odd complexes. Let C( u, U) be an 
odd complex of G, with path lengths ni. There are four cases to consider: 
Case 1: ni > 0 for some j > 3. We can contract on a path of C( U, v) of 
length j to get a smaller multiplex corresponding to a matrix B E a,, _ r. 
Case 2: ni = 0 for all j > 3, but n3 > 2. We can contract on a path of 
C(u, v), thereby creating an edge (u, v). By Lemma 1, the label on (u, v) 
will be 0 in a minimizing matrix, so we again have a smaller multiplex. 
Case 3: nj = 0 for all j > 3 and n3 = 2 for all odd complexes of G, and G 
has at least two odd complexes. We can contract both paths of one of the 
odd complexes to eliminate the complex, and still have a smaller multiplex. 
Case 4: ni = 0 for all j > 3 and ns = 2 for all odd complexes of G, and G 
has only one odd complex. We claim G is a &cycle. For if not, there exists 
an edge (u, w), where w is not a vertex of C(u, v). There must be a path P 
joining w and v which avoids C(u, v), since the bigraph of a fully inde- 
composable matrix is e-connected. But then C(u, v) with P and (u, w) is a 
complex, which contradicts our assumptions for this case. Hence, G is a 
6-cycle and n = 3, a contradiction, In each of cases 1-3 we have a smaller 
multiplex corresponding to a matrix B E Q2,_, for some r 2 1, so by the 
induction hypothesis, per(B) 2 (i)“-‘- ‘. (We take B to be the minimizing 
matrix for the smaller multiplex.) Finally, since B arises as a contraction, by 
[l, Lemma 21, 2’per( A) > per(B), so the result follows. n 
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FIG. 2. 
I have no general algorithm for finding the minimum when the face is 
determined by a multiplex, but an example will illustrate a technique which 
works for some simple muhiplexes. 
EXAMPLE. Suppose G consists of two odd complexes C( ~a, ui) and 
C( ~a, us) having a common distinguished vertex ~a and a simple path of 
even length 2s joining oi and 0s. (See Figure 2.) Let C,, have associated 
labels a j and fundamental constant I,. Let C, have associated labels b, and 
fundamental constant I,. Let b be the label on the first edge of the path at 
2)i. The minor of a j is 
(1 _ b)” aj+)‘2 
( fi [(I- b,)L*-1)/2]mr) fi [(l _ak)(k-1)/2]nf 
(l-aj)(i-1)'2 k=3 k=3 
The minor of b, is 
b(i- 1)/z 
b" 
(1 _~j)(‘-l”z kE3 ( fi [(l-bk)~k-')~2]mk)k~3[(I-uk)'k-1~~2]nk. 
Hence (1 - b)“Z, = b”l,, or 
1 
b= 
l+(l,/Z(yS' 
(8) 
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We also have 
nkak = 1, 
k=3 
(9) 
5 m,b,+l-b=l. 
k-3 
00) 
We can substitute (8) into (9) and (lo), and use the equation for ak in terms 
of I!, and for b, in terms of 1, to get two equations in term of I, and 1,. 
These could be solved, and we could then determine a j, bj, and b. 
A similar technique works if G consists of two odd complexes C( on, ol) 
and C( uO, ul), where u0 is joined to u0 and u1 is joined to u1 by paths of 
odd length. 
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