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Recent years have seen the development of a rich phenomenology beyond the Luttinger Liquid
model of one dimensional quantum fluids, arising from interactions between the elementary phonon
excitations. It has been known for some time, however, that the straightforward inclusion of these in-
teractions presents technical difficulties that have necessitated approaches based on refermionization
or effective impurity models.
In this work we show that the nonlinear extensions of the Luttinger model are tractable in the
phonon basis. We present a calculation of the singularities present in the zero temperature dynamical
structure factor in the semiclassical limit where the phonon dispersion is strong.
A unitary transformation decouples interactions between left– and right–moving phonons, leaving
a nonlinear chiral Hamiltonian. At low momenta, this Hamiltonian has a spectrum bounded above
and below by thresholds identified with phonon and soliton excitations in the semiclassical limit.
The chiral dynamical structure factor therefore has support only in this region, with power law
singularities at the thresholds originating in the Anderson orthogonality catastrophe, which we
calculate analytically. The dynamical structure factor for the original nonchiral Hamiltonian is a
convolution of this chiral correlator with a power law arising from the left–right decoupling.
I. INTRODUCTION
A. The Luttinger Liquid Theory
The Luttinger Liquid (LL) theory1–4 describes the low
energy properties of one dimensional quantum fluids in
terms of noninteracting, linearly dispersing density fluc-
tuations.
In this introductory section we will outline the LL the-
ory , using the example of the Bose gas5. This will allow
us to put the LL theory in the more general context of the
hydrodynamic description of quantum fluids, sometimes
known as Quantum Hydrodynamics (QHD)6. This more
general framework allows for both dispersion and inter-
action of collective excitations, which will be our main
concern.
The second quantized Hamiltonian of a gas of bosons
of mass m is
HBG =
∫
dx
[
(∂xψ
†)(∂xψ)
2m
+
c
2
ψ†ψ†ψψ
]
, (1)
(we set ~ = 1), where c governs the strength of short
range interactions between the particles, and ψ†(x), ψ(x)
are the creation and annihilation operators, obeying the
usual commutation relations[
ψ(x), ψ†(y)
]
= δ(x− y). (2)
The starting point for the hydrodynamic description is
the representation of the field operators in terms of den-
sity ρ(x) and phase θ(x) variables
ψ(x) =
√
ρ(x)eiθ(x). (3)
The commutation relations Eq. (2) are reproduced if ρ(x)
and θ(x) are canonically conjugate
[ρ(x), θ(y)] = iδ(x− y). (4)
In terms of ρ(x) and θ(x), the Hamiltonian Eq. (1) takes
the QHD form
HBG =
∫
dx
[
(∂xθ) ρ (∂xθ)
2m
+
(∂x
√
ρ)2
2m
+
c
2
ρ2
]
. (5)
An interesting feature of passing to this representation
is that the anharmonicity is shifted from the interaction
term to the kinetic term.
Dynamics near a of state of uniform density can be
described by writing ρ(x) = n + %(x), where n is the
mean density. Expanding HBG to quadratic order then
gives HBG = HQ + . . . with
HQ =
∫
dx
[
n (∂xθ)
2
2m
+
(∂x%)
2
8mn
+
c
2
%2
]
. (6)
This Hamiltonian is quadratic and may be diagonalized
by expressing the fields in terms of their Fourier modes
%(x) =
1√
L
∑
p
%pe
ipx
θ(x) =
1√
L
∑
p
θpe
ipx,
(7)
where p = 2pin/L, n = 0,±1,±2, . . . for a system of
length L, and %†p = %−p, θ
†
p = θ−p. In terms of the
Fourier modes HQ takes the form
HQ =
∑
p≥0
[
np2
m
|θp|2 +
(
c+
p2
4mn
)
|%p|2
]
. (8)
Bearing in mind that ρq and θ−q are canonically conju-
gate, Eq. (8) takes the form of a sum of oscillator Hamil-
tonians from which we can read off the frequency
Ω2p =
p2
2m
(
p2
2m
+ 2cn
)
, (9)
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2which is the famous Bogoliubov dispersion relation. At
low momentum the Bogoliubov spectrum is linear
Ωp ∼ up+O(p3), u2 = cn
m
. (10)
Since we are often interested in this limit, it is common
to eliminate the term causing the dispersion from the
Hamiltonian. One may trace this back to the second
term of Eq. (5), sometimes referred to as the ‘quantum
pressure’. Upon striking it from the Hamiltonian the
quadratic Hamiltonian HQ becomes the Luttinger Hamil-
tonian
HQ → HLL = u
2pi
∫ L
0
dx
[
K(∂xθ)
2 +
1
K
(∂xφ)
2
]
. (11)
where %(x) = −∂xφ(x)/pi defines a field φ(x) with com-
mutation relation
[θ(x), ∂φ(y)] = ipiδ(x− y), (12)
and the dimensionless quantity K — known as the Lut-
tinger parameter — is given by
K =
pin
mu
. (13)
As the above presentation shows, two distinct approxi-
mations are involved in describing the Bose gas by the
Luttinger Hamiltonian Eq. (11). These are:
1. Truncation to a quadratic Hamiltonian. As is clear
from Eq. (5), the expansion around uniform density
yields cubic terms in the next order, which will turn
out to be the most important.
2. Dropping the higher derivative (‘quantum pres-
sure’) term that leads to phonon dispersion.
Usually, these approximations are justified by declar-
ing HLL a low-energy effective theory, with the dropped
terms being irrelevant perturbations that serve to renor-
malize the parameters u and K.
As should be clear from the above, the QHD Hamil-
tonian Eq. (5) describes the Bose gas in any dimension.
However, in one dimension, the Luttinger Hamiltonian
may be used to describe the low energy limit of an arbi-
trary quantum fluid, whose microscopic constituents may
in fact be fermions, bosons, or spins. For example, a
fermion system may be written in terms of bosons using
a Jordan–Wigner transformation, and then the bosons
represented as above.
In this way, the long wavelength part of the operators
describing the constituents may be written in terms of the
φ(x) and θ(x) fields, and since Eq. (11) describes a system
of non-interacting phonons, the asymptotic behavior of
correlations functions may be calculated.
Despite its apparent limitation to one dimensional
problems, the Luttinger Liquid has also been of great
importance in understanding two of the great problems
of twentieth–century condensed matter physics, the X–
ray edge singularity and the Kondo effect (in fact, the
bosonization method owes part of its development to the
X–ray problem). Both cases may be formulated as scat-
tering problems, allowing a solution by bosonization in a
given angular momentum channel2,3,7,8.
The dynamics of the Luttinger model is conveniently
pictured in the chiral basis φR/L =
1√
2pi
[
√
Kθ ∓ 1√
K
φ],
with mode expansion
φR/L = − i√
L
∑
k≷0
1√|k|
(
ake
ikx − a†ke−ikx
)
, (14)
where
[
ak, a
†
k′
]
= δkk′ is equivalent to the chiral current
ρR/L ≡ ∂φR/L satisfying the Kac–Moody algebra
[ρR/L(x), ρR/L(x
′)] = ∓iδ′(x− x′). (15)
The Luttinger Hamiltonian (11) becomes
HLL =
u
2
∫ L
0
dx
[
ρ2R + ρ
2
L
]
, (16)
and the chiral currents obey [∂t±u∂x]ρR/L = 0, describ-
ing decoupled right– and left–moving density waves.
B. Shortcomings of the theory
The effect of the truncation of the full hydrodynamic
theory Eq. (5) to the quadratic Luttinger Hamiltonian
may be illustrated by considering the dynamic struc-
ture factor (DSF), defined as the (Fourier–transformed)
density–density correlation function
S(q, ω) =
∫
dt eiωt 〈0|ρq(t)ρ†q(0)|0〉 . (17)
Since the Fourier components of the chiral currents are
eigenstates of the Hamiltonian (16), the DSF is destined
to be a delta peak on the phonon dispersion
S(q, ω) = 2piδ(ω − u|q|) 〈0|ρq(0)ρ†q(0)|0〉 . (18)
From the Luttinger Hamiltonian Eq. (11) we find the
ground state expectation
〈0|ρqρ†q|0〉 =
Kq
4pi2
. (19)
For a Galilean-invariant system, the weight of the delta
peak is fixed by the f–sum rule (see, e.g., Ref. 6),∫
ωS(q, ω)dω = n
q2
2m
, (20)
which is consistent with Eq. (19) and Eq. (13).
The δ-function δ(ω − u|q|) in the DSF is a conse-
quence of the Luttinger Hamiltonian being a theory of
free phonons. The interactions between phonons that we
3dropped in passing from the QHD Hamiltonian Eq. (5)
to Eq. (6) are expected to a cause a broadening of this
δ-function, indicating a finite lifetime for the excitations.
In more than one dimension, it is well established that
the nonlinearities of QHD may be treated as a pertur-
bation of the quadratic theory6. To see why such an
approach is justified, recall that the QHD Hamiltonian
Eq. (5) may be used to describe a Bose gas in dimen-
sions greater than one. When expressed in terms of the
creation and annihilation operators of the Fourier com-
ponents, the cubic parts of the Hamiltonian have the fol-
lowing generic form at low momentum∑
k3=k1+k2
{k1,k2,k3}mu
√
|k1||k2||k3|
[
a†k3ak1ak2 + a
†
k1
a†k2ak3
]
.
(21)
The use of perturbation theory is justified in the calcula-
tion of the lifetime of low energy phonons on account of
the
√|k| factors in Eq. (21), which lead to vanishing in-
teractions at long wavelengths. In superfluids the decay
process due to interaction terms of this form is known as
Beliaev damping.
The kinematics of this decay process is determined by
conservation of momentum and energy
Ωk3 = Ωk1 + Ωk2
k3 = k1 + k2.
(22)
In classical wave physics these are sometimes known as
resonance conditions, as they determine resonant energy
transfer between modes.
Suppose that the phonon dispersion relation has the
low momentum form (c.f. Eq. (10))
Ωk = u|k| − β|k|3 + . . . . (23)
For the conditions Eq. (22) to be satisfied it is necessary
that β < 0, and that k1 and k2 have non-zero angle with
respect to each other. Thus we see that in one dimension
phonon dispersion of either sign prohibits Beliaev decay
and the combined effect of dispersion and nonlinearity is
necessarily more complicated.
Perhaps we can ignore the phonon dispersion? As
we have seen, this means passing from the quadratic
Hamiltonian HQ to the Luttinger Hamiltonian HLL in
Eq. (11). It is natural to consider perturbing HLL by the
cubic Hamiltonian Eq. (21) specialized to one dimension.
Here the interactions come in two types: those between
phonons of the same chirality
HR/L =
gR/L
3!
∫ L
0
dx (∂φR/L)
3 (24)
and of different chiralities
HRL =
gRL
2!
∫ L
0
dx (∂φR)
2∂φL − (∂φL)2∂φR. (25)
Such terms arise, for example, from the first term of
Eq. (5), originating from the boson kinetic energy, in
which case gR/3! = 2 · gRL/2! = − 14m
√
pi
2K = − u4n 1√2piK
(using the result Eq. (13) for the Luttinger parameter in
a Galilean invariant system).
As was explicitly noted in Ref. 9, perturbing HLL by
the interaction between phonons of the same chirality
(e.g. Eq. (24)) is problematic. To appreciate the nature
of the difficulty, consider HR in the interaction picture
with respect to the quadratic Hamiltonian H2. In terms
of the mode expansion Eq. (14), HR has the form
HR(t) ∝
∑
k3=k1+k2
{k1,k2,k3}>0
√
k1k2k3
[
a†k3ak1ak2e
i(Ωk3−Ωk1−Ωk2)t
+ h.c.
]
.
(26)
It is then clear that for purely linear dispersion Ωk = uk
the time dependence is absent from the Hamiltonian, and
there is no sense in which HR can be regarded as a small
perturbation.
The same point can be made more compactly by noting
that the chiral momentum operator
P =
∑
k>0
ka†kak =
1
2
∫
(∂φR)
2
(27)
is proportional to the chiral Luttinger Hamiltonian,
HχLL ≡ uP (c.f. Eq. (16)), and a Galilean boost to
the frame moving with the phonons sends HχLL →
HχLL − uP = 0, leaving only the interaction term HR.
In conclusion, there is no meaningful perturbation the-
ory starting from the Luttinger Hamiltonian, and adding
dispersion appears to forbid phonon decay on kinematic
grounds. We emphasize that these are difficulties in the
treatment of the anharmonic phonon Hamiltonian: there
is nothing wrong with the Hamiltonian itself.
As a guide, it’s useful to compare the result Eq. (18)
for the Luttinger Hamiltonian with the result for free
fermions with quadratic dispersion. Fixing q > 0, ap-
plying the density operator ρ†q =
∑
k a
†
k+qak to the
Fermi sea creates a superposition of eigenstates of energy
k,q = [(k + q)
2 − k2]/2m = q2/2m + kq/m, for k in the
window [kF − q, kF ], where kF is the Fermi wavevector.
It follows that
〈ρq(t)ρ†q(0)〉 =
∑
k∈[kF−q,kF ]
e−iEkt, (28)
and the structure factor has the form of a top hat (see
Fig. 1).
S(q, ω) =
m
q
Θ(ω − −)Θ(+ − ω), (29)
where ±(q) = kF q/m±q2/2m. Eq. (29) may be checked
to satisfy Eqn. (20). From a distance, the top hat looks
like the Luttinger liquid delta peak. However, LL theory
alone is unable to resolve even this simple “fine struc-
ture”.
4Bosonizing free fermions with cubic dispersion leads
to a Luttinger Hamiltonian with chiral cubic interaction
HR/L between phonons (Ref. 4, see also Appendix. A).
Thus we can infer that inclusion of this term in the
phonon theory is responsible for passing from the δ-
function to the top hat. Although this a consequence of
interactions between phonons, we have seen that it is dif-
ficult to explain within a simple picture of phonon decay.
This is reflected by the unusual lineshape, quite differ-
ent from the Lorentzian that the decay picture based on
a perturbative calculation of the self-energy would sug-
gest. By contrast, a direct calculation of the structure
factor in Ref. 10 shows that the free fermion result is
reproduced to order g4R/L, though there is no sense in
which the expansion can be truncated at this point.
In interacting models, the DSF and other correla-
tion functions have additional singular features to be de-
scribed below, and in recent years attention has focused
on the development of a theory beyond the Luttinger
Hamiltonian capable of describing these features11.
We are now in a position to pose the question that
we address in this work: is it possible to obtain the fine
structure of the DSF from an analysis of the QHD the-
ory? Before turning to our approach we first describe
how these difficulties were handled in earlier work.
C. Earlier work
Due to the resonances plaguing the bosonic perturba-
tion theory about the Luttinger Hamiltonian, Rozhkov12
was led to a basis of fermionic quasiparticles. As we dis-
cussed above, the QHD Hamiltonian HLL + HR + HL
can be described exactly in terms of free fermions with
quadratic dispersion, and this proves to be a convenient
starting point for the analysis of the more general case
(including dispersion and HRL), which will correspond
to interacting fermions.
Ref. 13 made the following key observation with re-
spect to this situation. The free fermion result Eq. (29)
for S(q, ω) is characterized by the presence of upper and
lower thresholds ±(q) that delimit the range of allowed
energies of a particle–hole pair of momentum q. The up-
per threshold corresponds to the creation of a particle–
hole pair with the particle at momentum kF + q and the
hole at kF i.e. the Fermi surface, while the lower thresh-
old has the particle at kF and the hole at kF − q. If we
are concerned with the behaviour of the DSF at ener-
gies that differ from the upper (lower) threshold by an
amount  kF q/m, we may regard the particle (hole) as
being a distinct excitation, interacting with a Luttinger
Liquid.
The universality of the physics near the threshold
−(q) was encapsulated by the construction of a min-
imal Hamiltonian11,13, known as the “mobile impurity
model”.
We will discuss only the hole case for brevity. The
important degrees of freedom are isolated by writing the
uqǫ−(q) ǫ+(q)
ω
S(ω; q)
FIG. 1: Results for the dynamical structure factor,
Eqn. (17), for three models: the Luttinger Liquid (red
delta–peak, see Eqn. (18)), free fermions (blue top–hat,
see Eqn. (29)), and the Calogero–Sutherland model14
(green curve).
microscopic fermion field ψ†(x) in terms of excitations
near the right and left Fermi points, and a “deep hole”,
or mobile impurity, created by d(x) with momentum ∼
kF − q,
ψ(x)→ eikF xψR(x)+e−ikF xψL(x)+ei(kF−q)xd(x). (30)
ψR/L are described by the Luttinger Hamiltonian, and
coupled to the impurity via
Hd =
∫
dx d†(x)[−(q)− ivd∂x]d(x),
Hint =
∫
dx [VR(q)ρR(x) + VL(q)ρL(x)]dd
†.
(31)
Here vd = 
′
−(q) is the group velocity of the hole. Just
as with the linear Luttinger Liquid, the parameters VR/L
must be found from the microscopic model. If the mi-
croscopic interactions are small, the model (31) may be
derived with explicit expressions for the coupling pa-
rameters. Otherwise, the model should be regarded as
phenomenological, and the parameters found by calcu-
lating its response to shifts in the zero modes11. Col-
lecting those terms from Eqn. (30) that contribute terms
peaked around e−iqx to the density ψ†ψ , we find the DSF
(Eq. (17)) may be written∫
dt eiωt 〈d†(x, t)ψR(x, t)ψ†R(0, 0)d(0, 0)〉H0+Hd+Hint
(32)
A unitary transformation removes Hint, just as in
the bosonization solution of the X–ray edge problem7.
Whilst in the pure X–ray edge problem the impurity is
non–dynamical, the dynamics of our impurity can be ac-
counted for simply by shifting to the frame moving with
vd. Applying the unitary transformation
UR = exp
(
i
∫
VR(q)
u− vdφRdd
†dx
)
(33)
5shifts ρR → ρR + VR(q)d†d/(u − vd) (the combination
u − vd appears due to the shift to the impurity frame).
A similar transformation for the left–movers removes the
interaction term from the Hamiltonian.
To find the action of UR on the projected electron
operators ψ†R we use the bosonization formula ψ
†
R/L ∼
ei[φ∓θ].2 To lighten the algebra, we concentrate on the
simple case K = 1, where the ψ†R/L are just e
iφR/L . Af-
ter the transformation, the DSF (32) factorises into the
impurity and LL correlators
∫
dt eiωt 〈exp (iδR[φR(x, t)− φR(0, 0)])〉H0
× 〈exp (iδL[φL(x, t)− φL(0, 0)])〉H0
× 〈d†(x, t)d(0, 0)〉Hd .
(34)
We used the shorthand δL/R for VR/(u−vd), VL/(u+vd),
which are interpreted as momentum dependent phase
shifts for the impurity scattering on the Luttinger liq-
uid. Using the results for correlation functions of ver-
tex operators in the Luttinger liquid2, and then taking a
Fourier transform, produces power law behaviour for the
structure factor
S(q, ω) ∝ [ω − −(q)]−µ(q)Θ(ω − −(q)), ω ∼ −(q),
(35)
where
µ(q) = 1− δ
2
L
2pi
− δ
2
R
2pi
. (36)
Eq. (35) predicts a power law behaviour of S(q, ω) near
the lower threshold, with q-dependent exponent. The
physical picture is that the hole acts a an impurity
with momentum close to kF − q, causing a shake up of
the Luttinger liquid thanks to Anderson’s orthogonal-
ity catastrophe15: the ground state of the Luttinger liq-
uid in the presence of the impurity is orthogonal (in the
large–system limit) to the ground state in its absence.
This softens the delta–function propagator of the impu-
rity into a power law singularity.
As we have already mentioned, the mobile impurity
model should be regarded as a phenomenological de-
scription of the threshold singularities outside of the
weak interaction regime. Useful checks on the correct-
ness of this picture are, however, available from exactly–
solvable models. For instance, the Calogero–Sutherland
model16–18, which describes particles of mass m interact-
ing via a long–range potential U(x, y) = λ(λ−1)m(x−y)2 , has
exponents µ+ = 1− λ, µ− = 1− 1/λ.14
Last but by no means least, broadening of the dynamic
structure factor beyond any effects attributable to the
finite temperature has recently been observed in experi-
ments on a 1D gas of cold 87Rb atoms.19
D. Scope of this paper
It is the purpose of this paper to calculate the (zero
temperature) structure factor directly from the hydro-
dynamic Hamiltonian containing the leading nonlinear
corrections to the dispersion and interactions of the Lut-
tinger Hamiltonian, Eq. (11).
As we have explained, it is necessary to include both in-
teractions between phonons described by (24), (25), and
dispersion Ω(q) = uq + (q), which we model by the ex-
pansion
(q) = −αq2 − βq3 + . . . . (37)
For the Bogoliubov dispersion Eq. (9) α = 0, β <
0. An example of a model containing a q2 dispersion
is provided by the aforementioned Calogero–Sutherland
model. Bosonization of the 1/r2 interaction gives rise to
a term
λ(λ− 1)
2mpi2
∫
dx dy
∂φ(x)∂φ(y)
(x− y)2 . (38)
For this model, α = (λ−1)2m , gL = gR =
√
2piλ
m , and cou-
pling between right and left movers is absent gRL = 0
(see, e.g. Ref. 20 for a clear discussion of this point).
The term Eq. (38) may be rewritten
λ(λ− 1)
2mpi
∫
dx ∂φ∂2φH , (39)
where the subscript indicates the Hilbert transform,
fH(x) ≡ P
pi
∫ ∞
−∞
f(y)
y − xdy . (40)
To recap, the low–energy phonons are governed by the
Hamiltonian consisting of the dispersion (37), chiral in-
teractions (24), and nonchiral interactions (25). In a the-
ory of classical 1D waves, an initial disturbance will spa-
tially separate into left–moving and right–moving pro-
files. For this reason, classical nonlinear wave equations
are usually written for waves moving in one direction in a
frame moving at the speed of k → 0 waves and with only
the dispersive terms retained. Similarly, we would like to
work with chiral excitations only, but we must be careful
to first remove the interaction HRL (see Eq. (25)) by a
Schrieffer–Wolff transformation (discussed in Section II).
After moving to a frame with velocity equal to the speed
of sound, we arrive at the chiral Hamiltonian for right
moving excitations
Hχ =
∫
dx
[
α
2
∂φ∂2φH − β
2
(∂2φ)2 +
g
3!
(∂φ)3
]
, (41)
where we have dropped the subscript R to lighten the
notation, as well as the term (u/2) (∂φ)
2
describing the
linear dispersion which, as we saw, can be removed by
passing to frame with velocity u.
6The Hamiltonian Eq. (41) is the central object of study
in this paper. A striking feature of chiral Hamiltonians21
of this form is that, within a sector of fixed momentum
P , the spectrum is bounded from below and above. To
understand why this is so, first note that for g = 0 we
have a theory of free chiral bosons with dispersion given
by Eq. (37)
Hχ,g=0 =
∑
k
(k)a†kak. (42)
At fixed momentum P =
∑
ka†kak = q, the spectrum
of Hχ,g=0 lies in the range [(q), 0). (q) corresponds
to a single phonon of momentum q. Conversely, the
energy can be made arbitrarily close to zero by parti-
tioning q among many low momentum modes. Thus the
quadratic part of the Hamiltonian is bounded. The same
goes for the cubic interaction term: we know that this
term describes free chiral fermions with quadratic dis-
persion, which as we have seen have a bounded spectrum
at fixed momentum. Eq. (41), being the sum of two op-
erators that are bounded above and below, then shares
this property.
The DSF of Eq. (41) will be finitely supported between
two thresholds. Central to our approach is the identifica-
tion of a parameter that permits a semiclassical interpre-
tation of these thresholds. One is a phonon dispersion
relation, appropriately renormalized by interactions, as
we will see in more detail in Section III. The other is
connected to soliton solutions of the equation of motion
of Eq. (41). Writing v ≡ g∂φ, this has the form
0 = ∂tv + v∂xv + α∂
2
xvH + β∂
3
xv. (43)
When α = 0, this is the Korteweg–de Vries equa-
tion of fluid dynamics. The case β = 0 is known
as the Benjamin–Ono equation22,23. Both equations
are integrable24–26 (although the mixed case with both
α, β 6= 0 is not) and have a family of soliton solutions
parameterized by a soliton speed vS (which follows the
sign of α, β respectively)
V (x− vSt) =
3vS sech
2
(
1
2
√
vS
β x
)
(KdV),
4α2vS
v2Sx
2+α2
(BO).
(44)
Substituting the soliton solutions into Eqns. (43)
and (27), we find the dispersion relations
E(q) =
 35
(
g2
12
√
β
)2/3
P 5/3 (KdV),
g2
8piαP
2 (BO).
(45)
Note that these bend in the opposite sense to the phonon
dispersion, as shown in Fig. 2.
The identification of a threshold in the DSF with a
soliton dispersion relation appears in the context of the
1D Bose gas (Lieb–Liniger model) in Ref. 27. Note that
in a nonchiral model only a lower threshold exists, as one
p
q
ω − cq
E(q)
ǫ(q)
V (x)
x
S(p, ω)
ω
ǫ(p) E(p)
FIG. 2: For the chiral Hamiltonian, the dynamical
structure factor (greyscale) has power–law singularities
given by Eqn. (46) in the vicinity of the thresholds
given by the phonon dispersion (q) and soliton
dispersion E(q) (Eqns. (37), (45)).
can make arbitrarily energetic states at fixed momentum
by creating both left and right movers. Nevertheless, we
will see that we can understand the DSF in the nonchiral
case by carefully decoupling the two chiralities.
We now state the main results of this paper, the be-
haviour of the structure factor in the vicinity of the
thresholds (q), E(q), in the semiclassical regime where
dispersion dominates the interaction. This requires
gRq/
′(q), gRLq/2u  1. In the opposite limit, at least
for gRL vanishing, refermionization gives a top hat for
the structure factor12.
In the chiral problem, the structure factor has sup-
port only within the window of frequencies [(q), E(q)],
and has power law behaviour at the thresholds (q), E(q)
given by
S(q, ω) ∝
{
[ω − (q)]µR(q)−1 ω & (q)
[E(q)− ω]∆2/2pi−1 ω . E(q), (46)
(see Fig. 2). The exponents are determined by µR(q) =
1
2pi (gRq/
′(q))2, and the soliton weight ∆(q) =
∫
dxV re-
spectively. Strictly speaking, the thresholds should con-
tain the renormalized dispersion parameters. However,
these corrections may be calculated using conventional
perturbation theory, so we do not discuss them in this
paper.
If there are interactions with gapless left–movers, the
structure factor is also non–zero above the upper thresh-
old, since excitations of arbitrarily high energy at fixed
momenta may be produced. There are two cases, as
shown in Fig. 3, depending on whether the phonon or
soliton defines the lower threshold. The values of the
7ǫ−(q) ǫ+(q)
ω
S(ω; q)
µ1
µ3µ2 µ4
FIG. 3: For the chiral Hamiltonian Eq. (41), the
structure factor takes the form of the red curve if the
phonons define the upper threshold, and the green
curve if the soliton defines the upper threshold. See
Eqn. (47) for the values of the exponents µ.
exponents are
µ1 =
1
2pi
∆2(q) +
1
2pi
(gRLq
2u
)2
− 1,
µ2 =
1
2pi
(
gRq
′(q)
)2
+
1
2pi
(gRLq
2u
)2
− 1,
µ3 =
1
2pi
(
gRq
′(q)
)2
− 1,
µ4 =
1
2pi
(gRLq
2u
)2
− 1.
(47)
E. Outline
To conclude this introduction, we describe in outline
the remainder of the paper. In Section II we show how to
decouple the interaction between left– and right–movers
via a unitary transformation, which expresses correla-
tion functions as a convolution of a correlator in a (non-
linear) chiral Hamiltonian with a power law originating
from the chiral decoupling. Correlation functions in the
chiral Hamiltonian have power law singularities near the
phonon threshold, which are calculated in Section III,
and soliton threshold, which are calculated in Section IV.
The calculations for a purely chiral theory with quadratic
phonon dispersion are discussed in a previous paper by
the authors28.
II. MAPPING TO A CHIRAL PROBLEM
The Luttinger Hamiltonian Eq. (16) describes free left
and right moving phonons. The two branches are cou-
pled together by the term HRL (see Eq. (25)). In this
section we will show how to approximately decouple the
two branches in the presence of this interaction. Despite
being non–resonant, it has an important influence on the
threshold singularities of the DSF, because the Ander-
son orthogonality catastrophe causes a vanishing of the
quasiparticle residue in the thermodynamic limit.
We work with the Hamiltonian HLL + HRL, ignoring
dispersion for the moment, which does not effect the sin-
gularity. Second order perturbation theory in HRL gives
a self–energy for the right moving phonon corresponding
to the diagram in Fig. 4a (the loop containing a left and
a right mover),
Σ(ω, q > 0) =
g2RL
2L
∑
k<0
|kq(q − k)|
ω − u|q − k| − u|k| . (48)
Due to the ω dependence, the resulting Green function
1
ω − (q)− Σ(ω, q) (49)
no longer has unit residue at its pole, but is down by a
factor Z (the quasiparticle residue), where
Z−1 = 1− ∂Σ
∂ω
∣∣∣∣
ω=(q)
. (50)
The self–energy derivative on shell is
∂Σ
∂ω
∣∣∣∣
ω=uq
= −g
2
RL
2L
∑
k>0
kq(k + q)
(2uk)2
= −g
2
RLq
8u2
1
L
∑
k>0
( q
k
+ 1
)
.
(51)
We are interested in the limit qL→∞, where the deriva-
tive is log divergent. Retaining only this divergence in qL
corresponds to approximating diagram in Fig. 4a with
that in Fig. 4b, and gives
∂Σ
∂ω
∣∣∣∣
ω=uq
∼ −g
2
RLq
2
16piu2
∫ q
2pi/L
dk
k
∼ −g
2
RLq
2
16piu2
log qL.
(52)
From this result we find the quasiparticle residue is
Z =
1
1 +
g2RLq
2
16piu2 log qL
, (53)
and vanishes in the IR. Consequently, even if the di-
mensionless interaction strength gRLq/u is small, the
phonons are not good quasiparticles. Such a result
holds for interactions between any non–resonant gapless
modes in 1D (a fact that will be of importance when
we deal with the chiral case). The vanishing of the
quasiparticle residue indicates the Anderson orthogonal-
ity catastrophe15. Here, the right–moving phonon plays
8ω, q
k
(a) Self–energy bubble
k
q, ω
(b) Leading logarithm
approximation
FIG. 4: The contribution to the phonon self–energy at
one loop, including all loop momenta 4a, and its leading
logarithmic divergence 4b, where the dashed propagator
has momenta k  Λ.
the role of the impurity, since in the leading logarithm
approximation we consider only those interactions with
the soft left–movers (see Fig. 4b), where the momenta of
the right–mover is changed very little.
To proceed, we make a unitary transformation on our
operators and states generated by ARL that removes the
interaction to leading order in gRLq/
′(q). Anticipating
that ARL will be of leading order in gRLq/
′(q) (justified
a posteriori), and requiring that the transformed Hamil-
tonian contains no interactions coupling left and right
movers at leading order, we find that ARL must satisfy
eARL (HLL +HRL +HR) e
−ARL
= HLL + [HLL, ARL] +HRL︸ ︷︷ ︸
!
= 0
+HR +O
(
[gRLq/
′]2
)
.
(54)
Using the form of Eqn. (25), the appropriate generator is
ARL =
gRL
2u
1√
L
∑
k,q>0
√
q(k + q)
k
(
a†qa−kaq+k
+a†−qaka−k−q − h.c.
)
.
(55)
This has singular matrix elements coupling states with a
single right–mover momentum q, and a slow left–mover of
momentum −k and right–mover q+k. Acting on a right–
mover, and summing over only those singular interactions
where k  q, the commutator simplifies to
[ARL, a
†
q] =
gRLq
2u
1√
L
∑
k>0
1√
k
(
a−ka
†
q−k − a†−ka†q+k
)
(56)
To calculate the action of ARL on the right–moving chiral
boson, we have to split it into its positive and negative
Fourier modes
φ−R = i
1√
L
∑
q>0
1√
q
a†qe
−iqx,
φ+R = −i
1√
L
∑
q>0
1√
q
aqe
iqx,
(57)
from which follows
[ARL, φ
−
R(x)] = i
1√
L
∑
q>0
(
i
gRLu
2c
φL(x)
) 1√
q
a†qe
−iqx.
(58)
Neglecting the (non–singular) commutator of A and
φL(x), we can sum the series to calculate the rotated
right mover eARLφ−R(x)e
−ARL , which takes the pleasing
form
i
1√
L
∑
q>0
exp
(
i
gRLq
2u
φL(x)
) 1√
q
a†qe
−iqx. (59)
Similarly, the positive modes are rotated to
− i 1√
L
∑
q>0
exp
(
−igRLq
2u
φL(x)
) 1√
q
aqe
iqx. (60)
The free vacuum |0〉 defined by ak |0〉 = 0 is invariant
under ARL because it is annihilated by the cubic interac-
tion Hamiltonian. Therefore, to calculate the structure
factor, we substitute our rotated operators into the cor-
relator 〈0|ρ+(x, t)ρ−(0, 0)|0〉HLL+Hχ+HRL to find it is∑
q>0
〈
exp
(
−igRLq
2u
φL(x, t)
)
exp
(
i
gRLq
2u
φL(0, 0)
)〉
HLL
× qeiqx 〈aq(t)a†q(0)〉HLL+Hχ .
(61)
The factorization into left– and right–moving correlators
occurs at leading order in gRLq/u, where the Hamiltonian
does not mix the two sectors. The left–moving correlator
is ∼ (i[x+ut− i0])−µRL , where µRL(q) = 12pi (gRLq/2u)2.
To show this, we use the mode expansion (14) for the
left movers, and use the Baker–Campbell–Hausdorff for-
mula to disentangle the exponentials. The x, t depen-
dence comes from the part〈
exp
(
− gRLq
2u
√
L
∑
k<0
1√|k|akeikx−iu|k|t
)
× exp
(
− gRLq
2u
√
L
∑
k<0
1√|k|a†k
)〉
= exp
(
− 1
2pi
(gRLq
2u
)2
log
[
1− e−2pii(x+ut−i0)/L
])
≈ (2pii[x+ ut− i0])−µRL(q) .
(62)
The infinitesimal i0 makes this quantity well–defined and
ensures it is built out of negative wavevectors and posi-
tive energies. We now turn to an analysis of the right–
moving correlator q 〈a†q(t)aq(0)〉 near the phonon and
soliton thresholds.
III. PHONON THRESHOLD
We now discuss the calculation of the chiral correlation
function 〈aq(t)a†q(0))〉Hχ appearing in the full nonchiral
9correlator, Eqn. (61). In the limit gq/′(q)  1, that
is where the dispersion dominates the interaction, we
can calculate perturbatively around the phonon. For
dispersions growing faster than q log q, this is true only
at sufficiently high momentum, except in the degener-
ate Benjamin–Ono case where it only holds values of the
parameters g/α 1.
It is now convenient to split the chiral Hamiltonian
of Eqn. (41) into its quadratic dispersive term H2 and
cubic interaction term H3. As ever, it is convenient to
carry out the calculation in momentum space, where the
interaction reads
H3 =
g
2
√
L
∑
ki>0
√
k1k2k3
(
a†k1ak2ak3 + a
†
k1
a†k2ak3
)
.
(63)
We note that the free vacuum |0〉 remains an eigenstate
at zero energy of the Hamiltonian (63).
At second–order perturbation theory, there is a contri-
bution to the self–energy corresponding to the diagram
in Fig. 4 (the loop now understood to contain only right–
moving phonons) with the result
Σ(ω, q) =
g2
2L
∑
0<k<q
kq(q − k)
ω − (k)− (k − q) . (64)
On shell, there is a finite correction to the dispersion.
However, the quasiparticle residue, Z−1 = 1− ∂Σ∂ω
∣∣
ω=(q)
,
vanishes logarithmically with system size, indicating
that the true quasiparticles have zero overlap with the
phonons. Again this arises from the low k contributions,
where the energy dominator (q)−(k)−(q−k) ≈ k′(q),
and
∂Σ
∂ω
∣∣∣∣
ω=(q)
≈ − g
2
2L
∑
0<k<q
q2
k[′(q)]2
= − 1
2pi
(
gq
′(q)
)2
log qL.
(65)
Just as in the ambichiral case, the a†q are not good quasi-
particles even if the dimensionless interaction strength
gq/′(q) is small. As before, we make a Schrieffer–
Wolff transformation on the operators and states, O →
eAOe−A, |Ψ〉 → eA |Ψ〉. Anticipating that A will be
parametrically small in the ratio gq/′ (justified a poste-
riori), we have at first order
[A,H0] +H1 = 0. (66)
The solution,
A =
g
2
√
L
∑
k,q
√
kq(q − k)
(q)− (k)− (q − k)
(
a†qaq−kak − h.c.
)
,
(67)
is indeed small in gq/′, but has divergent matrix el-
ements between states with a “soft” phonon of low–
momentum, as anticipated by the vanishing of the quasi-
particle residue. Retaining only the singular parts of the
generator, we find
AΛ =
g
2
√
L
∑
qΛ,
0<k<Λ
q√
k′(q)
(
a†qaq−kak − h.c.
)
, (68)
where Λ is some (at the moment arbitrary) parameter
less than q.
Another way to think about this is to write the inter-
action in terms of singular and non–singular parts if we
define the hard and soft phonons in terms of their Fourier
modes,
φ≷(x) = −i 1√
L
∑
q>0
q≷Λ
1√
q
(
aqe
iqx − a†qe−iqx
)
. (69)
Then the interaction becomes
H1[φ< + φ>] = H1[φ<] +H1[φ>]
+
g
2
∫
dx ∂φ<(∂φ>)
2.
(70)
The term ∂φ<(∂φ>)
2 is responsible for the vanishing of
the quasiparticle residue, and may be decoupled by AΛ
for any finite interaction parameter gq/′(q). The super-
ficially similar term ∂φ>(∂φ<)
2 obtained on multiplying
out (∂φ> + ∂φ<)
3 is forbidden by momentum conser-
vation. This leaves behind interactions separated into
hard and soft sectors. The hard–hard interactions are
necessarily non–singular, but will only be accessible to
perturbation theory if also gΛ/′(Λ) is small. Note that
disregarding both H1[φ≷] results in the mobile impurity
Hamiltonian.
Now we use our generator to calculate the transformed
operators that will appear in the correlation function,
Eqn. (17). Acting on a hard phonon, we find
[AΛ, a
†
q] =
g√
L
∑
k<Λ
q√
k′(q)
(aka
†
q+k − a†ka†q−k). (71)
This can be understood in real space as scaling the hard
modes by the soft chiral boson and the dimensionless
ratio of interaction to dispersion.
[AΛ, φ
+
>(x)] = −i
1√
L
∑
q>Λ
−i gq
′(q)
φ<(x)
1√
q
aqe
iqx,
[AΛ, φ
−
>(x)] = i
1√
L
∑
q>Λ
i
gq
′(q)
φ<(x)
1√
q
a†qe
−iqx.
(72)
Neglecting the order Λ commutator of φ< with itself, we
can exponentiate the action of AΛ on the hard phonon
to find
φ+>(x)→ −i
1√
L
∑
q>Λ
exp
(
−i gq
′(q)
φ<(x)
)
1√
q
aqe
iqx,
φ−>(x)→ i
1√
L
∑
q>Λ
exp
(
i
gq
′(q)
φ<(x)
)
1√
q
a†qe
−iqx.
(73)
The vacuum remains invariant under the action of A,
and in the calculation of the structure factor nothing
occurs until the vacuum is hit by the density operator
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ρq. The phonon then propagates and decays into lower–
momentum phonons (thanks to the chiral Hamiltonian).
Continuing to work to first order in gq/′, the Hamilto-
nian is free, and therefore upon substituting the rotated
hard chiral boson (73) into the density–density correla-
tion function (61), we find a factorization
1
L
∑
q>0
〈
exp
(
−igRLq
2u
φL(x, t)
)
exp
(
i
gRLq
2u
φL(0, 0)
)〉
H0
×
〈
exp
(
−i gq
′(q)
φ<(x, t)
)
exp
(
i
gq
′(q)
φ<(0, 0)
)〉
H<2
× qeiqx 〈aq(t)a†q(0)〉H>2 .
(74)
The hard correlator produces a factor e−i(q)t. Using the
mode expansion (Eqn. (69)), the soft correlator produces
a logarithm, being proportional to
exp
( gq
′(q)
)2
1
L
∑
pΛ
1
p
ei[px−(p)t]
 . (75)
The summation may be written∫ Λ
1/L
dp
2pi
1
p
ei[px−(p)t], (76)
We put Λ = aq, with a 1 some dimensionless number,
and switch to the dimensionless variable z = px, in terms
of which the summation is∫ aq′x
x/L
dz
2piz
ei[z−(z/x)t] ∼
∫ 1
x/L
dz
2piz
. (77)
The integral is dominated by small z, and cut off by
oscillations of the integrand for z ∼ 1, leaving just
− 1
2pi
log x/L. (78)
This leading behaviour misses a factor of ipi, which sends
x→ ix and will be crucial in ensuring a real DSF. To see
this, we write the sum
1
2pi
LΛ/2pi∑
n=1
1
n
ei2pinx/L ∼ − 1
2pi
log
(
1− ei2pix/L
)
≈ − 1
2pi
log
(
−2pii x
L
)
,
(79)
again neglecting the time dependence.
To obtain the structure factor we must Fourier trans-
form Eqn. (74). As a warm up, we first tackle the chiral
case, so that the left–moving factor in Eqn. (74) may be
dropped and the Fourier transform found exactly, before
moving on to the more complicated case accounting for
gapless left movers.
A. Chiral problem
The density–density correlation function obtained in
Eqn. (74) simplifies to (in the moving frame)
〈ρ(x, t)ρ(0, 0)〉 =
∫ ∞
0
dq′
2pi
q′(−i[x+i0])−µ(q′)ei[q′x−(q′)t].
(80)
Here we have put µ(q) = 12pi
(
gRq
′(q)
)2
. The infinitesimal
shift x+ i0 ensures that the function is built out of pos-
itive wavevectors. A Fourier transform over t gives a
delta function on ω− (q′), allowing one to carry out the
q′ integral:
S(x, ω) =
−1(ω)
2pi′ (−1(ω))
(−i[x+ i0])−µ(ω)ei−1(ω)x. (81)
Finally, we take a Fourier transform over x to find
S(q, ω) =
−1(ω)
2pi′
∫ ∞
−∞
dx (−i[x+ i0])−µ(ω)ei[−1(ω)−q]x.
(82)
For −1(ω) > q, we may close in the UHP to get zero, and
otherwise close around the branch cut on the negative
imaginary axis to find the first of Eqn. (46),
S(q, ω) =
−1(ω)
Γ (µ(ω)) ′
(
q − −1(ω))µ(ω)−1 Θ (q − −1(ω)) .
(83)
As per usual in a leading logarithm calculation, the pref-
actor should not be taken too seriously.
B. Nonchiral problem
Life is more complicated if we have to include the
left movers. Substituting the power law results into the
density–density correlator Eqn. (74), we must Fourier
transform∫ ∞
0
dq′
2pi
q′(i[x+ ut− i0])−µRL(q′)
× (−i[x− ut+ i0])−µR(q′)ei[q′x−(q′)t]
(84)
to obtain the DSF. The infinitesimals ensure that the
left–moving factor has negative wavevectors and positive
energies, and that the right–moving factor has positive
wavevectors and positive energies. We take the transform
in sound cone coordinates xL/R =
1
2 (x± ut) to find
S(q, ω) =
∫ ∞
0
dq′
2pi
q′Vq′(q′ − q, ω − (q′)). (85)
Here, Vq′(q, ω) is
2pi
Γ(µRL(q′))
(ω − uq)µRL(q′)−1Θ(ω − uq)
× 2pi
Γ(µR(q′))
(ω + uq)µR(q
′)−1Θ(ω + uq).
(86)
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FIG. 5: Limits on the possible impurity momenta q′± at
given q, ω (shown by the dot) for the lower threshold.
One understands this expression as a sum over all possi-
ble hard phonon momenta, which are kinematically con-
strained by the theta functions. Analytic calculation of
the momentum integral is impossible, and we must ex-
tract the asymptotics as ω → (q). We tackle the up-
ward bending phonon dispersion and downward bending
phonon dispersion separately.
1. Downward bending phonon dispersion
From Fig. 5, we see that as ω → (q) from above, the
range of allowed impurity momenta tends to zero. For ω
below the threshold, the range of integration is zero and
the structure factor vanishes. Since the integrand has (in-
tegrable) singularities at the upper and lower limits, we
cannot treat it as constant, even though the domain of in-
tegration is vanishing. We may estimate it by neglecting
the variation in the exponents µR, µRL, and expanding
the integrand linearly about the singularities. Thus
S(q, ω) ∼
∫ q′+
q′−
dq′ (q′+−q′)µRL(q)−1(q′−q′−)µR(q)−1 (87)
and a change of variables brings this to the form
(q′+ − q′−)µRL(q)+µR(q)−1
∫ 1
0
ds (1− s)µRL(q)−1sµR(q)−1.
(88)
The integral over s is proportional to the Euler Beta
function, which is finite in our region of interest where
µR, µRL > 0. Since q
′
± differ from q linearly in ω − (q),
we obtain the result for µ2 in Eqn. (47), a one–sided
power law for the structure factor
S(q, ω) ∼ (ω − (q))µR(q)+µRL(q)−1 Θ(ω − (q)). (89)
q′< q q
′
>
ω<
ω>
FIG. 6: Limits on the possible impurity momenta q′± at
given q, ω (shown by the dots) for the upper threshold.
2. Upward bending phonon dispersion
If the dispersion bends upwards, we can see from Fig. 6
that the limits on the impurity momenta depend on
whether we are above or below the threshold.
For ω . (q), the integrand has an (integrable) sin-
gularity at the upper threshold q′<, corresponding to an
impurity plus a bunch of purely right–moving soft excita-
tions that will be responsible for the orthogonality catas-
trophe. Perhaps perversely, it is the left–handed factor
that carries the singularity at q′<, whilst the right–handed
factor remains finite as a function of q′, but large in the
limit ω → (q). Thanks to the factor q′/Γ(µ(q′)), the
integrand decreases monotonically to zero at the lower
limit, and we can expand the integrand in q′<− q′, where
we find
S(q, ω) ∼
∫ q′<
0
dq′ (q′< − q′)µRL(q
′)−1((q′)− ω)µR(q′)−1
∼ ((q)− ω)µR(q)−1
∫ q′<
0
dq′ (q′< − q′)µRL(q
′)−1.
(90)
The integral is now finite, and the prefactor gives the sin-
gularity of the structure factor S(q, ω) ∼ ((q)−ω)µR(q)−1
under the threshold.
For ω & (q), the situation is reversed. At the upper
threshold, there is a hard phonon plus a bunch of purely
left–moving soft excitations, and the right–handed factor
carries the singularity at q′>. Playing the same game as
before, we expand the structure factor around q′>, where
S(q, ω) ∼
∫ q′>
0
dq′ (ω − (q′))µRL(q′)−1(q′> − q′)µRL(q
′)−1
∼ (ω − (q))µRL(q)−1
∫ q′>
0
dq′ (q′> − q′)µR(q
′)−1.
(91)
This is born out by calculating the integral in Eqn. (85)
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FIG. 7: Numerical evaluation of the S(ω, q = 1),
Eqn. (85), near the upward–bending Benjamin phonon
dispersion, for values of the chiral BO exponent 1/4
(uppermost curve), 1/2 (middle curve), and 3/4 (lowest
curve). Note the insensitivity of the super–threshold
tail to the BO exponent, as anticipated in Eqn. (91).
numerically, with results shown for the Benjamin–Ono
case in Fig. 7.
These results establish the values of µ3, µ4 in Eqn. (47),
where we have a two–sided singularity with the power
laws determined by the orthogonality exponents for the
left– and right–movers respectively.
In summary, the power law singularity at the phonon
threshold is given by the logarithmic derivative of the
quasiparticle residue,
L
∂Z−1
∂L
− 1, (92)
reflecting the orthogonality catastrophe between the
ground states of the fluid with and without the hard
phonon.
C. Diagrammatic Calculation
Another way to understand the power law in the struc-
ture factor that follows from Eqn. (74) is by a summation
of diagrams. As we noted, the one–loop correction to the
self–energy in Fig. 4 results in a vanishing quasiparticle
residue. We can see this by evaluating it off–shell, where
the leading contribution is from soft phonons with mo-
mentum p q, so
Σ(ω, q) ≈ g2q2
∫ Λ
1/L
dp
2pi
p
ω − (q) + p′(q)
=
1
2pi
g2q2
′(q)
[
Λ +
ω − (q)
′(q)
log
ω − (q)
Λ′(q)
]
≈ [ω − (q)] 1
2pi
(
gq
′(q)
)2
log
ω − (q)
q′(q)
(93)
for ω ∼ (q). In the leading logarithm approximation,
we can evaluate higher–order graphs, the first of which
p1
p2
q, ω
p1 p2
q, ω
FIG. 8: Corrections to the propagator in the leading
logarithm approximation at two loops. Solid lines
indicate the “hard” phonon propagator, and dashed
lines the “soft” phonon propagators.
at two loops are shown in Fig. 8, and each contributing
[ω − (q)]
[
1
2pi
(
gq
′(q)
)2
log
ω − (q)
q′(q)
]2
. (94)
Diagrams with n loops have the same form as
Eqn. (94), but with the logarithm and prefactor to the
power n instead of 2. It remains to argue that the combi-
natorial factors conspire to give the 1/n! required for the
exponential series, which follows from the linked cluster
theorem with the single soft loop playing the role of the
only disconnected vacuum bubble.
Substituting this into the expression for the propagator
(ω − (q) − Σ(ω, q))−1, we recover the result Eqn. (46).
The same leading logarithm summation can equally be
found for the ambichiral case.
IV. SOLITON THRESHOLD
In the vicinity of the lower threshold, we calculate the
right–moving correlation function 〈aq(t)a†q(0)〉 appear-
ing in the DSF, Eqn. (61), with a semiclassical expan-
sion about the soliton, whose density profile was given
in Eqn. (44). To justify the semiclassical analysis, con-
sider the Benjamin–Ono example. Rescaling the fields by
α/g and lengths by α1/2, the action as a function of the
rescaled fields becomes(
α
g
)2 ∫
dt
∫
dx
[
∂xϕ
−∂tϕ+ − 1
2
∂xϕ∂
2
xϕH −
1
3!
(∂xϕ)
3
]
(95)
and admits a saddle–point analysis when α/g  1. How-
ever, for notational simplicity, we will carry out the sad-
dle point in the unscaled fields and lengths.
We begin by setting up the apparatus for the chiral
boson coherent state path integral. To this end we define
the coherent states
|ϕ+〉 = exp
(
i
∫
dxϕ+(x)∂φ−(x)
)
|0〉 ,
〈ϕ−| = 〈0| exp
(
−i
∫
dx ∂φ+(x)ϕ−(x)
)
,
(96)
where a ± superscript indicates the projection onto pos-
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itive/negative Fourier modes
φ−(x) = i
1√
L
∑
k>0
1√
k
a†ke
−ikx,
φ+(x) = −i 1√
L
∑
k>0
1√
k
ake
ikx.
(97)
These are the continuum analogue of the analytic coher-
ent state |α〉 = exp (αa†) |0〉. Note that φ±(x) may be
analytically continued into the entire upper/lower half
x–planes, so φ±H = ±iφ±. The overlap of two coherent
states is (c.f. the one–particle case 〈β¯|α〉 = eβ¯α)
〈ϕ−|ϕ+〉 = exp
(
i
∫
dx ∂xϕ
−(x)ϕ+(x)
)
. (98)
Time slicing the density–density correlation function
〈0|aqeiHta†q|0〉, and inserting the resolution of the iden-
tity∫
d[ϕ−, ϕ+] exp
(
−i
∫
dx ∂xϕ
−(x)ϕ+(x)
)
|ϕ+〉 〈ϕ−|
(99)
at each slice we find a path integral representation for
the propagator K(ϕ−F , ϕ
+
I , t) = 〈ϕ−F |e−iHt|ϕ+I 〉,∫
ϕ+(0)=ϕ+I
ϕ−(t)=ϕ−F
D(ϕ−, ϕ+) exp
(
−i
∫
dx ∂xϕ
−
Fϕ
+(t) + iS[ϕ−, ϕ+]
)
,
(100)
where S is the action defined in Eqn. (95). Note that
we specify only ϕ+ at t = 0 and ϕ− at t; to spec-
ify the full function ϕ would overdetermine the prob-
lem, akin to fixing both p and q at the beginning and
end of a problem in classical mechanics. The bound-
ary term
∫
dx ∂xϕ
−
Fϕ
+(t) appears on a careful analysis
of the time–slicing (see Ref. 29, and Appendix B for an
explicit demonstration). It ensures that the semiclassical
expression for the propagator retains the correct analytic
dependence on ϕ+F , ϕ
−
I ,
δ logKcl(ϕ−F , ϕ
+
I , t)
= −i
∫
dx δ[∂xϕ
−
F ]ϕ
+(t) + i
∫
dx ∂xϕ
−(0)δϕ+I ,
(101)
which amounts to a derivation of the Hamilton–Jacobi
equations. Despite its smallness compared to the “bulk”
action, the boundary term will have a crucial role to play
in coupling the soliton to Gaussian fluctuations.
We use the propagator to take care of the time evo-
lution in the density–density correlator q 〈aq(t)a†q(0)〉,
which becomes
q
∫
d[ϕF ] d[ϕI ] e
− ∫ ∂xϕ−F ϕ+F e− ∫ ∂xϕ−I ϕ+I
× 〈0|aq|ϕ+F 〉K(ϕ+F , ϕ−I , t) 〈ϕ−I |a†q|0〉 .
(102)
The matrix elements of the density operator are [∂xϕ
+
F ]q
and [∂xϕ
−
I ]q respectively. We shift our integration field
ϕ → Φ + ϕ˜, where g∂xΦ = V , the classical soliton so-
lution of Eqn. (44). We then drop the ϕ˜ terms outside
the exponential, where they will provide small additive
corrections to the final result, so that the correlator be-
comes∫
D(ϕ˜−, ϕ˜+)[∂Φ+F ]q[∂Φ−I ]qei[S0+S1+S2]. (103)
The linear term in S1 results from the boundary terms
discussed previously
S1 =
∫
dx ∂xΦ
−(x, t)ϕ˜+(x, t)−
∫
dx ∂xΦ
+(x, 0)ϕ˜−(x, 0)
(104)
and is the chiral boson analogue of the single–particle
result Eqn. (B7). The linear bulk variation vanishes by
the equations of motion, leaving the quadratic term
S2 = −
∫
dx ∂xϕ˜
−(0)ϕ˜+I
+
∫ t
0
dtdx
[
∂xϕ˜
−∂tϕ˜+ −H0(ϕ˜)− g
2
∂xΦ(∂xϕ˜)
2
]
(105)
controlling the Gaussian fluctuations of ϕ˜ about the soli-
ton.
At this point, we can step back and observe that
due to the localized profile of the soliton, the integra-
tion over the linear variation in Eq. (104) is essentially
i∆[ϕ˜+(X(t))− ϕ˜−(X(0)], where ∆ is the soliton weight,
so that the correlation function amounts to that of a ver-
tex operator in a Gaussian action. The resulting power
law is accompanied by a factor e−iESt from the zeroth–
order evolution of the soliton, so that in Fourier space
the singularity sits on the soliton dispersion, which an-
ticipates the second of our results for the chiral correla-
tion function in Eqn. (46). However, we must address
the fact that the quadratic action (105) is not a Lut-
tinger Liquid, and must find a basis diagonalizing it to
calculate the Gaussian integral. In both the KdV and
BO cases, its eigenvalues are identical with and without
the soliton. This is presumably due to the integrability
of each model, however, this detail does not affect the
asymptotics of the final result, which arises from the lin-
ear dispersion of the phonons vSk seen from the frame of
the soliton. Further details of these calculations differ in
the KdV and BO cases, which we tackle in turn.
A. Benjamin–Ono
Using the expression for ∂xΦ as a sum over poles,
∂xΦ(x, t) = −2iα
g
[
1
x−X(t) −
1
x− X¯(t)
]
(106)
the phonon–soliton coupling term Eqn. (104) may be
evaluated exactly as
4piiα
g
[
ϕ˜+(X(t), t)− ϕ˜−(X¯(0), 0)] , (107)
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where the prefactor is indeed the soliton weight ∆, as
anticipated. Taking a Fourier transform of the soliton,
Eqn. (106), we find the matrix elements ∂xΦ
±(q) appear-
ing in the correlation function:
[∂xΦ
+
F ]q =
4piα
g
eiqXF ,
[∂xΦ
−
I ]q =
4piα
g
e−iqX¯I .
(108)
To diagonalize the quadratic action, Eqn. (105), we use
the basis found in Ref. 30
ψ+k (y) =
y −X
y − X¯
[
1
i(k + vS/2α)(y −X) − 1
]
eiky,
ψ−k (y) =
y − X¯
y −X
[
i
(k + vS/2α)(y − X¯) − 1
]
e−iky,
(109)
where y = x − vSt. These solutions scatter with nei-
ther reflection or phase shift (mod 2pi). We expand the
phonon field on this basis as
ϕ˜+(y, t) =
∫ ∞
0
dk
2pi
ηk(t)ψ
+
k (y),
ϕ˜−(y, t) =
∫ ∞
0
dk
2pi
η¯k(t)ψ
−
k (y).
(110)
The normalization is fixed by continuity with the y →∞
limit, where ψ±k → e±iky. Then a calculation of the
projector kernel ∫ ∞
0
dk
2pi
ψ+k (y)ψ
−
k (y
′) (111)
gives a correctly normalized delta function, as it should.
The quadratic action is diagonal by construction, and in
fact coincides with the non–interacting case∫ t
0
dt′
∫ ∞
0
dk
2pi
η¯k(t
′)k [i∂t′ − (k)]︸ ︷︷ ︸
G−10 (k,t′)
ηk(t
′). (112)
“Completing the square” in the usual way, we carry out
the integration over the ηk to obtain
∆2
∫ ∞
0
dk
2pi
1
k
ψ−k (X(t)− vSt, t)G0(k, t)ψ+k (X¯(0), 0).
(113)
The Green function evolves the phonons with a phase
e−i(k)t. For vst  lS , the resulting integral over k is
dominated by momenta much smaller than the inverse
soliton length. ψ−k (X(t)− vSt) tends to −e−ik[X(t)−vSt],
whilst ψ+k (X(0), 0) tends to
1
i(vS/2α)[X¯(0)−X(0)]e
ikX(0). (114)
Since X¯ −X = 2lS = 2α/vS , this reduces to −ieikX(0).
Altogether, the integration over Gaussian fluctuations is
exp
(
∆2
2pi
∫ 1/lS
1/L
dk
k
eik[vSt−X(0)−X¯(0)]−i(k)t
)
. (115)
The dominant phase at low k and vSt lS is simply the
eikvSt, giving a factor
(vSt/L)
−∆2/2pi. (116)
The soliton weight that appears in the exponent is to
be determined by the zero–mode integration, to be dis-
cussed after consideration of the KdV case, that fixes the
momentum of the soliton, and hence its weight, energy,
and velocity via the classical equations of motion.
B. Korteweg–de Vries
The KdV soliton may be written as a sum over in-
finitely many double poles
∂xΦ
∓(x, t) =
3ivS
g
∑
n≷0
1
[x−X(t)−Xn]2 , (117)
where Xn = i(n + 1/2)pilS , and lS =
1
2
√
vS/β is the
soliton length. The phonon–soliton coupling, Eqn. (104),
is
24piβ
g
∞∑
n=0
∂ϕ˜+(Xn, t), (118)
which is not immediately recognizable as i∆ϕ˜+(X).
That it is so can be seen by Fourier expanding ϕ˜, so
that the coupling is
24piiβ
g
∫ ∞
0
dk
2pi
kϕ˜k(t)e
ikX
∞∑
n=0
eikXn
=
24piiβ
g
∫ ∞
0
dk
2pi
k
2 sinh(pilSk/2)
ϕ˜ke
ikX .
(119)
For functions that are flat on the scale of the soliton
length, this simplifies to
24iβ
glS
ϕ˜(X) =
12i
√
βvS
g
ϕ˜(X), (120)
which is indeed i∆ϕ˜(X).
We find the matrix elements [∂xΦ
±]q by Fourier trans-
forming the soliton, Eqn. (117),
[∂xΦ
∓]q =
12β · 2pi
g
∑
n≷0
qeiq(X−Xn)
=
12piβq
g
eiqX(t)
sinhpilSq/2
.
(121)
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For qlS  1, the prefactor simplifies to the inverse soliton
length, leaving only the important eiqX(t) dependence.
The solutions to the linear scattering problem Aeiky
are conveniently expressed in terms of the “intertwiner”31
A = ∂4 − lSvS
β
tanh
y
lS
∂3 +
2
3β
V ∂2 − 1
9β
V ′∂, (122)
which has the defining property AH0 = H1A, where H0
is the quadratic action without the soliton, and H1 is the
quadratic action in the presence of the soliton. Given
a solution H0e
iky = (k)eiky, it follows that Aeiky is
an eigenvector of H1 with the same eigenvalue (k). As
before, we normalize Aeiky by demanding that it tends
to the free solution eiky far from the soliton, which is
achieved by dividing out the leading factor k4. Now we
expand our fluctuations ϕ˜ on these scattering states:
ϕ˜(x, t) =
∫ ∞
0
dk
2pi
ηk(t)Aeiky, (123)
and complete the square on the Gaussian integral to find
∑
n,m>0
(
24piβ
g
)2 ∫ ∞
0
dk
2pi
1
k
e−i(k)t
× [∂yAeiky]y=X(t)+Xn [∂yAe−iky]y=X(0)−Xm .
(124)
In the limit vSt  lS , lSk  1, the scattering solutions
are dominated by their leading terms eiky. Summing
this over the locations of poles, the Gaussian integral is
asymptotically
exp
(
∆2
2pi
∫ 1/lS
1/L
dk
k
eikvSt
)
, (125)
giving a factor (vSt/L)
−∆2/2pi exactly as in the BO case.
The difference is in the momentum–dependence of the
soliton weight:
∆ =
∫
dx ∂xΦ =
(
122βP
g
)1/3
, (126)
where P is the soliton momentum.
C. Zero modes
Varying X(t), X¯(t), the bulk action is stationary pro-
vided the soliton obeys the classical equations of motion.
The condition for the vanishing boundary variation is
0 = δXF
[
q −
∫
dx ∂xΦ
−∂xΦ+
]
, (127)
which simply says that the momentum of the soliton must
be equal to q. Since the solution obeys the classical equa-
tions of motion, the bulk action causes it to evolve with
a phase e−iES(q)t. There are no t– dependent corrections
to this result from the Gaussian integral over fluctuations
in X, X¯ since the calculation is analogous to the single–
particle free propagator between momentum eigenstates,
whose time dependence is entirely given by the phase.
The result of the semiclassical calculation is that the
chiral correlation function q 〈aq(t)a†q(0)〉 is asymptoti-
cally
t−∆(q)
2/2pie−iES(q)t. (128)
To evaluate the structure factor, we substitute our result
Eqn. (128) into the chiral–decoupled density–density cor-
relation function (61). If the left–movers are gapped out,
the Fourier transform proceeds as in the phonon case, and
we find the second and final of our main result Eqn. (46)
for the gapped left–movers,
S(q, ω) ∼ (−1(ω)− q)∆(q)2/2pi−1Θ(−1(ω)− q). (129)
Since the soliton weight is large, the structure factor van-
ishes as a power law at the threshold.
If we have gapless left–movers, we must consider the
case of upward–bending and downward–bending soliton
dispersion in turn.
1. Downward bending soliton dispersion
As for the phonons, the domain of integration vanishes,
and we confirm our final result for µ1 in Eqn. (47),
S(q, ω) ∼ (ω − E(q))∆(q)2/2pi+µRL(q)−1. (130)
The resulting power law suppression of the structure fac-
tor is largely unaffected by the left–movers since ∆2 
1 µRL.
2. Upward bending soliton dispersion
Putting ω = E(q) and µR = ∆
2/2pi  1 into the inte-
gral for the structure factor Eqn. (85), the integral is con-
vergent, and the structure factor remains finite. There
is no trace of the soliton in the structure factor at the
upper threshold.
V. CONCLUSIONS
In summary, the linear Luttinger liquid theory fails
to resolve the frequency dependence of correlation func-
tions, a consequence of having dispensed with the energy
scales of phonon interaction and dispersion. We have
shown that it is possible to resolve the singular behaviour
of correlation functions from the nonlinear hydrodynam-
ics, without requiring the introduction of a mobile im-
purity model at the outset. Our results are valid at mo-
menta much smaller than u/gRL, but large enough that
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the chiral dispersive effects dominate the interaction. In
the semiclassical regime, there are singularities near the
mass shells of the classical excitations (sound waves and
solitons). The fractional parts of the exponents are given
by the power law governing the Anderson orthogonal-
ity catastrophe for the phonons, and the soliton weight,
respectively. Whilst these results were obtained in the
semiclassical limit, the physical mechanism (the orthog-
onality catastrophe) does not rely on this approximation,
even though steps in the calculation do, and therefore we
expect these results to remain valid beyond the parame-
ter range where they strictly apply.
It is interesting to wonder which of the (chiral) cases
discussed here, if any, are relevant to quantum hall edge
states. As well as the implications for the structure
factor and spectral function, one may wonder whether
there are any consequences for the thermalization of these
states. The effect of phonon dispersion on thermaliza-
tion of fermions, meaning the electron distribution func-
tion, has been discussed in Ref. 32. Conversely, phonon
interactions allow the phonon distribution function nk
to change with time (unlike the linear LL), so that one
might naively expect the phonon distribution function of
an isolated nonlinear LL to equilibrate. However, a full
calculation remains to be done, and the question is sub-
tle in the strongly quantum limit of vanishing dispersion,
where there is no perturbation theory for the phonons
and one must instead calculate correlation functions in
terms of free fermions.
Our calculations are strictly for the zero–temperature
correlation functions. In practice, one expects these re-
sults to be relevant when the temperature is much less
than that of the energy scales (k), E(k) of the hard
phonons and solitons. An obvious but challenging exten-
sion of this work, and related to the above question on
thermalization, would be to find the finite–temperature
correlation functions.
We have focused here only on the hydrodynamics of
the density. In the linear Luttinger liquid theory, and in
certain integrable models, spin and charge degrees of free-
dom separate. Work has begun on reconciling this with
nonlinear Luttinger liquid phenomenology33, but there is
much to understand. Whether one can use a nonlinear
two component hydrodynamic theory describing the spin
and charge to calculate correlation functions (which may
be benchmarked against the known results for integrable
models), is a difficult open problem.
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Appendix A: Refermionization of linearly–dispersing
phonons
Here we summarize the arguments that bosonization of
free chiral fermions with band curvature gives linearly–
dispersing chiral phonons with cubic interactions. We
will do so in first quantization, following Refs. 1 and 20,
and write our fermionic wavefunctions as
ψ({zi}) = Φ({zi})∆. (A1)
We work on a ring with coordinates zi = e
iθi . Here,
Φ is a symmetric function encoding excitations over the
fermionic ground state ∆ = det zpi , a Slater determinant.
The Hamiltonian for free fermions is
HF =
1
2m
∑
i
(zi∂i)
2
. (A2)
To bosonize the system, we wish to write matrix elements
of the fermionic system 〈ψ1|ψ2〉F as a function of the
power sums pn =
∑
i z
n
i . The pn are nothing but the
Fourier modes of the density
∑
i δ(z − zi). It can be
shown1 that the change of variables in the measure is
∏
i
dθi
2pi
|∆|2 →
∏
n
dp¯n dpn
pin
exp
(
−
∑
n>0
1
n
p¯npn
)
. (A3)
Given this inner product, the adjoint is given by
p†n = n
∂
∂pn
, which results in the Kac–Moody algebra
[pn, p
†
m] = nδn+m,0 familiar from the second–quantized
result. It is then an exercise in calculus to show that
〈Φ2∆|HF |Φ1∆〉F = 〈Φ2|HB |Φ1〉, where
HB =
1
2m
∑
r,s>0
rspr+s
∂
∂pr
∂
∂ps
+(r+s)prps
∂
∂pr+s
, (A4)
plus a piece proportional to the linear chiral Luttinger
Liquid, that we can remove by Galilean transformation.
Comparing with Eqn. (63), this is a chiral coupling be-
tween phonons with gR = 1/m, and gRL = 0. In the
absence of 2kF processes, a nonchiral phonon coupling
arises from a density–density interaction ∂φL∂φR. The
quadratic part is diagonalized by a unitary transforma-
tion on the φL, φR → φ˜L, φ˜R, in terms of which the cubic
term is no longer chiral.
Appendix B: Boundary Term in the Coherent State
Path Integral from Time Slicing
Here we derive the boundary term for the single–
particle coherent state path integral, since this is nota-
tionally cleaner and therefore easier to follow than the
chiral boson used in the text (the generalization to which
should be clear). This material is far from original, but
is often missed in textbook discussions (but see Ref. 29).
1. Propagator
Slice the propagator K(α¯F , αI , t) = 〈α¯F |e−iHt|αI〉
into N intervals of duration ∆t = t/N ,
〈α¯F | e−iH∆t∧
N−1
e−iH∆t∧
N−2
· · · ∧
1
e−iH∆t |αI〉 ,
(B1)
and insert a resolution of the identity∫
d[α¯, α] e−α¯α |α〉 〈α¯| (B2)
at each of theN−1 points indicated by ∧j . At ∧j , one ob-
tains a factor of e−iH(α¯j+1,αj)∆t 〈α¯j+1|αj〉 from the prop-
agator. The coherent state overlap 〈α¯j+1|αj〉 = eα¯j+1αj
combines with the factor e−α¯j+1αj+1 arising from the nor-
malization factor in the resolution of the identity to pro-
vide the exponential of
α¯FαN−1− α¯N−1αN−1 + α¯N−1αN−2−· · ·− α¯1α1 + α¯1αI .
(B3)
Rearranging this and formally taking the limit we ar-
rive at the usual phase space term in the action, plus a
boundary term
α¯FαN−1 −
N−1∑
n=1
α0=αI
α¯n(αn − αn−1)→ α¯Fα(t)−
∫ t
0
dt α¯∂tα.
(B4)
In the above, α(0) = αI , and the boundary term α¯Fα(t)
is left over as claimed.
2. Two–point correlator
The object required in the text is the analogue of
〈0|a(t)a†(0)|0〉. This is obtained from the propagator by∫
d(α¯F , αF ) d(α¯I , αI) e
−α¯FαF e−α¯IαIαFK(α¯F , αI , t)α¯I .
(B5)
Using the explicit form of the time–sliced propagator,
the overlap of the coherent states Eqn. (B3) gains the
two terms −α¯FαF − α¯IαI to become
− α¯FαF + α¯FαN−1 −
N−1∑
n=1
α0=αI
α¯n(αn − αn−1)− α¯IαI
= −
N∑
n=0
α¯N=α¯F ,
α0=αI
α¯n(αn − αn−1)− α¯IαI → −
∫ t
0
dt α¯∂tα− α¯IαI .
(B6)
This expression leads to the endpoint variation
− α¯(t)δα(t)− δα¯(0)α(0) (B7)
of Eqn. (104).
