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ABSTRACT 
This work analyzes the role of double-diffusive convection in constraining 
diapycnal velocity in the mid-latitude thermocline and in the initiation and maintenance 
of the deep convection associated with polynya and sea ice thinning events. Previously, 
no comprehensive high-resolution modeling studies of the possible role of double-
diffusion in these areas have been conducted. A series of simulations using a numerical, 
multi-scale, MPI-based general circulation model is presented to remedy this dearth of 
knowledge. The effects of turbulent-dominated and purely double-diffusive regimes are 
compared to dual turbulent/double-diffusive systems, and results are used to assess the 
likely roles of double-diffusion in constraining diapycnal velocity and delaying 
convection onset in high-latitude regions of marginal water column stability. High-
resolution numerical modeling indicates that when both double-diffusion and turbulence 
are present, the constraints on diapycnal velocity loosen (tighten) with the increase of the 
fraction of the overall mixing attributed to turbulence (double-diffusion). The results of 
this study also indicate that double-diffusion could play an important role in delaying the 
onset of deep convection in the vicinity of Maud Rise in the eastern Weddell Sea, and 
may contribute to polynya formation and the persistence of interannual sea ice thinning. 
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A. DOUBLE-DIFFUSIVE CONVECTION 
Seawater density is determined by its temperature, its salinity, and the pressure it 
experiences. The diffusivity rates of two of these determinants, heat and salt, differ by 
two orders of magnitude leading to many interesting phenomena. Chief among these is 
double-diffusive convection. Double-diffusive convection is a mixing process that occurs 
when a liquid contains two components that diffuse at different rates. When seawater 
density increases with depth, the water column is statically stable. However, because heat 
and salt diffuse at different rates in seawater, a column of water can be unstable even if 
density increases with depth. In the ocean, this form of instability occurs in two different 
ways. The first regime is found in tropical and subtropical waters when both temperature 
and salinity decrease with depth. In this case, warm and salty water overlies cold and 
fresh water, and a phenomenon known as salt fingering is observed. In high latitude 
portions of the world ocean, however, a second type of double-diffusion is realized. 
Colder, fresher water lies above relatively warmer and saltier water in these regions. This 
condition leads to diffusive layering, which is a form of vertical stratification marked by 
well-mixed layers separated by thin interfaces with strong vertical gradients of 
temperature and salinity. 
But what is double-diffusive convection? How is heat transported across a 
diffusive layer interface? Why does the difference in diffusivity matter? And why is 
double-diffusion important? 
Double-diffusive convection is a form of fluid mixing that can occur when there 
are gradients of two (or more) density-determining properties with different molecular 
diffusivities (Turner 1973). Because two of the components that determine the density of 
seawater, heat and salinity, have such a large difference in their molecular diffusivities, 
much of the World Ocean is susceptible to double-diffusion (You 2002). Specifically, 
double-diffusion occurs in the ocean wherever the vertical gradients of heat and salinity 
have the same sign (either both positive or both negative) and seawater density increases 
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with depth. The mechanisms governing heat transport are illustrated in Figure 1.1 for salt 
fingering and in Figure 1.2 for diffusive convection. 
In the low and mid-latitude portions of the World Ocean, evaporation and surface 
heating commonly produce a warm, salty upper layer with a relatively cooler, fresher 
layer beneath, as illustrated in the first panel of Figure 1.1. This fluid is stably stratified, 
has a stable thermal gradient, but an unstable salinity gradient (1). Some disturbance 
displaces a parcel from the upper layer to the lower layer. Because the diffusivity of heat 
is 100 times faster than that of salt, the parcel loses heat much faster than it loses salt (2). 
The parcel, now having the same temperature as the lower layer but with a higher 
salinity, is denser than its surroundings (3). The parcel sinks further into the lower layer 
forming a finger-like structure that is denser than the surrounding fluid. This is known as 
a salt finger. 
Now consider Figure 1.2, illustrating the dynamics of diffusive layering. In this 
case, the fluid is stably stratified despite an unstable thermal gradient. Due to some 
disturbance, a parcel of warm, salty water is displaced upward across the interface into 
the cooler, fresher layer (1). The parcel is warmer and saltier than its surroundings and 
diffuses its heat and salt content into the upper layer (2). Because the diffusivity of heat is 
100 times faster than that of salt, the parcel loses heat much faster than it loses salt. The 
parcel, now having the same temperature as the upper layer but with a higher salinity, is 
now denser (3). It sinks, crossing the interface again. Heat diffuses into the parcel (now 
cooler than its surroundings) in the lower layer (4), and the cycle can repeat with a 
gradually amplifying amplitude. 
In these two ways, double-diffusive mixing increases the density of the denser 
layers while decreasing the density of the lighter layers, both processes occurring due to 
the large disparity in the order of magnitudes between the heat and salt diffusivities 
(Radko 2013). Although a small-scale phenomenon, double-diffusive convection may 
significantly affect global circulation patterns and world climate due (i) to its ability to 
transport heat and salt and (ii) due to its tendency to constrain diapycnal volume 
transport. The latter property has been largely overlooked by extant studies and will be 
explored in the current work. 
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The significance of double-diffusive convection is manifold. Double-diffusion 
could exert a tremendous influence on the climate, given its role in meridional 
overturning circulation (MOC) and high latitude convection in regions of deepwater 
formation. Furthermore, double-diffusion affects the undersea warfare area of military 
operations. Double-diffusive processes can produce patterns that have a profound effect 
on acoustic detection of subsurface contacts. Surface signatures derived from undersea 
platforms traveling through the homogeneous vertical layers produced by double-
diffusion could be exploited as a form of hydrodynamically based detection as well. 
Finally, the formulation of oceanographic models requires the inclusion of double-
diffusion if observed heat and salt fluxes are to be properly represented in forecasts. 
B. INVESTIGATING DOUBLE-DIFFUSIVE CONVECTION 
Conditions favorable for double-diffusive convection occur over much of the 
subtropical and high-latitude portions of the World Ocean (Radko 2013, Batteen 2015) 
giving oceanographers a wide variety of locations to study double-diffusion. For 
example, some estimates place the areal extent of conditions favorable for the formation 
of salt fingers at 90% in the Atlantic (Knauss 1997) and You (2002) estimates that 
conditions conducive to double-diffusion occur in almost 50% of the Earth's ocean 
volume. The widespread nature of this phenomenon demands that its contribution to 
overall vertical mixing processes be fully investigated to understand potential impacts on 
motions across a spectrum of scales, from meridional overturning circulation and deep 
convection to diapycnal transport. 
Specifically, this work analyzes the role of double-diffusive convection in 
constraining diapycnal velocity in the mid-latitude thermocline and in the initiation and 
maintenance of the deep convection associated with polynya and sea ice thinning events 
in high latitude regions. Previously, no comprehensive high-resolution modeling studies 
of the possible role of double-diffusion in these areas have been conducted. A series of 
simulations using a numerical, multi-scale, MPI-based general circulation model is 
presented here. The effects of turbulent-dominated and purely double-diffusive regimes 
are compared to dual turbulent/double-diffusive systems and these results are used to 
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assess the likely roles of double-diffusion in constraining diapycnal velocity and delaying 
convection onset in high-latitude regions of marginal water column stability.  
Chapter II details the first investigation into the constraints on diapycnal velocity 
in the thermocline of a subtropical gyre where salt fingering is prevalent, with results 
indicating that double-diffusion severely limits the magnitude of cross-isopycnal 
transport. The role of double-diffusion in the onset and maintenance of deep convection 
during sea ice thinning and polynya formation events is presented in Chapter 0. Double-
diffusion is found to be a significant contributor to the persistence of interannual thinning 
of sea ice in the vicinity of Maud Rise and may even be responsible for the initiation of 
polynya events in the presence of a preconditioned water column. A summary of this 
work concludes both investigations in Chapter IV. 
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II. CONSTRAINTS ON DIAPYCNAL VELOCITY IN THE 
DOUBLE-DIFFUSIVE THERMOCLINE 
A. INTRODUCTION 
An ongoing challenge in the further development of the theory of thermohaline 
circulation is associated with the role of diapycnal mixing in the establishment and 
maintenance of the meridional overturning circulation (MOC). Early classical views 
(Robinson and Stommel 1959, Munk 1966) consider the main governing process of the 
MOC to be a vertical advective-diffusive balance in the ocean interior. Other studies 
(Welander 1986 and Whitehead 1995) support this conception. A number of studies, 
however, have challenged this classical theory and advocate an alternative adiabatic view 
of meridional overturning, the view that emphasizes the importance of isopycnal 
advection and wind forcing (Toggwieler and Samuels 1998, Gnanadesikan 1999, Radko 
2007b, Radko and Kamenkovich 2011). Attempts have been made to combine the 
classical and mixing-driven views into a unified framework (Salmon 1990, Samelson and 
Vallis 1997). These newer theories advance a two-thermocline ocean model: an upper 
thermocline subject to isopycnal advection and wind-driven forcing over a lower 
thermocline where the classical vertical advective-diffusive balance dominates. 
Numerical simulations (e.g., Hallberg and Gnanadesikan 2006) indicate that the adiabatic 
effects may indeed be essential in controlling the pattern and strength of the MOC. 
However, the diabatic mode, driven by diapycnal fluxes, is quite substantial. Radko et al. 
(2008), for instance, estimate that the diabatic mode of circulation accounts for 
approximately one third of the inter-hemispheric water mass transport in the global 
ocean. 
While diabatic mixing is an important process in maintaining the diapycnal 
overturning mode, a continuing question concerns whether this mixing takes on a passive 
role in influencing the pattern and strength of the MOC, or whether this form mixing 
plays a more active role. This same question was posed in Radko et al. (2008) and they 
found that the MOC was largely influenced by adiabatic processes. But the answer could 
also depend on the particular type of mixing as well. When diapycnal diffusion is 
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dominated by mechanically generated turbulence, which tends to mix the temperature and 
salinity at the same rate, then diapycnal transport is not actively constrained by mixing. 
Generally, it is possible to construct consistent steady-state solutions for mid-latitude 
circulation for a wide range of diapycnal velocities. 
However, the dynamics of diapycnal transport can change dramatically when the 
dominant mixing agent is double-diffusion. Unlike mechanically generated turbulence, 
double-diffusion is characterized by unequal eddy diffusivities of heat and salt, which 
depend on the background density ratio ( )Rρ . In an attempt to identify the key 
differences in the way double-diffusion and turbulence control diapycnal velocity, a 
series of large-scale numerical simulations were performed. The vertical mixing of heat 
and salt in these models is parameterized as a function of the corresponding large-scale 









∂ = − ∂
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 (2.1) 
These simulations reveal that for comparable values of mixing coefficients 
( , )T SK K , the average diapycnal velocity 
*( )w  in double-diffusive experiments is less, by 
at least an order of magnitude, than *w  in the corresponding turbulent systems. 
In order to rationalize this theory of double-diffusive insulation, three arguments 
are proposed. The first argument applies to the strongly diabatic regime representative of 
the lower (diffusive) thermocline that is often described by Munk’s (1966) vertical 
advection-diffusion balance. Numerical solutions indicate that steady one-dimensional 
solutions in double-diffusive systems are possible only for a very narrow range of 
diapycnal velocities. The second argument extends the first through an analysis of 
diapycnal velocity in a double-diffusive regime with a variable, rather than constant, flux 
ratio. Solutions indicate that diapycnal velocities remain constrained by double-diffusion 
and the range of diapycnal velocity magnitudes is found to be proportional to the 
variation in the flux ratio. 
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The third argument is more relevant for the central thermocline, where double-
diffusive processes are most common. Dynamics of the main thermocline are 
fundamentally three-dimensional (Luyten et al. 1983); the overall water-mass distribution 
is set by large-scale advection whereas diapycnal mixing is relatively weak. Nevertheless, 
in this regime it is still possible to predict the impact of higher order diabatic processes on 
cross-isopycnal transfer using the technique originally developed by Rhines and Young 
(1982). The crux of this approach is the integration of governing equations along closed 
streamlines, which effectively eliminates the zero order advective terms in integral 
balances. Adapting this procedure to the double-diffusive problem makes it possible to 
evaluate the average diapycnal velocity in regions bounded by closed streamlines and, 
ultimately, to explain the insulation effect from first principles. Thus, for both 
advectively dominated and diffusively dominated regimes, there are theoretical reasons to 
expect the suppression of diapycnal volume flux by double-diffusion. 
This chapter is organized as follows. An analysis of a one-dimensional vertical 
advective-diffusive balance of temperature and salinity of Munk’s (1966) type is covered 
in Section B. This analysis, albeit highly idealized, suggests that fundamental differences 
may exist in the way turbulent and double-diffusive mixing affect diapycnal volume 
transport. In Section C, solutions for a model of double-diffusion with a weak variation in 
flux ratio is explored. These solutions show that double-diffusion could severely 
constrain diapycnal velocities, even when the constant flux ratio assumption is relaxed. 
Motivated by these possibilities, a series of large-scale three-dimensional multi-century 
numerical simulations are detailed in Section D, which also consistently reflect the 
tendency of double-diffusion to constrain diapycnal volume transport. In Section E, an 
analytical model of the double-diffusive insulation in a three-dimensional setting is 
developed. Summary and conclusions follow in Section F. 
B. ANALYSIS OF A ONE-DIMENSIONAL VERTICAL ADVECTIVE-
DIFFUSIVE BALANCE OF TEMPERATURE AND SALINITY 











∂∂ = − ∂ ∂
 ∂∂ = −
 ∂ ∂
 (2.2) 
where ( )T z  and ( )S z  are the large-scale temperature and salinity of the sea-water; w  is 
the upward vertical velocity. The temperature and salinity fluxes ( , )T SF F  are attributed 
to small-scale mixing processes and related to large-scale gradients through (2.1). We are 
interested in solving (2.2) for the given boundary conditions: 
 
( ) ( )
( ) ( )
, ,     at  
, ,     at  ,
top top top bot
bot bot bot
T S T S z H H H
T S T S z H




where topz H= −  ( botz H= − ) represents the top (bottom) of the mixing zone and H  is its 
thickness (see the schematic in Figure 2.1). Differences in the possible solutions of (2.2) 
and (2.3) for the cases in which vertical mixing is controlled by: a) mechanical 
turbulence, b) double-diffusion, and c) a combination thereof provide the original 
motivation of the inquiry into the link between double-diffusive mixing and associated 
diapycnal volume transport. 
1. Turbulent Mixing 
To illustrate the basic properties of system (2.2), consider first the simplest model 
of turbulent mixing characterized by constant and equal eddy diffusivities of heat and 
salt: 
 turbT SK K K= = . (2.4) 
In this case, (2.2) and (2.3) can be solved for any value of diapycnal velocity ( )w :  
 
exp( ( ) / ) 1( )       
exp( / ) 1
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exp( ( ) / ) 1( )







w z z KT T T T
wH K
w
w z z KS S S S
wH K
 − −
= − + − ≠





( )( ) /       
   for   0
( )( ) /
top bot bot bot
top bot bot bot
T T T z z H T
w
S S S z z H S
= − − + = = − − +
. (2.6) 
Thus, the turbulent mixing model (2.4) represents an extreme case of a completely 
passive system that offers no restrictions on diapycnal velocity. For any value of w it is 
possible to construct a consistent solution of the T-S advection-diffusion equations 
satisfying the boundary conditions at botz z=  and topz z= . In order to demonstrate that 
this feature does not necessarily apply to other types of mixing, we now turn to a very 
different configuration that demands a unique value of w —the constant flux ratio model 
of double-diffusion. 
2. Double-Diffusion: The Constant Flux Ratio Model 
Double-diffusion occurs in the ocean in locations where the vertical gradients of 
temperature and salinity both have the same sign and density increases with depth. Two 
distinct forms of double-diffusion are possible, salt fingering and diffusive convection. 
The salt fingering regime is realized when the gradients of temperature and salinity are 
both positive, with warmer, saltier water near the surface becoming both cooler and 
fresher with depth. This condition is commonly found in the subtropical thermocline. 
Diffusive convection occurs when the gradients of temperature and salinity are both 
negative, with warmer, saltier water being found at depth over cooler, fresher water. 
Conditions favorable to diffusive convection are typical in high-latitude oceans. The 
following analysis is relevant to both forms of double-diffusion, but to be specific, the 
discussion will be focused on the example of the salt finger regime. 
The single most important indicator of the nature of diapycnal mixing in regions 







= , (2.7) 
where α  and β are the expansion/contraction coefficients in the linear equation of 
state—see the discussion in Schmitt (1994, 2003) and Radko (2013). The magnitude of 
 10 
double-diffusive transport is therefore frequently parameterized by formulating the eddy 
diffusivities of heat and salt ( , )T SK K  as functions of Rρ  (Radko and Stern 2011). The 
flux ratio ( )γ  is the ratio of thermal and haline density fluxes and is another indicator of 
double-diffusive activity. Although less justified, a commonly used approximation sets γ








= = . (2.8) 
Radko and Stern (2011) call attention to particular examples of constant flux ratio 
parameterizations that can be found in works by Schmitt (1981), Zhang et al. (1998), and 
Merryfield et al. (1999). 

















 ∂∂ = −  ∂ ∂  =
∂∂ − = −  ∂ ∂ 
. (2.2a) 











To maintain salt fingering convection, the loss of potential energy stored in salt 
stratification should exceed the energy gain by heat stratification and therefore 0 1γ < . 






>  and therefore (2.9) can be satisfied only if 0w = . Thus, in 
contrast with the turbulent mixing model, the double-diffusive system actively controls 
diapycnal velocity. 
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3. The Combined Effects of Double-Diffusion and Turbulence 
Because small-scale mixing in the ocean is controlled by a combination of 
double-diffusion and mechanically generated turbulence, it is of interest to examine the 
constraints on diapycnal velocity in a model that includes both mixing processes. For 
that, the foregoing analyses are extended by considering the following closure: 
 ( ) ,   ( ) ,   
dd
dd turb dd turb T z
T T S S dd
S z





= + = + = , (2.10) 
which assumes equal and uniform diffusivities of heat and salt due to turbulence ( )turbK . 
There have been at least two attempts to evaluate the flux ratio based on oceanographic 
field measurements (Schmitt et al. 1987, Schmitt et al. 2005). Both estimates were 
mutually consistent, suggesting a flux ratio of  
 0.85γ ≈ . (2.11) 
The individual values of salt finger fluxes, and in particular the pattern of their 
variation with Rρ , are more difficult to infer from observations. Therefore, the 
parameterization proposed by Radko and Smith (2012) on the basis of high-resolution 
DNS is adopted: 
 
   for    1
1
0                                for            ,
S
S T S cutoff
S cutoff







  = + < <









= . (2.13) 
Assume parameter values representative of mid-latitude thermocline: 
0
0
10 ,  =2, =1.3 ,   1000top bot top bot















. Next, we systematically vary turbK  in an attempt to determine how it 
affects the range of diapycnal velocities.  
The system (2.2), (2.11)-(2.14) was coded in the Maple software package and 
solutions were sought using the numerical ODE solver for a range of ( , )turbw K . The 
results are shown in Figure 2.2. Calculations resulting in regular solutions are indicated 
by the heavy dots while light dots represent conditions under which no solutions were 
found. Figure 2.2 indicates that the constraints on diapycnal velocity loosen (tighten) with 
the increase (decrease) in 0( )
turb dd
TK K R —a quantity measuring the relative contributions 
from turbulence and double-diffusion to net mixing. 
Despite considerable uncertainties in the estimated magnitudes of double-
diffusive and turbulent mixing, it is plausible that in the central thermocline of the 
Atlantic Ocean their diffusivities are comparable (e.g., St. Laurent and Schmitt 1999). 
For 0( ) ~ 1
turb dd
TK K R  the following constraint on the (dimensional) diapycnal velocity is 
obtained: 
 7 1max ~ 10 ~ 3 /w ms m year− − , (2.15) 
which is similar to the data-based estimates of the diapycnal velocity in regions 
susceptible to both double-diffusive and turbulent mixing (St. Laurent and Schmitt 1999). 
In summary, the foregoing calculations indicate that a) in the turbulent model, the 
assumed vertical T-S balances do not impose any internal constraints on diapycnal 
transport, b) in the double-diffusive model the diapycnal transport is zero, and c) the 
hybrid model, which takes into account both double-diffusion and turbulence, allows 
only a finite range of diapycnal velocities. Of course, the selection of a unique w  in the 
purely double-diffusive model could be a consequence of the chosen flux laws; of 
particular concern is the constant flux ratio approximation. To address this concern, the 
next section presents a variable flux ratio model to explore the effect of double-diffusion 
on the range of diapycnal velocities. 
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C. ASYMPTOTIC SOLUTIONS FOR A DOUBLE-DIFFUSIVE MODEL 
WITH WEAK VARIATION IN THE FLUX RATIO 
The one-dimensional advection-diffusion equations (2.2) are non-dimensionalized 
using H  as the unit of length and Tk H  as the unit of velocity. The 
expansion/contraction coefficients of the linear equation of state ( , )α β  are incorporated 
in ( , )T S , and ( )top botT Tα −  is used as the scale for both temperature and salinity. This 
non-dimensionalization is similar to those found in previous works by Radko (2003, 










T T T T T











The governing equations (2.2) and boundary conditions (2.3) in non-dimensional units 
reduce to: 
 
( ) ( )
( ) ( )
1
0, 1,     at  1        and    
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∂ ∂ ∂ = =




    
 
   
   
 (2.17) 
The purpose of the following theory is to examine solutions of (2.17) in the 
regime where the heat/salt buoyancy flux ratio γ  is nearly uniform. The value of the flux 
ratio is constrained by the requirement that the heat contribution to density flux must be 
less than that of the salinity flux. Therefore, the flux ratio must be less than one. This 
energy requirement, viz. that the loss of potential energy by salt must exceed the energy 
gain of the heat component through thermal stratification, makes flux ratio one of the 
most stable characteristics in locations with active salt fingering (Radko 2005). If double-
diffusive fluxes are determined by local gradients, then the flux ratio can be formulated 
as a function of the local density ratio: ( )Rργ γ= (cf., Radko 2003). The variation in the 
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flux ratio is fairly gentle, which makes it tempting to approximate γ  by a constant in 
theoretical models (Schmitt 1981, Stern et al. 2001). However, this approximation, while 
simplifying the analytical development, also filters out some key processes affecting the 
dynamics of double-diffusive fluids (e.g., Walsh and Ruddick 2000, Radko 2003, 2005). 
1. General Solutions 
In order to extend the double-diffusive constant flux ratio model in Section B, we 
consider the case when the variation in flux ratio is small but non-zero: 
 20 1( )Rργ γ ε γ= + , (2.18) 
where 1ε << . As is common in weakly nonlinear models (e.g., Malkus and Veronis 
1958), we search for a solution of the governing equations (2.17) using the power series 








( ) ( ) ( ) ...
( ) ( ) ( ) ...
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T T z T z T z
S S z S z S z




 = + + +

= + + +
 = + + +
. (2.19) 
These power series are substituted into the governing equations (2.17) and the 
terms of the same order in ε  are collected. At the zero order, we essentially arrive at the 
constant flux ratio model discussed in Section B, which requires zero diapycnal velocity. 

















The boundary conditions for the individual T-S components become: 
 (0) (0) (1) (1)    for   1, 2,  ... .i i i iT S T S i= = = =  (2.21) 
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2 2 2
1 1 1 1
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S S
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z z z
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  ∂ ∂ ∂′ − + =  ∂ ∂ ∂  

 ∂ ∂ ∂ ′ − + =  ∂ ∂ ∂ 
. (2.22) 
Multiplying the second equation by 0γ  and subtracting from the first yields: 
 1 0,w =  (2.23) 
and by integrating (2.22) twice in z, subject to (2.23) and the boundary conditions (2.21), 
we arrive at: 
 0 0 01 1
0










Using (2.23) and (2.24), we write down the second order equations: 
22 2 2 2
0 0 0 02 2 2 1 1
0 0 0 0 0 22 2 2 2 2
0
22 2 2 2
0 0 02 2 2 1 1 2
0 0 02 2 2 2 2
0 0
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z z z K R z z
R K R K RT S S S S wK R R K R
z z z K R z z R
γ
γ γ
 ′′ ∂ ∂ ∂ ∂ ∂′ − + + =   ′∂ ∂ ∂ ∂ ∂  

′′ ∂ ∂ ∂ ∂ ∂ ′ − + + =  ′∂ ∂ ∂ ∂ ∂ 
(2.25) 
Multiplying the second equation in (2.25) by 0γ  and subtracting from the first yields: 
 2 0,w =  (2.26) 
and the third order T-S equations are obtained in a similar manner. When the third order 
salinity equation is multiplied by 0γ  and subtracted from the third order temperature 
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which is solved for 1( )S z  using the boundary conditions (2.21): 
 3 0 0 01 2
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Combining (2.28) with (2.24), we obtain an explicit expression for 1( )T z : 
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The expansion can be similarly extended to higher orders. The significance of the 
foregoing analysis lies in the suggestion that similarity solutions exist in the asymptotic 
sector  
 ( )3( , , ) , ,T S w ε ε ε′ ′ ∝ , (2.30) 
where ( ) ( ) 0 0, , ( , )T S T S T S′ ′ ∝ − . 
2. Specific Solutions 
To illustrate the structure of the asymptotic solution and examine its accuracy, we 
now consider specific patterns of ( )TK Rρ  and ( )SK Rρ in (2.12) and (2.13). The flux ratio 
is taken as 
 0( ) ( 1)R Rρ ργ γ δ= + − , (2.31) 
which conforms to the assumed asymptotic pattern (2.18) for ε δ= . The following 
explicit expressions are obtained for 0 2R = , 0 0.85γ = , and 
1 2 3 4 5( , , , , ,...) (0,0, ,0,0,...)w w w w w W= . In this case, 
 3w Wε= , (2.32) 






3.67 10 (1 )















7.99 10 ( 1)(2 1)
1.20 10 ( 1)(2 1),
T W z z z
S W z z z
−
−
 = ⋅ − −

= ⋅ − −
 (2.34) 
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and third order T-S components: 
8 2 2 8 2 8 2 4
3
8 2 2 8 2 9 2 4
3
(1 )(8.19 10 8.19 10 1.13 10 +2.40 10 )
(1 )(1.34 10 1.34 10 2.59 10 +9.77 10 ).
T Wz z W z W z W
S Wz z W z W z W
− − − −
− − − −
 = − ⋅ − ⋅ + ⋅ ⋅

= − ⋅ − ⋅ + ⋅ ⋅
  (2.35) 
To validate the foregoing asymptotic theory, the governing equations are also 
solved using the numerical ODE solver of the Maple software package. A meaningful 
comparison of the asymptotic and numerical solutions requires some information about 
relevant values of δ , which represents the variation in the flux ratio. The pattern of the 
flux ratio ( )Rργ γ=  has been studied analytically (Schmitt 1979a), numerically (Stern et 
al. 2001, Radko and Smith 2012), experimentally (Schmitt 1979b) and observationally 
(St. Laurent and Schmitt 1999). These studies are mutually consistent, suggesting that a 
reasonable choice of δ  in the ocean would be ~ 0.1 0.2δ − . Therefore, Figure 2.3 
presents the numerical and asymptotic solutions for 0 2R = , 0.1δ =  (corresponding to 
0.32ε = ) and 500W = −  (corresponding to 15.81w = − ). The black curve represents the 
numerical solution for the (non-dimensional) departure of temperature profile from the 
uniform gradient ( ) ( )T z T z z′ = − . The blue, green, and red curves represent the power 
series in ε  that are truncated at the first, second, and third order respectively. The 
analytical curves rapidly converge to the numerical solution with increasing order of the 
expansion. The third order asymptotic closely approximates the fully nonlinear solution 
even for the relatively large ε  used for the calculation in Figure 2.3. 
3. Constraints on the Diapycnal Velocity 
In addition to the parameters used in Figure 2.3, numerous other cases were 
examined, all of which indicate that the asymptotic series in ε  are remarkably accurate in 
describing the steady solutions of the one-dimensional advection-diffusion equations 
(2.17) provided that such solutions exist. The question arises whether these series could 
be used to formulate simple explicit conditions for the existence of solutions. 
If (1)W O≤ , then all coefficients of the power series in ε  for T and S are of 
order one. Such series are generally characterized by a finite radius of convergence. This 
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implies that for (1)W O≤ , solutions always exist as long as ε  is sufficiently small. What 
happens when 1W >> ? In this case, the asymptotic series for temperature and salinity 
can be approximated by 
 
2 3
0 1 2 3
2 3
0 1 2 3
( ) ( ) ( ) ...
( ) ( ) ( ) ...
T a W a W a W a
S b W b W b W b
ε ε ε
ε ε ε
 = + + + +

= + + + +
 (2.36) 
where the coefficients ( , )i ia b  are independent of W and ε . These power series for ( )Wε
are also valid only within a finite radius of convergence. Thus, denoting the radius of 
convergence of the series in (2.36) by Cr , we can expect the existence of regular solutions 
for T and S for as long as 
 CW rε < . (2.37) 
When (2.37) is rewritten in terms of 3w Wε=  and 2δ ε= , we arrive at the explicit 
constraint on the diapycnal velocity: 
 Cw rδ< . (2.38) 
This result is highly suggestive—(2.38) implies that the range of diapycnal 
velocities is proportional to the effective variation in the flux ratio. To systematically test 
this prediction, a series of numerical calculations were performed using the Maple ODE 
solver in which δ  and w  are varied. The results obtained with 0 2R =  and the flux 
parameterizations in (2.12), (2.13) and (2.31) are shown in Figure 2.4. The dots in ( , )wδ  
parameter space represent all attempts to solve the governing equations. The experiments 
in which regular solutions have been found are indicated by heavy dots, whereas the light 
dots represent conditions for which the numerical search for solutions failed. The results 
in Figure 2.4 are consistent with the theoretical prediction in (2.38). All solutions are 
largely confined to two sectors—corresponding to positive and negative δ —bounded by 
straight lines emanating from the (0,0) point in the ( , )wδ  parameter space. 
It is also of interest to examine the relevant range of diapycnal velocities in the 
double-diffusive zone in Figure 2.4. Assuming that the variation of flux ratio in the ocean 
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is 0.15δ ≈ , we obtain a non-dimensional constraint of 40w ≤ . This estimate can be 
expressed in terms of dimensional variables by reverting the non-dimensionalization 
(2.16). For 7 2 11.4 10Tk m s
− −= ⋅  and ~ 1000H m , we obtain the maximum dimensional 
diapycnal velocity of  
 9 1dimmax ~ 5 10w ms
− −⋅ . (2.39) 
This estimate suggests that double-diffusion could severely constrain diapycnal 
velocity. To interpret (2.39) in the global circulation context, let us recall that the nominal 
value of diapycnal velocity, commonly used in climate models (see the review by 
Wunsch and Ferrari 2004), is 7 1~ 10 ms− − , exceeding (2.39) by more than an order of 
magnitude. Thus, the diapycnal transport, both upward and downward, can be essentially 
blocked in the ocean regions where mixing is dominated by double-diffusion. 
These findings, of course, should be interpreted with great caution—the ability of 
any one-dimensional model to reflect the inherently three-dimensional dynamics of ocean 
circulation is suspect. Perhaps it is most profitable to interpret these one-dimensional 
solutions as the result of the averaging of the advection-diffusion equations along 
isopycnals, although this conceptualization immediately raises the question whether such 
averaging is physically justified. Nevertheless, the profound differences in the way 
various mixing models affect diapycnal transport provide a compelling reason to launch a 
more comprehensive investigation of this phenomenon using more realistic—three-
dimensional and time-dependent—models. We now proceed with the analysis of double-
diffusive insulation based on a series of large-scale numerical simulations. 
D. LARGE-SCALE NUMERICAL SIMULATIONS 
1. Model Formulation 
The MIT General Circulation Model (MITgcm), described in Marshall et al. 
(1997a, b), was used to simulate an ocean of equatorial to sub-arctic meridional extent 
with a zonal width comparable to that of the North Atlantic. This model solves the 
incompressible Boussinesq equations of motion with the linear equation of state. The 
model geometry is a rectangular domain with dimensions  
 20 
 , , ) (6400 ,6400 ,3000 )( x y zL L L km km m= , (2.40) 
resolved by 64 64 60× ×  Cartesian grid points with 5, 10x y m∆ ∆ = and 50z m∆ = . The 
relatively coarse horizontal resolution prevents generation of mesoscale variability, 
thereby isolating the phenomena of interest—double-diffusive and turbulent diapycnal 
mixing. Thermohaline forcing is represented by strong relaxation of the surface 
temperature and salinity to the zonally uniform target patterns shown in Figure 2.5. The 
surface temperature and salinity vary linearly with latitude from 30SouthT C=  ° and 
37.75SouthS =  to 5.67NorthT C=  ° , and 34.22NorthS = . Surface forcing also includes y-
dependent zonal wind stress (Figure 2.5c) prescribed as follows: 










−= . The variation in the Coriolis parameter (f) is represented by the 
beta-plane approximation: 
 cf yβ= , (2.42) 
where 11 1 110c m sβ
− − −= . 
The model was initialized from rest with a T-S distribution that is zonally uniform 
but varies linearly in y and z. The target temperatures and salinities (Figure 2.5) served as 
initial surface values as well and initial bottom values were 4.6abyssT C=  °  and 
34.1abyssS = . The corresponding density ratios monotonically increase from 1.88Rρ =  at 
0y =  to 2.35Rρ =  at yy L= . Horizontal and vertical eddy viscosities were set to 
5 2 14 10HA m s
−= ⋅  and 4 2 15 10ZA m s
− −= ⋅ . The nonlocal K-Profile Parameterization (KPP) 
scheme of Large et al. (1994) was used to model convective and near-surface mixing 
processes. Geostrophic eddy parameterization followed Gent and McWilliams (1990). To 
reduce spurious interactions with KPP and to isolate the dynamics of interest, isopycnal 
diffusivity was set to the minimal value 2 1( 10 )m sρκ
−=  required to maintain the 
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numerical stability of the model. Vertical mixing of temperature and salinity was 
represented by a combination of double-diffusion and turbulence. Double-diffusion was 
parameterized using (2.12)-(2.13). The interior turbulent diffusivity ( )turbK  associated 
with overturning gravity waves is assumed to be spatially uniform and equal for 
temperature and salinity. In a series of simulations turbK  was systematically varied from 
0 to 4 2 12 10 m s− −⋅ . In the region of western intensification int( )x L< , however, 
turbK  was 
maintained at the minimum value of 4 2 1min  2 10
turb
WBCK m s
− −= ⋅ . This restriction was 
implemented to prevent excessive convection in the regions where the western boundary 
current, transporting relatively warm and light water northward, enters locations with 
much higher target surface density. Each simulation was integrated forward for at least 
200 years using a time step of 480s , which was sufficient to produce quasi-steady 
circulation patterns. 
Figure 2.6 and Figure 2.7 present a typical final state realized in these numerical 
experiments. This simulation was performed assuming purely double-diffusive interior 
mixing, with 0turbK =  for int 1000x L km> = . Figure 2.6a shows the horizontal 
temperature distribution and the velocity pattern at 500z m= − . As expected, the flow 
field is dominated by clockwise circulation in the subtropical region 314 4( )y yL y L< <  
where wind forcing is anticyclonic. A vertical zonal section of temperature at 0.5 yy L=  
is shown in Figure 2.6b. Clearly visible is a well-defined thermocline with relatively 
warm water extending several hundred meters downward from the surface. Figure 2.7 






= , (2.43) 
and maxρ  min( )ρ  represents the maximum (minimum) density in the computational 
domain. The color coding represents the values of the density ratio on this isopycnal. The 
observed range of density ratios 1 3Rρ< <  indicates that salt fingering is active on this 
isopycnal and that its intensity is relatively high. 
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2. Diapycnal Velocity 
The analyses in Sections B and C pertained to steady one-dimensional systems in 
which diapycnal volume transport is associated with vertical advection. To quantify 
diapycnal fluxes in a more realistic three-dimensional setting, the diagnostics of large-
scale simulations will be focused on diapycnal velocity *w  (Pedlosky 1987, Radko and 
Marshall 2004), which is generally dissimilar to the vertical velocity ( )w . Diapycnal 
velocity can be defined by rewriting governing equations in terms of density (rather than 
z) as a vertical coordinate: 
 * ( , , ) ( )dw w x y z
dt
ρ ρ= − , (2.44) 
where 
 
( ) ( ) ( )( ) vd z z zz u
dt t x y






















 represent the slopes of isopycnal surfaces in x 









= . (2.46) 
Figure 2.8 illustrates the following physical interpretation of diapycnal velocity. 
Consider a Lagrangian particle initially located at the motionless isopycnal surface ρ  
(point A). In the presence of a finite cross-isopycnal flow, this particle will be advected 
by velocity v ( , , )u v w=  to a new point B, located off the isopycnal. Let C be the vertical 
projection of the point B onto the isopycnal surface. In this configuration, the diapycnal 
velocity in (2.46) represents the rate of increase of the vertical separation of our 
Lagrangian point from the density surface: * [ ] CB dzdzdw BC
dt dt dt
= = − . Note that the 
shadow point C , which remains on the isopycnal, can also alter its z-level and the 








= = − − . (2.47) 
Thus, the isopycnal ascent rate wρ  and diapycnal velocity 
*w  represent two distinct 
components of vertical velocity:  
 *w w wρ= + . (2.48) 
Equation (2.46) indicates that in the absence of any diabatic water-mass 
transformation, v 0d
dt
ρ ρ= ⋅∇ =  and therefore diapycnal velocity is zero. Curiously, the 
reverse statement is not necessarily correct. The double-diffusive example in Section B 
indicates that diapycnal velocity can still be zero even in the presence of substantial 
diabatic mixing. The following analysis will therefore attempt to determine whether *w  is 
suppressed by double-diffusion in the more realistic three-dimensional systems. 
3. Diapycnal Transport in the Ocean: Double-Diffusive and Turbulent 
Regimes 
First, the proposed diagnostics have been applied to the double-diffusive 
experiment shown in Figure 2.6 and Figure 2.7. The diapycnal velocity was computed 
using (2.46) and evaluated at the isopycnal surface avρ ρ= . The results are plotted 
(Figure 2.9a) for the interior region int( )xL x L< <  where mixing is exclusively double-
diffusive. The same procedure was then applied to the turbulent experiment (Figure 
2.9b). The latter was designed in the same way as the baseline double-diffusive run, save 
the vertical mixing was assumed to be exclusively turbulent with  
 5 2 12 10turbK m s− −= ⋅ . (2.49) 
The comparison of diapycnal velocities in these experiments reflects the dramatic 
difference in the way double-diffusion and turbulence affect diapycnal transport. Over 
most of the isopycnal surface, the double-diffusive *w  values are on the order of 
9 1~ 5 10 ms− −⋅  or less (both positive and negative values are observed). On the other hand, 
the turbulent values of *w  are mostly positive and larger by at least an order of magnitude 
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8 1(~ 5 10 )ms− −⋅ . The difference between Figure 2.9a and Figure 2.9b becomes 
particularly striking when we recall that typical T-S diffusivities in the two experiments 
are comparable. For instance, the volume-averaged diffusivities in the double-diffusive 
experiment are ( ) ( ) 5 2 1, 1.07,2.18 10dd ddT SK K m s− −= ⋅ , and these values are similar to the 
turbulent diffusivity (2.49). 
Figure 2.10a presents the mean diapycnal velocity evaluated at various isopycnal 
surfaces * ( )isow ρ . In computing 
*
isow , two regions with elevated turbulent diffusivity were 
excluded: a) the western intensification region int( )x L<  and b) the near surface region 
( 250 )z m> −  where some isopycnal surfaces enter the mixed layer, particularly in the 
cold northern parts of the domain. Diapycnal velocity *isow  was evaluated for both 
turbulent and double-diffusive experiments and referenced (Figure 2.10a) to the average 
depth of isopycnal surfaces ( )isoh ρ . Figure 2.10a shows that the turbulent diapycnal 
velocity (blue curve) substantially exceeds the double-diffusive *isow  (green curve) for 
most isopycnals. In both cases, relatively large values of *isow  were found at the base of 
the main thermocline ( ~ 1000 )avh m . Diapycnal velocity in the turbulent experiment was 
also greatly amplified in the abyssal region ( 3000 )h m→  whereas no such amplification 
occurred in the double-diffusive simulation. It is interesting to note that the patterns of 
isopycnal-averaged diapycnal velocity are qualitatively similar to the corresponding local 
vertical profiles. For instance, Figure 2.10b shows the diapycnal velocity profile at the 
center of the model domain: * *(0.5 ,0.5 , )loc x yw w L L z= . The local diagnostics also indicate 
that diapycnal velocity in the turbulent ocean greatly exceeds the double-diffusive *w . 
Thus, the double-diffusive insulation effect considered in this study represents both the 
integral and the local property of large-scale flows. 
An attempt has also been made to determine the constraints on diapycnal velocity 
in an ocean experiencing vertical mixing due to a combination of double-diffusion and 
mechanically generated turbulence. A series of simulations in which turbK  was 
systematically varied, while retaining the parameterization (2.11)-(2.13) for double-
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diffusion was performed. Diapycnal velocity was computed and evaluated as previously 
(Figure 2.9, Figure 2.10). As expected, we find that the diapycnal transport intensifies 
with the increase of the fraction of the overall mixing attributed to turbulence. Figure 
2.11 presents the variation of the isopycnal-averaged diapycnal velocity * * ( )av iso avw w ρ=  at 
the isopycnal surfaces avρ ρ=  in (2.43) as a function of 
turbK . These diagnostics also 
support the interpretation of double-diffusive mixing as an insulating mechanism. When 
turbK  is less than typical values for ddSK  and 
dd
TK , the overall system behaves like the 
fully double-diffusive case (e.g., Figure 2.9a). Values of mean diapycnal velocity are on 
the order of 9 1~ 5 10 ms− −⋅  or less for experiments with 6 2 12 10turbK m s− −≤ ⋅ . Conversely, 
simulations with 5 2 1, ~ 2 10turb dd ddS TK K K m s− −≥ ⋅  are characterized by 
*w  on the order of 
8 1~ 5 10 ms− −⋅  or greater. 
4. The Role of the Flux Ratio 
The foregoing experiments have illustrated the dramatic differences in diapycnal 
volume flux in double-diffusive and turbulent systems. The question that naturally arises 
at this point is what aspect of double-diffusion makes it so effective in blocking the 
diapycnal volume transport? Theoretical arguments presented in Section C suggest that, 
at least in one-dimensional models, the range of diapycnal velocities is controlled by the 
effective variation in the flux ratio ( )γ . Double-diffusive systems are characterized by 
relatively uniform γ . For instance, Radko and Smith (2012) find that as the density ratio 
increases from 1.1Rρ =  to 3Rρ = , the flux ratio decreases by ~ 0.15γ∆ . The flux ratio 
realized in turbulent fluids ( )Rργ =  varies over the same interval much more ( 1.9)γ∆ = , 
which suggests significantly larger values of diapycnal velocity. In particular, the one-
dimensional model (Section C) predicts that *w γ∝ ∆ . To determine whether these 
conclusions remain relevant for three-dimensional systems, an additional series of four 
double-diffusive simulations with variable flux ratio patterns were performed. 
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These new simulations were identical to the baseline double-diffusive experiment 
(Figure 2.6, Figure 2.7) in all respects except for the chosen flux ratio model, which 
assumed that γ  varies linearly with the density ratio: 
 ( ) ( )0 1R Rρ ργ γ δ= + − . (2.50) 
The flux ratio models used in these simulations are shown in Figure 2.12a, along with the 
baseline ( 0)δ =  experiment, and the corresponding parameter values are 
( 0,0.25,0.5,0.75,1)δ =  and 0( 0.85,0.8875,0.925,0.9625,1)γ =  respectively. Thus, the 
flux ratio pattern in Figure 2.12a gradually changes from the zero-slope baseline 
experiment ( 0.85)γ =  to the one realized in the turbulent model ( )Rργ = . In all 
experiments, however, the double-diffusive mixing parameterization (2.12), (2.13) is 
retained; the corresponding ( )SK Rρ  pattern is shown in Figure 2.12b. 
As previously (e.g., Figure 2.11), this analysis is focused on the properties of *avw
—the isopycnal-averaged diapycnal velocity calculated for each simulation along the 
density surface avρ ρ= —and these results are summarized in Figure 2.13. The diapycnal 
velocity for the 0δ =  case is very weak * 9 1( 10 )w ms− −−  and negative. However, as δ  
increases and the flux ratio becomes less and less uniform, *avw  monotonically increases. 
Finally, for 1δ = , which corresponds to the turbulent flux ratio model ( )Rργ = , the 
average diapycnal velocity increases to * 8 15 10avw ms
− −≈ ⋅ . Diapycnal velocities in this 
case become comparable to those realized in the fully turbulent model (Figure 2.9b). The 
pattern of * ( )avw δ  in Figure 2.13 can be reasonably well described as a linear relation and 
is broadly consistent with the one-dimensional theoretical model developed in Section C 
(see Figure 2.4). Thus, the range of diapycnal velocities realized in these three-
dimensional double-diffusive simulations with weakly varying flux ratio is of the same 
order of magnitude as (2.39), supporting the theoretical framework previously 
constructed. 
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E. THEORETICAL MODEL OF DOUBLE-DIFFUSIVE INSULATION 
The foregoing numerical simulations indicate that the double-diffusive insulation 
occurs over most of the thermocline and it is not limited to Munk’s regions characterized 
by the vertical advective-diffusive balance. Therefore, the next step represents an attempt 
to rationalize this phenomenon without relying on the highly restrictive one-dimensional 
assumption used in Sections B and C. Over much of the main thermocline, small-scale 
mixing constitutes a numerically small component of the full advective-diffusive balance 
of temperature and salinity. Yet, this component is responsible for diabatic water-mass 
transformation and, ultimately, for the selection of diapycnal velocity. Diabatic dynamics 
can be brought to the fore and analyzed theoretically using a procedure analogous to the 
one used by Rhines and Young (1982), albeit in a very different context. 
Consider a zero-order steady state of the ocean in the absence of mixing. This 
state is characterized by exact conservation of temperature, salinity, density and potential 
vorticity. This ideal basic state is slightly perturbed by including weak diapycnal fluxes 
of heat and salt in the advection-diffusion equations of motion. It is assumed that the 
perturbation results in only slight (first order) modification of the corresponding ideal 
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and wρ  is given in (2.47). Figure 2.14 represents the 
typical circulation pattern in the subtropical ocean on an arbitrarily chosen isopycnal 
surface 0ρ ρ= . On this surface, we select a closed temperature contour 0( )T T= . Since 
temperature, salinity and density are assumed to be uniquely related through the linear 
equation of state, it follows that salinity is also constant along the chosen contours 
0( )S S= . These contours closely follow the corresponding streamlines of the ideal basic 
state on which 0 0 0( , , )T S ρ  are conserved exactly. 
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The major simplification here is achieved by elimination of the zero order advective 
terms. Combining (2.52) with the double-diffusive parameterization (2.8), we arrive at 
 * 0  0
T Sw dt
z z
α γ β∂ ∂ − = ∂ ∂ ∫ . (2.53) 
The next step is the change of the integration variable from time (t) to the length 
coordinate measured along the contours (l), which reduces (2.53) to 
 * 0  0vh
T S dlw
z z
α γ β∂ ∂ − = ∂ ∂ ∫   (2.54) 
where vh
  is the absolute value of horizontal velocity. The mid-latitude circulation 
patterns (e.g., Figure 2.14) consist of two distinct regions: relatively slow geostrophic 
interior int( )xL x L< <  and swift western boundary currents int(0 )x L< < . The inspection 
of (2.54) indicates that even if a streamline passes through both regions (Figure 2.14), the 
dominant contribution to (2.54) comes from the interior geostrophic region, where vh
  is 
much less (by a factor / 1x WBCL L >> ) than the velocity in the boundary current. 
Neglecting the small contribution from the region of western intensification allows us to 
focus exclusively on geostrophic dynamics and express the horizontal velocity 




















where M is the Montgomery potential. The system (2.55) indicates that the contours of 
integration in (2.54) at the leading order coincide with the isopleths of M. Another 
simplification brought by geostrophic approximation is that the Ertel potential vorticity in 








where C is any conservative tracer. Recall that the perturbed solution is assumed to be 
only slightly different from its adiabatic counterpart, which conserves temperature, 
salinity, and potential vorticity in the Lagrangian sense. Thus, we conclude that at the 
leading order a) potential vorticity q is conserved along the contours of integration and b) 
the tracer C can be represented by any combination of temperature and salinity. Given the 
structure of the line integral (2.54), we expect significant simplifications to occur for  
 0C T Sα γ β= − . (2.57) 
Since potential vorticity is approximately uniform along each streamline, we divide 








=∫  . (2.58) 
Here, the notation “int” is used to emphasize that the integration is carried out only over 






∇∫ . (2.59) 
The final step is the transition from the line integrals to the area integrals over the regions 









=∫∫ . (2.60) 
Equation (2.60) shows that there could be no net diapycnal transport across broad 
regions on the isopycnal surfaces laterally bounded by closed streamlines, which 
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confirms and rationalizes the double-diffusive insulation effect discussed and numerically 
modeled in Section D. The foregoing arguments are certainly not relevant for the 
turbulent ocean. In this case, the flux laws do not satisfy (2.8) and therefore (2.53)—and 
all that follows—does not apply. Hence, no analogous constraints on diapycnal velocity 
are expected to arise in purely turbulent systems. 
F. SUMMARY AND CONCLUSIONS 
In the classical view of thermohaline circulation (Munk 1966), small-scale 
diapycnal mixing is assigned a role in the driving force of MOC. It is commonly assumed 
that the increase in diapycnal diffusion of temperature and salinity necessarily amplifies 
the diabatic component of overturning (e.g., Bryan 1987). This notion has profoundly 
affected the evolution of physical oceanography. It motivated development of the 
extensive small-scale mixing research program, largely aimed at quantification of the 
average diapycnal diffusivity in the ocean (Munk and Wunsch 1998, Wunsch and Ferrari 
2004). This study presents a peculiar counter-example of this tendency by showing that 
mixing can have an adverse impact on overturning. Using a suite of basin-scale 
simulations and theoretical models, it is demonstrated that the inclusion of double-
diffusive mixing of temperature and salinity—a fairly common small-scale process in the 
ocean—can place rather severe constraints on the magnitude of vertical diapycnal 
velocity. In the extreme case when vertical mixing is dominated by double-diffusion, the 
diapycnal transport is almost negligible. Simulations indicate that these constraints are 
realized both locally and in the isopycnal-average sense. Typical values of diapycnal 
velocity * 9 1( ~ 5 10 )w ms− −⋅  are less, by at least an order of magnitude, than *w  driven by 
mechanically generated turbulence with comparable T-S diffusivities. In essence, double-
diffusion acts to “seal” the thermocline by preventing the leakage of seawater (both 
upward and downward) across the isopycnal surfaces on which double-diffusion is a 
dominant mixing process. 
The ability of double-diffusion to constrain diapycnal transport is contrasted with 
the properties of mechanically generated turbulence. The latter is characterized by equal 
diffusivities of temperature and salinity and offers no restrictions on diapycnal velocity. 
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When both double-diffusion and turbulence are present, the constraints on *w  loosen 
(tighten) with the increase (decrease) of the fraction of the overall mixing attributed to 
turbulence. When the contributions to mixing from double-diffusion and turbulence are 
comparable—the regime that is perhaps realized in the central Atlantic thermocline (St. 
Laurent and Schmitt 1999)—the maximum diapycnal velocity is on the order of 
7 1~ 10 ms− − . This value is comparable to current estimates of diapycnal velocity, which 
raises an intriguing possibility that diapycnal transport could be controlled by constraints 
on *w  imposed by double-diffusion. This suggestion is distinct from the ideas expressed 
by mainstream models of thermohaline circulation (e.g., Welander 1971) in which the T-
S advective-diffusive dynamics constitute only a part of the problem. Ultimately, 
diapycnal velocity is selected by invoking three-dimensional large-scale balances 
involving both momentum and density. It should be realized, however, that the latter 
proposition is based on mixing models with uniform and equal vertical diffusivity 
( )T SK K const= = . The examples in this study indicate that such models may not capture 
all the relevant dynamics and therefore caution is urged in conceptualizing the 
thermohaline circulation based on oversimplified mixing parameterizations. 
Of course, there are a number of uncertainties in the presented model, particularly 
with regard to its ability to incorporate all relevant dynamics of the oceanic circulation. 
For instance, it is not clear how resilient the double-diffusive insulating blanket is in the 
presence of active mesoscale variability, which can also impact the diapycnal transport 
(Radko and Marshall, 2004). The processes discussed in this study could be affected by 
the nonlinearities of the equation of state (e.g., McDougall 1987). Thus, the quantitative 
accuracy of double-diffusive insulation theory is readily questioned. However, the 
differences in the way double-diffusion and turbulence affect diapycnal transport 
identified here are suggestive and are likely to be realized in the ocean. In this regard, it 
should be mentioned that GCM-based studies, which take into account double-diffusion 
(Gargett and Holloway 1992, Zhang et al. 1998, Merryfield et al. 1999), report systematic 
reduction in the strength of meridional overturning. Although the extent of this reduction 
varies considerably between models, it is possible that these results can be attributed to 
the double-diffusive insulation effect. Finally, it should be mentioned that while the 
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results of this study are based on particular parameterizations of double-diffusive mixing, 
which require further refinements and testing, additional experiments (not shown) 
indicate that the model results are not overly sensitive to the assumed relations for 




III. THE ROLE OF DOUBLE-DIFFUSION IN THE ONSET AND 
MAINTENANCE OF CONVECTION DURING WEDDELL SEA 
POLYNYA AND SEA ICE THINNING EVENTS 
A. INTRODUCTION 
The Weddell Sea Polynya was a large expanse of open water surrounded by sea 
ice that appeared in three consecutive austral winters from 1974 to 1976 in the Weddell 
Sea bordering Antarctica. No persistent polynyas of this magnitude have occurred in the 
same area since the 1970s, making it one of the more mysterious and interesting 
phenomena in high-latitude oceanography. Marginal water column stability in the 
Weddell Sea during winter leads to conditions favorable to diffusive convection, a form 
of double-diffusion prevalent in high-latitude regions. The role that diffusive convection 
plays in polynya formation and the onset of deep convection in this region is not fully 
understood. Polynyas affect global climate in two important ways. First, significant areas 
of open sea in otherwise ice-covered regions enable large amounts of sea-to-air heat flux 
to modify atmospheric conditions, affecting short-term weather. Second, this surface heat 
loss to the atmosphere substantially cools the near-surface ocean, increasing its density, 
and initiating convection. This ventilation process significantly affects the properties of 
the World Ocean’s deep water and has long-term effects on the world’s climate, so the 
importance of understanding polynya formation in the Weddell Sea cannot be 
understated. Apart from the natural desire to explain an anomaly, research into the 
preconditioning, onset, maintenance, and subsequent disappearance of the Weddell Sea 
Polynya can offer useful insights into the annual heat budget, nature of the cyclical ice 
cover and deep water formation in the region. 
Many theories have been offered to explain the mechanisms of formation and 
maintenance of the Weddell Sea Polynya (hereafter WP). Gordon (1978) hypothesized 
that divergence caused by Ekman transport at the center of the Weddell Gyre led to 
increased sea ice production and, with its attendant brine rejection, densified the surface 
mixed layer. This process along with the upward heat flux associated with this vertical 
instability of the surface water could account for the onset and maintenance of the WP. 
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Carsey (1980) first detailed the seasonal behavior of the WP using satellite observations 
and ruled out formation mechanisms acting in isolation (such as wind-driven ice 
divergence and dynamic effects near Maud Rise enhancing upward heat flux from depth). 
Carsey suggested the WP was caused by Weddell Gyre eddies, consisting of water 
preconditioned in temperature and salinity profiles to respond to surface cooling by 
convection, interacting with other mechanisms. Martinson et al. (1981) offered a two-
level convective model to simulate the life cycle of the WP and found vertical convection 
due to salt rejection into a preconditioned upper level with a shallow pycnocline could 
explain the appearance and maintenance of this feature. Its irregularity in occurrence was 
attributed to sensitivity in profile temperature and salinity and variability in freshwater 
input. Gordon (1981) speculated that either anomalously low precipitation or greater than 
normal brine rejection could have contributed to densification of surface water leading to 
increased vertical instability and convection, causing the Weddell Polynya’s anomalous 
appearance in the mid-1970s. Gordon and Huber (1984) postulated that warm Weddell 
Deep Water advected into the deep ocean west of Maud Rise would eventually enter 
surface water through entrainment, decreasing pycnocline stability by increasing near-
surface salinity, thus leading to a greater likelihood of convective events able to initiate 
open ocean polynyas. 
Single-year polynya events along with periods of low ice concentration have been 
observed since the 1970s (Comiso and Gordon 1987, Drinkwater 1996, and Lindsay et al. 
2004 and others), but there have been no multi-year, persistent events since the first 
microwave satellite observations. Comiso and Gordon (1987) attribute this subsequent 
lack of seasonal polynyas to a cessation of open water convection due to increased 
freshwater flux in the form of wind-induced sea ice advection into, followed by melting 
within, the polynya formation area. 
Martinson (1990) used an analytical model to detail the complex interaction 
between heat flux and freshwater external forcing, density ratio, pycnocline depth and 
strength in relation to sea ice growth and winter sea ice thicknesses in the Southern 
Ocean. This study indicated that the stability of the water column is maintained by a 
system of negative feedbacks in the form of diffusive and entrainment heat fluxes. 
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Diffusive flux across the thin pycnocline is large due to its strong thermal gradient. This 
large flux limits significant sea ice growth, which would destabilize the water column 
through brine rejection. Entrainment flux further mitigates sea ice growth by providing an 
additional upward heat flux that is proportional to surface buoyancy loss. In this way, 
entrainment flux acts in concert with diffusive flux and both serve as negative feedback 
moderating ice growth. This effect is known as the “thermal barrier.”  
Equally important to understanding how the thermal barrier regulates sea ice 
thickness is understanding the mechanisms that can lead to its breakdown. Martinson 
(1990) details four parameters critical to maintaining the delicate balance of the thermal 
barrier: (i) the depth of the pycnocline, (ii) the ratio of heat to salt through the pycnocline, 
(iii) the strength of the pycnocline, and (iv) the magnitudes of external forcing in the form 
of heat loss to the atmosphere and freshwater input. Given these four critical parameters, 
a breakdown of the thermal barrier could naturally involve four factors. First, a shallower 
pycnocline would concentrate equal magnitudes of external forcing into a smaller 
volume, which would lead to larger buoyancy loss. Second, either a reduction of heat flux 
or an increase of salt flux in the pycnocline would reduce the stabilizing effects of heat 
flux in relation to the destabilizing salt flux. Third, the definition of destabilization can be 
thought of as the reduction of the density gradient across the pycnocline, so weakening 
the strength of the pycnocline would be a direct way to disrupt the thermal barrier 
feedback mechanisms. Finally, increasing heat flux to the atmosphere would stimulate 
further sea ice growth and brine rejection, which would destabilize the system (the 
present study concentrates on this mechanism exclusively). It is worth mentioning that 
the findings of Martinson (1990) are corroborated by the descriptive analysis provided by 
Gordon and Huber (1990).  
Timmermann et al. (1999) concluded that multi-year appearances of the WP can 
occur from the positive feedback effects of the polynya on the lower atmosphere above it. 
Increased open ocean vertical heat flux induces a persistent low pressure area centered 
over the polynya itself with this area subject to divergent sea ice drift and a further 
increase of air-ocean heat flux due to Ekman pumping. Timescales of vertical motion and 
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diffusion allow a winter-time increase of near-surface salinity to persist until the 
following winter, preconditioning the column for a further appearance of the polynya. 
McPhee et al. (1999) showed through an analysis of ANZFLUX data that winter 
ice cover in the vicinity of Maud Rise acts as a thermal “flywheel” maintaining constant 
heat flux to the atmosphere in conditions of varying heat flux below the mixed layer, 
evidenced by cycles of alternating sea ice bottom growth and melt. This mechanism relies 
on the interplay between heat loss to the atmosphere, interior oceanic heat flux, and sea 
ice growth. As oceanic heat flux increases, sea ice experiences bottom melting. As sea ice 
thickness diminishes from bottom melt, heat flux to the atmosphere increases. This 
increase in cooling halts sea ice bottom melt and can possibly lead to sea ice growth. 
Conversely, if oceanic heat flux decreases, sea ice thickens due to bottom freezing, heat 
loss to the atmosphere is diminished, and eventually sea ice growth is checked. This 
negative feedback can maintain a near-constant heat loss to the atmosphere despite large 
changes in oceanic heat flux. Thus, the thermal barrier of Martinson (1990) and the 
thermal flywheel of McPhee et al. (1999) complement each other as both mechanisms 
work to maintain constant sea ice thicknesses in the region. 
Holland (2001) attributed the formation of the WP to purely dynamic causes, 
ruling out thermodynamic reasons for its formation, but acknowledged these mechanisms 
may have a role in its maintenance. Muench et al. (2001) detailed the warm pool, warm 
halo, and Taylor column features that extend the effects of Maud Rise bathymetry over a 
region twice as large as that of the area directly above the seamount. De Steur et al. 
(2007) modeled the region using both idealized and realistic topography and showed that 
the dynamics of a warm water “halo” surrounding the Maud Rise seamount could be 
responsible for preconditioning the area for polynya events like the ones observed in the 
mid-1970s. 
More recently, Shaw and Stanton (2014) investigated the dependence of 
pycnocline diffusivity on the Froude number and density ratio generated by double 
diffusion and diapycnal cabbeling in this region. They found that diffusive heat flux 
across the pycnocline limits winter ice formation and subsequent densification at the 
surface and this could explain the consistently thin ice cover detailed in previous studies. 
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Flanagan et al. (2014) followed this with direct numerical simulation (DNS) modeling of 
the same region, examining the interaction of diffusive convection and shear. The 
Flanagan et al. model produces results corroborating the findings in Shaw and Stanton 
(2014) without the inclusion of cabbeling effects, indicating that the observations can be 
explained adequately by double-diffusion. 
Even with this extensive array of previous works, there has been no 
comprehensive numerical modeling study of the possible role of double-diffusion in the 
onset and maintenance of convection during polynya and sea ice thinning events in the 
vicinity of Maud Rise in the eastern Weddell Sea. A simple thought experiment illustrates 
why it is reasonable to believe that double-diffusion could have a profound impact on this 
process and provides the overall impetus for this investigation.  
The diffusive flux ratio ( *)γ  in regions experiencing diffusive convection is 








=  (3.1) 
and represents the ratio of the haline contribution to density flux to the thermal 
contribution. In conditions dominated by turbulence, * 1γ > . This indicates that the haline 
contribution to density flux is greater than the thermal contribution, resulting in a positive 
density flux overall, leading to decreased static stability of the water column (Figure 3.1). 
However, when the water column temperature and salinity profiles produce conditions 
favorable for diffusive convection, * 1γ < . In this case, the thermal contribution to 
density flux is greater than the haline contribution. The sum of these two contributions 
results in a negative density flux overall, leading to increased stability of the water 
column (Figure 3.2). This ability of diffusive convection, so common in high-latitude 
regions, to transport heat upward while acting to increase static stability of the water 
column gives us a compelling reason to expect double-diffusion to promote sea ice 
thinning and polynya formation even while delaying the onset of convection in the 
Weddell Sea and is the subject of this study. 
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Further understanding of this region of marginal water column stability is 
desirable since double-diffusion could play a larger role than previously thought in the 
regional heat budget, the nature of seasonal ice cover, and the determination of water 
mass characteristics that affect deep water formation and ventilation. The eastern 
Weddell Sea in the vicinity of Maud Rise provides the ideal setting to investigate this 
intriguing possibility, made all the more fitting by its history of multi-year polynya 
events. This study aims to expand the already substantial body of knowledge concerning 
this region by investigating how double-diffusion, in its diffusive convection form, 
affects the onset and maintenance of convection during multi-year polynya and persistent 
sea ice thinning events in the region. To this end, a series of simulations using a 
numerical, multi-scale, MPI-based general circulation model was used. A model 
containing an idealized bathymetry featuring a seamount representative of Maud Rise 
along with open edge boundaries forms the basis of the investigation. 
B. HIGH RESOLUTION NUMERICAL MODELING 
Since the densification of surface water is thought to be an important factor in 
initiating turbulent convection in the vicinity of Maud Rise (Martinson et al. 1981, 
Gordon 1982 and others), a surface forcing prescribed to achieve this effect was included. 
Several potential choices of forcing were explored and an attempt was made to strike a 
workable balance between a mechanism that was simple and yet also observationally 
relevant. The robust nature of the negative feedback mechanisms of the thermal barrier 
(Martinson 1990) and the thermal flywheel (McPhee et al. 1999) in mitigating large 
variations in surface and subsurface heat fluxes while maintaining near-constant sea ice 
thicknesses made the use of surface heat flux forcing as the primary densification 
mechanism the most attractive option. This leaves the strength and depth of the 
pycnocline dependent on model physics only and allows the model’s turbulent and 
double-diffusive mixing parameterizations to control heat and salt fluxes. Thus, only one 
of the critical parameters discussed in Martinson (1990) would need to be varied during 
each model run. This choice of surface heat flux forcing as the primary densification 
mechanism is also supported by the observations and analysis in McPhee et al. (1999). 
By prescribing surface heat flux, the thermal flywheel negative feedback is simulated. 
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Heat and salt fluxes across the pycnocline are free to vary as model physics demands, 
while surface heat flux remains as prescribed. 
Given these two justifications, surface heat flux forcing was chosen as the main 
variable to achieve surface densification through sea ice growth and brine rejection. This 
was supplemented by a constant rate of precipitation in the form of snow to maintain 
observed thicknesses for insulation of sea ice (and as a possible restoring force for open 
ocean areas). It was hoped that the thermal barrier and thermal flywheel effects would 
make the model sufficiently robust in the face of large changes in both magnitude and 
variability of surface heat fluxes, allowing for a wide variety of surface heat flux forcing 
conditions to be investigated. 
1. Base Model Formulation 
High resolution numerical modeling of the eastern Weddell Sea in the vicinity of 
Maud Rise was conducted using the MIT General Circulation Model (MITgcm) as 
detailed in Marshall et al. (1997a, b). This model solves the incompressible Boussinesq 
equations of motion with the nonlinear equation of state given in McDougall et al. 
(2003). Model geometry consisted of a volume comprising 320 grid points in the zonal 
and 256 grid points in the meridional directions, 31 grid points in the vertical, in a 
spherical-polar coordinate system. The overall model domain was further subdivided into 
a “domain of interest” consisting of 148 grid points in the zonal and 128 grid points in the 
meridional directions (Figure 3.3). The remaining volume of the larger domain was used 
to minimize open boundary edge effects, ensure that overall background flow remained 
consistent throughout each model run, and prevent in-flow advection from dominating 
conditions in the smaller domain. 
In the domain of interest, model resolution was 0.1° in the horizontal directions 
with meridional spacing equal to ~11 km and zonal spacing varying from ~4 km at the 
southern boundary to ~6 km at the northern boundary, framing a horizontal area 
representing 59° S to 71° S and 6° W to 8° E. Vertical layer thicknesses for the upper 
four layers were 4, 6, 8, and 10m with seven layers equal to 12m below these. The 
thickness of each successive, deeper layer was ~125% of the height of the layer preceding 
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it for a total mean depth of 5500m . This layer thickness scheme provided increased 
granularity in the high-gradient near-surface levels of interest while avoiding an 
excessive number of levels at the deeper, lower-gradient depths, thus reducing 
computational cost. An idealized, Gaussian seamount was used to represent Maud Rise. It 
was centered at ( , y) (189,112)x = , representing 65° S, 2.5° E with a radius of 28 grid 
points at the 5000m  isobath, rising to a peak at depth 2000m . The ocean bottom was 
further altered by randomizing the bathymetry at each grid point within a range of 
200m± , smoothed over three grid points. The bathymetry and seamount are depicted in 
Figure 3.4. 
The model was initialized with values based on idealized austral winter 
climatology typical to the region investigated. Vertical profiles of initial temperature, 
salinity, and potential density anomaly are shown in Figure 3.5. Mean surface salinity 
was 34.4 psu  and mean surface temperature was 1.89 C− ° . Initial mixed layer depth was 
set at 76m . Below the mixed layer, salinity and temperature increased with depth to 
values of 34.7 psu and 0.65 C°  at 200m  to yield an initial density ratio *( )Rρ  range of 
1.6 to 2.8 throughout the column. Gradual smoothing of the salinity and temperature 
profiles from 200m downward provided a transition into the lower, stable region of the 
model that begins at a depth of 500m . Density ratios in this intermediate region ranged 
from 1.6 to 2.5. Thus, the upper 20 levels of the model were dominated by conditions 
commonly found in high-latitude regions marked by negative gradients of both salinity 
and temperature where diffusive convection prevails. 
Dynamic and thermohaline forcing was provided by zonally constant, 
meridionally varying wind stress, time-dependent surface heat flux, and constant 
freshwater flux in the form of snow precipitation. Winds were based on idealized 
climatology for the region and are constant through the model run (Figure 3.6). Air 
temperature was set at 10 C− ° . The model was initialized with and maintained a constant 
10.05 ms−−  zonal barotropic flow (negative value indicating westward flow). A 
baroclinic flow of 10.01 ms−−  was induced by maintaining a north-south salinity gradient. 
Net surface heat flux was prescribed under four general schemes: a constant net surface 
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heat flux, a high-slope, gradual linear increase as the model integrated forward, a low-
slope gradual linear increase in time, and a periodic, cyclical net surface heat flux 
representing idealized annual variation. More specific details on surface heat flux forcing 
appear in the next section. Snow precipitation was 10 15 10 ms− −⋅  throughout each run and 
constituted the sole freshwater input. 
The open boundaries of the model were prescribed to initial values for 
temperature, salinity, zonal velocity, sea ice concentration, and sea ice thickness and 
remain constant throughout each model run. An exponentially decaying relaxation of 
these same conditions alleviated model irregularities near the open boundaries and had no 
significant effect on the interior region of interest. Flow enters the open boundary at the 
east and exits the model domain through the open boundary to the west. The Gaussian 
seamount representing Maud Rise was placed an adequate distance away from the eastern 
boundary to prevent the advection of prescribed tracer values from dominating the 
domain of interest. This distance is sufficient to allow surface heat flux forcing to bring 
the model into an equilibrated state prior to flow entering the domain of interest (and 
impinging on the seamount). In this way, the model can employ prescribed open 
boundaries, a regional flow, and surface forcing in such a way that phenomena of interest 
are free to develop in the time-domain as a natural consequence of ocean physics and 
changes in the parameters being investigated. 
The nonlocal K-Profile Parameterization (KPP) scheme of Large et al. (1994) was 
used to model boundary layer and internal vertical mixing processes, including double-
diffusion. In this formulation, interior mixing is governed by shear instability, internal 
wave activity, and double-diffusion (when employed). A boundary layer depth is 
determined for each grid point by comparing the bulk Richardson number with the 
critical value of 0.3. Mixing is enhanced in this boundary layer and the boundary/interior 
layer profiles are matched at the boundary allowing boundary layer properties to 
penetrate into the interior layer and vice versa. Furthermore, a non-local term that is 
independent of vertical gradients enhances mixing under conditions of water column 
instability. The KPP scheme has been compared to observations (Large et al. 1997) and is 
used in many ocean models. 
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All models used free drift sea ice dynamics and the “zero-layer” thermodynamics 
of Semtner (1976) with a lead-closing parameter (Hibler 1979) of 0.1m instead of the 
model default of 0.5m (in light of Smedsrud and Martin 2015). Surface heat flux is 
computed following Parkinson and Washington (1979) and Manabe et al. (1979). 
2. Specific Model Formulations 
Variations in model heat flux forcing at the surface boundary and vertical mixing 
schemes characterize the main differences in the models used in this study. These 
differences can be organized as a taxonomy of model types following a classification 
along three axes. First, models were constructed with either “fixed” or “free” surface heat 
flux forcing. Models with fixed surface heat flux forcing had heat flux to the atmosphere 
completely prescribed, with no allowance for variations in heat flux at the air-ocean or 
air-ice interface outside those prescribed. Models with free surface heat flux forcing, on 
the other hand, were forced as in the fixed cases with a prescribed surface heat flux 
across the interface, but also included physics that applied latent and sensible heat fluxes 
as well as a net longwave heat flux that freely varied as surface conditions warranted. 
Shortwave heat flux was not included in the “free” formulation due to its primary role as 
an inducer of negative density flux at the surface. As such, shortwave radiation would 
have opposed the cooling of the surface levels, acting against the overall scheme of using 
surface heat fluxes as the primary densification mechanism in the model. The “free” 
models allowed for differences in surface heat fluxes to the atmosphere as sea ice 
conditions varied. Each component of surface heat flux forcing is given below. 
Sensible heat fluxes are given by 
 ( )sh D p air air surfQ C c U T Tρ= −  (3.2) 
where 31.75 10DC
−= ⋅  is the heat transfer coefficient for “free” models ( 0DC =  for 
“fixed” models), 1 11004pc J kg K
− −=  is the specific heat of air, 31.3air kg mρ
−=  is the air 
density, U  is wind speed at the sea surface 1( )m s− , and the difference in atmospheric 
and sea surface temperature ( )K  appears last.  
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Similarly, latent heat flux is  
 ( )lh D l air air surfQ C h U q qρ= − , (3.3) 
with 6 12.5 10lh J kg
−= ⋅  is the latent heat of evaporation and the difference in 
atmospheric humidity and specific humidity at the surface 1( )kg kg −  appearing last.  
Net longwave heat flux for each model is  
 4lw pr f surfQ Q c Tεs= +  (3.4) 
with prQ  the prescribed longwave flux 
2( )Wm−  , ε  the surface emissivity, s  the Stefan-
Boltzmann constant 8 -2 -4(5.67 10 )Wm K−⋅  , and 4surfT  the surface temperature to the fourth 
power. The variable fc  controls net longwave flux over that prescribed. In the “fixed” 
models fc  is zero and in the “free” models 0.03fc = . In the “free” models, a net 3% of 
the outgoing longwave radiation is added to the longwave radiation that is prescribed. Or, 
put another way, back radiation equals 97% of calculated outgoing longwave flux in the 
“free” models. The terms “fixed” and “free” are used to differentiate the surface heat flux 
forcing in these model types from the next series of parameter choices that follow. 
All models included a prescribed surface heat flux in the form of longwave 
radiation. The exact type of prescription forms the second classification in our model 
taxonomy. Four types of surface heat flux forcing were used, based on how this forcing 
varied in the time domain: steady; high-slope, linearly increasing; low-slope, linearly 
increasing; and seasonal. The first three were forced with outgoing longwave radiation 
while the seasonal types were forced with heat flux that oscillated between heating and 
cooling the ocean surface. Models with “steady” forcing saw no change in initial surface 
heat flux forcing with time. This model type can be thought of as “zero-slope” since 
surface heat flux forcing remained steady throughout each run. High-slope, linearly 
increasing models started with an initial surface cooling with the magnitude of outgoing 
longwave flux linearly increasing with time. High-slope, linearly increasing models were 
divided into two subtypes, those that started with sea ice covering the model domain and 
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those without. The low-slope, linearly increasing models were initialized and run as the 
steady models until a predetermined point in time. After this time, surface heat flux 
forcing was increased linearly with time, but at a slower rate as compared to the high-
slope models. These low-slope, linearly increasing models were developed after 
analyzing initial steady and high-slope runs and the rationale behind their inclusion in 
this study will be discussed in more detail below. Seasonal model surface heat flux 
forcing varied during each model year according to idealized monthly values. Two 
subtypes of seasonal models were employed, one in which the time-integral of net surface 
heat flux remained constant during each year and another that experienced a linear 
increase in the time-integral as the model integrated forward. In all cases, the surface of 
the entire domain was uniformly forced by the prescribed heat flux at any given time. 
The third main set of differences between models, and perhaps the most important 
for our study, involves the presence or absence of both turbulent diffusivity and double-
diffusive mixing. Given these two dichotomies, four types of models naturally suggested 
themselves: (1) no turbulent diffusivity and no double-diffusion, (2) no turbulent 
diffusivity with double-diffusion, (3) non-zero turbulent diffusivity without double-
diffusion, and (4) non-zero turbulent diffusivity with double-diffusion. The first case is 
hardly interesting and would yield no useful information for this investigation, so it was 
not considered. The remaining cases offered three distinct environments for vertical 
mixing. The first is a purely double-diffusive regime while the second is a purely 
turbulent one. These two choices represent idealized cases in which differences between 
the two could, perhaps, be brought into stark contrast. The third, hybrid, case more 
closely models the region studied and promised to be the most illustrative (even if 
possibly producing more ambiguous or subtle results). In the end, all three cases were 
used, with the results of the first two cases framing those of the last. 
These model differences in overall surface heat flux forcing formulation, time-
dependent surface heat flux variation, and vertical mixing parameterization, including the 
subtypes mentioned above, define the 45 distinct models used in this study. All specific 
model formulations are numbered and these designations are summarized in Table 3.1. In 
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addition, a letter following each numbered model designation denotes which of the three 
turbulent/double-diffusive cases was used for that model. 
C. MODEL RESULTS AND OBSERVATIONS 
What follows is a systematic description of model results. First, the model 
characteristics common to all runs are detailed. After this, each model type is explored, 
steady, high-slope, low-slope, and seasonal. Within each section covering type, results 
will be compared between fixed and free runs and between runs varying in 
turbulent/double-diffusive parameterization. 
1. General Model Characteristics at Steady State 
A base model of this area must approximate conditions of the eastern Weddell 
Sea in the vicinity of Maud Rise as closely as possible if useful information is to be 
gained. Marginal water column stability is a prevalent, defining feature of the region. The 
model also needs to represent the basic elements of the thermal barrier processes 
(Martinson 1990), which maintain thin ice conditions over a range of internal and surface 
forcing. Characteristics common to all models in the series form the dynamic and 
thermodynamic basis upon which variables in model ocean physics can be explored. 
General model characteristics must conform to these observed conditions, even if a full 
simulation is not used. In this way, a high-resolution model of intermediate complexity 
can yield insights without having the peculiarities of the region overwhelm the key 
processes being investigated. 
To provide examples of general model characteristics, Model 24A will be used. 
This model has free, steady surface cooling and zero turbulent diffusivity with double-
diffusive mixing parameterization included (Table 3.1 lists all models with keyword 
designations). The particular choice of model is not important as the characteristics 
covered in this section are exhibited by all other models as well. 
After initialization, the model reaches tracer and momentum equilibrium quickly, 
as shown in Figure 3.7 and Figure 3.8. For these plots, a location near the seamount was 
avoided as this location is extremely dynamic and would not be representative of the 
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overall ambient conditions found elsewhere. The time-progression of tracer and 
momentum values in areas of near-constant bathymetry are better indicators that the 
model has equilibrated. For this reason, equilibrium model diagnostics at each year of the 
model run were based on mean values that were located well away from the seamount.  
Although the entire domain is forced with a zonal, westward flow, the current 
pattern develops meridional components near the seamount. Figure 3.9 illustrates surface 
currents at year 10 of Model 24A. Velocities north of the seamount peak at values of up 
to 10.2 ms− , three times the mean velocity of surface current (as predicted by Chapman 
and Haidvogel 1992). Magnitudes of velocities to the south are higher as well, reaching 
approximately double the domain mean. Magnitudes of velocity approach zero directly 
over the seamount; this feature represents the Taylor cap that persists over Maud Rise 
(Muench et al. 2001, McPhee et al. 2006, De Steur et al. 2007, Shaw and Stanton 2014). 
Relative vorticity due to both curvature and shear of the surface current field further 
highlights the area of the seamount (Figure 3.10). Finally, a meridional cross-section of 
zonal velocity (Figure 3.11) shows that these surface features are also represented at all 
depths. 
Representative cross-sections of salinity, potential temperature, and potential 
density along the same meridian at year 10 of Model 24A are depicted in Figure 3.12, 
Figure 3.13, and Figure 3.14, respectively. These figures illustrate some important 
qualitative similarities in all models but are not meant to infer that these particular values 
or specific features appear across every model run. It can be seen that the halocline, 
thermocline, and pycnocline are very well-defined, with strong gradients, outside of the 
vicinity of the seamount. Salinity, temperature, and potential density values in these 
locations illustrate the “Ambient” conditions discussed in Shaw and Stanton (2014). 
Conditions over the seamount are more in keeping with “Halo” or Taylor cap conditions 
(De Steur et al. 2007, Shaw and Stanton 2014). Figure 3.15 displays three potential 
density profiles, one well south of the seamount, another directly over the peak, and a 
third between these two. Differences in potential density across the pycnocline vary from 
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approximately 30.03 kg m−  directly over the seamount to 30.1 kg m−  in waters 
representing Ambient conditions.  
But why this is so? The early years of model integration are marked by a cooling-
induced increase of sea ice concentration and thickness throughout the domain with 
corresponding brine rejection. Background flow is unimpeded in the Ambient region of 
the domain, enhanced north of the seamount, and brought to a near-standstill over the 
seamount (Figure 3.9 and Figure 3.11). With these conditions, we would expect salinity 
to increase at a rate faster than the increases in the Ambient region (while salinities would 
be less north of the seamount). Figure 3.16 illustrates surface salinity for Model 24A at 
year 10 and shows this to be the case. Higher salinities above the seamount produce 
higher densities with a correspondingly weaker pycnocline above the representation of 
Maud Rise. Thus, modeled potential density differences across the pycnocline in 
Ambient and Taylor cap areas are comparable to observed values in the region (De Steur 
et al., 2007; Shaw and Stanton, 2014). 
Stability regimes classified by Turner angle (Ruddick 1983) are shown in Figure 
3.17. A meridional cross-section of Model 24A at year 10 (Figure 3.18) depicts the 
locations of these stability regimes relative to the seamount. As with the previous cross-
sections of salinity, temperature, and potential density, this plot highlights some 
qualitative observations about the model series in general. Initial temperature and salinity 
profiles produce a mixed layer to 76m , an upper region of diffusive convection, and a 
lower region of stability with an interface at approximately 500m . As each model 
integrates forward, the volume above the seamount and downstream from it experiences 
more dynamic changes in stability when compared to other areas in the domain with 
near-constant seafloor depth. As can be seen in this figure, a volume of marginal stability 
has developed above the seamount. 
Models in the series equilibrate quickly, settle into expected current patterns, and 
exhibit observed variations in salinity, temperature, and potential density gradient by 
region. These characteristics are common to all models and provide the foundation upon 
which a systematic exploration of the effects of double-diffusive mixing on column 
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stability and sea ice cover in the vicinity of Maud Rise can be conducted. The following 
sections are organized by the type of surface heat flux forcing used (Table 3.1), starting 
with the basic case of a steady surface cooling, ending with the most complex—a 
seasonally varying surface heat flux with a linearly increasing time-integral of net 
cooling. 
2. Constant Surface Heat Flux Forcing 
The first cases to examine are also the simplest in terms of the time-domain 
variation in surface heat flux forcing. Models 17, 18, 24, and 25 have steady surface 
cooling with Models 17 and 18 having the “fixed” surface heat flux condition and Models 
24 and 25 having a prescribed, zero-slope cooling with sensible, latent, and net longwave 
heat flux that freely varied as conditions warranted. 
The fixed and free models will be examined in turn. 
a. Fixed Surface Heat Flux 
Time series of sea ice concentration, sea ice thickness, and the mean potential 
density at two depths are given by Figure 3.19 for Model 17A. Each times series was 
produced by taking the mean of the 121 values found within five grid points in both 
horizontal directions at (189,112) , which marks the summit of the Gaussian seamount 
representing Maud Rise (at 65 S, 2.5 E). This “summit areal mean” is used for all time-
series plots to follow. Sea ice concentrations are given as a percentage while sea ice 
thickness is in meters. Mean potential densities at 10m and approximately 1000m are 
shown as well. The difference between these mean potential densities serves as a proxy to 
determine when convection over the seamount has initiated. The criterion used to make 
the determination of convection is 
 31000 10 0.005conv kg mρ ρ ρ
−∆ = − <  (3.5) 
with the overbar notation denoting the mean described above and subscripts indicating 
the depth in meters of that particular calculation of the mean. The value of 30.005 kg m−  
was chosen as it is significantly smaller than the smallest typical potential density 
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difference across the pycnocline in this region 3(~ 0.02 )kg m− , but not so small as to 
make this determination impossible (due to intrinsic variability). Figure 3.20 compares 
this measure of convection onset time with the expected increase in temperature and salt 
diffusivities and vertical velocities for Model 25C. Similar comparisons for other models 
(not shown) indicates that our criterion correctly captures the onset of deep convection. 
Thus, the layout of Figure 3.19 allows for a quick identification of polynya formation and 
the initiation of convection over the seamount and this layout will be used when 
analyzing the models to follow. 
The fixed, steady models (17 and 18) are characterized by a rapid equilibration 
followed by near-stasis in sea ice concentration, sea ice thickness, and mean potential 
densities. Convection did not occur in the domain of interest, either over the seamount or 
elsewhere. These results are summarized in Figure 3.19 through Figure 3.23. Although 
these fixed, steady surface flux forcing models did not produce convection over the 
seamount, they were important to illustrate that an overall equilibrium could be reached 
by the model. 
However, one important and significant feature appearing in all six models of this 
series is a region of thin sea ice situated directly over the horizontal area above the 
model’s version of Maud Rise. Figure 3.24 and Figure 3.25 illustrate this feature at year 
14 for Model 18A as it is reflected in sea ice concentration and sea ice thickness, 
respectively. The Ambient area (as described in Shaw and Stanton 2014) experiences sea 
ice concentrations of greater than 85% and sea ice thicknesses of 0.4m to 0.6m. The 
Ambient area has a near-constant bathymetry with depths of 5500 200m±  (see Figure 
3.4). However, in the vicinity of the seamount, where bathymetry is varied, reduced sea 
ice concentrations and thicknesses are evident (cf., Lindsay et al. 2004, De Steur et al. 
2007, and Lindsay et al. 2008) and markedly lower when compared to the Ambient 
region. Within the Taylor cap, sea ice concentrations diminish to approximately 30–60% 
while thicknesses are only 0.01-0.07m. 
These model results may indicate that the thermal barrier feedback mechanisms in 
the Ambient region are better able to balance the densification brought on by surface 
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cooling with subsurface thermal and haline density fluxes across the pycnocline. Model 
sea ice thicknesses in the Ambient region match observations and are steady. However, in 
the Taylor cap region above the seamount there are several indicators that the thermal 
barrier effects may not be able to prevent an eventual melting of sea ice and subsequent 
onset of convection indefinitely. Temperature and salt diffusivities in the water column 
above the summit are significantly higher than those found in the Ambient region (Figure 
3.26). Low density ratios (Figure 3.27) and layers exhibiting convection (Figure 3.28) are 
further indicators. Thin sea ice above the seamount in this model could be interpreted as 
either the product of a balance distinct from that of the Ambient region or the 
foreshadowing of polynya formation. 
b. Free Surface Heat Flux 
Unlike the fixed models, the free models (24 and 25) go ice-free over the 
seamount early into each run. The onset of convection in each model, however, does not 
necessarily occur in conjunction with this event (or ever). 
The time series for Models 24 (A, B, and C) begin with Figure 3.29. As a “free” 
model, Model 24 had non-zero coefficients for sensible (3.2), latent (3.3), and net 
longwave (3.4) heat fluxes along with an additional prescribed cooling ( )prQ  in the form 
of longwave radiation at a rate of 21Wm− . Model 24A produced a polynya over the 
seamount, which persisted for the entire run. Figure 3.29 shows that the summit areal 
means of sea ice concentration and thickness went to zero by year 4. However, there was 
no onset of convection as convρ∆  settled at 
3~ 0.04 kg m−  by year 10. Similarly, Models 
24B and 24C produced ice-free areas above the seamount, but the extent and duration of 
these polynyas were sporadic. Figure 3.30 shows that the sea ice thickness varied 
between 0 to 0.01m with corresponding sea ice concentrations. Model 24A and 24B both 
have double-diffusive mixing parameterization and 30.04conv kg mρ
−∆ =  in Model 24B 
(just as in 24A). Model 24B also shows similarities to the results of Model 24C, with 
both having a non-zero turbulent diffusivity. Model 24C (Figure 3.31) first goes ice-free 
above the seamount at year 10, but has a greater occurrence of zero sea ice concentration 
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and thickness compared to 24B. The difference in potential densities at depths 10m and 
1000m, 30.035conv kg mρ
−∆ = , is slightly lower than both 24A and 24B sometimes 
going as low as 30.025 kg m− . It is interesting to note that Models 24A, 24B, and 24C all 
mirror the observed potential density differences across the pycnocline in the Maud Rise 
Taylor cap (Shaw and Stanton, 2014). 
Sea ice concentration (Figure 3.32) and sea ice thickness (Figure 3.33) at year 14 
of Model 24B’s run shows three distinct regions characterized by differences in these 
parameters. Overall, Ambient ocean conditions produce sea ice having a concentration of 
100% and thicknesses of 0.4m to 0.6m. A central area, directly above the seamount 
contains a polynya and this is encircled by a halo of intermediate sea ice concentration 
(~50%) and thicknesses (better shown by Figure 3.33b). Curiously, the double-diffusion-
only model (24A) and the turbulent diffusion-only model (24C) do not produce this 
intermediate area (it is simply part of a larger polynya). 
Note that the three runs that constituted Model 24 have an integration time of 40+ 
years (whereas all other steady runs discussed in this section are 17–19 years long). The 
run time on these models was extended to preclude the possibility that a short run time 
was responsible for the lack of convection. However, even with this increase in model 
integration time, Model 24 did not go convective. 
The same cannot be said for Model 25. Each run in Model 25, with a higher 
prescribed longwave cooling -2( 5 )prQ Wm=  along with sensible, latent, and net 
longwave fluxes, went convective by year 4. The higher values of surface heat flux to the 
atmosphere in this model led to more rapid sea ice formation, brine rejection, and a faster 
rate of surface densification. This increased magnitude of external forcing, led to a 
breakdown of the thermal barrier (discussed in Section A), resulting in the onset of 
convection. Figure 3.34 displays the time series for Model 25A. This run began like the 
previous steady runs, but instead of settling into a near-constant, non-zero convρ∆ , the 
potential densities converge by year 4. This, of course, is the unmistakable onset of deep 
convection in the column over our Maud Rise simulacrum. Model 25B displays a similar 
 52 
pattern (Figure 3.35). In both cases, sea ice concentration and thickness reach zero by 
year 3 with convection occurring a year later. By contrast, Model 25C (Figure 3.36) sees 
polynya formation and deep convection occur during the same year. Temperature and 
potential density profiles for Model 25C both before and after the initiation of convection 
illustrate the significant loss of deep heat and reduction of the cross-pycnocline density 
difference to negligible values over the seamount (Figure 3.37). 
c. Summary of Steady Forcing Models 
Equation (3.4) gives two terms for surface heat flux forcing. Regarding the first 
term, half of the steadily forced models (17 and 24) are cooled with 21presQ Wm
−=  while 
the other half (18 and 25) experience 25 .presQ Wm
−=  Also, surface cooling in fixed 
models (with 0fc = ) is less than that of free models ( 0.03)fc = , as the second term is 
non-zero for free models. Model 25 2( 5 , 0.03)pres fQ Wm c
−= =  alone saw the onset of 
convection over the seamount indicating that the lower magnitudes of steady cooling 
were not sufficient to bring about the densification required to initiate deep convection. 
Figure 3.38 shows the surface heat flux entering the atmosphere for each steady model 
out to year 14 for comparison. 
Noteworthy within the three runs of Model 25 is the fact that both models having 
double-diffusion parameterization experienced an onset of this convection approximately 
one year later than the first ice-free year. Model 25C, a model without double-diffusion, 
had an ice-free ocean and deep convection above the seamount occur at the same time 
(Table 3.2). Could double-diffusion be delaying the onset of convection? To further 
investigate this possibility, the next series of model runs incorporated a linearly 
increasing prQ  while keeping the same “fixed” and “free” distinctions defined by the 
coefficients in the surface heat flux equations given in Section B.2. 
3. High-Slope, Linearly Increasing Surface Heat Flux Forcing 
As set forth in Section B.2, high-slope, linearly increasing models were of the 
fixed and free variety and further divided on the basis of models with initial sea-ice and 
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those without. These four possibilities, with each having one of three mixing schemes, 
gives us another 12 models with which to investigate the effects of a linearly increasing 
cooling on the onset of convection during polynya events. 
Models initialized with sea ice started with 100% concentration and a thickness of 
0.5m. This concentration and thickness is typical of the Ambient areas of the steady-
forcing models previously detailed. Models initialized without sea ice had zero 
concentration and thickness, naturally. These two starting conditions will be referred to as 
“icy start” and “ice-free start” below. All models in this section experienced an initial 
cooling (through prQ ) of 1Wm
-2 with a linearly increasing cooling of 2 11Wm yr− −+ .  
Referring to Table 3.1, Models 14 and 20 had fixed flux with an ice-free and icy 
start, respectively. The free flux models were Models 26 (ice-free) and 27 (icy). As in the 
previous section, fixed flux model results will be detailed before free flux model results. 
a. Fixed Surface Heat Flux 
The linearly increasing, fixed surface heat flux models (i.e., those models without 
sensible, latent, and the additional net longwave heat fluxes) produced results that further 
substantiate the claim that diffusive convection form of double-diffusion may be effective 
in delaying the onset of deep convection in areas of marginal column stability. Models 14 
and 20 saw the two double-diffusive models (A and B of the three) delay this convection. 
Delays manifest as a “lag time” in the onset of deep convection after polynya formation 
and also in overall model integration time required for the onset of convection over the 
seamount. 
Model 14A, a purely double-diffusive model without turbulent diffusivity, first 
went ice-free above the seamount representing Maud Rise by year 5 (Figure 3.39). Our 
indicator for convection, convρ∆ , slowly decreases over the course of the model run, even 
after polynya formation. This occurs due to the combined effects of the increased upward 
heat flux in conjunction with the negative density flux caused by double-diffusion. Mean 
sea ice concentration and thickness becomes non-zero through years 7 to 13, but even 
after resuming ice-free conditions, the onset of convection does not occur until year 16 
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(when convρ∆  goes below the threshold). Model 14B (Figure 3.40) displays similar 
behavior. Model 14B shares the double-diffusive parameterization of 14A, but has 
turbulent diffusivity ( 5 2 12 10turb m sκ
− −= ⋅ ), unlike 14A. The area above the seamount is 
ice-free by year 4 and experiences convection by year 16. By contrast, Model 14C 
(Figure 3.41), with turbulent diffusivity only, behaves in a significantly different fashion 
from its double-diffusive counterparts (14A and 14B). Sea ice continues to thicken until 
year 12, when the drop-off of sea ice concentration, thickness, and convρ∆  occur 
simultaneously. 
To summarize, Models 14A and 14B go ice-free early (years 5 and 4, 
respectively), experience an intervening period (the “lag time” mentioned above) of 11 
and 12 years of variable sea ice conditions before going convective at year 16. Model 
14C, on the other hand, experiences sea ice thickness increases during this same time and 
experiences no lag time between a zeroing out of sea ice concentration, thickness, and 
convρ∆ . Model 14C goes convective two years earlier overall as well, as compared to 
Models 14A and 14B. 
Model 20 (icy start) differs from Model 14 (ice-free start) but still exhibits the 
same trends of previous models. In Model 20A (Figure 3.42), sea ice steadily diminishes 
and is gone by year 10. However, the convρ∆  threshold of 
30.005 kg m− , signifying 
convection, is reached between years 14 and 15. Model 20B (Figure 3.43) is very similar 
with sea ice concentration and thickness also reaching zero at year 10. Convection begins 
five years later as well. As expected, Model 20C (Figure 3.44), does not go ice-free at 
year 10, but instead experiences a slight thickening of sea ice starting at year 8, which 
lasts until year 12. The onset of convection and the elimination of sea ice both occur by 
year 14. 
Qualitatively similar to Model 14, the Model 20 double-diffusive runs (A and B) 
experience an ice-free surface earlier than the purely turbulent run (C). The period of 
time between ice-free conditions and the onset of convection is five years in the icy-start 
cases (about half the time of ice-free start models). Like its ice-free start counterpart, 
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Model 20C has no lag time, going convective as sea ice simultaneously disappears. 
Model 20C also experiences convection earlier overall than Models 20A and 20B (albeit 
slightly earlier). 
b. Free Surface Heat Flux 
Similar to the steady forcing “free” models (Section 2.b), these models go ice-free 
over the seamount early into each run. Unlike the steady cases, the initiation of 
convection is always nearly coincident to the area above the seamount going ice-free. 
All three variations of Model 26 (ice-free start) go convective at year 5. In the 
case of the double-diffusive models (Figure 3.45 and Figure 3.46), a polynya forms one 
year prior. Convection coincides with this event for Model 26C (Figure 3.47). Model 27 
(icy start) sees open ocean above the seamount at the same time convection commences 
for all three models by year 8 (Figure 3.48 to Figure 3.50). 
c. Summary of High-Slope, Linearly Increasing Heat Flux Forcing 
Models 
Models 14A and 14B (with double-diffusion) are effective in transporting heat 
upward to prevent or eliminate sea ice (Figure 3.39 and Figure 3.40) but have a delayed 
onset of deep convection. In the case of Model 14C (no double-diffusion) sea ice grows 
in both extent and thickness (Figure 3.41) as the model integrates forward. Only after 
convection is initiated does sea ice concentration and thickness quickly fall to zero. 
Model 20 follows these results yielding similar observations. 
Sensible, latent, and net longwave heat fluxes in free models consistently add up 
to an additional 10 Wm-2 to prQ  resulting in significantly higher values of surface 
cooling. Figure 3.51 plots the increasing surface heat flux to the atmosphere for the four 
linearly increasing models using the A case in each model as the example. Heat fluxes are 
not significantly different for the B and C cases, so this one figure represents both results. 
The rapid onset of convection is most likely attributed to the larger values of 
surface cooling in the free models. Model 26 saw this even occur at year 5 while Model 
27 at year 7 (for A) and 8 (B and C). Surface cooling was less in Model 27 for the first 
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six years of the model run; this may account for the onset of convection occurring two to 
three years later. There were little significant differences between double-diffusive and 
turbulent-only runs in these models with larger cooling. These observations led to the 
development of the next series of models. In the following section, a steady-starting, 
linearly increasing surface heat flux model with a smaller slope will be used to augment 
the results from the previous two types of models. It was hoped that this model, with its 
initially steady forcing and smaller slope, would be better able to capture any differences 
in polynya formation and convection initiation that might be due to double-diffusive 
convection. 
The model results for this section are given in Table 3.3. 
4. Low-Slope, Linearly Increasing Surface Heat Flux Forcing 
The designation of low-slope, linearly increasing is a bit of a misnomer, as it does 
not fully describe how surface heat flux forcing was implemented in this set of model 
runs. Each of these six runs (21A/B/C and 30A/B/C) were initialized with 21Wm−  and no 
sea ice cover. All models were integrated forward for 15 years, with this surface heat flux 
forcing held constant (as in the “steady” cases in section C.2). After year 15, surface heat 
flux was increased by 2 10.25Wm yr− − . Model 21 is the fixed surface flux forcing model of 
the set, while Model 30 was forced with sensible, latent, and net longwave fluxes above 
those prescribed. 
a. The Fixed Surface Heat Flux Model 
The fixed flux model required exceptionally long integration times before the 
onset of convection. Figure 3.52 shows the three familiar time series for Model 21A. Sea 
ice thickness grew during the first 15, steady, years of the run while concentration 
remained approximately 50%. After cooling began its yearly climb, mean thickness 
diminished, finally reaching zero at year 29, indicating open ocean above the seamount. 
The density difference in the column steadily lowered until year 70, when the potential 
density time series converged. Model 21A produced the longest lag time (i.e., time 
between zero ice and convection) of any model in this study. Models 21B (Figure 3.53) 
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and 21C (Figure 3.54) were dissimilar to Model 21A, but similar to each other. These two 
models maintained sea ice cover for much longer than 21A, a total of 65 years for 21B 
and 64 years for 21C. Convection occurred six years after for 21B and only two years 
after open ocean conditions for 21C. 
b. The Free Surface Heat Flux Models 
Whereas Model 21 produced the longest lag time, Model 30 produced the most 
surprising and anomalous results. The plots for Model 30A (Figure 3.55) are comparable 
to those of 21A. Sea ice cover is completely gone early, by year 3 and convection follows 
at year 19, giving, once again, a long lag time. Model 30B (Figure 3.56), with both 
double-diffusion and a non-zero turbulent diffusivity, sees sea ice concentrations reach 
zero at years 8 and 14 with the first multi-year period of open ocean starting year 19. Sea 
ice thickness from year 8 on hovers slightly above zero as concentration fluctuates to year 
19. The model reaches the definition of convection 3( 0.005 )conv kg mρ
−∆ <  at year 21. If 
the open ocean year can be said to be year 8, this yields a 13 year lag time for this model. 
Model 30C defied all expectations. As Figure 3.57 documents, open ocean occurs 
at year 9, but convection is initiated at year 21, giving an unprecedented 12 year lag time 
for models of this type. All models without double-diffusion, up to this point, have seen 
convection occur no more than two years after a polynya is formed, and in most cases 
immediately after. Model 30C provides an anomalous case of a turbulent-only model 
experiencing the early onset of a polynya without the column over the seamount quickly 
moving into a convective state. 
The perplexing results of Model 30 prompted a further investigation into the low-
slope, linearly increasing cooling conditions for the free model types. Model 31 was 
designed to be an intermediate model between the low, steady surface flux forcing case, 
Model 24, and Model 30, the linearly increasing case. The increasing surface cooling was 
prescribed to be 2 10.125Wm yr− − , halfway between the no-slope and low-slope of surface 
cooling. The no-slope, steady version never went convective in any case (Model 24), 
while all three went convective in the low-slope case (Model 30). All six, however, went 
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ice-free early in the model run between years 4 and 10. Model 31 began with an ice-free 
start, an initial cooling of 21Wm−  with the aforementioned increase of 2 10.125Wm yr− − . 
Figure 3.58 shows results for Model 31A, the purely double-diffusive model with 
zero turbulent diffusivity. Polynya formation occurs early, just as in Model 30A, by year 
4. Model 31A comes close to meeting the chosen threshold criterion of 
30.005conv kg mρ
−∆ <  but maintains a difference in potential densities at 10m and 1000m 
of 0.006 to 0.01 kg m-3 until model termination. However, if we consider the “bottleneck” 
at year 9 in Figure 3.58 to be the point of convection, then this model has a lag time of 
five years between an ice-free surface and the onset of convection. If we rigidly enforce 
our chosen definition, however, the model never goes convective. 
Models 31B and 31C are similar to each other. Model 31B (Figure 3.59) 
experiences its first ice free year after nine years of model integration. Unlike Model 
31A, the threshold is reached, and this model experiences convection in the column 
above the seamount by year 12. Model 31C, like 31B, is ice-free above the seamount at 
year 9. The criterion for convection is met by year 12, but by year 13, the difference in 
potential density rises slightly higher than the maximum allowed. 
Model 31 produces slightly less ambiguous results. If we relax the condition for 
convection, then Model 31A had a lag time of five years, while Models 31B and 31C had 
three years between ice opening and convection occurring. This offers additional 
evidence, admittedly weak in the case of these particular models, that double-diffusion 
does act to offset convection after polynya formation. 
c. Summary of Low-Slope, Linearly Increasing Surface Heat Flux Models 
Table 3.4 provides the model results of Models 21, 30, and 31. Comparison of 
Models 21 and 30 further emphasizes the differences between the models with prescribed 
cooling only (fixed) and those with other forms of surface heat fluxes (free). Examining 
Figure 3.38, Figure 3.51, and Figure 3.61, one can see that adding in sensible, latent, and 
additional longwave surface heat fluxes causes little variation in cooling, but adds a 
substantial amount of net cooling over the models having prescribed heat flux only. 
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Adding sensible, latent, and an additional net longwave heat flux simply increases the 
overall cooling at the surface, with no substantial change in the prescribed slope of that 
cooling. This would seem to indicate that these models do not necessarily require other 
forms of surface heat flux and prescribing higher values of cooling could have the same 
effect. The thermal flywheel (McPhee et al. 1999) and thermal barrier (Martinson 1990) 
negative feedback mechanisms are well-represented in the every model up to this point, 
evidenced by how well the basic model formulation handles the large changes in both 
magnitude and variability of surface heat fluxes in the series. 
More cooling, however, does tend to bring on convection on faster, perhaps so 
fast that no discernable difference can be detected between models with double-diffusion 
parameterization and those without. The ramifications of these onset times and overall 
energy lost to the atmosphere will be discussed in Section D. 
d. From Cooling-Only to Seasonal Variation 
All models up to this point have experienced surface cooling at all points in time 
as the model integrated forward. The models in the next section had a significantly 
different surface heat flux prescription scheme than the previous models. Because the 
Weddell Sea polynya was a multi-year phenomenon, a seasonally varying surface heat 
flux (with both heating and cooling) based on an idealized climatology was developed to 
investigate how sea ice cover varies seasonally and how this seasonal variation might 
affect the onset of deep convection. 
5. Seasonally Varying Surface Heat Flux Forcing 
Up until this point, simplified cooling schemes have been used to stimulate sea ice 
formation and enhance densification of surface water. Model runs in the previous three 
sections have been forced with relatively low values of heat flux over extremely long 
times in an effort to determine the differences in onset times for both polynya formation 
and open ocean deep convection. This section describes the results from the final series 
of model runs (16, 19, 28, and 29) in which a monthly varying surface heat flux forcing 
was used. This monthly forcing was based on monthly mean heat flux to the atmosphere 
over a fully ice-covered ocean between 60S and 70S (from Gordon 1981) with time and 
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amplitude set such that overall net annual surface heat flux was equal to 20Wm− . This 
baseline forcing is shown in Figure 3.62. 
The values in Figure 3.62 represent a monthly varying form of prQ  in Equation 
(3.4). Model 16 uses this as its sole heat flux forcing. To this, Model 19 adds 
2 11Wm yr− −+ . Model 28 adds 40.03 surfTεs  longwave radiation loss to this baseline and 
Model 29 adds both 2 11Wm yr− −+  and 40.03 surfTεs . Adding the additional net longwave 
flux term results in surface cooling that is typically 210 Wm−  higher at any given month. 
a. Steady Annual Mean Surface Heat Flux 
The seasonal heat flux models with a steady annual mean surface heat flux 
provide the baseline results for comparison against later models that experience a surface 
cooling that increases yearly. As a fixed model, Model 16 was forced with the cyclical 
heating and cooling shown in Figure 3.62 and had a mean annual heat flux of 20Wm− . Its 
free model counterpart, Model 28, had a mean annual cooling of approximately 210Wm−  
due to additional sensible, latent, and longwave heat fluxes. 
In the first of the seasonally varying surface heat flux runs, Model 16A (double-
diffusive with no turbulent diffusivity) experiences a near-constant convρ∆  even though 
surface heat flux forcing ranges from -32 to +24 Wm-2 during each year (Figure 3.63). 
Sea ice concentration and thickness vary over the seamount according to expected 
patterns with no multi-year polynyas occurring. Model 16B (Figure 3.64), which has both 
turbulent and double-diffusive mixing, causes convρ∆  to vary quite significantly during 
each year. Mean sea ice concentration and thickness still follow monthly variations in 
surface heat flux. Model 16C is the purely turbulent case in the Model 16 series (Figure 
3.65). With no double-diffusive mixing parameterization, the variation in convρ∆  in 16C is 
slightly greater throughout the year, as compared to 16B. The most likely reason for this 
difference is the greater brine rejection associated with sea ice formation in the turbulent-
only model (16C) when compared to 16B since 16C sees thicker sea ice during the 
winter. 
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Model 28A is identical to Model 16A, but with the inclusion of sensible, latent, 
and additional net longwave radiation. Figure 3.66 shows the model experiences a slow 
decline in seasonal sea ice cover with a corresponding breakdown of convρ∆  even though 
there is no increase in annual net cooling. There is, however, a constant mean annual 
cooling of 210 Wm− . Starting at year 11, convρ∆  almost reaches the convection criterion of 
0.005 kg m-3 and each year after. Conversely, Model 28B (Figure 3.67) maintains 
consistent sea ice concentration, thickness, and convρ∆  from year to year, unlike 28A. And 
very similar to 28B, Model 28C (Figure 3.68) sees no decrease in overall sea ice 
concentration, thickness, or potential density differences as the model integrates. 
b. Linearly Increasing Annual Mean Surface Heat Flux 
By increasing net annual cooling each year, convection is eventually reached in 
each of the seasonal models. The fixed surface flux model, 19, starting at a net annual 
cooling of 20Wm−  and increasing this cooling by 2 11Wm yr− −+ , experiences less cooling 
overall than its free model counterpart, 29, which begins with 2~ 10 Wm− . Consequently, 
Model 19 runs have convection initiated after a longer period of time. The presence of 
convection, however, is no guarantor of the production of a multi-year polynya. 
Model 19A (Figure 3.69) experienced the first sign of convection in the column 
over the seamount before year 15. However, mean sea ice concentration and thickness 
still reach non-zero values in the austral winter. A multi-year polynya never forms. 
Models with turbulent diffusivity undergo a different progression. Model 19B, having 
both double-diffusion and non-zero turbulent diffusivity, sees an onset of convection 
immediately before year 17 (Figure 3.70). By year 18, a multi-year polynya has formed, 
evidenced by zero summit areal mean sea ice concentration and thickness from that point 
forward. Similarly, the turbulent-only model, 19C (Figure 3.71) achieves convection and 
a subsequent zeroing of sea ice concentration and thickness. However, the onset of 
convection is earlier, right before year 16 and the multi-year polynya begins at year 17. 
The model with double-diffusion manages to hold off convection and polynya formation 
for an additional year, as compared to the model without. 
 62 
Due to additional surface heat fluxes, Model 29 experiences a net annual mean 
cooling of 210 Wm−  along with an increase of 2 11Wm yr− −+ . Even with this large amount 
of net cooling, the purely double-diffusive model (Figure 3.72) still fails to produce a 
multi-year polynya (but just barely fails). Convection occurs first at year 4. With an onset 
of deep convection at year 5, Model 29B (Figure 3.73) goes ice free immediately and 
maintains a multi-year polynya throughout the remainder of the run. Model 29C, with 
purely turbulent diffusivity and no double-diffusion, experiences convection over Maud 
Rise at year 4, one year earlier than the model identical in every way, except for double-
diffusion (i.e., Model 29B). The multi-year polynya begins at this time as well (Figure 
3.74). 
c. Summary of Seasonally Varying Heat Flux Forcing Models 
The results of the seasonally varying models are summarized in Table 3.5 and 
Table 3.6. Model 16 results illustrate that with a net annual heat flux of zero and no 
change in this annual integral of heat flux, each of the three models reach a stable annual 
cycle quickly (clearly by year 5 in all cases). Model 28 has a positive net annual heat flux 
(surface cooling) and reaches a stable cycle in the models having a non-zero turbulent 
diffusivity. However, the purely double-diffusive case, as shown by Model 28A, does 
experience convection starting at year 11. This marked difference in the double-diffusive 
model, when no convection is expected, might indicate that the seasonally forced models 
require turbulent diffusivity to achieve cyclical stability. This result makes it important to 
carefully evaluate the other purely double-diffusive models (19A and 29A) in light of the 
results from Model 28A. 
Models 19 and 29 give further evidence that double-diffusion may play a role in 
delaying the onset of convection in a column experiencing densification over a Maud 
Rise-like seamount, even if we discount the “A” cases (which would be highly supportive 
of this assertion). Both Models 19B and 29B, with double-diffusion, saw a later onset of 
convection with a concurrent initiation of a multi-year polynya when compared to 19C 
and 29C (turbulent-only). 
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6. Summary of Model Results 
The models in this study use surface boundary heat flux forcing as the primary 
upper layer densification mechanism to explore the breakdown in the thermal barrier in 
this region of marginal water column stability. This method was chosen to take advantage 
of observed thermal flywheel feedback effects. Other forcing options would require the 
relaxation of interior conditions; surface heat flux forcing also provides the least intrusive 
mechanism. Models with steady surface forcing (having no time-dependent increase in 
cooling) provided a baseline upon which to evaluate later, more complicated forcings. 
Linearly increasing, higher-slope surface cooling schemes further bracketed the problem 
by providing the upper boundaries on the magnitude of surface cooling. Models with the 
linearly increasing, lower-slope cooling formulation explored surface heat flux forcings 
between these two extremes. Finally, seasonally forced models allowed an examination 
of the system’s response to both surface heating and cooling in an effort to draw 
conclusions on the role of double-diffusion in polynya formation and convection onset in 
the eastern Weddell Sea. 
The fixed, steady models (Table 3.2) never experienced an onset of convection or 
a multi-year open ocean period above the seamount. Even though all Models of 24 went 
ice-free, only Model 25, subjected to the highest amounts of surface cooling, saw 
initiation of convection in the column. 
Models in the high-slope, linearly increasing series (Table 3.3) were particularly 
illuminating with three consistent results and one anomaly. For the first three models (14, 
20, 26), cases with double-diffusion (A and B) had polynya formation earlier in the run 
than the turbulent-only case (C). Furthermore, open ocean above the seamount coincided 
with the onset of convection in the turbulent-only case, but not in the double-diffusive 
cases. A lag time between these two events on the order of years characterized the 
double-diffusive runs. Model 27, which started with total sea ice cover in the domain, 
saw simultaneous sea ice melting and convection. These three cases were all similar. The 
combination of initial sea ice cover with large fluxes due to the addition of sensible, 
latent, and net longwave radiation led to convection first, with sea ice melt as the natural 
consequence. 
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The double-diffusive models in the low-slope, linearly increasing series (Table 
3.4) all consistently have earlier polynya formation times than the models with non-zero 
turbulent diffusivity. Lag time is significantly greater as well with 41, 16, and infinite for 
Models 21A, 30A, and 31A. If the criterion for the onset of convection is relaxed 
somewhat, Model 31A would have a lag time of five years as convection could be said to 
occur at year 9. By comparison, open ocean appears much later in the B and C models 
with convection occurring more quickly after this event. 
As for the seasonally varying models (Table 3.5 and Table 3.6), Model 16, with a 
net annual mean heat flux of zero, forms the baseline for the seasonally varying model 
series. All cases of this model settle into a cyclical and stable configuration leading to no 
polynya formation or convection in the column over the seamount. Model 28 experiences 
net inter-annual cooling overall, even as seasonal variations produce alternating heating 
and cooling at the surface during any given year. A repeated pattern of sea ice formation 
occurs for Model 28B and 28C, but not for 28A, the purely double-diffusive case. The 
remaining double-diffusive models are noteworthy as ice cover never completely recedes 
in Models 19A and 29A. Both convection and polynyas appear later in the double-
diffusive/turbulent cases (19B and 29B) than the turbulent-only cases (19C and 29C) 
further bolstering the idea that double-diffusive mixing could delay the onset of deep 
convection in columns of marginal water stability in the Weddell Sea near Maud Rise. 
D. ANALYSIS AND DISCUSSION 
Heretofore, the model results have simply hinted at a possible relationship 
between double-diffusive mixing and a delay in the onset of deep convection in the 
volume of water above a seamount representing an idealized Maud Rise. The 45 models 
used in this study were mainly differentiated by the magnitude, sign, and both interannual 
and seasonal variability of surface heat flux forcing. Armed with this extensive body of 
results, we are well-positioned to determine if a “double-diffusive delay” is actually the 
case. However, the challenge in analyzing such a large number of models is in the 
development of objective methods to compare models with seemingly disparate surface 
heat flux formulations. 
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What follows is a method to analyze the majority of the data available to come to 
sensible conclusions. This method analyzes onset times in terms of energy lost by the 
surface over the seamount. This method shifts focus from the actual onset times 
themselves (in years) to the quantifiable amount of energy lost by the system prior to the 
onset of polynya formation and deep convection (in 2Jm− ).  
1. Methodology 
Common to all runs is some form of surface heat flux forcing. Surface cooling 
drives the densification of the surface levels, eventually leading to instability in the 
column and convection over the seamount. Three quantities will be considered for the 
models that produced them—the time-integral of the mean of surface heat flux to the 
atmosphere from start to (1) the polynya formation time and (2) the onset of deep 
convection with (3) the lag time, defined as the difference between (1) and (2). Polynya 
formation time is defined as the first year of a multi-year period of completely ice-free 
conditions marked by zero values for the summit areal means of sea ice concentration and 
thickness. Convection onset time is defined as the first model output having 
3
1000 10 0.005conv kg mρ ρ ρ
−∆ = − < . atmQ  is the summit areal mean of surface heat flux to 
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where pt  is the polynya formation time. The total energy lost to the atmosphere per unit 
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Of the models that were not seasonally forced, eight sets out of 11 formed 
polynyas and experienced convection. One additional set (Model 24) had polynya 
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formation, but no convection. These nine sets, with three models each, are included in 
this analysis of surface cooling. Table 3.7 gives the values of energy calculated with (3.6)
, (3.7), and (3.8) in the columns labeled (1), (2), and (3), respectively. However, it is the 
differences in these values that determine what effect, if any, double-diffusion has on the 
additional cooling required to initiate polynya formation and convection.  
Each energy benchmark (polynya, convection, and lag) was investigated in turn. 
Five values were calculated for each set of models. First, the mean of the values from 
Table 3.7 for the pair of double-diffusive runs (A and B) was calculated and the value for 
the purely turbulent run (C) was subtracted from this. This gives the difference in energy 
between the double-diffusive runs and the turbulent-only run, with the double-diffusive 
runs equally weighted. Next, the same procedure was followed for the turbulent runs. The 
mean of the values for the runs with non-zero turbulent diffusivity (B and C) were 
calculated and subtracted from the purely double-diffusive case (A). This gives the 
difference between the purely double-diffusive runs and the turbulent runs with these 
runs being equally weighted. Finally, three remaining possibilities for differences 
between model runs were calculated (A–C, B–C, and A–B). These five values for each 
model form the basis for each of the three analyses below. 
2. Analysis of Net Energy Loss Before Polynya Formation 
The differences in the time-integrals of surface heat flux to the atmosphere from 
model initiation to polynya formation time are shown in Table 3.8. What is striking is the 
prevalence of negative values, indicating that models with double-diffusive mixing 
generally require less cooling, and therefore less surface densification, before a polynya 
forms. It is important to note that this opening in the sea ice does not necessarily lead to 
convection. Even with the averaging of the double-diffusive/turbulent runs (B) with the 
purely turbulent runs (C), the “A–Turb.” calculations are uniformly negative. The results 
of the differences between unaveraged runs provide further evidence. Only two 
differences, those for Models 21 and 31 in the “B–C” calculation, provide counter 
examples. 
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Mean values across all model runs are negative and the range of values in the 
95% confidence interval are all negative as well, with the sole exception of the upper 
value 2(0.411 )GJm−  for the difference between purely double-diffusive runs (A) and 
double-diffusive/turbulent runs (B), which requires 88.4%. This would seem to indicate 
that, on the whole, double-diffusion’s ability to transport heat upward is an important 
contributor to the observed multi-year sea ice thinning in the vicinity of Maud Rise 
(Drinkwater 1996, Lindsay et al. 2004) and may even provide the impetus for polynya 
formation in the presence of appropriate pre-conditioning (Carsey 1980, Timmermann et 
al. 1999). However, these results do not necessarily mean that double-diffusion plays a 
role in multi-year polynyas occurring from heat loss due to prior deep convection. 
3. Analysis of Net Energy Loss Leading Up to Convection 
The differences in the total amount of energy transferred to the atmosphere up 
until the point of convection are given in Table 3.9. In most cases, models with double-
diffusive mixing required more heat loss before convection was initiated than the 
turbulent cases. Models 25, 14, 20, 26, and 21 underwent more cooling before initiation 
while Models 27, 30, and 31 did not. Column means look promising, with positive values 
for the three means corresponding to the double-diffusive/turbulent-only differences. The 
95% confidence interval ranges are not as convincing as in the polynya analysis above, 
however. If the confidence intervals are reduced until both the lower and upper bounds 
are positive, the “DD–C” case requires 72.6%, the “A–C” case 28.9%, and the “B–C” 
case 94.5%. The “B–C” case is the strongest while “A–C” the weakest. Given these 
results it is likely that double-diffusive mixing is responsible for delaying the onset time 
of convection in these model runs. The “B” cases contain parameterizations that more 
closely represent actual ocean physics, through the inclusion of both turbulent and 
double-diffusive diffusivities. On the other hand, these results could be interpreted to 
mean that the measurement of energy lost to the atmosphere from model initiation to 
convection onset is not a good indicator of the effects (if any) of double-diffusion on the 
system and that measuring from polynya formation time (rather than model initiation) is a 
more sound approach. 
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4. Analysis of the Additional Energy Loss Required to Initiate 
Convection after Polynya Formation 
If we consider the energy lost at the surface to the atmosphere starting from the 
polynya formation time and ending with the onset of convection, as in Table 3.10, the 
results become more compelling. Examining these results, we see that all double-
diffusive runs require more cooling after polynya formation before convection is initiated 
as compared to the turbulent-only runs, with only one exception, Model 31B. All mean 
values of energy per unit area are positive. The lower and upper boundaries at the 95% 
confidence interval are positive for the “DD–C” and “B–C” comparisons. The boundaries 
for the “A -C” difference frame positive values at the 94.2% confidence interval. The 
“A–Turb.” and “A–B” values, which consider differences between double-diffusive runs, 
show that the purely double-diffusive case requires more energy loss than the “B” case. 
5. Discussion 
In the Ambient areas outside of the vicinity of the seamount, sea ice 
concentrations and thicknesses hold constant near to or at 100% and 0.4 to 0.6m, 
respectively. It is only in the area of close proximity to the seamount that these values 
reach zero at varying times between model runs. It is clear that dynamic effects 
contribute to the creation of open-ocean conditions in an otherwise ice-covered Weddell 
Sea (Holland 2001). Flow fields around and over the Gaussian seamount conform to 
expected values (Chapman and Haidvogel 1992) with steady-state flow over the 
seamount reduced to negligible velocities. This makes the water column above the 
seamount extremely susceptible to densification forcings, which would otherwise be 
unable to occur in the Ambient region, with its stronger background flow. However, the 
variability in interannual sea ice thinning and the existence of sporadic polynya events 
point to additional, thermodynamic, factors involved in these phenomena. The presence 
of Maud Rise alone cannot be the sole cause, otherwise the Weddell Sea Polynya would 
be a permanent fixture in the Southern Ocean. The introduction (Section A) recounts the 
development of the theories explaining the transient nature of the WP, most of which rely 
on thermodynamic causes relating to its onset and maintenance. 
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Analysis of this series of models in terms of net energy lost to the atmosphere 
provides an objective way to determine if double-diffusion is in fact a contributor to 
multi-year sea ice thinning and polynya events in the Weddell Sea near Maud Rise and to 
examine the role of double-diffusion in delaying the onset of convection. Table 3.11 
gives a summary of the confidence levels of the three hypotheses presented in this 
analysis, namely that (a) double-diffusion cases cause a polynya to form earlier than the 
case without double-diffusion (Earlier Polynya), (b) cases with double-diffusion see a 
delay in the onset of convection compared to the turbulent-only case (Later Convection), 
and (c) double-diffusive cases experience a delay in the onset of convection after polynya 
formation when compared to the non-double-diffusive case (Greater Lag). 
The confidence levels for Earlier Polynya are all greater than 95%. Later 
Convection confidence levels are extremely low, with only that for the “B–C” case 
approaching 95%. The levels for Greater Lag are better, with two above 95%. Given 
these confidence levels, there is strong evidence that double-diffusion contributes to 
greater sea ice thinning and increases the chance of polynya formation. There is fairly 
strong evidence that double-diffusion also delays the onset of convection after polynya 
formation. 
The results from this analysis make the argument that double-diffusion has a dual 
effect of hastening the formation of polynyas as well as delaying the onset of convection 
in marginal water columns in open-ocean conditions. The analysis conducted in this 
study implies that double-diffusion could play a larger role in sea ice thinning and multi-
year polynya events than previously thought. High latitude models containing sea ice 
should take double-diffusion into account, as ice melt rates may be underpredicted by 
models using only turbulent diffusivity and the initiation of deep convection may occur 
earlier. 
E. CONCLUSIONS AND SUMMARY 
A comprehensive high resolution numerical modeling study of an area mirroring 
the dynamic and thermodynamic properties of the eastern Weddell Sea in the vicinity of 
Maud Rise was conducted. Persistent sea ice thinning and the appearance of a multi-year 
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polynya highlights the marginal nature of water column stability above and near Maud 
Rise. Multi-year polynya formation is not necessarily coincident with an onset of deep 
convection. Many theories have been developed to explain the mechanisms leading to 
areas of thin sea ice and the sporadic appearance of polynyas. Although these phenomena 
are well-studied, no previous attempts have been made to investigate the possible role of 
double-diffusion in the onset and maintenance of deep convection near Maud Rise. 
Extensive modeling in the form of 45 distinct cases forms the basis of this study. 
Surface heat flux forcing was used as the primary densification mechanism. Various 
surface cooling schemes were employed to stimulate initial sea ice growth to baseline 
values matching observations from the region. A thermal barrier effect (Martinson 1990) 
effectively kept sea ice concentrations and thicknesses stable outside the vicinity of the 
seamount. This Ambient region (Shaw and Stanton 2014) experienced minute variations 
in sea ice thickness due to a robust system of negative feedback. However, in the Taylor 
cap region these negative feedback mechanisms, though present, were more susceptible 
to the thermal barrier breakdown processes described in Martinson et al., 1990 due to 
negligible flow. Above the seamount, this dynamic preconditioning provided the proper 
milieu for differences in thermodynamic mixing types to be explored as various types of 
surface heat flux forcing were applied. Models with purely turbulent, purely double-
diffusive, and dual turbulent/double-diffusive mixing parameterizations exhibited 
differences in polynya formation and convection onset times. 
In an attempt to objectively compare models with significantly different surface 
heat flux forcing schemes, polynya formation and convection onset times were restated in 
terms of the total energy lost to the atmosphere in an area above the summit of the 
seamount. The differences in these energy amounts between similar models across the 
three mixing parameterizations were then analyzed in terms of confidence levels. 
Standard practice in using confidence levels is that a null hypothesis can be rejected if the 
range of values at the 95% confidence level is such that it supports the proposed 
hypothesis. The null hypothesis in each of our comparisons is that the presence of 
double-diffusive convection has no effect on the polynya formation or convection onset 
times. 
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In the case of polynya formation, we can reject the null hypothesis. Comparisons 
between model types with and without double-diffusion indicate earlier formation times 
above a 95% confidence level. This provides strong evidence that these outcomes are not 
the result of random differences between models. In light of this, it seems reasonable to 
conclude that double-diffusion plays a role in the persistent area of thin sea ice in the 
Weddell Sea near Maud Rise and may even contribute to polynya formation when 
conducive preconditioning occurs. 
As far as convection onset time from model initiation is concerned, results are 
mixed. Comparing the dual turbulent/double-diffusive cases with the turbulent-only 
cases, the confidence level is 94.5%. However, when comparing the pure double-
diffusive cases with the turbulent-only cases, upper and lower boundaries at the 95% 
confidence level include a range of both positive and negative values. This result does not 
allow a rejection of the null hypothesis in this case. 
Comparing convection onset time differences from the reference point of polynya 
formation time (rather than model initiation) provides an overall mean confidence level 
of 96.9%. This is, once again, strong evidence that the variations in “lag time” (i.e., the 
difference between convection onset and polynya formation times in the model) are not 
the result of random variations. Taken with the previous results, it is likely that double-
diffusion has the effect of delaying the onset of deep convection over Maud Rise. 
The model results and analysis in this study support the initial “thought 
experiment” regarding the fundamental difference between turbulence and diffusive 
convection regimes in relation to the magnitudes of the thermal and haline contributions 
to density flux above the pycnocline. In the turbulent regime, the haline contribution is 
larger, resulting in a water column that becomes more susceptible to reaching static 
instability over time. In the diffusive convection regime, the thermal contribution is 
larger, meaning that static stability is promoted over time, making convection less likely 
as compared to the turbulent regime. Furthermore, with comparable values for diffusivity 
and identical temperature and salinity profiles, upward heat fluxes under conditions of 
double-diffusion are larger than those in turbulent regimes, making double-diffusion 
more effective in limiting sea ice thicknesses. The overall result of double-diffusion is the 
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promotion of conditions favorable to polynya formation and production of a water 
column better able to weather changes in surface density, thus delaying the onset of deep 
convection. It is in this way that double-diffusion, perhaps, prevents us from enjoying the 
Weddell Sea Polynya as a permanent winter time phenomenon in the Southern Ocean. 
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IV. SUMMARY 
Double-diffusive convection is a mixing process characterized by the presence of 
density-determining constituents that diffuse at significantly different rates. Seawater 
potential density is determined by temperature and salinity, with the diffusion of heat 
being 100 times faster than that of salinity. This difference in diffusion rates, coupled 
with the existence of an unstable vertical gradient in one of these constituents, leads to a 
mixing process that promotes increased static stability in a seawater column. There are 
two forms of double-diffusion: salt fingering and diffusive convection. Salt fingering 
occurs in the subtropical ocean where both temperature and salinity have positive vertical 
gradients (values decrease with depth). Salinity, the slow diffuser, provides the unstable 
gradient in the salt fingering regime. Diffusive convection, on the other hand, occurs in 
environments where the temperature and salinity gradients in the vertical are both 
negative (values increase with depth). In this case, the fast diffuser has the unstable 
gradient. This work provided two studies, one for each regime, as contributions to the 
ongoing study of double-diffusion and its effects on ocean physical processes across the 
spectrum of scales. 
The first study challenged the classical view of thermohaline circulation by 
examining constraints imposed on diapycnal velocity by double-diffusion in the 
subtropical thermocline. A series of numerical models exploring double-diffusive and 
turbulent mixing parameterization along a continuum framed by the singular presence of 
these two extremes was conducted. It was found that the equal diffusivities provided by 
the turbulent mixing parameterization offered no constraint on diapycnal velocities. 
However, as the double-diffusive contribution to overall vertical mixing increased, 
constraints on diapycnal velocity tightened as the fraction of mixing attributed to double-
diffusion increased, with the most severe constraints imposed in the cases containing the 
double-diffusive mixing parameterization only. It is commonly assumed that the increase 
in diapycnal diffusion of temperature and salinity necessarily amplifies the diabatic 
component of overturning (e.g., Bryan 1987). This study presents a peculiar counter-
example of this tendency by showing that mixing can have an adverse impact on 
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overturning. In essence, double-diffusion acts to “seal” the thermocline by preventing the 
leakage of seawater (both upward and downward) across the isopycnal surfaces on which 
double-diffusion is a dominant mixing process. Furthermore, the values of diapycnal 
velocity present in the cases that most closely resembled the observed mid-latitude 
diffusivities were comparable to current estimates. This provides further evidence that 
double-diffusion may play an important role in the selection of diapycnal velocity, 
potentially requiring a modification of the classical views of thermohaline circulation. 
The second study constituted the first comprehensive numerical modeling study 
of the role of double-diffusion in the onset and maintenance of deep convection during 
Weddell Sea polynya and persistent interannual sea ice thinning events. A series of high 
resolution numerical models compared cases experiencing three distinct regimes for 
vertical mixing–purely double-diffusive, purely turbulent, and dual turbulent/double-
diffusive while being forced with an extensively varied suite of surface heat flux 
prescriptions. The data were analyzed in terms of an energy-loss proxy to find 
correlations in the differences in polynya formation and convection onset times between 
the three mixing schemes modeled. It was concluded that the fundamental differences in 
thermal and haline contributions to density flux between turbulent and double-diffusive 
regimes, supported by extensive model results, indicate double-diffusion could play an 
important role in delaying the onset of deep convection, definitely influences the 
persistence of thin sea ice in the Weddell Sea near Maud Rise, and may even contribute 
to polynya formation under propitious conditions. 
It is important to note that the results presented in this work represent only a 
starting point for the fuller treatment of the subjects investigated. As far as the study of 
diapycnal velocity is concerned, the information presented in this thesis would be 
complemented greatly by a further testing of the theory. Chapter II presents results in 
terms of a regime dominated by salt fingering. Although it is believed that these results 
will hold in the presence of diffusive convection, this may be a fruitful area for study. 
Another possible investigation could involve testing diapycnal velocity constraints in the 
presence of basin-wide upwelling. And with regard to the Weddell Sea study, modeling 
of additional densification mechanisms, or combinations thereof, can supplement the 
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results here. Modeling of seasonal air temperatures, interannual precipitation anomalies, 
and long-term variations in runoff could provide additional insights into the role that 
double-diffusion plays in determining the thermodynamic properties of the seawater in 
that region. 
A common misconception is that double-diffusion is similar to turbulence and can 
be represented in numerical models in a similar fashion. The two studies comprising this 
work illustrate the dramatic differences between the two forms of double-diffusion (salt 
fingering and diffusive convection) and turbulent mixing and underscore the urgency of 








Type Qsurf Fixed Free 
Steady, Low 1 Wm-2 + 0 Wm-2yr-1 17 24 
Steady, High 5 Wm-2 + 0 Wm-2yr-1 18 25 
High Slope, No Ice 1 Wm-2 + 1 Wm-2yr-1 14 26 
High Slope, Ice 1 Wm-2 + 1 Wm-2yr-1 20 27 
Low Slope 1 Wm-2 + 1/4 Wm-2yr-1 21 30 
Very Low Slope 1 Wm-2 + 1/8 Wm-2yr-1 -- 31 
Seasonal, Steady Monthly + 0 Wm-2yr-1 16 28 
Seasonal, Increasing Monthly + 1 Wm-2yr-1 19 29 
Table 3.1. Number designations of all models run. Each model run has 
either fixed or variable surface heat flux forcing and is further 
differentiated by the type of surface heat flux forcing. Each combination 
consists of three model runs, one with (a) no turbulent diffusivity with 
double-diffusion, (b) a turbulent diffusivity of 5 2 12 10 m s− −⋅  with double-
diffusion, and (c) turbulent diffusivity ( 5 2 12 10 m s− −⋅ ) without double-
diffusion. These three cases are denoted A, B, or C. Thus, model 17B is a 
model with completely prescribed flux forcing (“fixed”), that forcing 
being a constant 21Wm−  throughout the run (“steady, low”), with non-zero 










Start of Multiyear 
Ice-Free (yr) Onset of Convection (yr) 
17A Figure 3.19 19 Never Never 
17B (not shown) 20 Never Never 
17C Figure 3.21 18 Never Never 
18A Figure 3.22 19 Never Never 
18B Figure 3.23 17 Never Never 
18C (not shown) 17 Never Never 
24A Figure 3.29 42 4 Never 
24B Figure 3.30 48 8 Never 
24C Figure 3.31 46 10 Never 
25A Figure 3.34 14 3 4 
25B Figure 3.35 14 3 4 
25C Figure 3.36 14 4 4 
Table 3.2. Summary of model results (steady). Fixed, steady models 
never experienced an onset of convection or a multi-year open ocean 
period above the seamount. Even though all Models of 24 went ice-free, 
only Model 25, subjected to the highest amounts of surface cooling, saw 








Start of Multiyear 
Ice-Free (yr) Onset of Convection (yr) 
14A Figure 3.39 16 5 16 
14B Figure 3.40 16 4 16 
14C Figure 3.41 15 14 14 
20A Figure 3.42 19 10 15 
20B Figure 3.43 16 10 15 
20C Figure 3.44 18 14 14 
26A Figure 3.45 13 4 5 
26B Figure 3.46 14 4 6 
26C Figure 3.47 13 5 5 
27A Figure 3.48 14 7 7 
27B Figure 3.49 14 8 8 
27C Figure 3.50 14 8 8 
Table 3.3. Summary of model results (high-slope, linearly increasing). 
Models in this series were particularly illuminating with three consistent 
results and one anomaly. For the first three models (14, 20, 26), cases with 
double-diffusion (A and B) had polynya formation earlier in the run than 
the turbulent-only case (C). Furthermore, open ocean above the seamount 
coincided with the onset of convection in the turbulent-only case, but not 
in the double-diffusive cases. A lag time between these two events on the 
order of years characterized the double-diffusive runs. Model 27, which 
started with total sea ice cover in the domain, saw simultaneous sea ice 
melting and convection. These three cases were all similar. The 
combination of initial sea ice cover with large fluxes due to the addition of 
sensible, latent, and net longwave radiation led to convection first, with 









Start of Multiyear 
Ice-Free (yr) Onset of Convection (yr) 
21A Figure 3.52 77 29 70 
21B Figure 3.53 80 65 71 
21C Figure 3.54 75 64 66 
30A Figure 3.55 25 3 19 
30B Figure 3.56 26 (8) 18 21 
30C Figure 3.57 25 9 21 
31A Figure 3.58 18 4 Never (9) 
31B Figure 3.59 19 9 12 
31C Figure 3.60 19 9 12 
Table 3.4. Summary of model results (low-slope, linearly increasing). 
The double-diffusive models in these series all consistently have earlier 
polynya formation times than the models with non-zero turbulent 
diffusivity. Lag time is significantly greater as well with 41, 16, and 
infinite for Models 21A, 30A, and 31A. If the criterion for the onset of 
convection is relaxed somewhat, Model 31A would have a lag time of five 
years as convection occurs at year 9. By comparison, open ocean appears 
much later in the B and C models with convection occurring more quickly 










Start of Multiyear 
Ice-Free (yr) 
Onset of Convection 
(yr) 
16A Figure 3.63 18 5/12 Never Never 
16B Figure 3.64 17 11/12 Never Never 
16C Figure 3.65 16 5/12 Never Never 
28A Figure 3.66 16 2/12  Never 11 
28B Figure 3.67 12 7/12 Never Never 
28C Figure 3.68 14 1/12 Never Never 
Table 3.5. Summary of model results (seasonally varying, steady). 
Model 16, with a net annual mean heat flux of zero, forms the baseline for 
the seasonally varying model series. All cases of this model settle into a 
cyclical and stable configuration leading to no polynya formation or 
convection in the column over the seamount. Model 28 experiences net 
interannual cooling overall, even as seasonal variations produce 
alternating heating and cooling at the surface during any given year. A 
repeated pattern of sea ice formation occurs for Model 28B and 28C, but 










Start of Multiyear 
Ice-Free (yr) 
Onset of Convection 
(yr) 
19A Figure 3.69 19 11/12 Never 15 
19B Figure 3.70 19 11/12 18 17 
19C Figure 3.71 19 11/12 17 16 
29A Figure 3.72 11 11/12 Never 4 
29B Figure 3.73 13 5 5 
29C Figure 3.74 13 1/12 4 4 
Table 3.6. Summary of model results (seasonally varying, linearly 
increasing annual mean). Ice cover never completely recedes with the 
double-diffusive cases of Models 19 and 29. Both convection and 
polynyas appear later in the double-diffusive/turbulent cases (B) than the 







Model Polynya (1) Convection (2) Lag (3) 
24A 1.033 -- -- 
24B 2.384 -- -- 
24C 3.052 -- -- 
25A 0.931 1.408 0.477 
25B 0.922 1.395 0.473 
25C 1.390 1.390 0.000 
14A 0.436 4.199 3.764 
14B 0.280 4.199 3.919 
14C 3.235 3.235 0.000 
20A 1.680 3.701 2.021 
20B 1.680 3.701 2.021 
20C 3.235 3.235 0.000 
26A 1.217 1.695 0.478 
26B 1.194 2.179 0.985 
26C 1.663 1.663 0.000 
27A 2.523 2.523 0.000 
27B 2.997 2.997 0.000 
27C 3.015 3.015 0.000 
21A 1.580 13.700 12.120 
21B 11.520 14.150 2.630 
21C 11.110 11.940 0.830 
30A 0.686 6.367 5.681 
30B 2.384 7.052 4.668 
30C 2.705 7.035 4.330 
31A 1.055 2.933 1.878 
31B 2.874 4.048 1.174 
31C 2.860 4.042 1.182 
Table 3.7. Mean surface heat energy to atmosphere (GJm-2). For 
models with polynya formation and convection onset times, the total 
cooling is shown. The differences between these two appear in the last 
column as “Lag.” For the purposes of this calculation, Model 31A is 
considered to have had a convection onset time of nine years (as explained 





Model DD–C A–Turb. A–C B–C A–B 
24 -1.344 -1.685 -2.019 -0.668 -1.351 
25 -0.464 -0.225 -0.459 -0.468 0.009 
14 -2.877 -1.322 -2.800 -2.955 0.156 
20 -1.555 -0.778 -1.555 -1.555 0.000 
26 -0.458 -0.213 -0.446 -0.469 0.023 
27 -0.255 -0.483 -0.492 -0.018 -0.474 
21 -4.560 -9.735 -9.530 0.410 -9.940 
30 -1.170 -1.858 -2.019 -0.321 -1.698 
31 -0.896 -1.812 -1.805 0.014 -1.819 
Mean -1.509 -2.012 -2.347 -0.670 -1.677 
St Dev 1.391 2.970 2.819 1.017 3.197 
Low -2.417 -3.953 -4.189 -1.334 -3.766 
High -0.600 -0.071 -0.506 -0.006 0.411 
Table 3.8. Differences in mean surface heat energy to the atmosphere 
up to polynya formation time (GJm-2). The differences in the time-
integrals of surface heat flux to the atmosphere from model initiation to 
polynya formation time are shown. The first column, “DD–C,” gives the 
mean values for double-diffusive runs (A and B) minus the value for the 
corresponding turbulent-only run. The second column, “A–Turb.” gives 
the value when the mean of the turbulent runs (B and C) are subtracted 
from the purely double-diffusive run (A). The remaining three columns 
give the differences shown. “A” indicates the purely double-diffusive run, 
“B” the double-diffusive run with non-zero turbulent diffusivity, and “C” 
is the turbulent-only run. With the exception of two cases (21B and 31B), 






Model DD–C A–Turb. A–C B–C A–B 
24 -- -- -- -- -- 
25 0.012 0.016 0.018 0.005 0.013 
14 0.964 0.482 0.964 0.964 0.000 
20 0.466 0.233 0.466 0.466 0.000 
26 0.274 -0.226 0.032 0.516 -0.484 
27 -0.255 -0.483 -0.492 -0.018 -0.474 
21 1.985 0.655 1.760 2.210 -0.450 
30 -0.326 -0.677 -0.668 0.017 -0.685 
31 -0.552 -1.112 -1.109 0.006 -1.115 
Mean 0.321 -0.139 0.121 0.521 -0.399 
St Dev 0.829 0.602 0.929 0.768 0.396 
Low -0.253 -0.556 -0.523 -0.011 -0.674 
High 0.896 0.278 0.765 1.053 -0.125 
Table 3.9. Differences in mean surface heat energy to the atmosphere 
up to convection onset time (GJm-2). The differences in the time-integrals 
of surface heat flux to the atmosphere from model initiation to convection 
onset time are shown. In most cases, double-diffusive runs required more 
cooling before the onset of convection. The mean, standard deviation, 








Model DD–C A–Turb. A–C B–C A–B 
24 -- -- -- -- -- 
25 0.475 0.241 0.477 0.473 0.004 
14 3.841 1.804 3.764 3.919 -0.156 
20 2.021 1.011 2.021 2.021 0.000 
26 0.732 -0.015 0.478 0.985 -0.507 
27 0.000 0.000 0.000 0.000 0.000 
21 6.545 10.390 11.290 1.800 9.490 
30 0.844 1.182 1.351 0.338 1.013 
31 0.344 0.700 0.696 -0.008 0.704 
Mean 1.850 1.914 2.510 1.191 1.319 
St Dev 2.264 3.482 3.743 1.344 3.337 
Low 0.281 -0.499 -0.084 0.260 -0.944 
High 3.419 4.327 5.104 2.122 3.631 
Table 3.10. Differences in mean surface heat energy to the atmosphere 
between polynya formation and convection onset times (GJm-2). The 
differences in the time-integrals of surface heat flux to the atmosphere 
from polynya formation time to convection onset time are shown. With 
one exception (31), all double-diffusive runs require more cooling after 
polynya formation before convection is initiated as compared to the 





Hypothesis DD–C A–C B–C 
Earlier Polynya 99.8% 98.7% 95.2% 
Later Convection 72.6% 28.9% 94.5% 
Greater Lag 97.9% 94.2% 98.7% 
Table 3.11. Confidence levels of the role of double-diffusion in 
polynya formation and the onset of convection. The confidence levels of 
three hypotheses are given, (a) double-diffusion cases cause a polynya to 
form earlier than the case without double-diffusion (Earlier Polynya), (b) 
cases with double-diffusion see a delay in the onset of convection 
compared to the turbulent-only case (Later Convection), and (c) double-
diffusive cases experience a delay in the onset of convection after polynya 
formation when compared to the non-double-diffusive case (Greater Lag). 
Given these confidence levels, there is strong evidence that double-
diffusion contributes to greater sea ice thinning and increases the chance 










Figure 1.1. Salt fingering. Consider a parcel in warmer, saltier seawater that 
overlies cooler, fresher seawater (1). Due to some perturbation, this parcel is 
displaced downward across the interface (2). The diffusivity of temperature is 
greater than that of salinity, so the parcel loses heat faster than it loses salt. Once the 
parcel’s temperature has equilibrated to its surroundings, it is denser due to its 
higher salinity, therefore the parcel continues to sink (3). 
 
Figure 1.2. Diffusive convection. A parcel resides near an interface where 
cooler, fresher seawater overlies warmer, saltier seawater (1). A perturbation 
displaces this parcel upward across the interface (2). Heat diffuses faster than salt, 
so the parcel’s density becomes greater than the density of its surroundings (3) and 
the parcel sinks. Crossing the interface once more, heat diffuses into the relatively 






Figure 2.1. One dimensional model. We search for the temperature and salinity 
profiles ( )T z  and ( )S z  satisfying the vertical advection-diffusion equations for 
given vertical velocity ( )w  and boundary conditions at the ends of the mixing zone 






Figure 2.2. The range of diapycnal velocities permitted in the hybrid model, 
which includes both double-diffusive and turbulent mixing. Parameter 
( )0turb ddTK K R  measures the relative contributions from turbulence and double-
diffusion to the net mixing. Numerical calculations resulting in regular solutions are 
indicated by heavy dots and light dots represent conditions under which no 




Figure 2.3. The non-dimensional departure of temperature from the linear 
gradient ( ) ( )T z T z z′ = − . T ′  is computed numerically (black curve) and compared 
with the calculation based on the asymptotic expansion in ε  truncated at the first, 
second, and third orders (blue, green, and red curves respectively). For 0.32ε =
( 0.1)δ = , the numerical result is almost indistinguishable from the third order 






Figure 2.4. The range of diapycnal velocities permitted in the one-dimensional 
model with variable flux ratio ( )γ . Parameter δ  measures the extent of variation in 
γ , with positive (negative) values corresponding to the increasing (decreasing) 
( )Rργ relation. Numerical calculations resulting in regular solutions are indicated by 








Figure 2.5. The meridional patterns of the model forcing fields. Thermohaline 
forcing is applied by relaxing the surface temperature and salinity to the target 
patterns shown in (a) and (b) respectively. The wind stress is shown in (c). All 








Figure 2.6. The final state ( 200 )t yr=  realized in the numerical experiments with 
double-diffusive mixing (the constant flux ratio case). (a) The horizontal 
temperature distribution and velocity pattern at 500z m= − . (b) The zonal section of 
temperature at 0.5 yy L= . Clearly visible is a well-defined thermocline with 




Figure 2.7. Three-dimensional view of the average isopycnal surface avρ ρ=  
defined in (2.43). Color coding represents the density ratio distribution on this 
isopycnal. The observed range of density ratios 1 3Rρ< <  indicates that salt 




Figure 2.8. Physical interpretation of diapycnal velocity. A Lagrangian particle 
initially located on a motionless tilted isopycnal surface is advected from A to B by 
a cross-isopycnal flow. Point C is the vertical projection of B onto the isopycnal 
surface. Diapycnal velocity represents the rate of the increase in vertical separation 









Figure 2.9. Diapycnal transport in the double-diffusive and turbulent oceans. 
Diapycnal velocity *( )w  is evaluated at the average isopycnal surface avρ ρ=  in the 
ocean interior int( )x L>  and shown for the double-diffusive (a) and turbulent (b) 
experiments. In the double-diffusive case, typical values of *w  are on the order of 
9~ 5 10 /m s−⋅  or less with both positive and negative values observed. In the 
turbulent experiment, diapycnal velocities are mostly positive and larger by at least 






Figure 2.10. The vertical distribution of diapycnal transport. (a) The mean 
diapycnal velocity evaluated at various isopycnals *( )isow  and plotted as a function 
of the average depth of those surfaces. (b) The local vertical profile of diapycnal 
velocity *( )locw  at ( ) ( ), 0.5 ,0.5x yx y L L= . Both diagnostics indicate that diapycnal 
velocity in the turbulent case (indicated by the blue curves) substantially exceeds 




Figure 2.11. The variation of the mean diapycnal velocity at the density surface 
avρ ρ=  *( )avw  as a function of 
turbK . The diagnostics are based on a series of 
simulations that incorporate both double-diffusive and turbulent mixing. Note the 










Figure 2.12. The assumed patterns of the flux ratio (a) and salt diffusivity (b) 




Figure 2.13. A series of large-scale simulations in which the variation in the flux 
ratio (as measured by the parameter δ ) is systematically increased. For each 
experiment, the mean diapycnal velocity *( )avw  at the average isopycnal surface avρ  
is plotted as a function of δ . Note the monotonic—nearly linear—increase in *avw  





Figure 2.14. Schematic diagram illustrating the analytical model of double-
diffusive insulation. The model suggests that the average diapycnal velocity in the 
regions bounded by closed streamlines on the density surfaces in the ocean interior 
(indicated by grey shading) is zero if vertical mixing is double-diffusive but can be 





Figure 3.1. Thermal and haline contributions to density flux: Turbulent case. In 
a column dominated by turbulence, * 1γ > . The haline contribution to density flux 
is greater than the thermal contribution. As a consequence, overall density flux (the 
sum of both contributions) is positive, leading to increased water column instability 












Figure 3.2. Thermal and haline contributions to density flux: Double-diffusive 
case. When the water column experiences conditions favorable for diffusive 
convection, * 1γ < . In this case, the thermal contribution to density flux is greater 
than the haline contribution. Double-diffusion acts to stabilize the water column 












Figure 3.3. The model domain. To eliminate open boundary edge effects, the 
domain of interest (a) is contained within a larger domain (b). Zonal grid spacing 
increases exponentially in the western region to ensure consistent background flow 
through the domain at all times (c). The seamount (circle, representing 4500m 
isobath) is placed far enough from the eastern boundary to keep in-flow advection 








Figure 3.4. High resolution model bathymetry. The idealized seamount 
represents Maud Rise in the eastern Weddell Sea and depths are randomized 
throughout the domain to simulate a rough bottom 
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Figure 3.5. Vertical profiles of (a) temperature, (b) salinity, and (c) potential 
density anomaly at model initialization. Mixed layer depth is 76m . The diffusive 






Figure 3.6. Zonal wind forcing. Wind forcing mirrors climatological mean wind 










Figure 3.7. Tracer equilibration: Mean (a) salinity and (b) temperature centered 
at 60 S, 4 W (averaged over grid points124 5,160 5,10± ± ), at a 100m depth. Mean 








Figure 3.8. Momentum equilibration: Mean (a) zonal velocity and (b) 
meridional velocity centered at 60 S, 4 W (averaged over grid points
124 5,160 5,10± ± ), at a 100m depth. Equilibration of momentum parameters 




Figure 3.9. Steady-state surface velocity field for Model 24A at Year 10 1( )ms− . 
This represents the typical surface current field for all models. The idealized Maud 
Rise centered at 65 S, 2.5 E. Although induced flow in the model is 10.06 ms−  
magnitudes reach 10.2 ms−  north of the seamount and come to a near stand-still 
directly over the seamount, correctly modeling the Taylor cap found in the same 






Figure 3.10. Relative vorticity at the surface for Model 24A at Year 10 1( )s− . The 




Figure 3.11. Zonal velocity for Model 24A at Year 10 1( )ms− . This meridional 
cross-section at 2.5 E illustrates the vertical extent of the Taylor cap situated over 







Figure 3.12. Representative meridional cross-section (2.5E) of salinity ( )psu  for 
Model 24A at Year 10. The halocline is clearly visible at a depth of approximately 









Figure 3.13. Representative meridional cross-section (2.5E) of temperature ( )C  
for Model 24A at Year 10. The thermocline appears at a depth of about 125m  to the 
north and south of the seamount. Surface temperatures are higher over the seamount 






Figure 3.14. Representative meridional cross-section (2.5E) of potential density 
3( )kg m−  for Model 24A at Year 10. The combined effects of salinity (Figure 3.12) 
and temperature (Figure 3.13) produce a well-defined pycnocline away from the 
seamount. However, isopycnal shoaling at the periphery of the area above the 







Figure 3.15. Profiles of potential density. Potential density is shown for locations 
representing “Ambient” conditions (solid), transition conditions (dashed), and 
Taylor cap conditions (dotted). These profiles are from Model 24A, Year 10, along 
the 2.5 E meridian at 71.5 S, 69 S, and 65 S. Potential density differences across 
each pycnocline is 0.1, 0.07, and 0.03 3kg m− , respectively. These values are 






Figure 3.16. Surface salinity ( )psu  for Model 24A at Year 10. Reduced flow (see 
Figure 3.9 and Figure 3.11) over the seamount leads to heightened salinity at the 





















Figure 3.17. Schematic diagram of the Turner angle. Turner angles with 
associated diffusive density ratios are shown. Turner angle ranges delineate four 
main stability regimes: stable, salt fingering, convection, and diffusive convection. 





Figure 3.18. A representative cross-section of Turner angle (Tu ) from Model 
24A at Year 10. Plot color indicates dominant conditions based on the Turner angle. 
Stable portions of the column (cyan) and diffusive convection (red) are typical. The 
gravitationally unstable regime occurs from 90Tu =   to 270Tu =  and occurs when 
(a) the salinity gradient is destabilizing and its magnitude is greater than that of 
temperature (indigo), (b) both salinity and temperature gradients are destabilizing 
(purple), or (c) the temperature gradient is destabilizing and its magnitude is greater 
than that of salinity (magenta). Finally, salt fingering (blue) occurs when 
45 90Tu< <  , but such conditions would be rare in this region. Corresponding 
Turner angles are shown with the color bar for reference (see Figure 3.17). The 
seamount is shown in blue.  
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Model 17A: Fixed, Steady (1 Wm-2), Κturb = 0, with Double-Diffusion 
 
Figure 3.19. Model 17A, Time Series. Mean sea ice concentration, mean 
thickness and potential density. The time evolution of sea ice concentration (upper) 
and thickness (middle) shows initial growth and then leveling off for this model 
with a steady cooling of 1Wm-2. These means have been averaged over 121 grid 
points centered above the seamount peak (189 5,112 5)± ± . Dashed lines indicate 
one standard deviation. Mean potential density (lower) at two locations, one at a 
depth of 10m (upper curve) and the other at a depth of approximately 1000m (lower 
curve) serves as a proxy to indicate whether convection has initiated. In this case, 
no convection occurs at any point during the run. Note that potential density values 





Figure 3.20. Comparing Measures of Convection. Time-series of summit areal 
means of potential densities (10 and 1000 )m m , temperature and salt diffusivities, 





Model 17C: Fixed, Steady (1 Wm-2), Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.21. Model 17C, Time Series. Mean sea ice concentration, thickness, and 
potential density. This model is identical to 17A, save there is no double-diffusive 
parameterization and the turbulent diffusivity is non-zero. As with 17A (previous) 
and 17B (not shown), no convection occurs over the seamount during this run. A 




Model 18A: Fixed, Steady (5 Wm-2), Κturb = 0, with Double-Diffusion 
 
Figure 3.22. Model 18A, Time Series. Mean sea ice concentration, thickness, and 
potential density. These series are from the fixed, steady, higher surface flux forcing 
2(5 )Wm−  run with zero turbulent diffusivity and double-diffusion. As with Model 





Model 18B: Fixed, Steady (5 Wm-2), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.23. Model 18B, Time Series. Mean sea ice concentration, thickness, and 
potential density. Plots for Model 18C are similar (not shown). The fixed, steady 
surface flux forcing models did not produce convection over the seamount, but were 
important to illustrate that an overall equilibrium could be reached. 
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Model 18A: Fixed, Steady (5 Wm-2), Κturb = 0, with Double-Diffusion 
 
Figure 3.24. Model 18A, Year 14, Sea ice concentration (%). Sea ice 






Model 18A: Fixed, Steady (5 Wm-2), Κturb = 0, with Double-Diffusion 
 
Figure 3.25. Model 18A, Year 14, Sea ice thickness (m). Sea ice is much thinner 
directly over the seamount with a mean less than 0.1 m. Outward, in the Ambient 




Figure 3.26. Model 18A, Year 14, Temperature Diffusivity 2 -1( )m s . Enhanced 
diffusivity above the seamount is an indicator of the beginning breakdown of the 




Figure 3.27. Model 18A, Year 14, Density ratio ( )Rρ . Density ratios indicate the 




Figure 3.28. Model 18A, Year 14, Turner angle ( )Tu . Almost convective, the 
water column above the seamount approaches 270Tu =  . 
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Model 24A: Free, Steady (1 Wm-2), Κturb = 0, with Double-Diffusion 
 
Figure 3.29. Model 24A, Time Series. Even though ice free starting at Year 4, no 
convection occurs over the seamount for the entirety of this extended model run. 
The potential density difference, convρ∆  from (3.5), equals 
3~ 0.04 kg m−  at all times 




Model 24B: Free, Steady (1 Wm-2), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.30. Model 24B, Time Series. After Year 8, ice thicknesses are mere 
millimeters, the choice of lead closing parameter (Hibler 1979, Smedsrud and 
Martin 2015) making all the difference in sea ice concentration as it fluctuates 
between 0% and 30%. There is no onset of convection for the first 48 years of the 
model run, and not likely to be even after, as 30.04conv kg mρ
−∆ =  for the majority 





Model 24C: Free, Steady (1 Wm-2), Κturb = 2•10-5, No Double-Diffusion 
 
Figure 3.31. Model 24C, Time Series. Sea ice thickness is effectively zero 
starting at Year 10. No convection for this run; convρ∆  reaches 
3~ 0.025 kg m−  at its 
lowest points and 30.035conv kg mρ
−∆ = . Models 24A, 24B, and 24C all mirror 
the observed potential density differences across the pycnocline in the Maud Rise 




Model 24B: Free, Steady (1 Wm-2), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.32. Model 24B, Year 14, Sea ice concentration (%). Three distinct 
regions of sea ice concentration are present in Model 24B at Year 14. Ambient 
conditions produce a 100% concentration. Over the seamount, a halo of 50% 











Figure 3.33. Model 24B, Year 14, Sea ice thickness (m). Ambient sea ice 
thickness (a) is 0.4m to 0.6m. Over the seamount (b), sea ice thickness is 0.005m to 
0.02m, where sea ice concentration is 50% in Figure 3.32. The center has no ice, 
and thickness is zero. 
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Model 25A: Free, Steady (5 Wm-2), Κturb = 0, with Double-Diffusion 
 
Figure 3.34. Model 25A, Time Series. The surface over the seamount summit is 
completely ice-free by Year 3. Whereas Model 24A (Figure 3.29) never goes 
convective after ice-free conditions commence, the mean potential density series for 
25A converge by Year 4, indicating convection over the seamount. Surface cooling 





Model 25B: Free, Steady (5 Wm-2), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.35. Model 25B, Time Series. Similar to Model 25A (Figure 3.34), 
Model 25B went ice-free at Year 3 and convective at Year 4, one year later. This 






Model 25C: Free, Steady (5 Wm-2), Κturb = 2•10-5, No Double-Diffusion 
 
Figure 3.36. Model 25C, Time Series. Unlike either Model 25A or 25B, Model 





Figure 3.37. Model 25C, Onset of Convection. Meridional cross-sections of 
temperature (upper) and potential density (lower) shown for Model 25C, before 
convection at year 3 (left) and after the onset of convection at year 4 (right). The 
water column above the seamount experiences a significant loss of deep heat and 




Figure 3.38. Steady models: Mean surface heat flux to the atmosphere (Wm-2). 
These means are the average of the 121 grid points centered above the seamount 
peak (189 5,112 5)± ±  taken from Model 17B (circle), 18B (star), 24B (square), 







Model 14A: Fixed, Linear, Ice-Free Start, Κturb = 0, with Double-
Diffusion 
 
Figure 3.39. Model 14A, Time Series. By year 5, the area above the seamount is 
ice-free but convρ∆  slowly decreases even as mean sea ice concentration and 






Model 14B: Fixed, Linear, Ice-Free Start, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.40. Model 14B, Time Series. This run, identical to Model 14A, except 
with a non-zero turbulent diffusivity, displays similar behavior. A polynya opens by 





Model 14C: Fixed, Linear, Ice-Free Start, Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.41. Model 14C, Time Series. Without double-diffusion, Model 14C 
behaves in a significantly different fashion from its double-diffusive counterparts. 
Sea ice continues to thicken until year 12, when a drop-off of sea ice concentration, 




Model 20A: Fixed, Linear, Icy Start, Κturb = 0, with Double-Diffusion 
 
Figure 3.42. Model 20A, Time Series. The Model 20 series is identical to the 
Model 14 series, with one change—Model 20 starts with a sea ice-covered surface. 
Sea ice steadily diminishes and is gone by year 10. The convρ∆  threshold of 





Model 20B: Fixed, Linear, Icy Start, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.43. Model 20B, Time Series. Very similar to Model 20A, sea ice 






Model 20C: Fixed, Linear, Ice-Free Start, Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.44. Model 20C, Time Series. As expected, this model without double-
diffusion does not go ice-free at year 10, but experiences slight thickening starting 
year 8 lasting until year 12. The onset of convection and elimination of sea ice 





Model 26A: Free, Linear, Ice-Free Start, Κturb = 0, with Double-
Diffusion 
 
Figure 3.45. Model 26A, Time Series. Sensible, latent, and net longwave heat 
fluxes in “free” models consistently add up to and additional 10Wm-2 to prQ  
resulting in significantly higher values of surface cooling. This is evidenced by 






Model 26B: Free, Linear, Ice-Free Start, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.46. Model 26B, Time Series. Like Model 26A (Figure 3.45), convection 





Model 26C: Free, Linear, Ice-Free Start, Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.47. Model 26C, Time Series. Like all models in the Model 26 series, the 
turbulent-only model experiences convection at year 5. However, there is no lag 





Model 27A: Free, Linear, Icy Start, Κturb = 0, with Double-Diffusion 
 
Figure 3.48. Model 27A, Time Series. Sea ice concentration, thickness, and 






Model 27B: Free, Linear, Icy Start, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.49. Model 27B, Time Series. Sea ice concentration, thickness, and 





Model 27C: Free, Linear, Icy Start, Κturb = 2•10-5, No Double-Diffusion 
 
Figure 3.50. Model 27C, Time Series. Like the previous two models, sea ice 







Figure 3.51. High-slope, linearly increasing surface heat flux models: Mean 
surface heat flux to the atmosphere (Wm-2). These means are the average of the 121 
grid points centered above the seamount peak (189 5,112 5)± ±  taken from Model 




Model 21A: Fixed, Low-Slope Linear, Κturb = 0, with Double-Diffusion 
 
Figure 3.52. Model 21A, Time Series. The first 15 years of this, and all other runs 
in 21 and 30, experienced a 21Wm−  steady cooling. After 15 years, prescribed 
cooling increased at a rate of 2 10.25Wm yr− − . Mean sea ice concentration and 
thickness were effectively zero starting at year 29. However, an exceptionally long 




Model 21B: Fixed, Low-Slope Linear, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.53. Model 21B, Time Series. Sea ice completely disappears in the area 





Model 21C: Fixed, Low-Slope Linear, Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.54. Model 21C, Time Series. Convection occurs two years after sea ice 




Model 30A: Free, Low-Slope Linear, Κturb = 0, with Double-Diffusion 
 
Figure 3.55. Model 30A, Time Series. Much like Model 21A, sea ice cover is 




Model 30B: Free, Low-Slope Linear, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.56. Model 30B, Time Series. Sea ice concentrations reaches zero at year 
8 and year 14, but the first year of a multi-year period of open ocean occurs at year 
18. Sea ice thickness after year 8 hovers slightly above zero. The model reaches our 
definition of convection 3( 0.005 )conv kg mρ




Model 30C: Free, Low-Slope Linear, Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.57. Model 30C, Time Series. Model 30C provides an anomalous case of 
a turbulent-only model experiencing the early onset of a polynya without quickly 
moving into convection. Open ocean occurs at year 9, but convection occurs at year 




Model 31A: Free, Very Low-Slope Linear, Κturb = 0, with Double-
Diffusion 
 
Figure 3.58. Model 31A, Time Series. Ice-free by year 4, this purely double-
diffusive model comes close to the threshold of convection by year 9, but maintains 
convρ∆  greater than the required 
30.005conv kg mρ





Model 31B: Free, Very Low-Slope Linear, Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.59. Model 31B, Time Series. The first year of total open ocean in the 
averaged area occurs at year 9. Even though a promising bottleneck occurs in the 





Model 31C: Free, Very Low-Slope Linear, Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.60. Model 31C, Time Series. Like 31B, the ocean above the seamount is 
ice-free at year 9, with a dip in the difference in potential density occurring that 
same year. The criterion for convection is met by year 12, but by year 13 convρ∆  has 









Figure 3.61. Low-slope, linearly increasing surface heat flux models: Mean 
surface heat flux to the atmosphere (Wm-2). Plots show (a) Model 21A (circle), 30A 
(star), 30B (square), and 30 C (diamond) and (b) a close-up on Model 30 runs. 
Adding in sensible, latent, and additional longwave surface heat fluxes causes little 
variation in cooling, but adds a substantial amount of net cooling over the models 
having prescribed heat flux only. 
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Figure 3.62. Cyclical baseline surface heat flux forcing for seasonal models. 
These values represent a monthly varying form of prQ  from Equation (3.4). Model 
16 uses this as its sole heat flux forcing. To this, Model 19 adds 2 11Wm yr− −+ . 
Model 28 adds 40.03 surfTεs  to this baseline and Model 29 adds both 
2 11Wm yr− −+  
and 40.03 surfTεs . Adding the additional net longwave flux term results in surface 
cooling that is typically 210Wm−  higher at any given month. The time-domain 
integral of this baseline forcing is 20Wm− . Positive heat flux represents loss from 





Model 16A: Fixed, Seasonal (+0 Wm-2yr-1), Κturb = 0, with Double-
Diffusion 
 
Figure 3.63. Model 16A, Time Series. In the first of the seasonally varying 
surface heat flux runs, Model 16A, double-diffusive with no turbulent diffusivity, 
experiences a near-constant convρ∆  even though surface heat flux forcing ranges 
from -32 to +24 Wm-2 during each year. Sea ice concentration and thickness vary 





Model 16B: Fixed, Seasonal (+0 Wm-2yr-1), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.64. Model 16B, Time Series. Adding turbulent diffusivity to a double-
diffusive run causes convρ∆  to vary quite significantly during each year. Mean sea 




Model 16C: Fixed, Seasonal (+0 Wm-2yr-1), Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.65. Model 16C, Time Series. Model 16C is the purely turbulent case in 
the Model 16 series. With no double-diffusive mixing parameterization, the 




Model 28A: Free, Seasonal (+0 Wm-2yr-1), Κturb = 0, with Double-
Diffusion 
 
Figure 3.66. Model 28A, Time Series. Identical to Model 16A, but with the 
inclusion of sensible, latent, and additional net longwave radiation, Model 28A 
experiences a slow decline in seasonal sea ice cover with a corresponding 
breakdown of convρ∆  even though there is no increase in annual net cooling. 
Starting at year 11, convρ∆  almost reaches the convection criterion of 0.005 kg m
-3 




Model 28B: Free, Seasonal (+0 Wm-2yr-1), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.67. Model 28B, Time Series. Although all three cases of Model 28 
experience no increase in mean annual cooling, Model 28B maintains consistent sea 
ice concentration, thickness, and convρ∆  from year to year, unlike 28A. Purely 
double-diffusive cases seem to be more sensitive to the higher monthly forcing 




Model 28C: Free, Seasonal (+0 Wm-2yr-1), Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.68. Model 28C, Time Series. Very similar to 28B, Model 28C sees no 
decrease in overall sea ice concentration, thickness, or potential density differences 




Model 19A: Fixed, Seasonal (+1 Wm-2yr-1), Κturb = 0, with Double-
Diffusion 
 
Figure 3.69. Model 19A, Time Series. The first sign of convection in the column 
over the seamount occurs at year 15. However, mean sea ice concentration and 






Model 19B: Fixed, Seasonal (+1 Wm-2yr-1), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.70. Model 19B, Time Series. This model, having both double-diffusion 
and turbulent diffusivity included sees an onset of convection immediately before 
year 17. By year 18, a multi-year polynya has formed, evidenced by zero mean sea 




Model 19C: Fixed, Seasonal (+1 Wm-2yr-1), Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.71. Model 19C, Time Series. Much like 19B, the model achieves 
convection and a subsequent zeroing of sea ice concentration and thickness. 
However, the onset of convection is earlier, right before year 16 and the multi-year 




Model 29A: Free, Seasonal (+1 Wm-2yr-1), Κturb = 0, with Double-
Diffusion 
 
Figure 3.72. Model 29A, Time Series. Due to additional surface heat fluxes, 
Model 29 experiences a net annual mean cooling of 210Wm−  along with an increase 
of 2 11Wm yr− −+ . Even with this large amount of net cooling, the purely double-
diffusive model still fails to produce a multi-year polynya (but just barely). 




Model 29B: Free, Seasonal (+1 Wm-2yr-1), Κturb = 2•10-5, with Double-
Diffusion 
 
Figure 3.73. Model 29B, Time Series. With an onset of deep convection at year 5, 
this model goes ice free immediately and maintains a multi-year polynya 




Model 29C: Free, Seasonal (+1 Wm-2yr-1), Κturb = 2•10-5, No Double-
Diffusion 
 
Figure 3.74. Model 29C, Time Series. This model, with purely turbulent 
diffusivity and no double-diffusion, experiences convection over Maud Rise at year 
4, one year earlier than the model identical in every way, except for double-
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