Existence and uniqueness questions are treated for quantum elds on S 1 satisfying the nonlinear Klein-Gordon equation (u t + m 2 ) + :P 0 ( ): v = 0, where P is a given real polynomial, bounded below, and v is the physical vacuum. When > 0 is su ciently small, there exists a solution, but it need not be unique unless v is required to depend continuously on in certain sense.
Introduction
One can rigorously construct quantum elds on S 1 satisfying nonlinear KleinGordon equations. Curiously, however, it is not known under what conditions the solution of a given equation is unique, nor which equations can be solved. The problem is that in constructing the solution the equation is not given a priori. Let us brie y explain why; for a more detailed account the reader is referred to 3].
Let denote the free scalar eld of mass m, which is a distribution on S 1 whose values are self-adjoint operators on a Hilbert space K, and which satis es the linear Klein-Gordon equation (u t + m 2 ) = 0 together with the canonical commutation relations (t; x); (t; y)] = _ (t; x); _ (t; y)] = 0 ; (t; x); _ (t; y)] = i (x ? y) :
Let P: ! be a polynomial, bounded below. At a formal level, if one de nes int (t; x)
to be the operator-valued distribution e itH (0; x)e ?itH , where the Hamiltonian H is an operator on K given by The problem is to interpret the nonlinear functions of operator-valued distributions appearing in the formula for H. These may be de ned using the theory of renormalized powers of quantum elds. For any su ciently regular vector v 2 K there exists a self-adjoint operator on K, Up to a scalar multiple, H(P; v) has a unique ground state, or \vacuum." If the vacuum of H(P; v) is v itself, setting int (t; x) = e itH(P;v) (0; x)e ?itH(P;v) ; one can indeed show that int satis es the nonlinear wave equation (u t + m 2 ) int + :P 0 ( int ): v = 0 on S 1 .
Unfortunately, the condition that the Hamiltonian H(P; v) has v as its own vacuum is highly nonlinear, so it is di cult to determine for which P there exists such v, or whether v is unique in any sense if it exists. Here we show that for any polynomial P that is bounded below and for all su ciently small > 0 there exists v 2 K such that the vacuum of H( P; v) is v. We nd that uniqueness fails to hold in certain simple cases. Indeed, for > 0 su ciently small, there exist at least two unitarily inequivalent solutions of (u t + m 2 ) int + : 3 int : v = 0 ;
where v is the vacuum of the Hamiltonian for int .
These problems, and a plan of attack, were proposed by Segal 8] , whom we thank for many useful discussions. This paper continues previous work by the authors 3], which in turn was greatly in uenced by the work of Friedman 4] . It is also interesting to compare the work of Ja e, Lesniewski, and Wieczerkowski 5] on quantum elds on S 1 satisfying a priori nonlinear wave equations, for which the problems discussed here do not arise.
Preliminaries
We begin by establishing notation; for more details see 2]. Given a complex Hilbert space H, the \free boson eld" over H is a system (K; W; ?; v 0 ), unique up to unitary equivalence, such that: 
We shall work with the real wave representation of the free boson eld. 
Let u 2 D and g 2 C 1 (S 1 ). Then for all n 0 there exists a self-adjoint operator : n (g): u on K, which we may also write heuristically as Let P denote the vector space of real-valued polynomials of degree 2d, and let C P denote the cone of polynomials that are bounded below. If P 2 C has P(x) = P a j x j , and u 2 D, we de ne H(P; u) to be the closure of the operator H 0 + P a j : j : u .
Suppose P 2 C. Then H(P; u) is self-adjoint, with pure point spectrum, and has a nondegenerate lowest eigenvalue which we denote by E(P; u). There is a unique unit vector v 2 K, the \vacuum" of H(P; u), such that H(P; u)v = E(P; u)v and v 0 as an element of L 2 (H ). Moreover, v 2 D and v is translation-invariant.
Before we state our main results we wish to make very clear in what sense having u 2 D which is the vacuum of H(P; u) gives rise to a quantum eld satisfying a nonlinear Klein-Gordon equation. Suppose that u is the vacuum of H(P; u), and let f 2 C 1 (S 1 ). Then we de ne int (t; f) = e itH(P;u) (f) e ?itH(P;u) ; and we may de ne renormalized powers : n int (t; f): u by relations analogous to equations (1-4), using instead of U(f) and V (f) the time-evolved Weyl pair U int (t; f) = e itH(P;u) U(f)e ?itH(P;u) ; V int (t; f) = e itH(P;u) V (f)e ?itH(P;u) :
Moreover, we have : n int (t; f): u = e itH(P;u) : n (f): u e ?itH(P;u) :
The proof of this makes essential use of the fact that the vacuum of H(P; u) is u itself. as distributions having as values operators de ned on the entire vectors for H(P; u).
It is physically important to note that the above equation is \local." That is, integrating any term of the left side against a test function f 2 C 1 0 ( S 1 ), we obtain an operator a liated to the von Neumann algebra generated by the eld operators Z S 1 int (t; x) g(t; x) dtdx with supp(g) supp(f). Now we consider existence and uniqueness, for a given polynomial P, of a vector u 2 D that is the vacuum of H(P; u). We would like to make very precise the sense in which these are physically distinct quantum elds satisfying the same nonlinear wave equation. (u t + m 2 ) int (t; x)+ :P 0 ( int )(t; x): u f(t; x) dxdt = 0:
We will write simply f for the function f(t; ) on S 1 , leaving the dependence on t implicit, and similarly write _ f and f for the rst and second derivatives of f(t; ) with respect to t. We also write H for H(P; u 
Integrating equation (6) u t
Next we consider Hamiltonians renormalized relative to the free vacuum. Recall that C P denotes the cone of polynomials of degree 2d that are bounded below. Given P 2 C, let H(P) denote H(P; v 0 ), let v(P) denote the vacuum of H(P), and let the \vacuum energy" E(P) be given by
H(P) v(P) = E(P)v(P) :
Note that H(0) = H 0 , v(0) = v 0 , and E(0) = 0.
Using equation (5) 
Note that v(Q) is the vacuum of H( e Q; v(Q)). Conversely, if v 2 D is the vacuum of H(P; v) for some P 2 C, we may use equation (5) to write H(P; v) = H(Q) for some Q 2 C. It follows that v = v(Q) and P = e Q.
In short, for any P 2 C there exists v 2 D such that v is the vacuum of H(P; v) if and only if P = e Q for some Q 2 C. To use this fact we must understand the range of the map T: C ! C given by T(Q) = e Q :
We shall use the implicit function theorem to show that \su ciently small" polynomials are in the range of T, obtaining Theorem 2. To this end we calculate the Jacobian of the map T near the origin in C. Lemma 2. The function E(P) is C 1 on the interior of C. The map P 7 ! v(P) is C 1 from the interior of C to K, and continuous from the interior of C to K p for all p 2 2; 1). Given any convex open cone C 0 in the interior of C, E(P) ! 0 and v(P) ! v 0 in K p for all p 2 2; 1) as P ! 0 in C.
Proof -For P in the interior of C, H(P) is an analytic family of type B in the sense of Kato 6, 9] . Moreover E(P) is a nondegenerate isolated eigenvalue of H(P), so by
Kato's perturbation theory v(P) is analytic from the interior of C to K, and E(P) is an analytic function on the interior of C. (Note that while Kato only considers oneparameter families, the generalization to multi-parameter families is straightforward.)
Let S be a xed subset of C 0 whose closure is compact. By an estimate of Segal 8] , for any p 2 2; 1) there exists t > 0 such that e ?tH(P) is bounded from K to K p , uniformly for all P 2 S. Since v(P) = e tE(P) e ?tH(P) v(P) and E(P) p 0 , where p 0 is the constant term of P, kv(P)k p is uniformly bounded on S. Since v(P) is continuous from S to K, it follows from H older's inequality that v(P) is continuous from S to K p for all p 2 2; 1). Also by H older's inequality, hv(P); :P ( ): v(P)i ! 0 as P ! 0 in C 0 . Note that p 0 = hv 0 ; H(P)v 0 i E(P) = hv(P); H(P)v(P)i hv(P); :P ( ): v(P)i; so E(P) ! 0 as P ! 0 in C 0 .
To prove that v(P) ! v 0 in K p as P ! 0 in C 0 it su ces to prove this for p = 2. Write v(P) = a(P)v 0 + v 1 (P ), where a(P) = hv 0 ; v(P)i, so that v 1 (P ) is orthogonal to v 0 . Since hv(P); H(P)v(P)i = E(P) and H 0 v 0 = 0, hv 1 (P ); H 0 v 1 (P )i = E(P) ? hv(P); : P( ):v(P )i ! 0 as P ! 0 in C 0 , which means that 1 kv 1 (P )k 2 ! 0, where 1 is the rst positive eigenvalue of H 0 . Hence v 1 (P ) ! 0, which completes the proof that v(P) ! v 0 . u t Lemma 3. The map T is C 1 in the interior of C. Given any convex open cone C 0 in the interior of C, as P ! 0 in C 0 , T(P) ! 0 and dT(P) ! I.
Since the functional corresponding to the multiplication operator :P ( ): v(P) converges to 0 in K p for some p 2 (2; 1), and u 2 K p 0 , where 1=p + 1=p 0 = 1 2 , it follows that (:P ( ): v(P) + v(P) ? v 0 ? E(P))u ! 0 in K as P ! 0 in C 0 . Consequently
which completes the proof of (10).
Since v(P) ! v 0 in each K p as P ! 0 in C 0 by Lemma 2, and the derivative of v(P) converges in K by (9) , it follows from equation (8) 
