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Abstract
Transputers deve10ped by INMOS are characterized by high speed
and parallel operation.  The authOr compared the computational
speed of Transputers with that Of a 32 bit personal computer,
through some examples of inatrix calculations and ordinary differential
equations,  The results sho、、アed that t e Transputers have excellent
performance both on cOmputational speed and paralle1 0peratiOn.
1。 まえがき
コンピュータのハー ドウエア、ソフ トウエアの飛躍的な発展により計算機
援用解析技術が登場 し、従来実験のみに頼っていた研究分野にもコンピュー
タが適用されるようになってきた。すなわち計算力学、計算物理学、計算化
学、計算電磁気学などと呼ばれる研究分野が登場 しコンピュータを駆使 して、
実験では達成不可能であった現象の解明が行われるようになってきた。この
ような研究は自然科学の分野にとどまらず社会科学の分野にも及んでいる。
このような複雑な現象の計算量は常に膨大であり、現実的な利用時間内に意
味のある解を得るためには (1)
a)超高速演算機能
b)CPUの専有
c)大容量の主記憶                     ・
が要求される。
超高速演算機能という要求に対 しては、スーパーコンピュータ (ベクトル
コンピュータ)が開発されておりよリー 層の高速化が進められている。 しか
しいかに高速のCPUであっても、ユーザ数の増加が、演算の高速化を上回
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るならば、ターンアラウンド時間は伸
びる一方であり、物理的に意味のある
結果を出すための必要時間が増加する。
このため3つの条件を満足する計算機
として普及型のスーパーコンピュータ
や、ミニスーパーコンピュータ、島速
なワークステーションが開発され、ユ
ーザに提供されるようになってきた。
しかしユーザの要求は限りがなく、よ
り高速かつ低価格なパーソナルな環境
で数値計算を行いたいという要望が増
えてきた。このような要求に応えるC
PUとして トランスピュータが注目さ
れている。 トランスピュータは
a)単一の計算エンジンとしても高
速で、ワークステーションの演
算速度に匹敵する。
b)並列化により演算を高速化でき
る。
図1 トランスピュータの内部構造 という特徴をもっている。
トランスピュータのソフ トウエアは従来OCCAMで記述されていたが 1
988年英国の3L社より並列FORTRAN,並列Cが発表され、FOR
TRANの数値計算に日‖染んでいたユーザにも容易に利用が可能になってきた。
本稿で tま トランスピュータの概要、数値演算能力を述べ、実際の数値演算
に最もよく現れる行列計算、微分方程式の求解に適用した結果について述べる。
2.トランスピュータの概要 (2)(3)
トランスピュータは英国のインモス社 (INMOS)が開発 したマイクロ
プロセ ッサーであ り、 16ビットと32ビットがある。32ビット版には浮
動小数点演算プロセッサー (FPU)を内蔵 しないT414と浮動小数点演
算プロセ ッサー (FPU)を内蔵 したT800がある。20MHz版のT8
00は公称 10MIPS, 1.5MFLOPSとい う高速演算処理能力が備
わっている。
また トランスピュータは並列計算用のCPUとして設計 されている。並列
計算に必要なCPU間のデータ交換は10または20MBPSとい う高速の
シリアル リツクにより行われる。図 1はトランスピュータの内部構造を示す。
図示の通 りこの通信 リンクは4チャンネルある。
一方 このような並列計算だけでな くトランスピュータは計算エンジンとし
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ても優れた性能をもっている。いくつかのベンチマークテス ト、実際の応用
プログラムの実行テス トによりT800はVAX-8600級の演算能力を
発揮することが報告されている。)。 この トランスピュータを搭載 したボー ド
はPC-9801用、UNIXワークステーションLUNA用として多 くの
会社より市販されており、従来慣れ親 しんだOS(MS―DOS,UNIX)
で使用することができる。
また トランスピュータは問題の構造に応 じて、図2に示すようにアレイ接
続、パイプライン接続、ツリー接続が可能である。
格子接続
rトトカポすター
バイプライン接続
ツリー接続
図2 トランスピュータの接続方法
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3.ソフ トウエア
トランスピュータは従来、並列処理用専用言語であるOCCAMが用いら
れていた。OCCAMは並列処理専用の言語として専門家の間では主流の言
語であるが、一般のユーザにとってはFORTRANあるいはCの方がはる
かに使い易 く、これらの言語のサポー トにより今後 トランスピュータがいろ
いろな分野に普及 してゆくものと思われる。
並列FORTRAN(英国、3L社)の機能は
a)標準FORTRAN互換機能
b)タスク割 り付けによる並列化機能
c)非割 り付け並列化機能 (FLOOD FILL機能)
である。基本的にはFORTRAN77にCPU間通信機能を追加 したもの
であり、計算エツジンとして使用するかぎりは標準的なFORTRAN77
と同じである。
タスク割 り付けによる並列化機能は、分割されたタスク間通信を書き加え
た複数の並列走行可能なプログラムを複数の トランスピュータで実行させる
機能である。この時各タスクを各CPUに割 り付佐ナる必要がある。
非割付け並列化機能は分割されたタスクが完全独立でタスク間通信が不要
の場合のみ有効な並列化機能であり、ネットワークの中にあるトランスピュ
ータはすべて平等であり、手の空いたCPUが順次分割されたタスクを受け
もち、処理終了後ルー トコンピュータに結果を返す。
並列FORTRANではコンパイル、 リンクは トランスピュータ上で実行
されるようになっており、ホス トCPUのOSは入出力の管理とコンパイラ
およびソースファイルの転送を行 うのみである。
4.トランスピュータの数値演算速度
本節では トランスピュータ単体の演算速度を調べるためFORTRANに
よる実数の四則演算、三角関数、指数関数、対数関数の実行時間を求めてみ
た。この結果は表 1、 表2の通 りである。表 1は単精度 (32ビット)、 表
2は倍精度 (64ビット)である。なお表中SUN-3/50のデータは文
献 (1)のデータである。またパソコンはPC-9801XL2でぁる。こ
れらの表に示す結果で明らかなように、 トランスピュータ (T800)は単
精度、倍精度とも四則演算に関しては極めて高速であり、ワークステーショ
ンの約14～20倍である。単精度の実行結果から分かるように加算の実行
時間は0.65μSであり、公称値 (1.5MFLOPS)に近い値が出て
いる。また関数演算ではほぼワークステーションと同程度である。また倍精
度の関数演算ではワークステーションよりは若千遅いが、四則演算に関して
はやはり10～20倍速い。実際の応用プログラムでは通常四則演算と関数
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表1 トランスピュータの実行時間
(単精度) (単位 :μ SEC)
LOOP
ソフトウェア
+
*
/
SQRT
SIN
COS
TAN
Ⅸ P
LOG
CPU
機 種
0.85
0.65
0。75
0.95
1.25
7.61
24.67
26.16
24.64
28.52
25.91
PARALLEL
FORTRAN
T800-20
2
9
9
9
12
32
95
100
70
128
62
PROttSS10NAL
_FORTRAN
80386
+80387
PC-9801XL2
14.2
14.2
15.6
17.4
14.2
31.4
31.2
35.8
37.8
45.0
FORTRAN77
('7f68881)
68020-15
6889
-16.67
Sun-3/50
演算が混在 しているのでT8
00はワークステーションの
数倍の処理速度と推定される。
5,数値計算への応用
4節で トランスピュータ単
体の四則演算速度を求めたが、
本節では数値計算に関する応
用問題の代表 として最 も基本
的で、かつ頻繁に用いられる
連立一次方程式、行列計算、
微分方程式を取 り上げ、種々
のケースについて演算速度を
比較する。微分方程式に関す
る応用問題では筆者の開発 し
た連続系シミュレーション言
語DECS(4),(5)へ適用 し
た。また計算速度の比較はT
800による並列FORTR
ANと80386+8038
7によるPROFESSIO
NAL FORTRANで行っ
た。
5。 1 連立一次方程式
連立一次方程式
Ax=B   (1)
A(nxn),
B(nxl),
x(nxl)
を掃 き出 し法で解いた結果を表 3に示す。MS―DOS上の標準FORTR
ANではMS―DOSのメモ リ管理が640KB以下であるので行列のサイ
ズは200x200が最大であった。一方 トランスピュータではこの制約に
とらわれないので行列サイズを大 きくでき、500x500でも計算可能で
ある。なお演算は 1個の トランスピュータを用い、単精度で行っている。表
3の結果からわかるように トランスピュータによる演算速度は17倍とい う
驚異的な速度を示 している。
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表2 トランスピュータの実行時間
(倍精度) (単位 :μ SEC)
Sun-3/50
68020-15
6889
-16.67
FORTRAN77
(77f68881)
16.0
15.8
17.2
19.2
15.0
32.6
32.6
37.2
39.0
46.2
80386
+80387
PROFESSIONAL
FORTRAN
9
9
13
32
99
70
126
63
30.85
PC-9801XL2
T800-20
PARALLEL
FORTRAN
0.80
0.90
1.55
2.15
14.45
46.31
38.40
46.51
51.69
44.77
ソフトウェア
十
/
SQRT
SIN
COS
TAN
EXP
LOG
LOOP
機 種
CPU
5.2 行列の乗算
つぎに2つの行列A、 Bの
積を求め結果をCに入れる計
算
A・B=C   (2)
A(nxn),
B(nxn),
C(nxn)
を行 った場合の演算速度の比
較を行 う。 この例題では 1個
の トランスピュータで演算を
行 った場合 と複数個の トラン
スピュータで並列処理を行 っ
た場合の比較を行 った。
(1)単一処理で行 った場合
1個の トランスピュータと、
80386+80387を用
いた場合の処理速度の比較を
行 った。その結果は表4の通
りである。演算速度を比較 し
てみると トランスピュータは
80386+80387の4
～ 7倍で、行列サイズが大 き
くなるにつれて差は開 く傾向
にある。 しか し5.1ほどの
差 lま生 じていない。計算速度
にあまり差の生 じない理由は、
行列の要素が例題5.1では
粗であるのに対 し例題5.2
では密であるためと思われる。
(2)並列処理で行った場合
つぎに行列のサイズを100x100として トランスピュータを複数イ回並
べて並列処理を行った場合の演算速度の向上の程度について述べる。
まづ並列処理を行 うためにつぎのようにタスクを分害」する。
a)トランスピュータ2イ回の場合
行列A(I, j)を偶数行と奇数行に分害」し、それぞれ行列B(1, j)と
並列処理により乗算を行い、最後に全体をまとめる。
図3はタスクの割 りつけを示す。ここで
M  全体の処理を行 うタスク
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表3 連立一次方程式の実行時間
(単位 :SEC)
行列サイズ
100*100
200*200
300*300
400*400
500*500
ソフトウェア
CPU
機 種
4.401
35.312
121.174
286。311
558.127
PALALLEL
_FORTRAN
T800-20
79
615
PROttSSIONAL
_FORTRAN
80386
+80387
PC-9801XL2
表4 行列の積の実行時間
(単位 :SEC)
ノフトウェア
行列サイズ
50*50
100*100
150*150
200*200
300*300
400*400
CPU
機 種
駒嘔ALLEL
_FORTRAN
T800-20
0.5M
4.824
16.457
39。353
139.465
330.394
PROFESSIONAL
_FORTRAN
80386
+80387
PC-9801XL2
2
17
109
との乗算
との乗算
との乗算
との乗算
WI  Aの奇数行とBの積を求めるタスク
W2  Aの偶数行とBの積を求めるタスク
を意味する。 トランスピュータヘの害」り付けはM、Wlをトランスピュータ
Tl,W2をトランスピュータT2とした。
b)トランスピュータ4個の場合
行列A(1, j)を
A(11,j)(11=1,5,9, ・・ 。)
A(12,j)(12=2,6,10,・・・ )
A(i3,j)(i3=3,7,11,。・ 。)
A(14, j)(14=4, 8, 12, ・・ 。)
のように分割 し、それぞれ行列B(I, j)と並列処理により乗算を行い最
後に全体をまとめる。図4はタスクの割 りつけを示す。ここで
M  全体の処理を行 うタスク
Wl
恥「2
|ヽア3
W4
1 2,  」
1 3,  J
14, コ
?
?
?
?
?
?
?
il,j)とB(1,j
B(i,j
B(i,j
B(三,j
を意味する。 トランスピュータヘの割 り付けはM、Wlをトランスピュータ
Tl、W2をトランスピュータT2、W3をトランスピュータT3、W4を
トランスピュータT4とした。表5はトランスピュータの個数と演算速度の
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関係を示す。表より分かるように演算速度はおおよそ トランスピュータの個
数に比例 していることが分かる。理想的には正確に比例するはずであるが、
トランスピュータ相互間、タスク相互間の通信時間があるためにイ回数と正確
には比例 しない。 しかしシリアル リツク方式で通信を行っているためバス競
合などの問題がないため、共通バス方式に比較 して演算速度の低下の度合は
少ない。
全体のタスク
Aの奇数行とBの積を求めるタスク
Aの偶数行とBの積を求めるタスク
5.3 連立常微分方程式への
適用
つぎに連立常微分方程式の求
解に適用 してみた。本節の目的
は筆者の開発 した連続系シミュ
レーション言語DECSの高速
化を計るための基礎研究のため
である。例題としては図5のよ
うなR―L―C直列回路を用い
た。
本回路より
M
耶「1
恥「2
図3 トランスピュータのタスク割 りつイナ
M
Wl
W2
ヽヽ/3
キヽ/4
全体の処理を行なうタスク
Aの1, 5, 9, ・・・行とBとの積を求めるタスク
Aの2, 6, 10, ・・・行とBとの積を求めるタスク
Aの3, 7, 11, ・・・行とBとの積を求めるタスク
Aの4, 8, 12, ・・・行とBとの積を求めるタスク
図4 トランスピュータのタスク割 りつけ
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HOST
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W4
M
W2
HOST
??
?
??
d +ユ=E
2q
+LR (3)
t2 Cd
が成立する。 ここで
Xl=q
dqX2=dt
とおくことにより (3)式は
(4)
(5)
dX2
(E―些 ―R x2)/L (6)dt C
となり (5)、(6)式よりR―L―C直列回路の状態方程式が得られる。
この状態方程式を4次Runge―Kutta法を用いて解いた。つぎに ト
ランスピュータ1個の場合と3個の場合の演算速度を比較 した。3個の場合
は抵抗の値が異なる3つのケースを同時に並列処理するものである。この演
算時間の比較を表6に示す。この結果は トランスピュータ1個の場合でも通
常のFORTRANの約10倍の演算速度が達成できることを示 している。
また3個の場合は1個の場合の2.3倍の演算速度である。これらの結果か
らトランスピュータを採用 した場合にtま1個の場合でも大幅な演算速度の向
上が期待できるものと思われる。
SW R と 6. むすび
近
'
以上 トランピュータ単
c 体の演算速度、並列化に
よる演算速度の向上、応
用プログラムヘの適用結
果について述べた。得 ら
図5 RLC 直列回路       れた結論をまとめると
トランピュータ単体の四則演算の演算速度は80386+80387
のFORTRANの約10倍、関数演算に関しては約2～3倍である。
行列計算に適用 した結果、80386+80387のFORTRAN
と比較 した場合、積の計算では約5倍、連立一次方程式の掃き出し法
による解法では約17倍の演算速度が達成できた。ただし演算速度は
行列要素のスパース性にも依存するのでこれらの数字は一応の目安で
ある。
行列計算に複数個の トランスピュータを用いた場合、演算速度はおお
よそ トランスピュータの個数に比例する。 トランスピュータではシリ
アルリンクによリデータ交換が行われるので、バスの競合などの問題
(1)
(2)
(3)
―-34-一
(4)
がないため、個数にほぼ比例 して演算速度が向上するものと思われる。
また行列計算の場合タスクの分割は極めて容易であり、したがって
ソフ トウエアの作成も容易である。
連立常微分方程式へ適用 したところ、80386+80387のFO
RTRANと比較 した場合、 トランスピュータ1個で約10倍である。
またパラメータを3回変化させて計算させ、各処理毎に トランスピュー
表5 行ア」の積を複数個のトランス  タを害」り当てた場合、演算速度は
ピュー タで計算した例     約2,3倍であった。連立常微分
(単位:SEC)  方程式の並列処理に関するタスク
1. 519
PC-9801XL2
80386-卜80387
実行時間
(行列 100*100)
4. 401
2. 861
機 種
CPU
トランスピュ
ータの使用個
数
2
4
分解は、行列演算と比較 して可成
り複雑であるので今後さらに研究
する必要がある。
トランピュータの高速演算性能、
並列処理機能を生かす分野として
は画像処 理 、FEM,BDM,シ
ミュ レー シ ョン、 ロボ ッ ト制御 、
ニューロコンピュータなどが考え
られ、今後いろいろな分野へ応用
されてゆ くと思われるが、 ソフ ト
ウエアを作成 した感 じでは、並列
FORTRANのエラーメッセー
ジがもっと親切であって欲 しいこ
とである。
(1)
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表6 連立常徴分方程式の演算速度の
比較
(単位 :SEC)
トランスピュータを1つ使用
トランスピュータを3つ使用
*1
*2
PARALLEL
―FORttAN*2
PARALLEL
―FORTRAN*1
PROttSSIONAL
―FORTRAN
BASICC
BASIC
ソフ トウェア
CPU
機 種
1. 35
11
33
実行時間
80386+80387
PC-9801XL2
0. 063
0. 148
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