The Shannon capacity of a graph G is c(
Introduction
The Shannon capacity of a graph plays a central role in the study of the zero-error capacity of noisy communication channels [10] . The Shannon capacity of a graph G is defined as
where α(G) is the independence number of G and the graph strong product is assumed [16] .
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The problem of determining the Shannon capacity can be very challenging already for small graphs. In his celebrated paper of 1979, Lovász [11] proved that c(C 5 ) = √ 5, where C n denotes the cycle with n vertices, but the cases of C n with n 7 and odd are still open [3] .
Lovász [11] also determined the Shannon capacity of Kneser graphs. The Kneser graph KG n,k consists of one vertex for each k-element subset of an n-set, any two vertices being adjacent exactly when the corresponding subsets are disjoint. Specifically, c(KG n,r ) = n − 1 r − 1 .
Also the Shannon capacity of the complement of the aforementioned graphs has been studied. The graph KG n,2 , which is the line graph of the complete graph K n , is known as the triangular graph and denoted by T n . In fact, the problem of determining c(C n ) and c(T n ) are closely connected via the following two versions of a combinatorial packing problem [5] : Determining α(C is equivalent to finding the largest packing of d-dimensional cubes of width 2 in the ddimensional discrete torus of width n, where the sides of the cubes may consist of two unconnected parts of width 1. In the latter case, it does not matter whether one talks about a packing in a torus or a cube. That version can also be formulated as a packing problem in complete d-partite hypergraphs with n vertices in each partite set [5] . Also note that the former version is a special case of the latter; indeed, C n is an induced subgraph of T n . Optimal packings of the two types in the 2-dimensional torus of width 5 are shown in Fig. 1 . The problem of determining α(G d ) was studied in [1] with G = C n for general values and specific small values of n odd and d. A similar study will be carried out in the current paper when G = T n . We start off in Section 2 by considering various analytical bounds, and thereafter discuss two computational methods based on local and exhaustive search. In particular, it is shown that α(T 5 4 ) = 27. Variants of the problems considered in this paper are discussed in Section 3, and the new results obtained are presented 
Bounds on Packings

Basic Bounds
In the study of c(T n ), we define H(d, n) (resp. G(d, n)) to be the number of d-dimensional unconnected (resp. connected) cubes of width 2 that can be packed into the d-dimensional torus of width n. We define
when n is even, so we restrict to the case of n odd in the sequel. For d = 1 and d = 2, the values of H(d, n) are known [5, p. 42] .
The following two theorems give further bounds in the general case. The proofs are analogous to those for corresponding results on
Using Theorems 1 and 4 we get that H(d, n) ( . This bound can also be obtained using techniques from [11] . The following theorem is proved by a construction that is not applicable to the case of G(n, d).
Proof Partition the coordinate values in each dimension of the torus into A and B, where |A| = n and |B| = 2, and require that a side of a cube is either entirely in A or in B. This divides the packing problem into subcases, which can be solved independently. If the number of dimensions with values in A is i, then the instance to be solved is that of H(i, n). Summing over all cases and recalling that H(0, n) = 1 gives the result.
Upper Bounds via Tabu Search
Packings of cubes provide lower bounds on G(d, n) and H(d, n). We here use tabu search, a stochastic local search method, in the search for good packings. Tabu search was introduced in 1986 by Glover and McMillan [7] ; for a more extensive treatment of the method, see [8, 9, 6] .
Two different frameworks can be used to search for the packings considered here. Either one may search for independent sets in certain graphs, or one may search for packings of cubes in a torus. We have chosen the latter approach, and run Algorithm 1 with an input of the number of cubes to pack, k, the dimension of the torus, d, and the width of the torus, n. The algorithm is restarted if it does not find a packing within a given time limit.
Generate a random packing P with k cubes 2: while Overlap(P) > 0 do
3:
MinOverlap ← ∞
4:
for all P ∈ Neighbourhood (P) do
5:
if Overlap(P ) MinOverlap & !Tabu(P ) then
6:
MinOverlap ← Overlap(P )
7:
if Overlap(P ) < MinOverlap then
8:
BestNeighbour ← {P } 9:
BestNeighbour ← BestNeighbour ∪ {P }
11:
end if
12:
13:
end for
14:
P ← RandomChoice(BestNeighbour )
15:
Update tabu list 16: end while
In Algorithm 1, a solution is a set of k cubes. The function Overlap(P) gives the total pairwise overlap of all cubes in a solution P. We further define the neighborhood of a solution as the set of solutions that can be reached by replacing any one of the cubes in the solution by any other possible cube. Since there are Using Algorithm 1, we were able to find a packing proving that H(3, 7) 35 (which, in fact, coincides with the best known upper bound and is therefore the exact value of H (3, 7) ).
Another result obtained by Algorithm 1 is H(3, 13) 248. To obtain that result we did not start the search from a random packing but from a packing attaining G(3, 13) 247 and described in [1, Theorem 6], with one additional random cube.
Bounds via Exhaustive Search
Exhaustive computer search can be used to find and prove optimality of combinatorial objects. We shall here illustrate how exhaustive search can be used to prove H(4, 5) = 27, improving on the earlier result of 25 H(4, 5) 29 obtained by Brouwer and Schrijver [5] .
The concept of symmetry plays a central role in the study of combinatorial objects. We say that two packings of unconnected cubes are isomorphic if one can be obtained from the other by a permutation of the sides of the cubes together with permutations of the n coordinate values for each side. A mapping of this type from a packing onto itself is an automorphism, and the set of all automorphisms of a packing forms a group, the automorphism group of the packing.
To determine whether packings are isomorphic and to find the automorphism group, we transform packings into graphs and use the graph isomorphism program nauty [12] . The mapping is as follows: Suppose that the packing has k unconnected cubes {C 1 , C 2 , . . . , C k }, where the cube C i is presented as {a i,1,0 , a i,1,1 } × {a i,2,0 , a i,2,1 } × · · · × {a i,d,0 , a i,d,1 } with 0 a i,j,k n − 1. Corresponding to such a packing we generate a graph with vertex set }. Moreover, edges are added so that for every i, 1 i d, the subgraph induced by V i is complete.
As the problem of finding packings of cubes can be phrased in the framework of finding independent sets (or cliques) in a particular graph, the Cliquer software [14] can be used to settle small instances. In this way, a total of 864000 different packings attending H(3, 5) = 12 can be found. However, there are only 2 isomorphism classes of such packings. The automorphism groups of these packings have orders 16 and 48, and the result can be validated by the orbit-stabilizer theorem as 3!(5!) Proof Assume that H(4, 5) 28. The proof of Theorem 4, which shows that H(3, 5) 12, relies on the fact that we get five 3-dimensional packings for the five different possibilities of fixing one dimension and at least one of these packings must be of size at least 28·2/5 = 12.
Assume that there is a packing of the 4-dimensional torus of width 5 with 28 unconnected cubes of side 2. Without loss of generality, we may fix the value of of the first dimension to 0 and use one of the two nonisomorphic solutions attaining H(3, 5) = 12. Out of the 5 · 864000 possibilities for fixing and placing a 3-dimensional packing of size 12 in the second dimension, only 4320 coincide in the 2-dimensional intersection of the 3-dimensional subcubes.
Cliquer is finally used to try to extend the 4320 cases to a packing with 28 unconnected cubes of side 2. No solutions are found, implying that H(4, 5) < 28. Several packings of size 27 were found. So H(4, 5) = 27.
Variants of the Problem
The width of any torus considered so far in this paper is the same in all dimensions. Obviously, one can generalize this setting and consider tori with non-uniform widths. The widths of the cubes to be packed may as well be non-uniform and differ from 2.
Beineke [2] proved that the maximum number of unconnected k×l cubes (the direction of which matters) that can be packed in an m × n torus is min m k n l , n l m k .
Indeed, packings of 4 × 2 cubes in the n × n torus play a central role in [1, Theorem 6] .
Results for higher dimension and various situations can be found in [17, 18] . A further study of these cases might lead to results that could improve Theorems 5.
One may also consider covering versions of all these packing problems, cf. [15] .
Results
Best known bounds on H(d, n) for 1 d 4 and 5 n 21 odd are shown in Table 1 ( 
