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using equation 3 for binding probability at equilibrium, ( ). Position Frequency (1  e )  1/ +   (ΔG   μ)  
Matrices equivalent to the PWMs used for both SYN building block design and for scanning the 
mouse genome were used to generate EWMs, using the formula 
























































































Figure 2.1. Activity of synthetic elements and genomic sequences.  ( A ) The activity of                         
synthetic elements with different numbers of binding sites. Expression is the average log of                           
the ratio of cDNA barcode counts/DNA barcode counts for each synthetic element                       
normalized to basal expression (dotted line). ( B ) The activity of genomic sequences is                         
largely dependent on the presence of pluripotency binding sites. Normalized expression of                       
wild type (gWT) sequences is plotted against expression of matched sequences with all                         
three pluripotency TFBSs mutated (gMUT sequences). Red indicates sequences with                   
significantly different expression between matched gWT and gMUT sequences. Diagonal                   
solid line is expectation if mutation of TFBSs had no impact on expression level.                           





Figure 2.2. Non­additivity in synthetic elements. ( A ) Comparison of synthetic 3­mer                     
elements with matched 4­mer elements containing one additional site in the first or fourth                           
position. Mean expression of elements across barcodes (black dot) is plotted +/­ SEM                         
(black whiskers). Green line for comparison to expression of 3­mer; Green transparency                       
highlights SEM of 3­mer shown. Activity of the ten highest ( B ) and ten lowest ( C )                             
expressing 4­mers. Red line represents average expression of all synthetic 4­mer elements.                       
Capital letter represents binding site in forward orientation and lower­case letter represents                       
binding site in reverse orientation. Mean expression of each element across barcodes (black                         
dot) +/­ SEM (black whiskers). Activity logos for the top 25% (n=96) ( D ) and bottom 25%                               
( E ) of 4­mer synthetic elements. Height of letter is proportional to frequency of site in                             






Figure 2.3. Positional grammar in synthetic elements. ( A ) Iterative random forest                     
(iRF) regression model that includes features for presence and position of pluripotency                       
TFBSs predicts relative expression of synthetic elements. Number of binding site per                       
element is indicated in pink (2­mers), green (3­mers), and blue (4­mers). Observed and                         
predicted expression are both plotted in log 2 space. ( B ) Ranking of variables in                         
synthetic iRF model. Variable importance is estimated by Increased Node Purity                     













Figure 2.4. Sequence     
features separate active     
and inactive genomic     
sequences. ( A )   
Performance of   
gkmer­SVM for genomic     
sequence supports   
contribution of sequence     
based features to activity.       
Word length of 8 bp with           
gap size of 2 bp was used             
for training with 3­fold       
cross validation. ROC curve       
(left panel) and PR curve         
(right panel) is plotted for         
the average across 3­fold       
cross­validation sets +/­     
standard deviation. ( B )     
Primary (O,S,K,E) site     
affinities across gWT     
sequences, as output during       
motif scanning plotted for       
high genomic sequences     
(top 25% as ranked by         
expression, n = 101) and         
low genomic sequences     
(bottom 25% as ranked by         
expression, n =101). Total site affinities (bottom left panel) is calculated per sequences by                           
summing predicted affinity of the three primary sites present in each sequence. ( C ) Total                           







Figure 2.5. Activity of genomic sequences scales with increased occupancy in the                       
genome.  Expression of elements binned by number of intersected ChIP­seq peak signals                       



















































































































































































































Model comparison  Billboard model  Positional model   
Test Set, R^2 (overall)  0.56  0.87   
Test Set, R^2 (4mers)  0.00  0.52   




















































AUROC  0.52  0.47  0.52  0.64  0.56  0.67   
AUPRC  0.22  0.25  0.31  0.34  0.29  0.46   
Features 
included 
           
Source 
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Chapter 3: Evaluating fitness predictions for identification 
of  cis ­regulatory variants using massively parallel reporter 
assays 
 
Identifying regions of the human genome that drive regulatory activity is still a major challenge 
and prioritization of variants that may impact that key processes the thousands catalogued is even 
more difficult. Massively Parallel Reporter Assays (MPRAs) can be used to assess the regulatory 
potential of genomic sequences by providing the means to test hundreds or thousands of 
sequences at once and allows for direct comparisons between the activity of reference and 
alternate alleles without possible confounding variables such as chromatin state or the presence 
of other variants in the loci. Efforts have been made to integrate functional annotations and 
evolutionary and/or polymorphism metrics to predict regions or variants that contribute to 
fitness, or the quantitative representation of natural selection. To assess the predictive power of 
the genome classifications and any additional information that may be provided by fitness 
predictions such as those generated by programs like fitCons or CADD  (Kircher et al. 2014; 
Gulko et al. 2015) , we tested reference sequences from genome­wide regulatory segmentations 
and found that sequences with higher fitCons scores have higher regulatory activity. To assess 
the utility of fitness predictions for prioritizing variants that may impact  cis ­regulation, we tested 
reference and alternate alleles from the 1000 genome database and found that neither high 
fitCons or high CADD predictions were enriched for variants that drove significant allelic skew. 
Our findings highlight the need for critical evaluation of computational tools for and the 
challenge of predicting the regulatory impact of variants in noncoding regions of the human 
genome.  
 
 
This chapter is a manuscript currently being prepared for submission,  Evaluating fitness 
predictions for identification of cis­regulatory variants using massively parallel reporter assays , 
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with  Avinash Ramu and Barak Cohen. I am the first author and contributed to the writing of the 
manuscript along with Barak Cohen. I performed the experiments and analyzed the initial 
sequencing data.  Avinash Ramu performed CADD annotations and analyses.  I performed all 
additional analyses.   
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Introduction 
 
A major challenge for interpreting growing collections of noncoding human variation, 
particularly variants associated with disease, is the prioritization of the sometimes thousands of 
associated variants for follow­up. Estimates for the proportion of functional DNA in the human 
genome have ranged from as little as 2.5­12%, based on sequence constraints and comparative 
genomics, to over 80% based on experimentally measured biochemical signals  (Castillo­Davis 
2005; Ponting and Hardison 2011; ENCODE Project Consortium 2012; Eddy 2013) . With the 
majority of genome­wide association study (GWAS) hits mapping to noncoding regions, 
determining which regions of the genome are functional in relevant cells types is critical for 
identifying the causal variants underlying these associations  (Hrdlickova et al. 2014; Stranger, 
Stahl, and Raj 2011) . However, identifying functional regions of the genome and predicting the 
impact of individual noncoding variants remains difficult. In this study, we sought to determine 
the value of fitness predictions for identifying genomic sequences with regulatory potential in the 
lymphoblastoid cell line GM12878 and prioritizing variants that might impact  cis ­regulatory 
activity.  
 
Evidence suggests that a large fraction of noncoding variants under selection may contribute to 
cis ­regulatory activity but it remains difficult to identify variants that contribute to disease or 
organismal level traits in humans  (Asthana et al. 2007) . For example, lactase persistence into 
adulthood is a trait strongly associated with two noncoding variants, C/T­13910 and G/A­22018, 
that are at high allele frequencies in European populations and are thus likely under positive 
selection  (Poulter et al. 2003; Ridefelt and Håkansson 2005) . One possible causal noncoding 
variant likely modulates the expression of the enzyme lactase­phlorizin hydrolase, which breaks 
down lactose into glucose and galactose  (Ranciaro et al. 2014; Tishkoff et al. 2007) . Additional 
distal putative regulatory variants for the same enzyme have been found in pastoral African 
populations that consumed milk, supporting selective pressure on the expression of this gene 
(Ranciaro et al. 2014; Tishkoff et al. 2007; Swallow 2003) . In contrast, a common noncoding 
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variant in a locus associated with levels of plasma low­density lipoprotein cholesterol (LDL­C), 
heart attack, and coronary artery disease, impacts the expression of a key liver enzyme, SORT1, 
when tested in hepatic cell lines  (Musunuru et al. 2010; Linsel­Nitschke et al. 2010) . Functional 
assays indicate that the modulation of SORT1 transcript abundance alters the associated 
phenotype of plasma LDL­C, potentially explaining the observed disease risks  (Musunuru et al. 
2010) . Additional regulatory variants have been found with links to phenotypes such as diabetes 
(Kulzer et al. 2014) , hepatitis C clearance  (Lu et al. 2015) , transcriptional response to hypoxia 
(Roche et al. 2016) and hypertension  (Rana et al. 2017) . These examples suggest a complex link 
between the impact of a genetic variant on  cis ­regulatory activity and expected fitness 
contributions, i.e. the quantitative representation of natural selection, but highlight the need for 
higher throughput approaches to prioritize variants beyond single loci for detailed, high effort 
follow up experiments. 
 
Higher throughput approaches to identify variants of interest from human populations have 
traditionally included identifying variants associating expression quantitative trait loci (eQTLs) 
with quantitative expression differences between individuals. Studies that aim to identify eQTLs, 
including large scale studies in GM12878 cell lines, assume that susceptibility to common 
disease, a possible contributor to fitness, is at least in part mediated by variation in gene 
expression  (Cookson et al. 2009; Lappalainen et al. 2013) . This assumption is supported by 
evidence that variants associated with complex human phenotypes are more likely to be 
associated with differences in transcript abundance than variants with matched allele frequencies 
(Nicolae et al. 2010) . However, a eQTL for a single gene can include hundreds of significantly 
associated variants  (Lappalainen et al. 2013; Mohammadi et al. 2017) . Even intersecting 
significantly associated variants with additional data, such as biochemical signals or functional 
annotations the ENCODE project can leave several dozen variants with equal likelihood of being 
causal, limiting follow up experiments from testing multiple loci  (Oldoni et al. 2016) . 
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Functional annotations, evolutionary evidence, and even associations with expression changes 
alone have been insufficient to prioritize variants on a genome­wide scale. Therefore, integrative 
computational tools that predict what regions of the genome are sensitive to substitutions or 
which noncoding variants could impact key genomic functions, including  cis ­regulation, are an 
attractive approach for the prioritization of variants necessary for follow­up experiments. Several 
groups have published computational approaches to make predictions of the expected impact of 
human genetic variation. Two such programs, fitCons and CADD, integrate diverse annotations 
into a single metric  (Gulko et al. 2015; Kircher et al. 2014) , to characterize the fitness 
consequence and deleteriousness of variants, respectively, with a shared goal of characterizing 
the functional consequences of substitutions genome­wide. While fitCons uses functional data 
from the ENCODE project in several cell types to group sequences and assign scores based on 
divergence and polymorphism frequencies  (Gulko et al. 2015) , CADD contrasts observed 
variants that are fixed or nearly fixed in human populations to simulated substitutions as proxies 
for rare mutations, which are hypothesized to be more likely to impact organismal fitness, to 
assign scores of likely deleteriousness  (Kircher et al. 2014) .  
 
Although there are accepted benchmarks for evaluating algorithms that predict the impact of 
variants on coding sequences, such as predicting protein truncations and evaluating  in vivo 
function or phenotypes, similar benchmarks have not been standardized for evaluating 
predictions in noncoding sequences   (Ng and Henikoff 2003; Miosge et al. 2015; Walters­Sen et 
al. 2015) . For fitCons, performance was assessed by relying on correlations with measurements 
such as ChIP­seq  (Gulko et al. 2015) , although only a fraction of bound regions are likely to 
have  biochemical activity  (White et al. 2013, 2016; Chaudhari and Cohen 2018) . For CADD, 
performance was assessed by generalizing correlations of activity from saturation mutagenesis of 
three validated  cis ­regulatory sequences to the genome­wide predictions  (Kircher et al. 2014) . 
Because many propose using  cis ­regulatory activity as a possible read out of fitness or 
deleteriousness, including the authors that developed fitCons and CADD, a more rigorous 
approach is to directly test these predictions. Although it remains unclear if the ability of a 
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sequence to modulate expression in the context of a reporter assay corresponds to  in vivo 
regulatory activity, transient plasmid­based assays such as MPRAs have the advantage of 
determining the  cis ­regulatory potential of a sequence in isolation and allow us to measure the 
exact impact of variants on expression  (Castillo­Davis 2005; Ulirsch et al. 2016; Chaudhari and 
Cohen 2018) . Tewhey and colleagues used MPRAs to identify significant allelic skew, the ratio 
of alternative allele and reference allele activity, for 2.6% of tested eQTL­associated and control 
variants in two lymphoblastoid cell lines and identify a causal variant for one locus using 
genome engineering, showing that MPRAs have value in identifying putative regulatory variants 
(Tewhey et al. 2016) . 
 
Here we use MPRAs to evaluate the predictive power of two conservation & population 
genetics­based algorithms for the  cis ­regulatory activity of sequences from the human genome in 
the lymphoblastoid cell line GM12878, an ENCODE tier one cell line that was generated as part 
of the International HapMap project and has extensive annotation data available as well as being 
used as a model cell line for B­cell related diseases  (International HapMap Consortium 2005; 
Arvey et al. 2012; Sanyal et al. 2012; H. Zhou et al. 2015; Oakes et al. 2016) . We tested putative 
regulatory sequences and variants to understand how predictions of fitness relate to both level 
and allelic differences for cis­regulatory activity. We find that 60% of regions annotated as 
regulatory by chromatin­based models are active in our assay, with a surprising fraction acting as 
silencers or repressors. We also find that approximately half of tested variants have a detectable 
impaction on expression but that neither CADD or fitCons scores help prioritize variants with 
allelic effects. These results suggest that caution should be exercised if CADD and fitCons are 
used to prioritize variants that may have  cis ­regulatory impacts and that alternative 
computational and experimental approaches for prioritizing noncoding variants may need to be 
developed. 
 
Results 
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Rationale and description of  cis­ regulatory  libraries  
If natural selection acts on the cis­regulatory activity of genomic sequences, we would expect 
that noncoding sequences predicted to contribute to fitness to be enriched for  cis ­regulatory 
activity, either as activating or repressing sequences. To test this prediction, we designed a library 
of reporter genes (REF) composed of noncoding sequences from the reference human genome 
(genome build hg19).  We chose sequences from four annotation classes for the GM12878 cell 
line, Weak Enhancers (WE), Enhancers (E), Predicated Promoter Flank (PF), and Repressed (R), 
based on chromatin data from the ENCODE project  (Flicek et al. 2013; ENCODE Project 
Consortium 2012) . For each annotation class, we chose sequences that span the range of possible 
scores from fitCons. For every nucleotide in the genome, fitCons assigns a  rho  score, which 
represents the probability that the nucleotide contributes to fitness. The resulting library of 
~1,400 sequences allow us to assess the predictive power of the genome classifications compared 
to any additional information fitCons may provide for selecting genomic regions with 
cis ­regulatory activity.  
 
If natural selection acts on regulatory elements, then we might expect that noncoding variants to 
impact  cis ­regulatory activity. As fitCons predicts the probability of a sequence being under 
selection, a high probability of selection would suggest that the sequence may also be sensitive to 
substitutions  (Gulko et al. 2015) . Therefore, we designed a variant (VAR) library to test this 
prediction. We selected reference sequences from the WE annotation, as we previously found 
this annotation to be enriched for sequences with regulatory activity  (Kwasnieski et al. 2014) and 
to control for confounding effects that could result from comparing sequences with different 
annotations. As in the REF library, we chose sequences across the range of fitCons scores for 
noncoding sequences. The coordinates for these sequences were then used to identify alternative 
alleles reported in the 1000 Genome Project database  (Lappalainen et al. 2013) .  The resulting 
VAR library is composed of 403 reference sequences and their matching alternative allele 
sequences. By assaying the activities of these pairs of sequences, we tested the relationship 
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between predicted fitness and the impact of naturally occurring variation on cis­regulatory 
activity. 
 
Together these libraries test two complementary hypotheses: 1) that regions with higher fitCons 
scores will be enriched for active regulatory DNA elements and 2) that variants in regions with 
higher fitCons or CADD scores will be enriched for having an impact on regulatory DNA 
activity. 
 
MPRA of reporter gene libraries 
We assayed the  cis ­regulatory activity of the REF and VAR libraries in immortalized human 
primary B­lymphoblastoid cells (cell line GM12878; Coriell) using a plasmid­based MPRA 
(Patwardhan et al. 2012; Tewhey et al. 2016; Kwasnieski et al. 2014) . Each unique library 
member described above was designed to be present in the library pools six times, paired with a 
unique barcode (BC) sequence  (Kwasnieski et al. 2014; Chaudhari and Cohen 2018; Fiore and 
Cohen 2016) . To determine the relative activity of each sequence, we included plasmids designed 
to include only the minimal promoter paired (See Methods)  (White 2015; Mogno, Kwasnieski, 
and Cohen 2013; White et al. 2013; Kwasnieski et al. 2012; Fiore and Cohen 2016) . Our BC 
counts were highly reproducible between biological replicates, with R 2  between 0.994­0.996 for 
replicates of the REF library and 0.972­0.988 for the VAR library (Figure S1A­B). After 
thresholding on read counts for RNA and DNA samples, we recovered reads for 99.7% 
(1759/1763) of REF library sequences and 99.4% (691/697) of VAR library sequences, 
demonstrating the quality of these data. Expression was then calculated by computing the 
average of the ratio of BC RNA  counts to BC DNA  counts for each for each unique sequence tested. 
These data are of extremely high quality, particularly when compared to previous efforts to use 
MPRAs to identify allele­specific expression, which should, in principle, increase our power to 
detect potential predictive power of CADD and fitCons  (Ulirsch et al. 2016) .  
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Predicted Fitness identifies activity of genomic sequences better than functional 
annotations alone 
Activity of ENCODE segmentation predictions consistent with functional testing in other cell 
types. For the REF library, we detect significant activity for 60% (1051/1763) of tested 
sequences, of which 24% (251/1051) drive expression above basal controls and 76% (800/1051) 
drive expression below basal controls (p < 0.05, Wilcoxon­rank sum test with Bonferroni 
correction, n = 1764). Activity effect sizes (Figure 1A) are consistent with previous MPRAs in 
GM12878, with a notable enrichment for sequences that drive expression below basal controls, 
which has been observed previously in MPRAs in other cell types  (Kwasnieski et al. 2014; 
Tewhey et al. 2016; White et al. 2013) . For the segmentation predictions, regions annotated as 
WE and E have the highest average activity compared to Repressed and Promoter Flanking 
annotated regions (Figure 1B; Tukey ANOVA analysis). This result is consistent with the higher 
activity previously observed for sequences annotated as Weak Enhancers tested in K562 cells 
(Kwasnieski et al. 2014) . We observed no significant difference in the average expression levels 
between tested REF library sequences annotated as R and PF (Figure 1B; Tukey ANOVA 
analysis). However, within each annotation group there are sequences that drive expression 
across the whole range of observed activity, including sequences predicted to be repressive that 
drive expression more than 4­fold over and 4­fold under basal levels. Therefore, chromatin­based 
functional annotations alone only explains a small portion of the differences in regulatory 
activities of genomic sequences. 
 
We next asked whether sequences predicted to contribute to fitness add value to the functional 
annotations. We did not observe a quantitative correlation between fitCons scores and the 
activities of genomic sequences measured in our REF library (Figure 2A; R 2  = 0.01). However, 
the  rho scores from fitCons represent the probability that a sequence contributes to fitness and 
are not quantitative measures of how much sequences might contribute to fitness. After binning 
sequence with low ( rho  < 0.162) and high scores ( rho  > 0.162), we did find a significant 
difference between average sequence activity (Figure 2B; Student’s t­test, p = 7.68e­05), but high 
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scoring sequences were not any more enriched for sequences with significant activity than low 
scoring sequences (low  rho : 522 significant out of 879, high  rho : 529 significant out of 880; 
Chi­square test, χ 2  (1, N = 1759)  = 0.0639; p = 0.8003). Our results suggest that sequences 
predicted to be under selection are not necessarily more likely to have regulatory potential, but 
do show greater levels of  cis ­regulatory activity.  
 
Fitness or deleteriousness predictions do not identify variants that drive allelic skew 
We next asked whether genomic sequences with signatures of selection are more likely to 
contain genetic variants that affect cis­regulation by testing sequences that were all annotated as 
WE and overlapped a variant in the 1000 genome project database. Our expectation for the VAR 
library was that regardless of the activity level of the sequences, genetic variants in sequences 
under selection would be more likely to cause a detectable difference in  cis ­regulatory activity 
compared to the reference allele. Overall, we detect significant activity for 65.6% (454/692) of 
the entire VAR library, regardless of allele status, of which 32.6% (148/454) drive expression 
above basal controls and 67.4% (306/454) drive expression below basal controls (p < 0.05, 
Wilcoxon­rank sum test with Bonferroni correction, n = 691). We detected significant allelic 
skew, the log ratio of alternative variant to reference allele expression, for 45% of 
alternative­reference pairs tested in the VAR library (Figure 3A; p < 0.05, Student’s t­test with 
FDR < 0.05 correction; n = 346). The majority of allelic differences are of modest effect sizes 
(Figure 3B). The large fraction of tested alternative­reference pairs with detectable allelic skew 
shows that variation in human populations can frequently impact the relative activity of a 
putative  cis ­regulatory sequence, but rarely cause large changes.  
 
All regions tested in the VAR library are annotated as WE and although alternative alleles could 
be enhance or reduce the activity of a putative CRS, since fitCons and CADD claim to integrate 
regulatory annotations and variation metrics, we expected that the impact of tested variants might 
be similarly predicted by the two fitness predictions. For fitCons, we found that the magnitude of 
observed allelic skew does not correlate with the fitCons score for each parent sequence, again 
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unsurprising as fitCons scores are probabilities (R 2  = 0.001; Figure 4A). We then binned 
sequences into ‘low’ and ‘high’ groups based on fitCons scores, with low ( rho  < 0.158) and high 
scores ( rho  > 0.158), and to determine if regions with higher predicted probabilities of 
contributing to fitness enriched for variants that show allelic skew. However, we found no 
significant difference between average allelic effect sizes for low and high scored sequences 
(Figure 4B; Wilcoxon rank­sum test, p = 0.1028), or in the number of sequences with significant 
allelic skew (Pearson’s Chi­square test; χ 2  (1, N =346) = 0.15179; p = 0.6968). The 
independently generated CADD scores, which according to the authors provide a score of 
deleteriousness, or negative fitness impacts were less evenly distributed for the tested 
substitutions.  (Kircher et al. 2014) . When we compared the precompiled CADD C­scores for 
each tested variant, we also found poor correlation with the observed magnitude of allelic skew 
(R 2  = 0.005; Figure 4C). When we binned CADD scores into high (C­score > 4.6) and low 
(C­scores < 4.6) based on the average CADD score tested in the VAR library, we did not find 
that there was a significant difference between average allelic effect sizes (Figure 4D; Wilcoxon 
rank­sum test; p = 0.1028). Binned CADD scored sequences are also not enriched for significant 
allelic skew (high C­score: 97 with significant allelic skew of 219, low C­score: 61 with 
significant allelic skew of 127; Pearson’s Chi­square test, χ 2  (1, N = 346) = 0.45298; p = 0.5027). 
Together, these data show that signatures of natural selection, as measured by two independent 
predictors, do not help  predict the expected regulatory impact of variants observed in human 
populations.  
 
Population genetics predicts that rare variants may have larger impacts on phenotypes than 
common variants. If there is a  cis ­regulatory contribution to the rare variant­common disease 
model  (Saint Pierre and Génin 2014; Gibson 2012; Schork et al. 2009) , then rare variants, even 
those observed in human populations, might be more likely to drive allelic skew. In our data, 
there is not a quantitative correlation between allelic effect size and minor allele frequency 
(MAF). Although we observe what appears to be a trend towards larger effect sizes for rarer 
variants (Figure 3D) this trend does not pass the threshold for significance testing. We found no 
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significant difference between rare alleles (MAF < 0.01) and common alleles (MAF > 0.05) for 
either the average allelic effect size (Wilcoxon rank­sum test; p = 0.4865) or the number of 
sequences with significant allelic skew (Chi­square test; χ 2  (1, N = 288) = 0.81923, p = 0.365). 
This result suggests that allele frequency alone is not a robust predictor of  cis ­regulatory impact. 
 
Discussion 
 
In this study, we sought to determine the value of fitness predictions for identifying genomic 
sequences with regulatory potential in the lymphoblastoid cell line GM12878 and prioritizing 
variants that might impact  cis ­regulatory activity. By testing sequences classified as potentially 
regulatory in GM12878, we found that sequences with high probabilities of contributing to 
fitness as predicted by fitCons had higher average activity in our assay. The predictive power of 
fitCons scores for genomic sequences indicates that short noncoding sequences might be selected 
for high or low  cis ­regulatory activity. When we tested variants in regions annotated as WE, our 
method was sensitive enough to detect differences in expression for matched reference­ 
alternative alleles, although these differences were relatively modest. The percentage of tested 
regions with significant allelic skew is slightly higher than similar studies, likely due to 
differences in normalization processes, sequencing depth, and minimal promoter choice, but the 
modest effect sizes measured for single nucleotide substitutions are consistent  (Ulirsch et al. 
2016; Tewhey et al. 2016) . However, we did not find a significant difference in allelic skews 
between sequences with low and high probabilities of contributing to fitness as predicted by 
fitCons nor did we find a significant difference for variants with high and low scores of 
deleteriousness as predicted by CADD. These results are in contrast to our prediction that 
sensitivity to substitutions may have a greater impact on organismal level fitness than activity 
level, but are consistent with recent work that concluded that CADD has poor diagnostic value 
for identifying pathogenic variants for clinical noncoding cancer variants  (Mather et al. 2016) . 
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A shared goal for developing fitCons and CADD was to predict the impact of substitutions 
genome­wide. While we observed a small but significant difference between high and low 
fitCons scores for general activity, neither CADD nor fitCons scores align with the frequency or 
magnitude of measured allelic expression differences. This suggests that these algorithms are 
predicting something besides fitness and deleteriousness, respectively. Alternatively this suggests 
that that potential regulatory sequences tolerate substitutions observed in human populations just 
as well as sequences that are unlikely to contribute to fitness. A major assumption in the field is 
that differences in regulatory activity contribute to phenotypic differences  (Cookson et al. 2009; 
Raghavan et al. 2014; Mohammadi et al. 2017; Myint et al. 2018) . If most cell types or most 
gene networks are robust to minor expression changes, then it is possible that only variants that 
impact a particularly sensitive gene or network will have any impact on fitness or disease risk. 
This prediction is consistent with recent work to determine if GWAS risk and eQTL association 
are driven by the same underlying variant, which found that although the noncoding loci overlap, 
only 21% of disease associations show a statistical shared effect with a local eQTL  (Chun et al. 
2017) . As both the study by Chun and colleagues and our study used immune­related cell types, 
the smaller impact of regulatory variants could also be a feature of this lineage. 
 
An unexpected result was the proportion of sequences that appear to act repressively. While 
repression should be equally well modeled in predictions of fitness and deleteriousness, MPRAs 
are strongly skewed for measuring activation if very weak minimal promoters, such as 
TATA­box only promoters are used  (White et al. 2016; Tewhey et al. 2016) . The fraction of 
sequences measured as repressive in our study, thanks to a stronger minimal promoter and deep 
sequencing of the libraries and replicates (See Methods), is consistent with the fraction of the 
genome expected to be repressive by segmentation predictions (Supplemental Figure S5), histone 
marks alone as supported by ENCODE data, and observations from development, including 
lymphoblastoid differentiation  (ENCODE Project Consortium 2012; Thiel, Lietz, and Hohl 
2004; Reynolds, O’Shaughnessy, and Hendrich 2013; van Keimpema et al. 2015) . If 
cis ­regulatory activity does contribute to fitness and disease risk, our ability to identify key 
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regions and variants of interest may be hampered without more sensitive approaches to enrich for 
and identify repressive elements from the genome, as many of the sequences that showed 
repressive activity in the VAR and REF libraries may have been missed without sufficiently deep 
sequencing. 
 
These results suggest that the link between fitness and how we test for expression changes may 
need to be re­evaluated as two independent algorithms that aim to predict fitness consequences 
fail to predict the allelic skew as measured using plasmid reporters, despite MPRAs being used 
as a widespread tool to evaluate the impact of variation from the human genome  (Ulirsch et al. 
2016; Tewhey et al. 2016; Y. Li et al., n.d.) . Additionally, the large fraction of sequences that 
drive expression below basal activity suggests that our understanding of the function of the 
genome could be enhanced by developing methods with better sensitivity to detect sequences 
that repress expression. Moving forward, testing a sufficient number of  de novo mutations or 
very rare mutations associated with a disease or phenotype would help determine if the pattern of 
small effect sizes we observe for 1000 Genomes variants generalize to most substitutions or not. 
In addition, more examples of causal noncoding alleles in enhancers and repressors will need to 
be identified if we are to reliably predict the impacts of noncoding variants on  cis­ regulatory 
activity. 
 
 
Methods 
 
Library design 
First, genomic regions with uniform fitCons scores across the entire lengths (approximately 14 
million regions) were filtered to exclude blacklisted and poorly mapped regions (approximately 
13.5 million remaining regions) (See Supplemental Table 4)  (Derrien et al. 2012) . Regions were 
then intersected with putative regulatory regions (Combined ChromHMM/Segway models, 
Supplemental Table 4), such that the entire genome region has a consistent fitCons score and 
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single Combined annotation. Regions were then subsetted to only blocks of length 80­130 bp 
(approximately 8.8 million regions) due to limitations in library size oligo synthesis. The regions 
were subsetted further to be restricted to likely regulatory regions, Combined annotations of 
Weak Enhancers, Enhancers, Repressors, and Proximal Promoters (approximately 530,000 
regions). These were then assessed to determine relative distributions of fitCons scores 
(Supplementary Figure S5). Each annotation group was then randomly sampled between  rho 
scores of 0.00 and 0.35, with all regions with scores between 0.40 and 0.50, the maximum values 
observed for 80­130 bp sequences, were retained (n= 28), to better capture the entire distribution 
of fitCons scores for noncoding regions. After filtering for restriction sites, the remaining 
sequences were used to design oligos for the REF library.  
 
Regions annotated as Weak Enhancers (WE) were then used as query regions for the Tabix tool 
(H. Li 2011) to retrieve variants from the  The International Genome Sample Resource (IGSR) 
1000 Genome Project database  (L. Clarke et al. 2017; 1000 Genomes Project Consortium et al. 
2015) . As not all regions selected for the REF library overlapped variants, additional WE 
annotated regions were randomly selected with scores between  rho  scores of 0.00 and 0.30 and 
then used as query regions to retrieve additional variants from the database. After filtering for 
restriction sites, the remaining 346 variant and alternative allele pairs were used to design oligos 
for the VAR library. 
 
Library cloning 
To generate libraries for our regions of interest, we ordered a custom pool of 15,000 unique 200 
bp oligonucleotides (oligos) from Agilent Technologies (Santa Clara, CA) through a limited 
licensing agreement. Each oligo in the REF library pool was 200 bp in length with the following 
sequence: 
 
GATACATGGTCAGCTAGCGT[SEQ]AAGCTT[FILLER]CTCGAGGCATGCC[BC]TGAGC
TCTACATTCGCATACTG 
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Where [SEQ] is a 80­130 bp reference sequence ( Reference assembly GRCh37 (hg19 )) 
annotated as a putative regulatory region, [FILLER] is is a random filler sequence of variable 
length to bring the total length of each sequence to 200 bp, and [BC] is a unique 9 bp barcode 
sequence. Each unique [SEQ] in the REF library was assigned six different [BC] sequences. 
 
Each oligo in the VARS library pool was 200 bp in length with the following sequence: 
 
GACTTGACATGTCTGCTAGCA[SEQ]AAGCTT[FILLER]CTCGAGGCATGCC[BC]TGAG
CTCTGAACAGTACGATC 
 
Where [SEQ] is either a 80­130 bp ‘Weak Enhancer’­annotated reference sequence ( Reference 
assembly GRCh37 (hg19 )) or a matched sequence with a single nucleotide substitution from the 
IGSR 1000 Genome Project database, [FILLER] is is a random filler sequence of variable length 
to bring the total length of each sequence to 200 bp, and [BC] is a unique 9 bp barcode sequence. 
Each unique [SEQ] in the VARS library was assigned six different [BC] sequences.  
 
The plasmid library was prepared as described previously  (Kwasnieski et al. 2014, [a] 2012) , 
except using primers RefLib_FW and RefLib_Rev  for the REF library with an annealing 
temperature of 53°C and VarLib_FW and VarLib_Rev for the VAR library with an annealing 
temperature of 56°C (Supplemental Table 1). Amplified sequences were cloned into the NheI 
and SacI sites of pGL­hsp68 and inserted into pGL­hsp68  (Kwasnieski et al. 2014) digested with 
the same enzymes. These plasmid pools were then isolated and digested with with HindIII and 
SphI (New England Biolabs, Ipswich, MA). A minimal  hsp68 promoter and  dsRed reporter gene 
was then amplified from pGL­hsp68 using primers FW_hsp68_dsRed and Rev_hsp68_dsRed 
(Supplemental Table 1), and inserted into the plasmid library pools from the previous step at the 
HindIII and SphI sites. The final libraries then each have putative regulatory elements upstream 
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of the  hsp68 minimal promoter and  dsRed reporter gene, with a 9 bp barcode sequence in the 3’ 
UTR of the reporter gene.  
 
Cell culture and transfection 
GM12878 cell line was maintained in standard conditions ( Roswell Park Memorial Institute 
(RPMI) 1640 media plus 15% fetal bovine serum and 10 U/mL Penicillin­Streptomycin), as 
described by ENCODE protocols  (ENCODE Project Consortium 2012) . The plasmid library was 
purified by phenol­chloroform extraction followed by ethanol precipitation prior to transfections. 
The NEON transfection system (Life Technologies, Carlsbad, CA) was used to transfect 
approximately 5 x 10 6  cells per replicate using two 30­msec pulses at 1100V with 18 ug of each 
library plasmid pool plus 2 ug of pMAX­GFP as a positive control. Transfected cells were 
seeded into T­25 flasks with 5 mLs of pre­warmed media lacking antibiotics, as directed by the 
manufacturer. Three replicates were transfected with the REF library and four replicates were 
transfected with the VAR library. Transfection efficiencies were estimated at 30% based on GFP 
signal from control plasmid in transfected cells (data not shown).  
 
MPRA 
After 24 hours, approximately 3­4 x 10 6  cells were harvested for RNA using the PureLink RNA 
mini kit (Life Technologies, Carlsbad, CA), removing excess DNA from the RNA pool using 
TURBO DNA­free kit (Life Technologies, Carlsbad, CA). cDNA was then prepared using 
SuperScript RT III (Life Technologies, Carlsbad, CA) with oligo dT primers. Both the cDNA and 
the plasmid DNA pools were amplified using primers CF150 and BCenrichment_Rev with a 
60°C annealing temperature for 12 cycles. Barcode enrichment PCR products were then digested 
with XbaI and SphI and then ligated with adaptors PE2_Ind71_XbaI and P1_SphI_X (where X is 
1­4) for the REF library and adaptor PE2_Ind72_XbaI and P1_SphI_X (where X is 1­5) for the 
VAR library. An enrichment PCR with primers CF150 and BCenrichment_Rev was then used 
(Supplemental Table 1), and the resulting products were mixed at equal concentration and 
sequenced on one Illumina (San Diego, CA) NextSeq lane. 
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Sequencing reads were filtered to ensure that the BC sequence perfectly matched the expected 
sequence. For the REF library, this resulted in 54.3 million total reads combined for the three 
demultiplexed RNA samples (PE_Ind71_XbaI/P1_SphI_1­3 adaptors; 16.6­19.2 million each), 
and 18.3 million reads for the DNA library sample (PE_Ind71_XbaI/P1_SphI_4 adaptors). For 
the VAR library, this resulted in approximately 65.9 million reads combined for the four 
demultiplexed RNA samples (PE_Ind72_XbaI/P1_SphI_1­4 adaptors; 15.6­16.8 million each), 
and 23.2 million reads for the DNA library sample (PE_Ind72_XbaI/P1_SphI_5 adaptors). For 
each library, BCs that had less than 10 raw counts in any RNA replicate or less than 10 raw 
counts in the DNA sample for the REF library and less than 30 raw counts in any RNA or less 
than 30 raw counts in the DNA sample for the VAR library were removed before proceeding 
with downstream analyses.  
 
Expression normalization was performed by first calculating reads per million (RPM) per BC for 
each RNA replicate for both the REF library (R 2  = 0.994­0.996; Figure S1A) and the VAR 
library (R 2  = 0.972­0.988; Figure S1B). For each BC, expression was calculated by dividing the 
RPMs in each RNA replicate by the DNA pool RPMs for that BC. Normalizing by DNA RPMs 
successfully removes the impact of the representation of the construct in the original pool as the 
calculated expression has no correlation with the DNA counts for both the REF library (R 2  = 
0.0003­0.0005; Figure S2A) and the VAR library (R 2  = 0.0001­0.0010; Figure S2B). Within each 
biological replicate the BCs corresponding to each unique putative regulatory sequences were 
averaged and then normalized by basal mean expression in that replicate. These normalized 
expression values were then averaged across biological replicates.  Expression summaries per 
replicate are reported in Supplemental File 1 for the REF library and Supplemental File 2 for the 
VARS library. 
 
Other analysis and data sources 
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The position of each alternative allele in the VAR library were annotated with CADD scores 
(v1.3) using the CADD server ( https://cadd.gs.washington.edu/score ). Genome coordinate 
intersections and merges were performed with the bedtools suite version 2.27.  All downstream 
analyses were performed in R version 3.3.3 and plotted with ggplot2 version 2.2.1. 
 
Data Access 
Raw data will be uploaded to SRA and processed data will be available through the GEO 
database prior to submission for publication.  
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Figures 
 
 
Figure 3.1. Activity of reference sequences in GM12878.  ( A ) Distribution of activity for REF 
library sequences that are significantly different from basal controls (blue) and that failed to 
reach significance (grey); p < 0.05, Wilcoxon­rank sum test with Bonferroni correction, n = 
1764. ( B) Distribution of normalized expression of REF library sequences for Predicted Flanking 
Promoter (PF), Weak Enhancer (WE), Enhancer (E), and Repressed (R) Combined 
segmentations. Boxplots overlaid with mean (red dot) and SEM (red lines) for tested sequences, 
with expression average across barcodes per sequence shown with blue (+) symbol.  
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Figure 3.2. Activity of reference sequences versus probability of selection.  ( A ) Normalized 
expression of REF library sequences versus fitCons score of probability of selection. Sequences 
with expression significantly different from basal controls shown in blue (Wilcoxon rank sum 
test, p < 0.05; Bonferroni correction, n = 1763). ( B ) Expression of REF sequences for low ( rho  < 
0.162) or high ( rho  > 0.162) fitCons scores. Boxplots overlaid with mean and SEM (red) plus 
data points (blue) as in Figure 1.    
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Figure 3.3. Allelic skew of 1000 genome variants in GM12878. ( A ) Normalized expression of 
reference and single substitution alternate alleles. Blue indicates sequences with significantly 
different expression between matched alleles (Student’s t­test, p < 0.05; B.H. correction, FDR < 
5%). Each point is the average of multiple barcodes across replicates, so larger average changes 
that fail to meet significance can be observed if there is large variance in measurements. 
Diagonal red line is expectation if substitution had no impact on expression level. Both alleles 
have been normalized to basal controls (Basal expression = 1; not shown). ( B ) Distribution of 
allelic skew, log2(Alternative/Reference expression), for VAR library alleles. Pairs with 
significant skew are plotted in blue and sequences that failed to reach significance shown in 
grey; p < 0.05, Wilcoxon­rank sum test with B.H. correction, FDR < 5%, n = 346. 
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Figure 3.4. Allelic skew versus probability of selection and deleteriousness score. ( A ) Allelic 
skew, absolute value of log2(Alternative/Reference expression) versus fitCons score of 
probability of selection. Blue indicates sequences with significantly different expression between 
matched alleles (Student’s t­test, p < 0.05; B.H. correction, FDR < 5%). ( B ) Allelic skew of VAR 
sequences for low ( rho  < 0.158) or high ( rho  > 0.158) fitCons scores. Boxplots overlaid with 
mean and SEM (red) plus data points (blue) as in Figure 1. ( C ) Allelic skew versus CADD score 
of deleteriousness. Blue indicates significance as in A. ( D )  Allelic skew of VAR sequences for 
low (C­score  <  4.6) or high (C­score  >  4.6) CADD scores. Boxplots overlaid with mean and 
SEM plus data points as in (B).    
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Figure 3.5. Allelic skew versus allele frequency.  ( A ) Allelic skew of VAR sequences versus 
minor allele frequency of alternative allele as reported by the 1000 Genome database. Blue 
indicates sequences with significantly different expression between matched alleles (Student’s 
t­test, p < 0.05; B.H. correction, FDR < 5%). ( B ) Allelic skew of VAR sequences with rare 
(MAF < 1%) or common (MAF > 5%) alternative alleles. Boxplots overlaid with mean and SEM 
(red) plus data points (blue) as in Figure 1. 
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Chapter 4: Conclusion and Future Directions 
 
My thesis work has focused on understanding DNA sequence contributions to  cis ­regulatory 
activity in two species, human and mouse. The first part of my thesis, Chapter 2, was primarily 
focused at the resolution of transcription factor binding sites (TFBS), to understand the grammar 
of interactions between pluripotency TFs for synthetic and genomically occuring configurations 
of TFBS in mouse embryonic stem cells (mESCs). Using expression driven in massively parallel 
reporter assays (MPRAs), I found that the grammar learned from synthetic combinations of 
pluripotency TFBSs was not a strong driver of expression measured for genomic configurations 
of TFBSs for the same transcription factors (TFs). The second part of my thesis, Chapter 3, was 
primarily focused at the resolution of single nucleotide variation observed in human populations, 
to understand if predictions of fitness contributions can help prioritize noncoding variation that 
impacts  cis ­regulatory activity. Using MPRAs to test putative regulatory regions and variants 
from the human genome, I found that predicted fitness better distinguished the activity of 
putative  cis ­regulatory sequences (CRSs) than the impact of substitutions. These findings have 
broad implications for the study of  cis ­regulation in mammals, both in the context of synergistic 
regulation by TFs and for understanding the impacts of variation on regulatory activity.  
 
Synthetic and Genomic grammar of pluripotency factors 
I have extended our usage of MPRAs to directly compare the expression of combinations of 
TFBSs in a controlled, synthetic context and more a complex genomic context. Previous work 
has been generally limited to either genomic or synthetic CRSs, resulting in either limited power 
to detect higher order interactions between transcription factors in the case of genomic only 
studies or uncertainty in how much higher order interactions learned from synthetic sequences 
contribute to expression when spacing, affinity, and other variables are no longer fixed 
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(Chaudhari and Cohen 2018; Kwasnieski et al. 2014; Fiore and Cohen 2016; Gertz, Siggia, and 
Cohen 2009; White et al. 2013) . In Chapter 2, I designed synthetic elements to specifically test 
grammar that were complimented by genomic sequences selected to have comparable 
configurations of TFBSs and also mutated to demonstrate that activity is dependent on one or 
more of the pluripotency TFBSs. This design study plus quantitative modeling allowed me to 
definitively show that, at least in the context of mouse pluripotency factors, the features that are 
fixed in synthetic contexts, such as TFBS affinity and spacing, play a larger role in the activity of 
genomic sequences than the synthetic­learned grammar. The comparison between synthetic 
elements and genomic sequences in mESCs represents a significant contribution to identifying 
active CRSs in mESCs and informing the future design of synthetic CRSs.  
 
The contributions of TFBS affinity and spacing to classifying active tested genomic sequences in 
Chapter 2 could help researchers determine what intergenic regions of mammalian genomes are 
functional, as my work suggests that clusters of high affinity TFBSs are more likely to drive 
regulatory activity than other sequences with ChIP­seq signals. This is particularly important as 
we and others have shown that occupancy by a given TF as measured by ChIP­seq does not 
mean that a given sequence will have regulatory activity, with only 20% to 30% of sequences 
with TF occupancy in the genome driving significant activity in MPRAs  (Maricque, Dougherty, 
and Cohen 2017; White et al. 2013; Chaudhari and Cohen 2018) . A higher rate of validation for 
potential CRSs falling under ChIP­seq peaks could lead to a better understanding of how to 
distinguish between spurious binding events and true targets for TFs of interest. To build on the 
patterns of expression for the small sample of genomic sequences tested that best matched the 
combinations of no more than one of each TFBS, additional sequence space should be explored 
by testing additional genomic sequences that include no more of one of each pluripotency TFBS 
underlying Nanog and p300 ChIP­seq peaks to better resolve the sequence determinants of 
activity for regions regulated by pluripotency factors in mESCs  (C.­Y. Chen, Morris, and 
Mitchell 2012; Bailey and Machanick 2012) . For the sequences previous tested plus any 
additional genomic sequences should be more extensively mutated, with each pluripotency TFBS 
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mutated individually, as well as pairs, to compliment the complete mutation design used in 
Chapter 2. Additionally, more extensive manipulations of genomic sequences could test the 
grammar rules learned through modeling, including shuffling the sequences to determine if other 
sites could be contributing to activity, modifying the affinities of and spacing between identified 
TFBSs. This approach would extensively tease apart the sequence features necessary to drive 
expression in mESCs, adding to the body of work examining TFs networks that are necessary for 
the pluripotent state  (Ferraris et al. 2011; Niwa 2014; Loh et al. 2006) .  
 
The lack of evidence for shared grammar between synthetic and genomic CRSs also suggests 
that future synthetic CRSs for multiple TFs should include variable spacing and affinity to better 
represent the complexity of genomic sequences, while maintaining statistical power by prioritize 
the sequence features that I found to contribute to genomic activity. Previous studies have used 
high affinity TFBSs with fixed spacing for multiple factors  (Fiore and Cohen 2016; Mogno, 
Kwasnieski, and Cohen 2013) or two to three different affinity binding sites for no more than 
two factors  (White et al. 2016) . My work in Chapter 2 tested high affinity sites for four different 
factors, exhausting all possible combinations of no more than one of each TFBS per synthetic 
element, which was successfully modeled by a grammar that included position. However, the 
grammar model for the synthetic library failed to predict the activity of genomic sequences. To 
address this, improvements to synthetic library design could be made. For the pluripotency 
factors I tested, the possible sequence space could be further explored while maintaining the 
advantage that synthetic elements provide for exhausting design. Future synthetic libraries 
should at minimum modify site affinities and include multiple spacings between TFBSs to better 
represent the observed patterns of TFBSs in mammalian genomes.  
 
 
Identifying regulatory variants using fitness predictions 
I have extended the use of MPRAs to test genome­wide segmentation and fitness predictions in a 
lymphoblastoid cell line. By testing putative CRS from the human genome in Chapter 3, I show 
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that in GM12878, as in the K562 cell line, specific chromatin­based functional segmentations 
have variable levels of activity when tested in the same cell type as the segmentations were 
generated, with ‘weak enhancers’ driving the highest average activity in the MPRA  (Kwasnieski 
et al. 2014) . Segmentation predictions aim to classify the human genome into specific functional 
units based on histone modification measurements, but appear to fail to predict the likelihood of 
regulatory activity despite assignments of regulatory function  (Kwasnieski et al. 2014; Ernst and 
Kellis 2012; Hoffman et al. 2011, 2013) . This was especially surprising when I compared 
sequences labeled by ‘Repressed’ segmentations to ‘Flanking Promoters’ segmentations, as the 
average activity was not significantly different. The lack of evidence of regulatory potential for 
sequences with more ‘active’ histone modifications  (Lelli, Slattery, and Mann 2012; Jenuwein 
and Allis 2001) , suggests that these functional classifications would need to be refined to 
effectively identify regions of the human genome that are likely regulatory regions.  
 
In Chapter 3, I show that there is a modest difference in expression between low and high 
fitCons scores that were specifically generated for the GM12878 cell line. This difference in 
regulatory activity could be due to actual selection on activating regulatory sequences in the 
human genome, or could be a result the fitCons scoring process which includes using functional 
information to bin sequences with similar biochemical markers prior to sequence conservation 
across species and diversity within populations  (Gulko et al. 2015) . To further develop the 
manuscript presented in Chapter 3, comparing the activity of the tested reference sequence CRSs 
to conservation scores alone and the individual biochemical markers used to classify sequences 
would help untangle if this signal is due to the end fitness predictions or the underlying data that 
is incorporated into those predictions. Further testing to control for possible confounding factors 
such as conservation and signals for regulatory activity such as ChIP­seq, would also help inform 
our expectations in regards to the relationship evolution and  cis ­regulatory activity.  
 
By testing a relatively unbiased set of variants observed in human populations, I also showed that 
neither allelic expression frequency or effect sizes are correlated with predictions of regional 
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fitness consequence or individual variant deleteriousness. Recent work tested genome sequences 
with multiple variants using MPRAs in GM12878, but was restricted only to variants associated 
with expression differences between individuals making these data difficult to extend to more 
general questions about the expected impact of observed variation on regulatory activity 
(Tewhey et al. 2016) . Testing variants from the 1000 Genomes Project database for regulatory 
impacts without filtering on any potential expression or disease associations allows us to 
generate a baseline expectation for the expected frequency and effect size for variation observed 
in noncoding regions. Although our sample size of tested reference and alternative alleles ( n = 
346) is too small to be called a null distribution, the observation that 45% of variants observed in 
human populations impact  cis ­regulatory activity suggests that a large proportion of noncoding 
variants could potentially have impacts but the relatively small effect sizes observed suggest that 
most variation would have small impacts on nearby gene expression. Larger allelic skews might 
be observed for more recent or  de novo variation that we would expect to potentially have more 
extreme  cis ­regulatory impacts. Drawing from disease linked variants,  de novo variants such as 
from cancer panels, as well as additional 1000 Genomes Project variants would provide a 
broader representation, especially if we can better prioritize regions of interest using the activity 
patterns and annotations of the larger reference only library tested in Chapter 3. Testing a larger 
and more diverse sample of variants could lead to a better understanding of the landscape of 
potential  cis ­regulatory impacts of variation in human genomes. 
 
Although fitness predictions do not appear to help identify variants that will drive allelic skew, 
there could be several possible explanations for this observation. Minor expression changes 
likely propagate through gene networks, and thus, small changes may be dissipated. The 
discrepancy between fitness predictions and measured allelic impacts could perhaps be explained 
if fitness is only impacted when the affected genes are hubs within a gene regulatory network. 
This is consistent with network theory claims that complex networks demonstrate a surprising 
degree of error tolerance due to redundancy  (Albert, Jeong, and Barabasi 2000) . If this is true, 
fitness predictions for noncoding regions must account for these network sensitivities. Although 
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fitCons does attempt to account for differences between genomic region using annotation data to 
group similar regions prior to determining conservation over evolutionary time and diversity 
within human populations, and CADD uses ENCODE and UCSC genome browser data to 
annotate observed and simulated variants  (Kircher et al. 2014; Gulko et al. 2015) , it is unclear if 
network sensitivity should be better taken into account. Although network sensitivity is a 
difficult area of research, tools such as CRISPR allow genome manipulations that could address 
this question by swapping variants in the regulatory regions of central regulators for a cell type 
versus peripheral gene network member. Additionally, the discrepancy between fitness 
predictions and measured allelic impacts could be explained by the possibility that many variants 
that have an impact but low expected fitness impact could affect processes that would be 
consequential later in life, such as heart disease or type­2 diabetes, such that reproduction would 
likely not be impacted. In cases where variants impact processes later in life, GWAS studies and 
MPRAs might be more useful than predictions of fitness. An alternative approach to addressing 
the question of fitness in relation to expected allelic impacts would be to test the libraries 
generated in Chapter 3 in cell lines of other species, such as one or more chimp lymphoblastoid 
cell line, as developed by Romero and colleagues  (Gallego Romero et al. 2015) , or test the 
libraries in mouse lines that share the B­cell progenitor lineage of GM12878, as can be generated 
by differentiations of mESCs down the hematopoietic lineage  (Cho et al. 1999) . Overall, more 
detailed exploration of the relationship is warranted.  
 
Evidence for role of repression in mammalian  cis ­regulation 
Another tantalizing result that is shared between the parts of my thesis work is observations of 
repression for CRSs from the human and mouse genomes that were expected to be activating. In 
Chapter 2, over 60% of tested ChIP­seq peaks failed to drive expression overall minimal 
promoter controls, despite these sequences including three high quality pluripotency TFBSs. The 
high activity levels of some genomic sequences tested in mESCs made it difficult to sequence 
deeply enough to determine if some of the inactive sequences were actively repressing 
expression and from sequence analysis, I did not detect an enrichment of REST TFBS, a 
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canonical repressor of neuronal cell fates expressed in mESCs, for the lowest expressing 
sequences  (McGann et al. 2014) . However, OCT4 has been shown to interact with subunits of 
the repressive NuRD complex in mESCs, suggesting that some of the sequences that do not show 
activity in the assay may show evidence of repression if tested independently  (Pietersen and van 
Lohuizen 2008; Rajasekhar and Begemann 2007; Liang et al. 2008) . In Chapter 3, approximately 
45% of all sequences tested in the GM12878 cell line and 76% of sequences with significant 
activity, drove expression levels below that of basal controls. Although the fraction of sequences 
that drove expression below controls was surprising considering only a quarter of regions 
selected were annotated as ‘Repressive’ in function by the Combined segmentations, but 
consistent with estimations that the majority of noncoding regions of the human genome is likely 
to be repressive  (Thiel, Lietz, and Hohl 2004; Pennacchio et al. 2013; Reynolds, O’Shaughnessy, 
and Hendrich 2013) . Repression is an important part of determining cell fate and proper cellular 
function, and both gain and loss of repression of key driver genes can contribute to cancer  (Thiel, 
Lietz, and Hohl 2004; S. Zhou, Treloar, and Lupien 2016) . Together, these results suggest that 
developing an MPRA that enriches for repressive sequences, perhaps by using a stronger 
minimal promoter and replacing mCherry with a reporter that can be weakly selected against to 
avoid the majority of sequencing reads going to highly activating sequences, would be a valuable 
tool for better understanding the  cis ­regulatory landscape of the human genome.  
 
Conclusions 
Overall, my dissertation work has shown that it is possible to connect genotype to quantitative, 
cis ­regulatory function but that a more detailed understanding of how changes in regulatory 
activity in the genome may impact an organism. Although positive results appear to be generally 
beyond the scope of this thesis, important hypotheses about  cis ­regulation have been ruled out 
and my work has highlighted the complex regulatory landscape of mammalian genomes. I have 
shown that modeling can uncover grammar from diverse genomic sequences and that testing the 
regulatory impact of human variants alone may not be sufficient to identify alleles that contribute 
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to disease. I hope that this work will help guide future efforts to avoid pitfalls in experimental 
design and assumptions and I am excited to see what the collect efforts of the field will uncover.  
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