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Abstract-An exact method for solving all-integer non-linear programming problems with a separable
non-decreasing objective function is presented. Dynamic programming methodology is used to efficiently
search candidate hypersurfaces for the optimal feasible integer solution, An efficient computational and
storage scheme exists and initial calculations give very promising results.
I. INTRODUCTION
There are numerousapplicationareas in whichit is possible to modelthe situationunder study by
formulating a discrete-variable non-linear optimization problem. In general, these situations can
be represented by an objective function consistingof a sumof non-linear (or linear)profit(return)
or cost (expense) functions. There will also be constraints, non-linear (or linear) that relate to
resource availabilities, etc. Some examples of such situations include facilities location,
investment studies, combined transportation and production studies, etc.
It is the purpose of this paper to present a new exact algorithm for dealingwith such problems
and to report on some preliminary computation using the algorithm.
2. PROBLEM STATEMENT
Let l, denote the set of non-negative integers, and let R; denote the non-negative real line.
We define fj(') as:
fj: R; n Ip ~ Ip j = 1,2, ... , n
We also define gi(') as:
gi: R; n I; ~ R; i = I, 2, ... , m
The problem we wish to consider is:
n
Max z = L h(Xj)
j e t
3 gi(x) ~ 0 i = 1,2, ... , m
Xj E Ip j = I, 2, ... , n
(1)
(2)
(3)
(4)
(5)
where x = (XI, X2, ••• ,xn ) .
In this paper we shall restrict the problem given by (3)-(5) in the following ways.
(1) The functions h(-) are assumed to be non-decreasing functions.
(2) The region defined by (4) and (5) is non-empty, contains at least one lattice point and is
bounded.
The implications of (1)-(5) are that the objective function must be such that z takes on only
integralvalues. This restriction can be relaxed at the cost of greater computational requirements
as a result of discretization.
It will be noted that if any attempt was made to solve the problemgivenby (3)-(5) by dynamic
programming (assuming that all gi(X) were in separable form and non-decreasing) it would
rapidly run into the "curse of dimensionality" for m :::: 3 or 4 and the storage requirements on a
computer would be not only prohibitivebut non-existent. The method proposed here avoids this
explosive increase of memory requirement, when the dimensionality is high, and furthermore,
does not even require separabilityof the constraints. Wewill however,exploit the use of dynamic
programming methodology.
215
C.A.M.W.A.. Vol. 1, No. 2-E
216 LEON COOPER and MARY W. COOPER
3. GENERAL DESCRIPTION OF THE ALGORITHM
The general idea of the proposed algorithm for solving (3)-(5) is based on an efficient exact
search method of a hypersurface in En. Suppose that the optimalvalue of the objective function
(3) is z*. Let us suppose further that by some means an upper bound ZO on z* is known, i.e.,
z*:::; z".
n
ZO == L[; (x1)
j~1
x1E I".
(6)
The basic notion behind the hypersurface search algorithm is to search the hypersurface
n
~ [;(Xj) == ZOto see if it contains any feasible lattice points. If it does, we are done. If it does not,
j=1
we move the hypersurface in a direction parallel to itself and then search the hypersurface
n
~ [;(xd == zO-1. If this new hypersurface contains at least one feasible lattice point, we are
j ee l
done. If it does not, we continue this process. This procedure is clearly finite. Since it was
assumed that the region defined by (4) and (5) contains at least one lattice point, we must
eventually find it. Let us now describe this algorithm or class of algorithms more precisely.
We summarize the notation we have adopted.
z*== the optimal value of the objective function (3)
ZO== upper bound on the objective function (3)
Zk == ZO - k, k == 0, 1,2, ...
x== (XI, X2, ... , xn), a vector in En
S == {Xlgi(X):::; 0, Xj E L; ¥ i, j}
Uj == upper bounds for the XJ •
By hypothesis, S is non-empty, bounded and contains at least one lattice point.
Hypersurface search algorithm
1. Determine upper bounds Uj, for each variable.
We will then have:
2. Compute z", if one is not known a priori, by:
n
ZO == L /;CUj)
j=1
3. Find all combinations of Xj, j == 1,2, ... , n which satisfy:
nL [;(Xj) == z,
j=l
0:::; Xj :::; Uj j == 1,2, ... , n
x, E Ip
4. If no vector x k E I; can be found, increase k by I, i.e., decrease Zk by I, and return to Step
3. If one or more x k E I p are found, go to Step 5.
5. If at least one x k E S, we are done. If, for all x k, X k E S, decrease z, by I and return to
Step 3.
Further discussion of each step of the foregoing algorithm is in order. Since the set S is
non-empty, bounded and contains at least one integer point, the finiteness of the algorithm is
guaranteed. How efficient such an algorithmcan be depends strongly upon Step 3 and to a lesser
extent on Step I. Let us consider each step of the algorithm in turn.
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Step 1 offers no conceptual problems. The ease or difficulty of determining upper bounds
depends strongly upon the nature of the functions gi (.) and the structure of the constraints.
Often, upper bounds on some or all of the variables will be known from the physical
interpretation of the problem being solved. In the worst case, very large bounds can always be
chosen. This causes no theoretical problems or even problems of numerical precision. It will
however, increase the amount of computation to be performed because of the large number of
infeasible solutions which must be discarded. This will be seen more clearly when the details of
the hypersurface search step are delineated.
Steps 2, 4 and 5 are self-evident. In the next section we shall discuss Step 3, which is the
signifi cant theoretical and computational core of the algorithm.
It will be noted that the constraints of the problem, gi (x) :::; 0, i = 1, 2, ... , m are used only to
check feasibility , i.e., whether any candidate solution x k is such that g/(x k ) :::; 0 for all i. This
offers a potential advantage over other methods in which the structure of the constraints is of
some importance (sec, e.g., [1]-[5]).
4. HYPERSURFACE SEARCH BY DYNAMIC PROGRAMMING
We now consider how we may use a dynamicprogramming formulation and solution method
to deal with the problemof Step 3 of the hypersurface search algorithm. We wish to deal with the
following problem:
Find all combinations of x, EO II" j = 1,2, ... ,n which satisfy:
n
2: t(xd = z,
j~1
O:::;Xj:::; Uj
Xj EO I".
We may formulate this problem as follows.
"
Max Z = L !t(Xj)
j -I
n
3 L !t(Xj) = z,
j =l
o:::; Xj :::; Uj j = 1,2, . . . , n
Xj EO II' j = 1,2, . .• , n.
(7)
(8)
The fact that we already know the maximum value of Z for this sub-problem, viz., z, in no way
invalidates (8) as a bona fide problem,since what we are seekingis whether or not there exists a
set of values x, satisfying the constraints of (8), that give rise to this maximal value.
Sincethe !to have been assumed to be non-decreasing functions, the sufficient conditionsfor
a solution by dynamic programming are satisfied (see [6]). Applying the principle of optimality,
the dynamic programming solution is easily obtained. The optimal return functions are given by
the following recursion relations.
(9)
g,(A)= max [j,(x,) +g,-,(A-j, (x,))]
O S X s :5;!i"
where 8, ::=: min tu.;[e,D.
[b] greatest integer less than or equal to b
j,(g,) = A
s
As = L !t(uJ>
j ee l
s = 2,3, , n
A= 0,1 , , A, (10)
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It should be noted that either gs (A) = A or gs (A) = -oc for all A. This is established by the
following Lemma.
Lemma
gs(A) = A or gs(A) = -00 for all A and all s.
Proof. We note that from equation (9):
Hence gl(A) = A or gl(A) = -00 for all A. From equation (10):
gs(A) == max [fs(xs)+gs-I(A - !s(xs))] s = 2,3, ... , n
x,
fs(xs) will take on some set of finite values Yt, Yz, ... , y,. Hence we have:
gs (A) == max [Yl +gS-I(A - Yd, Yz +gS-I(A - Yz), ... , y,+gS-I(A - y,)] s =2,3, ... , n
= max [(Yl + A- Yl) V(Yl - 00), (yz+ A- Yz) V(yz - 00), ... , (y, +A- y,) V(y, - 00)]
== max [A v -00, Av -00, ... , Av -00]
= A or -oc.
The valuesof x, that lead to finite Aor to -00 are noted and determine x~(A) which will be finite
or undefined (-).
We apply the usual dynamic programming procedure of calculating
gs(A), x~(A) A= 0,1, ... , As
for s = 1,2, ... , n - 1,where x ~(A) is the value of x, which produced gs (A) for each value of A.
Finally,we calculategn(zd and x~(zd, assuming a solution exists. Wethen subtract fn(x~) from
z, and now find, corresponding to A = Zk - fn (x~) in the tabulation of gn-l(A), the value of
X~-I(Zk - !n(xm which corresponded to gn-l(Zk - !n(xm. We then have X~-l' We continue
this process, proceeding backwards until all values of xr are obtained.
It should be noted, with reference to the complete hypersurface search algorithm, that if at
any stageof the backwardpass described in the previousparagraph, no valueof x1 is found (this
corresponds to g/(A) = -00), the calculation for that value of Zk may be terminated and we can
proceed to the next valueof z: This is especially useful, sincefor many values of Zk, X~(Zk) will
not exist and hence, no backward calculation is necessary for those values. This will be
illustrated in the example of the next section.
5. HYPERSURF ACE SEARCH ALGORITHM-A NUMERICAL EXAMPLE
Consider the non-linear integer programming problem:
:3 3Xl +4xz+3X3 - 10:s0
2Xl +3xz+3X3 - 12:s0
Xl, Xz, X3 ~ 0, integer
In the notation of (3):
!I(Xl) == 6XlZ
fz(xz) = 3xz+2x/
h(X3) = 2x/
(11)
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From the constraints of (11) we note that:
x\:s3=u\
x2 :S 2 = U2
x3 :S 3 = U3
I(A) = {A, A = 65/,.51 = 0,1,2,3
g -00, otherwise
xt(A) = {(A/6)1/2 A = 65.12
-, otherwise
A tabulation of gl(A) and xt(A) is given in Table 1.
Table 1. Optimal return and
policy: gl(A)
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A g,(A)
0 0
1-5 -x
6 6
7-23 -x
24 24
25-53 -x
54 54
xt(A)
o
2
We next compute g2(A) as follows:
g2(A)= max [3X2+2x/+gl(A-3x2-2x/)]
OSX2:s;:cS2
where 3{2+ 2{/ = A and 52= min(2, [6]).
Some sample calculations follow:
g2(1) = max [0 + gl(1)] = -cc, xW) =-
g2(5) = max [0 + gl(5), 5 + gl(O)] = 5, x ~(5) = 1
g2(6) = max [0 + gl(6), 5 + gl(1)] = 6, xt(6) = 0
g2(10) = max [0+gl(10),5+g1(5)]=-00, xWO)=-
A tabulation of g2(A) and x~(A) is given in Table 2.
Table 2. Optimal return and
policy: g,(A)
A g,(A)
0 0
1-4 -oc
5 5
6 6
7-10 -x
11 11
12-21 -oc
22 22
23 -x
24 24
25-27 -x
28 28
29 29
30-45 -oc
46 46
47-53 -x
54 54
55-58 -x
59 59
6(}-75 -x
76 76
x!(A)
o
1
o
2
o
2
I
2
o
2
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As an upper bound for z we choose A3 , i.e.,
3
A3 =2: !J(Uj ) =6(3)2+3(2) +2(2») +2(3)2 =94
j=\
g3(94) = max [2x/ +g2(94 - 2x/)]
O::S'x3 ::s3
= max [0+g2(94), 2+g2(92), 8+g2(86), 18 +gz(76)] =94.
Note that the first three terms are non-existent in the g2(A ) table. Hence g)(94) = 94, xt = 3.
Therefore, working backwards A =94- 2(W =76, x! = 2. Then A =76 - 3(2)- 2(2)3 =54 and
x f =3. This is not a feasible solution since it does not satisfy (I I). Since ZO=A3, we knew a
solution corresponding to the upper bounds existed. We did not need to trace it through the
tables. However, we do need to perform this process for all other values. We compute
ZI = ZO- 1= 93 and repeat the calculation
similarly
g3(92) --+ g3(85) = - oc
g3(84) = 84, X3 = 2, X2= 2, x , = 3
g3(83 ) --+ g3(79) = - oc
g)(78) = 78,X3 = I, X2= 2, XI = 3
g)(77) = 77,X3 = 3, X2 = I, x, = 3
g3(76) = 76, X3 = 0, X2= 2, x , = 3
g3(75) --+ g3(73) = - oc
g3(72) = 72,X3= 3, X2= 0, x, = 3
g3(71) --+ g3(68) = - oc
g3(67) =67, X3= 2, X2= I, x, == 3
g3(66) --+ g3(65) = - oc
g)(64) =65, X3 = 3, X2 = 2, x , == 2
g3(63) =-x
g3(62) =62, X3 = 2, X2= 0, x, == 3
g3(61 )=61 ,X3= I , X2= l , x, = 3
g3(60) =-oc
g3(59) =59, X3 =0, X2= I, x, == 3
g3(58) --+ g3(57) = - 00
g)(56)=56, X3= l , x2= 0, x , = 3
g3(55) =-oc
g3(54) =54, x) =0, X2 =0, x, = 3
Therefore, the optimal solution is:
xt =3, x~ =0, xt = 0
not feasible
not feasible
not feasible
not feasible
not feasible
not feasible
not feasible
not feasible
not feasible
not feasible
not feasible
feasible
z*= 54.
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6. REMARKS CONCERNING THE COMPUTATIONAL PROCESS
It will be noted that for a maximization problem, the tables need be computedonly once, since
all the necessary values will be known for z, ~ ZOo For a minimization problem for each new
value of z, = Z+ 1(where zis a lower boundon z*), the tables need to be increased by one entry.
The only values that need to be stored are the x ~(A) vectors. No values of g, (A) need be
stored. In the forward calculation, each gs(A) table can be computed from the previous gs- I(A )
table. After the computation, the gS-I(A) table can be discarded.
It is apparent that the size of each table x ~(A), i.e., the numberof entries in the table is given
by:
s
A, = 2:.h<uj) s = I,2, . . . , n - 1.
j~ 1
Hence the total storage required for the x ~(A) is given by
n - 1 n - t s
2:. As = 2:. 2:. Mud.
s=1 s= 1 j =l
Consider the sample problem. In that case:
fb i)= 6x/
h(:l:2)= 3X2 +2x/
h(X3) = 2x/
UI = 3, U2 = 2, U3 =3.
Therefore
AI = fl (3) = 6(3)2= 54
A2 = AI + 3(2)+ 2(2)3 = 76.
(12)
(13)
Several observations concerning this computation of storage may be made. First, note that for
gn (g3 in our example) no table is actually constructed. We compute only as many values as are
actually needed, as ZO is sequentially decreased, until a feasible and hence optimal solution is
obtained. Second, is that equation (12) while exact does not consider how an actual programmer
would store the values. Great storage savings may be obtained by observingthat, considering the
sample problem, Table 1 contains only 4 finite values, all the rest being impossible. Hence a
compact storagescheme is easilydevised. Similarly, Table 2 contains only 12 finite values out of
76. Hence, the storagerequirements are not nearlyas formidable as appears to be the case at first
glance.
The only other storage requirements are for the constraint coefficients and equations. These
are modest and will depend upon the density of each variable in each constraint.
We shall now present a comparison of the storage savings achieved by the method proposed
in this paperover conventional dynamic programming. An exact comparison is not possiblebut a
reasonable estimate can be made.
Consider a 4 x II problem such that x, ~ 10, -¥-j. In conventional dynamic programming a
4-dimensional array of x HA), including alternate optima, would need to be stored and 10 such
arrays would be required. Hence the storage required would be IO(104 ) = 105 units of storage. In
the current method, we would need some estimate of each Mud. Suppose each jjluj)"" 300.
III
Therefore. L As = 3000. Hence, even this estimate is 3000 compared to 100,000. However, this is
s=1
a gross overestimation. If the same fraction of finite to non-finite values held in a general problem
as in our sample problem (and it generally does), then the 3000 is reduced to some numberof the
10
order of 10% of L As. Hence the actual comparison is between 300 storage words by the present
.~ = I
method and 100,000 words by the conventional method. It should also be noted that as the
numberof constraints increases, the comparison is more and more favorable towards the present
method. Further, for fixed n, as the ratio of mIn increases, the comparison is more and more
favorable towards the method of this paper.
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7. SOME COMPUT ATION AL RESULTS
An experimental, non-optimized computer program was written to get a preliminary
indication of the computational feasibility of the algorithm. Problems of the following form were
solved:
"Max z = L Ii(Xj)
j = l
where
:3 L aijXj :s:; b, i = 1, 2, . . . , m (14)
(15)
and aj, (3j, Yj were non-negative integers. 123 problems of varying size were solved. The results
are given in Table 3. It should be noted that if n =5, there can be as many as 15 terms in the
objective function, even though each t,(Xj) is treated as an entity. The number of terms in the
objective function varied between nand 3n. The input data (aj, {3j, yj, aij, b;} were generated
randomly but so as to provide problems with a non-empty solution set. All computations were
carried out on a CDCCYBER70, Model 72,a medium speed computer, via a remote time-sharing
terminal.
Table 3.Computational results
No. of Mean Execution
m n Problems Time (sec.)
3 5 20 0·20
3 3 20 0·48
3 3 20 0·05
4 5 20 0·16
5 7 23 3·57
4 10 20 19-06
The results of Table3 are quiteencouraging. It should be obvious, however, that for any given
problem of any size, twofactors willdeterminethe time required for solution. The first is howfar
z* is from zooExecutiontimewill be directlyproportional to this difference. This in turn depends
on how efficient the bounds on Xj are. These bounds are the second factor affecting the time
required, since if the bounds are very loose, many infeasible solutions corresponding to alternate
optimafor a given value of Zk, may have to be considered and discarded. In practical problems,
where constraints reallyare binding, optimal solutions, i.e., values of x1are apt to be close to the
upper bounds, if these are carefully determined. This will drastically reduce computation times
over situations where the optimal values of the x, are far from each of the upper bounds.
8. SUMMARY AND CONC LUSIONS
An exact method for solving all integer non-linear programming problems with a separable
objective function has been presented. Dynamic programming methodology is used to efficiently
search candidate hypersurfaces for the optimal feasible integer solution.
A number of applications of the method presented in this paper are currently being
undertaken and will be presented in subsequent papers.
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