A typical goal of linear-supervised dimension reduction is to find a lowdimensional subspace of the input space such that the projected input variables preserve maximal information about the output variables. The dependence-maximization approach solves the supervised dimensionreduction problem through maximizing a statistical dependence between projected input variables and output variables. A well-known statistical dependence measure is mutual information (MI), which is based on the Kullback-Leibler (KL) divergence. However, it is known that the KL divergence is sensitive to outliers. Quadratic MI (QMI) is a variant of MI based on the L 2 distance, which is more robust against outliers than the KL divergence, and a computationally efficient method to estimate QMI from data, least squares QMI (LSQMI), has been proposed recently. For these reasons, developing a supervised dimension-reduction method based on LSQMI seems promising. However, not QMI itself but the derivative of QMI is needed for subspace search in linear-supervised dimension reduction, and the derivative of an accurate QMI estimator is not necessarily a good estimator of the derivative of QMI. In this letter, we propose to directly estimate the derivative of QMI without estimating QMI itself. We show that the direct estimation of the derivative of QMI is more accurate than the derivative of the estimated QMI. Finally, we develop a linear-supervised dimension-reduction algorithm that efficiently uses the proposed derivative estimator and demonstrate through experiments that the proposed method is more robust against outliers than existing methods.
Introduction
Supervised learning is one of the central problems in machine learning, which aims at learning an input-output relationship from given inputoutput paired data samples. Although many methods were proposed to perform supervised learning, they often work poorly when the input variables have high dimensionality. Such a situation is commonly referred to as the curse of dimensionality (Bishop, 2006) , and a common approach to mitigate the curse of dimensionality is to preprocess the input variables by dimension reduction (Burges, 2010) .
A typical goal of linear dimension reduction in supervised learning is to find a low-dimensional subspace of the input space such that the projected input variables preserve maximal information about the output variables. Thus, a subsequent supervised learning method can use the lowdimensional projection of the input variables to learn the input-output relationship with a minimal loss of information. The purpose of this letter is to develop a novel linear-supervised dimension-reduction method.
The dependence-maximization approach solves the supervised dimension-reduction problem through maximizing a statistical dependence measure between projected input variables and output variables. Mutual information (MI) is a well-known tool for measuring statistical dependency between random variables (Cover & Thomas, 1991) . It is well studied, and many methods have been proposed to estimate MI from data. A notable method is the maximum likelihood MI (MLMI) (Suzuki, Sugiyama, Sese, & Kanamori, 2008) , which does not require any assumption on the data distribution and can perform model selection via cross validation. For these reasons, MLMI seems to be an appealing tool for supervised dimension reduction. However, MI is defined based on the Kullback-Leibler divergence (Kullback & Leibler, 1951) , which is known to be sensitive to outliers (Basu, Harris, Hjort, & Jones, 1998) . Hence, MI is not an appropriate tool when it is applied on a data set containing outliers.
Quadratic MI (QMI) is a variant of MI (Principe, Xu, Zhao, & Fisher, 2000) . Unlike MI, it is defined based on the L 2 distance. A notable advantage of the L 2 distance over the KL divergence is that the L 2 distance is more robust against outliers (Basu et al., 1998) . Moreover, a computationally efficient method to estimate QMI from data, least-squares QMI (LSQMI) (Sainui & Sugiyama, 2013) , has been proposed. LSQMI does not require any assumption on the data distribution and can perform model selection via cross validation. For these reasons, developing a supervised dimensionreduction method based on LSQMI is more promising.
An approach to use LSQMI for supervised dimension reduction is to first estimate QMI between projected input variables and output variables by LSQMI, and then search for a subspace that maximizes the estimated QMI by a nonlinear optimization method such as gradient ascent. However, the essential quantity of the subspace search is the derivative of QMI with regard to the subspace, not QMI itself. Thus, LSQMI may not be an appropriate tool for developing supervised dimension-reduction methods since the derivative of an accurate QMI estimator is not necessarily an accurate estimator of the derivative of QMI.
To cope with this problem, we propose in this letter a novel method to directly estimate the derivative of QMI without estimating QMI itself. The proposed method has the following advantageous properties: it does not require any assumption on the data distribution, the estimator can be computed analytically, and the tuning parameters can be objectively chosen by cross validation. We show through experiments that the proposed direct estimator of the derivative of QMI is more accurate than the derivative of the estimated QMI. Then we develop a fixed-point iteration that efficiently uses the proposed estimator of the derivative of QMI to perform supervised dimension reduction. Finally, we demonstrate the usefulness of the proposed supervised dimension-reduction method through experiments and show that the proposed method is more robust against outliers than existing methods.
The organization of this letter is as follows. We formulate the linearsupervised dimension-reduction problem and review some existing methods in section 2. Then we give an overview of QMI and review some QMI estimators in section 3. The details of the proposed derivative estimator are given in section 4. In section 5 we develop a supervised dimensionreduction algorithm based on the proposed derivative estimator. The experimental results are given in section 6. A further extension of the proposed derivative estimator is presented in section 7. The conclusion is given in section 8.
Linear-Supervised Dimension Reduction
In this section, we formulate the linear-supervised dimension-reduction problem. Then we briefly review existing supervised dimension-reduction methods and discuss their problems.
Problem Formulation.
Let D x ⊂ R dx and D y ⊂ R dy be the input domain and output domain with dimensionality d x and d y , respectively, and p(x, y) be a joint probability density on D x × D y . First, assume that we are given an input-output paired data set D = {(x i , y i )} n i=1 , where each data sample is drawn independently from the joint density:
∼ p(x, y).
Next, let W ∈ {W ∈ R dz×dx |WW = I dz } be an orthonormal matrix with a known constant d z (≤ d x ), where I dz denotes the d z -by-d z identity matrix and denotes the matrix transpose. Then assume that there exists a d z -dimensional subspace in R dx spanned by the rows of W such that the projection of x onto this subspace denoted by z = W x preserves the maximal information about y of x. That is, we can substitute x by z with a minimal loss of information about y. We refer to the problem of estimating W from the given data as linear-supervised dimension reduction. Below, we review some of the existing linear-supervised dimension-reduction methods.
2.2 Sliced Inverse Regression. Sliced inverse regression (SIR; Li, 1991) is a well-known linear-supervised dimension-reduction method. It formulates linear-supervised dimension reduction as a problem of finding W , which makes x and y conditionally independent given z:
(2.1)
The key principle of SIR lies in the following equality, 1
where E denotes the conditional expectation and w i denotes the ith row of W . The importance of this equality is that if the equality holds for any c ∈ R dx and some constants a 0 , a 1 , . . . , a dz , then the inverse regression curve E[x|y] lies on the space spanned by W , which satisfies equation 2.1. Based on this fact, SIR estimates W as follows. First, the range of y is sliced into multiple slices. Then E[x|y] is estimated as the mean of x for each slice of y. Finally, W is obtained as the d z largest principal components of the covariance matrix of the means. The significant advantages of SIR are its simplicity and scalability to large data sets. However, SIR relies on the equality in equation 2.2, which typically requires that p(x) is an elliptically symmetric distribution such as gaussian. This is restrictive, and thus the practical usefulness of SIR is limited.
Minimum Average Variance Estimation Based on the Conditional
Density Functions. The minimum average variance estimation based on the conditional density functions (dMAVE; Xia, 2007) is a linear-supervised dimension-reduction method that does not require any assumption on the data distribution and is more practical compared to SIR. Briefly, dMAVE aims to find a matrix W that yields an accurate nonparametric estimation of the conditional density p(y|z).
The essential part of dMAVE is the following model,
Then dMAVE estimates m b (z, y) by a local linear smoother (Fan, Yao, & Tong, 1996) . More specifically, a local linear smoother of m b (z i , y k ) is given by
where z j is an arbitrary point close to z i and a jk ∈ R and b jk ∈ R dz are parameters. Based on this local linear smoother, dMAVE solves the following minimization problem,
4)
where K h is a symmetric kernel function with bandwidth h > 0. The function ρ(x, y) is a trimming function that is evaluated as zero when the densities of x or y are lower than some threshold. A solution to this minimization problem is obtained by alternatively solving quadratic programming problems for W , and (a jk , b jk ) until convergence. The main advantage of dMAVE is that it does not require any assumption on the data distribution. However, a significant disadvantage of dMAVE is that there is no systematic method to choose the kernel bandwidths and the trimming threshold. In practice, dMAVE uses a bandwidth selection method based on the normal-reference rule of the nonparametric conditional density estimation (Silverman, 1986; Fan et al., 1996) , and a fixed trimming threshold. Although this model selection strategy works reasonably well in general, it does not always guarantee good performance on all kinds of data sets.
Another disadvantage of dMAVE is that the optimization problem in equation 2.4 may have many local solutions. To cope with this problem, dMAVE proposed using a linear supervised dimension-reduction method, the outer product of gradient based on conditional density functions (dOPG; Xia, 2007) to obtain a good initial solution. Thus, dMAVE may not perform well if dOPG fails to provide a good initial solution.
Kernel Dimension Reduction.
Another linear-supervised dimension-reduction method that does not require any assumption on the data distribution is kernel dimension reduction (KDR; Fukumizu, Bach, & Jordan, 2009 ). Unlike dMAVE, which focuses on conditional density, KDR aims to find a matrix W that satisfies the conditional independence in equation 2.1. The key idea of KDR is to evaluate the conditional independence through a conditional covariance operator over reproducing kernel Hilbert spaces (RKHSs; Aronszajn, 1950) .
Throughout this section, we use (H z , k z ) to denote an RKHS of functions on the domain D z equipped with the reproducing kernel k z ,
for f ∈ H z and z ∈ D z . The RKHSs of functions on domains D x and D y are also defined similarly as (H x , k x ) and (H y , k y ), respectively. The crosscovariance operator YZ : H z → H y satisfies the following equality for all f ∈ H z and g ∈ H y ,
where E zy , E z , and E y denote expectations over densities p(z, y), p(z), and p(y), respectively. Then the conditional covariance operator can be defined using cross-covariance operators as
where it is assumed that −1 ZZ always exists. The importance of the conditional covariance operator in supervised dimension reduction lies in the following relations,
where the inequality refers to the partial order of self-adjoint operators, and
These relations mean that the conditional independence can be achieved by finding a matrix W that minimizes YY |Z in the partial order of self-adjoint operators. Based on this fact, KDR solves the following minimization problem:
where λ n denotes a regularization parameter, G Z and G Y denote centered gram matrices with the kernels k z and k y , respectively, and Tr [·] denotes the trace of an operator. A solution to this minimization problem is obtained by a gradient descent method. KDR does not require any assumption on the data distribution and was shown to work well on various regression and classification tasks (Fukumizu et al., 2009 ). However, KDR has two weaknesses in practice. The first is that although the kernel parameters and the regularization parameter can heavily affect the performance, there seems to be no justifiable model selection method to choose these parameters so far. Although it is always possible to choose these tuning parameters based on the prediction performance of a successive supervised learning method with cross validation, this approach results in a nested loop of model selection for both KDR itself and the successive supervised learning method. Moreover, this approach makes supervised dimension reduction depend on the successive supervised learning method, which may not be favorable in practice.
The second weakness is that the optimization problem in equation 2.8 is nonconvex and may have multiple local solutions. Thus, if the initial solution is not properly chosen, the performance of KDR may be unreliable. A simple approach to cope with this problem is to restart the optimization with several different initial guesses and choose the best solution based on equation 2.8. However, this approach is computationally expensive. A more sophisticated approach was considered in Fukumizu and Leng (2014) , which proposed using a solution of a linear-supervised dimensionreduction method, gradient-based kernel dimension reduction (gKDR), as an initial solution for KDR. However, it is not guaranteed that gKDR always provides a good initial solution for KDR.
Least-Squares Dimension
Reduction. The least-squares dimension reduction (LSDR; is another linear-supervised dimension-reduction method that does not require any assumption on the data distribution. Similar to KDR, LSDR aims to find a matrix W that satisfies the conditional independence in equation 2.1. However, instead of the conditional covariance operators, LSDR evaluates the conditional independence through a statistical dependence measure.
LSDR utilizes a statistical dependence measure, squared-loss mutual information (SMI). SMI between random variables z and y is defined as and
Thus, conditional independence can be achieved by finding a matrix W that maximizes SMI(Z, Y). Since SMI(Z, Y) is typically unknown, it is estimated by the least-squares mutual information (Suzuki, Sugiyama, Kanamori, & Sese, 2009 ) method, which directly estimates the density ratio p(z,y) p(z)p(y) without performing any density estimation. Then LSDR solves the following maximization problem,
(2.10)
where SMI(Z, Y) denotes the estimated SMI. The solution to this maximization problem is obtained by a gradient ascent method. Note that this maximization problem is nonconvex and may have many local solutions. LSDR does not require any assumption on the data distribution, similar to dMAVE and KDR. It can also avoid a poor local solution based on the objective value, similar to KDR. However, the significant advantage of LSDR over dMAVE and KDR is that it can perform model selection via cross validation without requiring any successive supervised learning method. This is a practically favorable property as a supervised dimension-reduction method.
However, a disadvantage of LSDR is that the density ratio function p(z,y) p(z)p(y) can be highly fluctuated, especially when the data contain outliers.
Since it is typically difficult to accurately estimate a highly fluctuated function, LSDR could be unreliable in the presence of outliers.
Recently, a linear-supervised dimension-reduction method, leastsquares conditional entropy (LSCE; Tangkaratt, Xie, & Sugiyama, 2015) was proposed. Unlike LSDR, LSCE is based on the minimization of a squared-loss variant of conditional entropy, which contains the density ratio function p(z,y) p(z) . Since the marginal density p(y) is not contained in the formulation, LSCE tends to be robust against outliers when outliers are in the output domain. However, LSCE could still be unreliable when outliers are in the input domain.
Next, we consider a linear-supervised dimension-reduction approach based on quadratic mutual information, which can overcome the disadvantages of the existing methods.
Quadratic Mutual Information
In this section, we briefly introduce quadratic mutual information and discuss how it can be used to perform robust supervised dimension reduction.
Quadratic Mutual Information and Mutual Information.
Quadratic mutual information (QMI) is a measure for statistical dependency between random variables (Principe et al., 2000) and is defined as
is always nonnegative and equals zero if and only if z and y are statistically independent: p(z, y) = p(z)p(y). Such a property of QMI is similar to that of the ordinary mutual information (MI), which is defined as
The essential difference between QMI and MI is the discrepancy measure. QMI(Z, Y) is the L 2 distance between p(z, y) and p(z)p(y), while MI(Z, Y) is the Kullback-Leibler (KL) divergence (Kullback & Leibler, 1951) . MI has been studied and applied to many data analysis tasks (Cover & Thomas, 1991) . Moreover, an efficient method to estimate MI from data is also available (Suzuki et al., 2008) . However, MI is not always the optimal choice for measuring statistical dependence because it is not robust against outliers. An intuitive explanation is that MI contains the log function and the density ratio: the value of logarithm can be highly sharp near zero, and the density ratio can be highly fluctuated and diverge to infinity. Thus, the value of MI tends to be unstable and unreliable in the presence of outliers. In contrast, QMI does not contain the log function and the density ratio, and thus QMI should be more robust against outliers than MI.
Another explanation of the robustness of QMI and MI can be understood based on their discrepancy measures. Both L 2 distance (QMI) and KL divergence (MI) can be regarded as members of a more general divergence class, density power divergence (Basu et al., 1998) :
where α > 0. Based on this divergence class, the L 2 distance and the KL divergence can be obtained by setting α = 1 and α → 0, respectively. As Basu et al. (1998) discussed, the parameter α controls the robustness against outliers of the divergence, where a large value of α indicates high robustness.
This means that the L 2 distance (α = 1) is more robust against outliers than the KL divergence (α → 0). In supervised dimension reduction, robustness against outliers is an important requirement because outliers often make supervised dimensionreduction methods work poorly. Thus, developing a supervised dimensionreduction method based on QMI is an attractive approach since QMI is robust against outliers. This QMI-based supervised dimension-reduction method is performed by finding a matrix W * that maximizes QMI(Z, Y):
The motivation is that if QMI(Z, Y) is maximized then z and y are maximally, dependent on each other, and thus we may disregard x with a minimal loss of information about y.
Since QMI(Z, Y) is typically unknown, it needs to be estimated from data. We next review existing QMI estimation methods and then discuss a weakness of performing supervised dimension reduction using these QMI estimation methods.
Existing QMI Estimation Methods.
We review two QMI estimation methods that estimate QMI(Z, Y) from the given data. The first method estimates QMI through density estimation and the second through density difference estimation. (3.4)
QMI Estimator Based on Density
A naive approach to estimate QMI(Z, Y) is to separately estimate the unknown densities p(z, y), p(z), and p(y) by density estimation methods such as kernel density estimation (KDE; Silverman, 1986 ) and then plug the estimates into equation 3.4. Following this approach, the KDE-based QMI estimator has been studied and applied to many problems such as feature extraction for classification (Torkkola, 2003; Principe et al., 2000) , blind source separation (Principe et al., 2000) , and image registration (Atif, Ripoche, Coussinet, & Osorio, 2003) . Although this density estimation-based approach was shown to work well, accurately estimating densities for high-dimensional data is known to be one of the most challenging tasks (Vapnik, 1998) . Moreover, the densities contained in equation 3.4 are estimated independently without regard for the accuracy of the QMI estimator. Thus, even if each density is accurately estimated, the QMI estimator obtained from these density estimates does not necessarily give an accurate QMI. An approach to mitigate this problem is to consider density estimators whose combination minimizes the estimation error of QMI. Although this approach shows better performance than the independent density estimation approach, it still performs poorly in high-dimensional problems .
Least-Squares QMI.
To avoid the separate density estimation, Sainui and Sugiyama (2013) proposed an alternative method, least-squares QMI (LSQMI). We briefly review the LSQMI method.
First, notice that QMI(Z, Y) can be expressed in terms of the density difference as
The key idea of LSQMI is to directly estimate the density difference f (z, y) without going through any density estimation by the procedure of the leastsquares density difference . Letting d(z, y) be a model of the density difference, LSQMI learns d(z, y) so that it is fitted to the true density difference under the squared loss:
By expanding the integrand, we obtain
Since the last term is a constant with regard to the model d(z, y), we omit it and obtain the following criterion:
Then the density difference estimator d(z, y) is obtained as the solution of the following minimization problem:
The solution of the minimization problem in equation 3.7 depends on the choice of the model d(z, y). LSQMI employs the following linear-inparameter model,
where α is a parameter vector and ψ(z, y) is a basis function vector. For this model, finding the solution of equation 3.7 is equivalent to solving
By approximating the expectation over the densities p(z, y), p(z), and p(y) with sample averages, we obtain the following empirical minimization problem,
where q is the sample approximation of equation 3.9:
By including the L 2 regularization term, we obtain
where λ ≥ 0 is the regularization parameter. Then the solution is obtained analytically as
Therefore, the density difference estimator is obtained as
Finally, the QMI estimator is obtained by substituting the density difference estimator into equation 3.5. A direct substitution yields two possible QMI estimators:
However, Sugiyama et al. (2013) showed that a linear combination of the two estimators defined as
provides smaller bias and is a more appropriate QMI estimator. As shown above, LSQMI avoids multiple-step density estimation by directly estimating the density difference contained in QMI. It was shown that such a direct estimation procedure tends to be more accurate than multiple-step estimation . Moreover, LSQMI is able to objectively choose the tuning parameter contained in the basis function ψ(z, y) and the regularization parameter λ based on cross validation. This property allows LSQMI to solve challenging tasks such as clustering (Sainui & Sugiyama, 2013) and unsupervised dimension reduction (Sainui & Sugiyama, 2014) in an objective way.
Supervised Dimension Reduction via LSQMI.
Given an efficient QMI estimation method such as LSQMI, linear-supervised dimension reduction can be performed by finding a matrix W * defined as
A straightforward approach to solving equation 3.14 is to perform the gradient ascent,
where t > 0 denotes the step size. The update formula means that the essential point of the QMI-based supervised dimension-reduction method is not the accuracy of the QMI estimator but the accuracy of the estimator of the derivative of the QMI. Thus, the existing LSQMI-based approach, which first estimates QMI and then computes the derivatives of the QMI estimator, is not necessarily appropriate since an accurate estimator of QMI does not necessarily mean that its derivative is an accurate estimator of the derivative of QMI. Next, we describe our proposed method, which overcomes this problem.
Derivative of Quadratic Mutual Information
To cope with the weakness of the QMI estimation methods when performing linear-supervised dimension reduction, we propose to directly estimate the derivative of QMI without estimating QMI itself.
Direct Estimation of the Derivative of Quadratic Mutual
Information. From equation 3.5, the derivative of the QMI(Z, Y) with regard to the ( , )th element of W can be expressed by 2
where in the second line, we assume that the order of the derivative and the integration is interchangeable. By approximating the expectations over the densities p(z, y), p(z), and p(y) with sample averages, we obtain an approximation of the derivative of QMI as
(4.2)
is the d zdimensional vector with zero everywhere except at the th dimension, which has value x ( ) . Hence, equation 4.2 can be simplified as
This means that the derivative of QMI(Z, Y) with regard to W can be obtained once we know the derivatives of the density difference with regard to z ( ) for all ∈ {1, . . . , d z }. However, these derivatives are often unknown and need to be estimated from data. We next discuss existing approaches and their drawbacks. Then we propose our approach, which can overcome the drawbacks.
Existing Approaches to Estimate the Derivative of the Density Difference.
Our current goal is to obtain the derivative of the density difference with regard to z ( ) which can be rewritten as
All terms in equation 4.4 are unknown in practice and need to be estimated from data. There are three approaches to estimate them. 
∂z ( ) by, for example, the method of mean integrated square error for derivatives (Sasaki, Noh, & Sugiyama, 2015) , which can estimate the density derivative without estimating the density itself. Then estimate the right-hand side of equation 4.4 as
where p(y) denotes the estimated density and 
where f (z, y) denotes the (directly) estimated density difference.
The problem of approaches 1 and 2 is that they involve multiple estimation steps where some quantities are estimated first and then they are plugged into equation 4.4. Such multiple-step methods are not appropriate since each estimated quantity is obtained without regarding the others and the succeeding plug-in step using these estimates can magnify the estimation error contained in each estimated quantity.
Approach 3 seems more promising than the other two since there is only one estimated quantity f (z, y). However, it is still not the optimal approach due to the fact that an accurate estimator of the density difference does not necessarily mean that its derivative is an accurate estimator of the derivative of the density difference.
To avoid the above problems, we propose a new approach, which directly estimates the derivative of the density difference.
Direct Estimation of the Derivative of the Density Difference.
We propose to estimate the derivative of the density difference with regard to z ( ) using a model g (z, y):
The model g (z, y) is learned so that it is fitted to its corresponding derivative under the square loss:
By expanding the square, we obtain
Since the last term is a constant with regard to the model g (z, y), we omit it and obtain the following criterion:
The second term is intractable due to the unknown derivative of the density difference. To make this term tractable, we use integration by parts (Kasube, 1983 ) to obtain the following:
where · dz \z ( ) denotes an integration over z except for the th element.
Here, we require
which is a mild assumption since the tails of the density difference p(z, y) − p(z)p(y) often vanish when z ( ) approaches infinity. Applying the assumption to the left-hand side of equation 4.7 allows us to express equation 4.6 as
Then the estimator g (z, y) is obtained as a solution of the following minimization problem:
The solution of equation 4.9 depends on the choice of the model. Let us employ the following linear-in-parameter model as g (z, y):
where θ is a parameter vector and ϕ (z, y) is a basis function vector whose practical choice will be discussed later in detail. For this model, finding the solution of equation 4.9 is equivalent to solving
where we define
By approximating the expectation over the densities p(z, y), p(z), and p(y) with sample averages, we obtain the following empirical minimization problem:
where h is the sample approximation of equation 4.13:
By including the L 2 regularization term to control the model complexity, we obtain
where λ ≥ 0 denotes the regularization parameter. This minimization problem is convex with regard to the parameter θ , and the solution can be obtained analytically as 
We call this method the least-squares QMI derivative (LSQMID).
Basis Function Design.
As basis function ϕ (z, y), we propose to use
where b ≤ n. First, we define the kth gaussian function as
where u k and v k denote gaussian centers chosen randomly from the data samples {z i , y i } n i=1 and σ denotes the gaussian width. We may use different gaussian widths for z and y, but this approach significantly increases the computation time for model selection, discussed in section 4.5. In our implementation, we standardize each dimension of x and y to have unit variance and zero mean and then use the common gaussian width for both z and y. We also set b = min (n, 200) in the experiments.
Based on the above gaussian function, we propose to use the following function as the kth basis for the th model of the derivative of the density difference:
This function is the derivative of the kth gaussian basis function with regard to z ( ) . A benefit of this basis function design is that the integral appearing in H can be computed analytically. Through a simple calculation, we obtain the (k, k )th element of H as follows:
As discussed in section 5, this basis function choice has further benefits when we develop a linear-supervised dimension-reduction method.
Model Selection by Cross Validation.
The practical performance of the LSQMID method depends on the choice of the gaussian width σ and the regularization parameter λ included in the estimator g (z, y) . These tuning parameters can be objectively chosen by the K-fold cross-validation (CV) procedure: 
where h ,M, j denotes h computed from the candidate M and samples in D j . 4. Choose the tuning parameter pair such that it minimizes the CV score as ( σ , λ ) = argmin M CV (M).
Supervised Dimension Reduction via LSQMID
In this section, we propose a linear-supervised dimension-reduction method based on the proposed LSQMID estimator.
Gradient Ascent via LSQMID.
Recall that our goal in linearsupervised dimension reduction is to find the matrix W * :
A straightforward approach to find a solution to equation 5.1 using the proposed method is to perform gradient ascent as
where t > 0 denotes the step size. 3 It is known that choosing a good step size is a difficult task in practice (Nocedal & Wright, 2006) . Line search is an algorithm to choose a good step size by finding a step size that satisfies certain conditions such as the Armijo rule (Armijo, 1966) . However, these conditions often require access to the objective value QMI(W ), which is unavailable in our current setup since the QMI derivative is directly estimated without estimating QMI. Thus, if we want to perform line search, QMI needs to be estimated separately. However, this is problematic since the estimation of the derivative of the QMI and the estimation of the QMI are performed independently without regard to the other, and thus they may not be consistent. For example, the gradient ∂QMI(W )
∂W
, which is supposed to be an ascent direction, may be regarded as a descent direction on the surface of the estimated QMI. For such a case, the step size chosen by any line search algorithm is unreliable, and the resulting W may not be a good solution.
We consider two approaches that can cope with this problem.
QMI Approximation via LSQMID.
To avoid separate QMI estimation, we consider an approximated QMI obtained as a by-product of the proposed method. Recall that the proposed method models the derivative of the density difference as
This means that the density difference can be approximated by
where c is an unknown quantity, which is a constant with regard to z ( ) . In a special case where d z = 1, we can use equation 5.3 to obtain a proper approximator of QMI(Z, Y) in a similar fashion to the LSQMI method. To verify this, let us substitute equation 5.3 into one of the f (z, y) in equation 3.5 to obtain y) θ φ(z, y) y) θ φ(z, y) By approximating the expectation with sample averages, we obtain a QMI approximator as
The main advantage of using QMI(Z, Y) is that it is obtained from the derivative estimation and thus should be consistent with the estimated derivative. This allows us to perform line search for the gradient ascent in a consistent manner. We may further improve the optimization procedure by considering an optimization problem over the Grassmann manifold:
where Gr dx dz is defined as
That is, Gr dx dz is a set of d z -by-d x orthonormal matrices whose rows span the same subspace. This manifold optimization is more efficient than the original optimization since every step of the optimization always satisfies the orthonormal constraint, and we no longer need to perform orthonormalization. More details of manifold optimization can be found in Absil, Mahony, and Sepulchre (2008) .
Although the QMI approximation in equation 5.4 allows us to choose step size by line search in a consistent manner, such an approximation is unavailable when d z > 1. Next, we consider an alternative optimization strategy that does not require access to the QMI value.
Fixed-Point Iteration.
To avoid the problem of choosing the step size that requires access to the QMI value, we propose to use a fixed-point iteration for finding a solution to equation 5.1. Note that from the first-order optimality condition, a solution W * is a stationary point that satisfies
where 0 dz,dx denotes d z -by-d x zero matrix. By using the proposed basis function in equation 4.21, equation 4.19 can be expressed as
with u ( ) the column vector of length b consisting of the th dimension over all u k and the symbol represents the element-wise vector product. Then an approximated solution may be obtained by finding W , for all ( , ) such that the left-hand side of equation 5.6 is zero. This optimization strategy results in a fixed-point iteration for each dimension of W :
( 5.7) Finally, we orthonormalize the solution after each iteration as
In practice, we perform this orthonormalization only every several iterations for computational efficiency.
There is a relation between the fixed-point iteration and gradient method. By substituting equation 5.6 into equation 5.7, we obtain
This means that the fixed-point update step is a gradient method with an adaptive stepsize 1/F ( , )
3
. Thus, if F ( , ) 3 is always positive, the fixed-point iteration will converge to local maxima. Unfortunately there is no guarantee that F ( , ) 3 is always positive in our formulation. Indeed, in our numerical experiments, F ( , ) 3 sometimes took a negative value. A heuristic remedy would be to update the matrix W only when F ( , ) 3 is positive. However, this approach did not work well in our preliminary experiments, so we decided not to modify anything. We will further investigate this issue in future work.
The optimization problem in equation 5.1 is nonconvex and may have saddle points and local solutions. To avoid obtaining a saddle point or a poor local solution, we perform the optimization starting from several initial guesses and choose the solution that gives the maximum estimated QMI as the final solution.
Experiments
In this section, we demonstrate the usefulness of the proposed method through experiments.
Illustrative Experiments.
First, we illustrate the behavior of the proposed method in terms of the QMI derivative estimation Let N (μ, ) denote the gaussian distribution with mean μ and covariance . Then, for ∼ N (0, 0.15 2 ), we generate a data set {(x i , y i )} n i=1 and a matrix W as follows:
x ∼ N (0 2 , I 2 ), y = (x (1) ) 2 + , W = cos θ sin θ , where 0 2 denotes the zero vector of length 2. Thus, we have z = x (1) cos θ + x (2) sin θ . The goal is to estimate
at different values of θ . Note that QMI(WX, Y) is maximized at θ = 0, that is, W = 1 0 . Figure 1a shows the averaged value over 20 trials of the estimated QMI(Z, Y) by LSQMI. The vertical axis indicates the value of the estimated QMI, and the horizontal axis indicates the value of θ ∈ − π 2 , π 2 . We use n = 3000 and n = 100 for estimating QMI and denote the results by LSQMI(3000) and LSQMI(100), respectively. We perform cross-validation at θ = 0 and use the chosen tuning parameters for all values of θ . The result shows that LSQMI accurately estimates QMI(Z, Y) when the sample size is large. However, when the sample size is small, the estimated QMI(Z, Y) has high fluctuation. Figure 1b shows the averaged value over 20 trials of the derivative of QMI(Z, Y) with regard to θ computed by LSQMI(3000), LSQMI(100), and the proposed method with n = 100, which is denoted by LSQMID(100). For the proposed method, we perform cross-validation at θ = 0 and use the chosen tuning parameters for all values of θ . The result shows that LSQMID(100), gives a smoother estimate than LSQMI(100), which has high fluctuation. To further explain the cause of the fluctuation of LSQMI(100), we plot experimental results of four trials in Figure 2 , where the left column corresponds to the value of the estimated QMI(Z, Y) and the right column corresponds to the value of the estimated derivative of QMI(Z, Y) with regard to θ . These results show that for LSQMI(100), a small fluctuation in the estimated QMI can cause a large fluctuation in the estimated derivative of QMI. On the other hand, LSQMID directly estimates the derivative of QMI and thus does not suffer from this problem.
Next, we investigate the behavior of the proposed method when the target dimensionality d z increases. For ∼ N (0, 0.15 2 ), we generate data set {(x i , y i )} n i=1 as follows:
x ∼ N (0 20 , I 20 ) ,
The goal is to estimate ∂QMI(WX,Y) ∂W at different values of W . The estimated derivative ∂QMI(W ) ∂W is evaluated by the mean squared error defined as
where ∂QMI * (W ) ∂W denotes the derivative of QMI estimated by LSQMI with sample size n = 3000. The matrices {W k } K k=1 with K = 500 are generated randomly such that W k W k = I dz . Figure 3 shows the mean and standard error over 10 trials of the mean squared error on sample sizes n ∈ {200, 300, 400, 500} and target dimensionalities d z ∈ {3, 5, 10}. The results show that for d z = 3 and d z = 5, LSQMID gives much more accurate estimated derivatives that that of LSQMI, especially when the sample sizes are small.
For d z = 10, LSQMID performs better only when the sample size is small. When the sample size increases, the improvement of LSQMI is better than that of LSQMID, and LSQMI eventually outperforms LSQMID. The main reason behind this phenomenon is that derivative estimation is very challenging when the target dimensionality d z is large, and LSQMID would require a much larger number of samples in order to accurately estimate these derivatives.
Artificial Data Sets.
Next, we evaluate the usefulness of the proposed method in linear-supervised dimension reduction using artificial data sets.
6.2.1 Setup. First, let U(a, b) denote the uniform distribution over an interval [a, b] , (a, b) denote the gamma distribution with shape parameter a and scale parameter b, and Laplace(a, b) denote the Laplace distribution with mean a and scale parameter b. Then we consider data sets with the output dimensionality d y = 1 and the optimal matrix W opt ∈ R dz×dx (including their rotations) as follows:
Data set A: For ∼ (0.25, 0.25), we use
Data set B: For ∼ (0.25, 0.5) and i ∈ {1, . . . , d x }, we use
Data set C: For ∼ N (0, 0.25) and i ∈ {1, . . . , d x }, we use
Data set D: For ∼ N (0, 0.25) and i ∈ {1, . . . , d x }, we use
For data sets A, B, and C, is an additive noise, while for dataset D, is a multiplicative noise. Figure 4 shows the plot of these data sets (after standardization). Note the presence of outliers in the data sets. To estimate W from {(x i , y i )} n i=1 , we execute the following linearsupervised dimension-reduction methods: LSQMID: The proposed method. Linear-supervised dimension reduction is performed by maximizing QMI (Z, Y) where the derivative of QMI(Z, Y) is estimated by the proposed method. The solution W is obtained by fixed-point iteration. 4 LSQMI: Linear-supervised dimension reduction is performed by maximizing QMI(Z, Y) where QMI(Z, Y) is estimated by LSQMI and the derivative of QMI(Z, Y) with regard to W is computed from the QMI estimator. The solution W is obtained by gradient ascent with line search over the Grassmann manifold. 5 4 Our code is publicly available at http://www.ms.k.u-tokyo.ac.jp/software.html# LSQMID 5 We use the manifold optimization toolbox (Boumal, Mishra, Absil, & Sepulchre, 2014) to perform the optimization. LSDR : Linear-supervised dimension reduction is performed by maximizing SMI (Z, Y) . The solution W is obtained by gradient ascent with line search over the Grassmann manifold. 6 LSCE (Tangkaratt et al., 2015) : Linear-supervised dimension reduction is performed by minimizing a squared loss variant of conditional entropy. The solution W is obtained by gradient descent with line search over the Grassmann manifold. dMAVE (Xia, 2007) We set the number of basis functions to b = min (200, n) . For LSQMID, LSQMI, LSDR, and LSCE, we randomly generate 10 orthonormal matrices and use them as the initial solutions. For dMAVE, we use a solution obtained by dOPG (Xia, 2007) as the initial solution. For KDR, we consider two approaches for obtaining the initial solutions. KDR (gKDR) uses a solution obtained by gKDR (Fukumizu & Leng, 2014) as the initial solution. KDR (Random) uses 10 randomly generated orthonormal matrices as the initial solutions and chooses a solution with the minimum objective value as the final solution. We also compare these methods with a randomly generated orthonormal matrix. The obtained solution W is evaluated by the dimension-reduction error defined as
where · Frobenius denotes the Frobenius norm of a matrix. This dimensionreduction error is invariant to rotation within the subspace-an error of W is the same as that of A W where A is a d z -by-d z orthogonal matrix.
Results on Different Sample Sizes.
We first evaluate the methods on different sample sizes. Table 1 shows the mean and standard error over 50 trials of the dimension-reduction error with different sample sizes where the input dimensionality is fixed to d x = 5. The randomly generated matrices are uninformative and give large errors. LSQMID works very well for data sets A, C, and D, but it works quite poorly for data set B when compared with other methods. However, LSQMID gives the most informative results for data set C where outliers are in the input domain. These results demonstrate the weakness of existing methods in terms of robustness against outliers.
LSQMI tends to be unstable and works poorly, except for data set D when the sample size is large. Note that LSQMI is comparable to the best method (in term of the mean error) in data set A due to its unstable behavior. The cause of this unstability could be the high fluctuation of the derivative of QMI by LSQMI, as shown previously in the illustrative experiment.
The two variants of KDR work quite well on data sets A, B, and D. However, KDR (gKDR) is quite unstable for data set A when the sample size is small, which can be seen by its relatively large standard errors. In contrast, KDR (Random) gives much more stable results. This implies that gKDR might provide a poor initial solution to KDR in some trials, which makes KDR fail to find a good solution. On the other hand, dMAVE works quite poorly overall, which might be because its model selection strategy is not suitable for these data sets. Table 2 shows the mean and standard error over 50 trials of the computation time on different sample sizes. 9 All methods take longer as the number of samples increases. The results also show that LSQMID is computationally more demanding than other methods except LSQMI and KDR (Random). dMAVE and KDR (gKDR) are computationally very efficient because they do not perform cross validation for parameter tuning and do not restart optimization with many initial solutions. 10 On the other hand, LSQMID, LSQMI, LSDR, and LSCE perform cross validation and restart optimization with 10 initial solutions. Despite these similarities, LSQMID is computationally more demanding than LSDR and LSCE for two reasons. First, LSQMID performs orthonormalization, while LSDR and LSCE use manifold optimization. It is known that manifold optimization tends to be computationally more efficient than orthonormalization (Absil et al., 2008) . Second, LSQMID estimates the derivative of QMI with regard to W by d z estimators for d z derivatives of the density difference, while LSDR and LSCE estimate a single quantity.
LSQMI is computationally the most inefficient even though it also uses manifold optimization and estimates a single quantity. The reason could be that the backtracking line search parameters that we used for the toolbox (Boumal et al., 2014) are not suitable for LSQMI, which results in many backtracking steps per iteration. We believe that the computation time of LSQMI can be improved with more proper backtracking line search parameter tuning.
KDR (Random) also uses manifold optimization and estimates a single quantity. However, it takes longer computation time than LSQMID for data sets B, C, and D when n = 500. The reason is that KDR inverts a n-by-n matrix (see equation 2.8) while LSQMID inverts d z number of b-by-b matrices (see equation 4.17). Thus, when n is much larger than b and d z is small, inverting a single n-by-n matrix can take much longer than inverting d z number of b-by-b matrices.
Results on Different Input
Dimensionalities. Next, we evaluate the methods on different input dimensionalities. Table 3 shows the mean and standard error over 50 trials of the dimension-reduction error with different input dimensionalities where the sample size is fixed. We use n = 200 9 The computation time is measured using Matlab on a 2.10 GHz 8 core processor with 128 GB memory. 10 gKDR performs cross validation based on the regression error to choose its tuning parameter (Fukumizu & Leng, 2014) . However, gKDR is not an iterative method, and the computation time of KDR (gKDR) is mostly dominated by KDR. for data set A, and n = 400 for data sets B, C, and D. The randomly generated matrices are uninformative and give large errors. All methods perform best on low-input dimensionalities. For all data sets, LSQMID works well overall except when d x = 15. For data set C, only LSQMID and LSQMI give informative result. Table 4 shows the mean and standard error over 50 trials of the computation time on different input dimensionalities. All methods take longer as the dimensionality increases. However, dMAVE has the largest relative increment among all methods; it takes approximately three times longer when d x increases from 10 to 15.
Benchmark Data Sets.
Finally, we evaluate the usefulness of the proposed method on benchmark data sets. In the following experiments, we consider linear-supervised dimension reduction for classification and regression tasks.
Classification.
We first evaluate the proposed method on a classification task. We consider the Wine data set from the UCI repository (Bache & Lichman, 2013) . The input variables x have dimensionality d x = 13, and the output variable y determines one of the three classes. We standardize the input so that it has zero mean and unit variance. The data set contains 178 samples. We randomly choose n tr = 100 samples for training purposes and use the rest n te = 78 for testing purposes. We execute linear-supervised dimension-reduction methods and principal component analysis (PCA; Jolliffe, 1986) with target dimensionality d z = {1, 2, 3, 4} to obtain solutions W . Then we train a support vector machine classifier (SVM; Cortes & Vapnik, 1995) . 11 The performance of a classifier f ( W x) is evaluated by the misclassification rate for test samples
where I(a) denotes the indicator function, which equals 1 when the expression a is true and 0 otherwise.
The misclassification rate in Table 5 shows that LSQMID performs very well for this data set when d z ∈ {2, 3, 4}, and it gives the lowest misclassification rate when d z = 3. In contrast, LSQMI performs very poorly and is also highly unstable, as can be seen by a relatively large standard error. We expect that this is because the sample size is quite small, which makes the performance of LSQMI relatively poor, as demonstrated in our previous experiments. Note: The best methods in terms of the mean error and comparable methods according to the paired t-test at the significance level 5% are in bold. Figure 5 shows data points projected by W with d z = 2. We can see that all methods except LSQMI give good projections, and we can easily distinguish data points between classes in the new data spaces. In contrast, for LSQMI, many data points from one class (in purple) cannot be distinguished from the other two classes in the new data spaces.
Regression.
Next, we evaluate the proposed method on regression tasks using data sets from the UCI repository. To make the tasks more challenging, we append the original input x with noise features of dimensionality 5. More specifically, for the original input x with dimensionality d x , we consider the augmented input x with dimensionality d x = d x + 5 as
where γ i ∼ (1, 2) for i ∈ {1, . . . , 5}. Then we use the paired data {(
to perform experiments. We randomly choose n tr samples for training purposes and use the rest n te = n − n tr for testing purposes. We execute linearsupervised dimension-reduction methods with target dimensionality d z ∈ {1, 2, 3, 4} to obtain solutions W . Then we use a kernel ridge regressor and a k-nearest neighbor regressor to evaluate the performance. The performance of a regressor f ( W x) is measured by the root mean squared error (RMSE) for test samples:
We use a kernel ridge regressor with the gaussian kernel where the gaussian width and the regularization parameter are chosen by fivefold cross validation. Table 6 shows the RMSE averaged over 30 trials. LSQMID performs well overall for all data sets. LSQMI also performs well for the Fertility and Bike data sets where it outperforms LSQMID in terms of the mean Figure 5 : Data points of the Wine data set after projection by each linear dimension-reduction method. Data points from the same class are indicated by the same color. error. However, LSQMI does not work for the other data sets. LSCE and dMAVE perform well on only some data sets, and LSDR, KDR (gKDR), and KDR (Random) perform poorly on these data sets.
Next, we use a k-nearest neighbor regressor where k ∈ {1, . . . , 10} is chosen by fivefold cross validation. Table 7 shows the RMSE averaged over 30 trials. It shows that the k-nearest neighbor regressor gives smaller RM-SEs than the kernel ridge regressor, except for the Fertility data set. This is perhaps because k-nearest neighbor tends to work well when the data have low dimensionality. The results between linear-supervised dimensionreduction methods are quite similar to those of the kernel ridge regressor, with the exception that LSDR and dMAVE also perform well on the Bike data set.
These results show that LSQMID works well as a linear-supervised dimension-reduction method for both kernel ridge regressor and k-nearest neighbor regressor.
Further Extension: Estimation of Higher-Order Derivatives of Quadratic Mutual Information
We have shown that the (first-order) derivative of QMI can be estimated once we know the (first-order) derivative of the density difference, and we proposed a least-squares estimator to directly estimate the (first-order) derivative of the density difference from data. We further show that a higher-order derivative of QMI can also be estimated in a similar manner. From an approximation of the derivative of QMI in equation 4.3 the kthorder derivative of QMI with regard to W 1 , 1 , . . . ,W k , k can be obtained from data as
This means that the kth-order derivative of QMI with regard to W 1 , 1 , . . . ,W k , k can be obtained once we know the kth-order derivative of the density difference with regard to z ( 1 ) , . . . , z ( k ) . A least-squares estimator for this derivative can be obtained as follows. Let g ,k (z, y) be a model of the kth-order derivatives of the density difference: A least-squares estimator minimizes the following squared loss: 1 2 g ,k (z, y) − ∂ k f (z, y) ∂z ( 1 ) . . . ∂z ( k ) 2 dzdy.
(7.2) By expanding the square and ignoring the constant term, we obtain 1 2 g ,k (z, y) 2 dzdy − g ,k (z, y) ∂ k f (z, y) ∂z ( 1 ) . . . ∂z ( k ) dzdy.
( 7.3) Under the mild assumption, applying the integration by parts for k times yields g ,k (z, y) ∂ k f (z, y) ∂z ( 1 ) . . . ∂z ( k ) dzdy = (−1) k f (z, y) ∂ k g ,k (z, y) ∂z ( 1 ) . . . ∂z ( k ) dzdy.
( 7.4) Then, the estimator g ,k (z, y) is obtained as a solution of the following minimization problem: min g ,k 1 2 g ,k (z, y) 2 dzdy − (−1) k f (z, y) ∂ k g ,k (z, y) ∂z ( 1 ) . . . ∂z ( k ) dzdy .
(7.5) For a linear-in-parameter model g ,k (z, y) = θ ,k ϕ ,k (z, y), the parameter θ ,k which minimizes a regularized empirical minimization problem, can be obtained analytically as θ ,k = (−1) k (H ,k + λ ,k I) −1 h ,k , (7.6) where λ ,k ≥ 0 denotes the regularization parameter and H ,k = ϕ ,k (z, y)ϕ ,k (z, y) dzdy,
Finally, an estimator of the kth-order derivative of the density difference is given by g ,k (z, y) = θ ,k ϕ ,k (z, y). (7.7)
Substituting this estimator to the kth order of the derivative of QMI in equation 7.1 yields
We may also use the kth-order derivative of the gaussian function as the basis function. In such a case, the gaussian width and the regularization parameter can be objective chosen by the K-fold cross-validation procedure in section 4.5, where the score of each candidate pair M is
It should be noted that we implicitly assume that the density difference is at least k times differentiable for estimating the kth-order derivatives of the density difference. Moreover, we also implicitly assume that the derivatives are smooth and can be accurately estimated by a linear combination of smooth basis functions such as the derivatives of the gaussian function.
Conclusion
We proposed a novel linear-supervised dimension-reduction method based on efficient maximization of quadratic mutual information (QMI). Our key idea was to directly estimate the derivative of QMI without estimating QMI itself. We first developed a method to directly estimate the derivative of QMI and then developed fixed-point iteration, which efficiently uses the derivative estimator to find a maximizer of QMI. In addition to the robustness against outliers thanks to the property of QMI, the proposed method is widely applicable because it does not require any assumption on the data distribution, and tuning parameters can be objectively chosen by cross validation. The experimental results on artificial and benchmark data sets showed that the proposed method is promising.
The proposed method seems to be computationally expensive. The main reason for this inefficiency is that we restart the optimization with several initial guesses in order to avoid obtaining a poor local solution. Our future work includes a computationally more efficient approach to obtain a better solution; exploring geodesic convexity (Udriste, 1994) would also be an interesting direction.
From another point of view, when b = n, the estimator in LSQMID can be regarded as approximating the derivative of the density difference in the gaussian reproducing kernel Hilbert space (RKHS) because the derivative of the gaussian kernel belongs to the gaussian RKHS (Zhou, 2008) . Kernelizing the estimator in LSQMID would be an interesting topic to know the optimal form of the estimator from the representer theorem for the derivatives of kernels (Zhou, 2008) and to theoretically understand its properties as done in direct density difference estimation . We will pursue this interesting research topic in the future.
The illustrative experiments showed that LSQMID is not suitable for estimating high-dimensional derivatives. The main reason might be that these derivative estimators are learned independent of each other. However, the derivatives are in fact derived from the same QMI. Thus, it is likely that there is some information that can be shared among these derivative estimators. This information-sharing aspect of derivative estimation was previously investigated in the multitask learning approach for density derivative estimation (Yamane, Sasaki, & Sugiyama, 2016) . A similar idea may also improve the performance of LSQMID in high-dimensional problems.
The experimental results on the artificial data sets showed that the performance of LSQMI, which aims at maximizing an estimated QMI, decreases significantly when the input dimensionality increases. Our proposed method significantly improves the performance of the QMI-based supervised dimension-reduction approach by directly estimating the derivative of QMI. The performance of LSDR, which aims at maximizing an estimated SMI, does not affect much when the input dimensionality increases. Hence, by the same analogy, it is intuitive to say that an SMIbased supervised dimension-reduction approach that directly estimates the derivative of SMI would work even better than LSDR. Developing a method to directly estimate the derivative of SMI will be our future work.
