The data arrangement problem on regular trees (DAPT) consists in assigning the vertices of a given graph G to the leaves of a d-regular tree T such that the sum of the pairwise distances of all pairs of leaves in T which correspond to edges of G is minimised. Luczak and Noble [6] have shown that this problem is N P -hard for every fixed d ≥ 2.
Introduction
Given an undirected graph G = (V (G), E(G)) with |V (G)| = n, an undirected graph H = (V (H), E(H)) with |V (H)| ≥ n and some subset B of the vertex set of H, B ⊆ V (H), with |B| ≥ n, the generic graph embedding problem(GEP) consists of finding an injective embedding of the vertices of G into the vertices in B such that some prespecified objective function is minimised. Throughout this paper we will call G the guest graph and H the host graph. A commonly used objective function maps an embedding φ : V (G) → B to (i,j)∈E (G) d(φ(i)φ(j)) , where d(x, y) denotes the length of the shortest path between x and y in H. The host graph H may be a weighted or a non-weighted graph; in the second cases the path lengths coincide with the respective number of edges. Given a non-negative number A ∈ R, the decision version of the GEP asks whether there is an injective embedding φ : V (G) → B such that the objective function does not exceed A.
Different versions of GEP have been studied in the literature; the linear arrangement problem, where the guest graph is a one dimensional equidistant grid with n vertices, see [2, 5, 9] , is probably the most prominent among them. A number of other classical and well known combinatorial optimisation problems can be seen as special cases of the GEP, as e.g. the Hamiltonian cycle problem, the Hamiltonian path problem and the graph isomorphism problem (see e.g. [1] for a more detailed discussion of the relationship between these problems).
This paper deals with the version of the GEP where the guest graph G has n vertices, the host graph H is a complete d-regular tree of height ⌈log d n⌉ and the set B consists of the leaves of H. From now on we we will denote the host graph by T . The height of T as specified above guarantees that the number |B| of leaves fulfills |B| ≥ n and that the number of the predecessors of the leaves in T is smaller than n. Thus ⌈log d n⌉ is the smallest height of a d-regular tree which is able to accommodate an injective embedding of the vertices of the guest graph on its leaves. This problem is originally motivated by real problems in communication systems and was first posed by Luczak and Noble [6] . We will call this version of the GEP the data arrangement problem on regular trees (DAPT). Luczak and Noble [6] have shown that the DAPT is N P -hard for every fixed d ≥ 2. The question about the computational complexity of the DAPT in the case where the guest graph is a tree, posed by Luczak and Noble in [6] , is still open. In this perspective the development of heuristic approaches to efficiently find good solutions to DAPT is a natural task. There are plenty of heuristics for different versions of the GEP in the literature, especially for the linear arrangement problem, see e.g. the papers by Petit [7, 8] for nice and comprehensive reviews. However, to our knowledge there are no specific heuristic approaches to solve the DAPT and no benchmark instances have been developed for this problem yet. In this paper we make a first step in this direction and propose construction and local search approaches as well as a lower bound for the DAPT, much in the spirit of [7, 8] which deal with the linear arrangement problem. In order to evaluate the performance of the proposed heuristics we generate a number of families of test instances some of them being polynomially solvable or having a known optimal objective function value.
The paper is organised as follows. Section 2 discusses some general properties of the problem and introduces the notation used throughout the paper. In Section 3 we derive a lower bound for optimal objective function value to be used in the evaluation of the performance of solution heuristics. Section 4 introduces the proposed heuristics. Sections 5, 6 and 7 discuss the test instances, the numerical results and some conclusions and outlook, respectively.
Notations and general properties of the DAPT
Consider a guest graph G = (V, E) with n vertices, |V | = n, and a host graph T which is a d-regular tree of height h, h := ⌈log d n⌉. Let B be the set of leaves of T . Notice that due to the above choice of h we get the following upper bound for the number b = |B| of leaves:
Definition 1 An arrangement is an injective mapping φ : V → B. The data arrangement problem on regular trees (DAPT) asks for an arrangement φ that minimises the objective value OV (G, d, φ)
where d T (φ(u), φ(v)) denotes the length of the φ(u)-φ(v)-path in the d-regular tree T . Such an arrangement is called an optimal arrangement. An instance of the DAPT is fully determined by the guest graph and the parameter d of the regular tree T which serves as host graph. Such an instance of the problem will be denoted by DAP T (G, d). Figure 1 shows a guest graph G with vertices {v 1 , v 2 , v 3 , v 4 , v 5 } and Figure 2 shows a 3-regular tree of height 2 = ⌈log 3 5⌉ as a host graph together with a minimum arrangement. The numbers in the leaves of T denote the vertex indices mapped to the leaves, respectively, Notations. From now on let the set of vertices of the guest graph G be given as V (G) = {v 1 , . . . v n } and let m := |E| be its number of edges. We denote the set of neighbours of any vertex v by Γ(v). We denote by h(T ) the height of a (d-)regular tree T . A basic subtree T ′ of the d-regular tree T is a d-regular subtree of T with h(T ′ ) = h(T )−1 rooted at some son of the root of T . For every d, h ∈ N, 2 ≤ d ≤ n, the leaves of a d-regular tree of height h are denoted by
are the leaves of the i-th basic subtree. This order of the leaves is called the canonical order. If the leaves are labelled according to the canonical ordering then the pairwise distances between the leaves of a d-regular tree are given by a simple formula.
Observation 2 Let T be a d-regular tree of height h and let its leaves be labelled according to the canonical ordering. The distances between the leaves in T are given as
Proof. First let us observe that for all t, j ∈ {1, 2, Let t = (i t − 1)d h−1 + r t and j = (i j − 1)d h−1 + r j with i t , i j ∈ {1, 2, . . . , d} and r t , r j ∈ {1, 2, . . . Otherwise l := min{k ∈ {1, 2, . . . , h} :
Thus b t and b j are leaves of the same basic subtree of T . Let this be the r-th basic subtree T r of T with leaves b (r−1)d h−1 +s with s = 1, 2, . . . , d h−1 . In the canonical ordering in T r these leaves would be labelled by b s , for s = 1, 2, . . . , d h−1 . Let t = (r − 1)d h−1 + s t and j = (r−1)d h−1 +s j for s t , s j ∈ {1, 2, . . . , d h−1 }. T r is d-regular tree of height h−1 and hence d Tr (b st , b s j ) = 2l holds, where l := min{k ∈ {1, 2, . . . , h − 1} :
hold. This completes the proof.
Definition 3 For a given arrangement φ let B u = {φ (1), . . . , φ(n)} be called the set of used leaves.
Let us notice that not every instance of the DAPT possesses necessarily a contiguous optimal arrangement as illustrated by the following example.
Example 4 A DAPT instance which does not possess any contiguous optimal arrangement.
The guest graph G with 12 nodes is represented in Figure 3 . Consider d = 4. The optimal arrangement φ represented in Figure 4 is not contiguous. In both pictures we identify the vertices with their indices, thus we write i instead of v i , i = 1, 2, . . . , 12 for simplicity. The optimal value OV (G, 4, φ) equals 28 and can be written as OV (G, 4, φ) = 4 * a(φ)+2(m−a(φ)), where m = 11 is the number of edges of the guest graph and a(φ) = 3 is the number of edges of G with end-vertices mapped by φ into different basic subtrees of T .
We show now that for every contiguous arrangement ψ, a(ψ) > 3 holds, implying that OV (G, 4, ψ) > OV (G, 4, φ) . In order to see that we make a case distinction according to the number of neighbours of vertex v 1 embedded together with v 1 in the same basis subtree. Assume this number is 1 and w.l.o.g. vertex v 2 is mapped together with v 1 to the leaves of the same basis subtree, say T 1 . Then of course v 4 , v 7 and v 1 are not mapped by ψ into leaves of T 1 . So a(ψ) ≥ 3. Moreover, due to the contiguity of ψ for at least one of the paths {v 4 , v 5 , v 6 }, {v 7 , v 8 , v 9 }, {v 10 , v 11 , v 12 } holds that not all of its vertices are mapped into the leaves of a common basic subtree. Due to that there is definitely one more edge (not incident to vertex v 1 ) whose end-vertices are mapped by ψ into leaves of different basic subtrees, and hence a(ψ) ≥ 4. The other cases where the number of neighbours of v 1 mapped together with v 1 into the leaves of the same basic subtree is 2 or 3 can be argued upon analogously 1 . fact that the distance between any two leaves in a regular tree of height h is between 2 and 2h.
A lower bound
Next we introduce the so-called degree lower bound for the DAPT which will be also used to evaluate the performance of the heuristics introduced in this paper. We adapt an idea used by Petit in [7] for the linear arrangement problem. The idea is the construction of locally optimal arrangements for every vertex v of G, i.e. the construction of an optimal arrangement of v and its neighbours. Than the contribution of vertex v to the objective function value of any feasible solution cannot be larger than the objective function value of this locally optimal arrangement divided by 2.
More precisely, for every v ∈ V (G) we define a new graph 
This bound DG(G, d) is called the degree bound. DB(G, d) can be easily computed because OV v can be easily computed, given d and the number |Γ(v)| of neighbours, for all v ∈ V (G).
Lemma 5 Let G = (V, E) be a star graph with n vertices and 2 ≤ d ≤ n a natural number. The optimal value OV of DAP T (G, d) is given as
Proof.
Let v := v 1 be the central vertex of G with vertex set {v 1 , v 2 , . . . , v n }. It is clear that the optimal arrangement places the vertices v 1 , v 2 , . . . , v n into the leaves b 1 ,b 2 ,. . . , b n of the d-regular tree of height h, respectively, where the leaves are given in the canonical order. Consider a partition of the set of leaves into sets
Generally, for j = 0, 1, . . . 
we get the lemma.
By applying Lemma 5 to evaluate OV v in (3) as the optimal objective function value of the DAPT with a guest graph being star graph with |Γ(v) + 1| vertices we get:
Theorem 6 Let G = (V, E) be a graph and 2 ≤ d ≤ n a degree of the arrangement tree. Then the degree bound is given as
where
4 Heuristic approaches for the DAPT In this section we will introduce some simple greedy heuristics, a construction heuristic and two local search heuristics for the DAPT.
Simple greedy approaches
A simple greedy strategy considers the leaves of the guest graph in the canonical order. The first leaf is occupied by a vertex selected at random. Then we consider the next leaf in the canonical order, place at it "best possible vertex", and repeat this process until all vertices of the guest graph have been placed to some leaf. "The best possible vertex" means here a vertex which leads to the biggest increase in the objective function value of the DAPT. We call this heuristic G2. G2 is a leaf-driven heuristic. Clearly there are also vertex-driven greedy algorithms which investigate the vertices in some prespecified order and place the current vertex to the "best possible free leaf". Since the vertex-driven greedy heuristics we have tested were outperformed by the leaf-driven greedy heuristic described above we do not present them in details in this paper.
The time complexity of G2 is O(max{(m + n)n, n 2 log n}). To see this consider first a pre-processing step to compute the distances between all pairs of leaves of the arrangement tree in O(n 2 log n) time according to Observation 2. Then n iterations are performed to arrange the vertices one at a time. The computation of the increase in the objective function value resulting by placing a specific vertex v onto the current leaf takes O(|Γ(v)|) time per each vertex and hence O(m) time for all candidate vertices. Selecting the best among all candidate vertices takes another O(n) time. Thus we obtain a time complexity of O(n+m) per iteration which results to O((n+m)n) for all iterations and to an overall time complexity of O(max{(m + n)n, n 2 log n}) (including the pre-processing step).
We have also tested two very simple search heuristics BFSG and DFSG which order the vertices of the guest graph according to breadth-first search or depth-first search, respectively, after starting at some prespecified vertex. Then the vertices are places onto the leaves in the canonical order, i.e. the i-the vertex according the resulting ordering is placed at the i-th leaf, i = 1, 2, . . . , n.
Of course there are a number of variants of this algorithm. We distinguish different implementations for connected and non-connected graphs. In the case of a connected guest graph G there is a flexibility in choosing the starting vertex for search algorithm in G. Depending on the graph structure the vertex with the highest degree can be chosen. Or the algorithm is run for each vertex as starting vertex and then the best obtained solution is chosen.
In the case of non-connected graphs we have to fix the order of the connected components before running the search algorithm for each of them. This can be done in many ways, e.g. by considering the connected components in decreasing order of magnitude.
Clearly, the worst-case time complexity depends on the particular implementation in each case. In the case of connected graphs we obtain an O(n 3 ) algorithm, if the "best" starting vertex among all is chosen. In the case of non-connected graphs we obtain the same time complexity, if we choose the best starting vertex in each component by running the algorithm as many times as the number of vertices for each component.
A construction heuristic
Let us now consider the objective function of the problem from another point of view.Let a i , 1 ≤ i ≤ h, be the number of edges of the guest graph G whose endpoints are mapped into leaves of T at a distance 2i in the host graph.
We can state obviously
where a h + a h−1 + · · · + a 1 = m and m is the number of edges of the guest graph G. Since our aim is to minimise the objective value OV (G, d, φ), we try first to minimise the coefficient a h by partitioning the vertex set V in at most d subsets 
Among all arrangements of this kind we choose one which minimises
] is the subgraph of G induced by the set of vertices V i ) are solved in order to determine an arrangement of V i , 1 ≤ i ≤ d, into the leaves of the corresponding basic subtree.
The problem of partitioning V as described above is strongly related to the so called minimum cut problem with bounded set size (MCBSSP) described in next subsection. In Subsection 4.2.2 we present an approach to solve the DAP T (G, d) by using the idea described above and a heuristic for MCBSSP.
A related problem (MCBSSP) and some heuristic approaches
The Minimum Cut Problem with Bounded Set Size (MCBSSP) Input: A graph G = (V, E) with n = |V | and two integers l, u with 0 < l ≤ u < n.
∈ X} has minimum cardinality.
MCBSSP is equivalent to the so-called (k, n − k) cut problem (k-(n − k)CP), investigated by Feige, Krauthgamer and Nissim [3] .
Indeed the equivalence between MCBSSP and k-(n − k)CP is trivial: an optimal solution of MCBSSP in a graph G with input parameters l, u can be obtained by solving O(n) instances of k-(n − k)CP in the same graph G with input parameter k = u, u + 1, . . . , l. On the other hand k-(n − k)CP is just a special case of MCBSSP, when u = l holds. k-(n − k)CP is NP-hard for general k as mentioned in Feige et al. [3] , a special case of it is the minimum bisection problem, see Garey and Johnson [4] . Thus MCBSSP is also NP-hard for general l and u and there is no hope to optimally solve it in polynomial time (unless P = N P ).
We have considered two heuristic approaches to solve MCBSSP. These will then be applied recursively to obtain a heuristic for the DAP T (G, d) as described above.
The first approach is based on a polynomial time approximation algorithm for k-(n − k)CP with an approximation ratio O(log 2 n) proposed by Feige, Krauthgamer and Nissim [3] . (Their algorithm reaches an even better approximation rate for the cases k = O(log n) and k = Ω(log n)). So in order to obtain a solution of MCBSSP in the graph G with parameters l and u we apply the approach of Feige et al [3] to k-(n − k)CP in G with parameter k varying between l and u and then choose a minimum cut among the l − u + 1 obtained solutions of k-(n − k)CP. Since u − l ≤ n we get a polynomial time approach for MCBSSP.
Our second approach for MCBSSP makes use of a simple local search idea. Assume that l = u. We randomly partition V in X and V \X, where ∅ ⊂ X ⊂ V and |X| = l = u. We try to decrease the cardinality of the cut |δ(X)| by the following pair-exchange approach. Consider an other cut δ((X \ {u}) ∪ {v}) for each pair (u, v) , where u ∈ X and v / ∈ X. Replace X by (X \ {u}) ∪ {v} if δ((X \ {u}) ∪ {v}) < δ(X) and repeat this step until no further improvement of the cardinality of the cut is possible. Then apply the above approach to determine a cut δ(X (k) ) with |X (k) | = k for any l ≤ k ≤ u and choose the best among the cuts δ(X (k) ), l ≤ k ≤ u.
A heuristic for DAPT(G,d)
Having described the heuristics for MCBSSP let us turn back to the DAP T (G, d). The approach is presented in the form of a pseudo code in Algorithm 4.1 and involves the heuristic solution of the MCBSSP as a subroutine (see pseudocode line 11).
We first consider the question of determining the "unused leaves", i.e. leaves of the arrangement tree, into which no nodes of the guest graph are arranged. Based on our observations in the context of numerical tests we try to use as few basic subtrees as possible to arrange all nodes of the guest graph. Thus we collect the unused b − n leaves (recall that b := |B| is the number of leaves of the host d-regular tree) into as few basic subtrees as possible. By considering that each basic subtree has b 1 := subproblems which are solved recursively (pseudocode line 12). The recursion calls will terminate when the height of the arrangement tree becomes 1; there an arrangement φ is selected at random. Now let us consider the worst-case time complexity of the described approach. Let f C (n) denote the worst-case time complexity of the subroutine which solves MCBSSP for a graph with n vertices and any parameters 0 < l ≤ u < n. Since n ≤ b holds for all make the arrangement φ at random; 4: else 5: l uu := b − n; 6:
else 11:
find a minimum cardinality cut X ⊂ V (G) in graph G subject to solve the problem for the graph G[X] and a d-regular arrangement tree T X which height is h − 1 recursively; let φ X be the solution of this recursive problem;
13:
compute the inverse function of φ X which we denote φ instances, the worst-case time complexity of the whole algorithm is
where the lines correspond to the recursion depth. Summarising we get the following worst case time complexity
For some particular heuristic to solve the MCBSSP we can substitute f C (n) by a precise expression in (9) . Consider the case of the local search based heuristic described in vertex pairs which could be exchanged and the cardinality of the cut after the pair-exchange can be computed in O(
for the k-th cut in the first level (where the first factor in the above expression accounts for the number of k-(n − k)CP to be solved which is at most u − l ≤ b d ). Summarising for all cuts of the first level we get
Now let us consider the recursion. After building the first d − 1 cuts we get d subproblems each of them having most b d vertices. Thus for the whole algorithm we get a time complexity K with
Note that if the height of the arrangement tree is 1, the arrangement φ can be made at random and thus the recursion depth is only h − 2.
= bd 2 and considering b < nd we get
Now, we can state the following theorem. In fact the quality of this construction heuristic depends significantly on the quality of the heuristic used to solve MCBSSP. However, even if we were able to solve MCB-SSP to optimality, the construction heuristic would not necessarily compute an optimal arrangement. As an example consider DAP T (G, 2) with guest graph G as shown in Figure 5 . Figure 6 shows an arrangement obtained by the construction heuristic, where MCBSSP was always solved to optimality during the algorithm. This arrangement is not optimal; a strictly better arrangement is shown in Figure 7 (this is actually an optimal arrangement). The reason for this behaviour relies on the fact that minimising the coefficients a i , i = 1, 2, . . . , h, starting with a h and proceeding in the above order, does not necessarily lead to a minimum value of OV (G, d, φ), see (7) .
In our computational experiment we observed that the construction heuristic which involved the pair-exchange approach to solve MCBSSP outperforms the heuristic which involves the approach of Feige et al. [3] . Therefore in Section 6 we just report on the performance of the more successful algorithm denoted by CHLS, see also Section 6.4. 
Local search approaches
In this paragraph we propose two different local search heuristics for the DAPT. They can be used separately or also combined as described below.
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Figure 7: An optimal arrangement φ with OV (G, 2, φ) = 24 for G in Figure 5 .
The pair-exchange heuristic
The algorithm starts with an arbitrary arrangement φ (it can be a random arrangement or an arrangement obtained by applying some other heuristic) and tries to improve the objective function value by performing so-called pair-exchanges. More precisely the algorithm fixes an ordering of the pairs of vertices
, where φ ′ is obtained from φ by applying a pair-exchange:
If such a pair (v i , v j ) of vertices whose exchange improves the objective function value can be found, then φ is substituted by φ ′ and the procedure is iteratively repeated. Otherwise the algorithm terminates and outputs the current arrangement. Note that this approach would keep unchanged the set of unused leaves. In order to be able to vary it we work with an extended guest graph G ′ = (V ′ , E ′ ) with vertex set V ′ = V ∪ {v n+1 , . . . v b } and edge set E ′ = E, where V is the vertex set of the original guest graph G. The new guest graph has as many vertices as the number of leaves of the host graph. Since the vertices v n+1 ,
obviously holds for all arrangements φ : V → B and all arrangements φ ′ :
Note that, however, if the starting arrangement is contiguous, then applying the pair-exchange to DAP T (G ′ , d) instead of DAP T (G, d) can not generate any variation in the set of used leaves. The reason is that
holds for all 1 ≤ i < j < k ≤ b and thus a pair-exchange which arranges an isolated vertex v ′ ∈ V ′ \V between some pair of eventually connected vertices can never improve the objective function value.
Theorem 8
The pair-exchange heuristic for the DAP T (G, d) can be implemented with time complexity O(n 2 d 2 m min{m, n}(log n)), where n is the number of vertices and m is the number of edges in G. If the starting arrangement is contiguous, then the heuristic can be implemented in O(n 2 m min(m, n)(log n)) time.
Proof. There are O(b 2 ) pairs of vertices in the graph G ′ . Since 2m ≤ OV (G, d, φ) ≤ 2hm holds for every arrangement φ, we can make at most O(2hm − 2m) = O(hm) = O((log b)m) = O(log (nd)m) = O((log n + log d)m) = O(m log n) improvements of the objective function value (if d is considered to be a constant and by using b < nd).
Consider that the pairwise distances between all pairs of leaves in the arrangement tree can be computed in O(b 2 log n) = O(n 2 d 2 log n) time in a pre-processing step, see Observation 2. In order to update the objective function value of an arrangement after a pair-exchange of vertices v i and v j which transforms the current arrangement φ to the arrangement φ ′ as in (13), the length of the path between φ(v i ) (φ(v j )) and φ(v) is substituted by the length of the corresponding path between φ ′ (v i ) (φ ′ (v j )) and φ ′ (v), for all neighbours v of v i (v j ). Since the vertices which exchange position have in total O(min{m, n}) neighbours, the objective function after a (candidate) pair-exchange can be updated in O(min{m, n}) time. With at most O(b 2 ) (candidate) pair-exchanges to be performed in each iteration and at most O(m log n) iterations, the overall time complexity of the algorithm amounts to O(b 2 min{m, n}m log n) = O(n 2 d 2 m min{m, n} log n).
If the starting arrangement is contiguous, then just O(n 2 ) pairwise distances need to be computed in the pre-processing step and the overall time complexity amounts to O(n 2 m min{m, n} log n).
Clearly, we can also fix an ordering of the pairs of leaves and exchange the vertices arranged at some pair of leaves (if any), in this ordering. One would obtain a similar time complexity as in the general case of Theorem 8. We refer to these heuristics as vertexbased pair-exchange heuristic and leaf-based pair-exchange heuristic, respectively. Our computational experiments have shown that the vertex-based pair-exchange heuristic generally outperforms the leaf-based pair-exchange heuristic. For this reason we only report about the performance of the vertex-based pair-exchange heuristic (abbreviated by PEHVNA) in Section 6.
The shift-flip heuristic
The last heuristic we discuss is the shift-flip heuristic. First, we need two definitions.
Definition 9 (Flip) Let G = (V, E) be an undirected guest graph with |V | = n, T a d-regular tree, with 2 ≤ d ≤ n, and let B be the set of leaves of T . Let φ : V → B be an arrangement. Further, let e, g, l, r ∈ N ∪ {0}, be parameters with 0 ≤ e < h, 1 ≤ g ≤ d e , 1 ≤ l < r ≤ d. Finally let f be a bijection f : B → B defined as follows:
where ∆(g) := (g − 1)d h−e . The arrangement φ f : V → B where φ f = f • φ is a flip of the arrangement φ. We say that we flip the arrangement φ at the l-th and r-th d-regular subtrees of the g-th node in level e.
In a more descriptive explanation a flip consists of interchanging the preimages of the leaves of two d-regular subtrees of the arrangement tree which have the same height and whose roots have a common father vertex, while preserving the order of the leaves in each of the two interchanged subtrees. More precisely we consider the vertices of the d-regular tree as being partitioned into levels, the root having level 0, its d sons having level 1 and so on, to end up with the leaves at level h − 1. In Definition 9 we consider the g-th vertex in level e and the indices l and r of two sons of that vertex. The successors of each of those suns build a d-regular subtree of height h − (e + 1), respectively. The flip operation interchanges exactly the preimages of the leaves of these two d-regular subtrees by preserving in each subtree the order of the leaves induced by the canonical order of the leaves in T .
For an illustration consider an instance DAP T (G, d) with guest graph G given in Figure 8 and d = 3. Consider further an arrangement represented in Figure 9 ; each filled leaf contains the index of the vertex of G mapped into that leaf. Figure 8 .
In Figure 10 we see the flip obtained from the arrangement represented in Figure 9 with parameters e = 1, g = 2, l = 2 and r = 3. Note that flipping does not change the objective function value of the arrangement. Figure 9 , for the guest graph shown in Figure 8 and d = 3. The parameters of the flip are e = 1, g = 2, l = 2 and r = 3. The objective value of the flipped arrangement remains unchanged and equals 32.
Proposition 10 Let G = (V, E) be an undirected guest graph with |V | = n, T a d-regular tree, with 2 ≤ d ≤ n and let B be the set of leaves of T . Further, let e, g, l, r ∈ N ∪ {0}, be parameters with 0 ≤ e < h, 
Proof. To prove the statement we make use of Observation 2. For v i ∈ V , i = 1, 2, . . . , n, let us denote by p(i), p f (i) the indices of the leaves φ(v i ), φ f (v i ) of T in the canonical ordering, respectively. We clearly have p(i), p f (i) ∈ 1, 2, . . . , d h , for all i = 1, 2, . . . , n. According to Observation 2 we get the following expressions for the objective function values of φ and φ f :
Consider the index p of an arbitrary leaf b p of T (in the canonical order) written as
. u represents the index of the unique node x at level e which is an ancestor of b p , s represents the index of the d-regular subtree T 1 of height h − (e + 1)
hanging on x and t represents the index of b p in T 1 according to the canonical order of the leaves of T 1 induced by the canonical order of the leaves of T . Then the following equality holds
, (18) for
. Moreover, the following two implications hold for t i = 1, 2, . . . , d h−(e+1) :
Case I. In this case one of the following cases can happen:
In Case Ic and in Case Id we get d(φ(i), φ(j)) = d(φ f (i), φ f (j)) = 2(h−e) by applying (18) and considering (19), (20) . In Case Ia and in Case Ib we get
If u = g and s ∈ {l, r}, then (18) together with Observation 2 implies
Otherwise, if u = g, then (18) implies
which together with Observation 2 implies then
Therefore the right-hand sides of the equations (16) and (17) are equal and
Definition 11 (shift) Let G = (V, E) be an undirected guest graph with |V | = n and T a d-regular arrangement tree with 2 ≤ d ≤ n, set of leaves B and number of leaves b = |B|. Let φ : V → B be an arrangement. Further, let k ∈ N be an integer. An arrangement φ k with
is a shift of the arrangement φ. We say that we shift the arrangement φ by k.
The idea of the shift-flip heuristic is fairly simple. For a given arrangement φ we find out a 1 ≤ k ≤ b which minimises the objective function value OV (G, d, φ k ). There are two possibilities to define the shift step. In the first variant we apply the shift by k defined as above only if it implies an improvement of the objective function value, i.e. OV (G, d, φ k ) < OV (G, d, φ), and substitute then the current arrangement φ by the improved one φ k . In the second variant we also accept an arrangement which keeps the objective function value unchanged. If no such an arrangement can be found, then a further flip is performed. Both approaches proceed in the next iteration by applying a random flip to the current arrangement and so on until a termination criterion is satisfied. Both variants of the heuristic output the best arrangement found during the search. We report about the performance of the second variant because this variant seems to outperform the first one.
Of course there are a number of possibilities to define a terminating criterion. It can be a run time bound which defines the maximum length of a time interval the algorithm is allowed to run without doing an improvement. Or it can be a bound on the overall number of flip and shift steps performed without improving the objective function value.
Both variants of the shift-flip heuristic (SF) can be combined with the pair-exchange heuristic (PE). Since the search neighbourhoods of the two heuristics are significantly different, it is possible to escape from the local minima of SF by just applying a search in the PE neighbourhood and vice-versa.
Test instances
We test and compare the above described heuristics on some families of test instances.
To the best of our knowledge there are no standard test instances for this problem, so we have generated some test instances ourselves.
We introduce the following families of test instances which are also available at http://www.opt.math.tu-graz.ac.at/~cela/public.htm.
Test instances solvable by complete enumeration
The guest graphs of these instances are marked by the prefix "CE ". The first graph in this category CE sample corresponds to the graph in Figure 1 . Further we consider 2 (thin) graphs CE thin7 (n = 7, m = 7) and CE thin10 (n = 10, m = 11) with 7 and 10 vertices, respectively. We generate test instances with guest graph CE thin7 and all possible values of d, 2 ≤ d ≤ 7. With the guest graph CE thin10 we generate instances with d = 2 and d = 4. Further we consider some analogous instances with denser guest graphs: CE dense7 (n = 7, m = 14) and CE dense10 (n = 10, m = 26) with 7 and 10 vertices. Finally, we consider a 3 × 3 mesh CE mesh9 and d = 2, d = 3 and d = 4.
For this family of test instances the precise values of d were chosen so as to be able to solve these instances by complete enumeration within a prespecified time limit, see Section 6.
Test instances with known optimal solution
These instances are special cases of the DAPT which can be solved by a polynomial time algorithm, see [1, 10] . The guest graphs of these instances are marked by the prefix "SC ". Unless the special case involves a particular choice of d, we use d = 2 and d = 7 for all considered guest graphs. We consider instances of following types:
• Instances for which d = n − 1 where n is the number of vertices of the guest graph. We use 3 guest graphs generated at random for this class of instances: SC random25, SC random50 and SC random75. These graphs have the same number of vertices, n = 500, and in each of them any pair of non-equal vertices build an edge independently at random with probability 0.25, 0.50 and 0.75, respectively.
• Instances whose guest graphs build a star, that is they consist just of a central vertex connected by an edge to all other vertices of the graph. The concrete graphs are SC star50, SC star500 and SC star1000 with 50, 500 and 1000 vertices, respectively.
• The guest graph in Figure 3 and the choice d = 4. This guest graph is an extended star and this instance is referred to as SC extStar.
• Instances whose guest graphs build a d-regular tree. We denote these guest graphs/instances by SC treeDGxHy where x = d holds and y is the height of the tree.
• Instances whose guest graphs build of a path. We denote these guest graphs by SC path50, SC path500 and SC path1000. They have 50, 500 and 1000 vertices, respectively.
• Instances whose guest graphs build a simple cycle. We created 3 graphs of this type: SC simpleCycle50, SC simpleCycle500 and SC simpleCycle1000 with 50, 500 and 1000 vertices, respectively.
Randomly generated test instances
The guest graphs of these instances are marked by the prefix "RG ". This instances are generated in the same way as the instances SC random25, SC random50 and SC random75. All guest graphs in this class of instances have 500 vertices and the pairs of vertices are present as edges in the graphs randomly and independently with the same constant probability, say x 100 . For each x two random graphs are constructed as above and are denoted by RG randomAx and RG randomBx. The degree of the regularity of the host tree is set to d = 2 and d = 7.
Instances with graphs taken from Petit [8]
The guest graphs of these instances are marked by the prefix "Pet03 ". These graphs were used in [8] to test some heuristics for the linear arrangement problem (LAP), a problem related to the DAPT as explained in Section 1. Also in this family of instances we use d = 2 and d = 7. This choice of the parameter d is motivated by the goal of comparing the behaviour of the proposed heuristics when a smaller and a larger value of the parameter d are considered (d = 2 and d = 7).
Numerical results
The results of all numerical tests are summarised in the tables in Appendix. We group the test instances described in Section 5 in three groups: instances solvable by complete enumeration, polomially solvable instances and the rest. Table 2 reports on instances which could be solved to optimality by complete enumeration on the following computer in 1 week: HP Compaq nx7400, 32 bit Intel processor (Intel R Centrino R Duo T2250 1.73 GHz), running in Ubuntu (Linux). Tabel 3 summarises the results for the instances which are solvable to optimality in polynomial time. Table 4 summarises the computational results obtained for the remaining instances.
In order to compare the quality of the proposed heuristics we define a quality quotient as follows
where I denotes a set of test instances DAP T (G, d) with guest graph G and degree of regularity d. H denotes a set of heuristics, HE(G, d) stays for the objective value obtained from the heuristic HE for the instance DAP T (G, d) , DG(G, d) represents the degree bound for this instance and OS(G, d) stays for the objective function value of an optimal solution. We set OS(G, d) = 0 if the objective value of an optimal solution is unknown. We also write q(
We evaluate also the so-called success factor which for a certain group of instances and a certain heuristic gives the proportion of instances for which the considered heuristic computes the best known solution.
Results on test instances solvable by complete enumeration
Let us first consider Table 2 . All instances of this class are very small (in fact, they have only 5 -10 vertices), and thus most of the heuristics were able to return an optimal solution for many instances. The success factors for the instances of this group are summarised in Figure 11 (the acronyms are listed on the last page). The DB entry shows us the proportion of the test instances whose optimal objective function value equals the degree bound. The degree bound coincides with the optimal objective function value only in the special case d = n. Notice that in this case all arrangements yield the same objective function value and the DAPT is trivial. Table 3 is related to the instances which can be solved by a polynomial time algorithm. This group of instances is divided into four parts as follows. (i) Instances for which the equality d = n − 1 holds. The corresponding success factors are given in Figure 12 . It is interesting that CHLS yields the optimal solution for any instance of this group, which of course does not hold for all such DAPT instances in general, cf. e.g. Figure 14 .
Results on test instances solvable in polynomial time
(ii) Instances whose guest graph is a star, a simple path or a simple cycle. Most of the heuristics return an optimal solution.
(iii) The instance with the guest graph of Figure 3 and d = 4. The corresponding success factors are given in Figure 13 . Note that neither the lower bound nor any heuristics is able to reach the optimum. Note also that some heuristics can generate a non-continuous arrangement. In our implementation they are RAM, CHLS and SFHWI.
(iv) Instances with a d-regular tree as a guest graph. No heuristic is able to return an optimal arrangement for these instances and TFSG performs mostly better than CHLS. The quality of the solutions is q(I , H ) ≈ 1.18. The corresponding success factors are given in Figure 14 .
Results on test instances with unknown optimal solution
Let us now consider the test instances with unknown optimal solution, i.e. the optimal solution of this instances is not obtained by complete enumeration and it is not known whether it can be computed in polynomial time, see Table 4 . The corresponding success factors are given in Figure 15 . In the following we make some remarks on the particular classes of instances from this group.
Consider first the randomly generated instances (with prefix RG ). For all these instances CHLS outperforms the other heuristics. We also observe that for any fixed d the quotients q(I , H ) are better for denser graphs. The overall quality quotient for all these instances is q(I , H ) ≈ 1.21. The quality quotient is better if d = 2; we get q(I , H ) ≈ 1.20 over the instances I with d = 2 and q(I , H ) ≈ 1.23 for the other instances of this group.
For the random instances (RG randomAx and RG randomBx ) we also observe an improvement of the quality quotient depending on the increasing expected density of the guest graph. Figure 16 shows the values of quality quotient computed for each pair of instances with guest graphs RG randomAx and RG randomBx, for x ∈ {5, 15, 25, 25, 45, 55, 65, 75, 85, 95} , and d = 2 or d = 7 respectively. Clearly x represents the expected density of graphs generated as described in Section 5.3.
Next consider the instances with guest graphs taken from Petit [8] . Let us notice that we have not considered the guest graphs Pet03 crack with d = 2 and have also excluded Pet03 wave and Pet03 small as guest graphs from our tests. The reason is the big size of the guest graphs for the first two cases and the obtained solution by complete enumeration in the third case. The quality quotient is q(I , H ) ≈ 1.84 for this group of instances. For d = 2 we get q(I , H ) ≈ 1.93 and for d = 7 we get q(I , H ) ≈ 1.76. Note that the quality quotient is worse for these instances than for the RG instances.
A special behaviour could be observed on following test instances:
• The guest graph is given by Pet03 hc10 and d = 2. The underlying graph corresponds to a 10-hypercube. Five heuristics yield solutions with the same objective function value which is the best know so far. It is worth of investigating whether this objective function value is optimal.
• The guest graph is given by Pet03 bintree10 (a binary tree of height 10) and d = 7. This problem is polynomially solvable in the case that d = 2 [1] . For d = 2 the computational complexity of this problem is still open. We observe that TFSG performs better than CHLS for both instances with the guest graph Pet03 bintree10 and d = 7 or d = 2, respectively.
Performance of the construction heuristic
In Tables 2, 3 and 4 only the variant of the construction heuristic which uses the simple local search idea (see Section 4.2.1) to solve MCBSSP is included. This strategy outperforms the other one which uses the algorithm proposed by Feige, Krauthgamer and Nissim [3] as a subroutine to solve MCBSSP. Table 1 provides some results on the comparison of the construction heuristic involving both approaches to solve MCBSSP, respectively. In this table there is only one instance for which the involvement of the algorithm of Feige et al. yields better results. The guest graph of this instance is 2-regular tree with d = 2, hence this is an instance of a special case of the DAPT solvable in polynomial time, see [1] . 
Conclusions and outlook
In this paper we deal with the data arrangement problem on regular trees DAPT, identify some basic properties and introduce heuristic approaches for this problem. We provide a comparative analysis of the proposed heuristics based on a set of test instances we have generated. To the best of our knowledge no sources of literature dealing with heuristic approaches for the DAPT are available. So there is no possibility to test the performance of the proposed heuristics on already known benchmark instances and neither to compare the proposed heuristics to already existing approaches in the literature. However we make use of test instances available in Petit [8] for a related problem, the linear arrangement problem, and use these graphs as a guest graph in our test instances. We have summarised the generated test instances in a library which is available at http://www.opt.math.tu-graz.ac.at/~cela/public.htm. There is plenty of room for further research on this topic in the future. Most of the heuristics we propose are basis approaches which can be well combined with one another. Especially we expect a significant performance improvement if the two local search heuristics we propose are combined in order to may escape form the local minima of our neighbourhood by making a jump in the other neighbourhood. Also in the construction heuristic there is room for improvement, especially as far as the subroutine used to solve MCBSSP is concerned. Since this problem has been investigated to some extent in the literature there is hope for appropriate approaches to make use of in the construction heuristic. Another aspect which could be considered is an alternative handling of the unused leaves. 
