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Introduzione
Il mondo in cui viviamo non è piatto: basta guardarsi intorno per notare
l’abbondanza, per non dire la prevalenza, di superfici curve; e nella scienza
moderna (non solo in Matematica, ma anche in Fisica, Fisica Matematica,
Ingegneria,. . . ) compaiono problemi che si sviluppano naturalmente in am-
bienti geometrici che non sono piatti in alcun senso del termine, e che spesso
hanno dimensione maggiore di due. Per ottenere un’adeguata descrizione
della natura, risulta quindi necessario andare oltre le costruzioni lineari, ed
introdurre il concetto di curvatura, una della nozioni principali (o, forse, quel-
la centrale dal punto di vista geometrico) della Geometria Differenziale.
Sebbene in modo implicito, il concetto di curvatura era già presente nel V
postulato (o postulato delle parallele) degli Elementi di Euclide:
“Se una retta, incontrandone altre due, forma gli angoli interni da
una stessa parte minori di due retti, le due rette prolungate all’infinito
si incontrano, dalla parte in cui i due angoli sono minori di due retti”.
Tale postulato, che nella tradizione didattica moderna viene in genere
sostituito, in modo equivalente, dall’assioma di Playfair (1795)
“Dato un punto esterno ad una retta, esiste una ed una sola retta
parallela alla retta data passante per quel punto”,
presupponeva l’intuizione dello spazio ordinario (piatto), in cui il percorso
più corto tra due punti fissati è dato da una retta; infatti, se consideriamo,
ad esempio, una superficie sferica, il cammino di lunghezza minima tra due
punti su di essa corrisponde ad un arco (quello minimo se i punti non sono
antipodali) di circonferenza massima1. Preso un cerchio massimo ed un pun-
to esterno ad esso, non esiste alcuna “linea” per quel punto che non intersechi
1Una circonferenza massima (o cerchio massimo) di una superficie sferica è data
dall’intersezione della superficie stessa con un piano passante per il centro della sfera.
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la circonferenza massima di partenza; deduciamo quindi che, sulla superficie
sferica, il quinto postulato di Euclide non trova applicazione.
Tuttavia, il concetto di curvatura non emerge esplicitamente in Matematica
fino alla comparsa della teoria delle curve e delle superfici nello spazio eucli-
deo: lo studio delle prime inizia con il calcolo infinitesimale (già Newton, nel
XVII secolo, aveva analizzato la curvatura di curve piane) e conduce all’idea
di curvatura come ad una misura della deviazione della curva dalla sua tan-
gente. Nei secoli successivi viene invece sviluppata la teoria delle superfici
nello spazio euclideo: agli inizi del XIX secolo, Young e Laplace provaro-
no che, per una superficie sferica di separazione tra due fluidi2, la pressione
interna è sempre maggiore di quella esterna, e che la differenza tra le due
aumenta col diminuire del raggio; tale differenza non può che essere dovuta
alla curvatura della superficie! Intuitivamente, possiamo dunque concludere
che la curvatura di una superficie in un punto (in analogia alle curve) misura
la deviazione della superficie dal piano tangente ad essa in quel punto.
Fino a quel momento, le forme e le proprietà delle superfici curve erano però
state concepite solamente attraverso l’immersione nello spazio tridimensio-
nale, considerato unico e assoluto, secondo la visione di Kant. Il passo rivo-
luzionario è costituito dalle Disquisitiones generales circa superficies curvas,
lo scritto latino pubblicato da Gauss nel 1828, in cui riformulò lo studio geo-
metrico delle superfici da un punto di vista intrinseco.
Per studiare le superfici curve in questi termini, Gauss capì che era necessario
abbandonare le coordinate cartesiane: un punto P di una superficie S ⊂ R3
è, in particolare, un punto di R3, ed è quindi individuato da una terna di nu-
meri reali x, y, z, che determinano la sua distanza dai tre assi coordinati. Ma
perché utilizzare tre coordinate per descrivere un punto su di una superficie
bidimensionale?
Gauss capì che tale sistema portava con sé un eccesso di informazione, e
invento così le coordinate gaussiane3, introducendo per primo la nozione di
2Si pensi, ad esempio, ad una bolla di sapone: la pressione esterna e la tensione su-
perficiale tenderebbero a contrarre la bolla; per mantenere l’equilibrio, è quindi necessaria
una pressione interna, che deve tendere ad espandere la bolla.
3Data una superficie S ⊂ R3 ed un suo punto P , l’idea di Gauss fu quella di considerare
due famiglie di curve U e V su S, tali che ogni elemento di ciascuna famiglia non intersechi
alcun elemento della stessa famiglia, ma incontri tutti gli elementi dell’altra (almeno in un
intorno UP del punto P ) e tali che ogni famiglia copra UP . In questo modo, fu possibile
localizzare un qualsiasi punto Q ∈ UP dicendo su quale U -curva e V -curva si trovi; suppo-
nendo che u e v siano parametri reali enumeranti le U, V -curve rispettivamente, la coppia
(u, v) fornisce il nuovo sistema di coordinate (gaussiano) per etichettare i punti di S.
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coordinate curvilinee (o coordinate locali), attraverso le quali riuscì a svin-
colare lo studio delle superfici dalla loro immersione nello spazio euclideo.
Dati due punti P e Q su una superficie S, non era quindi più possibile (e
nemmeno interessante!) calcolare la loro distanza “assoluta”, ossia la lun-
ghezza del segmento di linea retta congiungente i due punti. Sicuramente
però, per una piccola creatura confinata a vivere sulla superficie, era impor-
tante conoscere la lunghezza di una curva (sulla superficie) con estremi in P
e Q. Come definire allora la distanza tra due punti della superficie?
Le grandi intuizioni di Gauss furono il concetto di piano tangente e la me-
trica: una regione sufficientemente piccola della superficie (attorno ad un
punto) può essere approssimata dal piano tangente alla superficie in quel
punto; inoltre, più piccola è la regione considerata, e migliore risulta l’ap-
prossimazione.
Attraverso questa osservazione, fu possibile definire intrinsecamente la lun-
ghezza di ogni curva tra due punti della superficie, semplicemente come la
lunghezza del segmento infinitesimale (assumendo gli estremi della curva in-
finitamente vicini, cioè P = (u, v) e Q = (u + du, v + dv)) che li unisce e
che si trova sul piano tangente. Fu così che egli fornì il primo esempio di
metrica Riemanniana (in un certo senso, quella che chiameremo prima forma
fondamentale).
A partire da quest’ultima, egli giunse ad un risultato dall’immenso significato
geometrico: la curvatura Gaussiana K di una superficie non dipende dallo
spazio circostante, ma è una caratteristica intrinseca alla superficie stessa.
Questo fatto è noto come Teorema egregium (fu lo stesso Gauss ad attribuir-
gli tale etichetta) ed è contenuto nelle Disquisitiones.
Noto per le rare collaborazioni con altri matematici e per detestare l’insegna-
mento (spesso i suoi studenti erano demotivati e impreparati, e giungevano
all’Università più per le loro relazioni sociali che per il loro valore intellet-
tuale), Gauss dedicò invece molto del suo tempo a studenti particolarmente
capaci e motivati, tra cui Bernhard Riemann. Nel 1854, in occasione dell’abi-
litazione all’insegnamento, Riemann dovette discutere quella su cui, tra le tre
proposte, era a lui meno familiare e, di conseguenza, sperava venisse imme-
diatamente scartata dalla commissione; infatti, fu proprio Gauss, ricordando
i talenti del giovane e affascinato dall’idea di potergli assegnare un argomento
impegnativo come i Fondamenti della Geometria, a persuadere la Facoltà in
modo che gli venisse assegnata quella tematica. Riemann, sbalordito dalla
notizia, dovette accettare la sfida e fu così che, in sole sette settimane, pro-
dusse un capolavoro dal titolo Ueber die Hypothesen, welche der Geometrie
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zu Grunde liegen (Sulle ipotesi che stanno alla base della Geometria). In
tale saggio (che si apre con una profonda critica al tradizionale approccio
alla Geometria), introdusse, seguendo la nuova strada aperta da Gauss con
le Disquisitiones, due oggetti fondamentali: le varietà (differenziabili) estese
ad una dimensione arbitraria n, i cui punti sono etichettati da n (anziché
due) coordinate curvilinee, ed una forma quadratica simmetrica definita po-
sitiva su ciascuno dei piani tangenti alla varietà (la metrica Riemanniana,
ds2 = ghk(x)dxhdxk).
Egli dedusse che la geometria delle varietà era codificata nei tensori metrici
(capì che la stessa varietà poteva ammettere metriche piuttosto diverse tra
loro) ed infine giunse alla nozione (piuttosto astratta, ma molto rigorosa) di
tensore di curvatura (di Riemann) R.
Purtroppo Riemann morì giovane e non riuscì a sviluppare la nuova teoria
della Geometria Differenziale da lui fondata; eppure, ebbe modo di venire
in Italia e, attraverso i suoi contatti con la Scuola Normale di Pisa e con il
gruppo di ricerca di Enrico Betti (di cui era un caro amico), piantare i semi
del calcolo differenziale assoluto.
Per sviluppare appieno la visione introdotta da Riemann, erano a quel punto
necessari una buona notazione e un nuovo linguaggio matematico in grado
di accoglierla: i tensori e il calcolo tensoriale.
Il termine “tensore” era già stato introdotto da Hamilton nel 1846, ma il
calcolo tensoriale venne sviluppato solamente attorno al 1890 da Gregorio
Ricci-Curbastro, sotto il nome di calcolo differenziale assoluto; nel 1900 fu
reso accessibile al mondo matematico con la pubblicazione dell’omonimo te-
sto di Tullio Levi-Civita4, originariamente scritto in italiano, successivamente
ripubblicato in francese assieme a Ricci. Essi svilupparono formalmente il
concetto di derivata covariante, che realizza l’idea (concepita per la prima
volta da Elwin Bruno Christoffel) di trasporto paralello, e che preserva gli
angoli definiti dalla metrica e, tramite questo, trovarono una migliore formu-
4Tullio Levi-Civita (Padova, 1873 - Roma, 1941) si laureò in Matematica nel 1892 all’U-
niversità di Padova, scrivendo la sua tesi di laurea sotto la supervisione di Ricci-Curbastro.
Nel 1898 divenne titolare a Padova della cattedra di meccanica razionale, e ci rimase fino
al 1918, quando gli venne proposta la cattedra di analisi superiore presso l’Università di
Roma. Nel 1936 ricevette un invito da parte di Einstein, e partì così per gli Stati Uni-
ti rimanendoci un anno; tornò poi in Italia, ma nel 1938, a causa delle discriminazioni
razziali del governo fascista, in quanto ebreo, venne espulso dall’Università e dalle società
scientifiche di cui faceva parte: queste ferite insanabili lo portarono presto alla morte.
Ricordiamo infine con piacere che il 25 novembre 2016 è stato a lui intitolato il
Dipartimento di Matematica dell’Università di Padova.
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lazione (permettendo un ulteriore sviluppo) per il tensore R introdotto da
Riemann, e definito analiticamente da Christoffel (attraverso i simboli a tre
indici da lui inventati): esso codifica nel modo più completo la curvatura di
una varietà Riemanniana.
In un documento del 1903, Ricci introdusse un nuovo tensore (che porta il
suo nome), ottenuto a partire dal tensore di Riemann attraverso una con-
trazione di indici. Tale tensore era destinato a svolgere un ruolo importante
nello sviluppo del pensiero scientifico del XX secolo e nella nascita della Re-
latività Generale; in particolare, gli indizi che guidarono Einstein, con l’aiuto
di Marcel Grossman, ad individuare la forma delle equazioni di campo della
Relatività Generale, furono le identità derivate da Luigi Bianchi5 nel 1902,
e pubblicate nello stesso anno (che, in realtà, secondo Levi-Civita, erano già
state scoperte nel 1880 dallo stesso Ricci, ma scartate poiché considerate
irrilevanti). In conclusione, una teoria così importante come quella della Re-
latività Generale, si erge grazie ad un linguaggio matematico introdotto da
importanti matematici (principalmente della scuola italiana) della seconda
metà del XIX secolo, come Ricci, Bianchi e Levi-Civita: il calcolo tensoriale
o, com’era da loro chiamato, il calcolo differenziale assoluto.
Descriviamo ora in breve il contenuto di questo lavoro. Dando per noto il
caso unidimensionale delle curve, nella prima parte del Capitolo 1 andremo
a definire una superficie come un sottoinsieme di R3 localmente identificabile
con un aperto del piano, e ne illustreremo alcuni esempi. Daremo poi la
nozione di vettore tangente ad una superficie S in un punto p, per giungere
così alla definizione di piano tangente TpS e ad identificarlo con lo spazio
D(C∞(p)) delle derivazioni in p. Nella seconda parte, servendoci del pro-
dotto scalare canonico di R3, andremo ad introdurre, su ciascuno dei piani
tangenti, un oggetto intrinseco alla superficie: la prima forma fondamentale.
Osservando poi che un piano tangente ad una superficie, essendo un piano
di R3, è completamente determinato non appena si conosce un versore or-
togonale, vedremo che una famiglia di piani tangenti può essere descritta
dalla mappa di Gauss, che associa ad ogni punto un versore normale al pia-
no tangente in quel punto. Definiremo quindi la curvatura di una superficie
lungo una direzione tangente prima da un punto di vista geometrico e poi da
un punto di vista analitico; infine, dopo aver dato la definizione di curvatura
5Luigi Bianchi pubblicò, nel 1894, la prima edizione delle sue Lezioni di Geometria
Differenziale, che costituisce il primissimo trattato sulla nuova disciplina introdotta da
Riemann ed anche la prima volta in cui apparve il termine Geometria Differenziale.
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Gaussiana di una superficie, concluderemo con il Teorema egregium di Gauss
dimostrando che, sebbene la definizione includa esplicitamente lo spazio am-
biente R3, la curvatura Gaussiana è in realtà una quantità intrinseca, cioè è
possibile misurarla rimanendo sulla superficie stessa.
Il Capitolo 2 è una naturale estensione del Capitolo 1 a spazi di dimensione n
arbitraria: qui definiremo ufficialmente i concetti di varietà, applicazione dif-
ferenziabile e spazio tangente ad una varietàM in un punto p, identificandolo,
ancora una volta, con lo spazio D(C∞(p)) delle derivazioni in p. Passeremo
poi allo studio dei fibrati vettoriali, dedicando particolare attenzione al fi-
brato tangente (ottenuto come unione disgiunta degli spazi tangenti ad una
varietà); dopo aver richiamato una serie di risultati di Algebra Multilineare,
introdurremo la nozione di campo vettoriale su una varietàM e vedremo che
corrisponde ad una derivazione (in un “nuovo” senso) della R-algebra C∞(M)
delle funzioni differenziabili definite suM a valori reali. Giungeremo così alla
derivata di Lie e, dopo aver osservato che non presenta esattamente tutte le
proprietà di cui gode la classica derivata direzionale in Rn, daremo la defini-
zione di connessione; introdurremo un’ulteriore struttura aggiuntiva, quella
di metrica (pseudo)Riemanniana, e vedremo come essa permetta di ricavare
la connessione di Levi-Civita. Concluderemo con i tensori di curvatura (di
Riemann) e di Ricci, ed alcune loro proprietà.
Nel Capitolo 3, verranno accennate le applicazioni del concetto di curvatu-
ra alla teoria della Relatività Generale di Einstein. In particolare vedremo,
senza entrare troppo nel dettaglio, qual è l’idea generale che conduce al-
le equazioni di campo e presenteremo l’esempio della soluzione trovata da
Schwarzschild, ossia la metrica di Schwarzschild.
Capitolo 1
Superfici
Come è ben noto, la geometria euclidea classica ha sempre avuto un punto
debole: non fu in grado di studiare in modo soddisfacente curve e superfici,
a meno che non fossero linee rette o piani. Vennero trattate curve speciali1 e
alcune superfici molto particolari, ma non esiste alcuna traccia di una teoria
generale.
Questo perché i geometri classici non possedevano il linguaggio necessario per
parlare di curve e superfici generiche, dal momento che la geometria euclidea
si basava, mediante assiomi, su tre concetti elementari: punto, linea e piano.
Tutto doveva allora essere descritto in quei termini, mentre curve e superfici
non si prestano ad essere studiate per mezzo di questo vocabolario.
Il passo rivoluzionario capace di superare i confini della geometria euclidea
per sviluppare una nuova “scienza differenziale” degli spazi, in grado di trat-
tare sia quelli piatti che quelli curvi, è costituito dalle Disquisitiones generales
circa superficies curvas, lo scritto di Gauss contenente il principale teorema
di questo capitolo, ovvero il Teorema egregium. Il punto di partenza di Gauss
fu quello di riformulare lo studio geometrico delle superfici da un punto di
vista intrinseco. Egli si chiese come una piccola creatura, costretta a vivere
su di una superficie, avrebbe potuto concepire la geometria del suo mondo; il
piccolo essere, non potendo osservare la forma globale della superficie perché
ad esso inaccessibile, avrebbe esplorato soltanto proprietà locali, ovvero in
prossimità di un certo punto.
In questo primo capitolo verrà tralasciato il caso unidimensionale (le cur-
1Ad esempio, le sezioni coniche. Esse, in quanto intersezione di un cono con un piano,
necessitavano semplicemente della geometria di rette e piani.
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ve), per concentrare lo studio sulle superfici.
Ci proponiamo quindi di rispondere alle domande: “cosa significa afferma-
re che una superficie è curva? E come si può misurare quanto curva è una
superficie?”.
1.1 Teoria locale delle superfici
Inizieremo dando la definizione di superficie come sottoinsieme di R3 che
localmente assomiglia, sia dal punto di vista topologico che differenziale, ad
un sottoinsieme aperto del piano (per mezzo delle parametrizzazioni locali).
Vedremo dunque che, essendo il calcolo delle derivate parziali un’operazione
puramente locale, è possibile differenziare funzioni su di una superficie e
introdurremo quindi il loro differenziale. Infine, daremo la nozione di vettore
tangente ad una superficie in un punto, per arrivare al concetto di piano
tangente.
1.1.1 Definizione ed esempi
Definizione 1.1. Un sottoinsieme connesso S ⊂ R3 è una superficie (rego-
lare o embedded) nello spazio se ∀p ∈ S esiste una mappa ϕ : U → R3 di
classe C∞, dove U ⊆ R2 è un sottoinsieme aperto, tale che:
• ϕ(U) ⊆ S è un intorno aperto di p in S (o, equivalentemente, ∃W ⊆ R3
intorno aperto di p in R3 tale che ϕ(U) = W ∩ S);
• ϕ è un omeomorfismo2 con l’immagine3;
• il differenziale dϕx : R2 → R3 è iniettivo ∀x ∈ U4.
2Ricordiamo che una mappa f tra due spazi topologici X e Y è un omeomorfismo se è
continua, biettiva e con inversa continua.
3Dal momento che ϕ è un omeomorfismo tra U e ϕ(U), la topologia dell’aperto U del
piano induce una topologia sull’aperto ϕ(U) di S.













Chiedere che il differenziale sia iniettivo è equivalente a chiedere che la matrice Jacobiana
abbia rango massimo, ovvero 2.
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Una mappa ϕ soddisfacente le tre condizioni sopra elencate è detta pa-
rametrizzazione locale in p; se O = (0, 0) ∈ U e ϕ(O) = p diciamo che la
parametrizzazione locale è centrata in p.
La mappa inversa ϕ−1 : ϕ(U) → U è chiamata carta locale in p; ϕ assegna
ad ogni punto p ∈ ϕ(U) una coppia di numeri reali (x, y) = ϕ−1(p) ∈ U ,
dette coordinate locali di p, che giocheranno il ruolo di coordinate di p in S,
in analogia alle coordinate cartesiane per i punti del piano.
Un atlante per una superficie regolare S⊂R3 è una famiglia A = {ϕα}α di
parametrizzazioni locali ϕα : Uα → S tali che S =
⋃
α ϕα(Uα).
In un certo senso, scegliere una parametrizzazione locale5 di una superficie
equivale a costruire una mappa geografica per una porzione della superficie.
Come vedremo, le parametrizzazioni locali sono utili per trasferire nozioni e
proprietà da aperti del piano ad aperti di superfici, e viceversa.
Esempio 1.2 (Il piano). Il piano S ⊂ R3 passante per il punto p ∈ R3 e
parallelo ai vettori linearmente indipendenti v,w ∈ R3 è una superficie rego-
lare, con atlante formato da una singola parametrizzazione locale ϕ : R2 → R3
data da ϕ(x) = p+ x1v + x2w.
Esempio 1.3 (Il grafico di una funzione). Siano U ⊆ R2 un aperto e f ∈
C∞(U) una funzione arbitraria. Allora il grafico della funzione f
Γf = {(x, f(x)) ∈ R3 |x ∈ U} ⊂ R3
è una superficie regolare, con atlante formato da una sola parametrizzazione
locale ϕ : U → R3 definita da ϕ(x) = (x, f(x)).
5Attenzione: diverse parametrizzazioni locali forniscono differenti coordinate locali!
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Infatti, le prime due condizioni della definizione di superficie sono soddisfatte
e, infine,
Jacϕ(x)=







ha rango 2 per ogni x ∈ U .
Esempio 1.4 (La sfera). La sfera centrata nell’origine di raggio unitario
S2 = {p ∈ R3 | ‖p‖ = 1}
è una superficie regolare.
• Dato U = {(x, y) ∈ R2 | x2 + y2 < 1}, possiamo definire delle parame-
trizzazioni locali per S2, ϕ1, . . . , ϕ6 : U → R3 ponendo
ϕ1,2(x, y) = (x, y,±
»
1− x2 − y2),
ϕ3,4(x, y) = (x,±
»
1− x2 − y2, y),
ϕ5,6(x, y) = (±
»
1− x2 − y2, x, y).
È possibile verificare che {ϕ1, . . . , ϕ6} è un atlante6 per S2.
• Dati U = {(θ, φ) ∈ R2 | 0 < θ < π, 0 < φ < 2π} e ψ1,2 : U → R3
definite da
ψ1(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ),
ψ2(θ, φ) = (− sin θ cosφ, cos θ,− sin θ sinφ),
si ha che {ψ1, ψ2} è un atlante7 per S2. Le coordinate locali (θ, φ)
sono le coordinate sferiche; θ è la colatitudine (la latitudine è π/2− θ),
6S2 = ϕ1(U)∪· · ·∪ϕ6(U); si noti che ognuna delle parametrizzazioni locali qui definite
è indispensabile: togliendone una, non riusciamo a coprire l’intera sfera.
7Una stessa superficie può quindi ammettere più atlanti.
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mentre φ è la longitudine.
Vogliamo dare ora un metodo generale per costruire superfici regolari;
partiamo dalla seguente:
Definizione 1.5. Siano V ⊆ Rn un aperto, f : V → Rm una mappa C∞.
Un punto p ∈ V è detto punto critico di f se il differenziale dfp : Rn → Rm
non è suriettivo.
Un valore critico è l’immagine di un punto critico8.
Un valore regolare è un punto di f(V ) che non è un valore critico.
Indichiamo con Crit(f) ⊂ V l’insieme dei punti critici di f .
Osservazione 1.6. Secondo la Definizione (1.5), se m = 1 e n ∈ N∗, allora
p ∈ V è punto critico di f ⇐⇒








= dfp = 0 ⇐⇒
⇐⇒ ∇f(p) = 0.
Proposizione 1.7. Siano V ⊆ R3 un insieme aperto e f ∈ C∞(V ).
Se a ∈ R è un valore regolare di f allora ogni componente connessa dell’in-
sieme di livello f−1(a) = {p ∈ V | f(p) = a} è una superficie regolare.
Dimostrazione. Sia p0 = (x0, y0, z0) ∈ f−1(a). Essendo a, per ipotesi, un











8Quasi tutti i punti di f(V ) sono valori regolari; infatti, è possibile vedere che la
misura dell’insieme formato dai valori critici di f in Rm è zero (Teorema di Sard). Tale
osservazione motiva la vasta applicazione della Proposizione (1.7) che segue.
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F : V −→ R3




































Possiamo quindi applicare il teorema della funzione inversa9: esistono un
intorno ‹V ⊆ V di p0 ed un intornoW ⊆ R3 di F (p0) tali che F |Ṽ : ‹V → W sia
un diffeomorfismo di classe C∞. Ponendo G = (G1, G2, G3) = F−1 : W → ‹V ,
abbiamo
(u, v, w) = (F ◦G)(u, v, w) = F (G1(u, v, w), G2(u, v, w), G3(u, v, w))
= (G1(u, v, w), G2(u, v, w), f(G(u, v, w))).
Quindi G1(u, v, w) ≡ u, G2(u, v, w) ≡ v e
f(G(u, v, w)) ≡ w ∀(u, v, w) ∈ W. (1.1)
L’insieme U = {(u, v) ∈ R2 | (u, v, a) ∈ W} è un sottoinsieme aperto di R2
(perché W è un aperto di R3); definiamo allora ϕ : U → R3 ponendo
ϕ(u, v) = G(u, v, a) = (u, v,G3(u, v, a)).
9Diamo prima la seguente:
Definizione 1.8. Un diffeomorfismo di classe Ck, con k ∈ N∗ ∪ {∞}, tra due insiemi
aperti Ω1,Ω2 ⊆ Rn è un omeomorfismo h : Ω1 → Ω2 tale che sia h che la sua inversa h−1
sono di classe Ck.
Quindi ricordiamo:
Teorema 1.9 (della funzione inversa). Sia F : Ω → Rn una funzione di classe Ck, con
k ∈ N∗ ∪ {∞}, dove Ω è un sottoinsieme aperto di Rn.
Sia p0 ∈ Ω tale che det JacF (p0) 6= 0. Allora esistono un intorno U ⊂ Ω di p0 ed un
intorno V ⊂ Rn di F (p0) tali che F |U : U → V è un diffeomorfismo di classe Ck.
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Dall’uguaglianza (1.1) si deduce che ϕ(U) = f−1(a) ∩ ‹V , e si può verificare
che tale ϕ è una parametrizzazione locale di f−1(a) nel punto p0.
Definizione 1.10. Nelle ipotesi della Proposizione (1.7), ogni componente
di f−1(a) è detta superficie di livello di f .










con a, b, c > 0 è una superficie regolare. Infatti, esso è della forma f−1(1),
dove
f : R3 −→ R















, l’unico punto critico di f è l’origine O =
(0, 0, 0), e quindi l’unico valore critico di f è f(O) = 0; perciò f−1(1) è una
superficie di livello.
Usando le parametrizzazioni locali, vogliamo ora conoscere quando una
funzione, definita su di una superficie, è di classe C∞.
Definizione 1.13. Siano S ⊂ R3 una superficie, e p ∈ S.
Una funzione f : S → R è:
10L’ellissoide è un esempio di quadrica. Una quadrica è un sottoinsieme di R3 formato
da punti che risolvono un’equazione della forma p(x, y, z) = 0, dove p è un polinomio di
grado 2.
Attenzione: non tutte le quadriche sono superfici regolari! Vediamo un esempio:
Esempio 1.12 (Il cono a due falde). Il cono (infinito) a due falde
S = {(x, y, z) ∈ R3 | x2 + y2 = z2}
è una quadrica, ma non una superficie regolare.
Infatti, se l’origine O = (0, 0, 0) ∈ S avesse in S un intorno omeomorfo ad un sottoinsieme
aperto del piano, allora S \ {O} dovrebbe essere connesso, ma non lo è.
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• di classe C∞ in p se ∃ϕ : U → S parametrizzazione locale in p tale che
f ◦ ϕ : U → R è di classe C∞ in un intorno di ϕ−1(p);
• di classe C∞ se lo è in ogni punto di S.
Denotiamo con C∞(S) lo spazio delle funzioni C∞ definite su S.
Usando un approccio simile, vediamo il caso di funzioni tra superfici:
Definizione 1.14. Date S1, S2 ⊂ R3 due superfici, diciamo che una funzione
F : S1 → S2 è:
• di classe C∞ in p ∈ S1 se ∃ϕ1 : U1 → S1, ϕ2 : U2 → S2 parametriz-
zazioni locali in p ed F (p) rispettivamente, tali che ϕ−12 ◦ F ◦ ϕ1 è di
classe C∞ (dove definita);
• di classe C∞ se lo è in ogni punto di S1;
• un diffeomorfismo se è di classe C∞, invertibile, con inversa di classe
C∞; in questo caso diciamo che S1 ed S2 sono diffeomorfe.
Queste definizioni (1.13) e (1.14) non dipendono dalle parametrizzazioni
locali scelte; è possibile vedere che mappe C∞ sono continue, inoltre:
Proposizione 1.15. Se F : S1 → S2 e G : S2 → S3 sono funzioni C∞ tra
superfici, allora la loro composizione G ◦ F : S1 → S3 è di classe C∞.
Dimostrazione. Fissiamo p ∈ S1 e scegliamo, in modo arbitrario, una para-
metrizzazione locale ϕ1 : U1 → S1 di S1 in p, una parametrizzazione locale
ϕ2 : U2 → S2 di S2 in F (p), e una parametrizzazione locale ϕ3 : U3 → S3 di
S3 in G(F (p)). Allora
ϕ−13 ◦ (G ◦ F ) ◦ ϕ1 = (ϕ−13 ◦G ◦ ϕ2) ◦ (ϕ−12 ◦ F ◦ ϕ1)
è di classe C∞, dove definita.
Esempio 1.16 (di diffeomorfismo). Una parametrizzazione locale ϕ : U →
ϕ(U) ⊂ S è un diffeomorfismo tra U e ϕ(U).
Infatti, è invertibile per definizione; ci resta da verificare che sia ϕ che la sua
inversa sono di classe C∞.
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Scegliamo come parametrizzazione locale di U la mappa identica id : U → U
e ϕ : U → ϕ(U) come parametrizzazione locale di S. Quindi:
ϕ è di classeC∞ ⇐⇒ ϕ−1 ◦ ϕ ◦ id = id è di classe C∞,
ϕ−1 è di classeC∞ ⇐⇒ id ◦ ϕ−1 ◦ ϕ = id è di classe C∞,
entrambe soddisfatte.
1.1.2 Piano tangente
In questa sezione intendiamo dare la nozione di vettore tangente ad una
superficie in un punto. Incominciamo considerando un sottoinsieme di R3:
Definizione 1.17. Siano S ⊆ R3 un insieme e p ∈ S.
Un vettore tangente ad S nel punto p è un vettore della forma σ′(0), dove
σ : (−ε, ε) → R3 è una curva di classe C∞ con supporto in S e tale che
σ(0) = p.
L’insieme dei vettori tangenti all’insieme S nel punto p è detto cono tangen-
te11 ad S in p e si denota con TpS.
Osservazione 1.18. Tx0U = R2 ∀U ⊆ R2 aperto e ∀x0 ∈ U , infatti:
ogni curva contenuta in U ⊆ R2 è piana, dunque i vettori tangenti ad U in x0
stanno in R2. Viceversa, preso un vettore v ∈ R2, la curva σ : (−ε, ε)→ V ,
definita da σ(t) = x0 + tv, ha supporto in U (per ε sufficientemente piccolo),
è tale che σ(0) = x0 e ha v come vettore tangente.
Il significato geometrico di questa definizione ci porta ad ipotizzare che,
nel caso in cui S sia una superficie, TpS sia un piano.
Proposizione 1.19. Siano S ⊂ R3 una superficie, p ∈ S e ϕ : U → S una
parametrizzazione locale in p con ϕ(x0) = p. Allora dϕx0 è un isomorfismo
tra R2 e TpS. In particolare, TpS = dϕx0(R2) è uno spazio vettoriale di
dimensione 2, dipendente soltanto da S e p, e non da ϕ.
11Un cono (con vertice nell’origine) in uno spazio vettoriale V è un sottoinsieme C ⊆ V
tale che av ∈ C ∀a ∈ R, v ∈ C. Il cono tangente ad un insieme è un cono in questo
senso, infatti: innanzitutto, il vettore nullo è tangente ad una curva costante, quindi
0 ∈ TpS ∀p ∈ S. Poi, se a ∈ R∗ e 0 6= v ∈ TpS, scelta una curva σ : (−ε, ε) → S con
σ(0) = p e σ′(0) = v, allora la curva σa : (− ε|a| ,
ε
|a| ) → S, definita da σa(t) = σ(at),
soddisfa σa(0) = p e σ′a(0) = av; perciò av ∈ TpS.
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Dimostrazione. Proviamo che TpS = dϕx0(R2).
Preso v ∈ R2, possiamo trovare ε > 0 tale che x0 + tv ∈ U ∀t ∈ (−ε, ε).
Consideriamo la curva σv : (−ε, ε) → S data da σv(t) = ϕ(x0 + tv); essa è
ben definita e soddisfa σv(0) = ϕ(x0) = p e σ′v(0) = dϕx0(v). Abbiamo così
provato che dϕx0(R2) ⊆ TpS.
Viceversa, sia σ : (−ε, ε)→ S una curva tale che σ(0) = p; possiamo assumere
che il supporto di σ sia contenuto in ϕ(U) (se così non fosse, basta scegliere
un ε più piccolo). La composizione σ0 = ϕ−1 ◦ σ : (−ε, ε)→ U è una curva12
di classe C∞ con supporto in U tale che σ0(0) = (ϕ−1 ◦ σ)(0) = ϕ−1(σ(0)) =








quindi TpS ⊆ dϕx0(R2).
Dunque, dϕx0 : R2 → TpS è suriettivo; poiché esso, per definizione, è anche
iniettivo, esso è un isomorfismo tra R2 e TpS.
Definizione 1.20. Data una superficie S ⊂ R3 ed un punto p ∈ S, il piano
tangente14 ad S in p è lo spazio vettoriale TpS ⊂ R3.
L’isomorfismo tra R2 e TpS ci permette di dare la seguente:
Definizione 1.21. Siano S ⊂ R3 una superficie, p ∈ S. Se ϕ : U → S è una
parametrizzazione locale centrata in p, ed {e1, e2} è la base canonica di R2,
























 = ∂ϕ∂xj (O) ∀j = 1, 2.
La base {∂1|p, ∂2|p}16 è la base di TpS indotta dalla parametrizzazione
12Per la regolarità di σ0 si vedano l’ Esempio (1.16) e la Proposizione (1.15).
13Per questa uguaglianza si veda l’Osservazione (1.18).
14Il piano tangente è un sottospazio vettoriale di R3, passante quindi per l’origine,
indipendentemente dal punto p. Perciò, quando disegniamo il piano tangente come un
piano “appoggiato” alla superficie, stiamo in realtà rappresentando il piano tangente affine
p+ TpS per p, parallelo a TpS, che è quello che meglio approssima la superficie nel punto
p. È evidente inoltre che TpU = TpS ∀U ⊆ S aperto di una superficie S.
15Al posto di ∂∂xj
∣∣
p
, scriveremo spesso ∂j
∣∣
p
(o anche, quando non può sorgere confusione,
semplicemente ∂j).
16Si noti che ∂1|p e ∂2|p sono semplicemente le due colonne di Jacϕ(O), con O = ϕ−1(p).
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locale ϕ.
Vediamo ora come trovare il piano tangente alle superfici di livello:
Proposizione 1.22. Siano V ⊆ R3 un insieme aperto, a ∈ R un valore
regolare di una funzione f ∈ C∞(V ). Se S è una componente connessa di
f−1(a) e p ∈ S, allora il piano tangente TpS è il sottospazio di R3 ortogonale
a ∇f(p).
Dimostrazione. Consideriamo v = (v1, v2, v3) ∈ TpS e σ : (−ε, ε) → S una
curva con σ(0) = p e σ′(0) = v. Differenziando f ◦σ ≡ a e valutando il tutto
in t = 0 abbiamo
0 = d
dt
a = d(f ◦ σ)
dt
(0) = ∇f(σ(0)) · σ′(0) = ∇f(p) · v,
quindi v ⊥ ∇f(p). Abbiamo così dimostrato che TpS ⊆ (∇f(p))⊥; hanno
entrambi dimensione 2, pertanto devono coincidere.
Esempio 1.23 (La sfera). Sia p0 = (x0, y0, z0) ∈ S2 = {p ∈ R3 | ‖p‖ = 1}.
S2 è una superficie di livello: posta f(x, y, z) = x2 + y2 + z2, abbiamo che
S2 = f−1(1), con 1 valore regolare di f . Dalla Proposizione (1.22), Tp0S2
è il sottospazio di R3 ortogonale a ∇f(p0) = (2x0, 2y0, 2z0) = 2p0. Quindi,
il piano tangente alla sfera in un punto è sempre ortogonale al
raggio in quel punto.
• Se z0 > 0, usando la parametrizzazione ϕ1 dell’Esempio (1.4), troviamo

























• La base indotta dalla parametrizzazione locale ψ1 data dalle coordinate













− sin θ sinφsin θ cosφ
0
 .
17Con un calcolo diretto si può verificare, in accordo con la Proposizione (1.22), che i
vettori trovati sono ortogonali a ∇f(p0).
22 Superfici
Esempio 1.24 (Il grafico di una funzione). Sia Γf ⊂ R3 il grafico di una
funzione f ∈ C∞(U), con U ⊆ R2 aperto. Usando la parametrizzazione locale
introdotta nell’Esempio (1.3) e la Proposizione (1.19), abbiamo che una base




















1.1.3 Vettori tangenti e derivazioni
In questa sezione vedremo come differenziare funzioni su superfici. In primo
luogo, osserviamo che per differenziare una funzione in un punto, basta co-
noscere il comportamento della funzione in un intorno del punto; se siamo
interessati a differenziare in un punto p, due funzioni che coincidono in un
qualche intorno di quel punto p sono del tutto equivalenti.
Ciò suggerisce la seguente:
Definizione 1.25. Siano S ⊂ R3 una superficie, p ∈ S. Sia poi
F = {(U, f) | U ⊆ S intorno aperto di p in S, f ∈ C∞(U)}.
Definiamo una relazione di equivalenza ∼ su F ponendo: (U, f) ∼ (V, g) se
esiste intorno aperto W ⊆ U ∩ V di p in S tale che f |W = g|W .
C∞(p) = F/ ∼ è lo spazio dei germi delle funzioni di classe C∞ in p,
ed fp ∈ C∞(p) è un germe di f in p. Un elemento (U, f) della classe di
equivalenza fp = [(U, f)] è detto rappresentante di fp.
Se sarà necessario ricordare la superficie su cui stiamo lavorando, scriveremo
C∞S (p) al posto di C∞(p).
Ciò che vogliamo realmente differenziare sono, quindi, germi di funzioni
di classe C∞.
Lemma 1.26. Sia S ⊂ R3 una superficie, p ∈ S, e fp, gp ∈ C∞(p) due germi
in p. Dati (U1, f1), (U2, f2) due rappresentanti di fp, e (V1, g1), (V2, g2) due
rappresentanti di di gp, allora:
(i) (U1 ∩ V1, f1 + g1) ∼ (U2 ∩ V2, f2 + g2);
(ii) (U1 ∩ V1, f1g1) ∼ (U2 ∩ V2, f2g2);
(iii) (U1, λf1) ∼ (U2, λf2) ∀λ ∈ R;
(iv) f1(p) = f2(p).
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Dimostrazione. (i) (U1, f1) ∼ (U2, f2) =⇒ ∃ un intorno apertoWf ⊆ U1∩U2
di p tale che f1|Wf = f2|Wf . Analogamente, (V1, g1) ∼ (V2, g2) =⇒ ∃ un
intorno aperto Wg ⊆ V1 ∩ V2 di p tale che g1|Wg = g2|Wg .
Allora (f1+g1)|Wf∩Wg = (f2+g2)|Wf∩Wg , conWf∩Wg ⊆ (U1∩U2)∩(V1∩V2) =
(U1 ∩ V1) ∩ (U2 ∩ V2) un intorno aperto di p. Allo stesso modo si prova (ii),
mentre (iii) e (iv) sono ovvie.
Definizione 1.27. Siano fp, gp ∈ C∞(p) due germi in p ∈ S. Denotiamo
con fp + gp ∈ C∞(p) il germe rappresentato da (U ∩ V, f + g), dove (U, f)
e (V, g) sono due rappresentanti di fp e gp rispettivamente. Analogamente,
denotiamo con fpgp ∈ C∞(p) il germe rappresentato da (U ∩ V, fg) e, dato
λ ∈ R, con λfp ∈ C∞(p) il germe rappresentato da (U, λf).
Infine, per ogni fp = [(U, f)] ∈ C∞(p), definiamo il suo valore fp(p) ∈ R in p
ponendo fp(p) = f(p).18
Definizione 1.29. Sia F : S1 → S2 una mappa C∞ tra due superfici, e
p ∈ S1. Definiamo la mappa19
F ∗p : C∞S2(F (p)) −→ C∞S1(p)
gF(p) = [(V, g)] 7−→ F ∗p (gF(p)) = [(F−1(V ), g ◦ F )].
Lemma 1.30. (i) (idS)∗p = idC∞S (p) ∀p ∈ S, con S superficie;
(ii) Se F : S1 → S2 e G : S2 → S3 sono funzioni C∞ tra superfici, allora
(G ◦ F )∗p = F ∗p ◦G∗F (p) ∀p ∈ S1;
(iii) Se F : S1 → S2 è un diffeomorfismo, allora F ∗p è un isomorfismo di
R-algebre ∀p ∈ S1.20
18Il Lemma (1.26) assicura che questi oggetti sono tutti ben definiti.
È possibile verificare che C∞(p) con queste operazioni è una R-algebra.
Definizione 1.28. Un’algebra su un campo K è un insieme A dotato di un’addizione +,
una moltiplicazione · e una moltiplicazione per scalari λ·, tali che:
(i) (A,+, ·) è un anello;
(ii) (A,+, λ·) è uno spazio vettoriale;
(iii) Vale la proprietà associativa: (λf)g = λ(fg) = f(λg), ∀λ ∈ K,∀f, g ∈ A.
19La mappa, che è un omomorfismo di R-algebre, è ben definita: se (V1, g1) e (V2, g2)
sono due rappresentanti di gF(p), allora (F−1(V1), g1◦F ) e (F−1(V2), g2◦F ) rappresentano
lo stesso germe in p.
A volte, invece di F ∗p (gF(p)) scriveremo gF(p) ◦ F .
20In particolare, se ϕ : U → S è una parametrizzazione locale di S con ϕ(x0) = p ∈ S,
allora ϕ∗x0 : C
∞
ϕ(U)(p) = C∞S (p)→ C∞U (x0) è un isomorfismo di R-algebre.
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Dimostrazione. (i) è banale. Per provare (ii), esplicitiamo:
(G ◦ F )∗p : C∞S3(G(F (p))) −→ C∞S1(p)
[(V, g)] 7−→ [((G ◦ F )−1(V ), g ◦ (G ◦ F ))],
G∗F (p) : C∞S3(G(F (p))) −→ C∞S2(F (p))
[(V, g)] 7−→ [(G−1(V ), g ◦G)],
F ∗p : C∞S2(F (p)) −→ C∞S1(p)
[(U, f)] 7−→ [(F−1(U), f ◦ F )].
Quindi:
(F ∗p ◦G∗F (p))([(V, g)]) = F ∗p ([(G−1(V ), g ◦G)]) = [(F−1(G−1(V )), (g ◦G) ◦F )];
infine basta osservare che (G ◦ F )−1 = F−1 ◦ G−1 e che la composizione di
funzioni è associativa.
(iii) Poniamo G = F−1 in (ii) e otteniamo così: (F−1 ◦F )∗p = F ∗p ◦ (F−1)∗F (p),
ovvero (idS1)∗p = idC∞S1 (p) = F
∗
p ◦ (F−1)∗F (p), da cui (F ∗p )−1 = (F−1)∗F (p).
Siamo ora in grado di definire cosa si intende per derivata parziale su una
superficie:
Definizione 1.31. Sia S ⊂ R3 una superficie, e p ∈ S. Una derivazione in
p è una funzione R-lineare D : C∞(p)→ R che soddisfa la regola di Leibniz:
D(fpgp) = fp(p)D(gp) + gp(p)D(fp).21
Definizione 1.32. Sia S ⊂ R3 una superficie, e p ∈ S. Data una parame-
trizzazione locale ϕ : U → S in p, con ϕ(x0) = p, definiamo una mappa22
ϕ∗ : D(C∞(x0)) −→ D(C∞(p))
D 7−→ D ◦ ϕ∗x0 ,
ossia, ϕ∗(D)(fp) = D(fp ◦ ϕ) ∀ fp ∈ C∞(p), D ∈ D(C∞(x0)).
Esiste una caratterizzazione intrinseca per il piano tangente ad una su-
perficie in punto; precisamente:
Teorema 1.33. Sia S ⊂ R3 una superficie, e p ∈ S. Allora il piano tangente
TpS è canonicamente isomorfo allo spazio D(C∞(p)) delle derivazioni in p.
21L’insieme D(C∞(p)) delle derivazioni in p è un sottospazio vettoriale del duale di
C∞(p).
22ϕ∗ è un isomorfismo di spazi vettoriali, con inversa (ϕ∗)−1(D) = D ◦ (ϕ−1)∗p.
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Idea di Dimostrazione. Si considera una parametrizzazione locale ϕ : U → S
centrata in p e si costruisce il diagramma commutativo23:
dove le mappe dϕO e ϕ∗ sono quelle definite in (1.19) e (1.32), mentre la











modo che β = ϕ∗ ◦ α ◦ (dϕO)−1.
In primo luogo, si mostra che α è un isomorfismo di spazi vettoriali; allora,
dal momento che dϕO e ϕ∗ sono isomorfismi, anche β è un isomorfismo.
Successivamente, per vedere che β è canonico, ovvero esprimibile in un modo
indipendente da ϕ, si procede nel modo seguente:
si considera un vettore v ∈ TpS e si sceglie una curva σ : (−ε, ε) → S tale
che σ(0) = p e σ′(0) = v. Ora, poiché il prossimo calcolo sarà utile anche in
seguito, lo vediamo esplicitamente:
β(v)(fp) = (f ◦ σ)′(0), ∀ fp = [(U, f)] ∈ C∞(p). (1.2)
Infatti, seguendo quanto precedentemente fatto nella dimostrazione della
Proposizione (1.19), assumiamo che il supporto di σ sia contenuto in ϕ(U)
e poniamo σ0 = ϕ−1 ◦ σ : (−ε, ε) → U , soddisfacente σ0(0) = ϕ−1(σ(0)) =
ϕ−1(p) = O.
Poiché dϕO è suriettivo, esiste un vettore v0 = (v01, v02) ∈ TOU = R2 tale che
dϕO(v0) = v = v01∂1|p + v02∂2|p. Poniamo σ′0(0) = v0; allora:
β(v)(fp) = (ϕ∗ ◦ α ◦ (dϕO)−1)(v)(fp)
= (ϕ∗ ◦ α)(v0)(fp) = α(v0)(ϕ∗O(fp))















= ((f ◦ ϕ) ◦ σ0)′(0)
= (f ◦ ϕ ◦ ϕ−1 ◦ σ)′(0) = (f ◦ σ)′(0).
(1.3)
23Dal diagramma si deduce che ϕ∗ è l’analogo di dϕO quando si interpretano i piani
tangenti come spazi di derivazioni.
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Dimostrato ciò si conclude, infatti: il membro in (1.2) di sinistra non dipende
da σ e nemmeno dal rappresentante di fp scelto, mentre quello di destra non
dipende da alcuna parametrizzazione locale. Quindi β non dipende né da ϕ
e né da σ; pertanto è un isomorfismo canonico.
D’ora in poi, quindi, possiamo identificare tra loro TpS e D(C∞(p)) senza
esplicitare l’isomorfismo β; perciò, un vettore tangente sarà considerato sia
come un vettore di R3 sia come una derivazione dello spazio dei germi in p.
Osservazione 1.34. Se ϕ : U → S è una parametrizzazione locale centrata

















che dà un senso alla Definizione (1.21).
Definizione 1.35. Sia F : S1 → S2 una mappa C∞ tra due superfici. Il
differenziale di F in p ∈ S1 è la mappa lineare
dFp : TpS1 −→ TF (p)S2
D 7−→ D ◦ F ∗p ,
per ogni derivazione D ∈ TpS1.
Proposizione 1.36. (i) d(idS)p = idTpS ∀p ∈ S, con S superficie;
(ii) Se F : S1 → S2 e G : S2 → S3 sono funzioni C∞ tra superfici, e p ∈ S1,
allora d(G ◦ F )p = dGF (p) ◦ dFp;
(iii) Se F : S1 → S2 è un diffeomorfismo, allora dFp è invertibile con inversa
(dFp)−1 = d(F−1)F (p) ∀p ∈ S1.
Dimostrazione. Segue dalla definizione di differenziale e dal Lemma (1.30).
Vediamo come agisce il differenziale su vettori tangenti ad una curva:
Lemma 1.37. Sia F : S1 → S2 una mappa C∞ tra superfici, e p ∈ S1. Se
σ : (−ε, ε)→ S1 è una curva con σ(0) = p e σ′(0) = v, allora
dFp(v) = (F ◦ σ)′(0).
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Dimostrazione. Poniamo w = (F ◦ σ)′(0) ∈ TF (p)S2. Usando la notazione
introdotta nel Teorema (1.33), vogliamo mostrare che dFp(β(v)) = β(w).
Ricordando (1.2), abbiamo:
dFp(β(v))(fF(p)) = β(v)(F ∗p (fF(p))) = β(v)(fF(p) ◦ F ) = ((f ◦ F ) ◦ σ)′(0) =
(f ◦ (F ◦ σ))′(0) = β(w)(fF(p)), per ogni fF(p) = [(U, f)] ∈ C∞(F (p)).
Grazie al lemma appena dimostrato, possiamo dare la definizione24di dif-
ferenziale di una mappa di classe C∞ definita su una superficie S a valori in
Rn.
Osservazione 1.39. Se F : S → Rn è di classe C∞ e ϕ : U → S è una
parametrizzazione locale centrata in p ∈ S, allora vale:
dFp(∂j) = 25(F ◦ σ)′(0) = 26∂j(Fp) = 27
∂(F ◦ ϕ)
∂xj
(O), ∀i, j = 1, 2,
dove σ : (−ε, ε)→ S è una curva arbitraria in S, con σ(0) = p e σ′(0) = ∂j,
e dove {∂1, ∂2} è la base di TpS indotta da ϕ.
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Uno degli scopi principali della geometria differenziale è quello di trovare un
modo efficace per misurare la curvatura di oggetti non piatti (nel nostro caso
le superfici). Una superficie può però curvare differentemente nelle diverse
direzioni; per questo motivo abbiamo bisogno di introdurre una misura di
curvatura collegata alle direzioni tangenti, ossia un metodo attraverso il qua-
le sia possibile valutare la variazione dei piani tangenti.
Per rispondere a questo problema definiremo via via nuovi oggetti. Per pri-
ma cosa introdurremo, su ciascuno dei piani tangenti, una forma quadratica
definita positiva, un oggetto intrinseco che ci permetterà di misurare la lun-
ghezza dei vettori tangenti alla superficie.
24
Definizione 1.38. Data F : S → Rn di classe C∞, il differenziale dFp : TpS → Rn di F
in p ∈ S è definito ponendo dFp(v) = (F ◦ σ)′(0) per ogni v ∈ TpS, dove σ : (−ε, ε)→ S è
una qualsiasi curva in S tale che σ(0) = p e σ′(0) = v.




Poiché abbiamo già osservato che un piano tangente ad una superficie è, in
particolare, un piano in R3, esso è completamente determinato non appena
conosciamo un versore ortogonale. Vedremo dunque che una famiglia di piani
tangenti può essere descritta dalla mappa di Gauss, che associa ad ogni pun-
to della superficie un versore normale al piano tangente in quel dato punto;
tale mappa esiste sempre localmente ed esiste globalmente solamente sulle
superfici orientabili.
Quindi, vedremo due modi per misurare la curvatura di una superficie lun-
go una direzione tangente: geometricamente, come la curvatura della curva
data dall’intersezione della superficie con un piano ortogonale; analiticamen-
te, usando il differenziale della mappa di Gauss ed una forma quadratica
associata, la seconda forma fondamentale. Andremo infine ad introdurre la
curvatura Gaussiana di una superficie come il determinante del differenziale
della mappa di Gauss, per concludere con il Teorema egregium di Gauss.
1.2.1 La prima forma fondamentale
Incominciamo questo viaggio tra le curvature delle superfici misurando dap-
prima la lunghezza dei vettori tangenti.
Abbiamo già visto che il piano tangente ad una superficie S ⊂ R3 in un punto
p ∈ S può essere pensato come un sottospazio vettoriale di R3, ed è ben noto
che quest’ultimo è dotato di un prodotto scalare canonico. È quindi possibile
restringere ad ogni piano tangente il prodotto scalare usuale di R3.
Definizione 1.40. Sia S ⊂ R3 una superficie. Per ogni punto p ∈ S,
denotiamo con 〈·, ·〉p il prodotto scalare definito positivo su TpS indotto dal
prodotto scalare canonico di R3. La prima forma fondamentale Ip è la forma
quadratica (definita positiva) associata a questo prodotto scalare:
∀v ∈ TpS,
Ip : TpS −→ R
v 7−→ 〈v, v〉p ≥ 0.
Osservazione 1.41. Conoscere la prima forma fondamentale Ip è equiva-
lente a conoscere il prodotto scalare 〈·, ·〉p, infatti:
〈v, w〉p =
1
2[Ip(v + w)− Ip(v)− Ip(w)] =
1
4[Ip(v + w)− Ip(v − w)].
Consideriamo ϕ : U → S una parametrizzazione locale in p ∈ S, e {∂1, ∂2}
la base di TpS indotta da ϕ. Presi v, w ∈ TpS, è possibile scriverli come
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combinazione lineare dei vettori di base, ovvero v = v1∂1 + v2∂2 ∈ TpS e
w = w1∂1 + w2∂2 ∈ TpS; possiamo allora esprimere 〈v, w〉p in coordinate:
〈v, w〉p = 〈v1∂1 + v2∂2, w1∂1 + w2∂2〉p
= 〈v1∂1, w1∂1〉p + 〈v1∂1, w2∂2〉p + 〈v2∂2, w1∂1〉p + 〈v2∂2, w2∂2〉p
= v1w1〈∂1, ∂1〉p + [v1w2 + v2w1]〈∂1, ∂2〉p + v2w2〈∂2, ∂2〉p.
Definizione 1.42. Sia ϕ : U → S una parametrizzazione locale di una su-
perficie S. Allora i coefficienti metrici di S rispetto a ϕ sono le funzioni
E,F,G28 : U → R date da
E(x) = 〈∂1, ∂1〉ϕ(x), F (x) = 〈∂1, ∂2〉ϕ(x), G(x) = 〈∂2, ∂2〉ϕ(x)
per ogni x ∈ U .
Essi determinano completamente la prima forma fondamentale:
Ip(v) = 〈v1∂1 + v2∂2, v1∂1 + v2∂2〉p
= 〈v1∂1, v1∂1〉p + 〈v1∂1, v2∂2〉p + 〈v2∂2, v1∂1〉p + 〈v2∂2, v2∂2〉p
= v21〈∂1, ∂1〉p + 2v1v2〈∂1, ∂2〉p + v22〈∂2, ∂2〉p










per ogni p = ϕ(x) ∈ ϕ(U) e v = v1∂1 + v2∂2 ∈ TpS.
Esempio 1.43 (Il piano). Dato il piano S dell’Esempio (1.2), la base di
TpS ∀p ∈ S indotta dalla parametrizzazione locale ϕ è costituita dai vettori
∂1 = v e ∂2 = w; i coefficienti metrici del piano rispetto a ϕ sono dati da:
E ≡ ‖v‖2, F ≡ 〈v,w〉, G ≡ ‖w‖2.
28I coefficienti metrici sono funzioni di classe C∞ in U .
La notazione E,F,G fu introdotta da Gauss all’inizio del XIX secolo. In una notazione





Sebbene le funzioni E,F,G siano definite su U , a volte sarà più conveniente considerarle
definite su ϕ(U), ovvero sostituirle con E ◦ ϕ−1, F ◦ ϕ−1, G ◦ ϕ−1 rispettivamente, come
nel calcolo appena svolto.
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Esempio 1.44 (Il grafico di una funzione). Siano U ⊆ R2 un insieme aperto,
f ∈ C∞(U), e ϕ : U → R3 la parametrizzazione locale del grafico Γf data da
ϕ(x) = (x, f(x)) dell’Esempio (1.3). Ricordando quanto visto nell’Esempio
(1.24), i coefficienti metrici di Γf rispetto a ϕ sono dati da













Esempio 1.45 (La sfera). I coefficienti metrici della sfera S2 rispetto alle
parametrizzazioni usate nell’Esempio (1.23) sono:
•
E = 1− y
2
1− x2 − y2 , F =
xy
1− x2 − y2 , G =
1− x2
1− x2 − y2 .
•
E = cos2 θ(cos2 φ+ sin2 φ) + sin2 θ ≡ 1,
F = − sin θ cos θ sinφ cosφ+ sin θ cos θ sinφ cosφ ≡ 0,
G = sin2 θ(sin2 φ+ cos2 φ) = sin2 θ.
Da quest’ultimo esempio deduciamo che i coefficienti metrici dipendono
dalla parametrizzazione locale scelta.
Esiste una relazione tra la prima forma fondamentale e la lunghezza di una
curva su di una superficie, infatti: se conosciamo la prima allora, data una







Iσ(t)(σ′(t)) dt. Viceversa, se conosciamo
la lunghezza delle curve con supporto in S, possiamo trovare la prima forma
fondamentale: dato p ∈ S e v ∈ TpS, consideriamo una curva σ : (−ε, ε)→ S





Rimanendo sulla superficie, possiamo misurare la lunghezza di una curva
avente supporto sulla superficie e, quindi, siamo in grado di calcolare la prima
forma fondamentale. Deduciamo dunque che la prima forma fondamentale è
un oggetto intrinseco29, ovvero non dipende dal modo in cui la superficie è
immersa nello spazio R3.
Concludiamo questa sezione con la seguente:
29Per questo motivo, le proprietà della superficie che dipendono soltanto dalla prima
forma fondamentale saranno chiamate proprietà intrinseche.
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Definizione 1.46. Siano S ⊂ R3 una superficie, p ∈ S. L’angolo θ ∈ R tra
due vettori tangenti v, w ∈ TpS è tale che
cos θ = 〈v, w〉p»
Ip(v)Ip(w)
.
Inoltre, se σ1, σ2 : (−ε, ε) → S sono due curve tali che σ1(0) = σ2(0) = p,
chiameremo angolo tra σ1 e σ2 in p l’angolo tra σ′1(0) e σ′2(0).
Nel piano gli assi cartesiani si incontrano, solitamente, formando un an-
golo retto. Le parametrizzazioni locali soddisfacenti un’analoga proprietà
hanno un nome speciale:
Definizione 1.47. Una parametrizzazione locale ϕ : U → S di una superficie
S è ortogonale30 se ∂1|p e ∂2|p sono ortogonali per ogni p ∈ ϕ(U).
1.2.2 Orientabilità
Se dovessimo spiegare il concetto di orientabilità in un modo semplice e ve-
loce, diremmo che una superficie è orientabile se ha due facce, una esterna
ed una interna (ad esempio, la sfera), mentre non lo è se possiede una sola
faccia, ovvero se non è possibile definire un interno ed un esterno della su-
perficie (ad esempio, il nastro di Möbius).
In questa sezione vedremo due modi di definire la nozione di orientazione: il
primo intrinseco, mentre il secondo legato al fatto che la superficie è conte-
nuta in R3.
Per descrivere il primo, occorre rifarsi all’idea secondo cui una superficie
è orientabile se è possibile orientare tutti i suoi piani tangenti in modo
consistente31. Diamo subito la seguente:
Definizione 1.48. Data una superficie S ⊂ R3 e due sue parametrizza-
zioni locali ϕα : Uα → S e ϕβ : Uβ → S, diciamo che ϕα e ϕβ determi-
nano la stessa orientazione (o sono equiorientate) se ϕα(Uα) ∩ ϕβ(Uβ) =




, quindi una parametrizzazione
locale è ortogonale se, e solo se, F ≡ 0.
31Ricordiamo che orientare un piano significa scegliere per esso una base ordinata, ovvero
fissare una direzione di rotazione preferenziale per gli angoli, e che due basi determinano
la stessa orientazione se, e soltanto se, la matrice di cambiamento di base ha determinante
positivo.
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∅ oppure det Jac (ϕ−1β ◦ ϕα) > 0 su ϕ−1α (ϕα(Uα) ∩ ϕβ(Uβ)). Diciamo in-
vece che determinano orientazioni opposte se det Jac (ϕ−1β ◦ ϕα) < 0 su
ϕ−1α (ϕα(Uα) ∩ ϕβ(Uβ)).32
La superficie S è orientabile33 se esiste un atlante A = {ϕα}α per S formato
da parametrizzazioni locali a due a due equiorientate (diciamo che l’atlante
è orientato e che la superficie è orientata dall’atlante A).
Esempio 1.49 (Il grafico di una funzione). Una superficie che ammette un
atlante formato da una sola parametrizzazione locale è, ovviamente, orienta-
bile.
Quindi, tutte le superfici ottenibili come grafici di funzioni sono orientabili.
Esempio 1.50 (La sfera). Una superficie con un atlante formato da due pa-
rametrizzazioni locali, le cui immagini hanno intersezione connessa, è orien-
tabile. Infatti, nell’intersezione, det Jac (ϕ−1β ◦ ϕα) ha segno costante. Se è
positivo, abbiamo finito; altrimenti, basta permutare le coordinate nel domi-
nio di una delle parametrizzazioni (quest’operazione infatti cambia il segno
di det Jac (ϕ−1β ◦ ϕα)).
Quindi, ad esempio, la sfera è orientabile.
Illustriamo ora un secondo metodo per definire l’orientazione di una su-
perficie che, come già accennato prima, dipende fortemente dall’immersione
della superficie in R3.
Definizione 1.51. Un campo di vettori normali su di una superficie S ⊂ R3
è una mappa di classe C∞
N : S −→ R3
p 7−→ N(p),
con la proprietà che N(p) è ortogonale a TpS per ogni punto p ∈ S.
Se inoltre ‖N‖ ≡ 1, diremo che N è un campo di versori normali ad S.
32Attenzione: può succedere che una coppia di parametrizzazioni locali non determini
né lo stesso orientamento e neppure quello opposto. Ad esempio, potrebbe accadere che
ϕα(Uα) ∩ ϕβ(Uβ) abbia due componenti connesse, con la proprietà che det Jac(ϕ−1β ◦ ϕα)
sia positivo su una di esse, mentre sull’altra risulti negativo.
33L’orientabilità è una proprietà globale: non è possibile verificare l’orientabilità di una
superficie semplicemente controllando le singole parametrizzazioni locali.
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Figura 1.1: Un campo
di vettori normali
Se N è un campo di versori normali su di
una superficie S, intuitivamente possiamo dire
che N indica la faccia esterna della superficie,
mentre −N indica la faccia interna (o vicever-
sa).
Non tutte le superfici ammettono però un campo
di versori normali:
Proposizione 1.52. Una superficie S ⊂ R3 è
orientabile se, e soltanto se, esiste un campo di
versori normali su S.
Dimostrazione. Facciamo prima un’osservazione: consideriamo una parame-




(p) ∀p ∈ ϕα(Uα), dove ∂j,α =
∂ϕα
∂xj
∀j = 1, 2.
Poiché {∂1,α, ∂2,α} è una base di TpS, il versore Nα(p) è ben definito, diverso
dal vettore nullo e ortogonale a TpS; inoltre, essendo di classe C∞, possiamo
concludere che Nα è un campo di versori normali su ϕα(Uα). Notiamo poi che
se ϕβ : Uβ → S è una seconda parametrizzazione locale di S con la proprietà
che ϕα(Uα) ∩ ϕβ(Uβ) 6= ∅, allora è possibile far vedere che vale la seguente
uguaglianza su ϕα(Uα) ∩ ϕβ(Uβ):
Nα = sgn(det Jac (ϕ−1β ◦ ϕα))Nβ. (1.5)
“=⇒” Sia S orientabile con atlante orientato A = {ϕα}α. Se p ∈ ϕα(Uα) ∩
ϕβ(Uβ), con ϕα, ϕβ ∈ A, (1.5) implica che Nα(p) = Nβ(p); quindi la mappa
Nα non dipende dalla particolare parametrizzazione scelta, e definisce un
campo di versori normali su S.
“⇐=” Sia N : S → R3 un campo di versori normali su S, e sia A = {ϕα}α un
atlante per S, con la proprietà che il dominio Uα di ciascuna ϕα sia connesso.
Dalla definizione di prodotto vettoriale, segue che Nα(p) è ortogonale a TpS
per ogni p ∈ ϕα(Uα), e ϕα ∈ A; dunque, 〈N,Nα〉 ≡ ±1 su ognuno degli Uα.
Poiché Uα è connesso, possiamo assumere che tutti questi prodotti scalari
siano identicamente uguali a 1 (altrimenti, basta modificare ϕα scambiando
le coordinate in Uα). Quindi, Nα ≡ N su ciascuno degli Uα; da (1.5), l’atlante
A è orientato.
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Definizione 1.53. Data una superficie S ⊂ R3 orientata da un atlante
A, diciamo che un campo di versori normali N determina l’orientazione
(assegnata) se N = ∂1∧∂2‖∂1∧∂2‖ per una qualsiasi parametrizzazione locale ϕ ∈ A.
Se S è una superficie orientata, allora esiste sempre un unico campo di
versori normali che determina l’orientazione assegnata. Concludiamo con un
risultato che ci fornisce una grande famiglia di superfici orientabili:
Corollario 1.54. Sia a ∈ R un valore regolare per una funzione f : V → R
di classe C∞, dove V ⊆ R3 è un aperto. Allora ogni componente connessa S
di f−1(a) è orientabile, e un campo di versori normali è dato da N = ∇f‖∇f‖ .
Dimostrazione. Segue dalla Proposizione (1.22).
1.2.3 Curvatura normale
e seconda forma fondamentale
Esistono più modi significativi per misurare la curvatura di una superficie,
ma ci concentreremo in modo dettagliato solo sulla curvatura Gaussiana.
Come abbiamo già osservato, la curvatura di una superficie, qualunque es-
sa sia, non è costante in tutte le direzioni. A tal proposito, consideriamo
un cilindro circolare34; esso è curvo lungo le direzioni tangenti ai paralleli,
mentre non lo è nella direzione della generatrice. Deduciamo quindi che la
sua curvatura è massima nella direzione dei paralleli, minima nella direzione
della generatrice e, nelle altre direzioni, prende valori intermedi. Per calcolar-
la potremmo, ad esempio, considerare una curva contenuta nella superficie,
tangente alla direzione scelta; ma con quale criterio scegliere una tale curva?
A priori (e anche a posteriori), se scegliamo una curva casuale, la sua cur-
vatura potrebbe dipendere da alcune proprietà della curva stessa! Abbiamo
quindi bisogno di un procedimento che selezioni una curva (dipendente sol-
tanto dalla superficie S e dalla direzione tangente v a cui siamo interessati)
che rappresenti la geometria della superficie lungo quella data direzione.
Vediamo, senza entrare troppo nel dettaglio, come procurarci una tale curva.
34Come noto, il cilindro è una superficie di rotazione. Una superficie di rotazione (o di
rivoluzione) è ottenuta facendo ruotare una curva, detta generatrice, attorno all’asse di
rotazione. Un parallelo di tale superficie è una curva che si ottiene intersecando un piano
ortogonale all’asse di rotazione con la superficie stessa.
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L’idea è quella di considerare, dato p ∈ S, con
S ⊂ R3 una superficie, un versore N(p) ∈ R3 or-
togonale a TpS. Scelto poi un versore v ∈ TpS,
prendiamo il piano per p parallelo ai vettori N(p) e
v che, nella figura, è indicato conHv. Ebbene, alme-
no in un intorno del punto p, questo piano interseca
la superficie nel supporto di una curva regolare σ.
Intuitivamente, questa curva σ, detta sezione nor-
male di S in p lungo v, è la curva cercata: essa
dipende solo dalla geometria della superficie S nella
direzione del versore tangente v. Di conseguenza,
possiamo enunciare che la curvatura normale di S in p lungo la direzione v
è la curvatura in p (orientata)35 della sezione normale σ di S in p lungo v,
considerata come curva piana contenuta in Hv.
Nel caso del cilindro circolare di raggio r > 0 è facilmente verificabile che la
curvatura normale lungo la direzione tangente alla generatrice è zero, men-
tre quella lungo le direzioni tangenti ai paralleli (che sono sezioni normali) è
±1/r; lungo le altre direzioni, poiché le sezioni normali sono ellissi, il calcolo
non dev’essere troppo complicato!
Il problema diventa però arduo nel caso di una superficie arbitraria; in questo
caso, infatti, le sezioni normali sono definite solo implicitamente (come in-
tersezione di un piano con una superficie), e quindi il calcolo della curvatura
normale potrebbe non essere agevole.
Per rimediare a questo problema, introduciamo ora un secondo modo per
studiare la curvatura di una superficie. Questa via si basa sull’idea che, dal
momento che stiamo considerando superfici contenute nello spazio R3, il pia-
no tangente è determinato dal versore normale, che è unico a meno del segno.
Possiamo quindi provare a misurare la variazione del piano tangente ad una
superficie differenziando il versore normale. Occorre la prossima:
35La curva σ va scelta in modo che σ(0) = p ed orientata in modo che σ′(0) = v, mentre
il piano Hv va orientato in modo che la base {v,N(p)} sia una base positiva. Qui va data:
Definizione 1.55. Sia S ⊂ R3 una superficie orientata, e N : S → S2 un campo di versori
normali che determina l’orientazione assegnata. Se p ∈ S, diciamo che una base {v1, v2}
di TpS è positiva (rispettivamente, negativa) se la base {v1, v2, N(p)} di R3 ha la stessa
orientazione (rispettivamente, l’orientazione opposta) della base canonica di R3.
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Definizione 1.56. Sia S ⊂ R3 una superficie orientata36.
La mappa di Gauss di S è il campo di versori normali N : S → S2 che
identifica l’orientazione data.
Poiché N(p) è ortogonale a TpS, la mappa di Gauss determina in modo
unico i piani tangenti alla superficie, e la sua variazione misura quanto la
superficie è “lontana” dall’essere un piano. Ciò suggerisce che la curvatura di
una superficie potrebbe essere correlata al differenziale della mappa di Gauss.
Per verificare questa relazione, vediamo alcuni semplici esempi:
Esempio 1.57 (Il piano). In un piano parametrizzato come nell’Esempio
(1.2), abbiamo
N ≡ v ∧ w
‖v ∧ w‖ ,
dunque N è costante e dN ≡ 0.
Esempio 1.58 (La sfera). Sia S = S2. Usando una qualsiasi delle para-
metrizzazioni descritte nell’Esempio (1.45), troviamo N(p) = p, in accordo
con l’Esempio (1.23). La mappa di Gauss della sfera S2 è quindi la mappa
identica, dunque
dNp = id ∀p ∈ S2.
Esempio 1.59 (Il cilindro). Sia S ⊂ R3 il cilindro circolare di equazione
x21 + x22 = 1.
Data la funzione f : R3 → R di classe C∞ definita da f(x1, x2, x3) = x21 +x22,
abbiamo che 1 è un valore regolare di f , quindi S = f−1(1) è una superficie
di livello di f . Allora, per il Corollario (1.54), il cilindro è orientabile e una




 , ∀p = (p1, p2, p3) ∈ S.
In particolare, TpS = N(p)⊥ = {v = (v1, v2, v3) ∈ R3 | v ·N(p) = 0} =
{v = (v1, v2, v3) ∈ R3 | v1p1 + v2p2 = 0}. Essendo N la restrizione ad S di
una mappa lineare di R3 in R3, abbiamo che dNp(v) = (v1, v2, 0) ∀v ∈ TpS.
In particolare, vale che dNp(TpS) ⊆ TpS.
36Anche se, per motivi di semplicità, lavoreremo spesso con superfici orientate, la gran
parte di quanto viene detto qui vale per qualsiasi superficie. Infatti, ogni superficie è
localmente orientabile: se ϕ : U → S è una parametrizzazione locale nel punto p, allora
N = ∂1∧∂2‖∂1∧∂2‖ è una mappa di Gauss per ϕ(U).
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In quest’ultimo esempio, il differenziale della mappa di Gauss mappa il
piano tangente alla superficie in sé stesso; questa non è una coincidenza.
Per definizione, infatti, dNp manda TpS in TN(p)S2. Ma, come già osservato
in precedenza nell’Esempio (1.23), il piano tangente alla sfera in un punto
è ortogonale a quel punto: TN(p)S2 ⊥ N(p); quindi TN(p)S2 e TpS devono
coincidere.
Riassumendo, possiamo considerare il differenziale della mappa di Gauss in
un punto p ∈ S come un endomorfismo di TpS. Esso è pure simmetrico.
Per provare quest’ultima affermazione ci avvaliamo di:






∀i, j = 1, . . . , n.
Proposizione 1.61. Sia S ⊂ R3 una superficie orientata con mappa di
Gauss N : S → S2. Allora dNp è un endomorfismo di TpS, simmetrico
rispetto al prodotto scalare 〈·, ·〉p per ogni p ∈ S.
Dimostrazione. Sia ϕ una parametrizzazione locale centrata in p, e sia {∂1, ∂2}
la base di TpS indotta da ϕ. È sufficiente provare la tesi per la base indotta,
ovvero
〈dNp(∂1), ∂2〉p = 〈∂1, dNp(∂2)〉p.
Per definizione, 〈N ◦ ϕ, ∂2〉 ≡ 0 e 〈N ◦ ϕ, ∂1〉 ≡ 0. Differenziando la prima




















































Per il Teorema (1.60), i due termini più a destra nelle due uguaglianze sono
uguali, quindi abbiamo la tesi.
38 Superfici
Avendo a disposizione un prodotto scalare ed un endomorfismo simmetri-
co, possiamo provare a mescolarli tra loro:
Definizione 1.62. Sia S ⊂ R3 una superficie orientata, con mappa di Gauss
N : S → S2. La seconda forma fondamentale37 di S è la forma quadratica:
∀v ∈ TpS,
Qp : TpS −→ R
v 7−→ −〈dNp(v), v〉p,
.
Esempio 1.63 (Il piano). La seconda forma fondamentale di un piano è zero
ovunque.
Esempio 1.64 (La sfera). La seconda forma fondamentale della sfera orien-
tata dalla mappa di Gauss dell’Esempio (1.58) è: Qp(v) = −〈dNp(v), v〉p =
−〈v, v〉p = −Ip(v), ovvero
Qp = −Ip.
Esempio 1.65 (Il cilindro). La seconda forma fondamentale del cilindro
orientato dalla mappa di Gauss dell’Esempio (1.59) è Qp(v) = −v21 − v22.
È possibile dimostrare che la curvatura normale coincide con la secon-
da forma fondamentale: sotto le ipotesi della Definizione (1.62), la curva-
tura normale di S in punto p ∈ S lungo un versore v ∈ TpS corrisponde
esattamente a Qp(v).
1.2.4 Curvatura Gaussiana
Definizione 1.66. Sia S ⊂ R3 una superficie orientata con mappa di Gauss
N : S → S2.
La curvatura Gaussiana di S è la funzione K : S → R data da
∀p ∈ S, K(p) = det(dNp).
Il segno della curvatura Gaussiana può dare un’idea di come appare una
superficie:
37Si osservi che cambiando l’orientazione della superficie S, la mappa di Gauss cambia
segno e, di conseguenza, cambia segno anche la seconda forma fondamentale.
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Definizione 1.67. Sia S ⊂ R3 una superficie orientata, con mappa di Gauss
N : S → S2. Un punto p ∈ S è ellittico se K(p) > 0 (tutte le curvature
normali in p hanno lo stesso segno)38; iperbolico se K(p) < 0 (esistono cur-
vature normali in p di segno opposto)39; parabolico se K(p) = 0 ma dNp 6= 0;
e planare se dNp = 0.
Consideriamo una parametrizzazione locale ϕ : U → S in p ∈ S, dove S ⊂ R3
è orientata con mappa di Gauss N : S → S2. Sia poi {∂1, ∂2} la base di TpS
indotta da ϕ. Allora, se v = v1∂1 + v2∂2 ∈ TpS, possiamo esprimere la
seconda forma fondamentale in coordinate locali:
Qp(v) = −〈dNp(v1∂1 + v2∂2), v1∂1 + v2∂2〉p
= −v21〈dNp(∂1), ∂1〉p − 2v1v2〈dNp(∂1), ∂2〉p − v22〈dNp(∂2), ∂2〉p
= Qp(∂1)v21 − 2〈dNp(∂1), ∂2〉pv1v2 +Qp(∂2)v22.
Definizione 1.68. Sia ϕ : U → S una parametrizzazione locale di una su-
perficie S.
I coefficienti di forma40 di S rispetto a ϕ sono le funzioni e, f, g41 : U → R
definite da
e(x) = Qϕ(x)(∂1), f(x) = −〈dNϕ(x)(∂1), ∂2〉ϕ(x), g(x) = Qϕ(x)(∂2)
38Intuitivamente, ciò significa che tutte le sezioni normali di S in p curvano dalla stessa
parte rispetto a TpS e quindi, in prossimità del punto p, la superficie è interamente da un
solo lato del piano tangente (figura a sinistra).
39Ciò significa che le sezioni normali possono curvare da parti opposte rispetto a TpS,
cioè che in un intorno del punto p la superficie ha pezzi da entrambe le parti del piano
tangente (figura a destra).
40La curvatura Gaussiana, essendo definita direttamente a partire dalla mappa di Gauss,
è indipendente dalla parametrizzazione scelta; ciò non vale per i coefficienti metrici e di
forma.
41I coefficienti di forma sono funzioni C∞ in U . Come per i coefficienti metrici, quella
che indichiamo qui è la notazione di Gauss. Useremo anche la notazione più moderna:
e = h11, f = h12 = h21, g = h22.
Allo stesso modo, talvolta sarà più conveniente considerare queste funzioni definite su
ϕ(U), cioè sostituirle con e ◦ ϕ−1, f ◦ ϕ−1, g ◦ ϕ−1 rispettivamente.
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per ogni x ∈ U , dove N = ∂1 ∧ ∂2/‖∂1 ∧ ∂2‖.
Osservazione 1.69. Differenziando le identità 〈N ◦ ϕ, ∂j〉 ≡ 0 ∀j = 1, 2,
possiamo ottenere espressioni alternative per i coefficienti di forma:
e =
Æ

















I coefficienti di forma determinano completamente la seconda forma fon-
damentale:










per ogni p = ϕ(x) ∈ ϕ(U) e v = v1∂1 + v2∂2 ∈ TpS.
Possiamo esprimere anche la matrice A ∈ M2x2(R) che rappresenta il
differenziale dNp rispetto alla base {∂1, ∂2}, usando le funzioni E,F,G, e, f, g:
Proposizione 1.70. Sia ϕ : U → S una parametrizzazione locale di una
superficie S ⊂ R3, e sia N = ∂1∧∂2‖∂1∧∂2‖ . Allora la matrice A ∈ M2x2(R) che
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In particolare, la curvatura Gaussiana è data da
























42Con un calcolo diretto è possibile verificare quest’ultima uguaglianza: basta scrivere
−〈dNp(v), w〉p = −〈Av,w〉p.
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rappresenta un prodotto scalare definito positivo rispetto
ad una base; in particolare, è invertibile e ha determinante positivo pari a
EG− F 2.
Esempio 1.71 (Il piano). Nel piano, poiché la seconda forma fondamen-
tale è zero ovunque, abbiamo che e ≡ f ≡ g ≡ 0, indipendentemente dal-
la parametrizzazione scelta. In particolare, la curvatura Gaussiana è zero
ovunque.43
Esempio 1.72 (La sfera). Abbiamo visto nell’Esempio (1.64) che su una
sfera orientata come nell’Esempio (1.58), abbiamo Qp = −Ip. Ciò significa
che, per una qualsiasi parametrizzazione, i coefficienti di forma hanno lo
stesso valore assoluto, ma segno opposto rispetto ai corrispondenti coefficienti
metrici. Dunque, K ≡ 1.
1.2.5 Teorema egregium di Gauss
In quest’ultima sezione vedremo che la curvatura Gaussiana è una proprietà
intrinseca di una superficie44: dipende solamente dalla prima forma fonda-
mentale, e non dal modo in cui la superficie è immersa nello spazio. Poiché
abbiamo definito K coinvolgendo direttamente la mappa di Gauss, la quale
è strettamente collegata all’inclusione della superficie in R3, questo risultato
si rivela essere piuttosto inaspettato.
Dunque, iniziamo:
Sia ϕ : U → S una parametrizzazione locale di una superficie S ⊂ R3, e
sia N : ϕ(U) → S2 la mappa di Gauss di ϕ(U) data da N = ∂1∧∂2‖∂1∧∂2‖ .
45 La
43Altri esempi di superfici con curvatura Gaussiana costante uguale a zero sono i cilindri.
La pseudosfera, invece, ha curvatura Gaussiana costante negativa.
44Ovvero, è possibile misurare la curvatura Gaussiana di una superficie rimanendo sulla
superficie stessa. Questo, ad esempio, ci consente di determinare che la Terra non è piatta
senza ricorrere a immagini satellitari, poiché è possibile verificare che la Terra ha una
curvatura Gaussiana non nulla con misurazioni effettuate a livello del mare.
45Nel procedimento che illustreremo, non verrà richiesto che la superficie sia orientabile.
Si noti infatti che, se consideriamo una superficie S orientata e ne cambiamo l’orientazio-
42 Superfici
tripla {∂1, ∂2, N} è una base di R3 ovunque; possiamo dunque esprimere un
qualsiasi vettore di R3 come combinazione lineare di questi vettori. Esistono
perciò delle funzioni Γrij, hij, aij ∈ C∞(U) tali che
∂2ϕ
∂xi∂xj
= Γ1ij∂1 + Γ2ij∂2 + hijN, (1.8)
∂(N ◦ ϕ)
∂xj
= a1j∂1 + a2j∂2 (1.9)
per ogni i, j = 1, 2. Dal Teorema (1.60), Γrij e hij sono simmetrici rispetto
agli indici inferiori, ossia
Γrji = Γrij e hji = hij ∀i, j, r = 1, 2.
Essendo ∂(N◦ϕ)
∂xi
= dNp(∂i), i termini aij di (1.9) sono le componenti della
matrice A che rappresenta dNp rispetto alla base {∂1, ∂2}, quindi sono dati
da (1.7). Da (1.6) troviamo che gli hij in (1.8) sono i coefficienti di forma.
Gli unici coefficienti sconosciuti che compaiono in (1.8) e (1.9) sono i Γrij.
Definizione 1.73. Le funzioni Γrij sono i simboli di Christoffel della para-
metrizzazione locale ϕ.
Procediamo quindi a calcolare i simboli di Christoffel; poniamo i = 1 = j
in (1.8) e consideriamo il prodotto scalare con ∂1 e con ∂2:EΓ
1
11 + FΓ211 = 〈∂
2ϕ
∂x21
, ∂1〉 = 12
∂
∂x1




FΓ111 +GΓ211 = 〈∂
2ϕ
∂x21





















ed infine, per i = 2 = j:
ne, allora la mappa di Gauss cambierà segno, mentre la curvatura Gaussiana K rimarrà
invariata. Per questo motivo, possiamo definire la curvatura Gaussiana anche per superfici
non orientabili (e questo è il caso che tratteremo qui): se p è un punto di una superficie
arbitraria S, la curvatura Gaussiana di S in p corrisponde alla curvatura Gaussiana in p
dell’immagine di una qualsiasi parametrizzazione locale di S centrata in p.
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Questi sono tre sistemi lineari quadrati la cui matrice dei coefficienti ha
determinante EG − F 2, che è sempre positivo; quindi ammettono un’unica
soluzione, esprimibile in termini dei coefficienti metrici e delle loro derivate.
È importante notare che i simboli di Christoffel dipendono solo dalla prima
forma fondamentale di S, cioè sono intrinseci. Come conseguenza, qualsiasi
quantità esprimibile per mezzo dei simboli di Christoffel è intrinseca: dipende
soltanto dalla struttura metrica della superficie, e non dal modo in cui la
superficie è immersa in R3.
Osservazione 1.74. Se la parametrizzazione locale è ortogonale (1.47), ov-






, Γ112 = Γ121 = 12E
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∂x2




Γ211 = − 12G
∂E
∂x2
, Γ212 = Γ221 = 12G
∂G
∂x1





Vediamo ora di calcolare i simboli di Christoffel in qualche esempio.
Esempio 1.75 (Il piano). Per quanto visto nell’Esempio (1.43), i simboli di
Christoffel del piano sono tutti ovunque nulli.
Esempio 1.76 (La sfera). A partire dall’Esempio (1.45), si possono calcolare
i simboli di Christoffel della parametrizzazione della sfera
• ϕ1(x, y) = (x, y,
√
1− x2 − y2):
Γ111 = x1−x2−y2 , Γ
1















• Mentre quelli della parametrizzazione ψ1(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ)
sono: 
Γ111 ≡ 0, Γ112 = Γ121 ≡ 0,
Γ122 = − sin θ cos θ, Γ211 ≡ 0,




I simboli di Christoffel non possono essere scelti in modo arbitrario, poiché
devono soddisfare delle condizioni di compatibilità. Per trovarli, calcoliamo
le derivate terze della parametrizzazione.




= A1ijk∂1 + A2ijk∂2 +BijkN.
Dal Teorema (1.60), le funzioni Arijk e Bijk sono simmetriche rispetto agli
indici in basso, ovvero:
Arijk = Arjik = Arikj e Bijk = Bjik = Bikj ∀i, j, k, r = 1, 2. (1.14)





+ Γ1jkΓri1 + Γ2jkΓri2 + hjkari,














(ΓsjkΓris − ΓsikΓrjs) = −(hjkari − hikarj) ∀i, j, k, r = 1, 2.
(1.15)
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Abbiamo quindi provato il seguente risultato fondamentale:
Teorema 1.77 (Teorema egregium di Gauss). La curvatura Gaussiana K















In particolare, la curvatura Gaussiana di una superficie è una proprietà
intrinseca, ossia dipende solamente dalla prima forma fondamentale.
Lemma 1.78. Se ϕ : U → S è una parametrizzazione locale ortogonale di
una superficie S, allora




















Dimostrazione. Basta sostituire i simboli di Christoffel per una parametriz-
zazione ortogonale dell’Osservazione (1.74) in (1.16).
Concludiamo prendendo in considerazione la simmetria, fin d’ora ignora-
ta, dei Bijk in (1.14) rispetto agli indici inferiori:















Le Disquisitiones generales circa superficies curvas furono essenziali per sta-
bilire il concetto di spazio e permisero così l’avanzare dell’idea che si potessero
generalizzare gli studi di Gauss a spazi di dimensione arbitraria; tale intui-
zione fu quella di Bernhard Riemann, brillante allievo di Gauss.
Dopo la sua prima tesi del 1851 sulle funzioni di variabile complessa, lavoro
che aveva già impressionato Gauss, a Riemann toccò l’abilitazione all’inse-
gnamento1. Ricordando i talenti del giovane, fu Gauss stesso a persuadere la
Facoltà in modo che gli venisse assegnato un argomento impegnativo, come
i Fondamenti della Geometria. Fu così che, nel 1854, Riemann discusse la
sua tesi dal titolo Ueber die Hypothesen, welche der Geometrie zu Grunde
liegen2, ossia Sulle ipotesi che stanno alla base della Geometria, in cui definì,
seppur in un modo non troppo rigoroso, il concetto di varietà differenziabile
come un insieme n-dimensionale sul quale è possibile svolgere i calcoli propri
dell’Analisi.
È proprio la sistematizzazione di questo saggio, assieme all’opera di alcuni
importanti geometri moderni, a portare all’identificazione delle varietà diffe-
1L’abilitazione all’insegnamento era il primo tradizionale passo nella carriera accade-
mica della maggior parte delle Università europee. Nella Germania del XIX secolo, la
procedura per accedervi consisteva nella stesura di una tesi relativa ad un argomento scel-
to dalla Facoltà da una lista di tre proposti dal candidato.
Quando Riemann dovette dare le tre proposte, due di esse abbracciavano campi in cui egli
era piuttosto ferrato, mentre la terza, dal titolo traducibile in Principi della Geometria,
era stata aggiunta, con qualche esitazione, per completare la tripletta con la speranza che
venisse immediatamente scartata.
2Fa parte del saggio anche il tensore di curvatura, che andremo ad introdurre verso la
fine del capitolo. L’opera venne pubblicata postuma nel 1867.
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renziabili come oggetto principale di studio della Geometria Differenziale.
Il calcolo differenziale classico è fatto su aperti di Rn; uno degli obiettivi
principali della Geometria Differenziale è estenderne l’applicabilità ad insie-
mi più generali. L’idea alla base è che le definizioni e le principali proprietà
del calcolo differenziale sono di natura locale; quindi, se un insieme M è
fatto, localmente, come un aperto di Rn, abbiamo buone speranze di poter
introdurre un calcolo differenziale su M .
2.1 Varietà differenziabili
2.1.1 Definizione ed esempi
Prima di definire le varietà differenziabili, vediamo cosa si intende per varietà
topologica.
Definizione 2.1. Sia M uno spazio topologico.
Una carta (U,ϕ) di M è una coppia formata da un aperto U ⊆ M e da un
omeomorfismo ϕ : U → ϕ(U) = V ⊆ Rn, dove V è un aperto di Rn.
L’inversa di ϕ, ϕ−1 : V → U è detta parametrizzazione locale.
Se p ∈ U , diremo che (U,ϕ) è una carta in p; se inoltre ϕ(p) = O ∈ Rn,
diremo che la carta è centrata in p.
Una carta permette di introdurre un sistema di coordinate locali sull’aperto
U , ovvero permette di identificare ciascun punto di U con una n-upla di nu-
meri reali, le sue coordinate locali: se ϕ(p) = (x1(p), . . . , xn(p)), diremo che
x1, . . . , xn : U → R sono le coordinate locali nella carta data.
Ovviamente, uno stesso punto di M potrebbe appartenere al dominio di
più carte diverse, e quindi essere identificato da diverse coordinate locali:
se (U1, ϕ1) e (U2, ϕ2) sono due carte locali con U1 ∩U2 6= ∅, allora le funzioni
ϕ2 ◦ ϕ−11 |ϕ1(U1∩U2) e ϕ1 ◦ ϕ−12 |ϕ2(U1∩U2)3 sono omeomorfismi tra aperti di Rn.
Dunque, poniamo ηij = ϕi ◦ ϕ−1j ; queste sono dette funzioni di transizione
(o cambiamenti di coordinate) e soddisfano le seguenti identità: ηii = id,
ηji = η−1ij e, su Ui ∩ Uj ∩ Uk si ha che ηij ◦ ηjk = ηik.
3D’ora in poi, per evitare di appesantire la notazione, scriveremo semplicemente ϕ2◦ϕ−11
e ϕ1 ◦ ϕ−12 , senza indicare il loro dominio di definizione.
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Definizione 2.2. Due carte (U1, ϕ1) e (U2, ϕ2) su uno spazio topologico M
sono compatibili se:
• U1 ∩ U2 = ∅, oppure
• U1 ∩ U2 6= ∅, gli insiemi ϕ1(U1 ∩ U2) e ϕ2(U1 ∩ U2) sono aperti in Rn,
e il cambiamento di coordinate η12 : ϕ2(U1 ∩ U2) → ϕ1(U1 ∩ U2) è un
omeomorfismo.
Definizione 2.3. Uno spazio topologicoM con una famiglia di carte {(Ui, ϕi)}i∈I
tali che M = ⋃i∈I Ui è una varietà topologica.
Ovvero, uno spazio topologico M è localmente fatto come un aperto di
Rn (è una varietà topologica) se ogni punto di M ha un intorno omeomorfo
ad un aperto di Rn.
Osservazione 2.4. Supponiamo che esistano due carte (U1, ϕ1) e (U2, ϕ2)
per la varietà M tali che ϕ1 : U1 → ϕ1(U1) ⊆ Rm e ϕ2 : U2 → ϕ2(U2) ⊆ Rn.
Se U1 ∩ U2 6= ∅, la funzione di transizione η12 = ϕ1 ◦ ϕ−12 determina un
omeomorfismo tra un aperto di Rn e un aperto di Rm. Ciò implica4 che
m = n; l’intero n è quindi ben definito ed è la dimensione delle carte locali.
Se una varietà è connessa, tutte le carte devono avere necessariamente la
stessa dimensione; questa è chiamata dimensione della varietà.
Quali proprietà richiedere ad una varietà topologica per poter introdurvi
il calcolo differenziale?
Consideriamo una varietà (topologica) M , una funzione f : M → R ed un
atlante5 {(Ui, ϕi)}i∈I per M ; allora:





4Due aperti di spazi euclidei di dimensione diversa non possono mai essere omeomorfi.
Ad esempio, se m = 1 ed n = 2, togliendo un punto nell’intervallo aperto di R, esso si
sconnette, mentre l’aperto di R2 tolto il punto rimane connesso; nel caso in cui m = 2 ed
n = 3, abbiamo che entrambi gli aperti, tolto un punto, rimangono connessi, ma solamente
uno dei due è semplicemente connesso. Esiste un risultato generale, per m ed n qualsiasi,
noto come Teorema di invarianza della dimensione.
5Come visto anche nel capitolo precedente, un atlante è una famiglia di carte locali.
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f̃i = f |Ui ◦ ϕ−1i è una funzione definita su un aperto di Rn a valori reali. Se
Ui ∩ Uj 6= ∅, otteniamo la relazione:
f̃j = ‹fi ◦ ηij, ∀i, j ∈ I.
In conclusione: dare una funzione f : M → R equivale a dare una famiglia
di funzioni {f̃i : Vi → R}i∈I , dove Vi = ϕi(Ui) sono aperti di Rn, tali che
f̃j = ‹fi ◦ ηij, ∀i, j ∈ I6.
Quando f : M → R è di classe Cr in x0 ∈M?
Potremmo essere tentati dal seguente ragionamento (errato): poiché M è
una varietà, esiste sicuramente un aperto Ui di M contenente il punto x0.
Diremmo allora che f è di classe Cr in x0 se e solo se f̃i è di classe Cr in
ϕi(x0). Tale definizione non è però ben posta, infatti: se x0 ∈ Ui ∩ Uj, in un
intorno di x0 la funzione f è rappresentata sia da f̃i che da f̃j, che devono
soddisfare f̃j = ‹fi ◦ ηij; a meno che ηij non sia di classe Cs con s ≥ r, il fatto
che f̃i sia di classe Cr non garantisce che anche f̃j lo sia.
Definizione 2.5. Una varietà è di classe Cs se7 tutte le funzioni di transi-
zione ηij sono di classe Cs, ∀i, j ∈ I.
Per semplicità, supporremo che tutte le varietà siano di classe C∞, ovvero
siano varietà differenziabili.
Osservazione 2.6. Chiaramente, lo stesso approccio può essere usato per
definire varietà di classe Ck, con k ∈ N qualsiasi, semplicemente richiedendo
che i cambiamenti di coordinate siano diffeomorfismi di classe Ck invece che
C∞. Per esempio, le varietà topologiche non sono altro che le varietà di
classe C0, in cui i cambiamenti di coordinate sono solo degli omeomorfismi.
Va anche detto che diversi risultati che verranno presentati (in particolare
quelli riguardanti i vettori tangenti e le derivazioni) potrebbero non valere per
varietà di classe Ck, con k < ∞; questo perché la derivata di una funzione
di classe Ck, in generale, è solamente di classe Ck−1 (e non di classe Ck).
Osservazione 2.7. Per definizione di varietà, ogni punto di M ha un in-
torno aperto omeomorfo ad un aperto di Rn, quindi le proprietà locali della
6Usando questo fatto, lo studio di una funzione f definita su una varietà può essere
ricondotto allo studio di funzioni f̃i definite su aperti di Rn.
7Per l’osservazione appena fatta, in una varietà M di classe Cs possiamo definire la
nozione di funzione f : M → R di classe Cr, solo per s ≥ r.
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topologia di una varietà sono le stesse della topologia di Rn.8
Ma ciò vale solo per le proprietà locali! Ad esempio, dalla definizione non di-
scende che una varietà sia uno spazio topologico separato (cioè di Hausdorff),
anche se Rn lo è.
Per motivi tecnici, chiederemo che lo spazio topologico soggiacente ad
una varietà differenziabile sia di Hausdorff e che la topologia sia a base nu-
merabile. Inoltre, supporremo che le varietà siano connesse9.
Vediamo ora qualche esempio di varietà.
Esempio 2.8. Rn, aperti di Rn e spazi vettoriali di dimensione finita su R
sono esempi di varietà differenziabili. Infatti, A = {(Rn, idRn)} è un atlante
per Rn, A′ = {(U, idU)} è un atlante per U ⊆ Rn aperto e, dato uno spazio
vettoriale V di dimensione n su R, possiamo fissarne una base B e indicare
con ϕB : V → Rn l’applicazione che associa ad ogni vettore v ∈ V le sue
coordinate rispetto alla base B fissata. Allora, A′′ = {(V, ϕβ)} è un atlante
per V .
Esempio 2.9. Se M è una varietà e U ⊆M è aperto, allora anche U è una
varietà (della stessa dimensione). Infatti, se {(Uα, ϕα)} è un atlante di M ,
allora {(Uα ∩ U,ϕα|Uα∩U)} è un atlante per U .
Esempio 2.10 (Prodotto di varietà). Se M è una varietà m-dimensionale,
e N è una varietà n-dimensionale, allora M×N è una varietà di dimensione
m + n, detta varietà prodotto. Infatti, se A = {(Uα, ϕα)} è un atlante per
M , e B = {(Vβ, ψβ)} è un atlante per N , allora
A× B = {(Uα × Vβ, ϕα × ψβ)},
dove
ϕα × ψβ : Uα × Vβ −→ Rm × Rn = Rm+n
(x, y) 7−→ (ϕα(x), ψβ(y)),
è un atlante per M ×N .
Esempio 2.11. Il gruppo generale lineare
GL(n,R) = {A ∈M(n,R) = Mn×n(R) | det(A) 6= 0},
8Ad esempio, ogni varietà è localmente compatta (ogni punto ha una base di intorni
costituita da insiemi compatti), localmente connessa e localmente connessa per archi.
9Se una varietà non è connessa, basterà studiare le singole componenti connesse.
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essendo un sottoinsieme aperto di M(n,R) ∼= Rn2, dall’Esempio (2.8) segue
che è una varietà di dimensione n2.
Esempio 2.12 (La sfera di raggio R in Rn+1). La sfera SnR n-dimensionale
di raggio R > 0 e centrata nell’origine è definita da
SnR = {x = (x1, . . . , xn+1) ∈ Rn+1 | ‖x‖ = R}10 ⊂ Rn+1,
(la topologia è quella indotta da Rn+1).
Useremo due carte.
Sia N = (0, . . . , 0, R) il “polo Nord”, S = (0, . . . , 0,−R) il “polo Sud” e
P = (p1, . . . , pn+1) ∈ SnR. Sia inoltre π l’iperpiano {xn+1 = 0} ⊂ Rn+1
(iperpiano che identifichiamo con Rn nel modo ovvio).
• La prima carta è (SnR \ {N}, ϕN), dove ϕN : SnR \ {N} → π ∼= Rn è la
proiezione stereografica dal punto N , cioè l’applicazione che associa a
ciascun punto P ∈ SnR \ {N} l’intersezione della retta passante per N
e P con l’iperpiano π.





xn+1 = R + t(pn+1 −R).
Intersecando questa retta con l’iperpiano π si ricava t = R





(p1, . . . , pn).
Per mostrare che ϕN è un omeomorfismo tra SnR \ {N} e Rn, esibiamo
l’inversa. Se ϕN(P ) = x, dobbiamo avere xj = Rp
j
R−pn+1 per j = 1, . . . , n.
Elevando al quadrato, sommando e ricordando che P ∈ SnR otteniamo:








10Notazione: quando R = 1, scriveremo semplicemente Sn al posto di Sn1 .






‖x‖2 +R2 , ∀j = 1, . . . , n.
Quindi ϕN è invertibile, con inversa
ϕ−1N (y) =
Ç 2R2y1
‖y‖2 +R2 , . . . ,
2R2yn





• Ci serve un’altra carta per coprire il polo Nord; in modo analogo, tro-
viamo la descrizione esplicita della proiezione dal punto S:
ϕS : SnR \ {S} −→ π ∼= Rn
P 7−→ R
R+pn+1 (p
1, . . . , pn);
La sua inversa è data da
ϕ−1S : Rn −→ SnR \ {S}











Queste due carte formano un atlante11 per la sfera SnR:
(SnR \ {N}) ∪ (SnR \ {S}) = SnR.
Vediamo se le due carte sono compatibili, cioè calcoliamo la funzione di tran-
sizione.
(SnR \ {N}) ∩ (SnR \ {S}) = SnR \ {N,S} e si ha che
ϕN(SnR \ {N,S}) = Rn \ {O} = ϕS(SnR \ {N,S}),
e
ϕS ◦ ϕ−1N : Rn \ {O} −→ Rn \ {O}
y = (y1, . . . , yn) 7−→ R2‖y‖2y,
che è, ovviamente, di classe C∞.
Quindi la sfera SnR è una varietà differenziabile di dimensione n.
11Abbiamo trovato un atlante formato da due carte. Ebbene, non è possibile fare di
meglio! Infatti, se esistesse un atlante costituito da una sola carta ϕ : SnR → ϕ(SnR) ⊂ Rn,
allora SnR sarebbe omeomorfa ad un aperto di Rn. Ma ciò non è possibile perché SnR è
compatto (chiuso e limitato in Rn+1), mentre un aperto di Rn non è compatto.
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Esempio 2.13 (Prodotti di sfere). Dagli esempi (2.10) e (2.12), segue che
il toro n-dimensionale Tn = S1 × · · · × S1 (dove il prodotto ha n fattori) è
una varietà differenziabile.
Gli esempi che abbiamo visto finora sono, in modo naturale, sottoinsiemi
di un qualche spazio euclideo RN . Il prossimo esempio non è di questo tipo
(anche se è possibile immergerlo, seppur in modo non ovvio, in uno spazio
euclideo).
Esempio 2.14 (Spazio proiettivo). Consideriamo lo spazio proiettivo reale
di dimensione n:




dove la relazione di equivalenza ∼ è definita ponendo
(x0, . . . , xn) ∼ (y0, . . . , yn) ⇐⇒ (x0, . . . , xn) = λ(y0, . . . , yn) ∃λ ∈ R \ {0}.
In altre parole, gli elementi di PnR sono i sottospazi unidimensionali di Rn+1,
ossia le rette (passanti per l’origine) di Rn+1.
Se x = (x0, . . . , xn) ∈ Rn+1 \ {O}, indicheremo con [x0 : · · · : xn] la sua
proiezione [x] ∈ PnR, e diremo che (x0, . . . , xn) sono le coordinate omogenee
di [x]. Chiaramente abbiamo
[λx0 : · · · : λxn] = [x0 : · · · : xn] ∀λ ∈ R \ {0}, ∀ [x] ∈ PnR,
per cui sia (x0, . . . , xn) sia (λx0, . . . , λxn) sono coordinate omogenee di [x].
Cerchiamo ora degli aperti che ricoprono PnR; poniamo
Ui = {[x0 : · · · : xn] ∈ PnR | xi 6= 0}.
Allora PnR =
⋃
i=0,...,n Ui. Definiamo ϕi ponendo
ϕi : Ui −→ Rn













Si noti che ϕi è ben definita, in quanto
ϕi([x0 : · · · : xn]) = ϕi([λx0 : · · · : λxn]), ∀λ ∈ R \ {0}.
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La funzione inversa è
ϕ−1i : Rn −→ Ui
y = (y1, . . . , yn) 7−→ [y1 : · · · : yi : 1 : yi+1 : · · · : yn].
Un atlante per PnR è dato da {(Ui, ϕi)}i=0,...,n.
Le carte sono compatibili, infatti sull’intersezione Ui∩Uj (dove si ha sia che
xi 6= 0 che xj 6= 0), si ha:

























Questa è l’espressione delle funzioni di transizione. Dato che yi 6= 0 e yj 6= 0,
tutte le ϕi ◦ ϕ−1j sono di classe C∞, ∀i, j = 0, · · · , n.
Questo dimostra che PnR è una varietà differenziabile di dimensione n (la
topologia di varietà coincide con la topologia quoziente indotta da Rn+1\{O}).
Analogamente a quanto visto per le superfici, il prossimo esempio è piutto-
sto importante perché fornisce una procedura sistematica per costruire mol-
ti esempi di varietà differenziabili. Per introdurlo, ci servono definizioni e
teoremi analoghi a quelli del capitolo precedente.
Esempio 2.15 (Insiemi di livello).
Definizione 2.16. Sia Ω ⊆ Rn un aperto e sia F : Ω→ Rm di classe C1.12
Un punto p ∈ Ω è detto punto critico di F se il differenziale dFp : Rn → Rm
non è suriettivo.
Un valore critico è l’immagine di un punto critico.
Un valore regolare è un punto di F (Ω) che non è un valore critico.
Indicheremo con Crit(F )13 ⊆ Ω l’insieme dei punti critici di F .
12Nella Definizione (1.5) abbiamo considerato una funzione di classe C∞. Notiamo
che è sufficiente chiedere che la funzione sia semplicemente di classe C1, poiché abbiamo
solamente bisogno di calcolarne il differenziale.
13Si osservi che Crit(F ) è un sottoinsieme chiuso di Ω, infatti: calcolare i punti critici
di F significa trovare l’insieme delle soluzioni delle equazioni che risultano ponendo uguali
a zero tutti i minori di ordine massimo della matrice Jacobiana di F . Poiché F ∈ C1, le
derivate parziali di F sono di classe C0; deduciamo che i punti critici, dal momento che
corrispondono all’antiimmagine di {0} tramite funzioni continue, costituiscono un insieme
chiuso in Ω.
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Invitiamo il lettore a rivedere il Teorema della funzione inversa (1.9); ed
enunciamo quindi la seguente14:
Teorema 2.17. Sia Ω ⊆ Rn+m aperto e sia F : Ω → Rm un’applicazione di
classe C∞. Se a ∈ F (Ω), allora l’insieme Ma = F−1(a) \ Crit(F ) ha una
struttura naturale di varietà n-dimensionale, compatibile15 con la topologia
indotta da Rn+m. In particolare, se a è un valore regolare, allora l’intero
insieme di livello F−1(a) = {p ∈ Ω | F (p) = a} è una varietà n-dimensionale.
Dimostrazione. Sia p0 ∈ Ma. Dato che p0 non è un punto critico di F , il
differenziale dFp0 è suriettivo, quindi la matrice Jacobiana di F nel punto p0
JacF (p0) ∈Mm×(m+n)(R) ha rango massimo, uguale a m.
A meno di permutare le coordinate, possiamo supporre che il minore formato









... . . . ...
∂Fm
∂xn+1





Consideriamo la funzione G : Ω→ Rn+m definita ponendo
G(x) = G(x1, . . . , xn, xn+1, . . . , xn+m) = (x1, . . . , xn, F (x));
Si ha che








... . . . ...
∂Fm
∂xn+1





Possiamo quindi applicare il Teorema della funzione inversa a G. Esistono
pertanto degli intorni ‹U ⊆ Ω \ Crit(F ) di p0 e W ⊆ Rn+m di G(p0) tali che
G|
Ũ




y = (y1, . . . , yn+m) = G(H(y)) = (h1(y), . . . , hn(y), F (H(y))),
14È semplicemente una generalizzazione della Proposizione (1.7) a spazi di dimensione
arbitraria; infatti, per n = 2 ed m = 1, ritroviamo la proposizione per le superfici di livello.
15Ossia, un aperto per la topologia presente su Ma è dato dall’intersezione di Ma con
un aperto di Rn+m.
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per cui hi(y) = yi, per i = 1, . . . , n. Pertanto
F (H(y)) = F (y1, . . . , yn, hn+1(y), . . . , hn+m(y)) = (yn+1, . . . , yn+m), ∀y ∈ W.
(2.1)
Poniamo U = Ma ∩ ‹U . L’insieme
V = {x ∈ Rn | (x, a) ∈ W}
è un aperto di Rn (perché W è aperto di Rn+m).
Definiamo ψ : V → Rn+m ponendo
ψ(x) = (x, hn+1(x, a), . . . , hn+m(x, a));
dall’uguaglianza (2.1) si deduce che ψ(V ) = F−1(a)∩‹U = U , quindi ϕ = ψ−1
è una carta locale su Ma, definita in un intorno U di p0.
Notiamo che, dalla definizione di ψ, si ha che ϕ(x1, . . . , xn+m) = (x1, . . . , xn),
cioè ϕ è la proiezione sulle prime n coordinate.
Per terminare, rimane solo da dimostrare che due carte (U,ϕ) e (U ′, ϕ′)
costruite in questo modo sono compatibili. Per quanto visto, ϕ′◦ϕ−1 = ϕ′◦ψ,
che ha come coordinate o le xi oppure le hj(x, a), e queste funzioni sono
chiaramente di classe C∞.
Applichiamo quest’ultima proposizione al caso di SnR:
Esempio 2.18. Sia
F : Rn+1 −→ R
x 7−→ ‖x‖2 = (x1)2 + · · ·+ (xn+1)2.
Allora l’unico valore critico di F è zero. Pertanto F−1(R2) = SnR è una
varietà n-dimensionale, per ogni R 6= 0.
2.1.2 Funzioni differenziabili tra varietà
Analogamente a quanto fatto per le superfici, dopo aver parlato di funzioni
differenziabili definite su varietà a valori reali, andiamo a definire il concetto
di funzione differenziabile (o di classe C∞) tra due varietà differenziabili.
Definizione 2.19. Date M e N due varietà differenziabili, di dimensione m
ed n rispettivamente, diciamo che un’applicazione F : M → N è:
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• differenziabile (o di classe C∞) in (un intorno di) p ∈ M se esistono
una carta (U,ϕ) in p e una carta (V, ψ) in F (p) tali che F (U) ⊆ V 16
e la composizione ‹F = ψ ◦ F ◦ ϕ−1 : ϕ(U) ⊆ Rm → ψ(V ) ⊆ Rn sia di
classe C∞ in un intorno di ϕ(p);
• differenziabile (o di classe C∞) se lo è in ogni punto di M ;
• un diffeomorfismo se è differenziabile, invertibile, e con inversa diffe-
renziabile.
M ⊇ U V ⊆ N




Denotiamo con C∞(M,N) l’insieme delle applicazioni differenziabili da una
varietàM ad una varietà N , e con C∞(M) quello delle funzioni differenziabili
da M in R.
Questa definizione è ben posta, ovvvero non dipende dalla scelta delle carte
locali:
Proposizione 2.20. Sia F : M → N un’applicazione tra varietà, differen-
ziabile in p ∈M . Allora, per ogni carta (U2, ϕ2) in p e ogni carta (V2, ψ2) in
F (p), la composizione ›F2 = ψ2 ◦ F ◦ ϕ−12 è di classe C∞ in ϕ2(p).
Dimostrazione. Siano (U1, ϕ1) e (V1, ψ1) carte in p e F (p) rispettivamente,
tali che ›F1 = ψ1 ◦ F ◦ ϕ−11 sia di classe C∞ in ϕ1(p). Allora:›F2 = ψ2 ◦ F ◦ ϕ−12 = (ψ2 ◦ ψ−11 ) ◦ (ψ1 ◦ F ◦ ϕ−11 ) ◦ (ϕ1 ◦ ϕ−12 )
= (ψ2 ◦ ψ−11 ) ◦›F1 ◦ (ϕ1 ◦ ϕ−12 ).
è di classe C∞ in ϕ2(P ) in quanto composizione di funzioni di classe C∞
(definite sugli opportuni aperti).
È possibile vedere che applicazioni differenziabili sono continue, inoltre:
Proposizione 2.21. Se F : M → N e G : N → L sono applicazioni diffe-
renziabili tra varietà, allora la composizione G◦F : M → L è differenziabile.
16Osservazione: poiché gli aperti U e V possono essere scelti arbitrariamente piccoli, a
patto di restringere l’aperto U , possiamo supporre F (U) ⊆ V .
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Dimostrazione. Preso p ∈M , sappiamo che per ogni carta (U,ϕ) in p, (V, ψ)
in F (p) e (W,φ) in G(F (p)), le applicazioni ‹F = ψ◦F ◦ϕ−1 e ‹G = φ◦G◦ψ−1
sono di classe C∞. Ma allora anche
G̃ ◦ F = φ ◦ (G ◦ F ) ◦ ϕ−1 = (φ ◦G ◦ ψ−1) ◦ (ψ ◦ F ◦ ϕ−1) = ‹G ◦ ‹F
è di classe C∞.
Esempio 2.22 (di diffeomorfismo). Sia ϕ : U → V ⊆ Rn una carta locale
di una varietà M . Allora ϕ è un diffeomorfismo tra U e V , infatti: è un
omeomorfismo (per definizione), e ϕ̃ = id◦ϕ◦ϕ−1 = id e fiϕ−1 = ϕ◦ϕ−1◦id =
id sono di classe C∞.
2.1.3 Spazio tangente
Come definire il concetto di “vettore tangente” a una varietà in un suo punto?
Una prima idea, come già osservato per le superfici, potrebbe essere quel-
la di affermare che un vettore tangente ad una varietàM in un suo punto p è
un vettore tangente ad un arco di curva σ, passante per p e contenuta in M .
Tuttavia, questo approccio è alquanto scomodo17, e perciò non sarà oggetto
della nostra trattazione.
Abbiamo poi individuato (anche) una caratterizzazione intrinseca per il piano
tangente ad una superficie in un suo punto, introducendo i germi di funzioni
differenziabili. Ci proponiamo così di estendere, alle varietà n-dimensionali,
quanto visto in (1.1.3):
Definizione 2.23. Siano M una varietà, p ∈M . Sia poi
F = {(U, f) | U ⊆M intorno aperto di p in M, f ∈ C∞(U)}.
Definiamo una relazione di equivalenza ∼ su F ponendo: (U, f) ∼ (V, g) se
esiste intorno aperto W ⊆ U ∩ V di p in M tale che f |W = g|W .
C∞(p) = F/ ∼ è lo spazio dei germi delle funzioni di classe C∞ in p,
ed fp ∈ C∞(p) è un germe di f in p. Un elemento (U, f) della classe di
17La derivata prima di una funzione che descrive un arco di curva rappresenta, dal
punto di vista fisico, il vettore velocità. L’idea sarebbe dunque quella di considerare tutte
le derivate prime (valutate nel punto p) delle curve passanti per quel punto e contenute in
M ; per fare ciò occorre però utilizzare le carte locali (al fine di risursi ad archi di curve in
Rn), e quindi controllare che la costruzione ottenuta sia indipendente dalla loro scelta.
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equivalenza fp = [(U, f)] è detto rappresentante di fp18.
Se sarà necessario ricordare la varietà su cui stiamo lavorando, scriveremo
C∞M (p) al posto di C∞(p).
È possibile vedere, tramite un risultato del tutto analogo al Lemma (1.26),
che la seguente
Definizione 2.24. Siano f, g ∈ C∞(p) due germi in p ∈ M , con M una
varietà. Denotiamo con f + g ∈ C∞(p) il germe rappresentato da (U ∩V, f +
g), dove (U, f) e (V, g) sono due rappresentanti di f e g rispettivamente.
Analogamente, denotiamo con fg ∈ C∞(p) il germe rappresentato da (U ∩
V, fg) e, dato λ ∈ R, con λf ∈ C∞(p) il germe rappresentato da (U, λf).
Infine, per ogni f = [(U, f)] ∈ C∞(p), definiamo il suo valore f(p) ∈ R in p
ponendo f(p) = f(p).
è ben posta e che, in questo modo, C∞(p) ha una struttura di R-algebra.
Definiamo il pull-back di una mappa differenziabile:
Definizione 2.25. Data F : M → N un’applicazione differenziabile tra va-
rietà, e p ∈M , definiamo la mappa19
F ∗p : C∞N (F (p)) −→ C∞M (p)
g = [(V, g)] 7−→ F ∗p (g) = g ◦ F = [(F−1(V ), g ◦ F )].
Possiamo ora dare la definizione ufficiale di vettore tangente.
Definizione 2.26. Sia M una varietà, e p ∈ M . Una derivazione in p è
un’applicazione R-lineare D : C∞(p)→ R che soddisfa la regola di Leibniz:
D(fg) = f(p)D(g) + g(p)D(f), ∀ f, g ∈ C∞(p).
Definizione 2.27. Lo spazio tangente TpM a M in p è l’insieme D(C∞(p))
di tutte le derivazioni in p20. Un elemento D ∈ TpM è detto vettore tangente
a M in p. Chiaramente, TpM è uno spazio vettoriale reale21.
18Per rendere la notazione più leggera, d’ora in poi scriveremo f in luogo di fp (ossia
ometteremo l’indicazione, a pedice, del punto in cui si considera il germe di una funzione).
19Di nuovo, la mappa è ben definita, è un omomorfismo di R-algebre, e soddisfa il Lemma
(1.30) per varietà; in particolare, se (U,ϕ) è una carta in p ∈M , allora ϕ∗p : C∞(ϕ(p))→
C∞(p) è un isomorfismo di R-algebre.
20È evidente che se U ⊆M è un aperto, allora TpU = TpM per ogni p ∈ U .
21D(C∞(p)) ha una struttura naturale di R-spazio vettoriale: se D1, D2 ∈ D(C∞(p)),
allora D1 +D2 ∈ D(C∞(p)); inoltre, ∀λ ∈ R, λD1 ∈ D(C∞(p)).
2.1 Varietà differenziabili 61
Esempio 2.28 (La derivata direzionale). Sia M = Rn. Dato p ∈ Rn, lo
spazio tangente TpRn è lo stesso Rn.
A qualsiasi vettore v = (v1, . . . , vn) ∈ TpRn ∼= Rn possiamo associare una de-
rivazione in p: la derivata parziale nella direzione di v (o derivata direzionale














Osservazione 2.29 (Derivazioni e carte locali). Sia (U,ϕ) una carta locale in
p ∈M . Siano (x1, . . . , xn) le coordinate in Rn, dove n è la dimensione della




∈ TpM , che generalizzi
alle varietà la nozione di derivata parziale in una direzione coordinata22.
Dato f = [(V, f)] ∈ C∞(p), possiamo supporre che V ⊆ U23.














intuitivamente, ∂i|p ∈ TpM è il vettore tangente lungo la curva su M che
si ottiene come antiimmagine dell’i-esimo asse coordinato, tramite la carta
locale ϕ.








che costituiscono una base di TqRn ∼= Rn, ∀q ∈ Rn; esse corrispondono ai vettori e1, . . . , en
della base canonica di Rn (tramite l’identificazione TqRn ∼= Rn).
23Se V 6⊆ U , poiché abbiamo a disposizione un’intera classe di equivalenza di coppie, ci
basta sostituire V con un aperto più piccolo contenente il punto p.





(f); inoltre, se non ci




25È facile verificare che ∂i|p(f) è ben definito (non dipende dal rappresentante (V, f)
scelto) e che ∂i|p è, in effetti, una derivazione in p. Ovviamente, la definizione di ∂i|p non
è intrinseca, in quanto dipende dalla carte locale (U,ϕ) scelta, mentre D(C∞(p)) è definito
in modo canonico (esso dipende solo dal punto p e non dalla scelta di una carta locale).
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Definizione 2.30. Sia F : M → N un’applicazione differenziabile tra varie-
tà. Il differenziale di F in p ∈M è l’applicazione lineare
dFp : TpM −→ TF (p)N
D 7−→ D ◦ F ∗p ,
per ogni derivazione D ∈ TpM ; in altre parole,
dFp(D)(g) = (D ◦ F ∗p )(g) = D(g ◦ F ), ∀g ∈ C∞(F (p)).
Il differenziale gode delle usuali proprietà:
Proposizione 2.31. (i) d(idM)p = idTpM ∀p ∈M , con M varietà;
(ii) Se F : M → N e G : N → L sono applicazioni differenziabili tra varietà,
e p ∈M , allora d(G ◦ F )p = dGF (p) ◦ dFp;
(iii) Se F : M → N è un diffeomorfismo, allora dFp è invertibile con inversa
(dFp)−1 = d(F−1)F (p) ∀p ∈M .
Dimostrazione. (i) d(idM)p(D) = D ◦ (idM)∗p = 26D, ∀D ∈ TpM.
(ii) Sia D ∈ TpM . Dalla definizione di differenziale e dalle proprietà del pull-
back, si ha: d(G◦F )p(D) = D◦(G◦F )∗p = D◦(F ∗p ◦G∗F (p)) = (D◦F ∗p )◦G∗F (p) =
dFp(D) ◦G∗F (p) = dGF (p)(dFp(D)) = (dGF (p) ◦ dFp)(D).
(iii) Segue da (i) e da (ii) ponendo G = F−1.
Il prossimo obiettivo è dimostrare che lo spazio tangente in un punto
a una varietà n-dimensionale è uno spazio vettoriale di dimensione finita
esattamente n27. Ci servirà il seguente risultato:
Lemma 2.32. 28 Siano x0 = (x10, . . . , xn0 ) ∈ Rn e sia f ∈ C∞(x0). Allora
esistono dei germi g1, . . . , gn ∈ C∞(x0) tali che gj(x0) = ∂f∂xj (x0) e




dove xj ∈ C∞(x0) è il germe rappresentato dalla j-esima funzione coordinata.
26Quest’ultima uguaglianza discende dal Lemma (1.30), applicato alle varietà.
27È esattamente la generalizzazione di quanto osservato per le superfici: il piano tangente
a una superficie in un punto è uno spazio vettoriale di dimensione 2, isomorfo allo spazio
delle derivazioni in quel punto.
28Questo lemma vale solo per (germi di) funzioni di classe C∞. Se invece f ∈ Cr(x0)
con r <∞, allora si avrebbe ∂f∂xj ∈ C
r−1(x0) e quindi anche il germe gj sarebbe solamente
di classe Cr−1.
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Dimostrazione. Sia (U, f) un rappresentante di f ∈ C∞(x0); eventualmente



































(x0 + t(x− x0))dt.







(x0 + t(x− x0))dt.
Proposizione 2.33. (i) Siano U ⊆ Rn un aperto, x0 ∈ U e si consideri
ι : Rn −→ Tx0U








ι è un isomorfismo di spazi vettoriali.
(ii) Data una varietà differenziabileM di dimensione n, e p ∈M , allora TpM
è uno spazio vettoriale di dimensione n. In particolare, se ϕ = (x1, . . . , xn)









è una base di TpM .
Dimostrazione. (i) L’applicazione ι è chiaramente lineare; dobbiamo dimo-
stare che è biettiva.








(x0) = vh 6= 0,
dove xh ∈ C∞(x0) è il germe rappresentato da (Rn, xh), con
xh : Rn −→ R
q = (q1, . . . , qn) 7−→ xh(q) = qh.
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Perciò ι(v) 6= 0, ossia non è la derivazione identicamente nulla.
Suriettività: data D ∈ Tx0U , cerchiamo v = (v1, . . . , vn) ∈ Rn tale che
D = ι(v). Poniamo vj = D(xj), dove xj ∈ C∞(x0), e verifichiamo che































Abbiamo così dimostrato che D = ι(v).
(ii) Sia (U,ϕ) una carta locale in p ∈M . Abbiamo già osservato nell’Esempio
(2.22) che ϕ : U → ϕ(U) ⊆ Rn è un diffeomorfismo tra varietà; si deduce
allora che dϕp : TpU = TpM → Tϕ(p)ϕ(U) ∼= Rn è un isomorfismo di spazi
vettoriali. Quindi TpM è uno spazio vettoriale di dimensione n = dimM .
Infine, le derivazioni ∂1|p, . . . , ∂n|p sono le immagini, tramite (dϕp)−1, dei
vettori della base canonica di Tϕ(p)ϕ(U) ∼= Rn, quindi sono una base di
TpM .
2.2 Fibrati
Abbiamo appena visto che ad ogni punto di una varietà n-dimensionale è
possibile associare uno spazio vettoriale della stessa dimensione n, lo spazio
tangente. Uno dei motivi per cui la struttura di varietà è così utile è che l’u-
nione disgiunta degli spazi tangenti ad una varietà è, a sua volta, una varietà;
questo è il primo esempio di una categoria di oggetti piuttosto importanti, a
cui dedicheremo la prossima sezione: i fibrati vettoriali.
29Osservazione: se D ∈ TpM è un vettore tangente ad una varietà M in un punto
p ∈M , allora D(c) = 0 per ogni costante c ∈ R, infatti:
D(1) = D(1 · 1) = D(1) · 1 + 1 ·D(1),
per cui D(1) = 0 e quindi D(c) = cD(1) = 0 per ogni c ∈ R.
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2.2.1 Fibrati vettoriali
Definizione 2.34. Un fibrato vettoriale (reale) di rango r su una varietà M
(detta base del fibrato) è una funzione differenziabile suriettiva π : E → M ,
dove E è una varietà (detta spazio totale del fibrato), soddisfacente le seguenti
proprietà:
(i) ∀p ∈ M , l’insieme Ep = π−1(p) (detto fibra di E sopra p) è uno spazio
vettoriale (reale) di dimensione r;
(ii) ∀p ∈ M , esiste un intorno aperto U ⊆ M di p e un diffeomorfismo
χ : E|U = π−1(U) → U × Rr (detto trivializzazione locale di E), tale che il
seguente diagramma





commuti (dove p1 è la proiezione sulla prima coordinata), e tale che la restri-
zione di χ a ciascuna fibra, χ|p : Ep = π−1(p)→ {p}×Rr, sia un isomorfismo
di spazi vettoriali, ∀p ∈ U .
In altre parole, un fibrato vettoriale π è un modo differenziabile di asso-
ciare, a ciascun punto p di una varietà M , uno spazio vettoriale π−1(p)30.
Esempio 2.35 (Fibrato triviale). Se M è una varietà, allora E = M ×Rr,
con la proiezione π : M × Rr → M sulla prima coordinata, è un fibrato
vettoriale di rango r, detto fibrato triviale.
L’esempio successivo sarà fondamentale per definire campi di vettori tan-
genti, anche detti campi vettoriali, su una varietà M , cioè funzioni che, ad
ogni punto p della varietà, associano un vettore v ∈ TpM . Sappiamo però
che spazi tangenti in punti distinti di una varietà, sebbene abbiano la stessa
dimensione (pari a quella della varietà), sono diversi; abbiamo quindi bisogno
di “raccoglierli” in un unico nuovo oggetto:
30Se non c’è pericolo di confusione, useremo semplicemente lo spazio totale E per
indicare un fibrato vettoriale π : E →M , sottintendendo la proiezione π.
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32 = {(p, v) | p ∈M, v ∈ TpM},
con
π : TM −→ M
(p, v) 7−→ p
la proiezione. Vediamo che TM , con la mappa π, è un fibrato vettoriale (di
rango n), detto fibrato tangente di M .
(i) Per ogni p ∈M , la fibra di TM sopra p è
π−1(p) = {(p, v) | v ∈ TpM} ∼= 33TpM,
che sappiamo essere uno spazio vettoriale reale di dimensione n.
(ii) Sia (U,ϕ) una carta locale per M in p, ϕ = (x1, . . . , xn); essa determina,









di TpM34. L’esistenza di
questa base permette di identificare35 TpM con Rn, ∀p ∈ U , infatti36
TpM ←̃→ Rn
v = vi∂i|p ↔ (v1, . . . , vn).
31In Rn non esiste un analogo del fibrato tangente: se M = U ⊆ Rn è un aperto, allora
TpU ∼= Rn, ∀p ∈ U ; un campo di vettori tangenti su U è semplicemente una funzione
avente per dominio U e per codominio Rn.
32Abbiamo bisogno di considerare l’unione disgiunta
⊔
perché vettori tangenti ad M
in punti distinti sono considerati diversi in quanto appartenenti a spazi tangenti, benché
isomorfi a Rn, diversi.
33Naturalmente, essendo il punto p fissato, i due insiemi si possono identificare ∼= (non
sono uguali perché il primo è un insieme di coppie, mentre il secondo ha per elementi dei
vettori). Possiamo quindi immaginare il fibrato tangente come un’unione di fibre, una per
ciascun punto della varietà.









+ · · · + vn ∂∂xn
∣∣
p
; in questo caso, si potrebbe scrivere soltanto
(vi) = (v1, . . . , vn), e questo è un “vettore” (vettore colonna).
35Questa identificazione non è canonica, in quanto dipende dalla carta locale: scegliendo
un’altra carta locale in p, cambiano le coordinate locali, e così anche la base dello spazio
vettoriale TpM ; pertanto, allo stesso vettore v verranno associate coordinate diverse.
36Attenzione: d’ora in poi useremo la convenzione di Einstein sugli indici ripetuti: se
lo stesso indice appare due volte in una formula, una volta in basso e una volta in alto,
supporremo sottintesa una sommatoria su tutti i possibili valori di quell’indice. In questo





Poiché quanto appena detto vale per ogni p ∈ U , possiamo estendere l’iso-
morfismo al fibrato tangente di M , ristretto all’aperto U :
χ : TM |U =
⊔
p∈U TpM −̃→ U × Rn
(p, v = vi∂i|p) −→ (p, (v1, . . . , vn)).
Tale mappa soddisfa p1 ◦ χ = π; inoltre, per la Proposizione (2.33),
χ|p : TM |p = π−1(p) ∼= TpM −̃→ {p} × Rn
è un isomorfismo di spazi vettoriali.
Infine, le identificazioni
TM |U −̃→ U × Rn −̃→ ϕ(U)× Rn ⊆ R2n
permettono di identificare TM |U con un aperto di R2n, e quindi definiscono
delle carte locali su TM . Si può verificare che le funzioni di transizione
associate a queste carte locali sono di classe C∞ e pertanto, si ottiene una
struttura di varietà differenziabile su TM , di dimensione 2n = 2 dimM .
Per quanto riguarda la proiezione π : TM →M , localmente si ha
TM |U ϕ(U)× Rn ⊆ R2n




da cui si deduce che π : TM →M è una funzione differenziabile tra varietà.
Ovviamente, tutte le operazioni che si possono fare sugli spazi vettoriali
si possono estendere ai fibrati vettoriali: basta farle sulle fibre, che sono degli
spazi vettoriali!
Esempio 2.37 (Fibrato duale). Dato un fibrato vettoriale E su una varietà




E∗p , dove E∗p = Hom(Ep,R).
Possiamo quindi definire il fibrato vettoriale duale del fibrato tangente:
68 Varietà
Esempio 2.38 (Fibrato cotangente). Sia M una varietà differenziabile di
dimensione n. Il fibrato cotangente T ∗M diM è il (fibrato vettoriale di rango
n) duale del fibrato tangente TM di M37.




T ∗pM = {(p, α) | p ∈M,α ∈ T ∗pM38 = Hom(TpM,R)},
con la proiezione
π : T ∗M −→ M
(p, α) 7−→ p.










costituiscono una base per
TpM , per ogni p ∈ U ; indichiamo allora la base (duale) di T ∗pM con {dx1|p, . . . , dxn|p}39.
Per definizione di base duale, abbiamo che:



















Osservazione 2.39. Relativamente all’esempio precedente, verifichiamo che








di TpM . Sia
xi : M ⊇ U −→ R
p 7−→ xi(p).
40
37Possiamo quindi associare ad una varietà differenziabile M due fibrati vettoriali, de-
finiti entrambi in modo canonico: il fibrato tangente TM (poiché lo spazio tangente ad
M in p ∈ M è definito in modo canonico come D(C∞(p)) ed il fibrato cotangente T ∗M
(poiché il duale è definito in modo canonico).
38T ∗pM è detto spazio cotangente alla varietà M nel punto p.
39Un generico elemento dello spazio cotangente T ∗pM si scrive pertanto nella forma
αidx
i|p = α1dx1|p + · · ·+ αndxn|p, dove αi ∈ R; in questo caso, si potrebbe scrivere solo
(αi) = (α1, . . . , αn), e questo è un “covettore” (vettore riga).
40xi è l’i-esima coordinata di un sistema di coordinate locali dato da (U,ϕ). Per abuso
di notazione, indichiamo qui con xi la funzione che, ad ogni punto dell’aperto U della
varietà M , associa la sua i-esima coordinata o, meglio, xi(p) = xi(ϕ(p)), ∀p ∈ U .
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Il differenziale in p di questa funzione è l’applicazione lineare
dxip : TpM = TpU → Txi(p)R ∼= 41R,
quindi dxip ∈ T ∗pM ; rimane da verificare che dxip è un elemento della base


























Pertanto, {dx1p, . . . , dxnp} è la base di T ∗pM , duale della base {∂1|p, . . . , ∂n|p}.
Possiamo così unificare la notazione e porre:
dxi|p = dxip.
2.2.2 Sezioni di fibrati e tensori
Per studiare un fibrato vettoriale risulta molto utile esaminare le applicazioni
dalla base a valori nello spazio totale del fibrato, che associano ad ogni punto
della base un elemento della fibra sopra quel punto.
Definizione 2.40. Sia π : E → M un fibrato vettoriale su una varietà M .
Una sezione di E è un’applicazione (differenziabile) s : M → E tale che
π ◦ s = idM , cioè tale che s(p) ∈ Ep, ∀p ∈M . Se U ⊆M è un aperto di M ,
un’applicazione (differenziabile) s : U → E tale che π◦s = idU sarà chiamata
sezione locale di E su U42.
L’insieme43 delle sezioni di E suM verrà indicato con E(M), mentre quel-
lo delle sezioni di E su un aperto U di M con E(U).






42Nella definizione appena data, s(p) = (p, v), dove v ∈ Ep per ogni p ∈M ; dal momento
però che la prima componente di s(p) è identicamente uguale a p, possiamo trascurarla e
scrivere s(p) = v ∈ Ep. Quindi, una sezione di un fibrato è semplicemente un “campo di
vettori”, ossia una funzione che, ad ogni punto di M , associa un vettore.
43Tale insieme ha una struttura di spazio vettoriale, infatti: se s1, s2 : M → E sono due
sezioni di E su M , con s1(p) = v1 e s2(p) = v2, allora possiamo definire la sezione somma
s1 + s2 : M → E ponendo (s1 + s2)(p) = v1 + v2; allo stesso modo, ∀λ ∈ R, la sezione
λs1 : M → E è definita ponendo (λs1)(p) = λv1.
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Lo studio della Geometria Differenziale richiede non solo l’Algebra Lineare,
ma anche nozioni di base di Algebra Multilineare, la branca della Matematica
che studia la struttura e le proprietà delle applicazioni multilineari tra spazi
vettoriali. Per questo motivo, abbandoneremo temporaneamente lo studio
delle sezioni, per concentrarci su alcuni principali risultati di Algebra Multi-
lineare.
Vogliamo costruire, a partire da due spazi vettoriali (reali) V e W , nuovi
spazi vettoriali (per mezzo del prodotto tensoriale). Un primo modo (che già
conosciamo dall’Algebra Lineare) è considerare il loro duale:
V ∗ = Hom(V,R) = {ϕ : V → R | ϕ lineare},
W ∗ = Hom(W,R) = {ψ : W → R | ψ lineare}.
Possiamo anche considerare lo spazio vettoriale delle funzioni bilineari (lineari
separatamente in ciascuna delle variabili), che indicheremo con
Bilin(V ×W ) = {g : V ×W → R | g bilineare}.
Date ϕ ∈ V ∗ e ψ ∈ W ∗, la funzione
ϕ⊗ ψ : V ×W −→ R
(v, w) 7−→ ϕ(v)ψ(w)
è bilineare; possiamo così definire
Definizione 2.41. V ∗⊗W ∗ = Bilin(V×W ) = {g : V×W → R | g bilineare}44.
Allo stesso modo, dati U, V,W tre spazi vettoriali (reali) e i loro duali
U∗, V ∗,W ∗, possiamo considerare lo spazio vettoriale delle funzioni trilineari
U∗ ⊗ V ∗ ⊗W ∗ = {g : U × V ×W → R | g trilineare};
44Così potremo scrivere che se ϕ ∈ V ∗, ψ ∈W ∗, allora ϕ⊗ ψ ∈ V ∗ ⊗W ∗.
È possibile verificare che, se {ϕ1, . . . , ϕm} è una base di V ∗ e {ψ1, . . . , ψn} è una base di
W ∗, allora {ϕi ⊗ ψj}i=1,...,m;j=1,...,n è una base di V ∗ ⊗W ∗.





gijϕi ⊗ ψj , gij ∈ R.
Inoltre, dim (V ∗ ⊗W ∗) = (dimV ∗)(dimW ∗).
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possiamo estendere questa costruzione ad un numero finito p di spazi vetto-
riali (reali) V1, . . . , Vp, ottenendo ancora uno spazio vettoriale
V ∗1 ⊗ · · · ⊗ V ∗p = {g : V1 × · · · × Vp → R | gmultilineare}.
Dato uno spazio vettoriale (reale) V e il suo duale V ∗ = Hom(V,R), possiamo
considerare il duale di V ∗ (biduale di V ): V ∗∗ = (V ∗)∗ = Hom(V ∗,R); se V
ha dimensione finita45, esiste un isomorfismo canonico (cioè dipendente solo
da V e non dalla scelta di una base)
V −̃→ V ∗∗
v 7−→ αv,
dove
αv : V ∗ −→ R
ϕ 7−→ αv(ϕ) := ϕ(v) = 〈v, ϕ〉.
Scambiando i ruoli di V e V ∗ e di W e W ∗ nelle costruzioni appena viste,
notiamo che, dati v ∈ V e w ∈ W , la funzione
v ⊗ w : V ∗ ×W ∗ −→ R
(ϕ, ψ) 7−→ 〈v, ϕ〉〈w,ψ〉 = ϕ(v)ψ(w)
è bilineare. Otteniamo così lo spazio vettoriale
Definizione 2.42. 46
V ⊗W = Bilin(V ∗ ×W ∗)
= {g : V ∗ ×W ∗ → R | g bilineare}.
Ovviamente, è lecito considerare anche prodotti tensoriali “misti”, ovvero
V ⊗W ∗, U∗ ⊗ V ∗ ⊗W , e così via.
Sono particolarmente utili alcuni spazi vettoriali ottenuti tramite prodotti
tensoriali in cui i fattori sono tutti uguali ad un fissato spazio vettoriale V o
al suo duale V ∗. Diamo pertanto la seguente
45Ricordiamo che stiamo lavorando solo con spazi vettoriali reali di dimensione finita!
46È possibile verificare, esattamente come prima, che se {v1, . . . , vm} è una base di V
e {w1, . . . , wn} è una base di W , allora {vi ⊗ wj}i=1,...,m;j=1,...,n è una base di V ⊗W .
Quindi, ogni elemento di V ⊗W si scrive (in modo unico) nella forma∑
i=1,...,m
j=1,...,n
aijvi ⊗ wj , aij ∈ R.
Inoltre, dim (V ⊗W ) = (dimV )(dimW ).
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Definizione 2.43. Sia V uno spazio vettoriale reale di dimensione finita.
Allora possiamo costruire i seguenti spazi vettoriali:
T 00 (V ) = T0(V ) = T 0(V ) = R, T 1(V ) = T 10 (V ) = V,
T p(V ) = T p0 (V ) = V ⊗ · · · ⊗ V︸ ︷︷ ︸
p volte
, T1(V ) = T 01 (V ) = V ∗,
Tq(V ) = T 0q (V ) = V ∗ ⊗ · · · ⊗ V ∗︸ ︷︷ ︸
q volte
, T pq (V ) = T p(V )⊗ Tq(V ),
T •(V ) =
⊕
p≥0
T p(V ), T•(V ) =
⊕
q≥0
Tq(V ), T (V ) =
⊕
p,q≥0
T pq (V ).
Chiaramente, dimT pq (V ) = (dimV )p+q, mentre T (V ) ha dimensione infi-
nita. Un elemento di T pq (V ) è detto tensore p-controvariante e q-covariante





, mentre lo spazio T (V ) è detto algebra tensoriale di V 47.
Osservazione 2.44. Un tensore t ∈ T pq (V ) = V ⊗ · · · ⊗ V︸ ︷︷ ︸
p volte
⊗V ∗ ⊗ · · · ⊗ V ∗︸ ︷︷ ︸
q volte
è una funzione multilineare t : V ∗ × · · · × V ∗︸ ︷︷ ︸
p volte
×V × · · · × V︸ ︷︷ ︸
q volte
→ R.
Se {v1, . . . , vn} è una base di V e {v1, . . . , vn} è la base duale di V ∗, allora
una base di T pq (V ) è data da
{vi1 ⊗ · · · ⊗ vip ⊗ vj1 ⊗ · · · ⊗ vjq}i1,...,ip,j1,...,jq∈{1,...,n};
t ∈ T pq (V ) si scrive quindi nella forma
t = ai1...ipj1...jqvi1 ⊗ · · · ⊗ vip ⊗ v
j1 ⊗ · · · ⊗ vjq , ai1...ipj1...jq ∈ R.









Vogliamo ora definire su T (V ) un prodotto.
47Si veda la prossima Definizione (2.45).
48Questo spiega la posizione degli indici p e q nella scrittura T pq (V ).
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Definizione 2.45. Sia V uno spazio vettoriale reale di dimensione finita.
Se t1 ∈ T p1q1 (V ) e t2 ∈ T p2q2 (V ), definiamo t1 ⊗ t2 ∈ T
p1+p2
q1+q2 (V ) ponendo
t1 ⊗ t2(η1, . . . , ηp1+p2 , v1, . . . , vq1+q2) =
= t1(η1, . . . , ηp1 , v1, . . . , vq1)t2(ηp1+1, . . . , ηp1+p2 , vq1+1, . . . , vq1+q2),
∀η1, . . . , ηp1+p2 ∈ V ∗, v1, . . . vq1+q2 ∈ V .
Ricordando che ogni elemento di T (V )49 è somma di un numero finito di
tensori di tipo determinato, per distributività otteniamo il prodotto tensore
(associativo)
⊗ : T (V )× T (V )→ T (V ),
rispetto al quale (T (V ),+,⊗) è un anello; (T (V ),+, λ·) è uno spazio vetto-
riale (reale) e, per ogni λ ∈ R e per ogni t, t̃ ∈ T (V ), abbiamo λ(t ⊗ t̃) =
(λt)⊗ t̃ = t⊗ (λt̃). Pertanto (T (V ),+,⊗, λ·) è una R-algebra.
Osservazione 2.46. Il prodotto tensore non è commutativo, infatti:
consideriamo V = R2 con base canonica {e1, e2} e base duale {e1, e2}.
I tensori e1 ⊗ e2, e2 ⊗ e1 ∈ T 20 (R2) e
e1 ⊗ e2 : (R2)∗ × (R2)∗ −→ R
(e1, e2) 7−→ 〈e1, e1〉〈e2, e2〉 = e1(e1)e2(e2) = 1,
mentre
e2 ⊗ e1 : (R2)∗ × (R2)∗ −→ R
(e1, e2) 7−→ 〈e2, e1〉〈e1, e2〉 = e1(e2)e2(e1) = 0.
Dunque, e1 ⊗ e2 6= e2 ⊗ e1.





, con 1 ≤ r ≤ p e
1 ≤ s ≤ q è l’applicazione lineare Crs : T pq (V )→ T
p−1
q−1 (V ) definita ponendo50
Crs (vi1 ⊗ · · · ⊗ vip ⊗ vj1 ⊗ · · · ⊗ vjq) =
= vjs(vir)vi1 ⊗ · · · ⊗ v̂ir ⊗ · · · ⊗ vip ⊗ vj1 ⊗ · · · ⊗ v̂js ⊗ · · · ⊗ vjq ,
dove l’accento circonflesso indica elementi omessi nel prodotto tensore.




q , ove tpq ∈ T pq (V ) e tpq 6= 0 solo per
un numero finito di indici p e q.
50È sufficiente definire tale funzione lineare sugli elementi della base di T pq (V ) (verrà poi
estesa, per linearità, a tutti gli elementi di T pq (V )).
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Consideriamo T p(V ) (un discorso analogo si può fare per Tq(V )). Un
tensore t ∈ T p(V ) è una funzione multilineare t : V ∗ × · · · × V ∗︸ ︷︷ ︸
p volte
→ R. Se
{v1, . . . , vn} è una base di V , allora {vi1 ⊗ · · · ⊗ vip}i1,...,ip∈{1,...,n} è una base
di T p(V ); quindi t = ai1...ipvi1 ⊗ · · · ⊗ vip , con ai1...ip ∈ R. Dunque,
t(α1, . . . , αp) = ai1...ipα1(vi1) · · ·αp(vip),
dove αj ∈ V ∗, ∀j = 1, . . . , p.
Tra tutte le funzioni multilineari, compresi i tensori, si possono mettere in
evidenza quelle simmetriche oppure quelle antisimmetriche (o alternanti):
Definizione 2.48. Diciamo che t ∈ T p(V ) è simmetrico se
t(ασ(1), . . . , ασ(p)) = t(α1, . . . , αp),
per ogni permutazione σ di {1, . . . , p} e per ogni (α1, . . . , αp) ∈ V ∗ × · · · × V ∗︸ ︷︷ ︸
p volte
;
indicheremo con Sp(V ) ⊆ T p(V ) il sottospazio dei tensori simmetrici p-
controvarianti (con Sp(V ) ⊆ Tp(V ) quello dei tensori simmetrici p-covarianti).
Diciamo che t è alternante (o antisimmetrico) se
t(ασ(1), . . . , ασ(p)) = sgn(σ)51t(α1, . . . , αp),
per ogni permutazione σ di {1, . . . , p} e per ogni (α1, . . . , αp) ∈ V ∗ × · · · × V ∗︸ ︷︷ ︸
p volte
;
indicheremo con ∧p(V ) ⊆ T p(V ) il sottospazio dei tensori alternanti p-
controvarianti (con ∧p(V ) ⊆ Tp(V ) quello dei tensori alternanti p-covarianti).












, se 0 ≤ p ≤ n,
0, se p > n
.
51È noto che ogni permutazione σ del gruppo simmetrico su p elementi Sp, si può
scrivere (non in modo unico) come prodotto di trasposizioni, ma la parità del numero
delle trasposizioni necessarie per scrivere σ lo è. In altre parole, se σ = τ1 · · · τr è una
decomposizione di σ ∈ Sp come prodotto di trasposizioni, il segno sgn(σ) di σ, dato
da sgn(σ) = (−1)r ∈ {±1}, è indipendente dalla particolare decomposizione di σ come
prodotto di trasposizioni.
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Osservazione 2.49. Se p = 2, allora T 2(V ) = S2(V ) ⊕ ∧2(V ), infatti:
ponendo p = 2, si ottiene (da sopra) dimT 2(V ) = dimS2(V ) + dim∧2(V );
inoltre, ogni tensore t ∈ T 2(V ) si può scrivere (in modo unico) come somma
di un tensore simmetrico e di uno antisimmetrico:
v ⊗ w = v ⊗ w + w ⊗ v2︸ ︷︷ ︸
simmetrico
+ v ⊗ w − w ⊗ v2︸ ︷︷ ︸
antisimmetrico
.
Se invece p > 2, è immediato vedere che T p(V ) 6= Sp(V )⊕∧p(V ), in quanto
non è soddisfatta la formula relativa alle dimensioni.
In generale, quindi, non è possibile decomporre un tensore qualunque co-
me somma di un tensore simmetrico e di uno antisimmetrico; però, è sempre
possibile associare ad esso le sue parti, simmetrica e antisimmetrica.
Definiamo la funzione lineare52
S : T p(V ) −→ Sp(V )
vi1 ⊗ · · · ⊗ vip 7−→ 1p!
∑
σ∈Sp vσ(i1) ⊗ · · · ⊗ vσ(ip),
detta operatore di simmetrizzazione, ed il prodotto simmetrico53
 : Sp(V )× Sq(V ) −→ Sp+q(V )
(t1, t2) 7−→ t1  t2 := (p+q)!p!·q! S(t1 ⊗ t2).
Lo spazio vettoriale S(V ) = ⊕p≥0 Sp(V ), dotato del prodotto simmetrico
, è detto algebra simmetrica di V . Analogamente, definiamo la funzione
lineare
A : T p(V ) −→ ∧p(V )
vi1 ⊗ · · · ⊗ vip 7−→ 1p!
∑
σ∈Sp sgn(σ)vσ(i1) ⊗ · · · ⊗ vσ(ip),
detta operatore di antisimmetrizzazione, ed il prodotto esterno54
∧ : ∧p(V )× ∧q(V ) −→ ∧p+q(V )
(t1, t2) 7−→ t1 ∧ t2 := (p+q)!p!·q! A(t1 ⊗ t2).
52Come già fatto per la contrazione, definiamo la funzione sugli elementi della base.
53Ad esempio, dati v, w ∈ S1(V ) = V , abbiamo v ⊗ w ∈ T 2(V ); dunque, applicando
l’operatore di simmetrizzazione, si ha S(v ⊗ w) = 12! (v ⊗ w + w ⊗ v), da cui si ottiene
v  w = 2!1!·1!
1
2! (v ⊗ w + w ⊗ v) = v ⊗ w + w ⊗ v ∈ S
2(V ). Si noti che  è commutativo.
54Ad esempio, dati v, w ∈
∧1(V ) = V , abbiamo v ⊗ w ∈ T 2(V ); dunque, applicando
l’operatore di antisimmetrizzazione, si ha A(v ⊗w) = 12! (v ⊗w −w ⊗ v), da cui si ottiene
v ∧ w = 2!1!·1!
1
2! (v ⊗ w − w ⊗ v) = v ⊗ w − w ⊗ v ∈
∧2(V ).
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Lo spazio vettoriale ∧(V ) = ⊕np=0∧p(V ), dotato del prodotto esterno ∧, è
detto algebra esterna di V .
L’osservazione cruciale è che tutte le costruzioni appena viste si possono
estendere al caso di un fibrato vettoriale E su una varietà M (poiché ba-
sta farle sulle fibre Ep di E, ∀p ∈ M). Dunque, partendo da un fibrato
vettoriale E, siamo in grado di costruire il fibrato duale E∗ e i vari fibrati
tensoriali
T hk (E) = E ⊗ · · · ⊗ E︸ ︷︷ ︸
h volte





Ep ⊗ · · · ⊗ Ep︸ ︷︷ ︸
h volte









l’algebra tensoriale T (E), quella simmetrica S(E) e quella esterna ∧(E). In
particolare, saremo interessati al caso in cui E = TM , quindi E∗ = T ∗M ,








k (T ∗pM), e così via.
Torniamo ora alle sezioni, perché quelle del fibrato tangente e, più in generale,
dei fibrati tensoriali, hanno nomi particolari:
Definizione 2.50. Un campo vettoriale su una varietà M è una sezione
del fibrato tangente TM . Lo spazio vettoriale dei campi vettoriali su M
verrà indicato con T (M). Una k-forma differenziale su M è una sezione
del fibrato ∧k(T ∗M) = ⊔p∈M ∧k(T ∗pM)55. Lo spazio vettoriale delle k-forme










-tensore)) su M è una sezione del fibrato T rs (TM) = T rsM . Lo spazio





verrà indicato con T rs (M).
Osservazione 2.51. Data una carta locale (U,ϕ) per una varietà M in











costituiscono una base per TpM , per ogni p ∈ U .
55Quindi, una k-forma differenziale su M è una funzione che associa, ad ogni punto
p ∈ M , un tensore di ordine k, antisimmetrico, costruito su T ∗pM . In particolare, una
1-forma differenziale su M è una sezione di T ∗M .
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Possiamo quindi indicare con ∂
∂xi
la sezione di TM (cioè il campo di vettori)
∂
∂xi










, . . . , ∂
∂xn
™
sono un riferimento locale (o una base locale) di












di TpM , per ogni p ∈ U , le sezioni {dx1, . . . , dxn} di
T ∗M
dxi : U −→ T ∗M
p 7−→ dxip
sono un riferimento locale per T ∗M su U56.
Esempio 2.52 (1-forma). Data una funzione differenziabile f : M → R,
dfp : TpM → Tf(p)R ∼= R, ∀p ∈M , quindi dfp ∈ T ∗pM . Il differenziale di f
df : M −→ T ∗M
p 7−→ (p, dfp)
è una sezione del fibrato cotangente T ∗M (una 1-forma differenziale su M).


































ossia troviamo la derivata direzionale di f nella direzione di v.
Concludiamo con alcune nozioni e risultati che utilizzeremo in seguito57:
56Le sezioni dxi sono 1-forme differenziali suM . Deduciamo che un riferimento locale per
il fibrato
∧k(T ∗M) è costituito dalle k-forme differenziali {dxi1 ∧ · · · ∧ dxik}1≤i1<···<ik≤n;
dunque, ogni k-forma differenziale, localmente, si scrive∑
1≤i1<···<ik≤n
ai1...ikdx
i1 ∧ · · · ∧ dxik , ∃ai1...ik ∈ C∞(U).
57La prova dei prossimi risultati sarà omessa perché non particolarmente interessante o
utile ai nostri fini. Per approfondimenti in merito, consigliamo la sezione 2.7 di [3].
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Definizione 2.53. Sia M uno spazio topologico. Il supporto di una funzione
f : M → R è l’insieme chiuso
supp(f) = {p ∈M | f(p) 6= 0}.
Proposizione 2.54. Sia K ⊂ M un sottoinsieme compatto di una varietà
differenziabile M , e sia V ⊃ K un intorno aperto di K. Allora esiste una
funzione g ∈ C∞(M) tale che g|K ≡ 1 e supp(g) ⊂ V . In particolare,
g|M\V ≡ 0.
Corollario 2.55. Siano M una varietà differenziabile, p ∈ M e V ⊆ M un
intorno aperto di p. Allora esiste h ∈ C∞(M) tale che h(p) = 0 e h|M\V ≡ 1.
Dimostrazione. Segue dalla Proposizione (2.54), infatti: posto K = {p},
otteniamo g ∈ C∞(M) tale che g(p) = 1 e g|M\V ≡ 0. Infine, poniamo
h = 1− g.
Siamo quindi in grado di estendere funzioni C∞ definite solo su un com-
patto a funzioni C∞ definite su tutta la varietà.
Definizione 2.56. Sia S ⊆M un sottoinsieme di una varietàM . Indichere-
mo con C∞(S) l’insieme delle funzioni f : S → R continue, che ammettono
un’estensione di classe C∞ ad un intorno aperto U di S, cioè tali che esistano
un intorno aperto U di S ed una funzione f̃ ∈ C∞(U), con f̃ |S ≡ f .
Corollario 2.57. Sia M una varietà, K ⊂ M compatto, f ∈ C∞(K), e
W ⊃ K un intorno aperto di K. Allora esiste una funzione f̂ ∈ C∞(M) tale
che f̂ |K ≡ f e supp(f̂) ⊂ W . In particolare, f̂ |M\W ≡ 0.
Ci capiterà di dover incollare oggetti definiti solo localmente, al fine di
ottenere un oggetto globale definito sull’intera varietà. Lo strumento principe
per effettuare questo incollamento è dato dalle partizioni dell’unità.
Definizione 2.58. Un ricoprimento58 di uno spazio topologico M è una fa-
miglia U = {Uα}α di sottoinsiemi di M tali che M =
⋃
α Uα. Se tutti gli Uα
sono aperti diremo che U è un ricoprimento aperto. Un ricoprimento (non
necessariamente aperto) è localmente finito se ogni p ∈ M ha un intorno
U ⊆ M tale che U ∩ Uα 6= ∅ solo per un numero finito di indici α. Infine,
un ricoprimento V = {Vβ}β è un raffinamento di U = {Uα}α se ∀β esiste α
tale che Vβ ⊆ Uα.
58Chiaramente, se un ricoprimento di uno spazio topologicoM è finito (ovvero costituito
da una famiglia di sottoinsiemi Uα finita), è anche localmente finito.
2.2 Fibrati 79
Definizione 2.59. Una partizione dell’unità59 su una varietà M è una fa-
miglia di funzioni {ρα}α, ρα ∈ C∞(M), tale che:
(a) 0 ≤ ρα(x) ≤ 1, ∀x ∈M,∀α;
(b) {supp(ρα)} è un ricoprimento localmente finito di M ;
(c) ∑α ρα(x) ≡ 1, ∀x ∈M60.
Diremo che la partizione dell’unità {ρα}α è subordinata al ricoprimento aper-
to U = {Uα}α se supp(ρα) ⊂ Uα, ∀α.
Un risultato fondamentale è il seguente:
Teorema 2.60. Sia M una varietà differenziabile (di Hausdorff e a ba-
se numerabile). Allora ogni ricoprimento aperto U = {Uα}α ammette una
partizione dell’unità subordinata ad esso.
2.2.3 Parentesi di Lie
Finora abbiamo considerato solamente derivazioni in un punto p, ovvero ap-
plicazioni R-lineari soddisfacenti Leibniz che, preso un germe in p, prima lo
derivano, poi lo valutano in p, dando per risultato un numero reale.
Vogliamo ora parlare di derivazioni in un senso diverso, ovvero operatori che,
data una funzione, restituiscono la derivata della funzione data.
Definizione 2.61. Sia A un’algebra commutativa su un campo K (ad esem-
pio, R o C). Una derivazione di A è un’applicazione K-lineare D : A → A
che soddisfa la regola di Leibniz:
D(ab) = aD(b) +D(a)b, ∀a, b ∈ A.
Poiché descrizioni diverse di uno stesso oggetto sono spesso convenienti,
vediamo una caratterizzazione equivalente per i campi vettoriali:
Proposizione 2.62. Lo spazio vettoriale T (M) dei campi vettoriali su una
varietà M è isomorfo allo spazio vettoriale delle derivazioni della R-algebra
C∞(M) (intesa come nella Definizione (2.61)).
59Attenzione: le partizioni dell’unità esistono solo su varietà di Hausdorff a base
numerabile!
60Tale somma è ben definita poiché, per (b), ha solo un numero finito di addendi non
nulli.
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Dimostrazione. Sia X ∈ T (M) un campo vettoriale su M , X : M → TM ,
conX(p) := Xp ∈ TpM , ∀p ∈M . Per definizione, TpM coincide con l’insieme
D(C∞(p)) di tutte le derivazioni in p. Vogliamo definire una derivazione
X : C∞(M)→ C∞(M).
Sia f ∈ C∞(M) (f : M → R differenziabile); poniamoX(f)(p) = Xp(f), dove
f = [(M, f)] ∈ C∞(p) è il germe di f in p. Per vedere se X(f) ∈ C∞(M),
scriviamo la sua espressione in coordinate locali: data (U,ϕ) una carta locale
in p, ϕ = (x1, . . . , xn), scrivendo X = X i ∂
∂xi
, dove X i ∈ C∞(U), abbiamo
X(f) = X i ∂f
∂xi
, e quindi X(f) ∈ C∞(M), in quanto somma finita di prodotti
di funzioni di classe C∞. Abbiamo così definito una funzione
X : C∞(M) −→ C∞(M)
f 7−→ X(f);
si verifica facilmente che tale funzione è una derivazione di C∞(M) (ciò de-
riva dal fatto che, ∀p ∈M , Xp ∈ TpM è una derivazione in p).
Viceversa, sia X : C∞(M)→ C∞(M) una derivazione di C∞(M). Per prima
cosa, dimostriamo che se f ∈ C∞(M) è nulla in un intorno U di p, allora
X(f)(p) = 0: supponiamo f |U = 0 e sia h ∈ C∞(M) tale che h(p) = 0 e
h|M\U ≡ 1 (una tale h esiste sempre per il Corollario (2.55)). Allora hf ≡ f ,
infatti: se q ∈ U , allora hf(q) = h(q)f(q) = 0 = f(q), mentre se q 6∈ U ,
allora hf(q) = h(q)f(q) = f(q), da cui
X(f)(p) = X(hf)(p) = h(p)X(f)(p) + f(p)X(h)(p) = 0.
Quindi, se f e g coincidono in un intorno di p, allora X(f)(p) = X(g)(p).
Sappiamo inoltre che ogni funzione C∞ definita in un intorno di un punto
può essere estesa ad una funzione C∞ definita su tuttaM (Corollario (2.57));
dunque, per ogni aperto U ⊆M , X definisce una derivazione X : C∞(U)→
C∞(U), e per ogni p ∈M , una derivazioneXp : C∞(p)→ R, definita ponendo
Xp : C∞(p) −→ R
f = [(U, f)] 7−→ Xp(f) := X(f)(p),
61
61 Si noti che tale mappa è ben definita in quanto, preso un altro rappresentante (U ′, f ′)
di f ∈ C∞(p), f ed f ′ coincidono in un aperto W ⊆ U ∩ U ′ contenente il punto p; allora,
per quanto appena visto, si ha X(f)(p) = X(f ′)(p).
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dove X : C∞(U) → C∞(U). Pertanto, alla derivazione di C∞(M), abbiamo
associato una sezione di TM
X : M −→ TM
p 7−→ Xp.
Se (U,ϕ) è un carta locale, ϕ = (x1, . . . , xn), considerata xj ∈ C∞(U), la
funzione che associa ad ogni punto dell’aperto U la sua j-esima coordinata,




la funzione definita p 7→ Xp è di classe C∞.
Definizione 2.63. Sia X ∈ T (M) un campo vettoriale su una varietà M .
Dato p ∈ M , una curva σ : I → M , dove I ⊆ R è un intervallo contenente
l’origine, tale che σ(0) = p e σ′(t) = X(σ(t)), ∀t ∈ I, è detta curva integrale
di X uscente da p.
È possibile vedere62 che, dato un campo vettoriale X ∈ T (M) su una
varietà differenziabile M , per ogni punto p ∈ M , esiste un’unica curva inte-
grale θp (massimale) di X uscente da p definita, a partire da una funzione
Θ: U →M di classe C∞, dove U è un intorno aperto di {0} ×M in R×M ,
nel modo seguente:
θp : Up = {t ∈ R | (t, p) ∈ U} −→ M
t 7−→ θp(t) = Θ(t, p) = θt(p),
dove θt : Ut = {p ∈M | (t, p) ∈ U} →M .
L’interpretazione in (2.62) dei campi vettoriali come derivazioni dell’algebra
delle funzioni differenziabili permette di introdurre una nuova operazione sul-
lo spazio vettoriale dei campi vettoriali.
Se X e Y sono due campi vettoriali su una varietà M , possiamo considerare
X ◦ Y : C∞(M) −→ C∞(M)
f 7−→ X(Y (f));
quest’ultima non è però una derivazione (e quindi non è un campo vettoriale),
infatti63:
X ◦ Y (fg) = X(Y (fg)) = X(fY (g) + Y (f)g) =
= fX(Y (g)) + [X(f)Y (g) + Y (f)X(g)] +X(Y (f))g,
62Per ulteriori approfondimenti, si veda la sezione 3.3 di [3].
63Certamente X ◦ Y è R-lineare, in quanto composizione di funzioni R-lineari; ciò che
non vale per X ◦ Y è, invece, la regola di Leibniz!
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∀f, g ∈ C∞(M). Dal calcolo appena svolto notiamo che X ◦Y −Y ◦X è una
derivazione, infatti soddisfa la regola di Leibniz:
(X ◦ Y − Y ◦X)(fg) = fX(Y (g)) +X(Y (f))g − fY (X(g))− Y (X(f))g,
∀f, g ∈ C∞(M); deduciamo dunque che X ◦Y −Y ◦X è un campo vettoriale.
Definizione 2.64. La parentesi di Lie di X, Y ∈ T (M) è il campo vettoriale
[X, Y ] = X ◦ Y − Y ◦X.
Due campi vettoriali X, Y ∈ T (M) commutano se [X, Y ] ≡ 0.
Proposizione 2.65 (Proprietà della parentesi di Lie). Se X, Y, Z ∈ T (M)
sono campi vettoriali su una varietà M , a, b ∈ R e f, g ∈ C∞(M), allora:
(i) Anticommutatività: [X, Y ] = −[Y,X];
(ii) R-Linearità:
[aX + bY, Z] = a[X,Z] + b[Y, Z], [X, aY + bZ] = a[X, Y ] + b[X,Z];
(iii) Identità di Jacobi: [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0;
(iv) [fX, gY ] = fg[X, Y ] + fX(g)Y − gY (f)X;
(v) Se, in coordinate locali, scriviamo X = Xh∂h e Y = Y k∂k, allora
[X, Y ] = (Xh∂hY k − Y h∂hXk)∂k.
In particolare, [∂h, ∂k] = 0.
Dimostrazione. (i) e (ii) sono ovvie; (iii) è un facile calcolo. Per la (iv),
abbiamo:
[fX, gY ] = (fX)(gY )− (gY )(fX)
= fg(XY ) + fX(g)Y − gf(Y X)− gY (f)X
= fg(XY − Y X) + fX(g)Y − gY (f)X
= fg[XY ] + fX(g)Y − gY (f)X;
in particolare, se f ≡ 1, abbiamo [X, gY ] = g[X, Y ] +X(g)Y , cioè
[X, ·] : T (M) −→ T (M)
Y 7−→ [X, Y ]
si comporta come una “derivazione”. Per ottenere (v), è sufficiente svolgere
i conti in coordinate locali e usare il Teorema (1.60).
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Dato X ∈ T (M) ed una funzione f ∈ C∞(M), abbiamo
X : C∞(M) −→ C∞(M)
f 7−→ X(f),
dove X(f) è la derivata di f nella direzione specificata dal campo X. In
coordinate locali, se X = Xh∂h, allora X(f) = Xh ∂f∂xh , e quest’ultima è
proprio la definizione di derivata direzionale di f nella direzione del vettore
avente per componenti le Xh.
Vorremmo ora misurare la variazione di un campo vettoriale Y ∈ T (M)
lungo le curve integrali di un altro campo X ∈ T (M), ossia calcolare la
derivata del campo Y nella direzione data da X.
Partiamo dal caso più semplice di Rn: se M = U ⊆ Rn aperto, un campo di
vettori Y ∈ T (U) è una funzione
Y : U −→ Rn
p 7−→ Y (p) = (Y 1(p), . . . , Y n(p)),
dove le funzioni
Y j : U −→ R
p 7−→ Y j(p), ∀j = 1, . . . , n,
sono di classe C∞ in U . In questo caso, allora, derivare il campo Y ∈ T (U)
nella direzione specificata da un altro campo X ∈ T (U) significa considerare
la derivata direzionale di ciascuna delle Y j ∈ C∞(U) nella direzione specifi-
cata dal campo X: X(Y ) = (X(Y 1), . . . , X(Y n)).
In una varietà differenziabile M generica, le cose si fanno più complicate.
Una prima idea per calcolare la derivata di Y ∈ T (M) lungo la direzione data
dal campo X ∈ T (M) potrebbe essere quella di considerare limt→0 Y (q)−Y (p)t ,
dove il punto q è ottenuto dal punto p per mezzo di uno spostamento “infini-
tesimo” lungo la curva integrale di X uscente da p. Poiché però Y (q) ∈ TqM
e Y (p) ∈ TpM , non ha senso farne la differenza! Ma allora, preso Y (q) come
sopra e “riportato indietro” lungo la curva integrale del campo X uscente da
p per un tempo pari a t, otteniamo un elemento di TpM , ed è così consentito
farne la differenza con Y (p)! È naturale, quindi, la seguente
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Definizione 2.66. Dati X, Y ∈ T (M), la derivata di Lie di Y lungo X è il
campo vettoriale LXY ∈ T (M) definito da64






Proposizione 2.67. Se X, Y ∈ T (M), allora LXY = [X, Y ].
Dimostrazione. Si veda la sezione 3.4 di [3].
2.3 Strutture su varietà
Finora abbiamo studiato la Geometria Differenziale delle varietà basandoci
esclusivamente sulla struttura differenziale a disposizione, senza usare strut-
ture ulteriori. In molte situazioni si trovano invece varietà dotate di una
struttura aggiuntiva, e diventa perciò interessante studiare le conseguenze
geometriche di questa struttura.
L’esempio più evidente di varietà con strutture aggiuntive è Rn. Il prodotto
scalare canonico permette di introdurre una struttura metrica su Rn, con la
possibilità di misurare la lunghezza dei vettori tangenti, la lunghezza di cur-
ve, e la distanza tra due punti. Una struttura meno evidente (correlata con
il prodotto scalare canonico) è conseguenza del fatto che i campi vettoriali si
possono identificare con lo spazio C∞(Rn,Rn).
La struttura indotta dal prodotto scalare canonico è un esempio di metrica
Riemanniana su una varietà, mentre la derivazione di un campo vettoriale
nella direzione data da un altro è un esempio di connessione.
Infine, su ogni varietà si possono definire infinite connessioni e infinite metri-
che Riemanniane, con il vantaggio di poter scegliere in ogni occasione quella
più adeguata al problema specifico che si vuol risolvere.
64
θ−t : M −→ M
q 7−→ p ;
ricordando la definizione di differenziale, abbiamo
d(θ−t)q : TqM −→ Tθ−t(q)M = TpM
Y (q) = Yq 7−→ d(θ−t)q(Yq) = d(θ−t)q(Y ).
65Se LXY ≡ 0, il campo Y è costante lungo le curve integrali del campo X.
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2.3.1 Connessioni
Dati due campi vettoriali X, Y ∈ T (M) su una varietà differenziabile M ,
abbiamo già introdotto un oggetto che permette di calcolare la derivata di Y
lungo X: la derivata di Lie. Ci poniamo la seguente domanda: “la derivata
di Lie è l’analogo della derivata direzionale in Rn?”. Per rispondere a questa
domanda, andiamo ad elencare tutte le proprietà della derivata direzionale
in Rn, per poi vedere se sono interamente soddisfatte dalla derivata di Lie,
e quindi stabilire se i due oggetti si “comportano” esattamente allo stesso
modo o meno.
Sia M = U ⊆ Rn un aperto e consideriamo X, Y ∈ T (U).
Poiché ∀p ∈ U , TpU = TpRn ∼= Rn, X e Y possono essere pensati come
funzioni X, Y : U → Rn di classe C∞. Dunque, possiamo dire che, ∀p ∈ U , la
“derivata di Y lungo X” coincide con la derivata direzionale della funzione
Y : U → Rn nella direzione data dal vettore X(p) = Xp ∈ Rn:
∂XY |p := ∂XpY |p.
∂X è una derivazione, infatti:
(i) ∂X(Y1 + Y2) = ∂XY1 + ∂XY2, ∀X, Y1, Y2 ∈ T (U);
(ii) ∂X(fY ) = X(f)Y + f∂XY, ∀X, Y ∈ T (U), f ∈ C∞(U);
inoltre si ha:
(iii) ∂X1+X2Y = ∂X1Y + ∂X2Y, ∀X1, X2, Y ∈ T (U);
(iv) ∂fXY = f∂XY, ∀X, Y ∈ T (U), f ∈ C∞(U)66.
La derivata di Lie LXY soddisfa certamente le proprietà (i), (ii) (poiché
è una derivazione) e (iii) (per la linearità delle parentesi di Lie), ma non
soddisfa (iv), infatti:
LfXY = [fX, Y ] = −[Y, fX] = −LY (fX) =
= −Y (f)X − fLYX = −Y (f)X + fLXY.
Quindi, la derivata di Lie, pur essendo una generalizzazione del concetto di
derivata direzionale, non ha esattamente tutte le proprietà delle classiche de-
66Le proprietà (i)-(iv) dicono che l’operatore ∂XY è C∞(U)-lineare in X, ma solamente
R-lineare in Y .
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rivate direzionali in Rn!67
Data una varietà M , ci poniamo il problema di definire la derivata lungo
un campo di vettori X ∈ T (M) di un campo vettoriale Y ∈ T (M) o, più
in generale, la derivata lungo X di una sezione s di un fibrato vettoriale E
su M . Sia π : E →M un fibrato vettoriale su una varietà differenziabile M ,
e sia X ∈ T (M); sia poi s : U → E una sezione locale di E su un aperto
U ⊆M . “Come definire la derivata di s lungo X?”.
Un primo tentativo potrebbe essere il seguente: dato p ∈ U , sia γ la curva







ma la differenza s(γ(t))−s(γ(0)) è priva di significato: s(γ(t)) ∈ Eγ(t), mentre
s(γ(0)) ∈ Eγ(0) e i due spazi vettoriali, benché isomorfi (in quanto aventi la
stessa dimensione, pari al rango del fibrato E), sono diversi.
Un altro approccio potrebbe essere quello di sfruttare la trivializzazione locale
di un fibrato vettoriale, per definire la derivata di s lungo X localmente, su
ogni aperto Ui che trivializza il fibrato, derivando, nella direzione del campo
X, le rappresentazioni locali s̃i di s; anche questo secondo tentativo fallisce,
poiché nell’intersezione di due aperti Ui e Uj che trivializzano il fibrato, viene
meno la compatibilità tra le derivazioni delle rappresentazioni locali s̃i e s̃j
della sezione s.
In conclusione, non esiste, in generale, alcun modo intrinseco di definire la
derivata di una sezione di un fibrato vettoriale lungo un campo di vettori.
Per fare ciò dobbiamo introdurre una struttura aggiuntiva:
Definizione 2.68. 68 Sia π : E →M un fibrato vettoriale su una varietà M .
67La derivata di Lie si comporta in modo diverso dalla classica derivata direzionale;
tale osservazione ci porta alla ricerca di una nuova costruzione che sia, in qualche modo,
l’esatta estensione della derivata direzionale in Rn. Questa ricerca è quindi essenziale per
due motivi: la derivata di Lie non soddisfa (iv) e, sebbene essa si possa estendere a campi
tensoriali, non è possibile definirla per fibrati vettoriali qualunque: dato un campo di
vettori X ∈ T (M) ed una sezione s di E su M , la derivata di Lie di s nella direzione del
campo X non è definita!
68Questo da noi scelto non è l’unico modo disponibile per definire il concetto di connes-
sione; ne esistono diversi altri, tutti equivalenti, ognuno con i propri vantaggi e svantaggi.
Per approfondire, invitiamo alla lettura delle sezioni 6.3-6.4 di [3].
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Una connessione su E è una funzione
∇ : T (M)× E(M) −→ E(M)
(X, s) 7−→ ∇Xs,
tale che69
(a) ∇Xs è C∞(M)-lineare in X:
∇f1X1+f2X2s = f1∇X1s+ f2∇X2s,
∀X1, X2 ∈ T (M), f1, f2 ∈ C∞(M), s ∈ E(M);
(b) ∇Xs è R-lineare in s:
∇X(a1s1 + a2s2) = a1∇Xs1 + a2∇Xs2,
∀X ∈ T (M), s1, s2 ∈ E(M), a1, a2 ∈ R;
(c) ∇ soddisfa la regola di Leibniz:
∇X(fs) = f∇Xs+X(f)s,
∀X ∈ T (M), s ∈ E(M), f ∈ C∞(M).
La sezione ∇Xs70 è detta derivata covariante di s lungo X.
Infine, una connessione su E = TM è detta connessione lineare su M .
Esempio 2.69 (Connessione piatta). Su un fibrato vettoriale triviale (Esem-
pio (2.35)) E = M ×Rr esiste una connessione canonica, detta connessione
piatta, infatti:
Una sezione s ∈ E(M) è data da
s : M −→ M × Rr
p 7−→ (p, (s1(p), . . . , sr(p))),
dove si : M → R sono di classe C∞, ∀i = 1, . . . , r.
Se X ∈ T (M), possiamo definire la connessione ∇Xs ponendo
∇Xs : M −→ M × Rr
p 7−→ (p, ((Xs1)(p), . . . , (Xsr)(p))).
69Chiediamo esplicitamente che questo operatore soddisfi analoghe proprietà della
classica derivata direzionale in Rn.
70Tale scrittura va intesa come la derivata della sezione s nella direzione del campo X.
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Poiché questi oggetti sono stati introdotti in modo assiomatico, sorge
spontaneo chiedersi se esistono oppure no.
Proposizione 2.70. Ogni fibrato vettoriale π : E → M ammette una con-
nessione.
Dimostrazione. 71 Sia {(Uα, ϕα)}α un atlante di M che trivializza il fibrato
vettoriale E e sia {ρα}α una partizione dell’unità subordinata al ricoprimento
aperto {Uα}α (esiste per il Teorema (2.60)). Sul fibrato triviale Uα × Rr c’è
una connessione canonica ∇0 (appena visto); l’identificazione χα di Uα ×Rr
con E|Uα permette di definire una connessione∇α su E|Uα . Se s è una sezione
di E|Uα , poniamo ∇αXs := χ−1α (∇0X(χα ◦ s))72. Dato che ρα ≡ 0 su M \Uα, il
prodotto ρα∇αX è definito sull’intera varietà M .





Le proprietà (a) e (b) della Definizione (2.68) sono chiaramente soddisfatte






















dunque ∇ è una connessione su E.
In Rn, la derivata direzionale in un punto dipende solamente dalla di-
rezione in quel punto e dal comportamento locale dell’oggetto che si vuol
71Si noti che se M è una varietà complessa, ovvero ogni suo punto possiede un intorno
aperto identificabile con un aperto di Cn, le partizioni dell’unità non esistono, e quindi
tale dimostrazione non funziona. Inoltre, l’enunciato è falso: esistono cioè fibrati vettoriali
su varietà complesse che non ammettono alcuna connessione!
72∇α è una connessione, in quanto definita a partire dalla connessione ∇0, ma non è
canonica, poiché dipende dall’indice α; inoltre, essa non è definita sull’intera varietà M ,
ma solamente sull’aperto Uα.
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derivare. È possibile dimostrare che (∇Xs)(p) dipende solo dal valore di X
in p, ossia dal vettore tangente X(p) = Xp ∈ TpM (che fornisce la direzione
lungo la quale calcolare la derivata) e dal comportamento di s in un intorno
di p73: questa ulteriore considerazione porta alla conferma che le connessioni
hanno a tutti gli effetti il diritto di essere considerate derivazioni di sezioni
di un fibrato vettoriale.
Osservazione 2.71. 74 Nella sezione (2.2.3), avevamo introdotto un altro
genere di derivazione di un campo vettoriale Y ∈ T (M) lungo un altro campo
vettoriale X ∈ T (M): la derivata di Lie. Anch’essa, come le connessioni
lineari, può essere pensata come un’applicazione
L : T (M)× T (M) −→ T (M)
(X, Y ) 7−→ LXY = [X, Y ].
Tuttavia, la derivata di Lie non è una connessione lineare75; infatti, pur
soddisfacendo le condizioni (b) e (c) della Definizione (2.68), non soddisfa
la condizione (a), come già notato all’inizio di questa sezione.
Vediamo ora qual è l’espressione locale di una connessione, scegliendo
coordinate locali e un riferimento locale: sia (U,ϕ) una carta locale su M
che trivializza E (cioè χ : E|U→̃U × Rr). I vettori della base canonica di Rr
determinano una base locale per E|U , cioè delle sezioni
ej : U −→ E|U
p 7−→ χ−1
Ä
p, (0, . . . , 1, . . . , 0)
ä
,
tali che {e1(p), . . . , er(p)} è una base della fibra Ep, ∀p ∈ U .
La carta locale (U,ϕ) determina anche una base locale di TM su U data da




∇∂jeh = Γkjhek, ∃Γkjh ∈ C∞(U), con j = 1, . . . , n; h, k = 1, . . . , r.
73In realtà, è possibile dimostrare ancora di più: (∇Xs)(p) dipende solo da X(p) ∈ TpM
e dal comportamento di s ristretto ad una curva γ : (−ε, ε) → M tangente a X(p) in p,
cioè tale che γ(0) = p e γ′(0) = X(p). Attenzione: non basta conoscere il valore di s nel
punto p, altrimenti staremmo derivando una costante!
74La derivata di Lie ha il vantaggio di essere definita in modo canonico (essa è un
commutatore)! D’altra parte, la connessione ha delle proprietà migliori, ma non è definita
in modo canonico. Sappiamo che ogni fibrato vettoriale ammette una connessione, ma
non abbiamo alcun risultato sull’unicità. Vedremo successivamente quale connessione
privilegiare tra tutte le infinite possibili.
75Infatti, è possibile vedere che (LXY )(p) dipende dal comportamento di X in tutto un
intorno del punto p (e non soltanto in p)!
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Definizione 2.72. Per un fibrato vettoriale E qualunque, le funzioni Γkjh
sono dette coefficienti della connessione. Nel caso in cui E = TM , vengono
chiamate simboli di Christoffel della connessione.
Osservazione 2.73. I coefficienti Γkjh determinano completamente la con-
nessione, infatti: se X ∈ T (U) e s ∈ E(U), allora X = Xj∂j e s = sheh, con
Xj, sh ∈ C∞(U). Quindi:
∇Xs = ∇X(sheh) = [X(sh)eh + sh∇Xeh] = [X(sh)eh + sh∇Xj∂jeh]
= [X(sh)eh + shXj∇∂jeh] = [X(sh)eh + shXjΓkjhek]
= [X(sk)ek + shXjΓkjhek] = [X(sk) + ΓkjhXjsh]ek.
Se tralasciamo di indicare le sezioni di base ek, si ottiene la formula
∇X(sk) = X(sk) + ΓkjhXjsh.
In particolare, i coefficienti Γkjh della connessione piatta su un fibrato triviale
sono identicamente nulli.
2.3.2 Connessione indotta sui fibrati tensoriali
Lavoreremo quasi esclusivamente con connessioni lineari, cioè definite sul
fibrato tangente TM . Una delle proprietà caratteristiche delle connessioni
lineari è che inducono una connessione su ciascun fibrato tensoriale:
Proposizione 2.74. Sia ∇ una connessione su TM . Allora esiste un unico
modo di definire, ∀p, q ∈ N, una connessione su T pqM , ancora indicata con
∇, che soddisfi le seguenti condizioni:
(i) su TM , ∇ coincide con la connessione lineare data;
(ii) su T 0M = C∞(M), si ha ∇X(f) = X(f);
(iii) se tj ∈ T pjqj (M), per j = 1, 2, e X ∈ T (M), si ha
∇X(t1 ⊗ t2) = (∇Xt1)⊗ t2 + t1 ⊗ (∇Xt2);
(iv) ∇ commuta con le contrazioni. Inoltre, se η ∈ A1(M) = T1(M) e
X, Y ∈ T (M), si ha
(∇Xη)(Y ) = X(η(Y ))− η(∇XY ).
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Dimostrazione. Cominciamo col verificare l’unicità. Se ∇ soddisfa le pro-
prietà (i)-(iv), allora per ogni η ∈ A1(M) e X, Y ∈ T (M) abbiamo76:
X(η(Y )) = ∇X(η(Y )) = ∇X(C11(Y ⊗ η)) = C11(∇X(Y ⊗ η)) =
= C11 [(∇XY )⊗ η + Y ⊗ (∇Xη)] = C11 [(∇XY )⊗ η] + C11 [Y ⊗ (∇Xη)]
= η(∇XY ) + (∇Xη)(Y ),
da cui si ricava la formula del punto (iv) per (∇Xη)(Y ). Questo significa che
la connessione ∇ su T ∗M è univocamente determinata da (i)-(iv); poiché la
conosciamo anche su TM e su C∞(M), (iii) implica che ∇ è univocamente
determinata su qualsiasi T pqM , infatti77:
X(t(ω1, . . . , ωp, Y1, . . . , Yq)) = ∇X(t(ω1, . . . , ωp, Y1, . . . , Yq))
= (∇Xt)(ω1, . . . , ωp, Y1, . . . , Yq) +
p∑
h=1




t(ω1, . . . , ωp, Y1, . . . ,∇XYk, . . . , Yq),
da cui si ricava un’espressione esplicita per (∇Xt)(ω1, . . . , ωp, Y1, . . . , Yq).
Per l’esistenza, definiamo∇ su T ∗M come sopra. Si verifica subito che questa
è una connessione. Successivamente, definiamo ∇ su T pqM usando la formula
precedente; anche in questo caso si verifica che è una connessione.
Esempio 2.75. Sia (U,ϕ) una carta locale per una varietà differenziabileM ,
con ϕ = (x1, . . . , xn), e sia ∇ una connessione su TM ; allora {∂1, . . . , ∂n} è
un riferimento locale per TM sull’aperto U .
Poniamo ∇∂i∂j = Γhij∂h, dove Γhij sono i simboli di Christoffel della connes-
sione. Vogliamo trovare formule esplicite per calcolare la derivata covariante
(o connessione) di un tensore qualunque.
76Data η ∈ A1(M) = T1(M) e Y ∈ T (M) = T 1(M), abbiamo η(Y ) := 〈η, Y 〉 ∈ C∞(M),
infatti:
η(Y ) : M −→ R
p 7−→ η(Y )(p) := ηp(Yp),
dove η(p) = ηp ∈ T ∗pM = Hom(TpM,R) e Y (p) = Yp ∈ TpM .
77Dato t ∈ T pq (M) e date ωh ∈ A1(M),∀h = 1, . . . , p e Yk ∈ T (M),∀k = 1, . . . , q,
allora t(ω1, . . . , ωp, Y1, . . . , Yq) ∈ C∞(M) (questo giustifica il primo passaggio del calcolo
seguente); per quanto riguarda il secondo, si ricordi che, qualunque sia l’estensione di ∇,
essa deve soddisfare la regola di Leibniz.
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• Dato Y ∈ T (M), Y = Y j∂j, si ha
∇∂i(Y ) = ∇∂i(Y j∂j) = (∂iY j)∂j + Y j∇∂i∂j
= (∂iY j)∂j + Y jΓhij∂h = (∂iY h)∂h + Y jΓhij∂h
= (∂iY h + ΓhijY j)∂h,
da cui ∇∂i(Y h) = ∂iY h + ΓhijY j.






0 = ∂iδjh = ∂i〈dxj, ∂h〉 = ∇∂i〈dxj, ∂h〉
= 〈∇∂idxj, ∂h〉+ 〈dxj,∇∂i∂h〉
= 〈Γ̃jildxl, ∂h〉+ 〈dxj,Γkih∂k〉
= Γ̃jil〈dxl, ∂h〉+ Γkih〈dxj, ∂k〉
= Γ̃jih + Γ
j
ih,
da cui Γ̃jih = −Γ
j




• Data ω ∈ T1(M) = A1(M), ω = ωjdxj, si ha
∇∂iω = ∇∂i(ωjdxj) = (∂iwj)dxj + wj∇∂idxj
= (∂iωj)dxj + wj(−Γjihdxh) = (∂iωh − Γ
j
ihωj)dxh,
da cui ∇∂i(ωh) = ∂iωh − Γ
j
ihwj.
• Dato t ∈ T 11 (M), t = thk∂h ⊗ dxk, con thk ∈ C∞(U), si ha
∇∂it = ∇∂i(thk∂h ⊗ dxk)
= (∂ithk)∂h ⊗ dxk + thk(∇∂i∂h)⊗ dxk + thk∂h ⊗ (∇∂idxk)
= (∂ithk)∂h ⊗ dxk + thkΓlih∂l ⊗ dxk + thk∂h ⊗ (−Γkildxl)
= (∂ithk)∂h ⊗ dxk + Γhiltlk∂h ⊗ dxk − Γlikthl ∂h ⊗ dxk
= (∂ithk + Γhiltlk − Γlikthl )∂h ⊗ dxk,
da cui ∇∂i(thk) = ∂ithk + Γhiltlk − Γlikthl .
2.3 Strutture su varietà 93
• In modo del tutto simile, si possono trovare formule esplicite per la





: dato t ∈ T pq (M),
t = th1...hpk1...kq ∂h1 ⊗ · · · ⊗ ∂hp ⊗ dx
k1 ⊗ · · · ⊗ dxkq ,



































Definizione 2.76. Sia ∇ una connessione lineare su M . Dato t ∈ T pq (M),
il campo tensoriale ∇t ∈ T pq+1(M) definito ponendo
(∇t)(ω1, . . . , ωp, Y1, . . . , Yq, Yq+1) := (∇Yq+1t)(ω1, . . . , ωp, Y1, . . . , Yq)
è detto derivata covariante totale di t.
Se ∇t ≡ 0, diremo che t è parallelo.
2.3.3 Varietà Riemanniane
Definizione 2.77. Una metrica Riemanniana su una varietà M è un campo
tensoriale g ∈ T2(M) simmetrico (cioè gp(w, v) = gp(v, w), ∀v, w ∈ TpM ,
∀p ∈M) e definito positivo (cioè gp(v, v) > 0,∀v 6= 0, v ∈ TpM)78.
La coppia (M, g) è detta varietà Riemanniana.
In altre parole, una metrica Riemanniana associa ad ogni punto p ∈ M
un prodotto scalare (definito positivo) gp : TpM × TpM → R, che dipende in
modo C∞ dal punto p.
Ci sono però alcune situazioni (per esempio nello studio della relatività gene-
rale) in cui è utile studiare varietà dotate di un campo tensoriale con proprietà
simili a quelle di una metrica Riemanniana, ma non necessariamente definito
positivo.
78Useremo anche la notazione 〈v, w〉p al posto di gp(v, w), e indicheremo con ‖ · ‖p la
norma su TpM indotta dal prodotto scalare gp. In questo modo possiamo misurare la
lunghezza di vettori tangenti ad una varietà
(




, l’angolo θ tra
due vettori v, w ∈ TpM
(
cos θ = gp(v,w)‖v‖p·‖w‖p
)
, ma anche la lunghezza di curve, e introdurre
la distanza tra due punti (in analogia con quanto visto per la prima forma fondamentale
nel capitolo precedente).
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Definizione 2.78. 79 Una metrica pseudo-Riemanniana su una varietà M
è un campo tensoriale g ∈ T2(M) simmetrico, non degenere80 (cioè tale che
gp(v, w) = 0 ∀w ∈ TpM ⇐⇒ v = 0), ma non necessariamente definito
positivo. La coppia (M, g) è detta varietà pseudo-Riemanniana.
Se g è una metrica pseudo-Riemanniana su una varietà n-dimensionale M
connessa, diremo che g ha segnatura (r, s), con r, s ∈ N, se r è la massima
dimensione di un sottospazio di TpM su cui g è definito positivo e s è la
massima dimensione di un sottospazio di TpM sul quale g è definito negativo.
Inoltre, r + s = n e, per continuità, la segnatura di g non dipende dal punto
p ∈M usato per calcolarla.
Una metrica pseudo-Riemanniana di segnatura (1, n− 1) è detta metrica di
Lorentz81.
Troviamo l’espressione del campo tensoriale simmetrico g ∈ T2(M) in
coordinate locali:
se (U,ϕ) è una carta locale perM , con ϕ = (x1, . . . , xn), un riferimento locale
per TM su U è dato da
¶





g = ghkdxh ⊗ dxk, con ghk = g(∂h, ∂k) ∈ C∞(U), 82
dove la matrice (ghk)83 è simmetrica, non degenere se e solo se g è non
degenere, e definita positiva se e solo se g è definita positiva.
Esempio 2.79 (Rn con la metrica piatta). Identificando TpRn con Rn, per
ogni p ∈ Rn, possiamo mettere su ciascuno spazio tangente il prodotto scalare
79Diversi risultati riguardanti le metriche Riemanniane, ad esempio la costruzione della
connessione di Levi-Civita che vedremo tra poco, sono validi anche per le metriche pseudo-
Riemanniane; indicheremo esplicitamente i casi più significativi.
80Si noti che mentre l’essere simmetrico non è indispensabile, l’essere non degenere lo è,
in quanto poi vorremo invertire la matrice che lo rappresenta.
81Questa metrica è propria della relatività generale.
82Poiché g è un campo tensoriale simmetrico, possiamo anche scrivere g = ghkdxhdxk
o, più semplicemente, g = ghkdxhdxk; inoltre, spesso si trova ds2 = ghkdxhdxk.
83La matrice (ghk) è sicuramente invertibile poiché, in un caso (quello Riemanniano) è
definita positiva, nell’altro (quello pseudo-Riemanniano) è non degenere. Per convenzione,
quindi, la matrice inversa di (ghk) sarà indicata con (ghk), in modo che
ghjg
jk = gkjgjh = δkh.
2.3 Strutture su varietà 95
canonico. In questo modo otteniamo una metrica Riemanniana su Rn, detta
metrica euclidea o metrica piatta su Rn, data da
g = δhkdxh ⊗ dxk = dx1 ⊗ dx1 + · · ·+ dxn ⊗ dxn.
Proposizione 2.80. Ogni varietà differenziabile M ammette una metrica
Riemanniana.
Dimostrazione. 84 Sia A = {(Uα, ϕα)}α un atlante di M e sia {ρα}α una
partizione dell’unità subordinata al ricoprimento aperto {Uα}α. Su ciascun
aperto Uα introduciamo la metrica gα indotta dalla metrica piatta su Rn: se
ϕα = (x1, . . . , xn), p ∈ Uα e X = X i ∂∂xi
∣∣∣
p




∈ TpM , poniamo

































ρα(p)gαp , ∀p ∈M ;
tale somma è ben definita perché, per ogni p ∈ M , solo un numero finito di
ρα(p) è diverso da zero. Poiché la somma di campi tensoriali simmetrici e
definiti positivi è ancora un campo tensoriale simmetrico definito positivo, e
dato che ρα ≥ 0, g è una metrica Riemanniana su M .
2.3.4 La connessione di Levi-Civita
Una delle proprietà cruciali della metrica piatta di Rn è che la matrice che
la rappresenta è costante (è la matrice identica), indipendente dal punto
84Tale dimostrazione funziona solamente per costruire metriche definite positive (o de-
finite negative) su M , ma non funziona per costruire metriche pseudo-Riemanniane di
segnatura (r, s) data. Infatti, anche se tutte le gα, definite sugli aperti Uα, avessero tut-
te la stessa segnatura, non è detto che la g risultante abbia ancora la stessa segnatura
(potrebbe anche essere degenere).
85gαp è ovviamente simmetrica e definita positiva, in quanto costruita a partire dal
prodotto scalare standard in Rn.
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p ∈ Rn. Questo permette di scrivere la derivata del prodotto scalare di
due campi vettoriali tramite prodotti scalari dei campi vettoriali con le loro
derivate covarianti (rispetto alla metrica piatta): se g ∈ T2(Rn) è la metrica
piatta su Rn, presi due campi vettoriali X = X i∂i, Y = Y j∂j ∈ T (Rn), si ha





















È possibile scrivere in modo più compatto tale formula come
Z〈X, Y 〉 = 〈∇ZX, Y 〉+ 〈X,∇ZY 〉, ∀X, Y, Z ∈ T (Rn), (2.2)
dove ∇ è la connessione piatta su Rn e 〈·, ·〉 è la metrica piatta su Rn.
Possiamo interpretare (2.2) come una formula di compatibilità tra la me-
trica piatta e la connessione piatta di Rn. Ciò che permette di studiare la geo-
metria delle varietà Riemanniane è che ad ogni metrica (pseudo)Riemanniana
è possibile associare in modo canonico una connessione compatibile con es-
sa. Obiettivo di questa sezione è costruire esattamente questa connessione.
Vediamo innanzitutto di definire la proprietà di compatibilità che ci interessa.
Definizione 2.81. Sia (M, g) una varietà (pseudo)Riemanniana. Una con-
nessione lineare su M è compatibile con la metrica g se
∇X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉, 86 ∀X, Y, Z ∈ T (M),
dove 〈Y, Z〉 = g(Y, Z).
Proposizione 2.82. Sia ∇ una connessione lineare su una varietà (pseu-
do)Riemanniana (M, g). Le seguenti proprietà sono equivalenti:
(i) ∇ è compatibile con g;
(ii) ∇g ≡ 0, cioè la metrica g è parallela rispetto a ∇;
(iii) in un qualunque sistema di coordinate locali si ha
∂kgij = gljΓlki + gilΓlkj.
86Tale compatibilità può essere vista come una regola di Leibniz applicata al prodot-
to scalare (tra due campi di vettori). Il membro di sinistra nella formula coincide con
X(〈Y, Z〉), perché 〈Y,Z〉 ∈ C∞(M).
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Dimostrazione. (i) ⇐⇒ (ii): ricordando la definizione di derivata covarian-
te totale (2.76) e che una connessione deve soddisfare la formula di Leib-
niz, abbiamo ∇X(g(Y, Z)) = (∇Xg)(Y, Z) + g(∇XY, Z) + g(Y,∇XZ), cioè
(∇Xg)(Y, Z) = ∇X(〈Y, Z〉)− 〈∇XY, Z〉 − 〈Y,∇XZ〉, quindi:
(∇g)(Y, Z,X) = (∇Xg)(Y, Z) = X(〈Y, Z〉)− 〈∇XY, Z〉 − 〈Y,∇XZ〉,
da cui ∇g ≡ 0 se e solo se ∇ è compatibile con g.
(ii) ⇐⇒ (iii): fissato un sistema di coordinate locali, abbiamo
∇g(∂i, ∂j, ∂k) = ∇∂kg(∂i, ∂j) = ∂k〈∂i, ∂j〉 − 〈∇∂k∂i, ∂j〉 − 〈∂i,∇∂k∂j〉
= ∂kgij − gljΓlki − gilΓlkj,
da cui si ottiene quanto richiesto.
La compatibilità con la metrica non basta però ad identificare univoca-
mente una connessione. Infatti, si può dimostrare che se ∇ è una connessione
compatibile con la metrica su una varietà (pseudo)Riemanniana (M, g), e
A ∈ T 12 (M) è tale che
〈A(X, Y ), Z〉 = −〈A(X,Z), Y 〉, (2.3)
per ogni X, Y, Z ∈ T (M), allora ∇̃ := ∇+A è ancora una connessione com-
patibile con la metrica87. Dall’uguaglianza (2.3) si deduce che l’operatore
A(X, ·) è antisimmetrico, ∀X ∈ T (M). Questa osservazione ci porta a so-
spettare che una connessione compatibile con la metrica che sia simmetrica
in un senso opportuno, se esiste, dovrebbe essere unica. Il concetto “giusto”
di simmetria è rivelato dal:
Lemma 2.83. Data una connessione lineare ∇ su una varietà M , definiamo
τ : T (M)× T (M) −→ T (M)
(X, Y ) 7−→ ∇XY −∇YX − [X, Y ].
87In primo luogo bisognerebbe verificare che ‹∇ è una connessione su TM ; essa è
compatibile con la metrica, in quanto:
〈‹∇XY,Z〉+ 〈Y,‹∇XZ〉 = 〈∇XY +A(X,Y ), Z〉+ 〈Y,∇XZ +A(X,Z)〉
= 〈∇XY,Z〉+ 〈A(X,Y ), Z〉+ 〈Y,∇XZ〉+ 〈Y,A(X,Z)〉
= X(〈Y,Z〉) = ‹∇X(〈Y,Z〉), ∀X,Y, Z ∈ T (M).
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Allora τ ∈ T 12 (M).88
Dimostrazione. Poiché τ(X, Y ) = −τ(Y,X), è sufficiente vedere che τ è
C∞(M)-lineare nel primo argomento:
τ(fX, Y ) = ∇fXY −∇Y (fX)− [fX, Y ]
= f∇XY − f∇YX − Y (f)X − f [X, Y ] + Y (f)X
= f [∇XY −∇YX − [X, Y ]] = fτ(X, Y ).
Definizione 2.84. La torsione di una connessione lineare ∇ su una varietà
M è il campo tensoriale τ ∈ T 12 (M) definito sopra. La connessione ∇ è detta
simmetrica (o priva di torsione) se τ ≡ 0.
Lemma 2.85. Sia ∇ una connessione lineare su una varietà M . Le seguenti
due condizioni sono equivalenti:
(i) ∇ è simmetrica;
(ii) i simboli di Christoffel rispetto ad un qualsiasi sistema di coordinate locali
sono simmetrici, ossia Γhij = Γhji.
Dimostrazione. Fissato un sistema di coordinate locali, scriviamoX = Xh∂h,
Y = Y k∂k ∈ T (M). Per l’Osservazione (2.73), abbiamo
∇XY =
Ä




τ(X, Y ) =
Ä




Y (Xk) + ΓkjhY jXh
ä
∂k − [X, Y ]
=
Ä
X(Y k)∂k − Y (Xk)∂k − [X, Y ]
ä
+X iY j(Γkij − Γkji)∂k
= X iY j(Γkij − Γkji)∂k,
da cui τ(X, Y ) ≡ 0, ∀X, Y ∈ T (M) ⇐⇒ Γkij = Γkji, ∀i, j, k.
Il prossimo risultato permette alla geometria Riemanniana di prendere
vita:
88Sebbene ∇ non sia un tensore (perché C∞(M)-lineare solamente rispetto all’argomen-
to X, ma non rispetto a Y ), l’operatore τ , definito a partire da ∇ è un tensore (ovvero
C∞(M)-lineare in entrambi gli argomenti)!
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Teorema 2.86 (Levi-Civita). Su ogni varietà (pseudo)Riemanniana (M, g)






X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉




∀X, Y, Z ∈ T (M). In particolare, se {E1, . . . , En} è un riferimento locale





〈[Ei, Ej], Ek〉 − 〈[Ej, Ek], Ei〉+ 〈[Ek, Ei], Ej〉
å
. (2.5)














Dimostrazione. Cominciamo con l’unicità.
Se ∇ è una connessione compatibile con la metrica g e simmetrica, allora
X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X, Y 〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉+ 〈∇YZ,X〉
+ 〈Z,∇YX〉 − 〈∇ZX, Y 〉 − 〈X,∇ZY 〉
= 〈∇XZ −∇ZX, Y 〉+ 〈∇YZ −∇ZY,X〉+ 〈∇XY +∇YX,Z〉
= 〈[X,Z], Y 〉+ 〈[Y, Z], X〉+ 〈2∇XY − [X, Y ], Z〉
= −〈[Z,X], Y 〉+ 〈[Y, Z], X〉+ 2〈∇XY, Z〉 − 〈[X, Y ], Z〉,
quindi ∇ è data da (2.4).
Per l’esistenza, definiamo
∇ : T (M)× T (M) −→ T (M)
(X, Y ) 7−→ ∇XY
tramite (2.4), ∀Z ∈ T (M); dobbiamo verificare che in questo modo si ottiene
una connessione simmetrica compatibile con la metrica g.
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X〈Y, fZ〉+ Y 〈fZ,X〉 − fZ〈X, Y 〉+ 〈[X, Y ], fZ〉




X(f)〈Y, Z〉+ fX〈Y, Z〉+ Y (f)〈Z,X〉+ fY 〈Z,X〉
− fZ〈X, Y 〉+ f〈[X, Y ], Z〉 − 〈Y (f)Z,X〉 − 〈f [Y, Z], X〉






X(f)〈Y, Z〉+ Y (f)〈Z,X〉 − Y (f)〈Z,X〉
−X(f)〈Z, Y 〉
å
= f〈∇XY, Z〉+ 0 = f〈∇XY, Z〉,
quindi 〈∇XY, ·〉 è una 1-forma e, di conseguenza, ∇XY ∈ T (M).
Con un calcolo analogo si verifica che ∇ è C∞(M)-lineare nel primo argo-
mento, cioè 〈∇fXY, Z〉 = 〈f∇XY, Z〉, ∀Z ∈ T (M).
In modo analogo si verifica che vale la formula di Leibniz. E queste verifiche
dimostrano che ∇ è effettivamente una connessione.
A questo punto, con calcoli piuttosto semplici, si verificano la compatibilità
con la metrica e la simmetria ed abbiamo così ottenuto anche l’esistenza.
La (2.4) chiaramente implica la (2.5). Calcoliamo, infine, i simboli di Chri-
stoffel di una tale ∇. Ovviamente, [∂h, ∂k] = 0, ∀h, k = 1, . . . , n e
〈∇∂i∂j, ∂l〉 = 〈Γkij∂k, ∂l〉 = Γkij〈∂k, ∂l〉 = Γkijgkl









∂iglj + ∂jgil − ∂lgij
ä
,
da cui si ricava la formula (2.6).
Definizione 2.87. Sia M una varietà (pseudo)Riemanniana. L’unica con-
nessione lineare ∇ simmetrica e compatibile con la metrica è detta la con-
nessione di Levi-Civita di M .
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2.4 Curvatura
Come possiamo definire la curvatura di una varietà Riemanniana?
In dimensione 2, non c’è dubbio che il concetto “giusto” di curvatura è quel-
lo di curvatura Gaussiana89; infatti, il Teorema egregium di Gauss (1.77)
afferma che la curvatura Gaussiana di una superficie S ⊂ R3 dipende esclu-
sivamente dalla metrica indotta sulla superficie dalla metrica piatta di R3:
per la precisione, abbiamo che la curvatura Gaussiana K di una superficie









+ (Γs22Γ11s − Γs12Γ12s)
, (2.7)
dove i Γkij sono i simboli di Christoffel della connessione di Levi-Civita della
metrica indotta su S dalla metrica piatta di R3, calcolati rispetto a una carta
locale ϕ = (x1, x2), e G = ‖∂2‖2.
Per definire il concetto di curvatura su una varietà Riemanniana qualsiasi,
procederemo per via analitica, piuttosto che geometrica. Osserviamo che,
poiché (2.7) contiene i simboli di Christoffel, la curvatura dev’essere legata
alla connessione di Levi-Civita; inoltre, la forma di (2.7) suggerisce di consi-
derare derivate della connessione (per la presenza delle derivate dei simboli di
Christoffel), e di pensare a qualcosa di antisimmetrico (scambiando qualche
indice si ottiene un cambio di segno). Proviamo allora a definire la curvatura
di una connessione come segue:
Definizione 2.88. Sia ∇ una connessione lineare su una varietà M .
Dati X, Y ∈ T (M), definiamo un operatore
RXY = [∇X ,∇Y ]−∇[X,Y ] : T (M) −→ T (M)
Z 7−→ ∇X(∇YZ)−∇Y (∇XZ)−∇[X,Y ]Z.
Con un calcolo diretto si verifica che RXY (Z) è C∞(M)-lineare rispetto





R ∈ T 13 (M).
89Poiché tale curvatura Gaussiana è legata alla curvatura delle curve (sezioni norma-
li) passanti per un determinato punto della superficie, un’idea potrebbe essere quella di
misurare, in ogni punto della varietà differenziabile M , la curvatura Gaussiana di parti-
colari superfici contenute in M . Questo tipo di curvatura è detta curvatura sezionale, ed
è possibile vedere che essa determina completamente il tensore di curvatura; viceversa, il
tensore di curvatura (definito tramite la connessione di Levi-Civita) permette di calcolare
la curvatura sezionale definita geometricamente.
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Definizione 2.89. Sia ∇ una connessione lineare su una varietà M .
Il tensore di curvatura (di Riemann) di ∇ è il campo tensoriale R ∈ T 13 (M)
dato da
R(X, Y, Z) = RXYZ = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z ∈ T (M),
∀X, Y, Z ∈ T (M).
Se ∇ è la connessione di Levi-Civita di una varietà (pseudo)Riemanniana
(M, g), diremo che R è il tensore di curvatura della varietà (M, g), e consi-
dereremo anche il campo tensoriale ‹R ∈ T 04 (M) definito ponendo‹R(X, Y, Z,W ) = 〈RXYZ,W 〉.
Il tensore di curvatura possiede diverse proprietà di simmetria:
Proposizione 2.90. Sia R ∈ T 13 (M) il tensore di curvatura di una connes-
sione lineare simmetrica ∇ su una varietà M , e siano X, Y, Z,W ∈ T (M).
Allora:
(i) RXY = −RY X ; in particolare, RXX = 0;
(ii) RXYZ +RY ZX +RZXY = 0 (prima identità di Bianchi).
Inoltre,
se ∇ è la connessione di Levi-Civita di una varietà (pseudo)Riemanniana:
(iii) 〈RXYZ,W 〉 = −〈Z,RXYW 〉; in particolare, 〈RXYZ,Z〉 = 0;
(iv) 〈RXYZ,W 〉 = 〈RZWX, Y 〉.
Dimostrazione. (i) è ovvia, per come RXY è stato definito.
(ii) si ottiene usando la simmetria della connessione e l’identità di Jacobi.
Per ottenere (iii), basta vedere che 〈RXYZ,Z〉 = 0,∀X, Y, Z ∈ T (M); infatti,
se ciò è vero, abbiamo
0 = 〈RXY (Z +W ), Z +W 〉
= 〈RXYZ,Z〉+ 〈RXYZ,W 〉+ 〈RXYW,Z〉+ 〈RXYW,W 〉,
da cui la tesi 〈RXYZ,W 〉 = −〈Z,RXYW 〉.
La compatibilità con la metrica dà
Y (‖Z‖2) = Y (〈Z,Z〉) = 〈∇YZ,Z〉+ 〈Z,∇YZ〉 = 2〈∇YZ,Z〉,
quindi
XY (‖Z‖2) = 2X(〈∇YZ,Z〉) = 2〈∇X∇YZ,Z〉+ 2〈∇YZ,∇XZ〉.
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Analogamente si trova
Y X(‖Z‖2) = 2〈∇Y∇XZ,Z〉+ 2〈∇XZ,∇YZ〉
[X, Y ](‖Z‖2) = 2〈∇[X,Y ]Z,Z〉.
Sottraendo le ultime due dalla prima, abbiamo
0 = (XY − Y X − [X, Y ])(‖Z‖2)
= 2〈∇X∇YZ,Z〉 − 2〈∇Y∇XZ,Z〉 − 2〈∇[X,Y ]Z,Z〉
= 2〈∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z,Z〉
= 2〈RXYZ,Z〉.
Per ottenere (iv), scriviamo la prima identità di Bianchi quattro volte, per-
mutando ciclicamente gli argomenti
〈RXYZ,W 〉+ 〈RY ZX,W 〉+ 〈RZXY,W 〉 = 0,
〈RY ZW,X〉+ 〈RZWY,X〉+ 〈RWYZ,X〉 = 0,
〈RZWX, Y 〉+ 〈RWXZ, Y 〉+ 〈RXZW,Y 〉 = 0,
〈RWXY, Z〉+ 〈RXYW,Z〉+ 〈RYWX,Z〉 = 0,
e sommiamo. Per (iii) le prime due colonne si cancellano; applicando (i) e
(iii) all’ultima colonna
0 = 〈RZXY,W 〉+ 〈RWYZ,X〉+ 〈RXZW,Y 〉+ 〈RYWX,Z〉
= −〈RXZY,W 〉 − 〈RYWZ,X〉+ 〈RXZW,Y 〉+ 〈RYWX,Z〉
= +〈RXZW,Y 〉+ 〈RYWX,Z〉+ 〈RXZW,Y 〉+ 〈RYWX,Z〉,
quindi 〈RXZW,Y 〉 = −〈RYWX,Z〉 = 〈RWYX,Z〉.
Osservazione 2.91 (Tensore di curvatura in coordinate locali). Fissata una
carta locale (U,ϕ) di M , con ϕ = (x1, . . . , xn), il tensore di curvatura R si
scrive nelle forma
R = Rkijhdxi ⊗ dxj ⊗ dxh ⊗ ∂k.






infatti, se X = ∂i, Y = ∂j, Z = ∂h, si ha
R(X, Y, Z) = Rkijh〈dxi, ∂i〉〈dxj, ∂j〉〈dxh, ∂h〉∂k = Rkijh∂k ∈ T (M),
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quindi scriveremo R∂i∂j∂h = Rkijh∂k.
Rkijh∂k = R∂i∂j∂h = ∇∂i(∇∂j∂h)−∇∂j(∇∂i∂h)−∇[∂i,∂j ]∂h
= ∇∂i(Γljh∂l)−∇∂j(Γlih∂l)
= ∂i(Γljh)∂l + Γljh∇∂i∂l − ∂j(Γlih)∂l − Γlih∇∂j∂l
= ∂i(Γkjh)∂k + ΓljhΓkil∂k − ∂j(Γkih)∂k − ΓlihΓkjl∂k
= [∂iΓkjh − ∂jΓkih + ΓljhΓkil − ΓlihΓkjl]∂k,
da cui Rkijh = ∂iΓkjh − ∂jΓkih + ΓljhΓkil − ΓlihΓkjl.
Inoltre, le proprietà di simmetria viste nella Proposizione (2.90) si possono
esprimere come proprietà di simmetria dei simboli Rkijh. Osserviamo prima
qual è la scrittura di ‹R ∈ T 04 (M) in coordinate locali:‹R = ‹Rijhkdxi ⊗ dxj ⊗ dxh ⊗ dxk,
dunque ricaviamo le relazioni tra i coefficienti di ‹R e quelli di R:‹Rijhk = ‹R(∂i, ∂j, ∂h, ∂k) = 〈R(∂i, ∂j, ∂h), ∂k〉
= 〈R∂i∂j∂h, ∂k〉 = 〈Rlijh∂l, ∂k〉
= Rlijh〈∂l, ∂k〉 = Rlijhglk.
90 È possibile verificare che le proprietà (i)-(iv) della Proposizione (2.90)
sono equivalenti alle seguenti:
(i) ‹Rijhk = −‹Rjihk;
(ii) ‹Rijhk + ‹Rjhik + ‹Rhijk = 0;
(iii) ‹Rijhk = −‹Rijkh;
(iv) ‹Rijhk = ‹Rhkij.
Il tensore di curvatura permette di ottenere altri tipi di curvature:
Definizione 2.92. SiaM una varietà Riemanniana con tensore di curvatura
R. Il tensore di Ricci Ric ∈ T 02 (M) è definito dicendo che Ric(X, Y ) è
la traccia dell’operatore lineare Z 7→ RZXY , cioè è ottenuto “contraendo”
l’indice in alto del tensore di curvatura Rkijh con il primo indice in basso:
Rij = Rhhij.
90In altre parole, R̃ijhk è ottenuto a partire da Rkijh “abbassando” l’indice k per mezzo
della metrica g.
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In coordinate locali, il tensore di Ricci è quindi Ric = Rijdxi ⊗ dxj, con
Rij = Ric(∂i, ∂j). Il tensore di Ricci è simmetrico, infatti:
Rij = Rhhij = ‹Rhijkgkh = ‹Rjkhigkh = ‹Rkjihghk = Rkkji = Rji.
Definizione 2.93. SiaM una varietà Riemanniana con tensore di curvatura
R. La curvatura di Ricci è la forma quadratica associata al tensore di Ricci
Ric(X) := Ric(X,X), ∀X ∈ T (M).
L’operatore di Ricci è l’unico operatore lineare simmetrico R ∈ T 11 (M)
tale che
Ric(X, Y ) = 〈R(X), Y 〉.
Infine, la curvatura scalare S ∈ C∞(M) è la traccia dell’operatore di Ricci.
In coordinate locali, R = Rjidxi ⊗ ∂j, con R(∂i) = R
j
i (∂j). Quindi, oltre
a Rij = Rhhij, abbiamo
Rih = Ric(∂i, ∂h) = 〈R(∂i), ∂h〉
= 〈Rji∂j, ∂h〉 = R
j
i 〈∂j, ∂h〉 = R
j
igjh,
da cui Rji = gjhRih = gjhRkkih e S = Rii = gihRih = gihRkkih.
Concludiamo con la seguente
Definizione 2.94. Una varietà Riemanniana (M, g) è detta di Einstein, e
la metrica g è detta di Einstein, se esiste una funzione λ ∈ C∞(M) tale che
Ric = λg.
Se (M, g) è di Einstein, allora l’operatore di Ricci è λid; calcolando la traccia,
troviamo λ = 1
n
S, dove n è la dimensione di M . Deduciamo pertanto che g
è di Einstein se e solo se Ric = 1
n
Sg91.
91In realtà si può dimostrare che la curvatura scalare di una varietà di Einstein di





La Relatività Generale è l’attuale teoria relativistica della gravitazione, pub-
blicata da Einstein nel 1916.
Dai tempi di Newton con i suoi Philosophiae Naturalis Principia Mathematica
(1687), la gravità era interpretata come una forza conservativa di attrazio-
ne a distanza tra due corpi dotati di massa, direttamente proporzionale alle





dove G è la costante di gravitazione universale.
L’avvento della Relatività Generale portò invece ad interpretare la gravità
non più come una forza, ma come un effetto dovuto alla curvatura dello
spazio-tempo.
Sia (M, g) una varietà (pseudo)Riemanniana n-dimensionale.
Il tensore di curvatura ‹Rijhk = 1Rijhk ha n4 componenti, ma non sono tutte
indipendenti: le relazioni di simmetria (rispetto allo scambio di due coppie
di indici), di antisimmetria (rispetto allo scambio dei primi due o degli ultimi
due indici) e la prima identità di Bianchi (ovvero le proprietà (i)-(iv) della
Proposizione (2.90) scritte in termini dei coefficienti Rijhk), riducono questo
1Notazione: d’ora in poi, viste le precedenti relazioni, identificheremo R con R̃ e indi-
cheremo la curvatura scalare S con R, poiché sarà chiaro dal contesto ciò che si intende.
Inoltre, al posto degli indici latini, utilizzeremo le lettere µ, ν, . . . .
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numero a n2(n2−1)12 componenti indipendenti.
Ciò significa che in dimensione 1, 2, 3,4, . . . , il numero di componenti indi-
pendenti è 0, 1, 6,20, . . . rispettivamente.
Per spazio-tempo intendiamo la struttura dell’Universo: è una varietà diffe-
renziabile di dimensione 4, dotata di una metrica pseudo-Riemanniana g, di
segnatura (1, 3) (metrica di Lorentz).




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , µ, ν = 0, . . . , 3,
dove la velocità della luce c è posta uguale a 1.
3.1 L’equazione di campo di Einstein
Scopo di questa sezione è illustrare l’equazione fondamentale della Relatività
Generale, che descrive come la metrica si modifica in presenza di massa-
energia (e quantità di moto). Tale equazione, conosciuta come equazione di
campo di Einstein, dev’essere postulata e verificata sperimentalmente (e non
derivata da qualche principio base); tuttavia è possibile motivarla.
3.1.1 La prima formulazione
Avendo a disposizione il calcolo tensoriale, vogliamo ora esaminare la gra-
vità come descritta dalla Relatività Generale, quindi capire come il campo
gravitazionale influenza il comportamento della materia e come la materia
determina il campo gravitazionale. Nella gravità di Newton, abbiamo le
espressioni a = −∇Φ per l’accelerazione di un corpo e l’equazione di Poisson
per il potenziale gravitazionale Φ in termini della densità di materia ρ e della
costante gravitazionale di Newton G:
∇2Φ = 4πGρ. (3.1)
In Relatività Generale, analoghe dichiarazioni descriveranno come la curva-
tura dello spazio-tempo agisce sulla materia manifestandosi come gravità, e
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come l’energia e la quantità di moto influenzano lo spazio-tempo curvandolo.
Ci proponiamo dunque di trovare un’equazione che sostituisca (3.1), dove
∇2 = δij∂i∂j è il Laplaciano in spazio. Quali caratteristiche deve avere la
nostra equazione?2
Osservando (3.1), a sinistra abbiamo un operatore differenziale del secondo
ordine che agisce sul potenziale gravitazionale, mentre a destra compare una
misura della distribuzione di massa. La generalizzazione (in termini tensoria-
li) della densità di massa è costituita dal tensore energia-quantità di moto (o
tensore energia-impulso) Tµν , mentre il potenziale gravitazionale Φ dev’essere
sostituito dal tensore metrico gµν , cioè
[∇2g]µν ∝ Tµν .3
Ci accorgiamo di avere già a disposizione un oggetto non nullo costruito a
partire dalle derivate seconde (e dalle derivate prime) della metrica, infatti: il
tensore di curvatura Riemann Rρσµν è costruito a partire dai simboli di Chri-
stoffel e dalle loro derivate prime, e i simboli di Christoffel, a loro volta, sono
espressioni della metrica e delle sue derivate prime; pertanto, Rρσµν contiene
le derivate seconde di gµν . Non è però esattamente l’oggetto che stavamo




; ma se gli applichiamo una





. A questo punto proviamo ad “indovinare” l’equazione del campo
gravitazionale cercata, ponendo
Rµν = κTµν , ∃κ ∈ R; (3.2)
in effetti, anche lo stesso Einstein aveva proposto, in un certo momento, tale
equazione, che presenta però un problema: se richiediamo (come in effetti
dovrebbe essere) che vengano conservate l’energia e la quantità di moto (ossia
Tµν sia conservato), segue che anche il tensore di Ricci Rµν è conservato, e
ciò, in generale, non è vero!4
2Percorriamo velocemente l’idea di base per arrivare al risultato finale, evitando di
spiegare i passaggi intermedi in modo dettagliato. Per ulteriori informazioni a riguardo,
si consiglia il testo [5].
3Si noti che il membro di sinistra è semplicemente una notazione per ricordare che




nelle derivate seconde della metrica g.
4Richiedendo cioè ∇µTµν = 0, dove ∇µ = gµν∇ν e ∇ν = ∇∂ν , da (3.2) segue imme-
diatamente che ∇µRµν = 0, che non è valido in generale, infatti: la seconda identità di
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Definiamo così il tensore di Einstein5








ottenuto a partire dal tensore di Ricci
(tale tensore è, in effetti, conservato)! La nostra proposta è allora la seguente
Gµν = κTµν , cioè Rµν −
1
2Rgµν = κTµν . (3.4)
Osserviamo che l’equazione (3.4) soddisfa tutte le richieste: il membro
di destra è un’espressione covariante della densità di energia e quantità di




simmetrico7 e conservato, e il membro di




simmetrico e conservato, costruito
a partire dalla metrica e dalle sue derivate prime e seconde.
Rimane quindi solamente da fissare la costante di proporzionalità κ e da
verificare che l’equazione trovata riproduce effettivamente la gravità, così
come la conosciamo.
Ciò che si verifica è che il tutto è soddisfatto se si sceglie κ = 8πG.
Si trova così l’equazione di campo di Einstein8:
Rµν −
1
2Rgµν = 8πGTµν , µ, ν = 0, . . . , 3,
esprimibile anche nella forma
Gµν = 8πGTµν ,
Bianchi afferma che ∇λRρσµν +∇ρRσλµν +∇σRλρµν = 0; contraendola due volte abbiamo
0 = gνσgµλ(∇λRρσµν +∇ρRσλµν +∇σRλρµν) = ∇µRρµ −∇ρR+∇νRρν ,
da cui 2∇µRρµ = ∇ρR, cioè ∇µRρµ = 12∇ρR.
5È possibile verificare dalla seconda identità di Bianchi che si ha proprio
∇µGµν = 0.
6Qui R è la curvatura scalare.
7È possibile verificare che il tensore energia-impulso è un tensore simmetrico.
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dove Gµν è il tensore di Einstein, Rµν è il tensore di Ricci, R è la curvatura
scalare (R = gµνRµν), Tµν è il tensore energia-impulso e G è la costante di
gravitazione universale.
L’equazione di campo di Einstein9 può essere scritta anche in una forma leg-







= κgµνTµν ⇐⇒ gµνRµν −
1
24R = κT ⇐⇒ R = −κT,








Poiché si è spesso interessati allo spazio vuoto, cioè dove Tµν = 0 (ad esempio,
al di fuori di una stella o di un pianeta), da quest’ultima formulazione dell’e-
quazione di Einstein abbiamo Rµν = 0. Deduciamo dunque che l’equazione
di Einstein nel vuoto è data semplicemente da
Rµν = 0. (3.5)
3.1.2 Proprietà
L’equazione di campo di Einstein10
Rµν −
1
2Rgµν = 8πGTµν (3.6)
può essere pensata come un insieme di 16 equazioni differenziali del secondo
ordine nel tensore metrico gµν .
Poiché i tensori coinvolti nell’equazione (3.6) sono tensori a due indici tutti
simmetrici, in realtà vi sono solamente 10 equazioni indipendenti. Tuttavia,
la seconda identità di Bianchi
∇λRρσµν +∇ρRσλµν +∇σRλρµν = 0
9Potremmo chiamarle “equazioni di campo di Einstein” al plurale perché, in effetti,
sono 16 equazioni differenziali del second’ordine per il tensore metrico gµν (non tutte
indipendenti); forniscono informazioni relative al modo in cui la curvatura dello spazio-
tempo reagisce alla presenza di energia-quantità di moto.
10Il membro di sinistra dell’equazione (3.6) è relativo alla metrica dello spazio-tempo,
mentre quello di destra tratta le influenze gravitazionali per effetto di materia, energia e
quantità di moto.
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si traduce nelle seguenti quattro equazioni
∇µGµν = 0,
che riducono a 6 il numero di equazioni effettivamente indipendenti.
Queste equazioni di campo sono però estremamente complicate: la curvatura
scalare R e il tensore di Ricci Rµν sono contrazioni del tensore di curvatura di
Riemann, il quale coinvolge derivate (prime) e prodotti dei simboli di Chri-
stoffel, che a loro volta coinvolgono la metrica inversa e le derivate (prime)
della metrica. Inoltre, il tensore energia-impulso Tµν coinvolge (generalmen-
te) anch’esso la metrica.
Tali equazioni (3.6) sono non lineari: date quindi due soluzioni, la somma
delle due non è più, generalmente, una soluzione!
In generale, risulta quindi molto difficile risolvere l’equazione di Einstein, ed
è solitamente necessario fare alcune ipotesi di semplificazione; anche nel vuo-
to, dove il tensore energia-impulso è nullo, l’equazione di campo (3.5) può
essere piuttosto difficile da risolvere!
3.1.3 La seconda formulazione
Nel 1917, subito dopo aver formulato la Relatività Generale, Einstein cercò di
trovare un modello cosmologico (dell’Universo) statico, poiché era esattamen-
te quello che le osservazioni astronomiche del tempo sembravano sostenere.
Affinché però questa cosmologia statica risolvesse l’equazione di campo con
una fonte qualunque di materia-energia, era necessario aggiungere un nuovo
termine, detto costante cosmologica Λ11; la nuova proposta fu allora12:
Rµν −
1
2Rgµν + Λgµν = 8πGTµν , µ, ν = 0, . . . , 3,
esprimibile anche nella forma
Gµν + Λgµν = 8πGTµν .
Circa dieci anni più tardi, le osservazioni di Hubble confermarono l’espansione
dell’Universo ed il termine Λ venne così omesso; lo stesso Einstein giudicò
11La costante cosmologica Λ venne introdotta ad hoc da Einstein per permettere un Uni-
verso statico, in quanto la sua teoria prevedeva invece un Universo dinamico (in contrazione
oppure in espansione), inconcepibile a quel tempo.
12Ricordiamo che stiamo assumendo sempre c = 1.
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l’introduzione della costante cosmologica come “stabilizzatore dell’Universo”
il suo più grave errore.
Anche i modelli di espansione possono però includere una costante cosmologi-
ca: osservazioni successive hanno mostrato che l’Universo è in accelerazione,
indicando la presenza di una costante cosmologica positiva attribuita og-
gi ad un’energia oscura13, il cui significato fisico è ipoteticamente associato
all’energia del vuoto.
A differenza della costante cosmologica, l’ipotetico contributo della densità
di energia del vuoto ρvac è espresso da
Gµν = 8πG(Tµν − ρvacgµν),
ossia
Gµν + 8πGρvacgµν = 8πGTµν ,
quindi Λ = 8πGρvac, cioè ρvac = Λ8πG .
Il valore positivo osservato per l’energia del vuoto (circa 10−120) è enor-
memente più piccolo di quello che ci si aspetterebbe, ma è sufficiente a fornire
una possibile spiegazione dell’espansione accelerata dell’Universo14.
Va detto che l’equazione di campo indicata da Einstein non è l’unica pos-
sibile, ma si distingue dalle altre per la semplicità dell’accoppiamento tra
materia-energia e curvatura.
Osservazione 3.1. Semplificando molto, elenchiamo i passaggi per determi-
nare i percorsi lungo i quali si muovono gli “oggetti” nello spazio tempo:
• Dalla distribuzione di massa ed energia nello spazio-tempo, si ricava il
tensore energia-impulso Tµν;
• Risolvendo l’equazione di Einstein si ricava la metrica gµν;
• Nota la metrica gµν, è possibile determinare i coefficienti Γσµν della
connessione di Levi-Civita ∇;
13Si tratta di una ipotetica forma di energia, non direttamente rilevabile, diffusa in modo
omogeneo nello spazio e che potrebbe giustificare l’espansione accelerata dell’Universo.
14I termini “costante cosmologica” e “energia del vuoto” sono, perciò, essenzialmente
interscambiabili: possiamo quindi immaginare la costante cosmologica come una densi-
tà di energia costante che riempie in modo omogeneo lo spazio, fisicamente equivalente
all’energia del vuoto.
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• Nota la connessione, si determinano infine le curve geodetiche σ, ossia
le curve σ contenute nello spazio-tempo con la proprietà che il vettore
tangente σ′ rimane parallelo lungo σ.
3.2 La soluzione di Schwarzschild
L’applicazione della teoria della gravità ad un campo gravitazionale a simme-
tria sferica porta alla descrizione del campo gravitazionale creato dalla Terra
o dal Sole, con una buona approssimazione. Esaminiamo in questa sezione il
caso delle soluzioni nel vuoto con perfetta simmetria sferica15.
3.2.1 La metrica di Schwarzschild
Abbiamo già osservato che le equazioni di Einstein, in generale, sono troppo
complicate per essere risolte. Per semplificare la situazione, cerchiamo delle
soluzioni che abbiano una simmetria sferica.
Usiamo le coordinate sferiche (r, θ, φ), con r ∈ [0,∞], θ ∈ [0, π], φ ∈ [0, 2π):
x1 = r sin θ cosφ
x2 = r sin θ sinφ
x3 = r cos θ
,
e così abbiamo
dx1 = sin θ cosφ dr + r cos θ cosφ dθ − r sin θ sinφ dφ
dx2 = sin θ sinφ dr + r cos θ sinφ dθ + r sin θ cosφ dφ
dx3 = cos θ dr − r sin θ dθ
,
da cui
ds2 = (dx1)2 + (dx2)2 + (dx3)2 = dr2 + r2(dθ2 + sin2 θ dφ2)16 = dr2 + r2 dΩ2.
Al posto delle coordinate (x0, x1, x2, x3), useremo le coordinate (t, r, θ, φ)17;
15Si ipotizza anche che il corpo non ruoti e sia privo di carica.
16Poiché siamo nell’ipotesi di simmetria sferica, non ci interessa la dipendenza esplicita
dalle coordinate angolari θ e φ, dunque poniamo dΩ2 = dθ2 + sin2 θ dφ2.
17Per l’ipotesi di simmetria sferica, sappiamo già che la metrica non potrà dipendere da
tutte le quattro coordinate, ma che dipenderà soltanto dalla distanza r dal centro e dalla
coordinata temporale t. Inoltre ricordiamo che stiamo sfruttando ancora l’ipotesi c = 1.
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è possibile dimostrare che una metrica soddisfacente la richiesta di “sim-
metria sferica” è della seguente forma
ds2 = m(t, r)dt2 + n(t, r)dr2 + r2dΩ2,
dove m(t, r) e n(t, r) sono funzioni incognite18 determinabili attraverso il
seguente procedimento:
• dall’espressione della metrica ds2, si ricavano le espressioni di tutti i
simboli di Christoffel Γσµν della connessione di Levi-Civita ∇;
• a partire dai simboli di Christoffel appena ricavati, si calcolano tutte le
componenti Rµνρσ del tensore di curvatura di Riemann e le componenti
Rµν del tensore di Ricci;
• si inserisce il tutto nell’equazione di campo di Einstein nel vuoto19 (3.5);
• infine, si risolvono le equazioni trovate e si determinano le funzioni
m(t, r) ed n(t, r).











dr2 + r2 dΩ2, (3.7)
dove G è la costante di gravitazione universale ed M è una costante inter-
pretabile come la massa del corpo che produce il campo gravitazionale.
In Relatività Generale, tale metrica è l’unica20 soluzione nel vuoto a simme-
tria sferica, ed è chiamata metrica di Schwarzschild.
In particolare, se andiamo ad inserire la costante c (che avevamo posto uguale











dr2 + r2 dΩ2. (3.8)
18Dal momento che la metrica è di Lorentz, una tra le due funzioni m(t, r) ed n(t, r)
dev’essere negativa; attenzione però che tale scelta non è arbitraria!
19Prendiamo in considerazione l’equazione di Einstein nel vuoto Rµν = 0 perché siamo
interessati alla soluzione al di fuori di un corpo sferico.
20Esiste un risultato per dimostrarne l’unicità, noto come Teorema di Birkhoff; per
ulteriori dettagli, consultare [5].
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3.2.2 Singolarità e buchi neri
Dall’espressione trovata (3.8) per ds2, si nota che ci sono dei problemi per
r = 0 e per r = 2GM
c2
.
Prima di esaminare entrambi i casi, facciamo la seguente osservazione:
i coefficienti della metrica sono quantità dipendenti dalle coordinate scelte;
inoltre, la curvatura è espressa dal tensore di Riemann, che però, essendo un
tensore (e quindi le sue componenti dipendono dalle coordinate) è difficile di-
re quando “va all’infinito”. Però, a partire dal tensore di Riemann, possiamo
costruire molte quantità scalari (basta fare uso della contrazione), e sappia-
mo dire quando esse “vanno all’infinito”. Il caso più semplice è quello della
curvatura scalare R = gµνRµν , ma anche altri come RµνRµν , RµνρσRµνρσ, e
così via. Se uno tra questi scalari (non necessariamente tutti) tende all’in-
finito quando ci avviciniamo ad un dato punto, possiamo considerare quel
punto una singolarità per la curvatura, e quindi per la metrica21.
• Il caso r = 0 costituisce una vera singolarità per la metrica: è infatti
possibile vedere che RµνρσRµνρσ ≈ 1r6 .
Tuttavia, abbiamo che la soluzione trovata sicuramente non vale per
r = 0, dato che è stata ottenuta risolvendo le equazioni di Einstein nel
vuoto (invece, per r = 0 non ci troviamo nel vuoto, bensì all’interno
del corpo di massa M che genera il campo gravitazionale!).
• La singolarità che si ottiene per r = 2GM
c2
è solo apparente: scegliendo un
altro sistema di coordinate (ovvero, utilizzando un’altra carta locale),
è possibile vedere che tale singolarità “scompare”.




ci si trova ampliamente all’interno del corpo che genera il campo
gravitazionale; quindi, la soluzione trovata non è valida!
La distanza rS = 2GMc2 è detta raggio di Schwarzschild
22 (o raggio gravi-
tazionale).
Esempio 3.2. Per il Sole, abbiamo rS ≈ 3 km, mentre il raggio del Sole è
di circa 7× 105 km.
Nel caso della Terra, abbiamo rS ≈ 9 mm, mentre il raggio della Terra è di
circa 6400 km.
21Non è una condizione necessaria, ma è sufficiente.
22È un raggio caratteristico associato ad ogni corpo di massa M , direttamente
proporzionale alla sua massa.
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Esistono però degli oggetti il cui raggio è minore rispetto a quello di Sch-
warzschild: i buchi neri.
Il significato fisico del raggio gravitazionale rS = 2GMc2 presente nella metrica
di Schwarzschild fu compreso pienamente solo molto tempo dopo la scoperta
della suddetta metrica.
La superficie sferica di raggio rS è detta orizzonte degli eventi e costituisce un
limite invalicabile per la materia e la luce che si trovano al suo interno: esse
non possono uscirne23. Ma allora “esistono corpi contenuti completamente
all’interno del proprio orizzonte degli eventi?”.
La risposta è affermativa (Oppenheimer, Snyder, 1939) e tali corpi si chiama-
no buchi neri, proprio perché non emettono luce. Una stella sufficientemen-
te massiccia, terminato l’idrogeno che ne costituisce il carburante nucleare,
muore, cioè entra in una fase complessa caratterizzata da numerose trasfor-
mazioni. Nell’ultima fase, durante il collasso gravitazionale, se la sua massa
è sufficientemente grande, la materia della stella viene a trovarsi all’interno
dell’orizzonte degli eventi e nasce così un buco nero24.
Infine, avendo l’espressione esplicita della metrica ds2, si determina la con-
nessione di Levi-Civita ∇ e si ricavano così le geodetiche; quindi
Esempio 3.3. È possibile, ad esempio, determinare l’orbita di un pianeta25
attorno al Sole (essa è una geodetica). Si scopre allora che l’orbita non è
esattamente un’ellisse avente il Sole in uno dei due fuochi (come previsto
dalla teoria di Newton)!
I dati osservativi confermarono l’esattezza della teoria di Einstein, e non
quella di Newton.
23La materia e luce possono solo entrare all’interno dell’orizzonte degli eventi senza però
più uscirne!
24I buchi neri possono essere ruotanti e dotati di campo elettrico e magnetico, per cui le
loro metriche risultano più complesse di quella di Schwarzschild. Inoltre, raggiungendosi
densità enormi, in un buco nero la meccanica quantistica (che descrive il comportamento
delle particelle), diventa non più trascurabile e l’equazione di campo di Einstein non più
sufficiente a descrivere la realtà delle cose. Addirittura, a causa degli effetti quantistici, un
buco nero dovrebbe emettere (Hawking, 1974), anche se lentamente, materia ed energia.
25Possibilmente, prendiamo in considerazione un pianeta di massa piccola rispetto a
quella del Sole perché, nel ricavare la metrica di Schwarzschild, abbiamo supposto che
all’esterno del corpo ci fosse il vuoto. Tipica è la scelta del Sole come corpo che produce
il campo gravitazionale, e Mercurio.
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