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K3 Surfaces, Igusa Cusp Form and String Theory
Toshiya Kawai
Abstract
It has recently become apparent that the elliptic genera of K3 surfaces
(and their symmetric products) are intimately related to the Igusa cusp
form of weight ten. In this contribution, I survey this connection with an
emphasis on string theoretic viewpoints.
1. Introduction
This is a survey of somewhat mysterious connections found recently
between K3 surfaces and the Igusa cusp form of weight ten χ10.
Gritsenko and Nikulin [GN1] following the method of Borcherds [Bor1]
proved a remarkable infinite product formula of χ10. The exponents of the
factors appearing in their infinite product coincide with the coefficients in
the expansion of the elliptic genus of K3 surfaces. The aim of this survey
is to try to look at this coincidence more carefully.
Borcherds-type infinite products appear naturally in some sort of mod-
ular integrals associated with one-loop calculations of string theory as
pointed out by Harvey and Moore [HM]. They used the method devel-
oped by Dixon, Kaplunovsky and Louis (DKL) [DKL]. In sect.6, I present
a similar calculation [Kaw1] for the case of our present interest. The
approach taken is again that of DKL, which may now fairly be said to
be standard, but I will be more careful about the so-called “degenerate
orbits” explaining the relevance of the Kronecker limit formulas.
The Igusa cusp form χ10 [Igu] made its appearance in the past in the
two-loop calculations of critical bosonic string theory [Two]. Thus one
is naturally led to the expectation that K3 surfaces might be related to
bosonic string. In fact, Vafa and Witten [VW] pointed out the connection
between K3 surfaces and bosonic string in the context of Go¨ttsche’s for-
mula [Goe]. They gave a physical derivation of the orbifold version [HH]
of Go¨ttsche’s formula. This method of Vafa and Witten has recently been
extended by Dijkgraaf et al. [DMVV] for the computation of the gener-
ating function of the orbifold elliptic genera of symmetric products of K3
surfaces. In sect.7, I give some interesting interpretation of their result
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taking the relation between χ10 and the two-loop vacuum amplitude of
bosonic string seriously.
The two subjects treated in sect.6 and sect.7 are not logically connected
and it is desirable to gain a conceptual as well as rigorous understanding
of why they exhibit a parallelism. However, there have been interesting
proposal and argument regarding this in conjunction to string duality
[DVV][DMVV].
We also note that in addition to the works mentioned, the Igusa cusp
forms have been used in other aspects of string theory [MS] [Kaw2] [CCL].
Sects.2–5 are devoted to preliminary materials. In sect.2, we review
the definitions of Siegel modular forms and Jacobi forms. In sect.3, we
summarize the fundamental properties of elliptic genera. In sect.4, we
investigate in detail the elliptic genus of K3 surfaces. In sect.5 we review
the infinite product formula of Borcherds, Gritsenko and Nikulin.
Finally, in sect.8, we point out what remains to be clarified.
Notation.
R: the set of real numbers.
C: the set of complex numbers.
Z: the set of integers.
N: the set of positive integers.
N0: the set of non-negative integers.
M(n,R): the set of n× n real matrices.
M(n,C): the set of n× n complex matrices.
M(n,Z): the set of n× n integer matrices.
In: the n× n identity matrix.
e[x]: exp(2π
√−1x).
2. Siegel modular forms and Jacobi forms
First I recall some fundamental materials from the theory of Siegel mod-
ular forms [Fre] and that of Jacobi forms [EZ].
The Siegel upper space of genus g ∈ N is defined by
Hg := {Ω ∈ M(g,C) | Ω = tΩ, Im(Ω) > 0} . (2.1)
The symplectic group
Sp(2g,R) := {γ ∈ M(2g,R) | tγJγ = J}, J =
(
0 Ig
−Ig 0
)
, (2.2)
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acts on Hg by
γ · Ω = (AΩ+B)(CΩ +D)−1 , (2.3)
where
γ =
(
A B
C D
)
∈ Sp(2g,R), A,B, C,D ∈ M(g,R) . (2.4)
This action is not effective, but Sp(2g,R)/{±Ig} acts effectively on Hg.
An important subgroup of Sp(2g,R) is the Siegel modular group Γg :=
Sp(2g,Z) which acts properly discontinuously on Hg.
For a function F on Hg, we introduce the weight-k slash operation by
(F |kγ) (Ω) := det(CΩ+D)−kF (γ · Ω) , (2.5)
where k ∈ Z and γ is as in (2.4).
Definition 2.1. Let Γ be a finite index subgroup of Γg (g ∈ N) and let ̺ :
Γ→ C× := C r {0} be a character. A holomorphic function F : Hg → C
is called a modular form of weight k (k ∈ Z) with character ̺ if F satisfies
(F |kγ) (Ω) = ̺(γ)F (Ω), (∀γ ∈ Γ) , (2.6)
(and for g = 1 holomorphicity conditions at the cusps of Γ.)
The space of modular forms is denoted by Mgk(Γ, ̺). In particular, we
set Mgk(Γ) := M
g
k(Γ, idΓ). The normalized Eisenstein series Ek(τ) (τ ∈ H1)
are defined by
Ek(τ) = 1− 2k
Bk
∞∑
n=1
σk−1(n)qn , q = e[τ ] , (k ∈ 2N) , (2.7)
where Bk are the Bernoulli numbers and σk(n) =
∑
d|n d
k. As is well-
known,
∞⊕
k=0
M1k(Γ1)
∼= C[E4, E6]. Igusa [Igu] determined the structure of
the ring
∞⊕
k=0
M2k(Γ2) as
∞⊕
k=0
M2k(Γ2)
∼= C[E4, E6, χ10, χ12, χ35]∗ , (2.8)
where E4 and E6 are the genus two Eisenstein series of weight 4 and 6
respectively, while χ10, χ12 and χ35 are respectively certain cusp forms of
weight 10, 12 and 35. The asterisk is to remind that the cusp form χ35 is
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not algebraically independent with (χ35)
2 being expressed as a polynomial
of the other generators.
Now we turn to the definition of Jacobi forms. The theory of Jacobi
forms with integer weights and integer indices without characters is well
expounded in the monograph of Eichler and Zagier [EZ]. However, for
our purpose, it is convenient to slightly extend the notion of Jacobi forms
so that Jacobi forms of half integral indices with characters can also be
treated. Here we follow the presentation given in [GN2].
For any pair [(λ, µ), κ] and [(λ′, µ′), κ′] with (λ, µ, κ), (λ′, µ′, κ′) ∈ Z3,
let their product be defined by
[(λ, µ), κ][(λ′, µ′), κ′] = [(λ+ λ′, µ+ µ′), κ+ κ′ + λµ′ − λ′µ] . (2.9)
With this multiplication law the set HZ := {[(λ, µ), κ] | (λ, µ, κ) ∈ Z3}
becomes a group and is called the integer Heisenberg group.
For A =
(
a b
c d
) ∈ Γ1 and (λ, µ, κ) ∈ Z3 consider the matrix
[A, λ, µ, κ] :=

1 0 0 µ
λ 1 µ κ
0 0 1 −λ
0 0 0 1


a 0 b 0
0 1 0 0
c 0 d 0
0 0 0 1
 ∈ Γ2 . (2.10)
The Jacobi group is the subgroup of Γ2 defined by
ΓJ := {[A, λ, µ, κ] | A ∈ Γ1 and (λ, µ, κ) ∈ Z3} . (2.11)
Since
ΓJ ⊃ {[A, 0, 0, 0] | A ∈ Γ1} ∼= Γ1,
ΓJ ⊲ {[I2, λ, µ, κ] | (λ, µ, κ) ∈ Z3} ∼= HZ ,
(2.12)
it follows that
ΓJ ∼= Γ1 ⋉ HZ . (2.13)
Now one can introduce a character of the integer Heisenberg group
̺H : HZ → {±1} by
̺H([(λ, µ), κ]) = (−1)λ+µ+λµ+κ, (λ, µ, κ) ∈ Z3 . (2.14)
Suppose that a character ̺1 : Γ1 → C× is given. Then one can construct
a character of the Jacobi group ̺1 × ̺lH : ΓJ → C× for any integer l by
(̺1 × ̺lH)([A, λ, µ, κ]) = ̺1(A)̺H([(λ, µ), κ])l , [A, λ, µ, κ] ∈ ΓJ . (2.15)
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The Dedekind η-function is defined by
η(τ) := q
1
24
∞∏
n=1
(1− qn) , q = e[τ ] , τ ∈ H1 . (2.16)
η(τ)2 is a weight one modular form of Γ1 with a character. This character
is denoted as ǫ : Γ1 → C×. In this paper we always assume that the
characters of the Jacobi group are of the form ǫa× ̺bH : ΓJ → C× where a
and b are integers.
Definition 2.2. Let k ∈ Z and m ∈ 1
2
N. A holomorphic function φ :
H1 × C → C is called a Jacobi form of weight k and index m with a
character ̺J : ΓJ → C× if the function Φ : H2 → C defined by
Φ(Ω) := pmφ(τ, z) , Ω =
(
τ z
z σ
)
∈ H2 , p = e[σ] , (2.17)
satisfies the same transformation law under the action of ΓJ as for the
elements of M2k(Γ
J , ̺J) and if it has an expansion of the form
φ(τ, z) =
∑
n,r
4mn−r2≥0
c(n, r) qn yr , q = e[τ ] , y = e[z] , (2.18)
where n and r run over respectively Z + a
12
and Z + b
2
for ̺J = ǫa × ̺bH
with the restriction 4mn− r2 ≥ 0.
If we replace the condition 4mn − r2 ≥ 0 by 4mn − r2 > 0 in the
above, φ is called a cusp Jacobi form, while if the condition 4mn− r2 ≥ 0
is replaced by n ≥ 0, φ is called a weak Jacobi form.
In the following we frequently use the notation
p = e[σ] , q = e[τ ] , y = e[z] . (2.19)
3. Elliptic genera
Loosely speaking, elliptic genera [Lan1] [Wit] are the equivariant loop-
space indices where equivariance is with respect to the natural circle action
on the loop space. Physically, they are the extensions of the Witten index
in the sense that they are associated with two dimensional supersymmetric
quantum field theories while the ordinary Witten index is associated with
a supersymmetric quantum mechanics.
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In fact, there are several versions of elliptic genera, however what we
shall be concerned with corresponds to the following setting. For a com-
pact Ka¨hler manifoldM , let E →M be a fixed holomorphic vector bundle
and let T → M be the holomorphic tangent bundle. Using the splitting
principle, the total Chern classes of E and T can be expressed as
c(E) =
l∏
n=1
(1 + αn) , c(T ) =
d∏
i=1
(1 + ξi) , (3.1)
where l := rankE and d := dimC M . We assume in the following l ≥ d.
The elliptic genus is a function on H1 × C defined by
ZE [M ](τ, z) :=
∫
M
l∏
n=1
P (τ, z + αn)
d∏
i=1
ξi
P (τ,−ξi) , (3.2)
where
P (τ, z) =
√−1q 112 y− 12
∞∏
n=1
(1− yqn−1)(1− y−1qn) . (3.3)
Notice that we have P (τ, z) = ϑ1(τ, z)/η(τ) by using one of the Jacobi
theta functions.
For any holomorphic vector bundle F → M of rank m, we introduce
the generating functions for the antisymmetric as well as symmetric powers
of F by
∧
t
F =
m∑
s=0
ts(∧sF ) , StF =
∞∑
s=0
ts(SsF ) . (3.4)
Then the elliptic genus can be expanded as
ZE [M ](τ, z) = (
√−1)l−dq l−d12 y− l2
×
∫
M
ch
( ∞⊗
n=1
∧
−yqn−1
E⊗
∞⊗
n=1
∧
−y−1qn
E∗
⊗
∞⊗
n=1
SqnT ⊗
∞⊗
n=1
SqnT ∗
)
td(M)
= (
√−1)l−dq l−d12 y− l2
[
χy(E) +O(q)
]
,
(3.5)
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where E∗ and T ∗ are the dual bundles of E and T , respectively and we
have set
χy(E) :=
l∑
s=0
(−y)sχ(∧sE) . (3.6)
In the second equality of (3.5) we have used the Riemann-Roch-Hirzebruch
theorem
χ(E) :=
d∑
n=0
(−1)n dimHn(M,E) =
∫
M
ch(E) td(M) . (3.7)
In particular we have
χy(T
∗) =
d∑
m,n=0
(−1)m+nhm,nym , (3.8)
where hm,n := dimC H
n(M,∧mT ∗) are the Hodge numbers of M . In the
sequel we will write χy(M) for χy(T
∗). χy(M) is essentially the χy-genus
of Hirzebruch.
The elliptic genus (3.2) enjoys nice functional properties if appropriate
topological conditions on E and T are met. The following summarizes
what has been shown in [KYY][KM].
Theorem 3.1. The elliptic genus ZE[M ] : H1 × C→ C is a weak Jacobi
form of weight 0 and index l/2 with character εl−d × ̺lH : ΓJ → C× if
c1(E) = 0 and ch2(E) = ch2(T ).
Corollary 3.2. If M is a Calabi-Yau manifold, then the elliptic genus
ZT ∗ [M ] : H1 × C → C is a weak Jacobi form of weight 0 and index d/2
with character idΓ1 × ̺dH : ΓJ → C×.
Corollary 3.3. If M is an even dimensional Calabi-Yau manifold, then
the elliptic genus ZT ∗ [M ] : H1×C→ C is a weak Jacobi form of weight 0
and index d/2 without character.
In harmony with this theorem and corollaries, there is a uniform and
concrete procedure [KYY] [KM] to calculate the elliptic genera of the
Landau-Ginzburg orbifolds corresponding to certain realizations of Calabi-
Yau manifolds and bundles on them.
In the rest of this paper we shall exclusively be concerned with the
situation of Corollary 3.3. Thus the theory of Jacobi forms covered in
[EZ] is enough.
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Instead of ZT ∗ [M ](τ, z) we will simply write Z[M ](τ, z) or even Z(τ, z)
when the manifold M is clear from the context.
4. The case of K3 surfaces
K3 surfaces are the first interesting cases of even dimensional Ka¨hler
manifolds of vanishing first Chern classes for which the elliptic genus is
non-trivial. (The elliptic genus of abelian surfaces vanishes.) So let M
be a K3 surface. Then from the knowledge of the Hodge numbers of K3
surfaces we obtain that
χy(M) = 2 + 20y + 2y
2 . (4.1)
Corollary 3.3 tells us that the elliptic genus Z(τ, z) is a weak Jacobi form
of weight 0 and index 1 with the expansion
Z(τ, z) = 2y−1 + 20 + 2y +O(q) . (4.2)
The first task in this section is to find explicit expressions of Z(τ, z).
There are two cusp Jacobi forms of index 1
φ10,1(τ, z) =
E6(τ)E4,1(τ, z)− E4(τ)E6,1(τ, z)
144
,
φ12,1(τ, z) =
E4(τ)
2E4,1(τ, z)− E6(τ)E6,1(τ, z)
144
,
(4.3)
which are of weight 10 and 12, respectively [EZ] and are the first coeffi-
cients in the Fourier-Jacobi expansions of the Igusa cusp forms χ10 and
χ12, respectively. Here Ek,1(τ, z) (k ∈ 2N, k ≥ 4) is the Eisenstein-Jacobi
series of weight k and index 1 [EZ]. Accordingly there are two weak Jacobi
forms of index one
φ˜−2,1(τ, z) =
φ10,1(τ, z)
∆(τ)
, φ˜0,1(τ, z) =
φ12,1(τ, z)
∆(τ)
, (4.4)
whose weights are respectively −2 and 0. Here we have introduced the
discriminant
∆(τ) :=
E4(τ)
3 − E6(τ)2
1728
= η(τ)24 . (4.5)
Now comparing the expansions of Z and φ˜0,1 and using the structure
theorem 4.1 mentioned below we find that
Z(τ, z) = 2φ˜0,1(τ, z) . (4.6)
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This is one way of expressing the elliptic genus of K3 surfaces.
To find another expression, we notice the following identity proved in
[EZ]:
φ12,1(τ, z)
φ10,1(τ, z)
=
φ˜0,1(τ, z)
φ˜−2,1(τ, z)
= 12℘(τ, z) , (4.7)
where the Weierstraß ℘-function is defined as
℘(τ, z) :=
1
(2π
√−1)2
 1z2 +
∑
ω∈Z+Zτ
ω 6=0
(
1
(z − ω)2 −
1
ω2
) . (4.8)
Since we use several properties of the ℘-function in this paper we summa-
rize them below.
The ℘-function satisfies the nonlinear differential equation
{Dy℘(z)}2 = 4℘(z)3 − 1
12
E4 ℘(z) +
1
216
E6
= 4(℘(z)− e1)(℘(z)− e2)(℘(z)− e3) ,
(4.9)
where we have introduced the Euler derivative Dy := y
∂
∂y
. The roots e1,
e2, e3 are related with the half periods
ω1 =
1
2
, ω2 = −τ + 1
2
, ω3 =
τ
2
, (4.10)
by eν = ℘(ων) (ν = 1, 2, 3) and satisfy
e1 + e2 + e3 = 0 ,
e1e2 + e2e3 + e3e1 = − 1
48
E4 ,
e1e2e3 = − 1
864
E6 .
(4.11)
Furthermore we have useful identities∑
(λ,µ,ν)∈S
(eλ − eµ)2 = 3(e12 + e22 + e32) = 1
8
E4 ,
∑
(λ,µ,ν)∈S
(eλ − eµ)2 eν = −3(e13 + e23 + e33) = 1
96
E6 , (4.12)
∑
(λ,µ,ν)∈S
(eλ − eµ)2 eν2 = e14 + e24 + e34 = 1
1152
E4
2 ,
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where S := {(1, 2, 3), (2, 3, 1), (3, 1, 2)}.
If we define the theta functions with characteristics by
ϑ
[
a
b
]
(τ, z) :=
∑
n∈Z
exp
(
π
√−1τ(n + a)2 + 2π√−1(n+ a)(z + b)) ,
(4.13)
then the Jacobi theta functions are expressed as
ϑ1(τ, z) = ϑ
[1
2
1
2
]
(τ, z) , ϑ2(τ, z) = ϑ
[
1
2
0
]
(τ, z) ,
ϑ3(τ, z) = ϑ
[
0
0
]
(τ, z) , ϑ4(τ, z) = ϑ
[
0
1
2
]
(τ, z) .
(4.14)
The roots can be written in terms of theta constants as
e1 = − 1
12
{
ϑ3(0)
4 + ϑ4(0)
4
}
,
e2 = − 1
12
{
ϑ2(0)
4 − ϑ4(0)4
}
, (4.15)
e3 =
1
12
{
ϑ2(0)
4 + ϑ3(0)
4
}
.
We also recall that
ϑ′1(τ, 0) = 2πη(τ)
3 , (4.16)
where the prime represents the derivative with respect to the second vari-
able.
We now introduce the function
K(τ, z) :=
√−1 ϑ1(τ, z)
η(τ)3
= 2π
√−1 ϑ1(τ, z)
ϑ′1(τ, 0)
, (4.17)
which plays an important role later in this paper. This function is related
to the weak Jacobi form φ˜−2,1 by
φ˜−2,1(τ, z) = K(τ, z)2 . (4.18)
One of the highlights of the theory of Jacobi forms is the following
structure theorem:
Theorem 4.1. (Eichler-Zagier [EZ], Feingold-Frenkel [FF]). The bigraded
ring of all the weak Jacobi forms of even weight is a polynomial algebra
over C[E4, E6] generated by φ˜0,1 and φ˜−2,1.
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Corollary 4.2. If we assign weights 4, 6 and 2 respectively to E4, E6 and
℘, any weak Jacobi form of weight 2k (k ∈ N0) and index m (m ∈ N0)
can be expressed as
p2k+2m(E4, E6, ℘)K
2m ,
where p2k+2m(E4, E6, ℘) is a weight 2k + 2m homogeneous polynomial in
E4, E6, ℘ and its degree as a polynomial in ℘ is at most m.
Both (4.6) and (4.18) are the consequences of Theorem 4.1. Corollary
4.2 is particularly useful for our later purpose.
Now it trivially follows from (4.6), (4.7) and (4.18) that
Z(τ, z) = 24℘(τ, z)K(τ, z)2 , (4.19)
which is of course in accordance with Corollary 4.2. The expression (4.19)
has an interesting interpretation as we shall see.
Since the ℘-function is related to the Jacobi theta functions through
the identities [EMOT]
℘(z) = eν +
(
ϑν+1(z)
ϑν+1(0)
)2
K(z)−2, (ν = 1, 2, 3) ,
=
1
3
3∑
ν=1
(
ϑν+1(z)
ϑν+1(0)
)2
K(z)−2 ,
(4.20)
the elliptic genus can also be expressed as†
Z(τ, z) = 24
{(
ϑν+1(z)
ϑν+1(0)
)2
+ eν K(z)
2
}
, (ν = 1, 2, 3) , (4.21)
or
Z(τ, z) = 8
3∑
ν=1
(
ϑν+1(z)
ϑν+1(0)
)2
. (4.22)
These formulas are related to the Kummer surface which is realized by
resolving the singularities of the orbifold C2/Z2. (For instance, cf. [Wal]
[EOTY].)
As it easily follows from (4.3), (4.7) and (4.18) we have the formulas
E4,1 =
(
E4 ℘− 1
12
E6
)
K2 ,
E6,1 =
(
E6 ℘− 1
12
E4
2
)
K2 ,
(4.23)
† The formula given in [KYY] corresponds to the choice ν = 2.
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which are again in accordance with Corollary 4.2. There is another way
of expressing the Eisenstein-Jacobi series E4,1 and E6,1 which reads
E4,1 =
1
2
3∑
ν=1
ϑν+1(z)
2ϑν+1(0)
6 ,
E6,1 = 6
3∑
ν=1
℘(z + ων)ϑν+1(z)
2ϑν+1(0)
6 .
(4.24)
It is not difficult to check that the two expressions indeed coincide by use
of formulas
ϑν+1(0)
8 = 16(eλ − eµ)2, (λ, µ, ν) ∈ S ,
℘(z + ων) = eν +
(eν − eλ)(eν − eµ)
℘(z)− eν , (λ, µ, ν) ∈ S ,
(4.25)
as well as (4.20) and (4.12). The second expressions (4.24) appear in
certain compactifications of heterotic string.
The theta functions associated with the integrable representations at
level m (m ∈ N) of the affine Lie algebra A(1)1 are defined by
θµ,m(τ, z) :=
∑
r∈Z
r≡µmod2m
q
r2
4m y
r
2 , µ ∈ Z mod 2mZ . (4.26)
Any (weak) Jacobi form φ(τ, z) of index m can be expressed in terms of
these theta functions as [EZ, §5]
φ(τ, z) =
∑
µ(mod2m)
hµ(τ)θµ,m(τ, 2z) , (4.27)
for some set of functions hµ(τ).
The elliptic genus of K3 surfaces can be expanded as
Z(τ, z) =
∑
n∈N0, r∈Z
c(4n− r2)qnyr , (4.28)
where we used the fact that the coefficients depend only on the combina-
tion 4n− r2. By defining
h0(τ) :=
∑
N≡0 mod 4
c(N)q
N
4 , h1(τ) :=
∑
N≡−1 mod 4
c(N)q
N
4 , (4.29)
the elliptic genus can thus be written as
Z(τ, z) = h0(τ)θ0,1(τ, 2z) + h1(τ)θ1,1(τ, 2z) . (4.30)
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The q-expansions of the functions h0(τ) and h1(τ) are given by
h0(τ) = 20 + 216 q + 1616 q
2 + 8032 q3 + 33048 q4 + · · · ,
q
1
4h1(τ) = 2− 128 q − 1026 q2 − 5504 q3 − 23550 q4 − · · · .
(4.31)
Note in particular that
c(0) = 20 , c(−1) = 2 , c(N) = 0 if N < −1 . (4.32)
There are explicit expressions of h0 and h1 in terms of theta constants:
h0 =
10 θ0,1(0)
4 θ1,1(0)− 2 θ1,1(0)5
η6
,
h1 =
2 θ0,1(0)
5 − 10 θ0,1(0) θ1,1(0)4
η6
.
(4.33)
This can be demonstrated by applying the formulas
ϑ1(z)
2 = θ1,1(0)θ0,1(2z)− θ0,1(0)θ1,1(2z) ,
ϑ2(z)
2 = θ1,1(0)θ0,1(2z) + θ0,1(0)θ1,1(2z) ,
ϑ3(z)
2 = θ0,1(0)θ0,1(2z) + θ1,1(0)θ1,1(2z) ,
ϑ4(z)
2 = θ0,1(0)θ0,1(2z)− θ1,1(0)θ1,1(2z) .
(4.34)
5. Product formulas of Borcherds, Gritsenko and Nikulin
Let V be a 2+n-dimensional real vector space and let ( , ) : V × V → R
be a non-degenerate bilinear form of signature (2, n) on V . The orthog-
onal group O(V ) consists of four connected components. The index two
subgroup consisting of the elements of spinor norm 1 in O(V ) is denoted
as O+(V ). The connected component that contains the identity is denoted
by SO+(V ) so that SO+(V ) ∼= O+(V )/{±I2+n}. Consider an orthogonal
decomposition
V = V+ ⊕ V− , (5.1)
such that ( , )|V+ is positive definite and ( , )|V− is negative definite. Let
K be the subgroup of SO+(V ) which respects this decomposition. K is
a maximal compact subgroup of SO+(V ). Thus inequivalent decomposi-
tions (5.1) are parametrized by SO+(V )/K which is a hermitian symmetric
space of type IV in the classification of E. Cartan. Let D be one of the
two connected components of
{[w] ∈ P(V ⊗ C) | (w,w) = 0 and (w, w¯) > 0} , (5.2)
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where [w] is a line corresponding to w ∈ V ⊗ C r {0}. There exists an
isomorphism SO+(V )/K ∼= D. To see this, let w1 = Rew and w2 = Imw
for [w] ∈ D. Then the conditions in (5.2) are equivalent to
(w1, w1) = (w2, w2) > 0 and (w1, w2) = 0 . (5.3)
Thus [w] ∈ D determines a real two dimensional (positive) vector space
V
[w]
+ spanned by the (oriented) normalized orthogonal basis {wˆ1, wˆ2} where
wˆi :=
1√
(wi, wi)
wi =
√
2
(w, w¯)
wi , (i = 1, 2) . (5.4)
To be specific, assume in the following that V is spanned by five vectors
e1, e2, f1, f2 and δ with their only non-vanishing inner products given by
(e1, e2) = (e2, e1) = 1 = (f1, f2) = (f2, f1) , (δ, δ) = −1
2
. (5.5)
Then consider the lattice
L := H(1) ⊕H(2) ⊕ Zδ , (5.6)
where H(1) = Ze1+Ze2 and H
(2) = Zf1+Zf2, together with its sublattice
Λ := H(2) ⊕ Zδ . (5.7)
Obviously V = L⊗R has signature (2, 3). The cone {x ∈ Λ⊗R | (x, x) >
0} consists of two connected components. We fix one of them (the future
light-cone) and denote it by C+(Λ). Then the tube domain
H := Λ⊗ R+√−1C+(Λ) ⊂ Λ⊗ C , (5.8)
gives a realization of D with the isomorphism H ∼=−→ D given by
ζ ∈ H −→ [w] ∈ D , w = e1 − (ζ, ζ)
2
e2 + ζ . (5.9)
In the present case, we have a further isomorphism H2
∼=−→ H given by
Ω =
(
τ z
z σ
)
∈ H2 −→ ζ = τf1 + σf2 + 2zδ ∈ H . (5.10)
In what follows we will freely use these isomorphisms. Thus, for instance
we have
(w, w¯) = 2(Im(ζ), Im(ζ)) = 4 det Im(Ω) > 0 . (5.11)
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The symplectic group Sp(4,R) acts on H2 while the group O
+(V ) acts
on the domain D. We have an isomorphism Sp(4,R)/{±I4} ∼= SO+(V )
compatible with the isomorphism H2 ∼= D. If we define O+(L) = O(L) ∩
O+(V ) and SO+(L) = O(L) ∩ SO+(V ) where O(L) is the automorphism
group of L, then there exists an isomorphism Γ2/{±I4} ∼= SO+(L) =
O+(L)/{±I5}. (An explicit demonstration of this for the dual lattice L∗
can be found in [GN1].) Hence one can regard Siegel modular forms on H2
with respect to (a finite index subgroup of) Γ2 as automorphic forms on
the type IV domain D with respect to (a finite index subgroup of) O+(L).
For the product of all the genus two theta functions with even charac-
teristics denoted as ∆5(Ω), Gritsenko and Nikulin [GN1] proved an infinite
product formula
∆5(Ω) = p
1
2 q
1
2 y
1
2
∏
(k,l,r)>0
(1− pkqlyr)c(4kl−r2)/2 , (5.12)
where p = e[σ], q = e[τ ] and y = e[z] as before and c(N) are the coeffi-
cients appearing in (4.28). The product in (5.12) is taken over all triplets
of integers (k, l, r) satisfying the conditions (k, l, r) > 0 where
(k, l, r) > 0 ⇐⇒ either k > 0, l ≥ 0 ,
or k ≥ 0, l > 0 ,
or k = l = 0, r < 0 .
Since the relation χ10(Ω) = ∆5(Ω)
2 holds with a suitable choice of the
multiplicative constant, we have an infinite product representation of the
Igusa cusp form of weight ten:
χ10(Ω) = pqy
∏
(k,l,r)>0
(1− pkqlyr)c(4kl−r2) . (5.13)
In order to prove this infinite product representation Gritsenko and
Nikulin used the lifting procedure introduced by Borcherds [Bor1]. The
Borcherds-lifting makes use of the Hecke operators for the Jacobi group
as essential ingredients.
The Hecke operators Vℓ (l ∈ N) on a function φ : H1×C→ C is defined
[EZ] by
(φ|k,mVℓ) (τ, z) :=
ℓk−1
∑(
a b
c d
)
∈Γ1\Mℓ
(cτ + d)−ke
[−ℓmcz2
cτ + d
]
φ
(
aτ + b
cτ + d
,
ℓz
cτ + d
)
, (5.14)
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where Mℓ := {A ∈ M(2,Z) | detA = ℓ}. By choosing the standard set of
representatives we may take [Apo]
Γ1\Mℓ =
{(
a b
0 d
) ∣∣∣ a, d ∈ N, ad = ℓ and b = 0, 1, . . . , d− 1. } .
(5.15)
Therefore we have more explicitly
(φ|k,mVℓ) (τ, z) = ℓk−1
∑
ad=ℓ
d−1∑
b=0
d−kφ
(
aτ + b
d
, az
)
. (5.16)
Using these Hecke operators, a straightforward calculation leads to the
identity
∏
k>0
(k,l,r)>0
(1− pkqlyr)c(4kl−r2) = exp
(
−
∞∑
ℓ=1
pℓ(Z|0,1Vℓ)(τ, z)
)
. (5.17)
Consequently we obtain
χ10(Ω) = pψ(τ, z) exp
(
−
∞∑
ℓ=1
pℓ(Z|0,1Vℓ)(τ, z)
)
, (5.18)
where we have set
ψ(τ, z) := qy
∏
(0,l,r)>0
(1− qlyr)c(−r2) , (5.19)
which is a Jacobi form of weight c(0)/2 = 10 and index 1 as is clear from
an alternative expression
ψ(τ, z) = ∆(τ)K(τ, z)2 . (5.20)
The RHS of (5.18) should be compared with the equation given on p.192
in [Bor1]. The factor ψ(τ, z) (or its square root for ∆5) corresponds to the
“denominator” of the affine vector system in [Bor1].
We will see in the following that the decomposition into factors (5.18)
possesses some interesting interpretations.
6. Modular integral and Igusa cusp form
For a given [w] ∈ D, let V [w]− be the orthogonal complement of V [w]+ in V
so that V = V
[w]
+ ⊕ V [w]− . For each λ ∈ L, let λ[w]± denote the projection
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of λ onto V
[w]
± . From the obvious relation λ
[w]
+ =
∑2
i=1(λ, wˆi)wˆi it follows
that (
λ
[w]
+ , λ
[w]
+
)
=
2|(λ, w)|2
(w, w¯)
. (6.1)
We divide the lattice L into two sublattices
L0 := H
(1) ⊕H(2) ⊕ 2Zδ and L1 := L0 + δ , (6.2)
so that L = L0 ∪ L1.
For a fixed Ω =
(
τ z
z σ
) ∈ H2 we will consider the integral
I(Ω) = 1
2
∫
PΓ1\H1
d2ρ
Im(ρ)
(
h0(ρ)
∑
λ∈L0
+h1(ρ)
∑
λ∈L1
)
R(ρ, ρ¯, λ, [w]) , (6.3)
where d2ρ = dRe(ρ) d Im(ρ), PΓ1 := Γ1/{±I2} and
R(ρ, ρ¯, λ, [w]) :=e
[
−ρ1
2
(
λ
[w]
− , λ
[w]
−
)
− ρ¯1
2
(
λ
[w]
+ , λ
[w]
+
)]
=e
[
−1
2
(λ, λ)ρ
]
exp
(
−2π Im(ρ)
(
λ
[w]
+ , λ
[w]
+
))
,
(6.4)
It should be understood that we are here implicitly using the isomorphisms
given by (5.9) and (5.10). As a matter of fact, the integral (6.3) is divergent
and we need a regularization for it to be meaningful.
Similar integrals have appeared in several physical contexts of string
theory. Dixon, Kaplunovsky and Louis [DKL] were the first to explicitly
evaluate this type of integral. Their method was extended in the work of
Harvey and Moore [HM] where the connections to infinite products a` la
Borcherds [Bor1] were pointed out. A further extension can be found in
[Bor2].
The particular case of (6.3) was treated in [Kaw1]. The upshot of the
calculation is
Theorem 6.1. The integral (6.3) with an appropriate regularization is
equal to
− log (Y 10|χ10(Ω)|2) , (6.5)
where Y := det Im(Ω)
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Below we sketch the outline of the proof. First parametrize λ ∈ L in
terms of five integers m1, m2, n1, n2 and r as
λ = −m1e1 +m2e2 + n1f1 + n2f2 − rδ . (6.6)
Then, we find that
R(ρ, ρ¯, λ, [w]) = e[ρ(m1m2 − n1n2)]e[ρr2/4]
× exp
(
−π Im(ρ)
Y
∣∣m2 + n2τ + n1σ +m1(τσ − z2) + rz∣∣2) . (6.7)
Substituting this into (6.3) and performing the Poisson resummations over
m2 and n2, we arrive at the result
I(Ω) = Y
2 Im(τ)
∫
PΓ1\H1
d2ρ
Im(ρ)2
∑
G∈M(2,Z)
(
h0(ρ)
∑
r∈2Z
+h1(ρ)
∑
r∈2Z+1
)
× e[ρr2/4]e[−σ detG] exp(F [G])
=
Y
2 Im(τ)
∫
PΓ1\H1
d2ρ
Im(ρ)2
×
∑
G∈M(2,Z)
∑
N,r∈Z
c(N)e[ρ(N + r2)/4]e[−σ detG] exp(F [G]) ,
(6.8)
where F [G] assumes a complicated expression which I refrain from writing
down. Notice that we have extended the definition of c(N) by assigning
c(N) = 0 if N ≡ 1 (mod 4) or N ≡ 2 (mod 4). The crucial point is that
the right multiplication of any element of PΓ1 on G ∈ M(2,Z) can be
absorbed into the action of the same element of PΓ1 on ρ. Actually this is
not manifest in (6.8) but can be seen by using the modular properties of
h0 and h1. Thus rather than summing over M(2,Z) and integrating over
the fundamental region PΓ1\H1, one may, by restricting oneself to the sum
over the representatives in the orbit decomposition of M(2,Z) with respect
the right action of PΓ1, integrate over more affordable regions larger than
the fundamental region.
Explicitly the orbit decomposition is given by
M(2,Z) = O0 PΓ1 ∪ O1 PΓ1 ∪O2 PΓ1 , (6.9)
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where
O0 =
{(
0 0
0 0
)}
,
O1 =
{(
0 m
0 n
) ∣∣∣ m,n ∈ Z, (m,n) 6= (0, 0)} ,
O2 =
⋃
ℓ∈N
±Mℓ /Γ1 ∪
⋃
ℓ∈N
±Q(Mℓ /Γ1) , Q =
(
1 0
0 −1
)
,
(6.10)
with
Mℓ /Γ1 =
{(
a b
0 d
) ∣∣∣ a, d ∈ N, ad = ℓ and b = 0, 1, . . . , a− 1. } .
(6.11)
Accordingly one may consider the decomposition
I(Ω) = I0(Ω) + I1(Ω) + I2(Ω) . (6.12)
Before evaluating each contribution in this, some intuitive remarks are
in order. We started from (6.3) and reached (6.8) by the Poisson resum-
mations. Physically this means switching from the Hamiltonian picture to
the Lagrangian or the path integral picture of a sigma model with a single
Wilson line whose worldsheet is the elliptic curve Eρ := C/(Z+ ρZ) and
the target space is again the elliptic curve Eτ := C/(Z+ τZ). The target
elliptic curve Eτ is further parametrized by the complexified Ka¨heler pa-
rameter σ. Thus the factor e[−σ detG] appearing in (6.8) can be regarded
as the usual one counting the instanton number.
The contribution I2(Ω) corresponds to the non-zero degree maps whose
images wrap properly the target elliptic curve possibly many times. One
may intuitively expect that if the area of the image is very large, i.e.
the image wraps the target elliptic curve large number of times, its con-
tribution is exponentially suppressed and I2(Ω) is not divergent. I0(Ω)
is associated with the map whose image shrinks to a point in Eτ . This
either should not give rise to a divergence. On the other hand, I1(Ω) cor-
responds to the maps whose images degenerate to non-trivial 1-cycles in
Eτ . These cycles can be arbitrarily long and wrap the basis of H1(Eτ ,Z)
infinitely many number of times without any costs since they have zero
areas. Consequently they can be potential sources of divergence.
Now we turn to the actual calculations. Since O0 PΓ1 = O0, we have
to integrate over the fundamental region to calculate I0(Ω). However this
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is not difficult and we obtain that
I0(Ω) = (c(0) + 2c(−1)) πY
6 Im(τ)
. (6.13)
As for I2(Ω), we note that PΓ1 acts effectively on each element of O2.
Thus we can extend the integral region from the fundamental region to
the whole upper plane H1. The calculation is more or less straightforward
and the result reads
I2(Ω) = − log
(
Y 10
∣∣∣∣∣ ∏
k>0
(k,l,r)>0
(1− pkqlyr)c(4kl−r2)
∣∣∣∣∣
2)
. (6.14)
The expression inside the absolute value is precisely the one related to the
Hecke operators in the previous section. This should not be too surprising
since determining a holomorphic map of degree ℓ from Eρ to Eτ is equiva-
lent to determining a sublattice of index ℓ in the target lattice Z+Zτ ⊂ C
as the image of the worldsheet lattice Z + Zρ. However the set of all the
sublattices of index ℓ in Z + Zτ is isomorphic to Γ1\Mℓ and the Hecke
operator Vℓ associates with the lattice Z+Zτ the sublattices of index ℓ in
Z+ Zτ , with multiplicity one.
Now we turn to the subtle case of I1(Ω). Notice first that each element
of O1 is fixed by the right action of {
(
1 k
0 1
) | k ∈ Z} ⊂ PΓ1. Thus
the integral region can be extended only to the strip of width one in
H1. Furthermore, as mentioned in the above, I1(Ω) must be regularized
somehow. As a regularized expression of I1(Ω), we adopt, for a complex
number s with Re(s) > 1, the integral
I1(Ω, s) = Y
2 Im(τ)
∫ 1/2
−1/2
dRe(ρ)
∫ ∞
0
d Im(ρ)
Im(ρ)1+s
×
∑
N,r∈Z
c(N)e[ρ(N + r2)/4]
∑′
m,n
exp
(
F
[(
0 m
0 n
)])
=
Y
2 Im(τ)
∫ ∞
0
d Im(ρ)
Im(ρ)1+s
∑
r=0,±1
c(−r2)
∑′
m,n
exp
(
F
[(
0 m
0 n
)])
,
(6.15)
where
∑′
m,n
means taking the sum over all pair of integers (m,n) except
for (m,n) = (0, 0) and
F
[(
0 m
0 n
)]
= − πY
Im(ρ) Im(τ)2
|m+ nτ |2 + 2π
√−1r
Im(τ)
Im(z(m+ nτ¯ )) .
(6.16)
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To rewrite this expression we need to recall the definitions of some well-
known functions in number theory. We introduce two kinds of them known
as the Epstein zeta functions or alternatively as the non-holomorphic
Eisenstein series. For τ ∈ H1 and s ∈ C with Re(s) > 1, the first zeta
function is defined by
E(τ, s) =
∑′
m,n
Im(τ)s
|m+ nτ |2s . (6.17)
Similarly, for τ ∈ H1 and s ∈ C with Re(s) > 1, the second zeta function
is defined for real numbers α and β which are not both integers by
E(α, β ; τ, s) =
∑′
m,n
e[mα + nβ]
Im(τ)s
|m+ nτ |2s . (6.18)
Now exchanging the sums and the integral in the last expression of (6.15),
which is possible by virtue of our regularization, and recalling the defini-
tion of the Gamma function Γ(s) =
∫∞
0
dt ts−1e−t, (Re(s) > 1) we obtain
that
I1(Ω, s) = Γ(s)
2π
(
Im(τ)
πY
)s−1 [
c(0)E(τ, s) + 2c(−1)E(α, β ; τ, s)] ,
(6.19)
with
α =
Im(z)
Im(τ)
, β =
Im(zτ¯ )
Im(τ)
. (6.20)
In order to evaluate this expression near s = 1 we recall the Kronecker
limit formulas [Sie][Lan2].
First limit formula. E(τ, s) can be analytically continued into a func-
tion regular for Re(s) > 1
2
except for a simple pole at s = 1. It has the
expansion
E(τ, s) =
π
s− 1 + 2π
(
γE − log 2− log
√
Im(τ)|η(τ)|2
)
+O(s− 1) ,
(6.21)
where γE = lim
n→∞
(
1 + 1
2
+ · · ·+ 1
n
− log n) is Euler’s constant.
Second limit formula. E(α, β ; τ, s) can be analytically continued into
a function regular for Re(s) > 1
2
and
E(α, β ; τ, 1) = −π log
∣∣∣∣ϑ1(τ, ατ − β)η(τ) e[τα2/2]
∣∣∣∣2 . (6.22)
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Thus analytically continuing I1(Ω, s) and using Γ(s) = 1−γE(s−1)+
O((s− 1)2), we obtain the expansion
I1(Ω, s) = c(0)
(
1
2(s− 1) +
γE
2
− 1
2
log(4π)− log
√
Y − log|η(τ)|2
)
+ c(−1)
(
− log
∣∣∣∣ϑ1(τ, z)η(τ)
∣∣∣∣2 + 2π Im(z)2Im(τ)
)
+O(s− 1) . (6.23)
Using this the “degree zero” part amounts to
I0(Ω) + Ireg1 (Ω) = − log
(
Y 10
∣∣e[σ]η(τ)18ϑ1(τ, z)2∣∣2 )
= − log (Y 10 ∣∣∣pψ(τ, z)∣∣2) , (6.24)
where we have defined
Ireg1 (Ω) := lim
s→1
{
I1(Ω, s)− c(0)
2
(
1
s− 1 + γE − log 4π
)}
. (6.25)
Finally, if we define the regularization of (6.3) by Ireg(Ω) := I0(Ω) +
Ireg1 (Ω) + I2(Ω), it follows that
Ireg(Ω) = − log
(
Y 10
∣∣∣∣pqy ∏
(k,l,r)>0
(1− pkqlyr)c(4kl−r2)
∣∣∣∣2)
= − log (Y 10|χ10(Ω)|2) .
(6.26)
This is the desired result.
7. Symmetric products and Igusa cusp form
Suppose thatM is a smooth projective surface. LetM (m) := SmM denote
the mth symmetric product of M ’s and let M [m] := Hilbm(M) denote the
Hilbert scheme of zero dimensional subschemes of length m. The Hilbert
scheme M [m] is a smooth resolution of M (m). Go¨ttsche [Goe] proved that
the generating function of the Euler characteristics of M [m]’s is given by
∞∑
m=0
pmχ(M [m]) =
∞∏
k=1
1
(1− pk)χ(M) . (7.1)
This, in particular, means that if M is a K3 surface,
∞∑
m=0
pmχ(M [m]) =
p
∆(σ)
. (7.2)
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This formula of Go¨ttsche has aroused much interest [HH][VW][Nak].
In particular, Vafa and Witten [VW] gave a physical derivation of the
orbifold formula [HH] which reads for a K3 surface M as
∞∑
m=0
pmχ(M (m)) =
p
∆(σ)
. (7.3)
In this formula χ(M (m)) should be understood as the orbifold Euler char-
acteristic of the symmetric product M (m) where the orbifold procedure is
with respect to the symmetric group Sm. Vafa and Witten, based on this
formula, pointed out a mysterious connection between K3 surfaces and
bosonic string. Subsequently their observation played an important role
in understanding the duality between heterotic string compactified on T 4
and type IIA string compactified on a K3 surface. See for instance [BSV]
[YZ].
In the sequel M is assumed to be a K3 surface. The procedure of Vafa
and Witten for the orbifold Euler characteristic of the symmetric products
was extended for the orbifold elliptic genera of the symmetric products by
Dijkgraaf, Moore, E. Verlinde and H. Verlinde [DMVV] who proved that
∞∑
m=0
pmZ[M (m)](τ, z) =
∏
k>0
(k,l,r)>0
1
(1− pkqlyr)c(4kl−r2) , (7.4)
where again Z[M (m)] should be understood as the orbifold elliptic genus
of M (m). With the use of (5.17) this can also be written as
∞∑
m=0
pmZ[M (m)](τ, z) = exp
( ∞∑
ℓ=1
pℓζℓ(τ, z)
)
, (7.5)
where we have set
ζℓ := Z[M ]
∣∣
0,1
Vℓ , (ℓ ∈ N) . (7.6)
Consequently, we see that
Z[M (m)] = sm(ζ1, . . . , ζm) , (m = 0, 1, 2, . . . ) , (7.7)
where sm are the Schur polynomials. For instance,
Z[M (1)](τ, z) = s1(ζ1) = ζ1 = Z(τ, z) ,
Z[M (2)](τ, z) = s2(ζ1, ζ2) =
1
2
ζ1
2 + ζ2
=
1
2
{
Z(τ, z)2 + Z(2τ, 2z) + Z
(τ
2
, z
)
+ Z
(
τ + 1
2
, z
)}
,
(7.8)
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where Z(τ, z) = Z[M ](τ, z). In general Z[M (m)](τ, z) contains the term
1
m!
Z(τ, z)m as the contribution from the untwisted sector.
The Hilbert scheme M [m] of a K3 surface M is an 2m dimensional
Calabi-Yau manifold [Bea]. Thus it is tempting to think that one can
replace Z[M (m)] by Z[M [m]] in the above equations. This is true at least
at the level of χy-genera
‡. To see this, we take the limit q → 0 in (7.4) or
(7.5) to obtain that
∞∑
m=0
(p/y)mχy(M
(m)) =
∞∏
k=1
1
(1− pk)20(1− pky)2(1− pky−1)2
= exp
( ∞∑
a=1
1
a
(p/y)a
χya(M)
1− pa
)
.
(7.9)
That this result with the replacement of χy(M
(m)) by χy(M
[m]) holds was
proved in [GS][Che].
String theorists are very familiar to the Igusa cusp form χ10 since it
appears in the two-loop vacuum amplitude of bosonic string [Two]. Now
I wish to provide an interpretation of (7.4) from this viewpoint. Eq.(7.4)
can be more suggestively rewritten as
1
χ10(Ω)
=
∞∑
m=0
pm−1
Z[M (m)](τ, z)K(τ, z)−2
∆(τ)
, (7.10)
where we used (5.18), (5.20) and (7.5). The LHS is the chiral part of
the integrand appearing in the calculation of the two-loop vacuum am-
plitude of bosonic string. Since being expanded in powers of p, the RHS
should represent the contributions of the one-loop two-point functions of
the physical states at various mass levels according to the factorization
principle when one of the two handles of the genus two Riemann surface
is very thin and long.
As is well-known the space of physical states of the critical (open)
bosonic string can be identified with the BRST cohomology group of ghost
‡On the contrary to the misleading impression given in [KYY] and [KM], the infor-
mation of the χy-genus is not enough to determine the elliptic genus completely if the
index of the elliptic genus as a weak Jacobi form, i.e. the dimension of the manifold or
the rank of the bundle is sufficiently large. This can be seen for instance from Corollary
4.2. Since, for a 2m dimensional Calabi-Yau manifold, the elliptic genus Z(τ, z) is a
weak Jacobi form of weight 0 and index m, it must be of the form p2m(E4, E6, ℘)K
2m
according to Corollary 4.2. However, the χy-genus in general does not fix the polyno-
mial p2m uniquely if m is large enough. I am grateful to V. Gritsenko for discussion
on this point.
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number 1 which is graded by level m ∈ N0 and momentum km ∈ R25,1
satisfying the mass shell conditions
(km, km)
2
+m = 1 . (7.11)
Let e1, . . . , e26 be the basis of R
25,1 whose Gramm matrix is given by
κ := diag(+1, . . . ,+1,−1). The components of vectors in R25,1 with re-
spect to this basis are represented by Greek superscripts and lowered by
the metric κ as usual. Let c(z) be the ghost field and let X(z) denote
chiral free bosons taking values in R25,1. The representatives of the BRST
cohomology classes are of the form c(z)Vm[vα∗ , km](z) (α = 1, . . . , p24(m))
where q/∆(τ) =
∑∞
m=0 p24(m)q
m and
Vm[vα∗ , km](z) =: Um(vα∗ , X)(z)e
√−1(km,X(z)) : , α = 1, 2, . . . , p24(m) ,
(7.12)
with U0(v
α
∗ , X)(z) = 1 and
Um(v
α
∗ , X)(z) :=
m∑
n=1
∑
µ1,... ,µn
∑
m1≥1,... ,mn≥1
m1+···+mn=m
vαµ1,... ,µn
n∏
j=1
√−1 ∂mjXµj (z) ,
(7.13)
for m ≥ 1. The polarization tensors vαµ1,... ,µn are such that Vm[vα∗ , km](z)
is primary and of conformal weight 1. There is a degree of freedom for the
choice of the set of polarization tensors corresponding to that for the choice
of a representative in the BRST cohomology class. The vertex operators
Vm[vα∗ , km](z) correspond to the emissions of particles whose (mass)2 are
equal to 2m− 2§.
Thus if we believe the factorization principle, the expansion (7.10)
suggests
Z[M (m)](τ, z)K(τ, z)−2 =
1
(2π
√−1)2
p24(m)∑
α=1
〈Vm[vα∗ , km](z)Vm[vα∗ ,−km](0)〉 , (7.14)
where the brackets stand for correlation functions on the elliptic curve
parametrized by τ . This expression must be viewed with some care. In
the computations of string amplitudes we can use arbitrary representatives
of the BRST cohomology classes since the differences can be expressed as
§Here we are working in the convention of open string theory.
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total derivatives in the moduli space of the worldsheet Riemann surface.
However here we are dealing with the (chiral part of) integrand and not the
integral over the moduli space. Thus the polarization tensors cannot be
arbitrary even in the same BRST cohomology classes and must correspond
to special choices of representatives associated with the expansion (7.10).
Although we do not know these polarization tensors precisely we can
make some general statements about the evaluation of the RHS of (7.14).
First notice that the function Kˆ(τ, z) := K(τ, z)/(2π
√−1), where K(τ, z)
is as defined in (4.17), is the prime form [Mum] behaving Kˆ(τ, z) ∼ z as
z → 0. Therefore we have〈
: e
√−1(km,X(z)) :: e−
√−1(km,X(0)) :
〉
= Kˆ(τ, z)−(km,km) = Kˆ(τ, z)2m−2 .
(7.15)
Since the elliptic genera Z[M (m)] (as well as Z[M [m]]) are weak Jacobi
forms of weight 0 and index m and hence they must be of the form
p2m(E4, E6, ℘)K
2m according to Corollary 4.2. Thus the weight 2m ho-
mogeneous polynomial p2m(E4, E6, ℘) should stem from the contractions
other than that between e
√−1(km,X)(z) and e−
√−1(km,X)(0) in the evalua-
tion of 〈Vm[vα∗ , km](z)Vm[vα∗ ,−km](0)〉 /(2π
√−1)2.
We recall that ℘-function satisfies the differential equations
Dy
2℘ = 6℘2 − 1
24
E4 , (7.16)
Dy
3℘ = 12℘ ·Dy℘ , (7.17)
in addition to (4.9). Thus any weight 2m homogeneous polynomial of E4,
E6 and ℘ can be expressed as a linear combination of∏
i≥0
(Dy
i℘)ai , (7.18)
where ai are nonnegative integers such that
∑
i≥0(i+ 2)ai = 2m and vice
versa. The appearance of the terms of the form (7.18) can be understood
at least for the contraction between Um(v
α
∗ , X)(z) and Um(v
α
∗ , X)(0) if we
adopt the rule
〈∂Xµ(z)∂Xν(0)〉 −→ −κµν ℘ˆ(τ, z) , (7.19)
where ℘ˆ(τ, z) := (2π
√−1)2℘(τ, z) and we remind that the ℘-function
satisfies
℘(τ, z) = −Dy2 logK(τ, z) + 1
12
E2(τ) =
1
(log y)2
+ · · · . (7.20)
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As an example, consider the massless case (m = 1). There are p24(1) =
24 polarization (contravariant) vectors vα satisfying (vα, vβ) = δαβ . They
are orthogonal to the momentum k1. Thus we see that
−
24∑
α=1
26∑
µ,ν=1
〈
vαµ∂X
µ(z) : e
√−1(k1,X(z)) : vαν ∂X
ν(z) : e−
√−1(k1,X(0)) :
〉
= 24℘ˆ(τ, z)Kˆ(τ, z)−(k1,k1) = 24℘ˆ(τ, z) .
(7.21)
Hence we have
Z[M (1)](τ, z) =
1
(2π
√−1)2 · 24℘ˆ(τ, z)K(τ, z)
2 = 24℘(τ, z)K(τ, z)2 .
(7.22)
However this is precisely the expression (4.19) we encountered before!
I have calculated several cases explicitly to find the results:
m Z[M (m)](τ, z)
1 24℘K2
2 (324℘2 + 3
4
E4)K
4
3 (3200℘3 + 64
3
E4 ℘ +
10
27
E6)K
6
4 (25650℘4 + 1329
4
E4 ℘
2 + 45
4
E6 ℘+
199
384
E4
2)K8
5 (176256℘5 + 3720E4 ℘
3 + 186E6 ℘
2 + 17E4
2 ℘+ 31
72
E4E6)K
10
For these lower values of m’s the information of χy-genera was sufficient
to determine the elliptic genera and hence we can without doubt replace
M (m) byM [m] in the table. Notice that the coefficient of ℘mK2m coincides
with p24(m). This must be so since ℘
mK2m tends to 1 as z → 0 while the
rest of terms vanish in this limit.
To summarize the situation, the elliptic genus Z[M (m)] is equal to the
sum of the (chiral) two-point functions of all the physical states having the
mass squared 2m− 2 on an elliptic curve, divided by the (chiral) tachyon
two-point function on the same elliptic curve.
It is yet to be seen how much this statement is of value for a further
understanding of string duality.
Finally we recall that in addition to the relation between bosonic string
and K3 surfaces Vafa and Witten [VW] pointed out the one between su-
perstring and abelian surfaces. The vacuum two-loop as well as one-loop
amplitude of superstring vanishes and there is no analog of χ10. This is in
parallel with the fact that the elliptic genus of abelian surfaces vanishes
identically.
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8. Discussion
Perhaps one of the still open problems regarding the phenomena we ob-
served in this paper is to clarify what kind of algebras are behind them
and what kind of roles these algebras are playing. Gritsenko and Nikulin
associated with χ10 or more precisely ∆5, a generalized Kac-Moody super-
algebra whose real simple roots are characterized by the Cartan matrix 2 −2 −2−2 2 −2
−2 −2 2
 . (8.1)
As a submatrix, this Cartan matrix contains (in two possible ways) that
of A
(1)
1 (
2 −2
−2 2
)
. (8.2)
This affine Lie algebra A
(1)
1 has a very clear physical origin. If M is a K3
surface M [m] is a hyperka¨hler manifold [Bea] of complex dimension 2m.
The elliptic genus Z[M [m]] is associated with the sigma model with M [m]
as the target space. This sigma model is governed by the N = 4 super-
conformal algebra which has a Virasoro central charge 6m and contains
A
(1)
1 at level m as a subalgebra. This is the physical origin of why the
elliptic genus Z[M [m]] as a weak Jacobi form of index m can be expanded
in terms of the A
(1)
1 theta functions as in (4.27). Thus the generalized
Kac-Moody superalgebra contains a tower of integrable representations of
A
(1)
1 at arbitrary levels. This is reminiscent of the situation in [FF].
On the other hand, if we take the viewpoint in the last section seri-
ously, N = 4 superconformal invariance must somehow be realized at each
mass level of bosonic string theory. This expectation clearly needs further
investigation.
As is well-known, the tachyon vertex operators of bosonic string are
utilized in the Frenkel-Kac-Segal constructions for the basic representa-
tions of (simply-laced) affine Lie algebras. It has long been anticipated by
many that the massless as well as massive vertex operators might also play
roles in realizing some larger algebraic structures. Although the situation
discussed in this paper may not be the right one for this anticipation since,
for instance, we were dealing with the uncompactified bosonic string, it is
still interesting to observe that with a genus two Riemann surface is as-
sociated the big algebraic structure of the Gritsenko-Nikulin algebra and
if we pinch one of the handle of the Riemann surface and use the fac-
torization principle we see that vertex operators of all mass levels appear
naturally.
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