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Abstract: The Hamiltonian Monte Carlo method generates sam-
ples by introducing a mechanical system that explores the target
density. For distributions on manifolds it is not always simple to
perform the mechanics as a result of the lack of global coordinates,
the constraints of the manifold, and the requirement to compute
the geodesic flow. In this paper we explain how to construct the
Hamiltonian system on naturally reductive homogeneous spaces us-
ing symplectic reduction, which lifts the HMC scheme to a matrix
Lie group with global coordinates and constant metric. This provides
a general framework that is applicable to many manifolds that arise
in applications, such as hyperspheres, hyperbolic spaces, symmet-
ric positive-definite matrices, Grassmannian, and Stiefel manifolds.
1. Introduction
A central problem in statistics involves defining methods that generate sam-
ples from a probability measure over a manifold [20]. Typical examples that
arise in applications (such as topological statistics, inference, machine learn-
ing, and computer vision) entail sampling on circles, spheres, hyperbolic spaces,
Grassmannian, Stiefel manifolds, projective spaces, or the space of covariance
matrices [25, 39, 12, 4].
Specific examples of distributions on manifolds arise for example in direc-
tional statistics [45] where spherical geometry plays a key role, in computa-
tional molecular biology to generate protein conformations [28], in goodness of
fit tests in exponential families [20], to analyse the patterns of crystallographic
preferred orientations [38], in Bayesian spectral density estimation, in random
matrix theory [47] and of course in molecular dynamics [29].
Hamiltonian (Hybrid) Monte Carlo (HMC) [21] is a powerful sampling algo-
rithm, that is usually formulated to sample from distributions over Rn, although
in physics applications it has long been used for sampling on Lie group mani-
folds [36, 3, 8, 37]. An important characteristic of HMC is that it only requires
the target distribution to be known up to a constant factor. This is particu-
larly useful in Bayesian statistics, where one wants to sample from the posterior
distribution whose normalisation constant is often intractable. Our aim is to
show how it may be used to sample from distributions over a large class of in-
teresting manifolds. The HMC algorithm is usually expressed in terms of local
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coordinates [50, 7, 6], but in general manifolds cannot be covered by a single
coordinate patch, so any coordinate-dependent scheme would require changing
coordinates during the computation of a Hamiltonian trajectory, which would
be very inconvenient. In some examples there is a single coordinate system that
is valid almost everywhere: for example, on the sphere S2 the familiar spherical
polar coordinates are valid everywhere except at the poles, and the simplest co-
ordinate system on the torus S1×S1 is valid everywhere but on two lines. Even
in these cases “artificial” coordinate singularities often appear on the boundaries
of the coordinate patches, which may lead to numerical instabilities when inte-
grating trajectories that pass through or near to them. Moreover, if we embed
the manifold in a higher dimensional space, it is usually necessary to impose
constraints for the trajectories to stay on the manifold, which requires the use
of small integration step sizes. There have been several articles attempting to
address these issues in special cases [40, 13, 32].
In this paper we develop a general methodology to solve this problem in the
case where the manifoldM is a symmetric space, or more generally a naturally
reductive homogeneous space (defined in §2), using symplectic reduction. It is
thus applicable to all the spaces mentioned above. We shall formulate the HMC
algorithm on such a space (which may have nontrivial topology and curvature)
by defining a suitable Hamiltonian system in terms of coordinate-free geometric
quantities; and we will then show how this dynamics may be efficiently imple-
mented by using the embedding of its phase space in a space of matrices that
admits global coordinates. In our examples we will display the equations of mo-
tion in local coordinates, but this is done purely for the purpose of illustration.
We shall require that the motion stay on the manifold without the imposi-
tion of constraints through a potential or by the use of Lagrange multipliers
[14, 12, 42], because these would require the use of integrators with small steps
[27]. Once such a suitable Hamiltonian mechanics has been defined, we shall
construct a practical discretization scheme by constructing symmetric symplec-
tic integrators that are compositions of elementary integration steps that do
not require explicit constraints. These steps are not entirely trivial to build on
curved manifolds [41], so we will explain in detail how they may be implemented
efficiently.
Homogeneous spaces contain natural symmetries in the sense that they can
be written (up to isomorphism) as a quotient spaceM∼= G/K: that is, they arise
by identifying the elements of a Lie group G that are related by transformations
belonging to a subgroup K ⊂ Diff(G) (so that elements of M can be viewed as
subsets of G). Symmetries play an important role in mathematics and physics;
in the context of Hamiltonian mechanics, they give rise to conserved quantities
(generalised momenta) via Noether’s theorem [1]. Such symmetries are encoded
in terms of the action of a Lie group on the manifold, and the surfaces corre-
sponding to conserved momenta, which are given by level sets of a momentum
map, is a foliation of phase space. The algorithm we propose computes a Hamil-
tonian system on G that is invariant under the action of K, and which preserves
the corresponding conserved quantity J = 0, where J is the momentum map
for the action of K on G. Expressing such a Hamiltonian system in terms of
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Figure 1. Sampling the world. The trajectory length is 6, 371 km, the step size is 63.71 km.
We compute 10, 000 samples from a recognisable potential. The colour shows the magnitude
of the potential at that point (the three-dimensional figures were generated using [52]).
a matrix representation of the Lie group and its concomitant Lie algebra not
only allows its embedding in a space with a global coordinate system, but also
allows the group multiplication to be implemented using matrix multiplication
rather than requiring the use of transcendental functions. The symmetries of
the Hamiltonian system on G ensure that the mechanics stays on a submanifold
J−1(0) ⊂ T ∗G, which allow its reduction to a mechanics on M ∼= G/K, and
enables sampling from the target measure on M.
1.1. Advantages of the Method
To the best of our knowledge, the algorithm we derive is the first one defining an
explicit HMC scheme for a large class of manifolds. Currently the main reference
is [13], which informally demonstrates how to deal with the lack of global coordi-
nates for manifolds isometrically embedded in Rn, but does not explain how to
compute the geodesic flow for these submanifolds (or the orthogonal projection
onto the tangent spaces). Aside from the manifolds discussed in [13], the family
of naturally reductive homogeneous spaces also includes Grassmannian and the
space of positive definite matrices. Moreover in the important case of Stiefel
manifolds, the metric induced by the quotient is consistent with the symmetries
of the manifold, unlike [13] which pulls-back the Euclidean metric. This means
that our reference measure is the uniform distribution, which is particularly
suitable for Bayesian applications (in particular the absence of potential energy
the proposed method samples uniformly).
Performing the HMC algorithm on the Lie group G rather thanM will yield
several advantages. First of all, as mentioned earlier, we will be able to use the
global coordinates provided by the matrix representation. Moreover, since the
tangent bundle is trivial, TG ∼= G × g, and the metric will be left-invariant,
the velocity update is greatly simplified: we shall see that we only need to
compute the Riemannian gradient at the identity, rather than at each point of
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the manifold; in other words our Riemmannian metric on G is determined by a
(constant) inner product on g.
By choosing an appropriate Riemannian metric, we can write the geodesics in
closed form as a single matrix exponential. We only need to find the geodesics
starting at the identity, rather than at each point, and no parallel transport
of the velocity along the geodesics is required, in contrast to both [32, 13].
Moreover if we use an appropriate basis of g, the metric becomes Euclidean and
in particular no inverse metrics appear. Hence, our algorithm does not reduce
to [32] when M is the space of positive definite matrices.
We may then perform HMC on M by exponentiating the Lie algebra with-
out having to introduce constraints, which allows us to use numerical integrators
with large steps. The constraint that the algorithm stays on J−1(0) (and thus
M) are automatically satisfied since, unlike in [13], the geodesic on J−1(0) re-
duce to geodesics onM, and no additional orthogonal projection to the tangent
space is required: the geometry of the bundle G → G/K and the symmetries of
the Hamiltonian allow us to naturally implement the constraints of M.
From the expression for the symplectic structure in terms of non-vanishing
1-forms, we can easily construct Shadow Hamiltonians and higher order inte-
grators, which for some cases may be computationally cheaper [37, 35, 53]. Such
integrators may involve a carefully choreographed sequence of Vˆ and Tˆ steps,
and the use of “second derivatives” or “force gradient” steps such as ̂{V, {V, T}}
may also be advantageous
(
here {V, T} = −ω(Vˆ , Tˆ ) is the Poisson bracket).
Finally, we will show that our method can also be used to compute Hamilto-
nian trajectories on pseudo-Riemannian manifolds.
1.2. Description of the Method
The following commutative diagram summarises the geometric structures in-
volved in this method of sampling from probability measure on a naturally
reductive homogeneous manifold M.
T ∗GL(n)
ρ⊗∂ρ←−−−− T ∗G J
−1(0)/K−−−−−−→ T ∗(G/K) ψ⊗∂ψ−−−−→ T ∗M
pi
y piy piy piy
GL(n) ←−−−−
ρ
G −−−−→
pi
G/K −−−−→
ψ
M
SinceM is a homogeneous space it is diffeomorphic to the quotient G/K (bottom
right of the diagram) of the Lie group G that acts on M by the stabilizer
subgroup K of this action. We set µ to be the natural volume (uniform) measure
on M generated by a G-invariant Riemannian metric, and assume the target
density has the form e−V µ up to a constant factor (in the Bayesian paradigm,
V is the negative log-likelihood).
The HMC algorithm generates samples from the density e−V onM by sam-
pling from an extended distribution e−H on phase space T ∗M using the Hamil-
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tonian flow of a Hamiltonian H. The method we propose computes the Hamil-
tonian flow of H using a Hamiltonian flow on G.
In order to construct the Hamiltonian system on G we start by noting that
there is a canonical phase space, namely the cotangent bundle T ∗G endowed
with a symplectic structure by the fundamental two-form ω = −dη where η is
the Liouville form defined in terms of the left-invariant Maurer–Cartan form
θ on G. The potential energy V on M pulls back to a potential energy on G,
while a kinetic energy on G can be induced by the G-invariant metric on M,
together with the requirement that G/K is naturally reductive. By construction,
the resulting Hamiltonian on G is (right) K-invariant.
Once we have a Hamiltonian system on T ∗G we can compute the Hamil-
tonian system on T ∗M by symplectic reduction. More precisely, to construct
numerical trajectories on T ∗(G/K) we restrict the initial momenta correspond-
ing to K to be zero (so J = 0). Then, the symmetries of the Hamiltonian ensure
the dynamics in T ∗G is restricted to the level set J−1(0) of the momentum
map J corresponding to the Noether momenta for K-transformations. The sym-
metries of the Hamiltonian and the restriction to J−1(0), avoid the appearance
of analogues of centrifugal forces, and it follows from the symplectic reduction
theorem [46, 1] that this dynamics on T ∗G reduces to a well-defined dynamics
on T ∗(G/K) ∼= T ∗M.
In order to efficiently implement the numerical Hamiltonian dynamics on T ∗G
we use the embedding provided by a faithful representation ρ of G in GL(n), the
space of non-singular n × n matrices, and the concomitant embedding of T ∗G
in T ∗GL(n) (the leftmost columns in the diagram). This has two significant
benefits: the space of n × n matrices is diffeomorphic to Rn2 which provides a
global coordinate system, and group multiplication corresponds to the multi-
plication of representation matrices. Thus while we have to pay for the larger
dimension of the space of matrices the computations required within it are rela-
tively cheap; and we may concentrate our efforts on efficiently implementing the
only transcendental operation required, the exponentiation of matrices in the
representation of the Lie algebra g to those in the representation Lie group G.
Finally, it is worth mentioning that the procedure of symplectic reduction
provides a Hamiltonian system onM, even when the kinetic energy on G is not
a Riemannian metric, and we can use any (symmetric) symplectic integrator
to perform approximate numerical integration of the trajectories in T ∗M using
trajectories in J−1(0). For example in §B.3 we will compute Hamiltonian tra-
jectories on the Lorentzian single sheeted hyperbolic space (which is an anti-de
Sitter space). However this does not lead to an HMC algorithm for M. Indeed
HMC also requires a momentum refreshment Markov step (Gibbs sampler), and
this is only possible if the distribution e−T is normalizable, which is not nec-
essarily the case when the metric is pseudo-Riemannian. However, as long as
the kinetic energy is Riemannian on an appropriate subspace (called p later)
of g, which will always be the case if the kinetic energy on G is induced by a
Riemannian metric on M, this will indeed lead to an HMC algorithm.
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1.3. Structure of paper
In §2 we give an overview of the differential geometric language that is used in
the paper. Section §2.1 gives definitions of symmetric and homogeneous spaces.
In the supplementary materials we discuss these spaces in more detail and in-
troduce all the necessary geometry to fix our notation and make this paper
self-contained. In §2.2 we explain the relation between inner products on g and
G-invariant metrics onM. In §3 we derive the equations of motion on Lie groups
and explain how to set up the dynamics to sample on the reduced homogeneous
spaces. In §4 we discuss the resulting algorithm in detail. In §5 we provide an
illustration of our algorithm for the case of the two-sphere, and its related hyper-
bolic spaces are treated in §B of the supplementary materials. We explain how
matrix exponentials can be efficiently computed in §6 and §C. Finally, in §7
we summarise what has been achieved. The proofs of the various results are
provided in §A.
2. Background
2.1. Reductive Homogeneous Spaces
Homogeneous spaces are quotient spaces with natural symmetries arising from
the action of a Lie group. Typically, homogeneous spaces are induced by a
manifold M upon which a group G acts transitively by an action which we
denote as g ·q for g ∈ G and q ∈M (transitivity means G ·q =M). Let K be the
stabilizer subgroup that fixes a specified point p ∈ M, g · p = p for all g ∈ K.
The left action of G on itself Lgh = gh defined by group multiplication induces
a left action of G on G/K. It follows that the map ψ : G/K → M defined by
ψ : gK 7→ g · p is an (equivariant) diffeomorphism, M ∼= G/K (see §G), and we
can think of the point g · p ∈M as the subset gK ⊂ G. When defining HMC on
M through symplectic reduction, we will use this isomorphism to viewM as the
homogeneous space G/K. The canonical projection pi : G → G/K, pi : g 7→ gK,
will then be used to reduce the mechanics on G to a mechanics onto M.
In order to have a simple relation between metrics onM and inner products
on G, we shall require that the homogeneous space G/K is reductive [19],
which means that there is a decomposition of the Lie algebra g = k ⊕ p with
AdG(K)p ⊆ p (see §F). This is always true when G is the isometry group of a
Riemannian manifoldM [22]. With this assumption the tangent space at p ∈M
is isomorphic to p, while k, the lie algebra of K, defines directions of symmetry:
moving along k in G does not result in any projected motion on M.
2.1.1. Symmetric Spaces
Symmetric spaces [30] form an important class of naturally reductive homoge-
neous spaces and arise frequently in statistics and physics. These include the
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Figure 2. Geodesics (V = 0) on the unit sphere obtained from HMC, with kinetic energy
defined by the canonical (SO(3)-invariant) metric. This is implemented by reducing a free
mechanics on SO(3) with the associated AdSO(3) SO(2) inner product on p. The figure on the
left has 4 trajectories of length τ = 10, and that on the right has 300 trajectories of length
τ = 0.1. The colours are chronological.
sphere S2, Grassmannian manifolds, and the space of positive definite matri-
ces. Riemannian symmetric spaces are connected Riemannian manifolds (see
§J) with the property that for any x ∈ M there is an isometry σx of M such
that σxx = x and ∂xσx = − idTxM, where ∂x denotes the tangent map at x. It
can then be shown that the connected component G(M)0 of the isometry group
ofM acts transitively onM, thus if Kp is the isotropy group at p ∈M, then as
before we can identify M ∼= G(M)0/Kp. Homogeneous spaces arising this way
are automatically reductive, in fact there exists a subspace p complementary to
k, g0(M) = k⊕ p, with [k, k] ⊆ k, [k, p] ⊆ p, and [p, p] ⊆ k.
2.2. G-Invariant Metrics on G/K
In order to implement HMC we need to choose a Riemannian metric [5]. On Lie
groups there is a bijection between inner products on g and left-invariant met-
rics on G, as well as between AdG-invariant inner products on g and bi-invariant
metrics on G (see §F). A similar result holds for reductive homogeneous spaces:
there is a bijection between G-invariant metric on G/K and AdG K-invariant
inner products on p. This bijection allows us to pull back the Riemannian met-
ric on M to an inner product on p, which we will use to define the kinetic
energy. By construction the canonical projection pi : G → G/K is an isometry
when restricted to p, so that geodesics will be projected to geodesics (see §A.5
for the proof). To make our HMC scheme as simple as possible, we will use
an AdG K-invariant non-degenerate quadratic form on g for which p and k are
orthogonal. For an important class of homogeneous spaces, called naturally re-
ductive, this enables us to compute the (horizontal) geodesics on G (andM) by
exponentiating matrices in (a representation of) p. Naturally reductive homo-
geneous spaces include homogeneous spaces with an AdG-invariant metric and
symmetric spaces.
In section §A.8 we show how Killing fields may be used to characterise the
relation between the metrics on G/K and p.
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3. Dynamics on Homogeneous Space
3.1. Dynamics on Lie Groups
The phase space for Hamiltonian dynamics on a Lie group G is the cotangent
bundle T ∗G, and as on any cotangent bundle there is a natural one-form η called
the Liouville form. A useful property of Lie groups is that we can construct η
using the non-vanishing 1-forms θi of the Maurer–Cartan frame, which is defined
by choosing a basis of the Lie co-algebra g∗ (see §F), as we now show.
Given the Maurer-Cartan form θ : g 7→ θg ≡ ∂gLg−1 and a frame θi (i.e.,
a basis of g∗), define the momentum fibre coordinates pi : T ∗G → R, by first
defining p ≡ (θ−1)∗ : T ∗G → g∗, and then setting p = θi1pi. Here the inverse
is taken pointwise θ−1g ≡ (θg)−1 : g → TgG, and the inverse function theorem
implies θ−1g = ∂1Lg. Thus, setting pg ≡ p|TgG , for any αg ∈ T ∗g G,
pg(αg) = (θ
−1
g )
∗(αg) = αg ◦ θ−1g = L∗gαg ∈ g∗. (1)
We define the Liouville 1-form on T ∗G as η ≡ pipi∗θi. On G = Rn we have
θi = dxi, so that η may be viewed as a generalisation of the usual Liouville form
pidx
i. By analogy with Rn we might guess that the corresponding symplectic
structure should be dpi∧θi, but this is not closed. The corresponding symplectic
structure ω is in fact given by
ω ≡ −dη = −d(pipi∗θi) = pi∗θi ∧ dpi + 12picijkpi∗θj ∧ pi∗θk
where cijk are the structure constants of the Lie algebra and we used (20). The
term in the fundamental two-form explicitly depending on the structure con-
stants will not appear in the Hamiltonian vector fields derived below, but is
required to ensure that ω is closed, dω = 0. Moreover, it is important for the
construction of Poisson brackets and higher derivative (force-gradient) integra-
tors [37].
Note the Liouville form does not depend on the choice of frame, and in fact
may be written in a frame-independent manner as η = p(pi∗θ) (see also §A.2).
The definition of p suggests it transforms objects in the opposite way of θ. This
intuition is formalised by the following important symmetry (derived in §A.1)
which proves η is the canonical Liouville form: for any 1-form β : G → T ∗G
β∗η = β. (2)
By construction the Liouville form η is left-invariant, that is, for each group
element g, the induced map Lg
∗ on phase space is a symplectomorphism. The
analogous result holds for the right action, and more generally for any map
induced by a diffeomorphism of G, as we show in §A.2. Let us restrict the
domains of the functions pi to g
∗, and use these as fibre coordinates (more
precisely, we identify T ∗G ∼= G × g∗).
We introduce a Hamiltonian function H = T + V : T ∗G → R on this phase
space, as the sum of a potential energy V : G → R and a kinetic energy T :
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g∗ → R : p 7→ 12 〈p, p〉−1, with 〈·, ·〉−1 an inner product on g∗, which for now we
assume to be induced by an AdG-invariant inner product 〈·, ·〉 on g. We will see
in §3.2 that H is the pull-back of the Hamiltonian on T ∗M. The inner product
on g enables us to identify g ∼= g∗ and to define dual momentum (i.e., velocity)
coordinates pi ≡ ∂piT = gijpj (which are the coordinates of the associated
vector), where gij ≡ 〈θi, θj〉−1.
The mechanical trajectories are the integral curves of the Hamiltonian vector
field Hˆ (§E). The Hamiltonian vector fields corresponding to T and V are given
by Tˆ = piei and Vˆ = −ei(V ) ∂pi where ei denote the left-invariant dual vector
fields, θi(ej) = δ
i
j [37].
As we wish to compute Hamiltonian trajectories globally we express the dy-
namics in terms of motion on the submanifold of Rn2 corresponding to the image
of a faithful (injective) representation ρ : G → GL(n,R) of the Lie group (§F); if
G is a matrix group then the defining representation is often convenient for this
purpose, so that the reader may take ρ to be the inclusion. Since the cotangent
bundle over a Lie group is trivial, T ∗G ∼= G × g∗ ∼= G × g, we can identify G × g
with ρ(G)× ∂1ρ(g) ∼= Tρ(G).
The potential energy V defines a function V ◦ ρ−1 on the image of the rep-
resentation ρ(G). If ρ(G) is not an open subset of GL(n), it will be useful
to use an arbitrary differentiable extension Vρ : GL(n) → R of V ◦ ρ−1 (so
Vρ = V ◦ ρ−1 on ρ(G)) in order to differentiate the potential energy with re-
spect to global coordinates. Similarly, using ∂1ρ we can define an inner product
〈·, ·〉ρ on ∂1ρ(g), satisfying (∂1ρ)∗〈·, ·〉ρ = 〈·, ·〉, from which we construct a ki-
netic energy Tρ : ∂1ρ(g) ⊆ Rn2 → R. By construction we have T = Tρ ◦ ∂1ρ and
V = Vρ ◦ ρ.
The map ∂1ρ identifies the vector p
iei(1) with its representation P ≡ piTi,
where Ti ≡ (eiρ)(1) are called the generators and form a basis of ∂1ρ(g). We set
gij ≡ 〈Ti, Tj〉ρ.
The Hamiltonian trajectories on T ∗G are the integral curves of the vector field
Hˆ = Tˆ + Vˆ , which we approximate by constructing symplectic integrators
built of interleaved segments of the integral curves of Tˆ and Vˆ . The rate of
change of functions P and x along a curve c : R→ T ∗G is
P˙ (t) = Vˆ P = − tr(∂xVρ · ρ(t) · Ti)T i and ρ˙(t) = Tˆ ρ = ρ(t) · P (t) (3)
respectively, where xab : GL(n,R) → R are the canonical matrix coordinates,
T i ≡ gijTj , and (∂xVρ)ab ≡ ∂Vρ/∂xba (see §A.9 for proof). Integrating these
equations exactly (with constant ρ and P respectively) yields
P (t) = P (0)− t tr(∂xVρ · ρ(0) · Ti)T i and ρ(t) = ρ(0) · exp(tP (0));
note that this involves right-multiplication by etP (0) of the matrix ρ(0) repre-
senting the initial point in G, this is a consequence of using left-invariant vec-
tor fields (which generate right translations). These separate Vˆ and Tˆ updates
may be used to construct symplectic integrators, such as the leapfrog integrator
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e
1
2
δt Vˆ eδt Tˆ e
1
2
δt Vˆ
P
(
t+ 12δt
)
= P (t)− 12δt tr
(
∂xVρ · ρ(t) · Ti
)
T i
ρ(t+ δt) = ρ(t) · exp
(
δt P
(
t+ 12δt
))
(4)
P (t+ δt) = P (t+ 12δt)− 12δt tr
(
∂xVρ · ρ(t+ δt) · Ti
)
T i.
As an example let us derive the force term for SO(n,R), with ρ defined as the
inclusion in GL(n) and normalise the generators Ti such that gij = − tr(TiTj) =
tr(T>i Tj) = 2δij
P˙ (t) = − tr(∂xVρ · ρ(t) · Ti)T i = − tr((ρ>∂xV >ρ )>Ti)T i
= − 12 tr
(
(ρ>∂xV >ρ )
>Ti
)
Ti = −
tr
(
(ρ>∂xV >ρ )
>Ti
)
gii
Ti
= −A(ρ> · ∂xV >ρ ) = A(∂xVρ · ρ),
where A projects onto ∂1ρ
(
so(n,R)
)
, the subspace of antisymmetric matrices
spanned by the generators Ti. If for example Vρ = tr(B ·x) for a constant matrix
B, then ∂xVρ = B.
3.2. Dynamics on Naturally Reductive Homogeneous Manifolds
The construction of a Hamiltonian system on a Lie group G was straightforward
because we were able to take the trivial cotangent bundle with the Liouville
form and express it in terms of the global left-invariant Maurer–Cartan forms
on G. It is more involved to construct a Hamiltonian system that respects the
desired symmetries on homogeneous spaces: an obvious difficulty is that there
are in general no global invariant vector fields. Indeed, on S2 there are no non-
vanishing vector fields (the “hairy ball” theorem). Fortunately, there is a simple
construction of Hamiltonian systems generated by the quotient structure. If we
construct a K-invariant Hamiltonian on G and set the momenta corresponding
to motion in the K-direction to zero, then the motion on G projected onto the
coset space G/K has all the required properties.
To describe the symmetries associated with the right action of K on G, we
introduce the map J : T ∗G → k∗, with J(αg) = Lg∗αg|k. Thus J describes the
change in momenta in the direction of the infinitesimal generators of the action
of K on G. The function J is called the momentum map, and plays the role
of the conserved quantity in Noether’s theorem: if a Hamiltonian is invariant
under the action of the group K, then J is conserved along the trajectories
of the Hamiltonian Hamiltonian vector field. The definition above follows from
the standard definition of the momentum map J(αg)(ξ) ≡ αg
(
ξG(g)
)
. Here
ξG ∈ Γ(TG) is the left-invariant vector field generated by ξ ∈ T1K, i.e., ξG(g) =
∂1Lgξ (more generally it is the Killing field associated to ξ ∈ k by the action of
K on G). Hence αg
(
ξG(g)
)
= αg(∂1Lgξ) = Lg
∗αg(ξ) and it follows indeed that
J(αg) = Lg
∗αg|k.
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Since K acts symplectically, freely and properly on T ∗G, it follows from the
Marsden–Weinstein reduction (see [46] and [1] Theorems 4.3.1 and 4.3.5) that
there exists a unique reduced symplectic structure ω0 on the reduced space
J−1(0)/K. In §A.6 we prove that the symplectic manifold J−1(0)/K is isomor-
phic to T ∗(G/K). Moreover, upon identifying J−1(0)/K ∼= T ∗(G/K) it follows
that (∂pi)∗ω0 = ω|J−1(0), i.e., ω0
(
∂q ∂pi(v), ∂q ∂pi(u)
)
= ω(v, u) for all tangent
vectors u, v ∈ TqJ−1(0). Finally, the flow generated by a K-invariant Hamil-
tonian H is projected to a Hamiltonian flow on reduced space generated by
the reduced Hamiltonian H0, which satisfies H0 ◦ ∂pi = H for any momenta in
J−1(0).
Let us now apply this result to our situation. Consider the kinetic energy T˜
onM∼= G/K defined in terms of a G-invariant Riemannian metric, and a target
density exp(−V˜ ) on M. From §2.2 we can choose an AdG K-invariant inner
product on g = p⊕ k for which p and k are orthogonal and the inner product on
p is the pull-back of the G-invariant Riemannian metric on G/K. This induces
an inner product on g∗ which defines a kinetic energy T on g∗. Furthermore, the
potential V˜ may be extended to a function V : G → R that is coset-independent,
V (g) ≡ pi∗V˜ (g) = V˜ (gK). The Hamiltonian system with H ≡ T + V on T ∗G is
then K-invariant (see §A.3 for proof) and satisfies all the conditions of a simple
mechanical system with symmetry group K, as defined in [1] on page 341. In
particular the reduced Hamiltonian is precisely the Hamiltonian T˜ + V˜ on T ∗M
(see also Theorem 4.5.6 [1]).
Although in theory we could sample directly from the reduced space T ∗M,
to avoid having to introduce local coordinates and the use of complicated tran-
scendental functions to implement group multiplication, we instead “sample”
from J−1(0) ⊂ T ∗G and then take the quotient by the isotropy group K to
obtain samples from T ∗M. In practice the requirement for momenta to remain
in J−1(0) is imposed by simply setting the initial momentum to be in p∗, so
that it has no components in the direction of the isotropy to zero (see §A.4 for
proof).
Finally, we note that while the equations of motion (4) were derived using an
AdG-invariant inner product, these are unchanged for an AdG K-invariant inner
product on a naturally reductive space, since the geodesics in the horizontal
direction p are still given by Lie-group exponentiation [23].
4. Algorithm
Consider a naturally reductive homogeneous space M ∼= G/K ← G : pi with
a G-invariant metric and a potential V˜ : M → R; let 〈·, ·〉 be the associated
AdG K-invariant inner product on p, and V = V˜ ◦ pi the extended potential.
Fix a basis of p and let T be the matrix associated to 12 〈·, ·〉. It is convenient
to choose an orthonormal basis so that T = 12I. We define the Hamiltonian
H = V + T on G × g, and let ρ : G → GL(n,R) be an injective representation
(which can just be the inclusion when G is a matrix group).
In order to implement HMC we need to tune two parameters, the time step
δt and the trajectory length τ , see for example [9, 11, 50]. The trajectory length
imsart-generic ver. 2014/10/16 file: HMCReductionAxiv.tex date: April 22, 2019
Barp, Kennedy, and Girolami/HMC on Symmetric and Homogeneous Spaces 12
should be taken sufficiently long to minimise the mixing time, and the step size
should be adjusted to give a reasonable Metropolis acceptance rate (the cost
of the method is not very sensitive to the precise acceptance rate, typically
anywhere between 50% and 80% is adequate). Given the current phase (ρ0, P
′
0)
the HMC algorithm proceed as follows:
• Sample P0 with respect to the measure e−Tλ, where λ is the Lebesgue
measure on p.
• For i ∈ [1, L], map (ρi−1, Pi−1) to (ρi, Pi) by performing a Leapfrog update
as described in (4), with initial phase (ρi−1, Pi−1) and time step δt. The
second step requires exponentiating an element of the Lie algebra §6. This
yields a proposal phase (ρ∗, P ∗)= (ρL, PL).
It is advisable to correct the matrices representing Lie group elements
after each update to ensure that they lie in the image of the group so
as to reduce the effects of numerical floating point rounding errors. Such
projections are identity operations in exact arithmetic.
• We accept the proposed state with probability
min
(
1, exp
(−H(ρ∗, P ∗) +H(ρ0, P0))),
otherwise the proposal is rejected and the new phase is (ρ0, P0).
• The procedure defines a sequence of samples (ρi) on G which can be pro-
jected to samples
(
pi(ρi)
)
on M.
4.1. AdG K Inner Products
For many homogeneous spaces in which G is a matrix group the standard
inner product (A,B) 7→ tr(ATB) on g is often AdG K-invariant. Let us ver-
ify this for the inner products we used in our computations. For the sphere
S2 ∼= SO(3)/ SO(2) as parametrised in §5, with the defining representation
ρ : g 7→ g. The projection pi(g) = gK = g · p0 simply maps the matrix g ∈ SO(3)
to its first column. The standard matrix inner product on p is AdG K-invariant
since the Cartan-Killing form is invariant (H) and tr(ATB) = − tr(AB).
For the two sheeted hyperbolic space (§B.2), since Adk A = kAk−1 ( this is
true for any matrix group), and k−1 = kT for k ∈ K = SO(2), from which the
AdG K-invariance follows:
tr
(
(Adk A)
T Adk B
)
= tr
(
k−TAT kT kBk−1
)
= tr
(
kAT k−1kBk−1
)
= tr(ATB).
On the single sheeted hyperbolic space (§B.3), we use the inner product A,B 7→
tr(AB), which is AdG K-invariant but pseudo-Riemannian, rather than Rieman-
nian.
4.2. Pseudocode
We begin by constructing the symbolic characteristic polynomial for an n × n
matrix A as given by equation (7). This is illustrated in Algorithm 1, which re-
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turns a symbolic polynomial in the variable λ with coefficients that are expressed
in terms of symbolic powers of traces tr(Aj) with j ∈ N and A a symbol. In
line 3 we iterate through the partitions P yielded by a procedure partitions(n)
that generates all the partitions of the integer n = dimA, and in line 6 we
iterate through the pairs (j, r) of positive integers in the partition P where
n =
∑
(j,r)∈P j
r. Line 8 computes the factor f corresponding to (j, r). The term
t in the summation in equation (7) has its sign flipped in line 10 if necessary.
In line 12 the resulting expression is expanded as a polynomial in λ, so that
its coefficients may be extracted later: expand is assumed to make use of the
linearity of tr.
This procedure is only evaluated once when initializing the program, and
in the absence of a suitable symbolic manipulation language the characteristic
polynomial may of course be evaluated “by hand”.
Algorithm 1 Symbolic computation of the characteristic polynomial of an n×n
matrix A.
1: procedure CharPoly(n, λ,A)
2: c← 0
3: for P ∈ partitions(n) do
4: t← 1
5: s← 0
6: for (j, r) ∈ P do
7: s← s+ r(j + 1)
8: f ←
(
tr
(
(A− λ)j))r/(r!jr)
9: t← t× f
10: if s mod 2 = 1 then t← −t
11: c← c+ t
12: return expand(c)
CharPoly is used in the procedure ExpPoly given in Algorithm 2 that
symbolically computes an anonymous function (λ-expression) that evaluates
the Taylor expansion of eA of degree N − 1. It first computes the symbolic Tay-
lor series expansion of the exponential function eλ truncated to degree N − 1,
and then in line 6 it divides this polynomial by the characteristic polynomial
cp with respect to the symbolic variable λ to give a polynomial e in λ (and
traces of powers of A) of degree min(N,n) − 1. It then extracts the coefficient
of λk in line 9 into c, and optimizes this expression (as a polynomial in traces
of powers of the symbol A) for numerical evaluation by applying Horner’s rule
in line 10. Up to this point the numerical coefficients are computed exactly as
rational numbers for numerical stability, but in line 11 they are converted to
floating point numbers for faster numerical evaluation. The coefficient of λk is
then multiplied by the symbolic power Ak making use of the Cayley–Hamilton
theorem and accumulated as a symbolic expression r; finally the resulting sym-
bolic polynomial r in powers of A and powers of traces of A is converted into
an anonymous numerical procedure taking a numerical floating-point matrix
A as its argumentby constucting λ-expression (this λ has nothing to do with
the variable λ used before). This anonymous λ-expression may be compiled at
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this point, as this computation is only performed once when the program is
initialized, but the resulting procedure is later invoked many times. During ini-
tialization the matrix dimension n = dimA and the degree N − 1 of the Taylor
expansion of the exponential are known explicitly, but the matrix A is not.
Algorithm 2 Construct an anonymous function that computes the Taylor ex-
pansion of eA of an n × n matrix to order N − 1 as a function of an explicit
floating-point matrix A. cp is the characteristic polynomial as a symbolic poly-
nomial in λ and trAj .
1: procedure ExpPoly(N,n)
2: cp← CharPoly(n, λ,A) . Algorithm 1
3: t← 1
4: for k ∈ [1, N) do
5: t← t+ λk/k! . Symbolic Taylor expansion
6: e← rem(t, cp, λ) . Remainder of polynomial division
7: r ← 0
8: for k ∈ [0, N) do
9: c← coeff(e, λk) . c is a polynomial in trAj
10: c← horner(c) . Improve numerical stability using Horner’s Rule (see eq. (9))
11: c← float(c) . Convert rational numbers to floats
12: r ← r + c×Ak . A is symbolic
13: r ← lambda(A, r) . Construct and compile anonymous function to evaluate r(A)
14: return r
There is a further λ-expression that may be useful constructed during initial-
ization, and that is to compute the gradient of the (extended) potential function
V : GL(n,R)→ R. We assume that we are provided with a symbolic expression
Vs for this potential as a function of the GL(n) matrix X; this potential must
be invariant under K. The anonymous numerical procedure to evaluate the gra-
dient as a function of the floating-point matrix X is computed by the procedure
AutoDiff in Algorithm 3.
Algorithm 3 Pre-compute the gradient of the symbolic potential function Vs :
GL(n,R)→ R. Note the implicit transpose for consistency with (3).
1: procedure AutoDiff(Vs)
2: for i ∈ [1, n] do
3: for j ∈ [1, n] do
4: dVji ← diff(Vs, Xij) . Symbolic derivative of V , note implicit transpose
5: f ← lambda(X, dV ) . Construct and compile anonymous function for dV (X)
6: return f
So far all our algorithms are used at initialization, and in they can be precom-
puted by hand or machine if so desired. We now turn to the numerical algorithms
that are used throughout the HMC sampling. Let us start with the computation
of the matrix exponential of Algorithm 4. The algorithm use the precomputed
Taylor expansion r(A) if ‖A‖ is small enough, otherwise it computes a suitable
k ∈ N and evaluates r(A/k)k. The formula for δ used in line 2 and k used in
line 5 are to be found in §6.3, and depend upon the Taylor expansion degree
N−1, the desired accuracy ε, and parameter α. Typical values might be N = 10,
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ε = 10−6, and α = 0.9, but these will depend on the particular application. In
line 2 we also need to compute an upper bound on the spectral norm ‖A‖; as
discussed in §6.2 we may use ‖A‖ ≤
√
trAAT in general or ‖A‖ ≤
√
1
2 trAA
T
for A ∈ SO(n).
Algorithm 4 Compute matrix exponential, where δ can be precomputed as
it does not depend on A, and r ≡ ExpPoly(N,n) has been precomputed by
Algorithm 2.
1: procedure Exp(A) . Argument is floating-point matrix A
2: if ‖A‖ < δ then . δ is defined in §6.3
3: return r(A)
4: else
5: Define k ← (‖A‖/δ) NN−1 . See §6.3
6: return BinaryPowering(A/k, k)
The procedure BinaryPowering evaluates the power an of a matrix a ef-
ficiently when n is a non-negative integer. This is, of course, trivial to evaluate
using matrix multiplication, but it may be optimized somewhat if we express n
in binary n =
∑
j≥0 nj2
j with nj ∈ {0, 1}, as then
an =
∏
j≥0
{
1 if nj = 0
a2
j
if nj = 1,
where the powers a2
j
may be computed by repeated squaring. The pseudocode
for BinaryPowering is given in Algorithm 5.
Algorithm 5 Binary powering: compute an for a in any associative algebra
and n ∈ N.
1: procedure BinaryPowering(a, n)
2: k ← n . So as not to modify the argument n
3: p← 1 . Set p to be the unit element of the algebra
4: ak ← a . ak set to successive squares a, a2, a4, a8, . . .
5: if k mod 2 = 1 thenp← ak . Unroll the first iteration of the following loop
6: while k > 0 do
7: ak ← ak · ak . Square ak
8: if k mod 2 = 1 thenp← p · ak
9: k ← bk/2c . Shift k one bit to the right
10: return p
Algorithm 6 is the basic HMC algorithm that performs momentum refresh-
ments using a Gibbs sampler and MDMC steps to generate N samples Q1, . . . ,
QN . The Gibbs sampler is illustrated in Algorithm 7 and MDMC in Algorithm 8.
In line 7 of the latter we perform a momentum sign flip, which does nothing
as the momentum is promptly replaced by an independent Gibbs sample; we
include it as it is a necessary step in variants of the algorithm in which the
momenta are only partially refreshed. The MDMC algorithm is expressed in
terms of an iterator Trajectory that generates pairs ε, step each consisting of
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Algorithm 6 HMC Algorithm to generate N samples.
1: procedure HMC(N)
2: Q0 ← 1
3: for j ∈ [1, N ] do
4: P ← Gibbs() . Algorithm 7
5: Qj ←MDMC(Qj−1, P ) . Algorithm 8
6: return Q1, Q2, . . . , QN
Algorithm 7 Momentum Refreshment, given the inner product matrix T , and
a basis of n× n matrix generators Ti of p. Here λj denotes the eigenvalue of of
the kinetic energy matrix T corresponding to the eigenvector Tj .
1: procedure Gibbs
2: M ← 0
3: for j ∈ [1,dim p] do
4: v ← N (0, λ−1j /2) . Gaussian-distributed random float
5: M ←M + vTj
6: return M
a step size ε and procedure step that performs the appropriate step. We pro-
vide an example iterator for a simple Leapfrog integrator in Algorithm 9, but
we stress that the use of such an iterator allows the implementation of more
sophisticated symmetric symplectic integrators without modifying the MDMC
code itself. The MDMC algorithm makes use of the Metropolis algorithm 10,
and indirectly of the integtator steps Vˆ and Tˆ implemented in Algorithms 11
and 12.
Finally, Algorithm 13 is the Gram–Schmidt algorithnm to project a matrix
M onto so(n) to reduce floating-point errors.
5. Parameterization of S2 using p
We now describe the parametrisation of the sphere as a homogeneous space.
The standard action (by matrix product) of SO(3,R) on S2 ⊂ R3 is transitive,
and the isotropy group of the “north pole” p0 = (1, 0, 0) is diag(1, A) for A ∈
SO(2,R). From §2.1, any coset gKp0 may be identified with the point g ·p0 ∈M.
The sphere is then diffeomorphic to SO(3,R)/ SO(2,R), or, in other words, any
point on the sphere can be identified with a rotation about a line in the 2–3
plane.
As in §C.2.1 we choose the generators of so(3) to be (Ti)jk = εijk,
T1 =
 0 0 00 0 1
0 −1 0
 , T2 =
 0 0 −10 0 0
1 0 0
 , and T3 =
 0 1 0−1 0 0
0 0 0
 .
In this case k = spanT1 generates SO(2,R) and p = span(T2, T3) gener-
ates exp(p) · p0 = M. In order to clarify the geometrical meaning of these
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Algorithm 8 MDMC Markov step. Trajectory(δt, τ) is an iterator for any
symmetric symplectic integrator with itegrator step size δt and (mean) trajec-
tory length τ .
1: procedure MDMC(Q,P )
2: P0← P . Save initial position in phase space
3: Q0← Q
4: for ε, step in Trajectory(δt, τ) do
5: Q,P ← step(ε,Q, P ) . Perform symplectic integration steps
6: Q′, P ′ ←Metropolis(Q0, P0, Q, P )
7: P ′ ← −P ′ . This momentum flip is irrelevant
8: return Q′
Algorithm 9 Trajectory iterator: we use leapfrog as an example with step
size δt and fixed trajectory length τ . The yield statement provides the next
value of the iterator, but the state is saved and execution continues with the
next statement for the next iteration. The iterator finishes when the end of
the procedure is reached. It is simple to modify this for randomly distributed
trajectory lengths.
1: procedure Trajectory(δt, τ)
2: yield δt/2,That . Initial half step
3: yield δt,Vhat
4: for j ∈ [2, τ/dt] do . Assuming that τ/δt ∈ N
5: yield δt,That
6: yield δt,Vhat
7: yield δt/2,That . Final half step
generators we parameterize the coset space M in terms of real angles θ and φ,
S(θ, φ) = exp [θ(sinφT2 − cosφT3)] = exp
θ
 0 − cosφ − sinφcosφ 0 0
sinφ 0 0

=
 cos θ − sin θ cosφ − sin θ sinφsin θ cosφ (sinφ)2 + cos θ(cosφ)2 (cos θ − 1) cosφ sinφ
sin θ sinφ (cos θ − 1) cosφ sinφ (cosφ)2 + cos θ(sinφ)2
 ,
(5)
and we identify the point
S(θ, φ)
 10
0
 =
 cos θsin θ cosφ
sin θ sinφ
 ∈ S2
in spherical polar coordinate. We may parameterize the isotropy group Kp0 as
exp(tT1) =
 1 0 00 cos t sin t
0 − sin t cos t
 ;
clearly, exp(tT1)p0 = p0. S(θ, φ) exp(tT1) parameterizes SO(3,R), and the isotropy
group Kp at p ≡ S(θ, φ)p0 is parameterized by S(θ, φ) exp(tT1)S(θ, φ)T .
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Figure 3. 20 HMC trajectories, chronologically coloured blobs, the trajectories are coloured
proportionally to the values of δH, with potential V (x, y, z) = yz2 exp(x2), δt = 0.1, τ = 2.
Figure 4. 4 HMC trajectories, with potential is V = y3 exp(z2 + x2), τ = 2, δt = 0.1, with a
leapfrog integrator. Notice the conservation of energy violation δH is tiny. The second figure
has V = y + z2 + exp(x2), τ = 0.25, δH and verifies the scaling of integrator with step-size.
The graphs show how the various energies change along each trajectory.
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Figure 5. The first figure has V = y + z2 + exp(x2), τ = 0.25, δH and verifies the scaling
of integrator with step-size. The top graphs verify that the change in energy δH scales as
δt2 for the Leapfrog integrator and δt4 for the higher-order Campostrini [15, 17] integrator.
The bottom graphs show the corresponding scaling of the error in the final positions in phase
space.
Figure 6. Here the potential is V = y exp(z2 + 2x2) with τ = 1. We measure the sample
average value of δH2 over 500 HMC samples, and verify that we generate the right distribu-
tion. The value of 〈δH2〉 scales as δt4 for a leapfrog integrator, which is consistent with the
condition 〈e−δH〉 = 1 that must hold if the samples are selected from the correct distribution
∝ e−H .
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Algorithm 10 Metropolis algorithm. We assume the numerical procedures T
and V compute the kinetic and potential energy respectively. It would be rea-
sonable to define V ← lambda(X,Vs) during initialization where Vs is the
symbolic expression for the potential used in Algorithm 3.
1: procedure Metropolis(Q0, P0, Q, P ) . Accept Q,P with probability min(1, e−δH)
2: H0← T (P0) + V (Q0) . Initial energy
3: H ← T (P ) + V (Q) . Final energy
4: δH ← H −H0 . Change in energy
5: U ← Uniform[0, 1] . Generate a uniformly distributed random number in [0,1]
6: if U ≤ exp (−δH) then
7: return Q,P . Accept new point in phase space
8: else
9: return Q0, P0 . Reject and repeat old point
Algorithm 11 Momentum update step of size ε, which follows the integral
curve of Vˆ . We set gradV← Autodiff(Vs) during initialization.
1: procedure Vhat(ε,Q, P )
2: M ← gradV(Q) ·Q
3: M ←∑ni=1 tr(M · Ti)T i . Algorithm 13 may be used to project M onto so(n)
4: P ′ ← P − 1
2
εM
5: return Q,P ′
6. Matrix Exponentiation
The discrete symplectic integration step for Tˆ (4) requires numerical evaluation
of the exponential map exp : g → G from a Lie algebra to its corresponding
Lie group, or more precisely between their matrix representations. It is desir-
able that such numerical integration be computed exactly, that is close to the
precision of the floating point arithmetic being used.
The numerical analysis of matrix exponentiation is not a new subject [48, 31],
but there are some simplification that are possible for this application. We
shall consider four approaches: Taylor series expansion for matrices near the
identity §6.2; the scaling and squaring algorithm §6.3; the use of the Cayley–
Hamilton theorem to transform the matrix to block diagonal form §C.1; and
numerical diagonalisation using standard numerical algorithms such as QR itera-
tion §C.3. Finally we discuss the exponentiation of non-normal matrices in §C.4.
6.1. Cayley–Hamilton Theorem
The Cayley–Hamilton theorem tells us that every matrix A satisfies its own
characteristic equation c(A) = 0, where
c(λ) ≡ det(A− λ1). (6)
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Algorithm 12 Position update step of size ε, which follows the integral curve
of Tˆ . We call Project in line 3 to reduce floating point arithmetic errors: in
exact arithmetic it does nothing.
1: procedure That(ε,Q, P )
2: Q′ ← Q · Exp(Pε) . Algorithm 4
3: Q′ ← Project(Q′) . Reduce floating point errors, Algorithm 13
4: return Q′, P
Algorithm 13 Gram–Schmidt orthonormalization with respect to the nonde-
generate inner product 〈·, ·〉. We assume that the matrix M is close to being
orthonormal; the procedure can also be applied to an arbitrary matrix M , but
in that case additional work has to be done to suitably adjust the sign of each
row.
1: procedure Project(M) . Orthonormalise a matrix M ∈ Rn×n
2: M ′ ←M . So as not to modify argument matrix M
3: for i ∈ [1, n] do
4: ri← row(M ′, i) . ri is row i of M ′
5: for j ∈ [1, i− 1] do
6: rj ← row(M ′, j) . rj is row j of M ′
7: c← 〈ri, rj〉/〈rj, rj〉
8: ri← ri− c · rj . Orthogonalise rows i and j
9: c′ ←√|〈ri, ri〉|
10: ri← ri/c′ . Normalise row i
11: row(M ′, i)← ri . Update row i of M ′
12: return M ′
.
We may express the determinant of any matrix X in terms of traces of its powers
using the identity
detX =
∑
P
n∏
j=1
(−1)rj(j+1)
rj !jrj
(
trXj
)rj
, (7)
where the sum is over all partitions 1r1 , 2r2 , . . . , nrn of the integer n = dimX
where
∑n
j=1 jrj = n.
6.2. Exponentiation by Taylor expansion
If the potential V (the log posterior distribution) is steep the stepsize used by
the symplectic integrator must be small so as to avoid the integrator becoming
unstable. In this case we have to exponentiate matrices A in the Lie algebra
that are close to the identity. In this case it suffices to expand the exponential
function
e(A) ≡
N−1∑
j=1
Aj
j!
, expA = e(A) +O
(‖A‖N) (8)
such that the remainder is negligible. Here ‖A‖ is the spectral norm of the
matrix A, that is ‖A‖ = |λmax| where λmax is the eigenvalue of A of largest
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Figure 7. This is the analogous procedure to figure 5, but on the manifold H12 . This indicates
that there is no problem with carrying out MDMC on this space, even though there is no
Gibbs sampler for the momenta.
magnitude.
We next establish a simple bound on ‖A‖ to ensure that ‖e(A)−exp(A)‖ ≤ ε.
We have
∞∑
j=N
xj
j!
≤
∞∑
j=N
|x|j
j!
=
|x|N
N !
(
1 +
|x|
N + 1
+
|x|2
(N + 1)(N + 2)
+ · · ·
)
≤ |x|
N
N !
(
1 +
|x|
N
+
|x|2
N2
+ · · ·
)
≤ |x|
N
N !
∞∑
j=0
( |x|
N
)j
=
|x|N
N !
(
1− |x|
N
)−1
where the geometric series converges provided that |x| < N . The function
f(x) ≡ x
N
N !
(
1− x
N
)−1
is positive and monotone increasing for 0 ≤ x < N so it suffices to find a δ
such that f(δ) < ε. Indeed, it is sufficient to require that both δ/N ≤ α and
δ ≤ [εN !(1 − α)]1/N for any value 0 < α < 1 that we may care to specify, for
example α = 0.9, as for such a δ we have ‖r(A)−exp(A)‖ ≤ ε whenever ‖A‖ ≤ δ.
A simple bound on the spectral norm is ‖A‖ ≤
√
trAAT ; for A ∈ SO(n,R) we
have ‖A‖ ≤
√
1
2 trAA
T since all the non-zero eigenvalues occur in complex
conjugate pairs.
This algorithm may be improved by use of the Cayley–Hamilton theorem (6).
Since c(A) = 0 we may divide the truncated exponential series e(x) by the
characteristic polynomial e(x) = q(x)c(x) + r(x) to obtain a polynomial r(A) ≈
exp(A) with deg r < n where n = dimA. The coefficients of r may be expressed
in terms of traces of powers Ak where k < n. The advantage of this approach is
that the only the matrix powers A,A2, . . . , An−1 are required even for N  n.
As an example let us consider A ∈ so(3) with N = 10. The characteristic
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polynomial is c(x) = −x(x2 − 12 trA2), as shown in §C.2.1, so we have
r(A) =
[
1
2 +
(
1
48 +
(
1
2880 +
1
322560 trA
2
)
trA2
)
trA2
]
A2
+
[
1 +
(
1
12 +
(
1
480 +
(
1
40320 +
1
5806080 trA
2
)
trA2
)
trA2
)
trA2
]
A+ 1
≈ expA, (9)
where we have used Horner’s rule to improve numerical stability.
6.3. Scaling and Squaring
While the exponential series (8) converges for all A the required value of N
and the necessary floating point precision become infeasible when ‖A‖ is not
small. A simple way of numerically evaluating expA in this case is to use the
identity expA =
(
exp(A/k)
)k
for k ∈ N such that exp(A/k) may be computed
sufficiently accurately by means of Taylor expansion.
Let us derive a simple lower bound on k that ensures that the relative error
is small, e(A/k)k = exp(A)
(
1 + O(ε)
)
, ignoring errors due to finite precision
floating point arithmetic. This bound is good enough for HMC purposes as the
update will almost certainly be rejected it the exponential is large enough for
such floating point errors to be significant.
Let δ(ε) ≡ [εN !(1 − α)]1/N as in §6.2. Set k =
⌈ ‖A‖
δ(ε/k)
⌉
as then ‖A‖ <
kδ(ε/k) and thus
e
(‖A‖
k
)k
=
(
exp
‖A‖
k
+
ε′
k
)k
= exp ‖A‖
(
1 +
ε′
k
exp
−‖A‖
k
)k
= exp ‖A‖(1 + ∆)
with |ε′| ≤ ε and
|∆| ≤
(
1 +
|ε′|
k
)k
− 1 =
k∑
j=1
(
k
j
) ∣∣∣∣ε′k
∣∣∣∣j ≤ k∑
j=1
|ε′|j
j!
= O(ε),
where we have used the facts that es > 1 for s > 0 and
(
k
j
)
≤ k
j
j!
. Finally
[
δ
( 
k
)]N
=
δ(ε)N
k
≤ δ(ε/k)δ(ε)
N
‖A‖ ≤
(
δ(ε)N
‖A‖
) N
N−1
,
from which it follows that
k ≥
(‖A‖
δ(ε)
) N
N−1
.
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See Algorithm 10.20 in [31] for more details concerning the scaling and squar-
ing algorithm, and a discussion of the merits of using Pade´ approximants (such
as the Cayley transform [10]) rather than Taylor series.
The HMC algorithm is valid whatever function is used provided it defines a
symmetric symplectic integrator, but care must be taken in the trade-off between
the cost of the “exponentiator” and the longer mixing time resulting from a lower
Metropolis acceptance rate.
7. Conclusions
In this paper we have developed a general method to sample from a large class
of manifolds that often arise in applications of statistics and physics. The al-
gorithm samples on any naturally reductive manifold G/K by lifting the HMC
scheme to the associated Lie Group G, and in particular can be immediately
extended to use higher order integrators and Shadow Hamiltonians [37]. As
we have seen it does not require introducing local coordinates on the sample
space and automatically handles its geometry and curvature, without having to
impose explicit constraints.
Finally we have provided examples and detailed calculations on the sphere
and its associated hyperbolic spaces, which can be easily visualised. We note
that the same procedure may be used to sample from many manifolds obtained
by symplectic reduction with a target density given by the reduced potential
energy.
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Appendix A: Proofs
A.1. Proof of Equation (2)
Let β ∈ Γ(T ∗G), pi : T ∗G → R, pi : T ∗G → G and η ∈ Λ1(T ∗G). By definition of
the pull-back of the tangent map ∂gβ, §D (note we are taking the pull-back of
β viewed as a map G → T ∗G)
(β)
∗
η(g) ≡ (∂gβ)∗ηβ(g) = ηβ(g) ◦ ∂gβ = (pipi∗θi)β(g) ◦ ∂gβ.
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We can write β = fiθ
i for some functions fi ∈ C∞(G). It follows using (1) that
p
(
β(g)
)
= L∗gβg = L
∗
g
(
fi(g)θ
i
g
)
= fi(g)θ
i(1), so pi
(
β(g)
)
= fi(g), and, since
pi ◦ β : g 7→ g,
(pi∗θi)β(g) ◦ ∂gβ = θig ◦ ∂β(g)pi ◦ ∂gβ = θig ◦ ∂g(pi ◦ β) = θig.
Hence (β)
∗
η(g) = pi
(
β(g)
)
(pi∗θi)β(g) ◦ ∂gβ = fi(g)θig = β(g). This proves
that η is the canonical Liouville form (see prop 3.2.11 of [1]).
A.2. Proof L∗g and R
∗
g are symplectomorphisms
Since Lg is a diffeomorphism of G, the induced map Lg∗ : T ∗G → T ∗G is a
diffeomorphism. Let us denote its pullback by L∗∗g ≡ (L∗g)∗.
Let η = pipi
∗θi. Let us check directly that L∗∗g η = η. Indeed
L∗∗g η =
(
pi ◦ L∗g
)
L∗∗g pi
∗θi = pipi∗θi ◦ ∂L∗g = piθi ◦ ∂pi ◦ ∂L∗g = piθi ◦ ∂(pi ◦ L∗g).
Moreover, pi ◦ L∗g : T ∗G → G, and for (h, α) ∈ T ∗hG, pi ◦ Lg∗(h, α) = pi(gh, α ◦
∂hLg) = gh = Lg ◦ pi(h, α). Thus
L∗∗g η = piθ
i ◦ ∂(Lg ◦ pi) = piθi ◦ ∂Lg ◦ ∂pi = piLg∗θi ◦ ∂pi = piθi ◦ ∂pi = η.
More generally, using a derivation similar to section 2 in [2], we can re-
write our Liouville form η as the canonical Liouville form: Let α ∈ TT ∗G, with
α = (β, vβ) =
(
(g, γg), v(g,γg)
)
, where β = (g, γg) ∈ T ∗g G. Let χ : TT ∗G →
T ∗G, pi : T ∗G → G be the canonical projections. By definition p(pi∗θ)(α) =
p(χ(α))
(
pi∗θ(α)
)
Then
η(α) = p(pi∗θ)(α) = (θ−1g )
∗(χ(α))
(
θg ◦ ∂pi(α)
)
= χ(α) ◦ θ−1g ◦ θg ◦ ∂pi(α)
= χ(α)
(
∂pi(α)
)
,
which is precisely how the canonical 1-form acts on α (see for example [1] the-
orem 3.2.10) (this gives a frame-independent way of showing η is the canonical
Liouville form). It then follows from Theorem 3.2.12 [1] that if f is any diffeo-
morphism of G, then its induced map f∗on T ∗G is a symplectomorphism.
A.3. Proof of K-invariance of H
To show this we extend the AdG K-invariant inner product on p to an inner
product on g which is AdG K-invariant, by defining a AdG K-invariant inner
product on k and setting k ⊥ p. This corresponds to a G-left invariant and K-
right invariant Riemannian metric 〈·, ·〉G on G. Define the kinetic energy T (·) ≡
1
2 〈·, ·〉−1G using the Riemannian metric on one-forms corresponding to 〈·, ·〉G . The
coset independence of the potential, V (g) = V (gK) implies that V is constant
along a left-invariant vector field X ∈ k (below FX is the flow of X)
Xg(V ) = LXgV =
dV
(
FXt (g)
)
dt
∣∣∣∣∣
t=0
=
dV
(
getX1
)
dt
∣∣∣∣∣
t=0
=
dV (g)
dt
∣∣∣∣
t=0
= 0,
imsart-generic ver. 2014/10/16 file: HMCReductionAxiv.tex date: April 22, 2019
Barp, Kennedy, and Girolami/HMC on Symmetric and Homogeneous Spaces 26
thus momentum is conserved in the direction of isotropy (this important fact will
be used throughout the paper). Now consider the right action of R : G ×K → G
of K on G (by right translations). Then V = V ◦ Rk. Moreover R acts by
isometries, R∗k〈u, v〉G = 〈Rk∗u,Rk∗v〉G = 〈u, v〉G since 〈·, ·〉G is K-right invariant.
If α, β are the 1-forms corresponding to u, v by the musical isomorphism, then
〈R∗kα,R∗kβ〉−1G = 〈R−k∗u,R−k∗v〉G = 〈u, v〉G = 〈α, β〉−1G , so that T ◦ R∗k = T .
Defining the Hamiltonian H = T + V ◦ pi, where pi : T ∗G → G is the projection,
implies H ◦ R∗k = H. Note that since Rk is a diffeomorphism of G, its lift
R∗k : T
∗G → T ∗G acts symplectically (§A.2).
A.4. Proof of 1-forms in J−1(0)
Note J−1(0) consists of 1-forms on G whose left translation at the identity
vanishes Lg
∗αg|k = 0, in other words Lg∗αg(v) = 0 for all v ∈ k. Let u ∈ g be
the vector associated to Lg
∗αg by the inner product 〈·, ·〉G , so 〈u, v〉g = 0 for all
v ∈ k and thus u ∈ p (since p ⊥ k). It follows that J−1(0) consists of one-forms
whose translation at the identity is in the dual complementary subspace. Thus
J−1(0) ∼= G × p∗ ∼= G × p. Thus if we initialise the mechanics using an element
of G × p, the symmetries of the Hamiltonian will ensure that the system never
leave the level set J−1(0). This is still true for the discretised mechanics, since
Vˆ = −ei(V )∂pi , and −ei(V ) = 0 for all ei ∈ k as shown in §A.3 (in fact this
follows from the fact that T and V are both K-invariant, and thus by Noether’s
theorem their flow is horizontal).
It is worth noting that J−1(0) is the horizontal space of a connection A on
the principal bundle G → G/K, called the mechanical connection.
A.5. Proof that pi is an isometry on p
First recall from §G that ΦL is the action of G on G/K, ΦL(g, hK) ≡ ΦL(g)
(
hK)
≡ ghK. Consider a G-invariant metric 〈·, ·〉G/K on G/K, i.e., ΦL(g)∗〈·, ·〉G/K =
〈·, ·〉G/K for any g ∈ G. The G-invariance of 〈·, ·〉G/K on G/K implies that the
value of the inner product of X,Y ∈ Γ(TG/K) can be calculated at the identity
〈XgK, YgK〉gK = 〈∂gKΦL(g−1)XgK, ∂gKΦL(g−1)YgK〉K. Using the isomorphism
∂1pi : p → TKG/K, we define an inner product 〈·, ·〉p on p corresponding to
〈·, ·〉G/K by 〈u, v〉p ≡ 〈∂1pi(u), ∂1pi(v)〉K. There is bijection between G-invariant
metric on G/K and AdG K-invariant inner products on p, since
〈Ad(k)u,Ad(k)v〉p = 〈∂1pi ◦Ad(k)u, ∂1pi ◦Ad(k)v〉K
= 〈∂KΦL(k) ◦ ∂1piu, ∂KΦL(k) ◦ ∂1piv〉K
= 〈∂1piu, ∂1piv〉kK = 〈u, v〉p,
where in the second equality we have used the fact that if k ∈ K, then pi(Ik(g)) =
kgk−1K = kgK = ΦL(k)(pi(g)), and thus, taking the differential at the identity
implies ∂1pi ◦Ad(k) = ∂1(pi ◦ Ik) = ∂KΦL(k) ◦ ∂1pi.
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Let us fix an AdG K-invariant non-degenerate quadratic form on k and set
p and k to be orthogonal. Then an AdG K-invariant inner product on p defines
an AdG K-invariant non-degenerate quadratic form on g, which gives rise to a
G-left invariant and K-right-invariant pseudo-Riemannian metric 〈·, ·〉G on G, as
explained in §F When G/K is a symmetric space, the Killing form is negative
definite on k, so we may negate it to define an inner product on k.
When the inner product on p is the one induced by the G-invariant metric
〈·, ·〉G/K, the resulting pseudo-Riemannian metric on G will be isometric (wrt pi)
to 〈·, ·〉G/K when restricted to p:
By definition 〈ug, vg〉g ≡ 〈∂Lg−1up, ∂Lg−1vp〉g. Then if ug = ∂Lgu, vg =
∂Lgv, for some u, v ∈ p, we have
〈∂gpiug, ∂gpivg〉gK = 〈∂gKΦL(g−1)∂gpiug, ∂gKΦL(g−1)∂gpivg〉K
= 〈∂g
(
ΦL(g
−1) ◦ pi)ug, ∂g(ΦL(g−1) ◦ pi)vg〉K
= 〈∂g
(
pi ◦ Φ(g−1))ug, ∂g(pi ◦ Φ(g−1))vg〉K
= 〈∂1pi ◦ ∂gΦ(g−1)ug, ∂1pi ◦ ∂gΦ(g−1)vg〉K
= 〈∂gΦ(g−1)ug, ∂gΦ(g−1)vg〉p
= 〈∂gLg−1ug, ∂gLg−1vg〉p
= 〈ug, vg〉g.
A.6. Proof J−1(0)/K ∼= T ∗(G/K)
Recall K acts on G by right action Rk : G → G, which defines a projection
pi : G → G/K. The tangent map is ∂pi : TG → T (G/K), where ∂pi(g, vg) =(
gK, ∂gpi(vg)
) ∈ TgK(G/K).
The action lifts to an action ∂Rk : TG → TG, which defines cosets
(g, vg)K = {∂Rk(g, vg) : k ∈ K} =
{(
Rkg, ∂gRk(vg)
)
: k ∈ K}
=
(
gK, ∂gRK(vg)
)
,
for any (g, vg) ∈ TgG. The coset space is then
(TG)/K ≡ {vK : v ∈ TG} = {(gK, ∂gRK(vg)) : v ∈ TG} , (10)
and we denote the projection v 7→ vK by τ : TG → (TG)/K. Now let v =
(g, vg) ∈ J−1(0). Note ∂gRk(vg) ∈ TgkG, and ∂gkpi
(
∂gRk(vg)
)
= ∂g
(
pi ◦Rk
)
(vg)
= ∂gpi(vg) which is independent of k ∈ K (in particular, observe that when
k = 1, then ∂gRk(vg) = vg ∈ ∂1Lg(p)). Moreover recall that ∂gpi is a lin-
ear isomorphism between ∂1Lg(p) ⊆ TgG and TgK(G/K), and vg 6= ug implies
∂gRK(vg) 6= ∂gRK(ug) (note Rk is a diffeomorphism, so that TgkG will be dis-
tinct tangent spaces as k varies). Hence we may identify ∂gRK(vg) ∼ vg ∼
∂gpi(vg), which shows J
−1(0)/K ∼= T ∗(G/K).
This identification is the reason we can project the mechanics onto the ho-
mogeneous spaces using ∂pi rather than τ (and why we have H0 ◦∂pi = H rather
than H0 ◦ τ = H on J−1(0)).
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A.7. Proof Algorithm Samples from Target
The fact that our algorithm samples from the correct distribution follows from
H0◦∂pi = H|J−1(0), ∂pi∗(ω0) = ω|J−1(0) and the fact the mechanics is constrained
to the submanifold J−1(0). Consider local (cotangent-lifted) coordinates (q, p)
in a neighbourhood of a point (q0, p0) ∈ T ∗M. Let G(q) be the (local) matrix as-
sociated to the G-invariant metric 〈·, ·〉q. From the symplectic reduction and the
identification J−1(0)/K ∼= T ∗(G/K) in §A.6, the projected motion is a Hamilto-
nian dynamics induced by the reduced Hamiltonian H0(q, p) = V˜ + p
TG−1(q)p,
where V˜ ≡ − log(λH) and λH is the density of the target measure wrt to the Rie-
mannian volume form (often called the Hausdorff measure). In local coordinates
the target measure is λH dVol = λH
√
det
(
G(q)
)
dq ≡ λL dq, where dq is the
local Lebesgue measure. In other words, the target measure has density λL with
respect to the local Lebesgue measure. From Liouville’s theorem, the reduced
mechanics preserves the differential form e−H0
∧dimM
j=1 ω0 = e
−H0(q,p)dq ∧ dp,
and thus the canonical distribution∫
A
e−H0
dimM∧
j=1
ω0 =
∫
A
F ∗
Ĥ0
(
e−H0
dimM∧
j=1
ω0
)
=
∫
F
Ĥ0
(A)
e−H0
dimM∧
j=1
ω0,
where F
Ĥ0
is the flow of the Hamiltonian vector field associated with H0.
Averaging pointwise over momenta (marginalising)
∫
T∗qM
e−H0(q,p) dp dq = λH(q)
∫
T∗qM
e−p
TG−1(q)p dp dq
= λH(q)
√
det
(
G(q)
)
dq = λL(q) dq,
which is indeed the target measure (since λL(q) dq = λH dVol, and the right
hand side is a smooth differential form, this does not depend on a choice of co-
ordinates). It is worth mentioning that some authors define their target measure
in a local coordinate chart to be e−V˜ (q)dq, (that is λL ≡ e−V˜ ), which is not a
differential form and therefore, depends on the choice of coordinates.
Note that at any point q ∈ M, the momentum refreshment step clearly
samples from the correct conditional distribution p|q. Indeed, this step sam-
ples vectors in p ∼= ∂Lg−1(TgG) from N (0, T−1) (in velocity space). More-
over L∗N (0, T−1) = N (0, LT−1LT ) for any linear transformation L (where
L∗P denotes the push-forward measure), and for L = ∂pi, ev
T (LT−1LT )−1v =
ev
T (L−1)TTL−1v = e(L
−1v)TTL−1v = e(LL
−1v)TGLL−1v = ev
TGv, where we have
used (Lu)TG(Lu) = uTTu in the last step (since L = ∂pi preserves the inner
product), thus L∗N (0, T−1) = N (0, G−1), and the projection/transport of the
samples will be generated by the correct conditional distribution.
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Finally, note that pull-backing the target measure with ∂pi we find:1
(∂pi)
∗
(
e−H0
dimM∧
j=1
ω0
)
=
(
e−H0 ◦ ∂pi
)
(∂pi)
∗
(dimM∧
j=1
ω0
)
=
= e−H|J−1(0)
(dimM∧
j=1
(∂pi)
∗
ω0
)
= e−H
dimM∧
j=1
ω
∣∣∣∣∣∣
J−1(0)
.
The term on the RHS is a measure that is preserved by the mechanics on
J−1(0), since the flow of H preserves ω, leaves J−1(0) invariant, and therefore
preserves ω|J−1(0) (see also Theorem 4.3.5 in [1]).
A.8. Derivation of relation with Killing Fields
The definition of Killing fields Y G/K is Y G/KgK ≡ Y G/K(gK) ≡ ddt
∣∣
t=0
etY gK ( §I).
Recall that the vector space isomorphism p ∼= TKG/K, is given by ∂1pi, where
pi : G → G/K : g 7→ gK. Thus ∂1pi(Y1) = ddt
∣∣
t=0
pi
(
etY1
)
= ddt
∣∣
t=0
etY1K = Y G/KK ,
thus Killing vectors are precisely the vectors TKG/K identified with vectors in
p by the canonical vector space isomorphism. We can characterised the relation
between the various metrics on G/K and p using Killing fields. First note we
immediately have 〈X1, Y1〉p = 〈XG/KK , Y G/KK 〉K. Furthemore(
(ΦL(g)∗X
G/K)f
)
(hK) = XG/Kg−1hK(f ◦ ΦL(g)) =
d
dt
(
f ◦ getXg−1hK)∣∣
0
=
d
dt
(
f ◦ etAdg XhK)∣∣
0
=
(
AdgX
)G/K
hK f.
Thus ∂gKΦL(g−1)X
G/K
gK =
(
Adg−1 X
)G/K
K from which it follows that
〈XG/KgK , Y G/KgK 〉gK =
〈(
Adg−1 X
)G/K
K ,
(
Adg−1 Y
)G/K
K
〉
K
=
〈
Adg−1 X,Adg−1 Y
〉
p
.
By a derivation analogous to the proof that ∂gKΦL(g−1)X
G/K
gK =
(
Adg−1 X
)G/K
K ,
it can be shown that the isomorphism p→ TgKM is given by u 7→ (Adg u)G/KgK .
A.9. Derivation of Equation of Motion
Using equation (11), eiρ = ∂ρ(ei) = ρ · Ti,2 where · is the matrix product, we
can derive matrix-valued Hamiltonian vector fields corresponding to V ≡ Vρ ◦ ρ
1Recall the restriction commutes with the wedge product since the pull-back does.
2Note ∂ρ(ei) : g 7→ ∂gρ(ei|g) ∈ Tρ(g)ρ(G) ↪→ Tρ(g) GL(n,R) ∼= Rn
2
, so that we can view
∂ρ(ei) as a matrix-valued function on G, and it is in that sense that ∂ρ(ei) = eiρ (this is the
standard identification of the tangent map with the exterior derivative on functions).
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and T ≡ Tρ ◦ ∂1ρ:
Vˆ ≡ V̂ρ ◦ ρ = −ei(Vρ ◦ ρ) ∂pi = −∂(Vρ ◦ ρ)(ei)∂pi = −∂Vρ(∂ρ(ei))∂pi
= − ∂Vρ
∂xab
(x(ρ))dxab(ρ · Ti)∂pi
= − tr(∂xVρ · ρ · Ti)∂pi ,
where xab : GL(n,R)→ R are the canonical matrix coordinates, and
(
∂xVρ
)
ab
≡
∂Vρ
∂xba
. Observe that when V is right K-invariant, as will be the case when we
consider homogeneous spaces, then ei(V ) = LeiV = 0 for any ei ∈ k, as shown
in §A.3. As a result Vˆ will live in p.
Since the metric is AdG-invariant, its geodesics are given by the curves t 7→
g exp(tpiei), and thus Tˆ = p
iei (where the dual coordinates are defined using
the pullback metric (∂1ρ)
∗〈·, ·〉ρ, see §J). Note that
T (p) = T (piei) =
1
2
〈
∂1ρ(p
iei), ∂1ρ(p
jej)
〉
ρ
= 12 〈P, P 〉ρ,
where P ≡ piTi are the “matrix-valued coordinates” on ∂1ρ(g) associated to the
vector piei(1) ∈ g, which is itself associated to the momentum piθi(1) ∈ g∗.
The Hamiltonian trajectories on T ∗G are the integral curves of the vector field
Hˆ = Tˆ + Vˆ , and we shall construct symplectic integrators built of interleaved
segments of the integral curves of Tˆ and Vˆ . The rate of change of functions P
and ρ along a curve c : R→ T ∗G is
P˙ (t) = Vˆ P = − tr(∂xVρ · ρ(t) · Ti)T i and ρ˙(t) = Tˆ ρ = ρ(t) · P (t)
respectively, where we have used ∂piP = ∂pip
kTk = g
kiTk ≡ T i.
A.10. Derivation of representation-valued Maurer-Cartan form
Using the notation of §F we may consider ρ to be a matrix of 0-forms, ρab :
G → R, that satisfy ρab(gh) = ρac(g)ρcb(h) (using the summation convention
for repeated indices as usual). The left action Lg of g ∈ G on such a 0-form is
Lg
∗ρab = ρab◦Lg, hence Lg∗ρab(h) = ρab(Lgh) = ρab(gh) = ρac(g)ρcb(h) for any
h ∈ G; we thus have Lg∗ρab =
(
ρ(g)ρ
)
ab
, or in matrix notation Lg
∗ρ = ρ(g)ρ.
If we apply a left invariant basis vector ei ∈ X (G) to this matrix-valued 0-
form (in the sense that (eiρ)ab ≡ eiρab) and then apply Lg∗ to the resulting
matrix-valued 0-form we get
Lg
∗eiρ = Lg∗(Lg∗ei)ρ since ei = Lg∗ei is left invariant
= Lg
∗(L−1g
∗
eiLg
∗)ρ by the definition of Lg∗
= (Lg
∗L−1g
∗
)ei(Lg
∗ρ)
= eiρ(g)ρ because ρ is a representation
= ρ(g)eiρ.
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Evaluating this at the identity 1 ∈ G gives
(eiρ)(g) = (Lg
∗eiρ)(1) = ρ(g)(eiρ)(1) = ρ(g)Ti,
where Ti ≡ (eiρ)(1) is a generator matrix. As this holds for any g ∈ G we
express this result as
eiρ = ρTi. (11)
From this equation we see that the Lie bracket defined as the commutator of left
invariant vector fields is the same as that given by the commutator of matrix
generators,
[ei, ej ]ρ = c
k
ijekρ = ρc
k
ijTk
= (eiej − ejei)ρ = ei(ejρ)− ej(eiρ) = eiρTj − ejρTi = ρ(TiTj − TjTi)
= ρ[Ti, Tj ]
whence [Ti, Tj ] = c
k
ijTk as a matrix equation. Using the representation we iden-
tify G × g ∼= Tρ(G)3, with ∂ρ(g, ei) = (ρ(g), Ti).
Another consequence follows from the observation that eiρ = dρ(ei) where dρ
is a matrix-valued 1-form, or equivalently a matrix of real 1-forms. Equation (11)
tells us that Ti = ρ
−1eiρ = ρ−1dρ(ei) is a constant,4 so ρ−1dρ must be left
invariant, and thus has the expansion
ρ−1dρ = θjTj = θ (12)
in the basis of left invariant 1-forms, where θ ≡ θjTj is the left invariant matrix-
valued Maurer–Cartan form.
In terms of the Maurer–Cartan form we may write the Maurer–Cartan struc-
ture relations of equation (20) in the form
dθ + 12 [θ ∧ θ] = 0,
where the quantity [θ ∧ θ] = [Ti, Tj ]θi ∧ θj = ckijTkθi ∧ θj is a matrix-valued left
invariant 2-form.
Appendix B: Parameterization of Quotient Spaces
B.1. SO(1, 1,R) and parameterization of the hyperbola H21
We shall briefly consider the real forms of the abelian Lie algebra so(2,C). Its
defining representation acts on C2, and its maximal compact real form so(2,R)
3 if γ is a curve on G with ρ(γ(0)) = A, then its tangent vector at A is (∂0(ργ))( ddt ) =
∂γ(0)ρ ◦ ∂0γ( ddt ), so TA(ρG) = ∂ρ(Tγ(0)G)
4A left invariant 0-form f ∈ Λ0(G) satisfies f = Lg∗f = f ◦ Lg so f(h) = f(Lgh) = f(gh)
for all h ∈ G: hence all left invariant 0-forms are constant functions and vice versa, even if
they are matrix-valued.
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is obtained by restricting the ground field to R. The group SO(2,R) is parame-
terized by exponentiation of its sole generator L
C(θ) = eθL = exp
[
θ
(
0 1
−1 0
)]
=
(
cos θ sin θ
− sin θ cos θ
)
,
and the orbit of a point in R2 is the unit circle
C(θ)
(
x
y
)
=
(
x cos θ + y sin θ
−x sin θ + y cos θ
)
of points with Euclidean distance x2 + y2 from the origin.
We may also construct a non-compact real form by use of the Weyl uni-
tary trick. In this case this corresponds to multiplying the generator by i,
which preserves the Lie algebra’s trivial structure. The generator L′ ≡ iL maps
(x, iy) 7→ (−y,−ix) for x, y ∈ R,
L′
(
x
iy
)
=
(
0 i
−i 0
)(
x
iy
)
=
( −y
−ix
)
,
so a simple change of basis by the matrix M ≡ diag(1, i) gives its action explic-
itly on R2 in terms of the real symmetric generator W ≡M†L′M ∈ so(1, 1,R)
W =
(
1 0
0 i
)†(
0 i
−i 0
)(
1 0
0 i
)
=
(
0 −1
−1 0
)
.
The Lie group SO(1, 1,R) is parameterized by exponentiation,
H(θ) = eθW = exp
[
θ
(
0 −1
−1 0
)](
cosh θ − sinh θ
− sinh θ cosh θ
)
,
which preserves the pseudo-Riemannian hyperbolic metric M2 = diag(1,−1),(
cosh θ − sinh θ
− sinh θ cosh θ
)T (
1 0
0 −1
)(
cosh θ − sinh θ
− sinh θ cosh θ
)
=
(
1 0
0 −1
)
.
The orbits of a point in R2 is the hyperbola
H(θ)
(
x
y
)
=
(
x cosh θ − y sinh θ
−x sinh θ + y cosh θ
)
of points with hyperbolic distance x2 − y2 from the origin. Unlike the compact
case the space of points at unit distance from the origin is not connected but
has two components, one reachable by exponentiation from the point (1, 0), the
other from the point (−1, 0).
The characterisation of the real Lie groups SO(p, q,R) in terms of the sig-
nature (the number of positive and negative terms in the diagonal pseudo-
Riemannian metric tensor) reflects Sylvester’s law of inertia, which states
that this signature is preserved by any non-singular real similarity transforma-
tion.
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B.2. Two Sheeted Hyperbolic Space, H22 ≡ SO(2, 1,R)/SO(2,R)
The real form so(3,R) obtained by restricting the parameters of so(3,C) to be
real is not the only real form of the Lie algebra. Other (non-compact) real forms
may be found by finding the involutive isomorphisms T : so(3,C)→ so(3,C)
and using Weyl’s unitary trick. T must be a linear transformation that satisfies
T [u, v] = [Tu, Tv] for it to be an isomorphism, and T 2 = 1 for it to be involutive.
As T 2 only possesses the single eigenvalue 1 T can only have eigenvalues ±1,
and thus it splits so(3) = k⊕ p where T k = k and Tp = −p; moreover [k, k] ⊆ k,
[k, p] ⊆ p, and [p, p] ⊆ k since T is an isomorphism.
One such involutive isomorphism is provided by the linear mapping Tx :
C3 → C3 with Tx : x 7→ −x on the space C3 carrying the defining repre-
sentation of so(3,C). This is represented by the matrix Mx = diag(−1, 1, 1);
trMx 6= 0 so Mx /∈ so(3,C), and detMx 6= 1 so Mx /∈ SO(3,C), but it
provides an outer automorphism on both by Tx : g 7→ Txg = MxgM−1x
since [MxuM
−1
x ,MxvM
−1
x ] = Mx[u, v]M
−1
x for u, v ∈ so(3,C) and (MxgM−1x )
(MxhM
−1
x ) = Mx(gh)M
−1
x for g, h ∈ SO(3,C). Under this action on the Lie
algebra we have TxL1 = L1 and TxL2,3 = −L2,3, so k = span(L1) and p =
span(L2, L3).
The Weyl unitary trick is to restrict the ground field to R and to multiply
all elements of p by i. Under this transformation the Lie algebra still closes
under the Lie bracket operation, as [k, k] ⊆ k, [k, ip] ⊆ ip, and [ip, ip] ⊆ k. This
gives the real Lie algebra so(2, 1,R). Note that it is the ground field of the Lie
algebra that is real, not the components of the generators. Furthermore, all the
matrices u ∈ so(3,C) are real and antisymmetric, uT = −u, so they become
antihermitian, u† = −u, when the ground field is restriced to R in so(3,R). The
image of the exponential map exp : so(3,R) → SO(3,R) is thus compact. The
matrices v ∈ so(2, 1,R) are antisymmetric, but while those in k remain real and
hence antihermitian those in ip become imaginary and hence hermitian. The
image of exp : so(2, 1,R)→ SO(2, 1,R) is thus non-compact.
The Weyl trick gives a real form of a Lie algebra for each involutive auto-
morphism, but what happens to the action of the defining representation under
this transformation? The generators in the defining representation become
T ′1 ≡ T1 =
 0 0 00 0 1
0 −1 0
 , T ′2 ≡ iT2 =
 0 0 −i0 0 0
i 0 0
 ,
and
T ′3 ≡ iT3 =
 0 i 0−i 0 0
0 0 0
 ,
and these clearly map map vectors (ix, y, z) 7→ (ix′, y′, z′) with x, y, z, x′, y′, z′ ∈
R. This allows the linear space carrying the defining representation to be re-
stricted to R3 by conjugating the each matrix in the fundamental representa-
tion by M ′x = diag(i, 1, 1), so M
′2
x = Mx and M
′†
x M
′
x = 1. The generators
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Wj ≡M ′†x L′jM ′x thus become
W1 =
 0 0 00 0 1
0 −1 0
 , W2 =
 0 0 −10 0 0
−1 0 0
 , W3 =
 0 1 01 0 0
0 0 0
 .
The matrices in this representation of so(2, 1,R) are thus real, but those repre-
senting k are antisymmetric whereas those representing p are symmetric.
The matrices in the definining representation of SO(3,C) and SO(3,R) are
all orthogonal, ΩTΩ = 1, but this is not the case for Ω ∈ SO(2, 1,R). In terms
of the Lie algebra element ω for which Ω = expω the orthogonality condition is
ωT = −ω, and under the Weyl unitary transformation ω 7→ ω′ = MxωM−1x =
MxωM
T
x this becomes ω
′TMx = MxωTMTx = −MxωMTx = −Mxω′. Under
exponentiation this becomes Ω′TMxΩ′ = Mx, so the Lie group SO(2, 1) leaves
the pseudo-Riemannian metric Mx invariant. This metric may also be expressed
as (x, y, z)TMx(x, y, z) = −x2 + y2 + z2.
We may parameterize the two sheeted hyperbolic space H22 = SO(2, 1,R)/
SO(2,R) just as we did for S2 in §5 by exponentiating exp p in terms of two real
parameters φ and ξ,
H(φ, ξ) = exp [ξ (sinφW2 − cosφW3)]
= exp
ξ
 0 − cosφ − sinφ− cosφ 0 0
− sinφ 0 0

=
 cosh ξ − sinh ξ cosφ − sinh ξ sinφ− sinh ξ cosφ cosh ξ(cosφ)2 + (sinφ)2 (cosh ξ − 1) sinφ cosφ
− sinh ξ sinφ (cosh ξ − 1) sinφ cosφ cosh ξ(sinφ)2 + (cosφ)2
 .
As in §5 we only compute this expression in closed form to illustrate the struc-
ture, for HMC computations the exponentiation is computed numerically using
the methods of §6. In this case, as in §5, the matrix representing the Lie alge-
bra element is normal; for the case of S2 this is because it was antisymmetric,
whereas here it is because it is symmetric.
We indentify the point
H(φ, ξ)
 10
0
 =
 cosh ξ− sinh ξ cosφ
− sinh ξ sinφ
 ∈ H22 .
The hyperbolic space H22 is not connected, so this only parameterizes one of the
two sheets, the other may be reached from the point −(1, 0, 0)T . Together these
two sheets are the locus of all points at pseudo-Riemannian distance −1 from
the origin.
B.3. Single Sheeted Hyperbolic Space, H12 ≡ SO(2, 1)/SO(1, 1)
There is no reason why we have quotient SO(2, 1,R) by the subgroup ek rather
than by the subgroup generated by one of the generators in p. To this end we
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Figure 8. 5 HMC trajectories, chronologically coloured blobs, the trajectories are coloured
proportionally to the values of δH, with potential V (x, y, z) = (y2 + 4)z2 exp(x3), δt = 0.1,
τ = 2.
consider the involutive isomorphism induced by the linear map Tz : C3 → C3
whith Tz : z 7→ −z. Following the same line of arguments as in §B.2 this provides
an outer automorphism of the Lie algebra by Tz : g 7→ Tzg = MzgM−1z with
Mz ≡ diag(1, 1,−1), which splits so(3,C) = k⊕ p where now k = span(T3) and
p = span(T1, T2). The Weyl unitary trick then maps p 7→ ip, so we have T ′1 ≡ iT1,
T ′2 ≡ iT2, and T ′3 ≡ T3, and the change of basis defined by M ′z ≡ diag(1, 1, i)
then allows us to define the action of so(2, 1,R) on R3 with the real generators
W ′j ≡MTz T ′jMz
W ′1 =
 0 0 00 0 −1
0 −1 0
 , W ′2 =
 0 0 10 0 0
1 0 0
 , and W ′3 =
 0 1 0−1 0 0
0 0 0
 .
The group SO(2, 1,R) preserves the pseudo-Riemannian metric (x, y, z)TMz
(x, y, z) = x2 + y2 − z2: it is the same real Lie group as considered in §B.2,
we are just considering a different quotient and hence a different symmetric
space.
We may parameterize the single sheeted hyperbolic space H12 = SO(2, 1,R)/
SO(1, 1,R) by exponentiating a generic element of span(W ′2,W ′3) in terms of
two real parameters φ and ξ
H ′(φ, ξ) = exp [ξ (sinφW ′2 − cosφW ′3)] = exp
ξ
 0 − cosφ sinφcosφ 0 0
sinφ 0 0
 .
This matrix is not normal, so it is a little more difficult to evaluate the expo-
nential, but the methods described in §C.4 may be used.
As before we will compute the matrix exponential in closed form for exposi-
tory purposes, but we remind the reader than in practice the exponential only
needs to be computed numerically for the HMC algorithm. We first transform
H ′ to Schur form by finding its eigenvalues ±λ = ±√− cos 2φ and eigenvectors,
and then applying Gram–Schmidt orthonormalization to find an unitary matrix
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Ω such that H ′ = ΩTΩ†,
Ω =
1√
2

0
√
2
1 + λ2
−λ
√
2
1 + λ2
√
1 + λ2 −λ
√
1− λ2
1 + λ2
−
√
1− λ2
1 + λ2√
1− λ2 λ 1
 and
T =
 0 √1− λ2 −λ√1− λ20 λ 1− λ2
0 0 −λ
 .
We may compute eT by means of equation (19), and thus we obtain
H ′(θ, ξ) = ΩeTΩ†
=

coshλξ − cosφ sinhλξλ sinφ sinhλξλ
cosφ sinhλξ
λ
1+λ2−(1−λ2) coshλξ
2λ2
cosφ sinφ(coshλξ−1)
λ2
sinφ sinhλξ
λ − cosφ sinφ(coshλξ−1)λ2 − 1−λ
2−(1+λ2) coshλξ
2λ2
 .
We identify the point
H ′(φ, ξ)
 10
0
 =

coshλξ
cosφ sinhλξ
λ
sinφ sinhλξ
λ
 ∈ H12 . (13)
However, while this surface has only a single sheet this parameterization is a
little delicate: firstly, the eigenvalue λ ∈ R only for cos 2φ ≤ 0 or |φ+(k+ 12 )pi| ≤
1
4pi for k ∈ Z. This maps to the part of the hyperboloid with x > 0. For
|φ+ kpi| < 14pi the eiginvalue λ is imaginary and equation (13) becomes
H ′(φ, ξ)
 10
0
 =

cos ξρ
cosφ sin ρξ
ρ
sinφ sin ρξ
ρ
 ∈ H12
in manifestly real form where ρ = iλ. This maps to the part of the hyperboloid
with −1 ≤ x < 1. λ = 0 for |φ+ kpi| = 14pi, where we have
H ′
(
1
4 (2k + 1)pi, ξ
) 10
0
 =
 1(−1)k(k+1)/2√ 12 ξ
(−1)k(k−1)/2√ 12 ξ
 ∈ H12 .
We see that it is impossible to represent a point with x < −1 on the single
sheeted hyperboloid as the exponential of an element of the Lie algebra applied
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to the point (1, 0, 0): for non-compact Lie groups not every group element is the
exponential of an element of the Lie algebra. This is not a problem for HMC,
as every point can be reached by a bounded number (two [55]) of steps.
Appendix C: Exponentation of Matrices
The identity
detX =
∑
P
n∏
j=1
(−1)rj(j+1)
rj !jrj
(
trXj
)rj
,
follows from the definition of the determinant as a sum over permutations. The
conjugacy classes of the symmetric group Sn consist of disjoint cycles, and may
be labelled by partitions of n where rj is the number of cycles of length j.
All the elements of a conjugacy class give the same product of traces, and the
number of element of a conjugacy class is n!/
∏n
j=1(rj !j
rj ) (there are rj ! ways
of permuting the rj cycles of length j, and j ways of rotating the elements of a
given cycle). Each odd permutation has a minus sign, and a permutation is odd
if it has an odd number of cycles of even length: this only occurs if both rj and
j + 1 are odd.
C.1. Matrix Polynomials
Suppose that p(x) =
∏
k(x− xk) is a monic polynomial with n non-degenerate
roots satisfying p(xk) = 0, and that p(X) = 0 for some matrix X. We define
the orthogonal projector onto the subspace corresponding to the root xj to be
Pj =
∏
k 6=j
X − xk1
xj − xk ;
Clearly (X−xj1)Pj ∝ p(X) = 0, so P` and Pj are orthogonal P`Pj = 0 if ` 6= j;
moreover
P 2j =
∏
k 6=j
X − xk1
xj − xk Pj =
∏
k 6=j
X − (xj − xj + xk)1
xj − xk Pj =
∏
k 6=j
(xj − xk)1
xj − xk Pj = Pj ,
so they are idempotent, and hence P`Pj = δ`jPj . A similar argument shows that
P`XPj = P`(X − xj1 + xj1)Pj = xjδ`jPj .
The unique polynomial q with deg q < n taking values q(xj) at the n distinct
points xj is given by the Lagrange interpolation formula
q(x) =
n∑
j=1
q(xj)
∏
k 6=j
x− xk
xj − xk .
If we choose q(xj) = 1 for j = 1, . . . , n then we must have q(x) = 1 as it is unique,
and the matrix polynomial satisfies q(X) =
∑n
j=1 Pj = 1. This establishes that
the set {Pj} of orthogonal projectors is complete.
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C.2. exp : so(n)→ SO(n)
The non-zero eigenvalues of elements of the real Lie algebras so(n) (and sp(n))
appear in pairs, so we introduce a method for exponentiating them over R.
All the elements of any irreducible representation of any semisimple Lie al-
gebra are traceless, trA = 0, as a consequence of Schur’s lemma. The ma-
trix Lie algebra so(n) consists of antisymmetric matrices AT = −A, hence
(Ak)T = (AT )k = (−1)kAk, and thus all odd powers are traceless
trA2k+1 = 0. (14)
Since A is antisymmetric it is normal, [A,A†] = −[A,A] = 0, and hence it may
be decomposed as A = ΩDΩ† with ΩΩ† = 1 and D = diag(λ1, . . . , λn). Since
A is real it follows that D† = (Ω†AΩ)† = Ω†A†Ω = Ω†A†Ω = −Ω†AΩ = −D,
so the eigenvalues λ∗j = −λj must be purely imaginary. As A itself is real this
means that the eigenvalues are either zero or appear in complex conjugate pairs:
we shall order the eigenvalues such that λn−j = λ∗j = −λj .
For A ∈ so(n) the characteristic polynomial (6) is
c(λ) =

n/2∏
k=1
(λ− λk)(λ+ λk) =
n/2∏
k=1
(λ2 − λ2k) for n even
λ
(n−1)/2∏
k=1
(λ− λk)(λ+ λk) = λ
(n−1)/2∏
k=1
(λ2 − λ2k) for n odd,
(15)
so the polynomial
p(λ2) ≡
{
c(λ) for n even
λc(λ) for n odd
(16)
may be written as p(x) =
∏dn/2e
k=1 (x−λ2k) with λ2k ≤ 0. This matrix polynomial5
also satisfies p(A2) = 0.
We define the projector Pj onto the eigenspace of A
2 belonging to eigenvalue
λ2j , and we observe that [A,Pj ] = 0 since Pj is a polynomial in A
2. If we
define Aj ≡ APj we have A = A
∑
k Pk =
∑
j APj =
∑
j Aj and [Aj , Ak] =
[APj , APk] = A
2[Pj , Pk] = 0, so expA =
∏dn/2e
j=1 expAj [24]. Moreover A
3
j =
λ2jAj = (i|λj |)2Aj for each j since (A2−λ2j1)Pj = 0, so we may compute expAj
5For our HMC application the eigenvalues of A are non-degenerate except on submanifolds
of phase space of codimension greater than zero.
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using Rodrigues’ formula
expAj ≡
∞∑
s=0
Asj
s!
= 1 +
∞∑
t=0
A2t+1j
(2t+ 1)!
+
∞∑
t=1
A2tj
(2t)!
= 1 +
∞∑
t=0
(i|λj |)2t+1
(2t+ 1)!
(
Aj
i|λj |
)
+
∞∑
t=1
(i|λj |)2t
(2t)!
(
Aj
i|λj |
)2
= 1 +
sin |λj |
|λj | Aj +
1− cos |λj |
|λj |2 A
2
j = 1 +
(
sin |λj |
|λj | A+
1− cos |λj |
|λj |2 A
2
)
Pj .
(17)
If the eigenvalues are degenerate we can construct the projectors using only
the distinct eigenvalues. The above procedure still works since A2 is normal6
and thus has a basis of eigenvectors.
This algorithm may exhibit numerical instability when some eigenvalues are
almost degenerate. This will occur when the matrix is small ‖A‖  1, where
‖ · ‖ is some matrix norm such as ‖A‖2 = | trA2|; when this occurs it is rec-
ommended to switch to the Taylor expansion method of §6.2. It may also occur
“accidentally” even if A is not small, and this may lead to a violation of the
reversibility of the symmetric symplectic integrator: it is to be hoped that this
is an infrequent occurence if sufficient numerical precision is employed.
C.2.1. exp : so(3,R)→ SO(3,R)
For n = 3 equation (7) is detX = 16
(
2 trX3 − 3 trX2 trX + (trX)3); using
equations (14), (15), and (16) we obtain p(A2) = −(A2 − 12 (trA2)1)A2 = 0.
The projectors onto the eigenspaces of A2 belonging to λ21 = 0 and λ
2
2 =
1
2 trA
2
are
P1 =
A2 − 12 trA2
− 12 trA2
and P2 =
A2
1
2 trA
2
,
and the projections of A2 onto these eigenspaces are A21 = 0 and A
2
2 = A
2; hence
expA1 = 1 and Rodrigues’ formula (17) gives
expA2 = expA = 1 +
sin ξ
ξ
A+
1− cos ξ
ξ2
A2 with ξ ≡
√
− 12 trA2. (18)
6A matrix X is normal if it commutes with its adjoint, [X†, X] = 0. A matrix can be
diagonalized by a unitary transformation iff it is normal. If X = ΩDΩ† with Ω†Ω = 1 and
D diagonal then [X†, X] =
[(
ΩDΩ†
)†
,ΩDΩ†
]
=
[
ΩD†Ω†,ΩDΩ†
]
= Ω[D†, D]Ω† = 0. To
establish the converse we note that any matrix can be transformed to Schur form by a
unitary transformation, X = ΩTΩ†, with Ω†Ω = 1 and T (upper) triangular, Tij = 0 if
i > j; hence [X†, X] =
[(
ΩTΩ†
)†
,ΩTΩ†
]
=
[
ΩT †Ω†,ΩTΩ†
]
= Ω[T †, T ]Ω†. If X is normal
this implies that [T †, T ] = 0 so the diagonal elements are equal, (T †T )jj = (TT †)jj =⇒
(ej , T
†Tej) = (ej , TT †, ej) =⇒ (Tej , T ej) = (T †ej , T †ej) =⇒ ‖Tej‖2 = ‖T †ej‖2. In other
words the columns have the same norms as the corresponding rows. Assume that the only
non-zero elements of columns 1, . . . , j of T are their diagonal elements: this is manifestly the
case for j = 1 since T is upper triangular. Since T †jj = Tjj row j must also vanish except for
its diagonal element, and hence the same must hold for column j + 1, thus establishing the
induction hypothesis and proving that T is diagonal.
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Although the intention is to evaluate the matrix exponential numerically, as
an illustration consider the element A = ξ(cos θ L1+sin θ cosφL2+sin θ sinφL3)
∈ so(3) with the matrix representation of the generators (Li)jk = εijk in terms
of the Levi-Civita tensor,
A = ξ
 0 sin θ sinφ − sin θ cosφ− sin θ sinφ 0 cos θ
sin θ cosφ − cos θ 0
 .
We have ξ =
√− 12 trA2, so we obtain
expA = 1 +
sin ξ
ξ
A+
1− cos ξ
ξ2
A2
=

−c2θcξ+c2θ+cξ sθ(−cφcθcξ+cφcθ+sξsφ) −sθ(sφcθcξ+sξcφ−sφcθ)
−sθ(cφcθcξ−cφcθ+sξsφ) c2θc2φcξ−c2θc2φ−c2φcξ+c2φ+cξ
sφc
2
θcφcξ−sφc2θcφ
−sφcφcξ+sφcφ+sξcθ
sθ(−sφcθcξ+sξcφ+sφcθ)
sφc
2
θcφcξ−sφc2θcφ
−sφcφcξ+sφcφ−sξcθ
−c2θc2φcξ+c2θc2φ+c2φcξ
+c2θcξ−c2φ−c2θ+1

from equation (18), where cθ = cos θ, sφ = sinφ, and so forth.
C.2.2. exp : so(5,R)→ SO(5,R)
For a less trivial example we shall consider the case where n = 5, here equa-
tion (7) gives
detX =
1
120
(
24 trX5 − 30 trX4 trX − 20 trX3 trX2 + 20 trX3(trX)2
+ 15(trX2)2 trX − 10 trX2(trX)3 + (trX)5
)
;
using equations (14) and (16) we obtain p(ξ) = 18
(
2 trA4− (trA2)2 + 4ξ trA2−
8ξ2
)
ξ. The discriminant of the quadratic factor is proportional to ∆ = 4 trA4−
(trA2)2, so we may factor p into linear factors over the splitting field generated
by
√
∆, p(ξ) = − 14 (ξ − λ2+)(ξ − λ2−)ξ where λ± ≡ 12
√
trA2 ±√∆. Using (15)
we obtain we obtain
p(A2) = − 14
(
A2 − λ2+1
) (
A2 − λ2−1
)
A2 = 0.
The projectors onto the eigenspaces of A2 belonging to λ21 = 0 and λ
2
± are
P1 =
16
(
A2 − λ2−1
) (
A2 − λ2+1
)
∆− (trA2)2 and P± = ±
8A2
(
A2 − λ2∓1
)
√
∆
(
trA2 ±√∆) ,
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and the projections of A2 onto these eigenspaces are A21 = 0 and A
2
± = λ
2
±P±;
hence expA1 = 1 and Rodrigues’ formula (17) gives
expA± = 1 +
(
sin |λ±|
|λ±| A+
1− cos |λ±|
|λ2|2 A
2
)
P±
Combining these results we obtain expA = expA+ expA−.
C.3. Exponentiation by explicit diagonalization
The method described in §C.1 requires finding the roots of the characteristic
polynomial, and becomes computationally expensive and numerically unstable
for large matrices.
In this case it may be preferable to decompose the Lie algebra matrix A into
diagonal form A = ΩDΩ† where D = diag(λ1, . . . , λn) and ΩΩ† = 1. Once this
has be done the matrix exponential is easy to evaluate, expA = Ω expDΩ†. Nu-
merical algorithms for decomposing a matrix into Schur normal form, which is a
diagonal matrix if A is normal, are well known [26]. A good choice is the QR it-
eration: the matrix is first transformed to Hessenberg form (Hij = 0 if i−j ≥ 2)
by means of a sequence Householder reflections or Givens rotations; these are
simple orthogonal transformations. A matrix that is Hessenberg and symmetric
or antisymmetric is tridiagonal. The tridiagonal matrix is then decomposed by
means of Givens rotations Q = QnQn−1 · · ·Q1 into a product H = QR where Q
is an orthogonal matrix and R is upper triangular. The matrix H ′ ≡ RQ = Q′R′
is likewise decomposed, whence H = QR = QRQQ† = QQ′R′Q† = QH ′Q†.
This procedure is iterated until the sequence of tridiagonal matrices converges
to a diagonal matrix: it converges because is may be thought of as an orthonor-
malized version of the power method. The convergence may be significantly
improved by shifting H at each step by a multiple of the unit matrix so as make
some eigenvalue small, and deflating when appropriate.
C.4. Exponentiation of non-normal matrices
C.4.1. Numerical exponentiation
In some cases, such as for the single sheeted hyperbolic space of §B.3, we are
required to exponentiate a non-normal matrix.
In this case we may transform the matrix to upper triangular Schur form T
by a unitary transformation, A = ΩTΩ† with Ω†Ω = 1. This decomposition is
not unique, and one possible method is to orthonormalize the eigenspaces using
the Gram–Schmidt procedure.
As a simple example consider the non-normal matrix
A =
(
1 1
4 1
)
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whose eigenvalues are λ± = 1± 2 with corresponding eigenvectors
u± =
( ∓ 12
1
)
.
Gram–Schmidt orthonormalization gives the columns of the orthogonal matrix
Ω =
1√
5
(
1 −2
2 1
)
which gives the Schur decomposition
A = ΩAΩ† =
( −1 −3
0 3
)
.
For numerical matrices the QR iteration [26] provides a more efficient and
stable algorithm to construct such a Schur form.
Clearly, the diagonal elements of the exponential of a triangular matrix T
are just the exponentials of its diagonal entries, (expT )jj = exp(Tjj), and the
off-diagonal entries are then easily found from the fact that expT commutes
with T .
For our simple example we have
exp(ξT ) =
(
e−ξ T12
0 e3ξ
)
,
so [eξT , T ] = 0 requires that T12 = − 32eξ sinh 2ξ. We thus obtain
exp(ξA) = Ω†
(
e−ξ − 32eξ sinh 2ξ
0 e3ξ
)
Ω = eξ
(
cosh 2ξ 12 sinh 2ξ
2 sinh 2ξ cosh 2ξ
)
.
More generally the off-diagonal elements of the exponential of a triangular
matrix with distinct eigenvalues may be expressed in terms of divided differ-
ences,
f [a1, . . . , ak] =

f(a1) if k = 1, and
f [a1, . . . , ak]− f [a2, . . . , ak−1]
ak − a1 for k > 1.
by the equations [44]
(expT )jj = exp(Tjj) ≡ λj (19)
and (expT )ij =
∑
s0,...,sk∈Sij
Ts0s1Ts1s2 · · ·Tsk−1sk exp [λs0 , . . . , λsk ] for i < j,
where Sij is the set of all strictly increasing sequences of integers i = s0 < s1 <
· · · < sk−1 < sk = j.
A more efficient algorithm for exponentiating triangular matrices is to use
Parlett’s recurrence [51]. This is based on the observation that F ≡ expT com-
mutes with T (since the matrix exponential is defined by its series expansion)
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and the matrix elements of TF −FT are ∑jk=1(TikFkj −FikTkj) = 0 for i < j.
Note that T and F are both upper triangular (all powers of an upper triangular
matrix are themselves upper triangular). We obtain
Fij =
Tij(Fii − Fjj) +
j−1∑
k=i+1
(FikTkj − TikFkj)
Tii − Tjj ,
and this may be computed either a superdiagonal at a time, starting with the
diagonal, or a column at a time, starting from the second to last column and
moving up the columns. When the eigenvalues of T are degenerate or nearly
degenerate it is better to apply this method to block submatrices [18, 31].
Although expA is real if A is real, the eigenvalues of A may be complex.
It is possible to modify the algorithms to work entirely with real matrices if
desired [26, 31].
C.4.2. Avoiding exponentiating Non-normal matrices
The HMC algorithm requires a reversible symplectic approximation of the clas-
sical trajectory, when we are only interested in sampling from a target den-
sity e−V , and do not need the free motion to follow accurately the geodesics,
it can be convenient to replace the Tˆ integrator step, by another symmetric
update step that only involves exponentiating normal matrices. This can be
done by expanding the matrix M we wish to exponentiate in the terms of ba-
sis of normal matrices. For example if M = A + B, where A,B are normal,
we have that from Baker–Campbell–Hausdorf [37] formula exp((A+B)δt) ≈
exp(A δt2 ) exp(Bδt) exp(A
δt
2 ) = exp
(
(A+B)δt+O(δt3)
)
. This replacement sim-
plifies the exponentiation. However when we are using higher order integrator
than leapfrog, this approximation can make the numerical trajectory less accu-
rate, which could lead to a smaller acceptance rate.
Appendix D: Differential Geometry
A manifoldM is a topological space, which we shall also callM, with an atlas
of charts {(U, φU )} where {U ⊆ M} is an open cover of M and φ : U → Rn
is a injective homeomorphism map giving the local coordinates of points in U .
The charts in an atlas are related by smooth maps φ−1V ◦ φU ⊂ C∞(Rn → Rn),
and endow the manifold with its differentiable structure. All the maps on and
between manifolds will implicitly be taken to be smooth.
A curve c : R→M maps a parameter, which will we generically call “time”,
into the manifold.
A fibre bundle (B,M, pi) is a manifold B, the total space, with a projection
pi : B → M onto its base space M. Above each point in x ∈ M is a fibre
F ∼= pi−1x. A bundle is locally trivial, meaning that there is a neighbourhood
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U 3 x for which pi−1U = U×F ⊆ B. We will usually abuse notation by referring
to the bundle and its total space by the same name.
A section ψ ∈ Γ(B) of a bundle is a map ψ :M→ B such that pi ◦ψ = idM.
A 0-form f ∈ Λ0(M) is an R-valued function onM, Λ0(M) = C∞(M→ R).
In the language of bundles we may say that it is a section of the line bundle
over M with fibre R.
A vector field is a linear differential operator acting on 0-forms; it may also
be considered as a section of the tangent bundle TM, whose fibre TpM ≡
pi−1p is the space of linear derivations7 v(fg) = (vf)g + f(vg) at p, which is
isomorphic as a linear space the n-dimensional linear space Rn. We shall use
the notation8 vf to indicate the application of the differential operator v to the
0-form f , and v|p for the value of the vector field at the point p ∈M.
Observe that the commutator of two vector fields is itself a vector field,
[u, v] = uv − vu ∈ Γ(TM), because the second derivative terms cancel.
A k-form (field) α ∈ Λk(M) is an antisymmetric multilinear map α : Γ(TM)k
→ R. In particular a 1-form field is a section of the cotangent bundle, whose
fibre T ∗pM≡ pi−1p is the dual space to that of the tangent bundle, i.e., a smooth
map M→ T ∗M .
We may construct an exterior algebra on the space of forms by introducing
the associative and antisymmetric wedge product, for α ∈ Λj(M) and β ∈
Λk(M) we have α ∧ β ∈ Λj+k(M) with α ∧ β = (−1)jkβ ∧ α. We may also
introduce the exterior derivative which is an nilpotent antiderivation d :
Λk(M) → Λk+1(M). For k = 0 we have df(v) = vf for any 0-form f and any
vector field v. For k = 1 we have dα(u, v) = uα(v)− vα(u)−α([u, v]): it is easy
to verify that d2f(u, v) = u df(v)−v df(u)−df([u, v]) = uvf−vuf− [u, v]f = 0.
In general d is the coboundary operator for the Chevalley–Eilenberg cohomology
of Lie algebras, in which a form α ∈ Λk+1(M) is closed if dα = 0 and is exact
if α = dβ for some β ∈ Λk(M).
A map between manifolds φ : M → N induces the pull-back map φ∗ :
Λ0(N ) → Λ0(M) between 0-forms defined by φ∗ : f 7→ f ◦ φ; that is, for any
function f ∈ Λ0(N ) the function φ∗f ∈ Λ0(M) satisfies (φ∗f)(x) = f(φ(x)) for
every x ∈M.
The tangent map of φ at a point p is the linear map ∂pφ : TpM→ Tφ(p)N ,
defined by ∂pφ(v) = v ◦ φ∗, i.e., ∂pφ(v)(f) = v(f ◦ φ); the pull-back of this
tangent map at p is the a map φ∗ : T ∗φ(p)N → T ∗pM, with φ∗α ≡ (∂pφ)∗α =
α ◦ ∂pφ. Note that when we take the pullback of a linear map, its domain of
definition is restricted to linear functions (instead of being the space of 0-forms);
this means the pullback of a linear function is defined as its pullback in the
category of vector spaces, rather than manifolds (in this context, the pullback
is sometimes referred as the adjoint or transpose).
7These linear derivation act on germs of smooth functions in a neighbourhood of p [16].
8We could write vf and vp in both cases relying on the context to resolve any ambiguity,
but this implicit Currying causes confusion, especially for the authors. We note in passing that
defining v|pf ≡ (vf)(p) provides the isomorphism between vector fields viewed as differential
operators and as sections of the tangent bundle.
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Above, the tangent map and pull-back were maps between vectors and cov-
ectors. If φ is a diffeomorphism it also has an inverse, which satisfies φ−1∗ =
(φ∗)−1, and we can turn these into maps between vector fields and covec-
tor fields. If ψ : A → M then the pull-back (φ ◦ ψ)∗ : Λ0(N ) → Λ0(A)
of the composite map φ ◦ ψ : A → N satisfies (φ ◦ ψ)∗ = ψ∗ ◦ φ∗ because
(φ ◦ ψ)∗f = f ◦ (φ ◦ ψ) = (f ◦ φ) ◦ ψ = (φ∗f) ◦ ψ = ψ∗(φ∗f) for all f ∈ Λ0(N ).
In this case it also induces a push-forward map of vector fields φ∗ : Γ(TM)
→ Γ(TN ) defined by φ∗v = φ−1∗ ◦ v ◦ φ∗. The final (leftmost) map φ−1∗ is
necessary because φ∗ has to map functions in Λ0(N ) to functions in Λ0(N ); even
if M ∼= N it is required so that φ∗v is a local differential operator. This map
commutes with the commutation of vector fields, that is φ∗[u, v] = [φ∗u, φ∗v]:
the proof is simple
φ∗[u, v] = φ−1
∗
[u, v]φ∗ = φ−1
∗
(uv − vu)φ∗ = (φ−1∗uvφ∗ − φ−1∗vuφ∗)
= φ−1
∗
u(φ∗φ−1
∗
)vφ∗ − φ−1∗v(φ∗φ−1∗)uφ∗
= (φ−1
∗
uφ∗)(φ−1
∗
vφ∗)− (φ−1∗vφ∗)(φ−1∗uφ∗)
= (φ∗u)(φ∗v)− (φ∗v)(φ∗u) = [φ∗u, φ∗v].
The push-forward (φ ◦ ψ)∗ : Γ(TA)→ Γ(TN ) of the composite map φ◦ψ : A →
N of two diffeomorphisms ψ : A → M and φ : M → N satisfies (φ ◦ ψ)∗ =
φ∗ ◦ ψ∗ because
(φ ◦ ψ)∗v = (φ ◦ ψ)−1
∗ ◦ v ◦ (φ ◦ ψ)∗ = (ψ−1 ◦ φ−1)∗ ◦ v ◦ (φ ◦ ψ)∗
= (φ−1
∗ ◦ ψ−1∗) ◦ v ◦ (ψ∗ ◦ φ∗) = φ−1∗ ◦ (ψ−1∗ ◦ v ◦ ψ∗) ◦ φ∗
= φ−1
∗ ◦ ψ∗v ◦ φ∗ = φ∗(ψ∗v) = (φ∗ ◦ ψ∗)v
for all v ∈ Γ(TA).
Since φ is a diffeomorphism, the pull-back map of 1-forms φ∗ : Λ1(N ) →
Λ1(N ) can be simply written as φ∗α = α ◦ φ∗. The ambiguity between this
map and that on 0-forms of the same name may be resolved by context. The
pull-back (φ ◦ ψ)∗ : Λ1(N ) → Λ1(A) of the composite map φ ◦ ψ : A → N of
two diffeomorphisms ψ : A → M and φ : M→ N satisfies (φ ◦ ψ)∗ = ψ∗ ◦ φ∗
since (φ ◦ ψ)∗α = α ◦ (φ ◦ ψ)∗ = α ◦ (φ∗ ◦ ψ∗) = (α ◦ φ∗) ◦ ψ∗ = (φ∗α) ◦ ψ∗ =
ψ∗(φ∗α) = (ψ∗ ◦ φ∗)α for all α ∈ Λ1(N ).
An integral curve of a vector field v ∈ Γ(TM) is a map c : R → M such
that c˙ = v|c; in other words it is a curve whose tangent c˙ is always equal to the
value of v at the point c(t) ∈M for all time t. To specify such an integral curve
we must specify an “initial condition”such as the value of c(0).
The interior product ivα of a vector v and a (k + 1)-form α is the k-form
obtained by setting the first argument of α to v: more precisely ivα(u1, . . . , uk) =
α(v, u1, . . . , uk). Moreover we set ivf = 0 for any 0-form f . It is obvious that
i2v = 0 because i
2
vα(u1, . . . , uk−1) = α(v, v, u1, . . . , uk−1) = 0 by antisymmetry.
We may consider the collection of curves passing through different points at
time zero. This is the flow of the vector field v which is the map F : R×M→M
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such that9 ∂1F |0 = v. The integral curve be considered before is then just
c(t) = F (t, c(0)). In general it is not guaranteed that the either the integral
curves or flow of a vector field exists for all times. We introduce the notation
exp(tv) :M→M for the flow of v at time t.
The Lie derivative of a 0-form f with respect to a vector field v if the deriva-
tive of f along the flow F of v, Lvf = ∂1(f ◦F )|0 = df(∂1F |0) = df(v) = vf . The
Lie derivative of a vector field u with respect to v is Lvu = ∂1(F∗u)|0 = [v, u],
and the Lie derivative of a 1-form α with respect to v is Lvα = ∂1(F ∗α)|0 =
d
(
α(v)
)− (dα)(v). The definition may be generalized easily to arbitrary forms,
for which the identities div + ivd = Lv and [Lv, iw] = i[v,w] hold. See [54, 33] for
more details.
Appendix E: Hamiltonian Dynamics and HMC
A symplectic manifold (A, ω) is an (even-dimensional) manifold A together
with a closed non-degenerate 2-form ω. Given a 0-form f ∈ Λ0(A) we define
the corresponding Hamiltonian vector field fˆ ∈ Γ(TA) by df ≡ ifˆω, where
we recall that the interior product is ivω(u) = ω(v, u) for all vector fields u ∈
Γ(TA).
If H ∈ C∞(A) is the Hamiltonian function then the integral curves of the
corresponding Hamiltonian vector field Hˆ represent the trajectory of the system
through phase space. Such an integral curve c : R → A is always tangential to
the vector field, c˙ = Hˆ|c. The triple (A, ω,H) is called a Hamiltonian system.
The cotangent bundle T ∗M over a manifold M may be given a canonical
symplectic structure, which is built from the Liouville form (q.v., [1] Theorem
3.2.10). For example, if M = Rn then A = T ∗Rn ∼= R2n with the canonical
fundamental 2-form ω = dqi ∧ dpi (with implicit summation over the index i)
and Hamiltonian H : T ∗Rn → R then dH = (∂qiH)dqi + (∂piH)dpi = iHˆω
and thus Hˆ = Hˆqi∂qi + Hˆpi∂pi = (∂piH)∂qi − (∂qiH)∂pi . If the Hamiltonian
is the sum of kinetic and potential energy functions, H = T (p) + V (q), then
an integral curve of the Hamiltonian vector field satisfies c˙ = Hˆc, which are
Hamilton’s equations
Q˙i(t) = Hˆqi
(
Q(t), P (t)
)
= ∂piT
(
P (t)
)
,
P˙i(t) = Hˆpi
(
Q(t), P (t)
)
= −∂qiV
(
Q(t)
)
,
for the coordinates of the curve c(t) =
(
Q(t), P (t)
)
. We build symplectic inte-
grators by performing separate updates for the positions and momenta, that is
solving these equations for the cases T = 0 and V = 0 separately, with solutions
Qi(t) = Qi(t0) + (t− t0)∂piT
(
P (t0)
)
, pi(t) = pi(t0)− (t− t0)∂qiV
(
Q(t0)
)
,
9We use the notation ∂1f here to denote the partial derivative of a function f with respect
to its first argument. Alternatively we could write this as ∂f/∂t, but this assumes that the
first argument has the name t. We shall also write ∂1f |0 to mean ∂1f with its first argument
zero. For functions f of a single argument we use f˙ for the same purpose: i.e., f˙ = ∂1f .
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respectively. The Hamiltonian system is reversible, which means there exists an
antisymplectic involution, (µ : T ∗M→ T ∗M with µ∗ω = −ω and µ2 = id), [1]
which is given by µ(p) = −p.
When A = T ∗M there is a canonical measure induced by the symplectic
structure µ ≡ ∧n ω. For HMC we are interested in sampling from a measure
∝ e−V (q)µM on the spaceM. This differential form can be pull-backed to T ∗M
and there exists a measure ∝ e−H(q,p)µ on phase space which push-forwards to
∝ e−V (q)µM [8].
The HMC sampler is constructed out of two Markov steps, both of which
preserve the density ∝ eH(q,p). The first step samples momenta using a Gibbs
sampler (heath bath) with density ∝ e−K(p) while keeping the position q fixed;
and the second step constructs a candidate point x′ = (q′, p′) in phase space
using a symmetric symplectic integrator, and then accepts it with Metropolis
probability min(1, e−δH), where δH = H(x′)−H(x). In many interesting cases
the composition of these steps can be shown to be ergodic.
Appendix F: Lie Groups
An element g ∈ G of a Lie group can act on G using the left action Lg : G → G by
Lg : h 7→ gh. It also has the right action Rg : G → G defined by Rg : h 7→ hg, and
this commutes with the left action [Lg, Rg′ ] = 0 since Lg(Rg′(h)) = Lg(hg
′) =
g(hg′) = (gh)g′ = Rg′(gh) = Rg′(Lg(h)).
A vector field v ∈ Γ(TG) is left invariant if Lg∗v = v for all g ∈ G. We
shall denote the space of such left invariant fields by X (G). The “product” uv
of two vector fields u, v ∈ X (G) defined by composition of differential operators
is not a vector field in general, so X (G) is not an associative algebra. However,
their commutator [u, v] ∈ X (G), moreover it is trivial to establish the Jacobi
identity [u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0 for all w ∈ X (G), hence X (G) is
a Lie algebra with the commutator as its Lie product or Lie bracket.
Any vector ξ1 ∈ TG1 in the tangent space at the identity 1 ∈ G has a unique
extension to a left invariant vector field defined by ξ ≡ Lg∗ξ1. As there are n
linearly independent vectors in TG1 there must be exactly n linearly independent
left invariant vector fields. The space X (G) of left invariant vectors is thus an n-
dimensional linear space. Furthermore, this construction shows that the tangent
space at the identity may also be extended to be a Lie algebra g by defining the
Lie product on vectors x1, y1 ∈ g to be that of the corresponding left invariant
vector fields, and thus X (G) ∼= g are isomorphic Lie algebras. Let e1, . . . , en be
a linear space basis for the Lie algebra g, then we have [ei, ej ] = c
i
jkei where c
i
jk
are the structure constants of g.
The elements of the dual basis θ1, . . . , θn that satisfy θi(ej) = δ
i
j form the
Maurer-Cartan frame. The frame θi are left invariant, Lg
∗θi = θi for all
g ∈ G, because Lg∗θi(ej) = θi(Lg∗ej) = θi(ej) = δij = θi(ej) for j = 1, . . . , n.
The Maurer-Cartan form is defined as θ = ei⊗θi, and can also be defined
in a frame-independent manner as θ : g 7→ ∂gLg−1 .
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The dual basis elements satisfy the Maurer–Cartan relations
dθi(ej , ek) = ejθ
i(ek)− ekθi(ej)− θi([ej , ek]) = ejδik − elδij − θi(c`jke`) = −cijk,
and expanding the 2-form dθi = Θij′k′θ
j′ ∧ θk′ in basis 2-forms we have
dθi(ej , ek) = Θ
i
j′k′θ
j′ ∧ θk′(ej , ek) = Θij′k′
(
θj
′
(ej)θ
k′(ek)− θj′(ek)θk′(ej)
)
= Θij′k′(δ
j′
j δ
k′
k − δj
′
k δ
k′
j ) = Θ
i
jk −Θikj = −cijk
giving
dθi = − 12cijkθj ∧ θk. (20)
Riemannian metric tensors on Lie groups are often required to be left or
bi-invariant. Recall a metric on G is called left invariant if10 M(u, v) =
M(∂L(u), ∂L(v)). Similarly for right invariance and bi-invariance. It is easy
to check (i) there is a bijection between left-invariant metrics on G and inner
products on g (ii) there is a bijection between bi-invariant metrics on G and
Ad-invariant (which means M
(
Adg(u),Adg(v)
)
= M(u, v) for all g ∈ G and
u, v ∈ g) inner products on g (for definition of Ad see §F.1).11
Similarly we will say an inner product on g is AdG K-invariant if the same
relation holds for any g ∈ K ⊂ G. As a result it is often convenient to define
metrics on G through inner products on g.12
A matrix Lie group has elements that are a collection of n × n matrices
with group multiplication being matrix multiplication. We may consider these
matrices as providing the faithful (defining) representation of the corresponding
abstract Lie group. A representation is a map ρ : G → GL(n) into the space of
non-singular linear operators on Rn (or Cn) that is a group morphism, ρ(gh) =
ρ(g)ρ(h) where the composition of linear operators on the right is just matrix
multiplication.
F.1. Adjoint Representation and Lie Group Exponential
Let FX denotes the flow (see D) of X and γX the integral curve of X that
passes through the identity 1, γX(t) = F
X(t, 1). We define the Lie group
10Note that if M is a left-invariant metric on G then by definition Lh∗M = M and thus left
translations are isometries of G. It follows that right-invariant vector fields are killing fields,
since they are infinitesimal generators of isometries (i.e., their flow is an isometry).
11To prove (i): if g is a left invariant metric on G, then g(X(p), Y (p)) = g(X(1), Y (1)) when
X,Y ∈ g. Thus g gives a well-defined inner product on the vector space of left invariant fields
g. Conversely if 〈·, ·〉 is an inner product on g, then g(v(p), u(p)) ≡ 〈(∂L)p−1v(p), (∂L)p−1u(p)〉
is a left invariant metric on G, since g(∂Lgu(h), ∂Lgv(h)) = 〈∂L(gh)−1u(h), ∂L(gh)−1v(h)〉 =
〈∂Lh−1u(h), ∂Lh−1v(h)〉 = g(u(h), v(h). For (ii): if 〈·, ·〉 is Ad-invariant, then g(u(p), v(p)) ≡
〈∂Lp−1u(p), ∂Lp−1v(p)〉 is bi-invariant. Indeed from (i) we see g is left-invariant. Showing
right-invariance is easy once we notice that La and Rb commute, and then use Ad-invariance.
Conversely if g is bi-invariant, by (i) it gives a well-defined inner product on g, which is clearly
Ad-invariant since Adg = ∂1(Rg−1Lg) = ∂gRg−1∂1Lg
12There is also a bijection between AdG K-invariant quadratic forms on g and G-left in-
variant and K-right-invariant pseudo-metrics on G.
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exponential map by exp : g → G : exp(X1) = γX(1), from which it follows13
that exp(tX1) = γX(t). The flow of left-invariant vector fields generates right
translations. To see this, first note that by definition the curve t 7→ exp(tX1)
is tangent to X1 at t = 0, or in other words ∂1 exp(X1) = X1. Similarly the
curve t 7→ g exp(tX1) is tangent to Xg at t = 0, since ∂1
(
Lg ◦ exp)(X1) =
∂gLg ◦ ∂1 exp(X1) = ∂gLgX1 = Xg, since X is left-invariant, and thus is the
integral curve of X through g. But this is precisely the meaning of the curve
t 7→ FX(t, g), hence FX(t, g) = g exp(tX) = Rexp(tX)(g).
The left and right action of a group on itself are not the only actions: an-
other useful automorphism is conjugation by some fixed group element. Such
an automorphism is called an inner automorphism, Inh : G → G where Inh :
g 7→ hgh−1. This is an automorphism because Inh g Inh g′ = (hgh−1)(hg′h−1) =
hgg′h−1 = Inh(gg′); it also satisfies the identity Inh ◦ Inh′ g = Inh(h′gh′−1) =
h(h′gh′−1)h−1 = (hh′)g(hh′)−1 = Inhh′ g.
It follows that its tangent map at the identity Adg ≡ ∂1 Ing is a Lie alge-
bra automorphism. The map Ad : G → Aut(g) with g 7→ Adg is called the
adjoint representation of G. It is a representation of G since Adh ◦Adh′ =
∂1 Inh ◦∂1 Inh′ = ∂1
(
Inh ◦ Inh′
)
= ∂1 Inhh′ = Adhh′ . Its tangent map at the
identity ad : X → (∂1 Ad)X is a representation of the Lie algebra. Note
ad : g → End(g) where End(g) is the space of endomorphisms of g. From
example 4.1.25 in [1] we have adX Y = [X,Y ] from which it is easy to prove ad
is a representation using the Jacobi identity.
Appendix G: Homogeneous Spaces
A G-space is a manifold M upon which a group G acts as a group morphism:
this means that there is an action Φ : G ×M →M such that Φ(g,Φ(h, x)) =
Φ(gh, x). In the more compact notation Φ : (g, x) 7→ gx this may be written
as g(hx) = (gh)x. In such a case G is called a transformation group acting
onM. The orbit of G containing x ∈M is the set of points Gx ≡ {gx | g ∈ G}.
If there is only one orbit, Gx = M, then G is said to act transitively on M:
there is always some group element that takes any point in M to any other
point. In this case M is called a homogeneous space.
The stabilizer is the subgroup Kx ⊂ G that fixes x ∈M, k ∈ Kx ⇐⇒ kx =
x, with respect to the action Φ; it is also called the isotropy group or little
group. 14
Let us assume the action is transitive and fix some point p ∈ M whose
stabilizer we shall call K ≡ Kp; we may construct the quotient space G/K =
{gK} of left cosets. In general this is not a group because the stabilizer is not
13Indeed, if γtX is the integral curve of tX, then ∂cγtX(
d
ds
) = tXγ(c), where s is a global
coordinate on R. Then setting γX ≡ γtX ◦ 1t , we have Xγ(c) = ∂cγtX( 1t dds ) = ∂cγX( dds ), and
so γX is the integral curve of X and γX(t) = γtX(1).
14It is easy to see that stabilizers are related by conjugation: if y = gx and kx = x then
(gkg−1)y = (gkg−1)gx = gkx = gx = y, so Kgx = gKxg−1. This means that all the stabilizers
are isomorphic: the isomorphism φ : Kx → Kgx being φ : k 7→ gkg−1, so for all k, k′ ∈ Kx we
have φ(k)φ(k′) = (gkg−1)(gk′g−1) = g(kk′)g−1 = φ(kk′).
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a normal subgroup, K 6/G. Nevertheless, this space is interesting because there
is a diffeomorphism ψ : G/K → M given by ψ : gK 7→ Φ(gK, p) = gKp, since
ψ(gK) = (gK)p = g(Kp) = gp and Gp = M. We induce a left action of G on
G/K by ΦL : G ×G/K → G/K where ΦL : (g, g′K) 7→ gg′K, and the stabilizer of
the coset gK ∈ G/K under this left action is the conjugate15 Kg = gKg−1 since
ΦL : (gKg−1, gK) 7→ gKg−1gK = gK.
The map ψ is equivariant, ψ
(
ΦL(g, g
′K)) = Φ(g, ψ(g′K)) ∈ M for any
g, g′ ∈ G; this means that the following diagram commutes
G × G/K ΦL−−−−→ G/KyidG ⊗ψ yψ
G ×M Φ−−−−→ M
which means M and G/K are isomorphic in the category of G-manifolds.
There is also a right action of G on G/K given by ΦR : (g, g′K) 7→ g′Kg whose
stabilizer is K, since (K, g′K) 7→ g′KK = g′K; this right action is a morphism
of the opposite group, namely ΦR
(
g,ΦR(h, g
′K)) = ΦR(g, g′Kh) = g′Khg =
ΦR(hg, g
′K).
The canonical projection pi : G → G/K with pi : g 7→ gK together with the
above free (that is without any non-trivial fixed points) right action G ×K → G
defines a principal K-bundle on G.
So far our discussion of homogeneous spaces is applicable for any group G,
but let us now restrict our attention to the case where G is a Lie group and
the action Φ is smooth. In this case the identification G/K with M is also a
diffeomorphism, and this induces a corresponding identification of the tangent
bundles T (G/K) and TM. In particular the tangent spaces at p ∈ M and at
K ∈ G/K can be identified with the quotient vector space g/k where k is the Lie
algebra of K.
The homogeneous manifoldM is reductive, if there exists a decomposition
of the Lie algebra g = k⊕ p with AdG(K)(p) ⊆ p (see section F.1), which is true
if [k, p] ⊆ p.16 With this assumption the tangent space at p ∈ M is isomorphic
to p.
Appendix H: G-Invariant Metrics on G/K
Any representation ρ : G → GL(V ) defines a symmetric bilinear form on g by
(x, y) 7→ tr ρ∗(x)ρ∗(y). The Cartan–Killing form is the one corresponding to the
adjoint representation Ad. Since17 adΨ(X) = ψ ◦ adX ◦ψ−1 for any X ∈ g and
any automorphism ψ of g, the Killing form is invariant under any automorphism
15Pedants may wish to write KgK and KK rather than Kg and K.
16Since K is a Lie subgroup of G its Lie algebra k is a subalgebra of g, [k, k] ⊆ k.
17This follows from adψ(X) Y = [ψ(X), Y ] = [ψ(X), ψ ◦ ψ−1Y ] = ψ[X,ψ−1Y ] = ψ ◦
adX ◦ψ−1(Y )
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of g, and thus it is in particular Ad-invariant18
(Adg u,Adg v) = (u, v) and thus (adw u, v) + (u, adw v) = 0.
Thus whenever the Cartan-Killing form is an inner product on g, its restriction
to p will define an AdG K-invariant inner product. The components of the Killing
form are given by Mij = c
k
i`c
`
jk. On o(n) (or so(n)) it is given by M(X,Y ) =
(n− 2) tr(XY ).
When K is a closed subgroup of G and AdK is a compact subset of GL(g),
(these conditions are satisfied when K is the isotropy group of the action of the
isometry group on a symmetric space ([34] Theorem 3.2)), it is always possi-
ble to construct G-invariant metrics on the reductive homogeneous space G/K:
we start with any inner product 〈·, ·〉p on p, and average it over AdK using
Weyl’s unitary trick19. This can be done since AdK is a compact Lie group20,
and AdKp ⊂ p. This defines an AdK-invariant inner product21 (u, v)p ≡∫
AdK dk 〈Ad k(u),Ad k(v)〉p on p, (here dk is the Haar-measure on AdK), which
in turn induces a G-invariant metric on G/K.
Appendix I: Killing Fields on Homogeneous Space
As we did for left-invariant vector fields, it is easy to check the flow of a right-
invariant vector field Y , is given by t, g 7→ etY g = LetY g, that is right invariant
vector fields generate left translations. It follows that these are isometries of
left-invariant metric on G. A Killing field is a vector field on a Riemannian
manifold whose flow generates isometries of the metric [43], hence right-invariant
vector fields are Killing fields. The vector field Y on G descends to a vector field
Y G/K ∈ Γ(TG/K), with
Y
G/K
gK ≡
d
dt
∣∣∣∣
t=0
etY gK
Note the flow of Y G/K is (t, gK) 7→ ΦL(etY , gK). In particular if we have an
action Φ of G onM by isometries, then G acts by isometries on G/K (the action
being ΦL) and thus Y
G/K is a Killing field.
Appendix J: Riemannian Manifolds and the Isometry Group
If Φ : G → Diff(M) is a left action of a Lie group G on a manifold M, where
Diff(M) is the space of diffeomorphisms M → M, and X ∈ g, then we may
18Indeed tr
(
adAdg u ◦ adAdg v
)
= tr
(
Adg ◦ adu ◦Ad−1g Adg ◦ adv ◦Ad−1g
)
=
tr
(
Adg ◦ adu ◦ adv ◦Ad−1g
)
= tr
(
adu ◦ adv
)
19Sometimes called Weyl’s unitarian trick, but Unitarian is a religious denomination. The
trick is apparently due to Adolf Hurwitz.
20Since GL(V ) is a manifold, it must be Hausdorff, from which it follows that Ad(K) is a
Lie group since compact subset of Hausdorff spaces are closed, and closed subgroup of GL(V )
are Lie groups
21The AdK-invariance of (·, ·)p follows from the fact k 7→ Ad k is a homomorphism:
(Adh u,Adh v)p =
∫
AdK dk 〈Adk ◦Adh u,Adk ◦Adh v〉p =
∫
AdK dk 〈Adkh u,Adkh v〉p =∫
AdK dk
′ 〈Adk′ u,Adk′ v〉p = (u, v)p, since the right action Rh is a bijection.
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define ΦX : R × M → M where ΦX : (t, x) 7→ Φ(etX)(x) is a R-action on
M (a flow). The associated vector field XM ∈ Γ(TM), called the infinitesimal
generator of the action associated to X, is given by
XM(q) =
d
dt
|0Φq(exp(tX)) = ∂0Φq(X)
In general if f : H → G is a group homomorphism, then ∂1f : h → g is a
Lie algebra homomorphism. The map g → Γ(TM) with X 7→ XM above,22 is
precisely the (anti)-homomorphism induced by the left action. 23
Recall a pseudo-Riemannian manifold is a manifold M endowed with a
pseudo-Riemannian metric, which is a map g : Γ(TM)×Γ(TM)→ Λ0(M)
that is bilinear g(eu, fv) = efg(u, v), symmetric g(u, v) = g(v, u), and non-
degenerate g(u, v) = 0 ∀v ⇐⇒ u = 0, where e, f ∈ Λ0(M) are functions and
u, v ∈ Γ(TM) are vector fields.
An isometry is a diffeomorphism σ : M → M that preserves this metric,
(σ∗g)(u, v) ≡ σ∗(g(σ∗u, σ∗v)) = g(u, v). Such isometries form a group called
the isometry group G(M) ofM; a theorem of Myers and Steenrod shows the
isometry group is a Lie group [49].
In this case the induced vector fields XM are Killing vector fields, i.e., the
Lie derivative of the metric in their direction vanishes: LXM〈·, ·〉 = 0. The space
of Killing fields forms a Lie subalgebra of Γ(TM), and the map X 7→ XM is
an anti-isomorphism between g and the Lie algebra of complete Killing vector
fields [43]. In particular when M is complete, then every Killing vector field is
complete and X 7→ XM is an anti-isomorphism.
Appendix K: Maurer-Cartan form on S2
In the parameterization (5) S(θ, φ) defines a map σ : S2 → SO(3) that is
constant over cosets, and thus reduces to a map S2 → SO(3)/ SO(2). More-
over H(t) ≡ exp(tT1) parameterizes the isotropy group, and together σ ≡
S(θ, φ)H(t) can be used to parameterize SO(3).24 We can pull-back Maurer–
Cartan on SO(3) using σ which gives
σ−1dσ = (S(θ, φ)H(t))−1d(S(θ, φ)H(t)) = H−1S−1dSH +H−1S−1SdH
= H−1S−1dSH +H−1dH.
We have
H−1dH = T1dt
H−1T1H = T1
H−1T2H = sin tT3 + cos tT2
H−1T3H = cos tT3 − sin tT2
22The Lie algebra of the group of diffeomorphism is the algebra of vector fields
23The map (X, p) 7→ (−X)M(p) is often called the action of g on M.
24 The projection pi : SO(3,R) → S2 is a principal SO(2,R) bundle. If we let ρ : S3 →
SO(3,R) be the standard double cover (i.e., two-to-one surjective homomorphism) of SO(3,R)
(here S3 is the three sphere), then pi ◦ ρ : S3 → S2 is the Hopf fibration.
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Moreover
S1dS = T1(1− cos(θ))dφ+ T2
(
sin(φ) dθ + sin(θ) cos(φ) dφ
)
+ T3
(
sin(φ) sin(θ) dφ− cos(φ) dθ).
Writing S1 dS ≡ ωT1 + e2T2 + e3T3, we finally find
σ1 dσ = T1
(
ω + dt
)
+ T2
(
e2 cos(t)− e3 sin(t)
)
+ T3
(
e3 cos(t) + e2 sin(t)
)
.
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