The OLS estimator is a weighted average of the slopes delineated by adjacent observations. These weights depend only on the independent variable. Equal weights are obtained if and only if the independent variable is normally distributed. This feature is used to develop a new test for normality which is compared to standard tests and provides better power for testing normality.
1. The OLS estimator of the slope coefficient is a weighted average of the slopes delineated by adjacent observations. 2. The weights used in averaging the slopes depend solely on the distribution of the observations of the independent variable. 3. In particular, if the independent variable is normally distributed, the weights are equal to the normal density. Hence, equal proportions of the distribution receive equal weights for all the slopes of adjacent observations.
The main implication of Yitzhaki's results is that unless the independent variable is normally distributed, the OLS estimator is in fact a weighted regression estimator that attributes most of the weight to the more extreme observations. Usually, OLS is silent about the distribution of the independent variable, which is assumed to be non-random. Indeed, the issue of the distribution of the independent variable is rarely addressed in econometric texts. At most, normality of error terms is required as a prerequisite for statistical inference.
In a subsequent paper, Shalit and Yitzhaki (2002) showed that for observations characterized by fat tails such as financial data, so called ''outliers'' are receiving most of the explanatory power of the regression, thus yielding non-robust results. Removal of outliers is not a desirable practice as this eliminates valid information on the behavior of economic variables. Indeed, in light of the recent high volatility of security prices, extreme observations are the ones that contribute most in explaining price behavior. Hence independently of whether or not statistical inference is undertaken, a major prerequisite for the practitioner is testing whether or not the data are normally distributed in order to obtain robust results using OLS.
In this work, I extend Yitzhaki's (1996) results by demonstrating that equal weights attributed to equal proportions of the distribution can be obtained if and only if the independent variable is normally distributed. The proof only requires solving a differential equation equating the regression weights to a density function, the only solution being the Gaussian probability distribution. The main implication of this result is that it serves as the basis for a new test for normality without having to specify the sampling distribution. In fact, since equal weights are necessary and sufficient for a distribution to be normal, the regression weights of OLS are the only data needed to check for normality.
The test involves only the independent variable of the OLS regression estimator since only this variate is required to calculate the regression weights. The main advantage of the test is that it does not require categorizing the mean and the variance of the normal distribution for the null hypothesis and, therefore, it is robust and insensitive to sample outliers. Hence, this new test is entirely distribution-free. In essence, the procedure consists of checking for the equality of the weights used in averaging the slopes delineated by adjacent observations in order to calculate the coefficient of the OLS regression. I devise the statistical test and compare its results with the performance of standard tests for normality such as Shapiro and Wilk (1965) and Shapiro and Francia (1972) , and the most popular Jarque-Bera test (from 1980). I examine the new test by first exploring its size and its power and then applying it to using financial time-series data.
The OLS regression estimator
For convenience, I summarize Yitzhaki's results which claim that the OLS regression estimator of the slope coefficient is a weighted average of the slopes of the lines joining all pairs of adjacent observations.
Consider a simple regression model where variables are continuously random with a joint density function f (X, Y ), and where X is the independent variable and Y is the dependent variable. Let f X , F X , µ X , and σ Theorem 1 (Yitzhaki, 1996) . Let E(Y |X) = α + βX be the best linear predictor of Y , given X . Then β OLS is the weighted average of the slopes of the regression curve g(x) = E(Y |X = x), namely
(1) where δ(x) = g ′ (x) and w(x) > 0, w(x)dx = 1 and the weights are given as
Proof. See the Appendix Theorem 1 presents the OLS regression coefficient as a weighted average of the dependent variable differences, conditional on the independent variable differences. The weighting scheme depends solely upon the cumulative distribution of the independent variable.
Specifically for the normal distribution with expected value µ X and variance σ 2 X , the weighting scheme from Eq. (2) becomes (Yitzhaki, 1996) w(
The weights equal the density function of the normal distribution of X . Hence, equal shares of the distribution receive equal weights and the explanatory power of the regression is distributed evenly among the observations.
The normal distribution of the independent variable
I now demonstrate that the only valid occurrence for which equal weights are ensured is when the independent variable of the OLS regression is normally distributed. For any other probability distribution of the explanatory variable, we obtain uneven weights, implying that some observations provide higher explanatory power and others less. Henceforth, robust OLS results can be obtained solely for a normally distributed independent variable. Theorem 2. The weights from Eq. (2) equal the probability density function if and only if the independent variable is normally distributed.
Proof.
2 In Eq. (2) I substitute w(x) = f X (x) for all x and obtain a differential equation that is solved by integrating by parts to yield
If one differentiates Eq. (4) with respect to x one obtains
The general solution to the differential equation (5) is given as
where the constant C is found for F (∞) = 1 as
After substituting for C , the solution for Eq. (5) which is the normal probability distribution function becomes
Testing for normality

The test
From Theorem 2 we are able to derive a new test for normality for any set of observations of a random variable. The test is entirely distribution-free as it depends only on the weights expressed by Eq. (2). Indeed if all the weights are equal, the random variable is normally distributed.
The test is composed of two steps. The first step consists of calculating the weights, and the second checks whether the weights are equal. I consider the sample X i , i = 1, . . . , n, and test whether it is drawn from a normal distribution. In the first step, I rank the sample in increasing order,
. . ., n − 1. An estimator for the weights w(x) is obtained by substituting:
(i) the sample averageX n for the mean µ X , (ii) the sample mean up to observation iX i =  i j=1 X j /i for the conditional mean µ(x), (iii) the sum of squares S 2 X for the variance σ 2 X , and (iv) the relative rank i n for the cumulative distribution function F X (x).
The weight of the segment ∆x i = x i+1 − x i then becomes
From the ranked sample, I compute the weights for n − 1 segments to examine whether these weights are even. This is the second step of the test where I check whether the weights follow a uniform distribution. For this purpose, I use the standard Kolmogorov-Smirnov (KS) test on the cumulative probability distribution of the uniform distribution. Let the empirical distribution be the cumulative sum of the weights F w (i) =  i j=1 w j computed from Eq. (9) and let the theoretical distribution be F e (i) = i n−1 . The KS statistic is obtained as
( 10) A possible alternative for the significance points for the KS statistic can be the standard critical values that are provided in Table 1 . Another is the significance values obtained by sizing the sample as is done below. To illustrate the entire testing procedure, I present in Table 2 the results of the test for 50 observations that were drawn from a gamma distribution. 3 The weights are calculated in the fifth column of the table. In the ninth column, the absolute difference between F w (i) and F e (i) is shown. The KS statistic for this sample is 0.221774 which exceeds the critical values for α = .1 and α = .05, thereby rejecting the null hypothesis that the sample is drawn from a normal distribution. The Jarque-Bera (JB) statistic for this sample is 5.58184, which also rejects normality for α = .1 and α = .05. Also using the Shapiro-Wilk (SW ) statistic for this sample, we reject normality since SW = 0.934 which is less than the critical values 0.947 for 5% and 0.955 for 10%.
The size of the test
To calculate the significance points for the test, a Monte Carlo simulation is performed for a normally distributed set of observations drawn by using a random generator. For the simulation, I first use 100,000 and then 500,000 repetitions. For each replication, N observations are created using a normal random number generator with mean 5 and standard deviation 5. The estimates of the 1%, 5% and 10% significance points of the test are shown in Table 3a for 100,000 and in Table 3b for 500,000 replications. There are no other very considerable differences between the two tables.
The power of the test
To compare the test with other normality tests, I investigate its power under various distribution alternatives, again using Monte Carlo simulations. The results are reported in Tables 4a and 4b for 100,000 and 500,000 replications. The other normality tests include the standard Jarque-Bera (JB) test, the Shapiro-Wilk (SW ) for 20 and 50 observations, the Shapiro-Francia (SF ) for 100 observations and 200 observations, the Lagrange multiplier test of Deb and Sefton (LM(DS)) which is essentially a JB test with new calculated critical values, and the Lilliefors (1967) test which is a modified version of the Kolmogorov-Smirnov test. All the simulations and alternative tests were run in MATLAB and are available from the author. The distributions used to investigate the power are: Normal(10, 25), Gamma(3, 1), Student-t(5), Beta(3, 2), Exponential(10), Chi-squared(5), and Weibull(3, 1).
Looking at Tables 4a and 4b , we can see that the new test has in general the best power for testing normality against most of the alternative distributions, mainly for the smaller numbers of observations. The new test follows the power of the standard Shapiro-Wilk and Shapiro-Francia tests. In some simulations and for some distributions, the OLS test performs better; in others the Shapiro-Wilk has a better power. The OLS test however involves much easier computation as it does not require the use of specific tables and order statistics as required by Shapiro-Wilk and Shapiro-Francia. This result is quite promising when one compares the performance of the new test against the two JB benchmark tests. Furthermore, the result holds in particular when the alternatives are the Gamma, the Beta, the Exponential, the Chi-squared and the Weibull distributions. However, the two JB tests have a better power when the alternative is the Student-t distribution. But when the number of replications increases to 500,000 and the number of observations is greater than 100, the power of the new test is not as great as one would expect for a test for normality.
The Jarque-Bera test, its validity, and its modifications
Although most professional statisticians preconize the use of the Shapiro-Wilk test as well as its improvements by Shapiro and Francia (1972) and by Royston (1982) , the Jarque-Bera test remains the most popular test for normality in the field of economics and finance. This is because it is easy to calculate and is a combination of two moments, namely, skewness and kurtosis. The Jarque and Bera (1980) statistic is also known as the D' Agostino and Pearson (1973) and the Bowman and Shelton (1975) test and, and under the JB test name, it has become a standard feature in many econometric packages. The standard JB statistic is given by
where √ b 1 is the sample skewness and b 2 is the sample kurtosis, which, under the null hypothesis of a normal distribution, are asymptotically independent and normally distributed. Hence, the JB statistic follows a χ Table 2 Test procedure for 50 observations drawn from a gamma distributed sample.
Variate The JB test is not without its skeptics. The main concern is that its asymptotic distribution is problematic and its convergence is very slow, both of which result in an undersized test. Various alternative versions have been suggested by Deb and Sefton (1996) , Poitras (2006) , and Gel and Gastwirth (2008) , but none have managed to supplant it. In the present work, I also evaluated the new OLS test against the standard Shapiro-Wilk and Shapiro-Francia normality tests. These tests, although having a better power than the popular JB test, are less prevalent in econometrics. From Tables 3a, 3b, 4a and 4b one can assert the marginal superiority of the new OLS test relative to the JB test. On the basis of our results, we can conclude that not only is the size of the proposed test comparable to that of the JB test, but also the new test has a better power that is similar to those of the Shapiro-Wilk and Shapiro-Francia tests. It was suggested by a colleague that the standard tests for normality calculate parameters that might conceal non-normality in the aggregation process. On the other hand, the new OLS test that is based on calculating the weights for each couple of adjacent observations may be the source of its superior statistical power. 
Applying the test to financial time series
In the empirical part of the work I apply the test to financial time series. Normality of returns is a theoretical prerequisite for using the mean-variance model in portfolio analysis as well as for using the capital assets pricing model (CAPM). For this reason, I test the normality of returns on five US financial markets indices and five European financial markets indices using both monthly returns and daily returns.
The US indices are the Dow-Jones Industrial Average (DJIA), Standard and Poor's 500 (S&P500), Standard and Poor's 100 (S&P100), the Nasdaq composite index (NASDAQ), and the Russell 2000 (RUSS2000). The European financial indices are: the London Financial Times shares exchange (FTSE), the Frankfurt German stock market index (DAX), the Paris French stock market index (CAC40), the Zurich Swiss market index (SMI) and the Amsterdam Dutch stock exchange index (AEX). For the monthly data, I collected 120 returns from October 1999 until October 2009. For the daily data, I collected 250 daily returns from October 7, 2008 , until October 2, 2009 .
The results are displayed in Table 5 . For most of the monthly series, the JB statistic follows the new OLS statistic. According to the JB test and the OLS test, normality is rejected for most of the monthly financial returns. However, the test results for the Russell 2000 index, the S&P100 index and the NASDAQ composite index are ambiguous. For instance, following the OLS weight test, normality is not rejected for the NASDAQ and the Russell 2000 whereas the JB test does not reject normality for the NASDAQ and the S&P100 indices. 
Conclusion and implications
It was shown that if and only if the independent variable of an OLS regression is normally distributed, the regression weights attributed to the observations are equal to the density of the normal distribution. This implies that normality is a necessary and sufficient condition for each proportion of the population to receive an equal share of the weights used by the regression. Only then will all observations contribute evenly to the OLS estimation and yield robust estimators. This supports Shalit and Yitzhaki's (2002) claim that if observations are not normally distributed, other regression techniques should be used to ensure robustness.
This result on regression weights allowed us to derive a new test for normality for any sample of observations. The proposed test is an equality test using the KS procedure when the alternative distribution is the uniform distribution. Hence, besides the calculated regression weights, the only parameter that is required to estimate the expected distribution is the number of observations. The simulation results showed that, compared to standard tests for normality, the new test has the best power for testing normality against most of the classes of alternative continuous distributions. 
where µ(x) is defined as the conditional expectation E(X |X ≤ x).
Proof. As β = cov(Y , X )/σ 2 X , the numerator is expressed as
where g(x) = E Y (Y |X = x) is the conditional expectation of Y given X . Integrating by parts with
, and U ′ (x) = g ′ (x) leads to
As second moments exist, the first term converges to zero. Hence,
The sum of weights equals 1 since the same procedure can be applied to the denominator σ 2 X which equals σ
