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SUMMARY
Volume computation is an algorithmic version of the fundamental geometric problem to fig-
ure out how much space an object occupies. Related problems of sampling and integration have
numerous applications to other fields, thus it is key to develop efficient algorithmic solutions to
these problems. This thesis pushes the computational frontier of volume computation, randomized
sampling, and integration, both in theory and practice.
The search for efficient algorithms for volume computation has been an active area of research
over the last few decades. Many geometric problems suffer from computational inefficiency in
high-dimensions: the so-called curse of dimensionality, where the problem efficiency grows ex-
ponentially with the dimension. For volume computation, Dyer, Frieze, and Kannan [1] gave
a polynomial time randomized algorithm to approximate the volume of any convex body. While
their algorithm complexity was prohibitively high, the fundamental ideas inspired further improve-
ments. Building upon the tools and ideas developed in this line of work, we obtain an O∗(n3)
algorithm to approximate the volume of well-rounded convex bodies.
As a crucial tool to our faster volume algorithm, we obtain a faster algorithm for sampling
a Gaussian distribution restricted by a convex set. We also generalize the Gaussian sampling
restricted by a logconcave function. The Gaussian sampling algorithm additionally yields a faster
algorithm for generating a uniform random sample from a convex body.
The ideas for theO∗(n3) volume algorithm also lead to an efficient algorithm in practice. While
the theoretical developments were inspiring, there was still no satisfying real-world implementa-
tion of the algorithm. We implement a variant of our algorithm in MATLAB, which can estimate
volume in hundreds of dimensions with relative ease. The implementation allows for volume esti-
mations which were previously far out of the realm of computational feasibility. In collaboration
with systems biologists, we additionally explore a direct application of the sampling and volume




High-dimensional convex geometry is rich with beautiful questions concerning the behavior of
convex bodies, many of which have important real-world applications. High-dimensional convex
bodies are pervasive throughout many fields, most commonly arising as a system of linear inequal-
ities. The ability to integrate over, sample from, and compute the volume of a convex body are fun-
damental algorithmic tools for such sets. In addition to yielding practical algorithms, the progress
towards algorithms for volume computation, random sampling, and integration has shaped our
understanding of convex geometry and developed deep connections between high-dimensional ge-
ometry and the efficiency of algorithms.
For the problem of volume computation, the goal is to develop an efficient algorithm that es-
timates the volume of a high-dimensional region within a target relative error. To emphasize the
dependence on dimension, algorithms for volume computation are commonly measured in the
number of membership queries for the set. Initially, strong negative results were shown for even
approximating the volume, where it was proven that any deterministic algorithm must take an ex-
ponential number of queries to obtain an exponential approximation to the volume [2, 3]. In spite
of these negative results, the first volume algorithm of Dyer, Frieze, and Kannan [1] proved the ex-
istence of a polynomial time algorithm to estimate the volume of a convex body. While polynomial
time, the algorithm had a complexity of O∗(n23) membership oracle queries for an n-dimensional
convex body. At the heart of their algorithm was a discrete random walk for generating nearly
uniform random samples from a convex body, where the body is approximated by a discretized set
of grid points.
Subsequently, a search was spawned searching for faster volume algorithms. To this end, a
number of important theoretical tools were developed, such as the proving mixing time bounds for
1
continuous space random walks as opposed to using a discrete approximation. The Localization
Lemma [4, 5] provided a framework to prove properties of convex bodies by arguing about the
one-dimensional case. The Localization Lemma is useful for proving isoperimetric inequalities,
which in this context are fundamental geometric inequalities that ask for the smallest surface that
divides a convex body into two pieces (weighted by the smaller of the two pieces). The efficiency
of algorithms for volume computation and isoperimetric inequalities appear to be fundamentally
linked, exemplified by the KLS conjecture [5]. The KLS conjecture, informally, states that the
most efficient way to cut a convex body, up to constants, is via a hyperplane. It has since been
shown that the KLS conjecture is “equivalent” to decades old conjectures in convex geometry [6].
A positive resolution to the KLS conjecture would imply faster sampling algorithms.
Our main contribution is an O∗(n3) algorithm to estimate the volume of a well-rounded con-
vex body in Rn, improving upon the previous best by a factor of n. Much of the algorithmic
progress in this thesis utilizes important properties of high-dimensional Gaussian distributions. It
was previously believed that the key technical hurdle to obtaining an O∗(n3) volume algorithm
was a positive resolution of the KLS conjecture. Instead, we utilize a partial resolution of KLS
conjecture for Gaussian distributions and combine our insights with the algorithmic framework
and tools of [7, 8]. A key component of our algorithm is an accelerated cooling schedule using
Gaussians, where we achieve a “perfect” tradeoff with the complexity of Gaussian sampling and
the rate at which we approach the uniform distribution, i.e. the volume.
A central ingredient to all efficient volume algorithms is the ability to generate random sam-
ples from a high-dimensional distribution. Generally, random sampling is useful for gaining global
statistical information about a complex structure. In volume computation and integration, random
samples are generated to estimate ratios of integrals, which ultimately yields an estimate for the
volume or target integral. In this work, we focus on continuous space random walks, which yield
polynomial time algorithms only assuming convexity of the solution space or logconcavity of the
target distribution. This robustness allows the tools discussed here to be applied to numerous fields,
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including Bayesian inference, operations research, statistical physics, and systems biology. In par-
ticular, for systems biology, randomized sampling from high-dimensional models of metabolic
networks is a useful tool to capture global information about the set of feasible states of the net-
work, whereas optimization methods provide a comparably more limited view.
We obtain faster algorithms for sampling a Gaussian distribution restricted to a convex set.
The previous best sampling algorithm of [9] provided sampling algorithms of O∗(n3) for any
logconcave distribution. We improve the complexity by a factor of n to O∗(n2) for the important
special case of Gaussians restricted to a convex set. Additionally, we obtain a O∗(n2) sampling
algorithm for a Gaussian restricted by a well-rounded logconcave distribution.
Volume computation can be viewed as a special case of integration, i.e. the integration of an
indicator function over a convex region. The current fastest complexity for integration of a log-
concave function matched the previous best for volume computation, O∗(n4) [10]. We improve
upon the complexity for Gaussian integration over a convex set, obtaining a complexity of O∗(n3).
Gaussian integration is arguably as important as volume computation, especially in statistical ap-
plications.
From a practically grounded perspective, there was hope that the theoretical developments for
volume computation would eventually lead to an efficient implementation of the algorithm. Us-
ing similar ideas from our O∗(n3) volume algorithm, we develop a MATLAB implementation of
this algorithm that performs very favorably to existing implementations. Exact deterministic algo-
rithms for volume computation are severely limited by dimension, with existing implementations
limited to around 20 dimensions. By using randomness and allowing for an approximation, we
can compute volume in hundreds of dimensions, even for certain convex bodies where exactly
computing the volume is #P -hard.
There is a direct, useful application of our sampling algorithms to systems biology. Under a cer-
tain model of metabolic networks, the set of feasible flows in the network form a high-dimensional
convex body. Random sampling provides an unbiased view of the solution space and has been
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shown to provide important biological insight over more traditional optimization methods. The
implementation of our MATLAB algorithm allows for efficient sampling in thousands of dimen-
sions, whereas previous approaches in this area were limited to a few hundred dimensions.
1.1 Summary of Contributions
Chapters 3 and 4 improve the current best theoretical complexity of algorithms for high-dimensional
sampling, volume computation, and integration. The algorithms in these chapters assume that the
convex body or function is specified by a membership or function oracle, respectively (see Sec-
tion 2.1 for the definition of the oracle model).
Chapter 3 gives improved Gaussian and uniform sampling algorithms. The previous best sam-
pling algorithm of [10] had the same complexity for any well-rounded logconcave distribution,
with a complexity of O∗(n3.5) queries for the first sample and O∗(n3) queries for every subse-
quent sample. For a standard Gaussian distribution restricted by an n-dimensional convex set, this
thesis gives an algorithm with O∗(n3) oracle queries for the first sample and O∗(n2) queries for
subsequent random samples. The Gaussian sampling can be used to obtain a sample from uniform
distribution over a well-rounded convex body in O∗(n3), an improvement of O∗(
√
n) for the first
sample. The improved sampling algorithm for a Gaussian restricted to a convex set can be gener-
alized to a Gaussian restricted by a logconcave function. If h is a Gaussian distribution restricted
by a logconcave distribution and h is well-rounded, the complexity remains O∗(n3.5) for the first
sample, but is improved to O∗(n2) for subsequent samples.
Chapter 4 uses the sampling algorithms of Chapter 3 to obtain faster algorithms for integration
and volume computation. The previous fastest algorithm for integrating a well-rounded logconcave
function was O∗(n4) oracle queries [10]; note that this includes the important case of volume
computation. This thesis gives an algorithm to approximate the integral of a Gaussian distribution
restricted by a convex body containing the unit ball in O∗(n3) oracle queries. Additionally, we
extend the Gaussian integration algorithm to volume computation and obtain an O∗(n3) volume
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algorithm for well-rounded convex bodies, a factor of O∗(n) faster than the previous best. The
improved uniform algorithm is obtained via an accelerated cooling schedule that achieves a perfect
trade-off with the complexity of Gaussian sampling.
Chapters 5 and 6 discuss practical implementations and applications of the algorithms for sam-
pling, volume computation, and integration. Previously, general algorithms for volume computa-
tion were severely limited in dimension, say at most 15, and usually only were for polytopes. The
algorithm in Chapter 5 extends the theoretical algorithms in Chapters 3 and 4 and can efficiently
compute volume in high-dimensions, e.g. 100 dimensions in around 5 minutes. The algorithm will
compute the volume of a convex body that is a polytope, ellipsoid, or zonotope (or also any in-
tersection of these bodies). The implementation makes several key deviations from the theoretical
algorithms to achieve this efficiency.
Chapter 6 discusses an application of the sampling algorithms used in the volume implemen-
tation to the analysis of metabolic networks. Though our sampling algorithms are completely
general, this application serves as an important example of where our improved implementation
advances the computational frontier. Randomized sampling has been used previously in this area,
but the approaches used were limited to a few hundred dimensions. Our algorithm allows for sam-





Here we discuss various technical aspects to be used in the analysis of algorithms for volume
computation, integration, and sampling. All of these algorithms rely on rapidly mixing Markov
chains. We mention some background in this area alongside with a brief survey of currently known
and analyzed geometric random walks. The majority of the other tools deal with the behavior
of high-dimensional convex bodies and logconcave distributions. We mention some important
properties in high-dimensional convex geometry which are regarded as folklore. Additionally,
we discuss newer tools and inequalities which were developed alongside efficient algorithms for
volume computation, such as the localization lemma, isoperimetric inequalities of convex sets, and
the KLS conjecture.
2.1 Computational Model
When considering high-dimensional algorithms for problems such as sampling, integration, and
volume computation, their algorithmic complexity is commonly measured in the number of oracle
calls. The oracle we consider is a function oracle. Suppose we have an oracle for a function
f : Rn → R. A single oracle query consists of querying a point x ∈ Rn, and the oracle returns
f(x), the function evaluated at x. If f : Rn → {0, 1} is the indicator function of a convex set or
convex body, an oracle for f is referred to as a membership oracle.
Such an oracle is usually accompanied by a point in the set x ∈ Rn, and sandwiching param-
eters r, R ∈ R. These parameters satisfy x + rBn ⊆ K ⊆ x + RBn. For the case of a function
oracle for f : Rn → R, we are guaranteed the parameters x, r, R are satisfied for the support of f .
An additional requirement may be placed on x, e.g. f(x) is close to the maximum of f as in [10]
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or a small level set of f contains a ball around x as in Section 3.5.
One benefit of working in the oracle model is that it emphasizes the algorithmic dependence
on dimension, as opposed to the complexity of the space. Another reason we work in the oracle
model, as opposed to purely counting arithmetic operations, is that the current fastest algorithms
for volume computation are essentially the same for all classes of convex bodies (e.g. even by
assuming the convex body is a polytope, the volume algorithm remains virtually identical). Thus
the arithmetic complexity of the algorithm is bounded number of oracle queries times the number
of arithmetic operations in a single query (though it may be possible to improve upon this naive
bound for certain walks and membership oracles). For example, in Chapter 4 where we get an
O∗(n3) volume algorithm, the arithmetic complexity of this algorithm for a general polytope with
m facets in Rn will be O∗(n4m).
2.2 Probability and Markov Chains
We begin with a formal definition of a continuous space Markov chain, adapted from [4]. (Ω,A)
be a σ-algebra, i.e. A is the set of subsets of Ω and is closed under complement, countable unions
and countable intersections. For every state u ∈ Ω, let Pu denote a probability measure on Ω;
assume that for every A ∈ A, Pu(A) is measurable. The triple (Ω,A, {Pu : u ∈ Ω}) together
with an initial distribution Q0 on Ω defines a Markov chain. The Markov chain then fully defines
a sequence of random variables w0, w1, w2, . . . drawn from Ω such that w0 is chosen from Q0
and wi+1 is chosen from the distribution Pwi for all i > 0. Importantly, wi+1 is independent of
w0, . . . , wi−1. Thus for all u0, . . . , ui ∈ Ω and A ∈ A,
Pr(wi+1 ∈ A|w0 = u0, . . . , wi = ui) = Pr(wi+1 ∈ A|wi = ui) = Pui(A).
We say a probability measure Q on (Ω,A) is a stationary distribution of the Markov chain if
taking one step from the associated distribution of Q yields the same distribution. That is, for all
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A ∈ A, ∫
Ω
Pu(A)dQ(u) = Q(A).
The Markov chain is irreducible if for all pairs x, y ∈ Ω, there exists a sequence of valid transitions
to get from x to y. The Markov chain is lazy if Pu(u) ≥ 1/2 for all u ∈ Ω. This condition
is enforced by doing nothing with probability 1/2. The distribution Q is atom-free if there is
no x ∈ Ω such that Q(x) > 0. The following folklore theorem gives sufficient conditions for
uniqueness of the stationary distribution Q. The reader is referred to [11, 12] for the details of the
proof and more background.
Theorem 2.2.1. If Q is a stationary distribution for a lazy, irreducible Markov chain, then Q is
the unique stationary distribution for that Markov chain.
In the context of this thesis, the stationary distribution will generally be obvious from the
construction of the chain. Of more concern is the mixing time of the Markov chain, which is
bounded through the conductance of the chain
The conductance is a bound on the worst cut of the space Ω, with respect to the one-step




Px(Ω \ S) dQ(x)
minQ(S), Q(Ω \ S) .




The local conductance ` of a point u ∈ K is `(u) = 1 − Pu({u}), i.e. the probability that the
Markov chain stays at u.
We mention two methods of comparing probability distributions. Let P and Q be two proba-








|P (u)−Q(u)| du = sup
A∈A
|P (A)−Q(A)|. (2.1)






The above notions of probabilistic distance have different uses, which we informally mention.
The total variation distance is useful for declaring P has converged to Q. If the dtv(P,Q) ≤ ε for
some ε ∈ [0, 1], then with probability 1 − ε, a random sample from P is equivalent to a random
sample from Q. The mixing time of a Markov chain typically denotes the number of steps until
the total variation distance is at most 1/4. The M -distance is a weaker notion of distance, and P
will be a starting distribution for a Markov chain with stationary distribution Q. We say that P is
a warm start to Q if M(P,Q) = O∗(1).
The following theorem of [4] will be used to bound the mixing time of the Markov chains
presented in this thesis.
Theorem 2.2.2 (Corollary 1.5[4]). Let Q0 denote a starting distribution and Q denote the unique










2.3 Geometric Random Walks
In this section, we will give an overview of six geometric random walks. The primary motivation
for the algorithmic development of this area was the search for a faster volume algorithm. The first
polynomial time volume algorithm with complexity O∗(n23) of Dyer, Frieze, and Kannan [13]
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sampled from a very fine discretized grid (using the grid walk) to approximate continuous random
points from a convex body. Since this algorithm, the field of continuous random walks has been
rigorously developed, and we now have mixing time bounds for more sophisticated methods to
sample from convex bodies.
The first four walks below require only function oracle access to be efficiently implemented.
The grid walk is a discrete walk that, when run on a fine (i.e. points are close together) enough
lattice, will approximate the continuous target distribution. Not surprisingly, the grid walk is less
efficient than the continuous space Markov chains. The ball walk and hit-and-run are currently
the only two continuous space random walks that have polynomial time mixing guarantees for
general convex bodies. Coordinate hit-and-run, also known as Gibbs sampling in other literature,
is a slight variant on hit-and-run which only selects from a small number of basis directions, but
currently little is known of its mixing time. There are many random walks which have unknown
mixing times, but we mention coordinate hit-and-run in particular because we observe it to be
faster than hit-and-run in practice for volume computation (Section 2.3.4). The mixing time of
coordinate hit-and-run can be reduced to a purely geometric, isoperimetric question (Section 3.6).
The Dikin walk, by contrast, requires the convex body to be specified by the intersection of n-
dimensional halfspaces, i.e it can sample the set {x|Ax ≤ b} for A ∈ Rm×n, b ∈ Rm. Even though
it requires a significantly stronger model, the Dikin walk currently possesses certain advantages
over the previously mentioned walks. Namely, it is affine invariant, which removes the need for
the expensive preprocessing step to round the convex body or target distribution; this rounding step
is provably required for the other walks to run efficiently. The recently analyzed geodesic walk
operates in a similar setting to the Dikin walk, but obtains slightly faster mixing time guarantees.
We will give a detailed comparison of the currently known theoretical guarantees of each walk
in Table 2.1. We now define the walks.
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2.3.1 Grid Walk
The grid walk samples from a set of grid points intersected with the convex body K. For a param-
eter δ ∈ R, a point x is in the grid if x ∈ K and every coordinate of x is an integer multiple of
δ. Then for a grid point x ∈ K, define the set of neighbors of x to be those grid points that are
distance δ away from x, i.e. the set of 2n points defined by {y|y = x± δei, i ∈ [n]} where ei is the
i-th coordinate vector in Rn. Figure 2.1 gives the one-step distribution of the grid walk.
Grid Walk(δ)
At point x:
1. Randomly select one of the 2n neighbors of x. Call this point y.
2. Go to y if y ∈ K; otherwise, stay at x.
Figure 2.1: The Grid Walk
2.3.2 Ball Walk
The ball walk is a simple, continuous space random walk defined by a parameter δ ∈ R. From the
current point x ∈ K, it generates a uniform random point in the ball of radius δ around x, and goes
to that point if it is in K.
Ball Walk(δ)
At point x:
1. Pick a random point y from x+ δBn.
2. Go to y if y ∈ K; otherwise, stay at x.
Figure 2.2: The Ball walk
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2.3.3 Hit-and-run
Hit-and-run is a parameter-free random walk that chooses a random chord through the current
point x and moves the a random point along that chord. Unlike the previous two walks, there are
no “null” steps of hit-and-run where a point generated is outside K and the walk stays at x. The
implementation details of hit-and-run are given in Section 5.3.5.
Hit-and-run
At point x:
1. Pick a random line ` through the current point x.
2. Go to a random point on ` ∩K.
Figure 2.3: Hit-and-run
2.3.4 Coordinate Hit-and-run
Coordinate hit-and-run is equivalent to hit-and-run, except instead of picking a uniform random
direction, the walk only considers coordinate directions. Thus in a single step, at most one coor-
dinate of the current point will change. In principle, the walk could consider sampling directions
from any fixed, full-dimensional set of basis directions.
Coordinate Hit-and-run
At point x:
1. Pick a random axis-aligned direction ` through the current point x.
2. Go to a random point on ` ∩K.
Figure 2.4: Coordinate Hit-and-run
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2.3.5 Dikin Walk
As mentioned above, the Dikin walk assumes that the convex body is an explicit polytope K =
{x|Ax ≤ b}. Let m denote the number of inequalities describing K. The one-step distribution of
the walk is defined by the Dikin ellipsoid. Let Dx denote the Dikin ellipsoid at point x, defined as
follows:




(bi − aTi x)2
(z − x) ≤ 1}.









More generally, the Dikin walk can be implemented for any convex body equipped with a
self-concordant barrier function [14].
Dikin Walk(A,b)
At point x:
1. Pick a random point y from the Dikin ellipsoid Dx.
2. Go to y with probability min{1, vol(Dy)/vol(Dx)}.
Figure 2.5: The Dikin walk in a polytope
2.3.6 Geodesic Walk
The geodesic walk, as with the Dikin walk, assumes the body is an explicit polytope. Unlike
the previously mentioned walks, however, the geodesic walk mixes on a higher dimensional Rie-
mannian manifold, then projects the point to lie inside the polytope. The one-step distribution
is implemented by solving an ordinary differential equation. The reader is referred to [15] for a
complete overview of the process.
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2.3.7 Comparison of the Walks
Here we give an overview of the random walks, with their known mixing time bounds. The mixing
time of each walk assumes a warm start. R = O∗(
√
n) is obtainable for ball walk and hit-and-run,
thus yielding bounds of O∗(n3) steps and O∗(mn4) arithmetic operations. Under the additional
assumption that K is isotropic, the current best bound on the KLS conjecture [16] implies that the
ball walk mixes for an isotropic convex body in O∗(n2.5) steps from a warm start.
The parameter ω is the complexity of matrix multiplication, i.e. two n × n matrices can be
multiplied in O(nω) arithmetic operations. The current bound of [17] gives ω < 2.3728 . . .. In
practice, using the O(n3) matrix multiplication algorithm is often preferable until n gets very high,
and thus the number of arithmetic operations of the Dikin walk and the geodesic walk would be
O(m2n3) and O(m2n11/4), respectively.
Table 2.1: A comparison of geometric random walks by number of steps and arithmetic operations
on a polytope.
Walk Mixing Time Condition
Arithmetic Operations
(polytope)
Grid Walk O∗(n6) [18] [−1, 1]n ⊆ K ⊆ [−3n, 3n]n O∗(mn7)
Ball Walk O∗(n2R2) [7] Bn ⊆ K ⊆ RBn O∗(mn3R2)
Hit-and-run O∗(n2R2) [19] Bn ⊆ K ⊆ RBn O∗(mn3R2)
Coord. hit-and-run Open ?? Open
Dikin Walk O(mn) [20] K is an explicit polytope O(m2nω) [20]
Geodesic Walk O∗(mn3/4) [15] K is an explicit polytope O∗(m2nω−1/4) [15]
2.3.8 Sampling from a Function
While this section focused on generating uniform random samples from a convex body, most of
the above walks can be modified to sample from a general function. For the grid walk and the






Note that when f is the indicator function of the convex body K, the above procedure is identical
to the original ball walk.
For hit-and-run and coordinate hit-and-run, we sample a point y from the chord with probability
proportional to f(y). Note than this step now involves sampling from a general one-dimensional
logconcave function; the details of this procedure are given in [9] with only a logarithmic (in the
error parameter) number of oracle queries.
Provided the Markov chain is lazy and irreducible, the walk is guaranteed to converge to f .
Moreover, the ball walk and hit-and-run are fast-mixing from a warm start for logconcave f . The
mixing time bounds for both match those for uniform sampling [10], under similar roundedness
conditions (see Section 3.5).
2.4 Convex Geometry
In this section, we outline some fundamental properties of convexity and logconcavity in high-
dimensions. The facts will be useful for proving various facts throughout this work.
A setK ⊆ Rn is convex if for all pairs x, y ∈ K, their average (x+y)/2 ∈ K. Many properties
of convexity carry extend nicely to logconcave functions. A function f : Rn → R+ is logconcave
if for all x, y ∈ Rn and all λ ∈ [0, 1],
f(λx+ (1− λ)y) ≥ f(x)λf(y)1−λ.
Observe that the indicator function of a convex set is logconcave. Convexity and logconcavity
appear to define the frontier of efficient high-dimensional sampling algorithms.
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2.4.1 Fundamental Properties and Inequalities
Define the Minkowski sum of two sets A,B ⊆ Rn as
A+B = {a+ b|a ∈ A, b ∈ B}.
The Brunn-Minkowski theorem states that is A,B are measurable, then
vol(A+B)1/n ≥ vol(A)1/n + vol(B)1/n.
The Prékopa-Leindler inequality can be viewed as a functional generalization of Brunn-Minkowski.
Let f, g, h : Rn → R+ such that for all λ ∈ [0, 1],












It is easy to see that the product and minimum of two logconcave functions. The following
theorem due to Dinghas, Leindler, and Prékopa summarizes important properties of logconcave
functions.
Theorem 2.4.1. [21, 22, 23, 24] All marginals as well as the distribution function of a logconcave
function are logconcave. The convolution of two logconcave functions is logconcave.
The Lowner-John ellipsoid E of a convex body K ⊆ Rn is the ellipsoid of maximum volume
contained within K. John [25] showed that E is unique and K ⊆ nE.
The following theorem of [5] gives a useful property of isotropic convex bodies. Note that it
implies John’s theorem.
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The study of isoperimetry concerns the ratio of the boundary to the volume of a region. In the
context of geometric random walks, we study the minimum surface that divides a convex region
into two pieces. More precisely, consider a partition of a convex region K into three subsets
S1, S2, S3 such that S1 and S2 are at least d distance apart, for some chosen distance metric. We
then bound the minimum volume, or measure, of S3 in terms of the parameter d and properties of
the underlying region/distribution. These types of isoperimetric inequalities arise naturally when
attempting to bound the conductance of a geometric random walk.
We define the notion of distance between sets as the minimum distance between any pair on




Here we give a brief overview of isoperimetric inequalities for proving mixing time bounds for
the ball walk and hit-and-run. The following isoperimetric inequality is useful for bounding the
mixing time of the ball walk.
Theorem 2.4.3. [26, 18] LetK be a convex body in Rn such thatBn ⊆ RBn. Consider a partition





The above inequality was stated in terms of the convex body K, but can be generalized to
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arbitrary logconcave measures.
Theorem 2.4.4. Let f : Rn → Rn be a logconcave function with associated measure πf . Suppose




min{πf (S1), πf (S2)}.
There are two overarching choices when formulating an isoperimetric inequality: the distance
metric and the underlying property of the region/distribution. The one-step distribution of the
ball walk suggests Euclidean distance as the natural distance metric. In [5], they get an improved
isoperimetric inequality by considering the average distance of a point from the centroid of the
distribution. Let zf denote the centroid of f , i.e.
zf = EX∼f (X).
Define M(f) as
M(f) = EX∼f (‖X − zf‖) .
Note that when K is an isotropic simplex, the below isoperimetric inequality represents a
substantially better bound as R = O(n), but M(f) = O∗(
√
n).
Theorem 2.4.5. [5] Let f : Rn → R be a logconcave function with associated measure πf . Then





For the case of hit-and-run, the isoperimetric inequality uses the cross-ratio distance dK . For
two points u, v ∈ K, let `(u, v) denote the unique line through u and v. Then, define p and q as
the two endpoints on the chord `(u, v) ∩K such that u is between p and v. Then, the cross-ratio
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distance dK is defined as
dK(u, v) =
|u− v||p− q|
|p− u||v − q| .
The cross-ratio distance between two sets is then the minimum cross-ratio distance between
any pair of points from different sets. The following isoperimetry in terms of cross-ratio distance
was proven in [19].
Theorem 2.4.6. [19] Let K ⊆ Rn be a convex body and S1, S2, S3 be a partition of K. Then,
vol(S3) ≥ dK(S1, S2) min{vol(S1), vol(S2)}.
The above isoperimetric inequality can similarly be extended to logconcave distributions; such
an extension is discussed in Section 3.5.
2.4.3 Rounding
The previous section motivates the need for a preprocessing step to round the convex body K. For
instance, Theorem 2.4.3 leads to a mixing time for the ball walk of O∗(n2R2). The convex body K
could be arbitrarily “skewed” in some directions, which leads to poor mixing times of the random
walks that inherently operate in a local space around the current point. We consider two notions of
roundedness.
A convex body K ⊆ Rn is said to be R-sandwiched or R-rounded if Bn ⊆ K ⊆ RBn. Ideally,
the parameter R should be made as small as possible. John’s theorem [25] proves that R = n is
achievable for any convex body, and the isotropic simplex shows that this is tight. The algorithm of
Lovász [27] computes a transformation that guaranteesR = n3/2 via an application of the Ellipsoid
method, thus losing a
√
n factor from optimality.
A more refined notion of roundedness relies on the body being close to isotropic. A convex
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body K ⊆ Rn is said to be C-nearly isotropic if
EX∼K (X) ≤ C
and for all unit vectors v ∈ Rn,




≤ 1 + C.
If K is in isotropic position, then K ∩ O∗(√n)Bn contains all but a negligible fraction of
its mass. Therefore if the body K is transformed to approximate isotropic position, its effective
radius is O∗(
√
n) for the purposes of computing volume or generating random samples from K.
The current fastest algorithm to place K into approximate isotropic position uses O∗(n4) oracle
queries [8].
For a logconcave function f : Rn → R, an analogous statement about f being well-rounded
is needed. We will say that the function f is (r, R)-rounded if the following two conditions are
satisfied:
1. the level set of f with measure 1/8 contains a ball of radius r
2. EX∼f (‖X‖2) ≤ R2
We say that f is well-rounded if r = Ω(1) and R = O∗(
√
n). This can be viewed as a
generalization of sandwiching a convex body. If f is approximately isotropic, then it is well-
rounded [9]. There is an algorithm to place f in approximately isotropic position in O∗(n4) oracle
queries [10], provided a point is known that approximately maximizes f .
2.4.4 Localization
The localization lemma of Lovász and Simonovits [4, 5] is an extremely useful analysis tool
for proving a certain class of n-dimensional inequalities by reducing them to an equivalent one-
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dimensional inequality. Isoperimetric inequalities are commonly proved through localization. The
fundamental lemma is as follows.
Lemma 2.4.7. [4] Let g, h : Rn → R be lower semi-continuous Lebesgue integrable functions on
Rn such that ∫
Rn
g(x) dx > 0 and
∫
Rn
h(x) dx > 0.
Then there exist two points a, b ∈ Rn and a linear function ` : [0, 1]→ R+ such that
∫ 1
0
`(t)n−1g ((1− t)a+ tb) dt > 0 and
∫ 1
0
`(t)n−1h ((1− t)a+ tb) dt > 0.
The lemma is proven by constructing a sequence of bisections, arriving at a limiting structure of
an infinitesimal, truncated cone (so called needles). A needleN is defined by an segment I = [a, b]






f(a+ tu)`(a+ tu)n−1 dt where u =
b− a
‖b− a‖ .
The following statements are extensions of the above localization lemma and are sometimes
more straightforward to apply.
Lemma 2.4.8. [5] Let f1, f2, f3, f4 be four nonnegative continuous functions defined on Rn and
α, β > 0. Then the following are equivalent:



































For the following theorem, we define an exponential needle E in Rn. An exponential needle is
the same as a regular needle, but replaces the linear function with an exponential distribution eγt
for some γ ∈ R.
Theorem 2.4.9. [5] Let f1, f2, f3, f4 be four nonnegative continuous functions defined on Rn and
α, β > 0. Then the following are equivalent:


































While localization is an incredibly useful tool, it cannot be applied in every circumstance. In-
formally, localization preserves some small amount of information about the distribution when
reducing to one dimension. In particular, it is difficult to apply when the property is more “com-
plex”, e.g. the distribution is isotropic, has mean zero, etc.
KLS Conjecture
Theorem 2.4.3 and Theorem 2.4.5 can both be shown to be tight by a long box, i.e. a cube that
is stretched far along one axis. However, as a precursor to the sampling and volume algorithms,
a rounding transformation is computed that makes the body “nice”, specifically to place the body
in approximate isotropic position. In [5], they formulate their important conjecture that when the
convex body K is isotropic, the isoperimetric coefficient is an absolute constant independent of
dimension.
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Conjecture 2.4.10. [5] Let K ⊆ Rn be an isotropic convex body and S ⊆ K. Let ∂S ∩K denote
the boundary of S strictly inside K. Then,
voln−1 (∂S ∩K) ≥ ψ
vol(S) · vol(K\S)
vol(K)
for some absolute constant ψ.
The previous isoperimetric inequalities were stated in terms of a partition of K into three
sets S1, S2, S3; the above formulation can in terms of boundary be can be recovered by letting
the distance between S1 and S2 tend to 0. When K is isotropic, 2.4.3 and Theorem 2.4.5 imply
that ψ = O(1/n−1/2) suffices. Note that hyperplanes through the origin show that ψ is at most
a constant; thus the conjecture informally states that up to constants, a hyperplane is the most
efficient way to cut an isotropic convex body into two pieces. In the typical method of bounding
the conductance of the ball walk, this factor shows up in the square of the conductance, and the
KLS conjecture represented a potential O(n) speed-up for the mixing time of the ball walk in an
isotropic convex body K.
Since the conjecture was formulated roughly 20 years ago, it has received much attention and
substantial partial progress has been made. The current best bound [16] proves that ψ = O(n−1/4)





The driving force behind the theoretical development of efficient sampling algorithms has been
the search for fast algorithms for integration and volume computation. Both of these algorithms
essentially use a randomized sampler as a black-box, thus the complexity of sampling appears
as a multiplicative factor in the complexity of integration or volume. Nevertheless, randomized
sampling is an incredibly useful tool in its own right for numerous statistical applications. The
ability to generate random samples from a high-dimensional distribution yields a concrete tool to
extract information from a complex structure, e.g. mean, covariance, etc.
The current frontier of efficient high-dimension sampling appears to be defined by logcon-
cavity of the distribution [9, 19]. Additionally, the distribution can be efficiently sampled if it is
“close” to logconcave [28, 29]. All of the approaches use an appropriately chosen Markov chain
which converge to the target distribution in a polynomial number of steps. In [9], it is proven that
O∗(n3) steps of hit-and-run, from a warm start, suffice to sample from an approximately isotropic
logconcave distribution.
Our first result is an O∗(n2) algorithm for sampling from the standard Gaussian distribution
in Rn restricted to an convex set containing the unit ball. Thus, this complexity is an O∗(n)
improvement for the special case of Gaussian distributions. To achieve this complexity, we prove
the KLS conjecture for such distributions.
The O∗(n2) mixing time above assumes that the starting distribution gives a warm start to the
target distribution. We construct an algorithm that runs in O∗(n3) oracle queries to generate a
warm start for the Gaussian distribution restricted by K. Such a process is a fixed up-front cost as
subsequent random points can start from the distribution of the previous point. Thus the sampling
complexity will be O∗(n3) for the first random sample and O∗(n2) for every subsequent sample.
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Additionally, our O∗(n2) mixing time results extend to sampling a Gaussian multiplied by a
logconcave distribution, provided the distribution is well-rounded. The roundedness condition we
assume is a weaker condition than being approximately isotropic. The current best complexity for
making a logconcave distribution well-rounded isO∗(n4) [10], provided a point that approximately
optimizes the distribution is known; otherwise, the complexity is O∗(n4.5) oracle queries.
3.1 Results
The following theorem summarizes our main result for generating samples from a Gaussian re-
stricted by a convex body. The theorem improves the complexity of sampling a standard Gaussian
restricted by a convex body from O∗(n3) to O∗(n2). This improvement is the core tool of this
chapter, and is used to obtain faster algorithms for Gaussian and uniform sampling. It is also one
of the central components of the O∗(n3) algorithm for volume computation obtained in Chapter 4.
Theorem 3.1.1. Let K be a convex set containing the unit ball, Q0 be a starting distribution, and
Q be the target Gaussian densityN (0, σ2I) restricted to K ∩ 4σ√nBn. For any ε > 0, p > 0, the
lazy Metropolis ball walk with δ-steps for δ = min{σ, 1}/(4096
√
n log n/ε), starting from Q0,
satisfies dtv(Qt, Q) ≤ ε after










expected steps for an absolute constant C.
Observe that the above theorem does not give an absolute mixing time bound; instead, it bounds
the expected number of steps until the walk has mixed. That is, for an instance of the ball walk
satisfying the conditions in Theorem 3.1.1, let Qk be the first point that satisfies dtv(Qk, Q) ≤ ε.
Then, E(k) ≤ t where t satisfies (3.1). The bound on the expected number of steps is a byproduct
of the fact that we do not directly analyze the mixing time of the ball walk.
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Recall the definition of M -warmness in (2.2). Theorem 3.1.1 assumes that a warm start, with
respect to M , to the target distribution is known, i.e. we have a point from the distribution Q0 that
is close to Q. To compute the warm start, we use a sequence of spherical Gaussian distributions,
starting with a sharp, low-variance Gaussian with almost all of its mass inside the convex body K
(so that a random sample from the full space has high probability of being inside K). We then
increase the variance slightly, so that the previous Gaussian maintains a warm start for the next
Gaussian. We iterate this cooling procedure until we reach the target Gaussian distribution. The
full details of this algorithm are given in Algorithm 4.1.
Theorem 3.1.2 states our precise result for Gaussian sampling. The below theorem can be
though of as the algorithmic complexity of computing the warm start required by Theorem 3.1.1.
The warm start is only required for the first sample point, as subsequent points can simply use the
previous point as a starting point. Thus the number of required oracle calls for each subsequent
point is lower by a factor of O∗(n).
Theorem 3.1.2. For any ε > 0, p > 0, and any convex set K in Rn containing the unit ball, there
is an algorithm that, with probability 1 − p, can generate a random point within total variation
distance ε of the Gaussian densityN (0, σ2I) restricted to K. In the membership oracle model, the
complexity of the first random point is
O
(































The set of random points will be ε-independent.
In Chapter 4, we show how to use the improved Gaussian sampling of Theorem 3.1.2 to com-
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pute the Gaussian volume or Gaussian measure, i.e., the integral of a standard Gaussian over a
convex body, of a convex body given by a membership oracle in O∗(n3) oracle queries, provided
the convex body contains the unit ball.
We also obtain faster algorithms for generating a uniform random sample from a convex body
K ⊆ Rn. Theorem 3.1.3 builds upon Theorem 3.1.2, using an accelerated cooling schedule to
counteract the increased sample complexity when the variance of the Gaussian increases. Assum-
ing that K is well-rounded, i.e. EX∼K(‖X‖2) = n, the previous best algorithm of [30] gave an
O∗(n3) complexity for a random sample from a warm start, but required O∗(n3.5) oracle queries
for the first random point. Here, we can generate the first random point from the uniform distribu-
tion over K in O∗(n3) steps, also assuming that K is well-rounded. Thus we improve by a factor
of O∗(
√
n) for the first sample.
Theorem 3.1.3. There is an algorithm that, for any ε > 0, p > 0, and any convex body K in Rn
that contains the unit ball and has EK(‖X‖2) = R2, with probability 1 − p, generates random
points from a density ν that is within total variation distance ε from the uniform distribution on K.
In the membership oracle model, the complexity of each random point, including the first, is
O
(











In Chapter 4, we show that a similar technique used for faster uniform sampling in Theo-
rem 3.1.3 can be used to compute the volume of a well-rounded convex body in O∗(n3) oracle
queries.
The above techniques for sampling a Gaussian restricted to a convex set can be extended to
sampling a Gaussian distribution restricted by a logconcave function, i.e. if γ is the n-dimensional
standard Gaussian distribution and f : Rn → R is a logconcave function, then the goal is to
generate samples from a distribution proportional to h(x) = f(x)γ(x). There is an analogous
requirement that the distribution fγ be well-rounded.
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Theorem 3.1.4. Let f : Rn → R+ be a logconcave function and let γ be the standard Gaussian
distribution N (0, σ2I). Let Q be the distribution proportional to h(x) = f(x)γ(x). Let Qi be the
distribution after i steps of the ball walk.
Suppose that the level set of h with measure 1/8 contains the unit ball. Then, for any ε > 0, the
lazy ball walk with δ-steps for δ = min{σ, 1}/(4096√n) starting from Q0 satisfies dtv(Qt, Q) ≤ ε
after









expected steps of the ball walk for some absolute constant C.
3.2 Outline of Analysis
To show the random walk quickly reaches its stationary distribution, we will use the standard
method of bounding the conductance. For the ball walk, this runs into a hurdle, namely, the
local conductance of points near sharp corners of the body can be arbitrarily small, so the walk
can get stuck and waste a large number of steps. To avoid this, we could start the walk from a
random point chosen from a distribution sufficiently close to the target distribution. But how to
generate random points from such a starting distribution? We do this by considering a sequence
of distributions, each providing a warm start for the next. The very first distribution is chosen to
be a highly concentrated Gaussian so that it almost entirely lies inside the unit ball (inside K).
Thus sampling from the initial distribution is easy by standard rejection sampling. Each successive
Gaussian is “flatter” with the final one being the target distribution, e.g. standard Gaussian, uniform
distribution.
The next challenge is to show that, from a warm start, the expected number of steps to converge
to the stationary distribution is only O∗(n2). This is usually done by bounding the conductance of
the Markov chain.
Unfortunately, for the ball walk, this can be arbitrarily small, e.g., for points near corners (but
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also for points in the interior). To utilize the warm start, we use an idea from [7], namely the speedy
walk. We emphasize that the speedy walk cannot be implemented efficiently and is only a tool for
analysis. It is defined as follows.
At current point x:
1. Pick random point y from K ∩ x+ δBn.
2. Go to y with probability min{1, f(y)/f(x)}.
To capture the stationary distribution of the speedy walk with a Metropolis filter we need an-
other parameter, the local conductance at x for the speedy walk, without a filter.
The following fact is now easy to verify.
Lemma 3.2.1. The stationary distribution of the speedy walk with a Metropolis filter applied with
a function f has density proportional to `(x)f(x).
For the speedy walk with δ = O(1/
√
n), we can show that the conductance is Ω(1/(σn)), and
so the total number of steps needed is only O∗(σ2n2). This is a factor n faster than previous best
bounds. We do this by establishing a stronger (and nearly optimal) isoperimetric inequality.
As noted, the speedy walk cannot actually be implemented efficiently. To bound the Metropolis
ball walk, we can view it as an interleaving of a speedy walk with wasted steps. Let the Markov
chain for the original walk be w0, w1, . . . , wi, . . . ,. The subsequence wi1 , wi2 , . . . ,where we record
x if the point y chosen by the Metropolis ball walk is in K, corresponds to the speedy walk. We
then need to estimate the number of wasted steps from a warm start. We will show that this is at
most a constant factor higher than the number of proper steps. The key ingredient of this analysis is
the (known) fact that for a body containing the unit ball average local conductance is high for ball
radius δ = O(1/
√
n) [7]. Even within the speedy walk, there are “null” steps due to the Metropolis
filter. However, by restricting the walk to a large ball, we ensure that the probability of rejection
by the filter is bounded by a constant, and therefore the number of wasted steps within the speedy
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walk is at most a constant fraction of all steps. Also, the speedy walk converges to a distribution
proportional to `(x)f(x), but we can map this to a random sample from f with rejection sampling
routine (Section 3.4.4).
To sample efficiently, we need a warm start for each phase, i.e. the M -warmness (2.2) of the
starting to target distribution is at most a constant. To ensure we maintain a warm start, we use a
finer-grained cooling schedule so that a random point from one phase is a warm start for the next
phase. This cooling schedule is also different in the two parts. In the first part of the algorithm,
where we can cool at the rate of 1 + 1/n and use O∗(n2) steps to sample. In the second part, we
cool at the rate of 1 + σ2/(2C2n), and this is fast enough to compensate for the higher sample
complexity of O∗(σ2n2). Thus, the overall time to obtain a warm start for every phase of the
algorithm is also O∗(n3). We analyze this in full detail in Section 3.4, including the proof that this
cooling rate maintains a warm start from one phase to the next.
If uniform random samples fromK are desired, we can use samples from a Gaussian with vari-
ance σ2 = C2n via a simple rejection sampling routine. Since K ⊆ C√nBn, the two distributions
will be within a constant factor of each other, and therefore we can use O(1) expected samples
from the Gaussian distribution to obtain a uniform random point.
3.3 Gaussian Isoperimetry
The following theorem is due to Brascamp and Lieb.
Theorem 3.3.1. [31] Let γ : Rn → R+ be the standard Gaussian density in Rn. Let f : Rn → R+






Fix a unit vector v ∈ Rn , let µ = Eh(x). Then, for any α ≥ 1,
Eh(|vT (x− µ)|α) ≤ Eγ(|x1|α).
We have the following concentration bound.
Corollary 3.3.2. For h as defined in Theorem 3.3.1, and any t ≥ 1,
Pr
h
(‖x− µ‖2 ≥ n+ ct√n) ≤ e−t2
for an absolute constant c.
The next lemma about one-dimensional isoperimetry is from [5].
Lemma 3.3.3. [5] For any one-dimensional isotropic logconcave function f , and any partition
S1, S2, S3 of the real line,
πf (S3) ≥ ln(2) d(S1, S2)πf (S1)πf (S2).




d(S1, S2)πf (S1)πf (S2).
To prove the lemma we note that
Ef (‖x‖) ≤
√
Ef (‖x‖2) = 1
and
πf (S3) ≥ cπf (S1)πf (S2) ≥ cπf (S1)(1− πf (S1)− πf (S3))
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min{πf (S1), πf (S2)}.

3.3.1 Isoperimetric Inequality
We can now prove the necessary isoperimetric inequality for Gaussians restricted by a logconcave
function, essentially proving the KLS conjecture for such distributions.
Theorem 3.3.4. Let π be the Gaussian distribution N(0, σ2In) with density function γ restricted
by a logconcave function f : Rn → R+, i.e., π has density dπ(x) proportional to h(x) =
f(x)dγ(x). Let S1, S2, S3 partition Rn such that for any u ∈ S1, v ∈ S2, either ‖u−v‖ ≥ d/ ln(2)







Proof. We prove the theorem for the case σ = 1, then note that by applying the scaling x = y/σ,
we get the general case.
Our main tool, as in previous work, is the Localization Lemma of Lovász and Simonovits [4].
Suppose the conclusion is false. Define h(x) = f(x)γ(x). Then there exists a partition S1, S2, S3
for which, for some positive real number A,
∫
S1











By the localization lemma, there must be a “needle” given by a, b ∈ Rn and a nonnegative linear
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function l : [0, 1]→ R+ for which,
∫
(1−t)a+tb∈S1∩[0,1]
h((1− t)a+ tb)l(t)n−1 dt = A
∫
(1−t)a+tb∈[0,1]




h((1− t)a+ tb)l(t)n−1 dt < dA
∫
(1−t)a+tb∈S2∩[0,1]
h((1− t)a+ tb)l(t)n−1 dt.
By a standard combinatorial argument, we can assume that Zi = {t : (1 − t)a + tb ∈ Si} are
intervals that partition [a, b]. Thus, to reach a contradiction, it suffices to prove that for a one-
dimensional logconcave function h(t) = f((1− t)a+ tb)γ((1− t)a+ tb) with support [a, b] ⊂ R




























The first inequality (3.2) follows directly from Lemma 3.8 in [7]. To see the second inequality
(3.3), we first note that by applying Theorem 3.3.1, with α = 2, we have that the variance of the
distribution proportional to h(t)l(t)n−1 is at most 1. This is because h(t)l(t)n−1 = (f((1 − t)a +
tb)l(t)n−1)γ((1 − t)a + tb) and the f((1 − t)a + tb)l(t)n−1 is itself a logconcave function. Now,
we note that by scaling down to increase the variance to exactly 1, the isoperimetric coefficient can
only go down. Hence, the second inequality is implied by Lemma 3.3.3. 
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3.4 Analyzing the Walk
The analysis of the sampling algorithm is divided into several parts: bounding the conductance of
the speedy walk, bounding the warmth of the distribution from one phase to the next, the mixing
time of the Metropolis ball walk from a warm start, and finally the complexity of sampling.
3.4.1 Speedy Walk Conductance
First we bound the rate of convergence of the random walk through a lower bound on the conduc-








We will make use of the following theorem of Lovász and Simonovits [4] to bound the total
variation distance between the current distribution and the target distribution.
Theorem 3.4.1. [4] Let Qt be the distribution after t steps of a lazy Markov chain and Q be its


















Lemma 3.4.2. For the speedy walk applied to a convex body K ⊆ 4σ√nBn, δ ≤ σ/(8
√
n) and
σ2 ≤ 64n, the acceptance probabilty of the Metropolis filter is at least 1
e
.

































Lemma 3.4.3. Let K ⊆ 4σ√nBn be a convex body and let u, v ∈ K such that ‖u− v‖ ≤ δ/
√
n.



























The lemma then follows.

The following lemma bounds the overlap for a step of the speedy walk with respect to the
speedy walk. We then show that the Gaussian weighting only hurts by a constant factor.
Lemma 3.4.4. Let K be a convex set with S ⊆ K. Let S = K\S and let P unifx denote the 1-step
distribution from x of the speedy walk with respect to the uniform distribution over K. Suppose
that d`(u, v) < 1/3 and ‖u− v‖ ≤ δ/
√









Proof. Let Bu = u+ δBn and let C = Bu ∩Bv. By Lemma 3.5 from [5], we know that
vol (K ∩ C) ≥ vol(δBn)
e+ 1
min {`(u), `(v)} . (3.4)
We have that












Similarly for P unifv (S). Assume that `(u) ≥ `(v), which implies `(u) ≤ 3`(v)/2. Therefore,

















vol (S ∩ C)
`(v)vol(δBn)









It then follows that the Gaussian filter decrease the overlap by at most a constant factor.
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Corollary 3.4.5. Let S, S be a partition of a convex body K ⊆ 4σ√nBn, and u ∈ S, v ∈ S be
such that ‖u− v‖ < δ/√n and dh(u, v) < 1/4, where h(x) = f(x)`(x). Then,




Proof. By Lemma 3.4.3, we know that d`(u, v) < 1/3. We then apply Lemma 3.4.4, while noting
that the Gaussian weighting affects the 1-step distributions by at most a 1/e factor since that is a
lower bound on the acceptance probability of the Metropolis filter (Lemma 3.4.2). 
We can now prove the desired lower bound on the conductance of the speedy walk with respect
to a Gaussian weighting over a convex set.
Theorem 3.4.6. Let K be a convex body such that Bn ⊆ K ⊆ 4σ
√
nBn. The conductance of the





Proof. Let S ⊂ K be an arbitrary measurable set ofK and let S = K\S. Assume that π(S) ≤ 1/2.
Consider the following partition of K:
S1 =
{











Let h(x) = `(x)f(x). By Corollary 3.4.5, we have that for any u ∈ S1, v ∈ S2, either
‖u− v‖ ≥ δ/√n or dh(u, v) ≥ 1/4.
We may assume that π(S1) ≥ π(S)/2 and π(S2) ≥ π(S)/2. If not, we can bound the conduc-
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which proves the theorem. 
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3.4.2 Warm Start
The following two lemmas guarantee that the ball walk in the algorithm will always have a warm
start, i.e. the M -warmness (2.2) is bounded by a constant. The first lemma bounds the warmness
under the fixed cooling rate of 1 + 1/n.
Lemma 3.4.7. Let K ⊆ Rn, σ2i+1 = σ2i (1 + 1/n), and fi(x) = exp (−‖x‖2/(2σ2i )). Denote Qi as





The following lemma bounds the warmness when the cooling schedule begins to accelerate,
under the roundness condition.
Lemma 3.4.8. Let K ⊆ C√n · Bn, σ2i+1 = σ2i (1 + σ2i /(C2n)), and fi(x) = exp (−‖x‖2/(2σ2i )).
Denote Qi as the associated probability distribution of fi over K. Then we can bound the warm-



































where the last line follows from the fact that 0 ∈ K.
We will now bound A. First, we extend A to be over all Rn instead of K, and then argue that it































Let µK(r) be the proportion of the sphere of radius r centered at 0 that is contained in K. Note










Note (rn−1e−ai+1r2)/(rn−1e−air2) is a monotonically increasing function in r. Since K is a
convex body containing 0, we can partition K into infinitesimally small cones centered at 0. Con-
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sider an arbitrary cone C. µC(r) is 1 for r ∈ [0, r′] and then 0 for r ∈ (r′,∞) since K is convex.
Since (rn−1e−ai+1r2)/(rn−1e−air2) is monotonically increasing, the integral over the cone only gets



















Since C was an arbitrary cone from a partition of A, we have that A ≤ √e. 
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since ‖x‖ ≤ C√n. 
3.4.3 Wasted Steps
The speedy walk is defined as the proper steps of the ball walk, where the point the ball walk
attempts to visit is contained in K. For convenience, we restate the definition of the speedy walk
from earlier (Figure 3.1).
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Speedy Walk(δ, f )
At current point x ∈ K:
1. Pick random point y from K ∩ (x+ δBn).
2. Go to y with probability min{1, f(y)/f(x)}.
Figure 3.1: The Speedy walk with a Metropolis filter
To prove convergence of the ball with a Metropolis filter, we prove convergence of the speedy
walk, then bound the number of “wasted” steps. Note that the speedy walk cannot be implemented
as described in Figure 3.1, but is an analysis tool to prove the mixing time of the ball walk.
Next, we bound the average number of wasted steps of the ball walk, i.e., when the ball walk








We say that a density function f : Rn → R+ is a-rounded if any level set L contains a ball of
radius a · µf (L). We now show that the average local conductance is large, i.e. at least a constant.
Lemma 3.4.9. For any a-rounded logconcave density function f in Rn,




Proof. Define f̂ as the following smoothened version of f , obtained by convolving f with a ball








Now Lemma 6.3 from [32] shows that
∫
K




To complete the proof, we observe that for any point x,
`(x)f(x) ≥ f̂(x).












Lemma 3.4.10. The Gaussian N (0, σ2I) restricted to K containing a unit ball centered at 0 is
min{σ, 1}-rounded.
Proof. The level sets of the distribution are balls restricted to K. For the distribution to be
min{σ, 1}-rounded, we need that a level set of measure k contains a ball of radius k · min{σ, 1}.
Consider the following function of t, which is an upper bound on the measure of the ball of radius










































For g′′(t) to be nonnegative, we need σ2(n − 1) − t2 ≥ 0, which it is for n ≥ 2, t ∈
[0,min{σ, 1}]. Since g(0) = 0, g(min{σ, 1}) = 1, and the second derivative is nonnegative,
we then have that g(tmin{σ, 1}) ≤ t for t ∈ [0, 1], which proves the lemma.

We now show that for an appropriate selection of ball radius, the ball walk has large average
local conductance.
Lemma 3.4.11. If δ ≤ min{σ, 1}/(4096√n), then the average local conductance, λ(f), for the
density function f proportional to the Gaussian N (0, σ2In) restricted to K containing the unit
ball, is at least 1/2.
Proof. Using Lemma 3.4.9 and Lemma 3.4.10, we have that
λ(f) ≥ 1− 32 min{σ
1/2, 1}n1/4





The following lemma is shown in [33].
Lemma 3.4.12. If the average local conductance is at least λ, M(Q0, Q) ≤ M , and the speedy
walk takes t steps, then the expected number of steps of the corresponding ball walk is at most
Mt/λ.
Proof. Since M(Q0, Q) ≤M , we have that for all S ⊆ K,
Q0(S) ≤MQ(S),
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For any point x, the expected number of steps until a proper step is made is 1/`(x). So, given



















where Q̂ is the corresponding distribution for the ball walk with a Metropolis filter (i.e., with
stationary distribution proportional to f(x)). If the speedy walk took t steps, then by linearity of
expectation, the expected number of steps for the ball walk is at most Mt/λ. 
3.4.4 Mapping Speedy Distribution to Target
When the speedy walk has converged, we obtain a point approximately from the speedy walk
distribution `(x)f(x). We will use a rejection routine to map a random point from this distribution
to the target distribution f(x) while incurring a small amount of additional sampling error. We
adapt the proof of Theorem 4.16 of [5] to the Gaussian setting.
Lemma 3.4.13. Assume that ‖P − Q̂‖tv ≤ ε, Bn ⊆ K, ε ≤ 1/10, and





There is an algorithm that will use a constant number of random samples from P , in expectation,
to obtain a distribution R satisfying ‖R−Q‖tv ≤ 10ε.
Proof. The rejection routine is as follows: let c = 1 − 1/(2n). For a point u from distribution
`(x)f(x), let v = (1/c)u. Accept v with probability f(v)/f(u). Repeat until we accept a v.
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The correctness of the above routine follows from the following two facts: (i) with constant
probability, the rejection sampling will succeed and (ii) removing a thin shell around the boundary
makes `(x) look close to uniform on average.
Recall that Q̂ is the speedy walk distribution and Q is the ball walk distribution. Consider a
level set µL = {x : f(x) ≥ L}. By logconcavity of f , µL is convex. From [5], Q̂µL(c · µL) ≥ 1/2.
By applying this to all level sets, it then follows that Q̂(cK) ≥ 1/2.
Also from [5], if µL contains the unit ball, then
∫
µL∩cK
(1− `(x)) dx ≤ εvol (µL ∩ cK) .
Recall that the level sets µL are balls intersected withK since f is a spherical Gaussian distribution.
If µL does not contain the unit ball, a standard calculation (using thatBn ⊆ K) shows that the local
conductance is at least 1− ε for every point, and thus
∫
µL∩cK
(1− `(x)) dx ≤ εvol(µL ∩ cK).
Using the above, we see that
∫
cK

























































f(cx) if x ∈ K
0 otherwise
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and let Z be the probability distribution corresponding to z. Then,































≤ 1 + 2ε
1− 2ε − 1
≤ 10ε.
Then accept a point x with probability f(x)/z(x), which is at least a constant since ‖x‖ ≤
4σ
√
n. The overall expected number of rejection steps is a constant since Q̂(cK) ≥ 1/2. 
3.4.5 Proof of Sampling Theorems
We can now prove Theorem 3.1.2 and Theorem 3.1.1 for sampling a Gaussian distribution re-
stricted to a convex body.
Proof.(of Theorem 3.1.1)
By Theorem 3.4.6 and Theorem 3.4.1, we have selecting δ = min{σ, 1}/(4096√n) implies
that the speedy walk starting from a distribution that is M -warm will be within total variation
distance ε of the target distribution in O(max{σ2, 1}n2 log(n/ε) log(M/ε)) steps.
By Lemma 3.4.12, the ball walk will, in expectation, take at most 2M times as many steps
since the average local conductance λ is at least 1/2. Therefore, the total number of expected ball
walk steps is O(M max{σ2, 1}n2 log(n/ε) log(M/ε)). We then repeat this walk O(1) times until




Note that here, we are analyzing the sampling phases of Figure 4.1, and only the phases when
σ2 ≤ 1.
By Theorem 3.1.1, we have that the ball walk will takeO(M max{σ2, 1}n2 log(n/ε) log(M/ε))
steps in expectation. By Lemma 3.4.7, each phase will always provide a warm start to the next,
i.e. M = O(1). By assigning a sampling error (ε/n)16 to each phase, we ensure that the overall








expected steps of the ball walk. Adding up across phases introduces an additional n log n factor
since we increase σ2 by the rate of 1 + 1/n between phases.
If we want to instead run for a fixed number of steps, we can keep a global counter of the ball
walk steps. Say the expected number of ball walk steps is T . If at any point the number of ball
walk steps goes above 2T , we abandon this run of the algorithm. The probability of a single run
failing is at most 1/2 by Markov’s inequality. If we want an overall failure probability of at most
p, then we can run log(1/p) iterations of the algorithm, and with probability 1− p, at least one of
them will succeed. 
Proof.(of Theorem 3.1.3) The proof of Theorem 3.1.3, which extends Gaussian sampling to uni-
form sampling, follows along the same lines as Theorem 3.1.2. When σ2 ≤ 1, the total expected








When σ2 > 1, we additionally use Lemma 3.4.8, which implies that we can accelerate our
cooling rate and still maintain a warm start. This accelerated rate allows us to overcome the
increased mixing time of O∗(max{σ2, 1}n2) once σ2 ≥ 1. Now consider a “chunk” of phases
as a set of phases until σ2 doubles. There will be O(C2n/σ2) phases in a chunk, where each
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chunk has expected mixing time O(σ2n2 log(n/ε)). Since there are O(log n) chunks (provided








Note that this will yield a random sample with respect to a Gaussian with σ2 = C2n restricted
to K. We can map this point to a uniform random point using simple rejection sampling, which
will succeed with probability at least 1/e since K ⊆ C√n. If it fails, we can restart the algorithm.
As with Theorem 3.1.2, we can repeat log(1/p) times to transform the expected ball walk steps
into a fixed number of steps with success probability 1− p.

3.5 Logconcave Sampling
Here we extend the Gaussian sampling to logconcave functions f : Rn → R, provided fγ is
well-rounded (see Section 2.4.3), where γ is the standard Gaussian distribution N (0, I).
We first bound the mixing time of the speedy walk, and then show that the expected number
of ball walk steps is at most a constant factor more, in expectation. Note that the below theorem
does not require that fγ be well-rounded, as the speedy walk ignores wasted steps; the well-
rounded condition is crucial for bounding the corresponding number of ball walk steps. This
section concludes with a proof of Theorem 3.1.4.
Theorem 3.5.1. Let f : Rn → R+ be a logconcave function. LetQi be the distribution after i steps
of the speedy walk and let Q be the target distribution. The target distribution Q is the Gaussian
distribution N (0, σ2I) multiplied by `f . For any ε > 0, the lazy speedy walk with δ-steps for
δ = min{σ, 1}/(4096√n) starting from Q0 satisfies dtv(Qt, Q) ≤ ε after










steps of the speedy walk, for some absolute constant C.
3.5.1 Isoperimetric Inequality
For the case of general logconcave sampling and integration, we still use the isoperimetric inequal-
ity in Theorem 3.3.4, but our proof requires a slightly stronger isoperimetry. We will also use the
following isoperimetry, which we state and prove below. Note the distinction between f and `f in
the theorem statement.
Theorem 3.5.2. Let f : Rn → R+ be a logconcave function with maximum Mf and define
K =
{
x : ‖x‖ ≤ t√n and f(x) > e−2(n−1)−2tMf
}
with t ≤ n. Let π be the Gaussian distribution N (0, σ2In) multiplied by `f restricted to K. Let











Proof. The theorem essentially follows from an isoperimetric inequality of cross-ratio distance.
We see that
π(S3) ≥ dK(S1, S2)π(S1)π(S2) by Theorem 2.5 of [34]
≥ 1
6n+ 2t












Lemma 3.5.3. Let f : Rn → R+ be a logconcave function. Then for any two points u, v ∈ Rn,
df (u, v) ≥
|f(u)− f(v)|
max{f(u), f(v)} .
Proof. Assume without loss of generality that f(u) ≤ f(v). Then,
|f(u)− f(v)|










f(u, v) ≥ f(u) · ‖u− v‖,
and also
f−(u, v) ≤ f(u) · ‖u− v‖ · 1
1− f(u)/f(v) .
Therefore,











3.5.2 Filtered Speedy Walk
Whereas for Gaussian sampling we used the unfiltered speedy walk, for logconcave sampling we
incorporate the function f into the speedy walk. Essentially, this requires that all null steps of the
speedy walk are due to the Gaussian filter, which has a constant probability of acceptance. By
incorporating f into the speedy walk, we can then bound the wasted steps on average.
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Define the speedy walk as follows.
Speedy Walk(f, g, x)
1. Select y from x+ δBn with probability proportional to min{f(y), f(x)}.
2. Go to y with probability min{1, g(y)/g(x)}.
Figure 3.2: The speedy walk with respect to f and Gaussian weighting g.
Lemma 3.5.4. The lazy speedy walk converges to a distribution proportional to `f (x)g(x).
Proof. We show that the walk is time reversible with respect to the distribution g(x)`f (x), i.e.
g(x)`f (x) Pr(x→ y) = g(y)`f (y) Pr(y → x) for all x, y ∈ Rn.










} if ‖x− y‖ ≤ δ
0 otherwise
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So, if ‖x− y‖ > δ, it is clearly reversible (both sides are zero). If ‖x− y‖ ≤ δ, then














= min{g(x), g(y)} ·min{f(x), f(y)}
= g(y)`f (y) Pr(y → x).

Lemma 3.5.5. The function `f is logconcave.
Proof. Define the function G(x, z) : R2n → R+ as G(x, z) = min{f(x), f(z)}. Then, define
G1(x, z) = f(x) and G2(x, z) = f(z). Since f is logconcave, G1 and G2 are clearly logconcave.
SoG(x, z) = min{G1(x, z), G2(x, z)} is the minimum of two logconcave functions, and there-





G(x, z) if ‖x− z‖ ≤ δ
0 otherwise





1 if x = 0
0 otherwise
It is easy to see that both h and Gδ are logconcave. The logconcavity of h follows immediately
from the definition, and the fact that Gδ is logconcave follows from the triangle inequality. Then
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we have that
Gδ ∗ h(x, z) =
∫
(t1,t2)∈R2n










So we have that `f is the convolution of two logconcave functions and therefore also logconcave
by Theorem 2.4.1.

3.5.3 One Step Overlap










} if ‖x− y‖ ≤ δ
0 otherwise





P (u→ x) dx. (3.5)
In this section we develop a coupling argument which argues that if two points are “close”,
then there is a constant probability that they are equivalent after a step of the speedy walk. By
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close, we mean both the Euclidean and functional distance between the two points is small.
To prove the one step overlap, we use an interesting geometric construction that allows us to









Figure 3.3: The basic situation for the 1-step overlap. We want to argue that under appropriate
conditions, the measure of Bu ∩Bv is a constant fraction of the smaller of Bu, Bv.
The following construction is visualized in Figure 3.3. Suppose that ‖u − v‖ = d. Assume
without loss of generality that v = u+ (d, 0, 0, . . . , 0). Define Bu = u+ δBn, Bv = v + δBn, and
C = Bu ∩ Bv. The end goal is to show that the mass of C is large with respect to the smaller of
Bu and Bv.
Let D be an infinite cylinder with radius δ
√
1− 1/n spanning the x1 axis, i.e.
D =
{













Then let Su = Bu ∩D, Sv = Bv ∩D, and SC = C ∩D (Figure 3.4). The following lemma is
easy to verify.
Lemma 3.5.6. Let KS = Su ∪ Sv ∪ SC . For d ≤ 2δ/
√
n, KS is convex and Su\SC , Sv\SC , SC
are a partition of KS .
The following lemma says that the measure of Su is close to the measure of Bu (similarly for
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Figure 3.4: The convex body KS divided into three parts. The point here is that we made the
region convex, while also creating some distance between the two sets, by ignoring troublesome
small regions.
Bv).
Lemma 3.5.7. For Su, Bu as defined above,
∫
Su











We first show that the measure of T is close to the measure of Bu. Consider an arbitrary infinitesi-
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tn−1 min{f(u), f(t)} dt
∫ δ
0



















tn−1 min{f(u), f(t)} dt












In the second to last step, we used the fact that min{f(u), f(t)} is monotonically non-increasing
with respect to t (this follows from the logconcavity of f ). Since R was an arbitrary cone, we then
have that ∫
T





Then observe that T ⊆ Su, which proves the lemma.

The below lemma states that the cross-ratio distance is at least a constant. Note that a horizontal
chord can attain constant cross-ratio distance, so the lemma is tight up to constants.
Lemma 3.5.8. Let S ′u = Su\SC and S ′v = Sv\SC . Suppose that
















Shift the picture so that v = (0, 0, . . . , 0) and u = (−δ/√n, 0, 0, . . . , 0). Then consider an
arbitrary chord L which intersects both S ′u and S
′
v. Let a be the left endpoint of L, i.e. of the two
locations where L intersects the boundary of S ′u, let a denote the point which has minimum x1
value. Let c denote the unique point along L that has x1 = 0. Then, let b denote the point along L
which intersects Bv and is between a and c.
So we have b = ta + (1 − t)c for some t ∈ [0, 1]. The goal now is to show that b is not too
close to c, i.e. get a lower bound on t. After we lower bound t, we will then show how it implies a
lower bound on the cross-ratio distance.
From our construction, we can simplify the above to a 3-dimensional problem. Note that the
construction is symmetric about the x1 axis. Therefore, without loss of generality, we can apply
any rotation orthogonal to the x1 axis. Thus, we may assume that c = (0, c2, 0, . . . , 0) by rotation
(recall that c1 = 0 from definition). Once we fix c = (0, c2, 0, . . . , 0), by a similar argument, we
may rotate again orthogonal to both the x1 and x2 axes until a = (a1, a2, a3, 0, . . . , 0). We may
further assume that c2 ≥ 0 without loss of generality.










































2a21 + (ta2 + (1− t)c2)2 + t2a23
= t2a21 + t






























































f(t) = δ2 − c22
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and
























+ (2− 4t)a2c2 + (2t− 2)c22.
Since f ′ is linear, we have that for y ∈ [0, 1/4], f ′(y) ≤ max{f ′(0), f ′(1/4)}. We now bound
f ′(0) and f ′(1/4) separately:
f ′(0) = 2a2c2 − 2c22


















− 2a2c2 + c22
)





























































≤ 3δ2 − 3c22,
62
where in the last line we used that δ2 − c22 ≥ δ2/n. For y ∈ [0, 1/4], we then have











3(δ2 − c22) dx
= 3y(δ2 − c22).
Recall that f(t) = δ2 − c22. Thus we have that f(y) < f(t) for all y ∈ [0, 1/4], which implies









Figure 3.5: We have lower bounds on x/w and y/z. This gives a lower bound on the cross ratio
distance.
The lower bound on t then gives an upper bound on the cross ratio distance. Using the notation
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(x+ y)(w + x+ y + z)
w · z
≥ (w/3 + z/3)(4w/3 + 4z/3)
w · z
=





















Proof. Assume without loss of generality that f(u) ≤ f(v), which implies that f(v) < 4f(u)/3.
We first show a simpler inequality. Note that min{f(v), f(z)} is a logconcave function, and
let π denote its associated measure. We can then apply an isoperimetric inequality for cross-ratio
distance. By Theorem 2.5 in [34] and Lemma 3.5.6, we have that
π(SC) ≥ dK(S ′u, S ′v) min{π(S ′u), π(S ′v)}.
After applying Lemma 3.5.7 and Lemma 3.5.8, the lemma follows.

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|`f (u)− `f (v)|









min{f(u), f(z)} if ‖u− z‖ ≤ δ
0 otherwise
Then,






Proof. Assume without loss of generality that `f (v) ≤ `f (u). Then by assumption, we have that
`f (u) ≤ 8`f (v)/7.
We have that






























. by Lemma 3.5.9

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|`f (u)γ(u)− `f (v)γ(v)|





Let Pu be as defined in Equation (3.5). Then,




Proof. By applying Lemma 3.4.3, we satisfy the conditions of Lemma 3.5.10. By Lemma 3.4.2,
the Gaussian filter can only decrease the probability of crossing over by at most a 1/e factor. 
3.5.4 Conductance
Using that the one-step overlap is large as proved in the previous section, we can now prove a
lower bound on the conductance of the speedy walk and thus the mixing time.
Theorem 3.5.12. Let f : Rn → R+ be a logconcave function and let γ denote the Gaussian
density corresponding to N (0, σ2I). The conductance of the speedy walk with target distribution
proportional to `f · γ and δ ≤ σ/50
√











and let π be the associated measure of h.
Let S ⊂ Rn be an arbitrary measurable subset of Rn and let S = Rn\S. Assume that π(S) ≤
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1/2. Consider the following partition of Rn:
S1 =
{











We may assume that π(S1) ≥ π(S)/2 and π(S2) ≥ π(S)/2. If not, we can bound the conduc-
































By Lemma 3.5.10, we have that for any u ∈ S1, v ∈ S2, either








|`f (u)γ(u)− `f (v)γ(v)|




We now prove a lower bound on the conductance by applying both Theorem 3.3.4, and Theo-
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rem 3.5.2. By Theorem 3.3.4, we have that if
‖u− v‖ ≥ δ√
n
or
|`f (u)γ(u)− `f (v)γ(v)|








































≥ δ ln 2 · π(S1)π(S2)
80e · σ√nπ(S1)
≥ δ ln 2
320e · σ√n.

We can now bound the mixing time of the speedy walk as stated in Theorem 3.5.1.











By Theorem 3.4.1, we know that after t steps of the speedy walk starting from a distribution
Q0, we have dtv(Qt, Q) ≤ ε after











then proves the theorem. 
3.5.5 Wasted Steps
In this section, we show that the speedy walk (Figure 3.1) can be efficiently implemented by its
corresponding ball walk (Figure 2.2). We emphasize that the speedy walk is an analysis tool
for analyzing the mixing time of the ball walk and cannot be implemented directly. The ball
walk, however, is easy to implement, but it is difficult to directly analyze. Here we show that in
expectation, the number of ball walk steps is at most a constant factor times the number of speedy
walk steps, provided that fγ is well-rounded







Note the lack of the Gaussian function from the definition of `f . This choice is for technical
reasons, such as for isoperimetry where we need the speedy walk to sample from a Gaussian times
a logconcave distribution. In this section, we will analyze the wasted steps of f . The Gaussian
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distribution also can constribute wasted steps, but we choose δ so that there is always a constant
probability that the Gaussian Metropolis filter accepts (Lemma 3.4.2).
When we say the “local conductance” λ(x) of a point x ∈ Rn, we are referring to the probabil-












We now show that the local conductance is high on average. We will use the following lemma from
[5], which bounds the average local conductance with respect to the uniform distribution over a
convex body.
Lemma 3.5.13. [5] Let K be a convex body containing a ball of radius r. Let X be a random
point in K and let Z be a uniform random point in X + δB. Then





Lemma 3.5.14. Let h be a logconcave function, and suppose that the level set of h with measure
1/8 contains the the unit ball. Then the average local conductance with respect to h(x) is at least









Proof. Here we will adapt the proof of Lemma 6.3 from [34].
Consider selecting a random point X from the distribution corresponding to f , and then select-
ing a point Z uniformly at random from a ball of radius δ around X . According to the Metropo-
lis filter, we accept the point Z with probability min{1, f(Z)/f(X)}. We can also look at the
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Metropolis filter from the following perspective. Select a number T uniformly at random from the
interval [0, f(X)]. Then, accept the point Z if T ≤ f(Z). Therefore, the average local conductance
is
EX∼f (`(X)) = Pr
X,Z,T
(T ≤ f(Z)) .
We now estimate the probability that T > f(Z). First, fix some t such that πh(Lh(t)) = 1/8,
and let T be chosen from its marginal distribution with respect to h. Then, select X uniformly
from the level set Lh(T ) and choose Z uniformly in a ball around X .
First, observe that




We then estimate the probability that t ≥ T > f(Z). If T ≤ t, then πh(Lh(T )) ≥ 1/8 and thus









Combining (3.8), (3.9), we have







Recall that t was chosen such that πh(Lh(t)) = 1/8, and choosing δ = 1/4
√
n gives




We can now prove Theorem 3.1.4, which bounds the number of steps of the ball walk.
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Proof.(of Theorem 3.1.4) By Theorem 3.5.12, the speedy walk achieves total variation distance at
most ε after









steps. By Lemma 3.5.14 and Lemma 3.4.12, the expected number of ball walk steps is then
bounded by











3.6 Future Work and Open Questions
One of the biggest and most fundamental open questions in high-dimensional sampling is the
KLS conjecture (Section 2.4.4), which bounds the mixing time of the ball walk for an isotropic
logconcave function. We list below some more open questions in this area, each of which gives
algorithmic improvements for sampling or useful theoretical insights.
1. What is the mixing time of hit-and-run for the standard Gaussian distribution N (0, I) re-
stricted to a convex body K containing the unit ball? To be more precise, we would like
an analogous isoperimetric inequality to Theorem 3.3.4 that would imply hit-and-run mixes
in O∗(n2) steps from a warm start for Gaussians. The current best mixing time for hit-and-
run is O∗(n3) [10] for any well-rounded logconcave function, proven via an isoperimetric
inequality involving cross-ratio distance.
The heart of the above question is to develop a connection between hit-and-run and the KLS
conjecture. It is widely believed that hit-and-run should be no slower than the ball walk.
However, an improvement in the bound for the KLS conjecture does not currently imply any
faster mixing time for hit-and-run.
2. Consider the coordinate hit-and-run walk described in Figure 2.4. Coordinate hit-and-run is
72
commonly known as Gibbs sampling, and the walk is used throughout practice. What is the
mixing time of coordinate hit-and-run? Currently, nothing is known of its mixing time.
The potential benefit of coordinate hit-and-run is that for many natural convex bodies (poly-
topes, ellipsoids, etc.), a step of coordinate hit-and-run can be implemented with O(n) fewer
arithmetic operations than a step of hit-and-run. We give surprising experimental evidence
in Section 5.5.7 that for the purposes of computing volume, coordinate hit-and-run and hit-
and-run take roughly the same number of steps to return a similar volume estimate.
One way of bounding the mixing time of coordinate hit-and-run is through the following




∣∣y = x+ αei where y ∈ K, x ∈ S, α ∈ R, i = 1, . . . , n
}
,
where {ei} denote the standard basis vectors.
Conjecture 3.6.1. For a convex body K such that Bn ⊆ K ⊆ R ·Bn, let S1, S2, S3 ⊆ K be





for some absolute constant c > 0.
The relationship between the above conjecture and the mixing time is established by the
below lemma (whose proof is omitted, but relatively straightforward). In particular, if the
isoperimetric conjecture is true as stated, then a mixing time of O(n2R2) is obtained for
coordinate hit-and-run, matching that of hit-and-run.
Lemma 3.6.2. Suppose that Conjecture 3.6.1 is true with an isoperimetric coefficient ψ.




3. Finding a warm start for the random walk is a cumbersome technical component, and it is
unclear whether a warm start is necessary. In practice, such a step is commonly ignored and
replaced by running the walk for a short “burn-in” phase.
For hit-and-run, it is proven in [19] that the walk will mix in O∗(n4) from any starting point,
provided the point is not exponentially close to the boundary. Thus, there is a penalty of
O∗(n) compared to the mixing time of O∗(n3) from a warm start. Is this penalty necessary?
For the ball walk, one difficulty is that there are certain points that are bad starting points.
If the first point of the walk is too close to a corner, then it will take exponential time, in
expectation, to take a single proper step. Such an example can be easily seen for the cube,
where as a point approaches a corner, the probability of making a proper step is 2−n. But
can we get a mixing time bound if we start the ball walk from a “nice” point (say, starting
from the origin for K isotropic)?
4. Let K be an arbitrary convex body. Consider starting the ball walk from a point x ∈ K
and some ball radius δ ∈ R, with uniform target distribution over K. Let Xt denote the
probability distribution of the walk after t steps. Is the expected distance of the walk from x
monotonically increasing with t? More precisely, is
E(‖Xt − x‖) ≥ E(‖Xt−1 − x‖)
for all t ≥ 1?
Note that without the boundary effects of K such a statement would be trivial, as the distri-
bution of Xt would look like a spherical Gaussian of increasing variance centered at x. An
analogous conjecture can be made for hit-and-run.
This conjecture could be helpful in declaring convergence of a sampling procedure, similar
to the convergence test mentioned in 5.4.1.
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CHAPTER 4
VOLUME COMPUTATION VIA GAUSSIAN COOLING
Computing the volume of a convex body is an ancient and fundamental problem; it is also a difficult
problem, as evidenced by both the #P-hardness of computing the volume of an explicit polytope
[35] and exponential lower bounds for deterministic algorithms in the general oracle model, even
to approximate the volume to within an exponential factor in the dimension [3, 36]. Against
this backdrop, the breakthrough result of Dyer, Frieze and Kannan [13, 1] established a random-
ized polynomial-time algorithm for estimating the volume to within any desired accuracy. In the
quarter-century since then, the quest for faster volume algorithms has revealed an array of powerful
and elegant techniques for the design and analysis of algorithms, and influenced the development
of asymptotic convex geometry [37, 38, 18, 4, 5, 7, 39, 8, 10, 40] .
The DFK algorithm for computing the volume of a convex body K in Rn given by a member-
ship oracle uses a sequence of convex bodiesK0, K1, . . . , Km = K, starting with the unit ball fully
contained in K and ending with K. Each successive body Ki = 2i/nBn ∩ K is a slightly larger
ball intersected with K. Using random sampling, the algorithm estimates the ratios of volumes of
consecutive bodies. The product of these ratios times the volume of the unit ball was the estimate
of the volume of K. Sampling is achieved by a random walk in the convex body. There were many
technical issues to be addressed, but the central challenge was to show a random walk that “mixed”
rapidly, i.e. converged to its stationary distribution in a polynomial number of steps. The overall
complexity of the algorithm was O∗(n23) oracle calls1.
Since then researchers have improved the complexity of volume computation and sampling for
convex bodies considerably, to O∗(n4) for volume estimation and for obtaining the first random
sample [8, 10] and toO∗(n3) per sample for subsequent samples [10, 19]. These improvements rely
1The O∗ notation suppresses error terms and logarithmic factors.
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on continuous random walks, the use of affine transformations, improved isoperimetric inequalities
and several other developments. However, throughout the course of these developments, the outer
DFK algorithm using a chain of bodies remained unchanged till the most recent improvement in
2003 [8]. The LV algorithm [8] relies on sampling a sequence of logconcave distributions, akin to
simulated annealing, starting with one that is highly concentrated around a point deep inside the
convex body and ending with the uniform distribution (we will discuss these ideas in more detail
presently). The total number of random points needed is only O∗(n), down from Ω(n2) needed by
all previous algorithms. Combining this with the O∗(n3) complexity for each sample yielded the
overall O∗(n4) complexity for volume computation. Before running this algorithm, there is a pre-
processing step where the convex body is placed in nearly-isotropic position, ensuring in particular
that most of the body is contained in a ball of radius O(
√
n). Crucially, this well-roundedness
property is maintained during the course of the algorithm.
Is there a faster algorithm? In 1995, Kannan, Lovász and Simonovits, while analyzing the
convergence of the ball walk for sampling, proposed a beautiful geometric conjecture now known
as the KLS hyperplane conjecture [5]. Roughly speaking, it says that the worst-case isoperimetric
ratio for a subset of a convex body is achieved by a hyperplane to within a constant factor. They
were able to show that hyperplanes are within O(
√
n) of the minimum. The convergence of the
ball walk depends on the square of the reciprocal of the isoperimetric ratio; thus the KLS con-
jecture had the potential to improve the sampling time by a factor of n to O∗(n2) per sample and
thereby indicated the possibility of an O∗(n3) volume algorithm (such an algorithm would have
to surmount other substantial hurdles). Thus the KLS conjecture appeared to be a fundamental
bottleneck to obtaining an O∗(n3) volume algorithm.
The KLS hyperplane conjecture remains unresolved, in spite of intensive efforts and partial
progress towards its resolution [41, 42, 40]. Indeed, it captures two well-known and much older
conjectures from convex geometry, the slicing (or hyperplane) conjecture and the thin-shell con-
jecture (these were all shown to be equivalent in a certain sense recently [6, 40]), and thus has
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effectively evaded resolution for nearly a half-century.
In Chapter 3, we showed O∗(n2) oracle calls suffice to generate a random sample from the
standard Gaussian distribution N (0, I) in Rn restricted to an arbitrary convex body containing
the unit ball. More generally, if a convex body K contains the unit ball, then we showed that
O∗(max 1, σ2n2) samples suffice to generate a random sample from K ∩ N (0, σ2I) (see Theo-
rem 3.1.1). Here the improved Gaussian sampling is first used to obtain an O∗(n3) algorithm for
approximating the integral of a standard Gaussian overK, which we hereafter refer to as the Gaus-
sian volume or Gaussian measure of K. This extension of Gaussian sampling to Gaussian volume
follows a similar structure of the algorithms in [7, 8, 10], but applied to the Gaussian case. We now
outline the high-level approach.
The improved complexity for Gaussian volume estimation is achieved by using a sequence
of Gaussians (rather than exponentials as in LV), starting with a highly concentrated Gaussian
centered inside K and ending with the standard Gaussian. The cooling schedule is analogous to
the schedule in the LV algorithm, but each sample takes only O∗(n2) time. For a Gaussian with
covariance σ2I , the mixing time is O∗(max{σ2, 1}n2). Since the starting σ is small and the last
σ is 1, this bound is O∗(n2) throughout the algorithm. (We encounter additional technical issues
such as maintaining a warm start for the random walks.)
Building upon the Gaussian volume result, we find an O∗(n3) algorithm for computing the
volume of any convex body containing a unit ball and mostly contained in a ball of radiusO∗(
√
n).
Equivalently, it suffices to have E(‖X‖2) = O∗(n) for a uniform random point X from the body.
Note that this condition is satisfied if K is in isotropic position. Assuming the body is well-
rounded (or sandwiched) in this sense, no further affine transformation is used, and there is no
need to assume or maintain near-isotropy during the course of the volume algorithm.
To describe the main ideas behind the improvement, we recall the LV algorithm in more de-
tail. It uses a sequence of O∗(
√
n) exponential distributions, starting with a distribution that is
concentrated inside the unit ball contained in K, then “flattening” this distribution to the uniform
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by adjusting a multiplicative factor in the exponent2. In each phase, samples from the previous
distribution are used to estimate the ratio of the integrals of two consecutive exponential functions
(by simply averaging the ratio of the function values at the sample points). It is crucial to keep
the variance of this ratio estimator bounded, and to do this, the distributions could be cooled by a
factor of 1 + 1√
n
in each phase. This leads to O∗(
√
n) phases in total, and to O∗(
√
n) samples per
phase. Along with the sample complexity of O∗(n3) per sample, this gives the bound of O∗(n4).
Returning to the usual Lebesgue volume, how could we possibly improve the LV algorithm,
without relying on the KLS conjecture? We will also use Gaussian cooling, starting with a highly
concentrated Gaussian and flattening it (i.e., increasing σ) till we reach the uniform distribution.
In the beginning, this is similar to the algorithm of [33]. But after σ becomes higher than 1 (or
some constant), we no longer have quadratic sampling time, as the mixing time of the ball work
grows as max{σ2, 1}n2. Moreover, we need to go till σ2 = Ω(n), so cooling at the fixed rate of
1 + 1/n would be too slow. The main new idea is that for σ > 1, the cooling rate can be made
higher, in fact about 1 + σ2/n instead of only 1 + 1/n. This means that the number of phases to
double σ2 is only n/σ2. It can be shown that the number of samples per “doubling” phase is only
O∗(1), giving n/σ2 samples in total. Multiplying by the sampling time, we have n
σ2
· σ2n2 = n3,
a cubic algorithm! The key technical component of the analysis is to show that the variance of the
ratio estimator remains bounded even at this higher cooling rate of 1 + σ2/n.
We now formally state the problems.
Problem 4.0.1. [Volume] Given a membership oracle for a convex setK in Rn containing the unit
ball Bn, and error parameter ε > 0, give an algorithm that computes a number V such that with
probability at least 3/4,
(1− ε)vol(K) ≤ V ≤ (1 + ε)vol(K).
We denote the Gaussian density function as γ(x) = (2π)−n/2 · exp (−‖x‖2/2).
2In the original description, the algorithm first created a “pencil” using an extra dimension, but this can be avoided
[10].
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Problem 4.0.2. [Gaussian Volume] Given a membership oracle for a convex set K in Rn contain-
ing the unit ball Bn, and error parameter ε > 0, give an algorithm that computes a number V such









Our main result can be stated precisely as follows, which solves Problem 4.0.1 inO∗(n3) assuming
the input body K is well-rounded. We note that the roundness condition can be achieved for any
convex body by a preprocessing step consisting of an affine transformation. It is a significantly
weaker condition than isotropic position.
Theorem 4.1.1. There is an algorithm that, for any ε > 0, p > 0 and convex body K in Rn that
contains the unit ball and has EK(‖X‖2) = O(n), with probability 1−p, approximates the volume



















in the membership oracle model.



















The following result essentially follows as a corollary of Theorem 4.1.1, but we state it explic-
itly as computing the Gaussian measure of a convex body is an important problem, arguably even
more important than uniform volume.
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Theorem 4.1.2. For any ε > 0, p > 0, and any convex set K in Rn containing the unit ball, there
is an algorithm that, with probability 1 − p, approximates the Gaussian volume N (0, σ2I) of K















in the membership oracle model.
4.2 Outline of Analysis
The sampling time when the variance is σ2 is max{1, σ2}n2. If we cooled at a rate of 1 + 1/n
throughout the algorithm, we would get an O∗(n4) algorithm since the last doubling phase, i.e. the
set of phases until σ2 doubles, takes Ω(n) samples, each mixing for Ω(n3) steps. The main insight
that speeds up our algorithm is the cooling rate of 1 + σ2/(2C2n) once σ2 > 1. Cooling at a faster
rate once σ2 > 1 will allow us to compute volume in time O∗(n3) by having fewer phases when
the mixing time of the ball walk increases.
The volume algorithm proceeds as a series of phases, where each phase seeks to estimate a












Define µi as the probability distribution proportional to f(σ2i , x); that is, µi is a symmetric Gaussian
distribution with variance σ2i restricted to K. Let X be a random sample point from µi and let
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Y = f(σ2i+1, X)/f(σ
2














































Our goal is to estimate E(Y ) within some target relative error. The algorithm estimates the
quantity E(Y ) by taking random sample points X1, . . . , Xk and computing the empirical estimate














The variance of Y divided by its expectation squared will give a bound on how many indepen-
dent samples Xi are needed to estimate E(Y ) within the target accuracy. Thus we seek to bound








































If we let σ2 = σ2i+1 and σ
2
i = σ
















The algorithm has two parts, and the cooling rate αi is different for them. In the first part,
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starting with a Gaussian of variance σ2 = 1/(4n), which has almost all its measure inside the
ball contained in K, we increase σ2 by a fixed factor of 1 + 1/n in each phase till the variance σ2
reaches 1. For each σ, we sample random points from the corresponding distribution and estimate
the ratio of the densities for the current phase and the next phase by averaging over samples. The
total complexity for the first part is thus
O∗(n) phases×O∗(1) samples per phase×O∗(n2) time per sample = O∗(n3).
In the second part, we increase the variance till it reaches C2n, after which one final phase
suffices to compare with the target uniform distribution. However, we cannot afford to cool at the
same rate of 1 + 1/n because the time per sample goes to O∗(σ2n2) for σ > 1. By the end of this
part, we would be using O∗(n3) per sample, and the overall complexity would be O∗(n4). Instead
we observe that we can cool at a faster rate of 1 + σ2/(2C2n) and still maintain that the variance of
the ratio estimator is a constant. The following bound on the variance, proved in Section 4.4, allows
us to cool at a faster rate as σ increases and overcome the increased sampling cost of O∗(σ2n2).



















Note that the above RHS is ≤ 1 + σ2/(Cn) if we select α = σ2/(2C2n). With this rate, the
number of phases needed to double the variance is only O(C2n/σ2), and the number of samples
per phase will be O∗(1). Together, they compensate for the higher complexity of obtaining each






phases×O∗ (1) samples per phase×O∗(σ2n2) time per sample = O∗(C2n3).
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In Section 4.4, we prove that cooling at this accelerated rate still keeps the variance of the ratio
estimator appropriately bounded.
We note that with respect to estimating the volume using Lemma 4.2.1, there is a range of
cooling rates that we could select to obtain an O∗(n3) algorithm. We need to select α ≤ σ/(C√n)
to maintain α ≤ 1/2 and satisfy the condition of Lemma 4.2.1. We need α ≥ σ2/(C2n) because
otherwise there would be too many phases. So for any α such that c1σ2/(C2n) ≤ α ≤ c2σ/(C
√
n),













samples per phase×O∗(σ2n2) time per sample = O∗(C2n3).
We select the cooling rate of α = σ2/(2C2n) for simplicity of the algorithm since this cooling rate
also maintains a warm start for the ball walk sampler, as shown in Lemma 3.4.8.
4.3 Volume Algorithm
At a high level, the algorithm relies on sampling random points from a sequence of distributions
using the ball walk with a Metropolis filter. For a target density proportional to the function f , the
ball walk with δ-steps is defined in Figure 2.2.
After a suitable number of steps, the point x obtained will be from a distribution close to the
one whose density is proportional to f . However, this process is slightly complicated by the fact
that we only know that the point is mixed once a certain number of proper steps have been taken,
i.e. steps where y ∈ K or alternatively where f(y) 6= 0.
The algorithm in Figure 4.1 starts with a Gaussian of variance 1/(4n), with mean at the center
of the unit ball inside K. This variance is increased over a sequence of phases till the distribu-
tion becomes uniform over K. Until the variance σ2 reaches 1, it is increased by a fixed factor
of 1 + 1/n in each phase. After the variance reaches 1, the variance accelerates, increasing by a
factor of 1 + σ2/(2C2n) where σ2 is the current variance. This process is continued till the vari-
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ance becomes linear in C2n, at which point one final phase can be used to jump to the uniform
distribution. In each phase, we pick a sample of random points from the current distribution and
compute the average of the ratio of the current density to the next density for each point. The
product of these ratios times a fixed term to account for the integral of the initial function is the
estimate output by the algorithm.
Let f(σ2, K) be the function that assigns value exp (−‖x‖2/(2σ2)) to points in a convex set K
and zero to points outside. The algorithm in Figure 4.1 uses a series of such functions.
Volume(K, ε) We assume Bn ⊆ K ⊆ C
√
nBn.








, k = 512 logC
2n
ε2















2. While σ2i ≤ C2n:




δ = min{σi, 1}/(4096
√
n log n/ε) ball radius
f = f(σ2i , K ∩ 4σi
√
nBn) target density
1016 max{σ2, 1}n2 · log(1/ν) proper steps
(b) Set σ2i+1 = σ
2
i · β(σi); if σ2i+1 > C2n, set σ2i+1 =∞.












n/2W1 . . .Wi as the volume estimate for K.
Figure 4.1: The Volume algorithm
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4.4 Accelerated Cooling Schedule
Here we present the O∗(n3) volume algorithm for well-rounded convex bodies using the accel-
erated cooling schedule. The key technical component is bounding the variance of the volume
estimator. In Lemma 4.5.3, we prove that the variance is bounded when we cool at the rate of
1 + 1/n, and its proof is relatively straightforward. In this section, we prove the variance remains
bounded when we cool at the rate 1 + σ/n when K ⊆ √nBn, and its proof is more involved.
The goal of this section is to prove Lemma 4.2.1, which gives a bound on the variance of
the random variable we use to estimate the ratio of Gaussian integrals in the volume algorithm in
Figure 4.1. Here we will prove the inequality to be true for all logconcave functions, but only apply
it to an indicator function of a convex body for the volume algorithm.
Let f : Rn → R be a logconcave function such that Ef (‖X‖2) = R2.
Define











Define µi as the probability distribution proportional to g(x, σ2i ). Let X be a random sample
from µi and let Y = g(X, σ2i+1)/g(X, σ
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To bound the number of samples X needed to estimate Y within a target relative error, we will













Then letting σ2 = σ2i+1 and σ
2
i = σ
















The above n-dimensional inequality is difficult to analyze directly. We will reduce it to a
simpler 1-dimensional inequality via localization. Define an exponential needle E = (a, b, γ) as
a segment [a, b] ⊆ Rn and γ ∈ R corresponding to the weight function eγt applied the segment






f(a+ tu)eγt dt where u =
b− a
|b− a| .
We use the following theorem from [5].
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Theorem 4.4.1. ([5]) Let f1, f2, f3, f3 be four nonnegative continuous functions defined on Rn,
and α, β > 0. Then, the following are equivalent:
































A crucial aspect of our proof is that we can restrict the support of our target logconcave func-
tion f , which then allows us to consider a restricted family of needles. Recall that we assumed
Ef (‖X‖2) = R2. Set R1 = 2R · log(1/ε). By the following lemma from [32], if we restrict the
support of f to be R1 ·Bn, we only lose an ε/2 fraction of the mass.
Lemma 4.4.2. [32] Let X ∈ Rn be a random point from a logconcave distribution with E(X2) =
R2. Then for any t > 1,Pr(‖X‖ > tR) < exp (−R + 1).
We can now reduce the desired inequality to a simpler form of exponential needles, which are
restricted to lie in the interval [−R1, R1].




































Proof. Applying Theorem 4.4.1 and setting f1(x) = g(σ2/(1 + α), x),
f2(x) = g(σ
2/(1− α), x), f3(x) = f4(x) =
√





























g (σ2, x) dx
)2 ≤ c.
To prove the lemma, we will show that we can reduce the inequality for an arbitrary exponential
needleE ⊆ Rn to the simpler form. E is defined by an interval I in Rn and an arbitrary exponential
function exp (γt) on I. Define z as the closest distance from the origin to the extension of the I
in both directions. Parameterize the interval I in terms of t, where t = 0 gives the closest point
along the extension of I to the origin (note t = 0 does not necessarily have to be on I). Also
define the minimum and maximum values of t on I as ` and u respectively. We can assume that
−R1 ≤ ` ≤ u ≤ R1 since f is 0 outside of R1 ·Bn. We then have that
∫
E








































which then proves the lemma. 
Before bounding the desired inequality, we first prove the following two helper lemmas.
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Lemma 4.4.4. Let X be a random variable with E(X4) <∞ and a ≤ X ≤ b. Then,
E(X4)− E(X2)2 ≤ 4 max{a2, b2}Var(X).
Proof. Let Y be an independent random variable drawn from the same distribution as X . Then,
2Var(X2) = Var(X2) + Var(Y 2)
= E(X4)− E(X2)2 + E(Y 4)− E(Y 2)2
= E(X4)− 2E(X2)E(Y 2) + E(Y 4)
= E
(




(X + Y )2(X − Y )2
)
≤ 4 max{a2, b2}E
(
(X − Y )2
)
= 4 max{a2, b2}E
(
X2 − 2XY + Y 2
)
= 8 max{a2, b2}Var(X).




















Then, v′(x) ≥ −2R21/x.
Proof. For convenience, define






























Observe that the above quantity is the difference of moments of a truncated Gaussian distribution.





































The following lemma now proves the variance bound.



































Again for convenience, define












s(1 + α, t) dt ·
∫ u
`





Note that the lemma is equivalent to bounding h(α). We first prove the following claim, from
which the lemma will easily follow.
Claim 4.4.7. For α ≤ 1/2,



































































s(1 + α, t) dt ·
∫ u
`













s(1 + α, t) dt ·
∫ u
`
t2s(1− α, t) dt−
∫ u
`
s(1− α, t) dt ·
∫ u
`


































































































































By Claim 4.4.7, we then have a bound on h(α) as follows:








































Lemma 4.4.8. Suppose a logconcave function f : Rn → R has support contained in R1 ·Bn. Let
g(x, σ2) = f(x) exp (−‖x‖2/(2σ2)). Let X be drawn from a distribution proportional to g(x, σ2)










Proof. Follows immediately from Lemma 4.4.3 and Lemma 4.4.6. 
The bound in Lemma 4.2.1 then follows by applying Lemma 4.4.8 with the indicator function
of a convex body.
4.5 Further Analysis
4.5.1 Completing the Cooling Schedule
The following lemma shows that the starting distribution of our algorithm will (1) have a volume
that can be approximated by a standard integral computation and (2) can be efficiently sampled
from using simple rejection sampling, i.e. generate a point from the full Gaussian and reject if it is
not in K.
Lemma 4.5.1. If σ2 ≤ (n +
√
8n ln(1/ε))/2 and Bn ⊆ K, then
∫
K
exp (−‖x‖2) 2σ2 dx ≥ (1 −
ε)
∫
Rn exp (−‖x‖2) 2σ2 dx.
Proof. We will use the following concentration bound on a spherical Gaussian in Rn with mean µ
and variance σ2, which is valid for t > 1:
Pr(‖X − µ‖2 − σ2n > tσ2√n) ≤ e−t2/8.
Selecting µ = 0, t =
√




Pr(‖X‖2 > 1) ≤ ε
and therefore all but an ε-fraction of the Gaussian is contained inside Bn (and therefore K). 
We now bound the variance when cooling at the fixed rate of 1 + 1/n, which will be useful
when σ2 is small. First, we will need the following lemma that is proved in [8].
Lemma 4.5.2. Let K ⊆ Rn be a convex body and f : K → R be a logconcave function. For any





Then anZ(a) is a logconcave function of a.






, σ2i+1 = σ
2




































By Lemma 4.5.2, the function z(a) = an+1
∫
K










































































The following lemma says that going to a Gaussian of variance C2n for K ⊆ C√nBn is
sufficient to provide a good volume estimate for K.
Lemma 4.5.4. Let K ⊆ C√nBn, fi(x) = exp(−‖x‖
2
2σ2i
), σ2i ≥ C2n, and σ2i+1 = ∞. Then for X




Proof. To show that σ2i ≥ C2n is sufficient to switch to the uniform distribution, observe that
fi(X) ≥ 1/e since ‖X‖2 ≤ C2n and thus Y ≤ e. Also note Y ≥ 1. Therefore E(Y 2)/E(Y )2 ≤ e2.

4.5.2 Bounding the Dependence
We now show that the volume estimate computed in Algorithm 4.1 is accurate. The analysis
here is involved due to the dependence between samples used. The dependence is a seemingly
unavoidable byproduct of our approach in order to efficiently provide a warm start to every run
of the random walk. If we had independence, the accuracy of the algorithm would essentially
follow from a straightforward application of Chebyshev’s inequality. The purpose of this section
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is to bound the effect that the dependence between samples has on the accuracy of our volume
estimator.













exp (−‖x‖2/(2σ2i )) dx
,
and let Wi denote the estimate of the algorithm for Ri.
For two random variables X, Y , we will measure their independence by the following:
µ(X, Y ) = sup
A,B
|P (X ∈ A, Y ∈ B)− P (X ∈ A)P (Y ∈ B)|,
where A,B range over measurable subsets of the ranges of X, Y .
We will give an argument similar to [8], and use the following lemmas that were proved there.
Lemma 4.5.5. [8] If f and g are two measurable functions, then
µ(f(X), g(Y )) ≤ µ(X, Y ).
Lemma 4.5.6. [8] Let X, Y be random variables such that 0 ≤ X ≤ a and 0 ≤ Y ≤ b. Then
|E(XY )− E(X)E(Y )| ≤ abµ(X, Y ).
Lemma 4.5.7. [8] Let X ≥ 0 be a random variable, a > 0, and X ′ = min(X, a). Then




Lemma 4.5.8. With probability at least 4/5,
(1− ε)R1 . . . Rm ≤ W1 . . .Wm ≤ (1 + ε)R1 . . . Rm.
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Proof. Let (X i0, X i1, X i2, . . . , X ik) be the sequence of sample points for the ith volume phase. The
distribution of each Xi is approximately the correct distribution, but slightly off based on the error
parameter ν in each phase that bounds the total variation distance. We will define new random
variables X
i
j that have the correct distribution for each phase.
Note that X0j would be sampled from the exact distribution, and then rejected if outside of K.
Therefore Pr(X0j = X
0
j) = 1. Suppose that the total number of sample points throughout the
algorithm is t. Using induction and the definition of total variation distance, we see that
Pr(Xji = X
j






















Note that for a fixed i, all of the Y ij have the same expectation since they are from the exact
distribution, and it is equal to E(W i). Suppose that we have E((Y ij )


















· E(W i)2. (4.2)
The following claim bounds the variance of our ratio estimator under a faster cooling rate;
combined with Lemma 4.5.3, we have a bounds on the variance throughout our algorithm. It
follows from Lemma 4.2.1.








Suppose that we had independence between samples and consider bounding the cumulative
error for all phases of the algorithm. When σ2 ≤ 1, we can bound the number of phases for the
first part as m1 ≤ 2n log 4n. When σ2 > 1, we will analyze the phases in chunks, where a chunk is
the set of phases until σ2 doubles. Note that the number of phases in a chunk starting with variance
σ2 is at most 2C2n/σ2. Also there are at most log(C2n) chunks. Observe that for a single chunk
with starting variance σ2, where i, j are the starting and ending phases of the chunk, we have
E(W
2
i . . .W
2
j)
















Then, there is one final phases when we switch to the uniform distribution, which has variance at
most 1 + e2 by Lemma 4.5.4.
Let m denote the total number of phases. If we had independence between samples, then we
can use Lemma 4.5.3 and Claim 4.5.9 with Chebyshev’s inequality to bound the probability of
failure:
Pr
( |W 1 . . .Wm −R1 . . . Rm|




≤ 4Var(W 1 . . .Wm)









1 . . .W
2
m)





























































However, subsequent samples are dependent, and we must carefully bound the dependence.
The analysis is somewhat involved, but will follow essentially the sample template as in [8, 33]
which utilizes the following lemma to bound dependence between subsequent samples, where ν
is the target total variation distance for each sample point. For convenience, denote the entire
sequence of t samples points used in the algorithm as (Z0, Z1, . . . , Zt−1).
Lemma 4.5.10. (a) For 0 ≤ i < t, the random variables Zi and Zi+1 are ν-independent, and the
random variables Zi and Zi+1 are (3ν)-independent.
(b) For 0 ≤ i < t, the random variables (Z0, . . . , Zi) and Zi+1 are (3ν)-independent.
(c) For 0 ≤ i < m, the random variables W 1 . . .W i and W i+1 are (3kmν)-independent.
The variables W i are not bounded, but we will introduce a new set of random variables based on





where µ = 3kmν. Note that α is much larger than one. Define
Vi = min{W i, αE(W i)}.
It is clear that E(Vi) ≤ E(W i), and by Lemma 4.5.7, we also have














Let U0 = 1 and define recursively
Ui+1 = min{UiVi+1, αE(V1) . . .E(Vi+1)}.
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We will now show that
(1− i− 1
α
)E(V1) . . .E(Vi) ≤ E(Ui) ≤ (1 + 2µα2i)E(V1) . . .E(Vi). (4.3)
By Lemma 4.5.5, the random variables Ui and Vi+1 are µ-independent, and by Lemma 4.5.6 and
since α ≥ 1,
|E(UiVi+1 − E(Ui)E(Vi+1)| ≤ µαE(V1) . . .E(Vi)αE(W i+1) ≤ 2µα2E(V1) . . .E(Vi+1). (4.4)
From (4.4), we can get the upper bound on E(Ui+1) by induction:
E(Ui+1) ≤ E(UiVi+1)
≤ E(Ui)E(Vi+1) + 2µα2E(V1) . . .E(Vi+1)
≤ (1 + 2µα2(i+ 1))E(V1) . . .E(Vi+1). (4.5)
Similarly,
E(U2i ) ≤ (1 + 2µα4i)E(V 21 ) . . .E(V 2i ) (4.6)
and E(U2i V
2
i+1) ≤ (1 + 2µα4i)E(V 21 ) . . .E(V 2i+1). (4.7)





4αE(V1) . . .E(Vi+1)
≥ E(UiVi+1)− (1 + 2µα4i)
E(V 21 ) . . .E(V
2
i+1)
4αE(V1) . . .E(Vi+1)
. (4.8)
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For α ≥ 3k, we have that
E(V 2i ) ≤ E(W
2


























(1 + 2µα4i)(1 +
8
k








E(V1) . . .E(Vi+1).
Then, by induction on i,
E(Ui+1) ≥ E(V1) . . .E(Vi+1)−
i
α
E(V1) . . .E(Vi+1). (4.10)
Putting (4.5) and (4.10) together, we now have a proof of (4.3). Thus,
E(Um) ≤ (1 +
ε
4
)E(V1) . . .E(Vm) ≤ (1 +
ε
4
)E(W 1) . . .E(Wm).




)E(W 1) . . .E(Wm).
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From (4.6) and (4.9), and the selection of α, µ, and the lower bound on k, we have that
E(U2m) ≤ (1 + 2µα4m)E(V 21 ) . . .E(V 2m)
≤ (1 + 2µα4m)(1 + 8
k
)mE(V1)
2 . . .E(Vm)
2














|Um − E(Um)| ≤
ε
2
E(W 1) . . .E(Wm)
)
≥ 0.9
by Chebyshev’s inequality. Then, applying Markov’s inequality,
Pr(Ui+1 6= UiVi+1) = Pr
(









So, with probability at least 1 − 3k/α, we have Um = W 1 . . .Wm. Also, from (4.1), we have
thatW 1 . . .Wm = W1 . . .Wm with probability at least 1−2kmν. Recall that E(W 1) . . .E(Wm) =
R1 . . . Rm. Therefore, with probability at least 4/5
|W1 . . .Wm −R1 . . . Rm| ≤
ε
2
R1 . . . Rm,
which proves the lemma. 
103
4.5.3 Proof of Volume Theorems
We can now prove the volume algorithm runs in O∗(n3) oracle queries.
Proof.(of Theorem 4.1.1)
We assume that ε ≥ 2−n, which only ignores cases which would take exponential time. Then
by Lemma 4.5.1, selecting σ20 = 1/(4n) implies that all but a negligible amount of volume of the
starting Gaussian is contained in K.
Recall that our algorithm only has a bound on the expected number of steps. To account for
this, we will run the algorithm O(1) times to obtain a run which takes at most a constant factor of
ball walk steps to proper steps, say with probability 1/20. By Lemma 4.5.8, the answer returned
by the algorithm will be within the target relative error with probability at least 4/5. Thus the
overall probability of failure is 3/4. Note that we can boost this probability of failure to 1 − p by
the standard trick of repeating the algorithm log 1/p times and returning the median.
We now analyze the runtime of the algorithm in Figure 4.1. Set C = R log(1/ε)/
√
n. Assume
that C ≥ 1 (otherwise arbitrarily increase C). When σ2 ≤ 1, using the value of k, the mixing time
assigned to each phase, and the fact that there areO(n log n) phases, we see that the total number of
ball walk steps taken is O(n2.5k log n log2(n/ε)) = O(n3 log2 n log2(n/ε)/ε2) = O∗(n3). When
σ2 > 1, the analysis is very similar if we note that the faster cooling rate and fewer number of
samples cancels out the slower mixing time of O∗(σ2n2). Thus, it follows that the total number of
ball walk steps taken is
O
(




















The problem of logconcave integration is a natural extension of volume computation. Prior to
the work discussed in this thesis, the previous best algorithms for volume computation and log-
concave integration required O∗(n4) oracle queries. The complexity of volume computation for
well-rounded convex bodies is now O∗(n3) oracle queries. Can the complexity of integration for
well-rounded logconcave functions also be improved to O∗(n3)? The reader is referred to Sec-
tion 2.4.3 for the definition of well-roundedness for logconcave functions.
The key two technical components of the O∗(n3) volume algorithm have already been general-
ized to logconcave functions. Namely, Section 3.5 shows that sampling from a standard Gaussian
distribution, γ = N (0, I) times a logconcave function f requires O∗(n2) steps, provided that fγ is
well-rounded. This analysis represents an improvement of O∗(n) from the previous best. The vari-
ance inequality in Section 4.4 is already proven in full generality for logconcave functions. Many
of the more minor components, such as bounding the number of wasted steps and computing a
warm start, are also extended to logconcave functions in Section 3.5.
The last remaining piece of a faster logconcave integration algorithm relies on a Gaussian
preserving “well-roundedness”. For the case of convex bodies, this proof was straightforward
(Lemma 3.4.10). However, for the case of logconcave functions, it is less clear. Specifically, one
natural version of the conjecture is as follows.
Conjecture 4.6.1. Let f : Rn → R+ be a logconcave function such that the level set of f with
measure 1/8 contains the unit ball and Ef (‖X‖2) = O∗(n). Let γ denote the standard Gaussian
density N (0, I) and let h(x) = f(x)γ(x). Then, the level set of h with measure c1 contains a ball
of radius c2, for some absolute constants c1, c2 < 1.
Conjecture 4.6.1 is true for a certain class of logconcave functions. Let K be a convex body,
and consider
f(x) = exp (−α‖x‖K) ,
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where ‖x‖K = inf{t ∈ R|x ∈ tK}. The following lemma shows that a Gaussian weighting
preserves well-roundedness of this distribution, thus generalizing the O∗(n3) volume algorithm to
this class of logconcave functions.
Lemma 4.6.2. Let K ⊆ Rn and f(x) = exp (−α‖x‖K). Suppose that the level set of measure
1/8 of f contains the unit ball and Ef (‖X‖2) ≤ 10n. Then, the level set of measure 1/8 of fγ
contains a ball of radius 1/e15.
Proof. We give the outline of the proof while ignoring some cumbersome details. Let Lf (s) =
{x ∈ Rn|f(x) ≥ s} denote the level set of f with measure 1/8, i.e. µf (Lf (s)) = 1/8 where µf
denote the corresponding measure of f . By assumption, Bn ⊆ Lf (s). By Lemma 5.17 of [9],
we may assume that f(x) ≥ exp (−2n) while only ignoring an exponentially small fraction of the
mass. In particular, this implies that s ≥ exp (−2n). Further, we may also assume that a point
drawn uniformly from Lf (s) has expected squared distance at most 12n. Suppose not; then this
contradicts Ef (‖X‖2) ≤ 10n. Thus, we may restrict Lf (s) to a ball of radius R = 5
√
n using
Lemma 5.17 from [9] and ignore a 1/e fraction of the volume of Lf (s).
Then, consider L = Lf (s)/k, i.e. a shrinking of Lf (s) by a factor of k. By assumption on f ,
L corresponds to a different level set of f , say Lf (t). Thus Bn/k ⊆ Lf (t) and knvol(Lf (t)) =
vol(Lf (s)).
Now consider applying the level sets after applying the Gaussian weighting. For simplicity,
consider weighting by the function g(x) = exp (−‖x‖2/2), i.e. the standard Gaussian weighting









By a straightforward argument, it is clear that Bn/k ⊆ Lfg ⊆ Lf (t). Then, observe that the
Gaussian weighting g provides at least exp (−R2/2) weight to half of the points in Lf (s). Then,
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Then selecting k = exp (−15) proves the lemma.

4.7 Future Work and Open Questions
Perhaps the most important open question spawned by this work is to find an O∗(n3) rounding
algorithm for arbitrary convex bodies. The current best rounding complexity is O∗(n4) oracle
queries [8]. A potential avenue for finding such an algorithm is to use the standard Gaussian
distribution as a means to approximately round the convex body K.
One potential complication with rounding is that it is unknown whether the KLS conjecture
would imply a O∗(n3) rounding algorithm. The KLS conjecture would imply that sampling us-
ing the ball walk is O∗(n2) for isotropic convex bodies. However, the current O∗(n4) round-
ing algorithm of [8] samples from convex bodies which are only well-rounded, i.e. K satisfies
Bn ⊆ K ⊆ O∗(
√
n)Bn. It is an open question to develop a rigorous connection between the KLS
conjecture and the complexity of putting a convex body into approximate isotropic position.
What is the correct complexity for volume estimation of well-rounded convex bodies? In the
membership oracle model, the current best algorithm isO∗(n3) (Theorem 4.1.1) and the best lower
bound isO∗(n2) [43]. TheO∗(n2) lower bound is developed for parallelepipeds, a fairly restrictive
class of convex bodies. It seems promising that by considering a more complex family of convex
bodies, it could be possible to obtain a better lower bound than O∗(n2).
What about obtaining a faster algorithm than O∗(n3) for volume estimation? It can be shown
than to generate an independent random sample via the ball walk requires O∗(n2) steps. Thus, the
O∗(n3) volume complexity only has an O∗(n) overhead compared to the currently best possible
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sample complexity. One possible direction is suggested by our volume implementation in Chap-
ter 5, where we observe that taking many dependent samples is faster for estimating volume than
a small number of independent samples in practice. Could such an approach lead to an improved
asymptotic complexity for volume computation?
In the volume algorithm in Figure 4.1, the algorithm only assumes membership oracle access
to a convex body. Can we get a faster algorithm, deterministic or randomized, for estimating the
volume of an explicit polytope P = {x|Ax ≤ b}? It is known exactly computing the volume of
an explicit polytope is #P-complete [44], but it is open whether there exists a deterministic fully
polynomial time algorithm to estimate the volume of a polytope.
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CHAPTER 5
IMPLEMENTATION OF SAMPLING AND VOLUME ALGORITHMS
High-dimensional integration and sampling is a fundamental problem of interest across the sci-
ences and engineering [45, 46, 47, 48, 49, 50]. Over the past roughly quarter century, there has
been much theoretical progress on efficient algorithms for volume computation, integration, and
sampling. In 1989, Dyer, Frieze and Kannan [13, 1] found an O∗(n23) algorithm for computing
the volume of an n-dimensional convex body. Their approach has since been extended to polyno-
mial time algorithms for integrating logconcave functions. Since then, the theoretical efficiency
of algorithms for computing the volume and for integration has gone down from O∗(n23) mem-
bership tests to O∗(n4) such tests [8]. In Chapter 4, we give an O∗(n3) algorithm for computing
the Gaussian measure of a convex body and an O∗(n3) algorithm for computing the volume of a
well-rounded convex body.
Together with today’s computation speeds, this progress suggests the possibility of practi-
cal multi-dimensional integration. Indeed, the first such implementation of the Lovász-Vempala
O∗(n4) algorithm was reported in 2012 [51]; however, it could only compute the volume of cubes
of dimension up to 9, with higher dimensional cubes taking prohibitively long. There are several
reasons for this, including (a) the complexities above are for the number of membership tests; each
test typically takes quadratic or higher number of arithmetic operations, (b) the theoretical bounds
have large constants (e.g., 1010 and multiple logarithmic factors), and (c) the algorithms are de-
signed for the the worst-case, i.e., they include routines such as: “run for f(n)” steps, where f(n)
is independent of the input body. These aspects had to be addressed to some extent in [51] to obtain
a working implementation even in very small dimension.
In this chapter, we present a more practical algorithm for computing volume and Gaussian
volume of a polyhedron, which can handle 100 dimensional bodies in as little as 10 minutes. We
109
also extend this to polyhedra intersected with ellipsoids. The algorithm builds on the theoretical
algorithms of [8, 33, 52], but crucially needs a few more ideas. We present extensive experimental
results. The MATLAB implementation is publicly available on MATLAB’s File Exchange [53].
To the best of our knowledge, there is no benchmark for high-dimensional volume computation.
So we propose a family of test bodies that could serve this purpose for future improvements and
algorithms.
In the next section, we describe the main ideas of the algorithm, noting clearly where we ex-
tend previous work to obtain a practical algorithm. Following that, we describe the key aspects of
our implementation in details, with rigorous justifications to the extent possible. In Section 5.5,
we present computational results of our algorithm. We conclude this section with our proposed
benchmark for evaluating volume algorithms. Following our work, [54] gave a C++ implementa-
tion for volume computation of polytopes and reported even faster results on some bodies in our
benchmark.
5.1 Benchmark
We propose the following families of test bodies. The first 5 families have volumes that can be
computed efficiently by simple formulas, thus serve as testable instances in any dimension. Within
these 5, families 2(b), 4 and 5 will typically require that a volume algorithm perform some type of
“rounding” step to maintain efficiency.
The last two families of bodies have volumes that can be computed exactly, but the best known
algorithms to compute the volume take exponential time. Therefore, approximating the volume
appears to be necessary for efficiency. We discuss these test families in more detail when we
present the results of our evaluation.
1. Cube: a standard [−1, 1]n cube, which has volume 2n.






(b) Standard Simplex: defined as {x ∈ Rn : ∑ni=1 xi ≤ 1, xi ≥ 0}, that is all coordinates
are nonnegative and sum to at most 1. The volume of the standard simplex is 1/n!.
3. Half Ball: the n-dimensional unit ball, with the restriction that x1 ≥ 0. The volume of this
body is 0.5 · πn/2/Γ(n/2 + 1).
4. Transformed Cube: starting from the Cube, we apply a random linear transformation T–
each entry of the n by n matrix T was chosen from N (0, 1). The volume is then |T |2n.
5. Ellipsoid: an axis-aligned ellipsoid with radius 1 along n − 1 axes and radius 100 along 1
axis. The volume of the shape is then 100πn/2/Γ(n/2 + 1).
6. Zonotope: the Minkowski sum of m line segments where each line segment is in Rn. The
volume of a zonotope can be computed exactly with a direct method, but the algorithm will





). It is, in fact, #P-hard to compute the
volume of a zonotope. [44]
7. Birkhoff polytope: the polytope of all n× n doubly stochastic matrices of dimension n2 −
2n + 1. The volume has been computed exactly for values of n ≤ 10 using specialized
algorithms, but is unknown for n > 10.
5.2 Volume Algorithm
At a high level, our algorithm is based on that of [8] (henceforth referred to as the LV algorithm).
We give an overview here, and a detailed discussion of each component in our implementation in
Section 5.3. First, note that computing volume is a special case of integration. That is, the volume









The above quantity is hard to compute, or even estimate, directly, but there is an insight which
makes the problem tractable. Consider the following representation of vol(K), for any function




















Now the difficult task of computing the volume has been reduced to two, perhaps easier, tasks:
(1) compute the ratio of two integrals and (2) integrating the function f over K. Note that the
above representation can be extended to any sequence of functions {f0, . . . , fm−1} where each






















The functions fi can be chosen to be anything we like, but should be selected so that each term




computable, up to sufficient precision. For instance, f0 can be the indicator function for a ball B
where B ⊆ K, and then
∫
K
f0(x)dx = vol(B), which has a nice, direct formula. Another option
is to select f0 to be a low variance Gaussian centered inside K; that is, the weight of the Gaussian






Rn f0(x)dx, and integrating a Gaussian over the full space R
n again
has a nice, direct formula. For the implementation, we select f0 as a low variance Gaussian; further
details on how we select f0 are given in Section 5.3.1.







At first glance, the above problem seems just as intractable as volume. However, we do not need
an exact answer, and instead want to estimate the above integral ratio within some target relative
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error. To estimate the integrals, we will use random sampling. Suppose we had a random sample
from a distribution proportional to fi−1 restricted to K. Let X be a random variable drawn from
the probability distribution proportional to fi−1 (letting µi−1 denote its measure), and define a



































which converges to E(Y ). For the estimation to be efficient, we need that the number of samples
k to get within a target relative error is not too large. For instance, if we went immediately from
f0 to the uniform distribution, an exponential number of samples k would be required. Instead, we
construct a cooling schedule from f0 to the uniform distribution while controlling the variance of
Y , which results in a small number of “phases” (i.e. integral ratios) and not too many samples per
phase. We select each fi as a Gaussian, where we slowly increase the variance until the Gaussian
is essentially the uniform distribution (i.e. the volume). Further details on how to construct such a
sequence are given in Section 5.3.2.
There is still the question of how to obtain samples from the target distribution. We use the hit-
and-run random walk (Figure 5.1) to generate approximate samples from the target distribution.
The implementation details of hit-and-run are given in Section 5.3.5. Given enough steps, hit-and-
run will converge to the target distribution, and thus can provide sample points to estimate each
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integral ratio.
Hit-and-run(K, f, x): Convex body K, target distribution f , current point x.
• Pick a uniform random line ` through the current point x.
• Return a random point on the chord ` ∩K according to the target distribution f .
Figure 5.1: Hit-and-run sampler
But how many steps of hit-and-run are required before the point is from the target distribution?
Subsequent points in the random walk may be highly correlated. However, if enough steps of
hit-and-run are used, then the current point will “forget” where it started and be an approximately
random point from the target distribution. Assuming the current point is somewhat close to the
target distribution, it is known O∗(n2R2/r2) hit-and-run steps are required before we are close to
target distribution, where rBn ⊆ K ⊆ RBn; that is, a ball of radius r is contained in K and K
is contained in a ball of radius R. The term R/r could unfortunately be very high (e.g. n50) for
a general convex body and have a drastic effect on the mixing time. For instance, a long, thin
cylinder will have higher mixing time than that of the unit ball. Intuitively, this is because it takes
a long time to move from one end of the long cylinder to the other, while it is comparatively easier
to move between any two regions in the unit ball.
We can get around this issue by applying a linear transformation T to the convex body K to
get a new body K ′ = TK that is round. Since T is a linear transformation, we have that vol(K ′) =
|T | · vol(K) where |T | is the determinant of the matrix corresponding to the transformation. In
the case of the long cylinder, while the cylinder could have essentially an arbitrarily high value
of R/r, if we instead work with the rounded body, where we shrink the body along the stretched
axis and compute vol(K ′), then we can efficiently compute the volume. More details of how this
transformation is computed are given in Section 5.3.4.
An outline of the algorithm is given in Figure 5.2. Throughout this chapter, we assume that
the origin lies in K. We start by rounding the convex body K into approximate isotropic position,
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with respect to the uniform distribution over K (Section 5.3.4). We then compute an annealing
schedule {a0, . . . , am} such that almost all of the volume of e−a0‖x‖2 is contained inside K ′, and
am = 0 (i.e. the m-th phase is the uniform distribution) (Section 5.3.2). Once we have the cooling







where fi(x) = e−ai‖x‖
2 . The ratio is estimated by approximately sampling from fi−1∩K ′ (Section
5.3.5) and then averaging the function ratio over the sample points. To test for convergence of this
ratio, we use a sliding window over the last W ratios, where if the last W ratios are all within
some C(ε,m) relative error of each other, then we declare convergence (Section 5.3.3). The esti-
mated volume is then the product of the initial integral f0 over K ′, the determinant of the linear




























We will now summarize the key optimizations that were made in our implementation to make
volume computation practical.
1. For convex bodies that are not sufficiently round, we may need to perform a rounding pre-
processing step before estimating the volume. The LV algorithm uses an O∗(n4) algorithm
for rounding, whereas we use a new algorithm which experimentally runs in O∗(n3) mem-
bership calls. (see Section 5.3.4)
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Volume(K, ε): Convex body K, error parameter ε.
• T = Round(body: K, steps: 8n3), set K ′ = T ·K.
• {a0, . . . , am} = GetAnnealingSchedule(body: K ′).
• Set x to be random point from f0 ∩K ′, ε′ = ε/
√
m.
• For i = 1, . . . ,m,
– Set k = 0, x0 = x, converged = false,W = 4n2 + 500.
– While converged = false,
∗ k = k + 1.










∗ Set Wmax = max{rk−W+1, . . . , rk} and Wmin = min{rk−W+1, . . . , rk}.
∗ If Wmax −Wmin ≤ ε′/2 ·Wmax → converged = true.
– Set Ri = rk, x = xk.
• Return volume = |T | · (π/a0)n/2 ·R1 . . . Rm.
Figure 5.2: Volume implementation
2. Instead of using a fixed rate of cooling to the uniform distribution, we adaptively compute
a cooling schedule according to some constraints. This significantly reduces the number of
volume phases required. (see Section 5.3.2)
3. Finally, we only sample from spherical Gaussians, which gives a computationally efficient
hit-and-run sampler and experimentally improves the mixing time over an arbitrary Gaussian
or logconcave function. (see Section 5.3.4)
4. First, we use the empirical distribution of hit-and-run to estimate the volume. In the LV
algorithm, hit-and-run is used for some large number of steps, and only a very small fraction
of the total steps as sample points, and we experimentally find that using every point from
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hit-and-run provides a better estimate.
5.3 Implementation Details
In this section we will give a mathematical description of the components of our implementation,
and give proofs and/or motivation behind the components. The primary motivation behind our
implementation decisions was using as few “hard-coded” constants as possible, and instead try to
optimize our runtime for a particular problem instance. For instance, in section 5.3.1, instead of
using a = 2n as in [8], we instead use concentration inequalities to binary search for a value of a
that is close to optimal for that particular body. As another example, we do not use a fixed cooling
schedule, but rather estimate an adaptive cooling schedule based upon samples from the convex
body.
An important question about hit-and-run is how fast it converges to the target distribution.
The LV algorithm was designed to minimize the asymptotic worst case. Thus, constants of the
type 1010 and many log factors are present in the runtime analysis. For instance, it is proven in
[19] that T = 1010n3 log 1/ε steps of hit-and-run suffice before we are within distance ε of the
target distribution. Combined with the fact that each step of hit-and-run takes Ω(n) arithmetic
operations, this number of steps T is far too large for an actual algorithm, even for very small
dimensions. We observe that in practice, one can do much better, but it seems to be difficult to
obtain tight bounds on the number of required steps. We instead employ heuristic techniques that
try to detect convergence based on the stream of points observed; these techniques experimentally
seem to provide a reasonable estimate, but do not give a guarantee of accuracy. For a further
discussion, please refer to Sections 5.3.3 and 5.4.1.
In most of the theoretical volume algorithms, there is only an assumption that we have a mem-
bership oracle for the convex body. While our experimental evaluations are on explicit polytopes
and ellipsoids, our algorithm only needs to compute the intersection of a ray with the body, i.e. the
halfspace that first intersects it, and an outer approximation to this would suffice for hit-and-run.
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5.3.1 Selecting a Starting Point












• Consider a random point X from e−a‖x‖2 over Rn, and bound the probability, as a function
of a, that X /∈ K using Gaussian tail inequalities. Denote this probability as p(a).
• Binary search of the value of a that gives p(a) = ε, and return a0 = a.
As noted above, we will assume K = P ∩E, where P is a polyhedron and E is an ellipsoid. Note
that we could select a sufficient value of a0 without much work, say by assuming that K contains
the unit ball and then deriving that a0 = (n +
√
8n ln(1/ε))/2 using Lemma 5.3.1. However,
this could significantly increase the time to anneal to Gaussian to the uniform distribution (i.e. the
volume). We can use our explicit description of the body K to select a value of a0 so that K
contains close to a (1− ε) fraction of the volume over Rn. First, note the following two Gaussian
concentration inequalities.
Lemma 5.3.1. Let X be drawn from a spherical Gaussian in Rn with mean µ and variance σ2
along any direction. Then for any t > 1,
Pr
(
‖X − µ‖2 − σ2n > tσ2√n
)
≤ e−t2/8.
Lemma 5.3.2. Let X be drawn from a one-dimensional Gaussian with variance σ2 = 1/(2a).
Then,







To use these bounds, we will first compute the minimum distance from 0 ∈ K to each hyper-
plane describing P and to the boundary of E. We then apply Lemma 5.3.1 to the ellipsoid and
Lemma 5.3.2 to the polyhedron, and union bound over these probabilities to get a lower bound on
the fraction of the Gaussian that lies within the convex body K. That is, for a given a and d the
minimum distance from 0 to the surface of the ellipsoid,
Pr(x /∈ K) ≤ Pr(x /∈ P ) + Pr(x /∈ E) ≤
∑
H




Pr (‖xH‖ > d(0, H)) + e−d











5.3.2 Computing the Cooling Schedule
Problem: Given a starting function f0(x) = e−a0‖x‖
2 and a convex body K, construct a sequence





















where Y = e(ai−1−ai)X and X is drawn from distribution proportional to fi−1 ∩ K. In [8], it is
proven that E(Y ) = Ri. Therefore, applying Chebyshev’s inequality to Y , having Var(Y )/E(Y )2 ≤
1 guarantees that only a polynomial number of points are needed to accurately estimate Ri. We
estimate Var(Y )/E(Y )2 by taking a small number of samples, and stepping as far as we can while
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keeping Var(Y )/E(Y )2 ≤ 1. We take fm = fi once fi appears to be sufficiently close to the
uniform distribution.
The following lemma is essentially shown in [8].
Lemma 5.3.3. Let X be a random point in K with density proportional to e−ai‖x‖2 , ai+1 = ai(1−



















Our approach seeks to select the sequence of functions {fi} to approach the uniform distribu-
tion as quickly as possible while keeping the variance bounded by a constant. We do this by trying




By Lemma 5.3.3, we know that r = 1 now suffices. We will then binary search to get, within a
factor of 2, the maximum value of r that satisfies (5.1), by taking a small number of sample points
and observing their variance.
In [55], for the problem of approximating the partition function of a discrete system, they prove
that using a constant number of samples suffice to accurately estimate Var(Y )/E(Y )2 for their cool-
ing schedule. We empirically observe a similar behavior for computing the cooling schedule for
convex bodies, where a small number of hit-and-run samples suffice, roughly O(n2), to reasonably
estimate Var(Y )/E(Y )2.
5.3.3 Declaring Convergence
Problem: Given an error parameter ε′ and a stream of dependent random variables {X1, X2, . . .},
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determine a point k such that Yk ∈ [(1− ε′)R, (1 + ε′)R].
Solution Outline: We use a sliding window of size W and declare convergence once the last
W points are all within ε′/2 of each other. That is,
maxi:k−W≤i≤k Yi −mini:k−W≤i≤k Yi
maxi:k−W≤i≤k Yi
≤ ε′/2.
The goal of our algorithm is to compute a quantity V ′ such that V ′ ∈ [(1 − ε)V, (1 + ε)V ]
where V is the true volume of our convex body K. Our algorithm is composed of m phases, each
of which approximate the ratio of two integrals over K. By a standard argument, if each of m
terms have a relative error ε′ = ε/
√
m and have unbiased expectation, then the product of the m
terms will have relative error ε. Therefore, we assign relative error ε′ = ε/
√
m to each of our
integral estimators (the Ri’s in Figure 5.2).
We are given a stream of random points inK {X1, X2, . . .} drawn approximately from fi−1∩K,











Our problem is now: compute a quantity R′ with relative error ε′ from R. Formally, we want
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From hit-and-run, we generate random variables {X1, X2, . . .}, which are points in K from a
distribution approximately proportional to fi−1. Then, applying equations (5.2) and (5.3), we get a




That is, if we take enough steps of hit-and-run, we will converge to the actual ratio R. Compu-
tationally, we would like to determine a point where we are within our target accuracy ε′. If the
points generated by hit-and-run were independent, then it would be quite easy to determine how
many points are necessary to obtain an accurate estimate. However, these points will be highly de-
pendent, and the best known bounds for the number of steps required are far too high for practical
computations. Therefore, we use a sliding window approach that stores the last few values of Yi,
and declares convergence once these last few values are all within, say, ε′/2 relative distance of
each other.
The benefit of this approach is that it will quickly detect convergence of {yi} to an ε′-fraction of
R. However, the drawback is that we can have false positives; that is, we can declare the sequence
has converged too soon and we are not within a ε′-fraction of R. There is a clear relationship
between the size of this window and how accurately we will estimate R: the more values we store,
the longer we will take before declaring convergence. It is unclear how to obtain a good bound on
the probability of failure with relation to the window size, but we choose the size of the window
based on experimental results (Sections 5.5.2).
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5.3.4 Rounding the Convex Body
Problem: Given a convex body K, we would like to find a linear transformation T such that T ·K
is in approximately isotropic position.
Solution: See Figure 5.3. We assume that K is contained a ball of radius R, because we
observe that if enough sample points are taken, each rounding should shrink the maximum singular
value by a constant factor. If we do not converge within logR iterations, we know the number of
steps t was not sufficient to accurately estimate the singular values, so we restart with 2t steps.
Round(K, t): Convex body: K, rounding steps: t. (Note: assume that Bn ⊆ K ⊆ RBn)
• Set x0 = 0, T = I , tries = 0.
• Repeat:
– tries = tries+ 1.
– For i = 1, . . . , t,
∗ xi =HitAndRun(body: TK, target distribution: f = 1, point: xi−1).
– (U, S, V T ) = SV D({x1, . . . , xr}).
– Set T = V S−1T .
• Until: max(S) ≤ 2 OR tries > logR.
• If max(S) ≤ 2:
– Return T .
• Else:
– Return Round(K, 2 · t).
Figure 5.3: Rounding algorithm
The need for such a transformation is exhibited in the following theorem of [19].
Theorem 5.3.4. [19] Let K be a convex body that contains a ball of radius r and is contained in
a ball of radius R. Let σ be a starting distribution and let σm be the distribution of the current
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point after m steps of hit-and-run in K. Let ε > 0, and suppose that the density function dσ/dπK








the total variation distance of σm and πK is less than ε.
The above mixing time is also shown to be best possible in terms of the quantity R/r, where
rBn ⊆ K ⊆ RBn. This is one measure of how “round” the body K is: if K is a long, thin
cylinder, then the ratio R/r can be very high. We can control the ratio R/r by putting the body in
approximately isotropic position. We say that a density function is isotropic if its centroid is 0 and
its covariance matrix is the identity. That is, for a random variable X drawn from f ,
E(X) = 0 and E(XXT ) = I.
The above condition is equivalent to saying that for every unit vector v ∈ Rn,
∫
Rn
(vTx)2f(x) dx = 1.






(vTx)2f(x) dx ≤ C.
We tested two approaches for rounding the body, one of which performed significantly better.
One way is to round the body once beforehand with respect to the uniform distribution. The second
method is to round the body in each volume phase, as in [8]. That is, put the body in approximate
isotropic position with respect to the current distribution. Based on experimental results, while both
methods were comparable in terms of runtime for the actual rounding, the first method of rounding
124
the body once beforehand made the volume computation much more efficient. The two primary
benefits of rounding the body once beforehand are that fewer volume phases are required to keep
Var(Y 2)/E(Y )2 ≤ 1 (as in Section 5.3.2), and we can use spherical Gaussians for every phase,
which experimentally appear to mix faster. The second method will apply a linear transformation
T to both the target distribution f and the body K, which can make the distribution f very skew.
For a brief numerical justification, consider a 10-dimensional randomly transformed hypercube. If
the cube is rounded once beforehand, then ∼ 5 phases with ∼ 10k steps/phase will give ≤ 20%
accuracy. If the cube is rounded in each phase, then ∼ 12 phases with ∼ 250k steps/phase will
give≤ 20% accuracy, with the later (i.e. most “skew”) phases requiring∼ 500k−1000k steps. So,
even for small dimensions, we notice rounding the body once beforehand is orders of magnitude
faster.
Our goal is to find a linear transformation T such that the TK is 2-isotropic. We do this
by obtaining a sequence of points {X1, X2, . . .} using hit-and-run with uniform target distribution
overK. We then compute the transformation that will put the points from hit-and-run into isotropic
position. If enough steps of hit-and-run are taken, then applying that transformation to the body
will put the body in approximately isotropic position. Building upon the work of Bourgain [56]
and Rudelson [57], Adamczak et al. [58] showed that O(n) random samples suffice to achieve
2-isotropic position. However, the trajectory of points from hit-and-run are not random samples
because subsequent points are highly dependent on each other, and to get an adequate “picture”
of the distribution, we will need more than O(n) steps of hit-and-run. We observe that taking 8n3
steps of hit-and-run seems to suffice for n ≤ 100 to achieve 2-isotropic position. However, if we
note that we are not converging to a sufficiently round body, we restart the rounding process with
twice as many steps per rounding. So, this 8n3 samples for rounding is not a fixed parameter, but
rather a first guess at how many hit-and-run samples are required.
There is one final complexity to the rounding algorithm, which can be seen in the case of a very
long box, say a 109×1×. . .×1 box. It would require an impractical number of steps of hit-and-run
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to round this body to 2-isotropic position, but we can do it in multiple phases. We let hit-and-run
mix for 8n3 steps on this 109 × 1 × . . . × 1 box, and (very roughly speaking) we may observe a
distribution similar to a 20× 1× . . .× 1 box, so when we compute the transformation T that puts
the sequence of points {X1, X2, . . . , . . . Xr} into isotropic position, and apply that transformation
to the body K, we are left with, approximately, a 5 · 107 × 1 × . . . × 1 box. We then repeat until
the sequence of points {X1, X2, . . . , Xr} is in 2-isotropic position.
To compute the transformation that points the sequence of points {X1, X2, . . . , Xr} into isotropic
position, we compute the singular value decomposition of the points. That is, for the matrix of
points M , we find matrices such that M = USV ′ such that S is a diagonal matrix that contains
the n singular values. Assume the minimum singular value is 1 by rescaling. Then, if any singular
value is s > 2, we scale the body K along that axis by s. We ignore the smaller singular values for
numerical stability.
5.3.5 Random Walk
This section can be viewed as the “inner-most” section of our algorithm, so the efficiency of a
random walk step significantly affects the total runtime of our volume algorithm. For polytopes
and ellipsoids, we describe here how to efficiently compute the chord. For other convex bodies,
such as zonotopes in Section 5.5.4, the chord computation is less efficient and has a drastic effect
on the overall runtime. Once the chord is computed, we then need to efficiently sample from
the chord according to a Gaussian distribution. We now discuss how each of the two steps are
implemented in our algorithm.
For the majority of our computational results in Section 5.5, we consider the hit-and-run ran-
dom walk. We choose this walk because it is the fastest walk with provable convergence guarantees
for samples. However, there is computational evidence that coordinate hit-and-run might be faster
in practice. We present such experimental justification in Section 5.5.7. For many natural convex
bodies, coordinate hit-and-run can improve the number of arithmetic operations per step by a factor
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of n, but its mixing time is currently open.
Chord Computation
Problem: Given a random direction u ∈ Rn and a point x ∈ K, determine the two endpoints
(x−, x+) of the line x+ αu, α ∈ R intersected with the convex body K.
Solution Outline: One simple approach is to binary search for the positive α that intersects K
(likewise for the negative α value), which only relies on having a membership oracle. However, if
we know
K = P ∩ E = {x : Ax ≤ b} ∩ {x : (x− v)TQ−1(x− v) ≤ 1},
we can use this description to get a more efficient algorithm by explicitly computing the intersec-
tion points of x+αuwith both P andE, and taking the closest intersection points in each direction
as (x−, x+).
For the polyhedron P = {x : Ax ≤ b}, we can compute the distance to each hyperplane of
P (row,entry pair of A, b) in the +u and −u direction, and take the minimum distance for each
direction. Letting the rows of A and entries of b be labeled 1, . . . , r, the values (α−P , α
+








bi − Ai · x
Ai · u
. (5.4)
For the ellipsoid E = {x : (x − v)TQ−1(x − v) ≤ 1}, we would again like to determine the
two points that intersect E along the line x + αEu. To simplify notation, we will assume v = 0
and shift x accordingly. We then would like to solve the equation (x + αE)TQ−1(x + αEu) = 1,
which is quadratic in αE and yields a solution pair (α−E, α
+
E):




· αE + xTQ−1x− 1 = 0. (5.5)
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Combining the values from 5.4 and 5.5, the chord for the convex body is then (x−, x+) =
(x + max{α−P , α−E}u, x + min{α+P , α+E}u). Note that all of the values may not exist, for instance
if the polyhedron is unbounded, but if a particular α+/−P/E does not exist, we simply ignore it.
Sampling from the Chord
Problem: Given a description of a chord as ` = (u, v) ⊂ Rn, generate a sample according to a
density proportional to f(x) = e−a‖x‖2 restricted to `.
Solution outline:
• If ‖u− v‖ ≥ 2/
√
2a→ return GaussianSample(chord: (u, v), target distribution: f ).
• Else→ return UniformSample(chord: (u, v), target distribution: f ).
GaussianSample: Since this density is spherical Gaussian, its restriction to the 1-dimensional
chord will be a 1-D Gaussian with variance 1/(2a). The projection of 0 onto the line extending
` will be the mean of this Gaussian, call it µZ . Note we can map the points u and v to this
1-dimensional Gaussian in terms of their distance and direction from µZ . We can then sample
Z ∼ N (0, 1/(2a)) until the point µZ + Z · −→uv lies on ` = (u, v), where −→uv is a unit vector in the
direction from u to v. Then, return µZ + Z · −→uv.
UniformSample: Another way to sample from this chord is by simple rejection sampling. We
enclose the distribution by a rectangle whose width is ‖u − v‖ and height is maxx∈(u,v) e−a‖x‖2 .
We then sample uniformly from the box and reject the point if it lies outside the region enclosed
by e−a‖x‖2 .
To sample efficiently from the chord, we use a combination of these two methods. Note that
the two methods perform well in different cases. The first method will perform better when the
Gaussian is sharp and mostly contained inside the chord, whereas the second method will perform
better when the Gaussian is flat. In the first method, the success probability is the measure of
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the Gaussian inside (u, v), and for the second method, the success probability is the ratio of the
average value to the maximum value of e−a‖x‖2 in (u, v). We can compute these values, and select
the approach that has the highest acceptance probability. However, computing the exact values
is somewhat expensive compared to actually generating the random samples. We achieve better
performance by a rough approximation which performs well in practice: if the chord length is more
than 2 standard deviations long, then we use the Gaussian method. In practice, using this rough
approximation for the Gaussian and uniform sampler, we observe an average failure probability of
at most 20% over all the test bodies in Section 5.5.
5.3.6 Sampling and Multiple Threads
An unavoidable problem with hit-and-run is that subsequent points of a trajectory are very de-
pendent. In recent volume computation algorithms [7, 8, 33], this dependence was handled by
allowing the trajectory to mix for some c(ε) steps before collecting a new “sample point” to obtain
ε-independence between subsequent points. The drawback of this approach is that c(ε) could be
very large. In fact, it can be shown to be Ω(n2) [5]. Another approach is to use every point along
the chain, with the hope that the greater number of sample points outweighs the dependency. There
is theoretical evidence in favor of this approach for different applications of Markov chains [59],
and we observe it to be true experimentally for estimating volume with hit-and-run. We then test
for convergence by the heuristic approach outlined in Section 5.3.3.
Another natural question is if we can obtain a better estimate of the volume ratio in a single
phase by using multiple trajectories of our Markov chain. That is, concurrently run t independent
threads of hit-and-run in a circular queue–step thread 1, step thread 2, . . . , step thread t, step thread
1, etc. The following intuition gives some insight into how for a fixed number of total steps s
(i.e. s/t steps per thread), the number of threads could affect our answer. Running t threads can be
thought of as running 2t threads, where thread 2i starts from the last point of thread 2i−1. The last
point of this thread will be fairly mixed as opposed to whatever point thread 2i would start with if
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we were actually using 2t threads. Therefore, using a smaller number of threads decreases the total
mixing time, but a smaller number of threads increases the total dependence between the sample
points. So there is a natural trade-off between dependence and mixing time, and it is unclear what
the appropriate selection of threads should be. In Section 5.5.6, we see that mixing times seems
to have a more significant effect than the dependence, and we should therefore use a very small
number of threads. Based on the experiments, we use 5 threads, a constant number independent of
dimension, throughout our implementation.
5.4 Sampling Algorithm
Here we consider a different, but related, problem of generating nearly independent random points
from a convex body. In practice, it is generally easy to generate a reasonable starting point for the
walk (say, the center of the largest ball contained in the convex body). We can then run the random
walk starting from this point, but how long should we run the walk before collecting a sample
point? In the theoretical literature [19, 52], mixing time bounds are derived in terms of running the
random walk for some fixed number of steps. Unfortunately, the current best bounds are far too
high for practical use. Therefore, here we introduce a statistical heuristic that could be helpful for
declaring that the random walk is mixed.
Once we have a single random point from the target distribution, subsequent independent ran-
dom points may be desired. For the purposes of computing volume, as outline in Section 5.3.3,
we use a large number of dependent random points, which appears to give a better estimate for the
volume. Thus in practice, the “dependencies” between the random points are seemingly unbiased
with regard to the volume estimate. However, for other applications, it may be desired that the
dependence between subsequent sample points be negligible.
5.4.1 Detecting Convergence
Problem: Let f be a logconcave target distribution, ε > 0 error parameter, and let X0 ∈ Rn such
130
that f(X0) > 0. Let X1, X2, X3, . . . be a sequence of points from some random walk with unique
stationary distribution f . Return a point Xk such that
‖Xk − πf‖TV ≤ ε
and X0 and Xk are ε-independent. We use πf to denote the associated distribution of f .
Solution outline: We first note that the problem stated in such generality is likely to be com-
putationally infeasible. Additional properties of the random walk would be useful in declaring
convergence, and we mention some potentially useful properties in Section 4.7 and Section 5.6.
We briefly mention the following statistical test that we use to declare convergence. Note that
neither of these tests are used in our volume algorithm.
Proportion on halfspace: We assume that the starting distribution is suitably close to the
target distribution, i.e. gives a warm start. This step is important for ensuring that for a random
hyperplane, a constant fraction of mass lies on both sides of the hyperplane. Then, generate a
uniformly chosen random halfspace H through the starting point. Then, measure the proportion of
samples that lie in H , and monitor this value as the random walk progresses. Then, use the sliding
window test in Section 5.3.3 to declare once this quantity has “converged”.
5.5 Computational results
In this section, we will present numerical results of our algorithm over a test set of convex bodies,
which are described in Section 5.1.
5.5.1 Complexity
The plots in Figure 5.4 and Figure 5.5 show how our program scales with dimension for the n-
dimensional Cube. We give results over two different hardware configurations. We plot the num-
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(a) In the above graph, the correlation coef-
ficient (R-value) is 0.997 for both lines.























(b) The above runtimes grow at roughly
n2.5.
Figure 5.4: The above data was computed on a 64-bit Windows 8 machine with a i7-3630QM (8
threads, 2.40 GHz) processor and 8GB RAM using MATLAB R2013a.
ber of hit-and-run steps and total computation time, for n = 5, 10, . . . , 95, 100. For each value of
n, 5 trials were performed. The figures suggest that the volume of the cube can be computed in
O∗(n2) membership oracle calls. For the time complexity, note that each step of hit-and-run re-
quires a chord computation and sampling along that chord. The chord computation requires Θ(n2)
arithmetic operations, while the sampling steps requires O(1) time. So, we would expect that the
time grows as n2 × n2 = O(n4) based on the number of oracle calls, but the hidden constant in
the sampler is quite high. For these small values of n, we instead observe the time to grow roughly
like n2.5. We note that the current best theoretical complexity is O∗(n3) oracle calls and O∗(n5)
arithmetic operations [52].
5.5.2 Accuracy and Times
The tables in this section show the numerical results of our implementation on our set of 5 bodies,
in 10, 50, and 100 dimensions. The tables show the mean and standard deviation over a certain
number of trials, where the standard deviation is reported as a percentage of the mean. Also
included are the average time for one run of the algorithm and the average number of hit-and-run
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(a) As expected, this plot is nearly identi-
cal to Figure 5.4a and the number of steps
taken is consistent across a different hard-
ware configuration.



















(b) The computation time appears to be
roughly double that of Figure 5.4b on a dif-
ferent machine, but grows at approximately
the same rate.
Figure 5.5: The above data was computed on a 64-bit CentOs 5.6 machine with a X5570 (8 threads,
2.93 GHz) processor and 48 GB RAM using MATLAB R2014b.
steps that were taken. The total number of hit-and-run steps is equivalent, up to a logarithmic factor,
to the number of membership oracle calls, and the best known theoretical algorithm accurately
estimates volume in O∗(n4) membership oracle calls [8]. The majority of the experimental data
here was computed on Georgia Tech’s Jinx computing cluster, and the computation times given
were computed with a i7-3630QM (quad-core, 2.40 GHz) processor and 8GB 1600 MHz RAM
using the MATLAB R2013a profiler. Each time given was averaged over 5 trials.
Volume, no rounding
In this section, we will give experimental results for convex bodies without the rounding step. The
rounding step is an expensive preprocessing step that ensures the efficiency of our volume algo-
rithm, so these bodies will run much faster than bodies that need to be rounded. We observe that
the Cube and Half-Ball perform noticeably better than the Isotropic Simplex. There is theoretical
motivation for a simplex being a “bad” case for sampling and volume computation. For one, the
value of R for an isotropic body K that contains the unit ball, where R is the minimum radius ball
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that containsK, is maximized whenK is a simplex [5], whereR is essentially n. Most of the mass
of the Isotropic Simplex will lie near its n + 1 corners, which are sharper than the vertices of the
Cube. In a rough sense, sharp corners perform poorly with hit-and-run; it will take longer to visit
a sharp corner than, say, a region in the middle of the body. But once a sharp corner is visited,
hit-and-run will take small steps that stay near the corner before eventually drifting away. Since
most of the volume of a simplex is contained near its corners, it may take more steps of hit-and-run
to get an accurate estimate of its volume.
Table 5.1: 10-Dimensional Results
Body Actual Vol Mean Std devMean Time # Steps
Cube 1.02 · 103 9.91 · 102 0.165 6.48 · 100 s 1.22 · 104
Isotropic
Simplex
1.47 · 10−6 1.34 · 10−6 0.249 9.10 · 100 s 1.92 · 104
Half-Ball 1.28 · 100 1.22 · 100 0.164 1.09 · 101 s 1.73 · 104
Numerical results for 10-dimensional bodies using 1000 trials with error parameter ε = 0.20.
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Table 5.2: 50-Dimensional Results
Body Actual Vol Mean Std devMean Time # Steps
Cube 1.12 · 1015 1.09 · 1015 0.189 1.11 · 102 s 4.59 · 105
Isotropic
Simplex
3.85 · 10−64 3.21 · 10−64 0.324 2.02 · 102 s 6.62 · 105
Half-Ball 8.65 · 10−14 8.36 · 10−14 0.159 1.20 · 102 s 3.95 · 105
Numerical results for 50-dimensional bodies using 200 trials with error parameter ε = 0.20.
Table 5.3: 100-Dimensional Results
Body Actual Vol Mean Std devMean Time # Steps





1.41 · 10−157 0.478 8.30 · 102 s 3.81 · 106
Half-Ball 1.18 ·10−40 1.16 · 10−40 0.202 4.56 · 102 s 1.72 · 106
Numerical results for 100-dimensional bodies using 100 trials with error parameter ε = 0.20.
Volume with rounding
The following bodies go through a rounding preprocessing step to put the body in approximate
isotropic position. To illustrate the rounding complexity, the “# Steps” column will now have two
lines: the first line will be “# Volume Steps”, and the second line will be “# Rounding Steps”. Note
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the substantial decrease in efficiency for these bodies, as compared to the round bodies in Section
5.5.2, where this increase in both runtime and membership oracle calls is due to the rounding
preprocessing step, which begins to take a prohibitively long time for bodies much higher than 50
dimensions.
After the rounding phase, the efficiency of the volume computation is comparable, but slightly
worse, than the corresponding bodies in the previous section. For instance, the 50-dimensional
Transformed Cube required around 10% more hit-and-run steps than the 50-dimensional Cube
and had a higher standard deviation in its computed volume; we observe a similar relationship
between the 50-dimensional simplices. This behavior is in line with what we expect, because
the Cube and Isotropic Simplex are in isotropic position, whereas the rounding phase will only
achieve approximate isotropic position for the Transformed Cube and Standard Simplex.
Table 5.4: 10-Dimensional Results
Body Actual Vol Mean Std devMean Time # Steps
Transformed
Cube
5.20 · 100 4.94 · 100 0.192 9.33 · 100 s
1.73 · 104
2.72 · 104





2.76 · 10−07 2.46 · 10−07 0.312 8.60 · 100 s
2.40 · 104
3.13 · 104
Numerical results for 10-dimensional bodies using 1000 trials with error parameter ε = 0.20.
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Table 5.5: 50-Dimensional Results
Body Actual Vol Mean Std devMean Time # Steps
Transformed
Cube
5.57 · 10−17 5.24 · 10−17 0.286 1.12 · 103 s
4.93 · 105
6.19 · 106





3.29 · 10−65 2.84 · 10−65 0.691 8.21 · 102 s
8.16 · 105
6.39 · 106
Numerical results for 50-dimensional bodies using 200 trials with error parameter ε = 0.20.
Improving accuracy
In the above tables, the simplices had the highest standard deviation relative to the mean volume.
The standard deviation divided by the mean will give a rough idea of how accurate the reported
volume is. The worst case was the 50-dimensional standard simplex, where the observed standard
deviation divided by the mean is 0.691, much higher than the target relative error of 0.20. For
the results in Table 5.5, only 70 of 200 trials were within 20% of the actual volume. We can
improve this accuracy by averaging the result over multiple trials. The average volume over 200
trials was within 0.20 relative error of the actual volume for the 50-dimensional standard simplex;
this observation also holds true for all other test bodies reported in this section. The simplex is
conjectured to be the body with the smallest isoperimetric coefficient, i.e., where the random walk
mixes slowest.
There are two general ways to do increase the probability of an accurate answer. The first is
to average over multiple trials. For the 50-dimensional standard simplex, if we group the trials
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into pairs and average the volume of the two trials, the probability that we are within our target
relative error is now 0.49, as opposed to 0.35 when just considering a single trial. If we group the
trials into groups of 10, then this probability improves to 0.65. Another heuristic to obtain a more
accurate volume estimate is to lower the error parameter provided to the volume algorithm, until
the observed standard deviation divided by mean is approximately the desired relative error.
The main reason we did not incorporate either of these methods in our implementation is that
for all other test bodies it seems superfluous and results in a constant factor increase in the runtimes.
5.5.3 Birkhoff Polytope
An interesting application of our volume algorithm was for computing the volume of the Birkhoff
polytope. The nth Birkhoff polytope Bn is the polytope of all n × n doubly stochastic matrices;
equivalently, it is the perfect matching polytope of the complete bipartite graphKn,n. This polytope
has a number of nice combinatorial properties, with one important question being its volume [60,
61, 62, 63, 64]. There has been previous work on computing the volume of Bn for small values of
n, where specialized algorithms were developed for this specific polytope [65, 66]. The most recent
work of [66] computed Bn for n = 10 through a distributed algorithm, with a total computation
time of 17 years at 1GHz. To our knowledge, the values for n > 10 have not yet been obtained, as
the current approaches are too computationally expensive for any value of n higher than 10. We
show here that if you relax the requirement for an exact answer, our volume algorithm can obtain
a reasonable estimate for the value for n = 15 within a few hours.
We now give a more complete description of Bn using its formulation as all n × n doubly
stochastic matrices. Define n2 variables Xij for i, j ∈ {1, . . . n} as the values assigned to the cor-





Xij = 1, j ∈ {1, . . . , n} (5.6)
n∑
j=1
Xij = 1, i ∈ {1, . . . , n} (5.7)
Xij ≥ 0, i, j ∈ {1, . . . , n} (5.8)
Note that while Bn ⊂ Rn2 , the dimension of the polytope is lower: dim(Bn) = (n − 1)2. We
have 2n equality constraints above on n2 variables, but one is redundant. Therefore, to compute
the volume of Bn, we compute the volume of the n2 − (2n− 1) = (n− 1)2 dimensional subspace
spanned by equations (5.6)-(5.7), restricted to the positive orthant by equation (5.8).
One aspect of the Birkhoff polytope that benefits our approach is that the polytope is already
round. In Section 5.5.2, we see that the rounding preprocessing step for our convex body is quite
expensive and dominates computing its volume. By avoiding this rounding step for the Birkhoff
polytope, we can more easily go to high dimensions. Here we go up to n = 15, i.e. a 196-
dimensional polytope, and each run completes within 5 hours. If desired, it should be computa-
tionally feasible to get accurate estimates for n = 20 or n = 25 within days or weeks, respectively.
In Table 5.6, we show the results of 100 independent runs of our volume algorithm for B2, . . . , B15
with ε = 0.20. In Figure 5.6, we show how our computed volume converges as the number of
steps per phase, over multiple trials. In Figure 5.7, we show a similar plot for n = 15, where the
volume is unknown. The plot indicates that the volume of B15 should be close to 5.5 · 10−145.
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Table 5.6: Birkhoff Polytope Results
n Actual Vol Mean Std devMean Time # Steps
2 2.00 · 10+00 2.01 · 10+00 0.044 4.80 · 10−1 s 8.87 · 102
3 1.12 · 10+00 1.14 · 10+00 0.146 1.45 · 100 s 4.41 · 103
4 6.21 · 10−02 5.79 · 10−02 0.209 3.68 · 100 s 1.33 · 104
5 1.41 · 10−04 1.32 · 10−04 0.233 8.00 · 100 s 4.09 · 104
6 7.35 · 10−09 6.67 · 10−09 0.211 2.08 · 101 s 1.12 · 105
7 5.64 · 10−15 5.34 · 10−15 0.240 4.66 · 101 s 2.82 · 105
8 4.42 · 10−23 3.92 · 10−23 0.290 1.18 · 102 s 6.27 · 105
9 2.60 · 10−33 2.36 · 10−33 0.289 2.33 · 102 s 1.26 · 106
10 8.78 · 10−46 8.04 · 10−46 0.261 5.39 · 102 s 2.35 · 106
11 ??? 1.26 · 10−60 0.238 8.62 · 102 s 4.07 · 106
12 ??? 7.17 · 10−78 0.254 1.37 · 103 s 6.49 · 106
13 ??? 1.21 · 10−97 0.281 2.15 · 103 s 1.04 · 107
14 ??? 5.52 · 10−120 0.292 3.51 · 103 s 1.59 · 107
15 ??? 4.97 · 10−145 0.277 5.67 · 103 s 2.35 · 107
Numerical results for Birkhoff polytopes using 100 trials with error parameter ε = 0.20.
Computational times were on a 64-bit Windows 8 machine with a i7-3630QM (8 threads, 2.40
GHz) processor and 8GB RAM using MATLAB R2013a.
5.5.4 Zonotopes
Another application where our algorithm can efficiently provide an accurate estimate, where the
exact volume is difficult to compute, is with zonotopes. A zonotope is defined as the Minkowski
sum of a set of line segments. Let {vi|1 ≤ i ≤ m} be a set of line segments, where each vi lives in
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(a) A plot of 10 independents trials for B10
and the computed volume of each trial as a
function of the number of steps per volume
phase.



























(b) A plot of the average computed volume
over 100 independent trials for B10. We see
that taking the average over trials provides
a more accurate estimate.
Figure 5.6
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To compute its exact n-dimensional volume deterministically, consider a set of n line segments





sets of n segments to obtain the volume for the zonotope Z. The volume of each parallelepiped
is the absolute value of the determinant of the matrix of the n line segments. However, for a fixed
dimension n, the runtime of this algorithm will scale as O(mn). Even for a somewhat small
dimension n = 10, when the number of line segments m grows to, say, 50 or 100, this approach
quickly becomes inefficient. For a further discussion of zonotope volume, we refer the reader to
[44], where it is shown that exactly computing the volume of a zonotope is #P-Hard.
The description of a zonotope is different than a polytope or ellipsoid. To use our volume
algorithm, we need to compute the chord in one step of hit-and-run. That is, given a current point
x ∈ Z and a direction u ∈ Rn, determine the points at which the line x+αu, α ∈ R, intersects the
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Figure 5.7: A plot of 25 independents trials for B15 and the computed volume of each trial as a
function of the number of steps per volume phase. The average of the trials is included.






λivi − αu (5.10)
0 ≤ λi ≤ 1 1 ≤ i ≤ m (5.11)
Solving (5.9)-(5.11) will produce one point at which the line intersects the boundary (i.e. one
endpoint of the hit-and-run chord). To find the other, we simply minimize −α in the objective
function (5.9). The chord computation therefore requires solving two linear programs. We note
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that this is much less efficient than the corresponding algorithms for polytopes or ellipsoids, and
in the below computational results, the time to solve these linear programs heavily dominates the
runtime.
To generate a zonotope with m line segments, we start with the generators e1, . . . , en for the
unit cube and then add m − n random unit vectors. The zonotope constructed in this fashion
may not necessarily be round, so we perform a rounding preprocessing step before computing our
estimate for the volume. In Table 5.7, we give computational results for computing volumes of
zonotopes. The dimension n = 10 is fixed, and we increase the number of line segments m. For
m = 20, we see that the exact algorithm is much more efficient than our algorithm. However,
for m = 50, the exact algorithm’s runtime drastically increases, while our approximation takes
roughly the same amount of time to compute. The exact answer for m = 50 took approximately
16 computation hours. The data for m = 100 was also included for our algorithm, along with an
estimated time for the exact answer, which is approximately 31 years.







Approx Time # Steps
20 4.93 · 103 1.04 s 4.10 · 103 3.01 · 103 9.58 · 104
50 1.33 · 108 5.78 · 104 s 1.17 · 108 3.73 · 103 1.04 · 105
100 ??? 9.74 · 108 s 1.62 · 1011 4.90 · 103 1.25 · 105
Numerical results for zonotopes in R10 with 20, 50, and 100 line segments. For each value of m,
the data is averaged over 10 independent trials. Computational times were on a 64-bit Windows 8




Here we will give experimental results for the rate at which the relative error decreases as a function
of the number of hit-and-run steps per volume phase. For a fixed body K and dimension n, we
expect that O(ε−2) hit-and-run steps are required to obtain relative error ε [8]. We observe this
to be true in expectation in Figure 5.8 for the 20-dimensional Cube, where we plot the following
quantity as a function of the number of steps per volume phase t:
ε(t) = E




where V (t) is the observed volume after t hit-and-run steps per phase. That is, ε(t) is the expected
error after taking t steps per phase, and we estimate ε(t) by averaging over 1, 000 independent
trials.
We also observe an additional property of how our estimate converges to the true value, where
the estimated value is monotonically increasing, in expectation, as a function of the number of hit-
and-run steps. This behavior can be best viewed in Section 5.5.6, Figure 5.9 where a large number
of threads estimates the behavior of our estimated volume in expectation, and we see that a large
number of threads clearly exhibits the monotonicity property for the 20-dimensional Cube. Also,
all of the reported volumes in Section 5.5.2 are lower than the actual volume, which suggests we
approach the true volume from below.
5.5.6 Number of threads
In this section, we give experimental results on the 20-dimensional Cube for how the number of
threads, as discussed in Section 5.5.6, affects the accuracy of the volume estimate. Figure 5.9
illustrates the effect of mixing time on the volume estimate. We see that for a greater number
of threads, it takes longer to approach the true volume, but it does so more “smoothly” because
nearby samples are less dependent. Figure 5.9 also suggests that the computed ratio approaches
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Accuracy vs. Number of Steps
Figure 5.8: In the above plot, the relative error ε decreases as O(ε−2) as a function of the number
of steps per phase. The data was averaged over 1,000 trials for the 20 dimensional cube.
the true ratio monotonically, in expectation, but this fact remains to be proven. In Figure 5.10, we
see the computed volume after 500, 000 steps per volume phase. It suggests that using a smaller
number of threads will provide the most accurate estimate for a fixed number of steps. Using 1
thread will provide the fastest mixing time, but at the cost of high dependence between subsequent
sample points; 5 to 10 threads seems to provide an appropriate balance between mixing time and
dependence.
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Figure 5.9: In the above graph, we see how the volume estimate approaches the true volume, for
varying numbers of threads. The volumes are averaged over 50 trials.
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Figure 5.10: This is a snapshot of the computed volumes after 500, 000 steps per phase, for #
threads= 1, . . . , 100. The volumes are averaged over 50 trials.
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5.5.7 Coordinate Hit-and-run
In this section, we consider the performance of our volume algorithm using a different random
walk, coordinate hit-and-run (Section 2.3.4). The only difference between this walk and the hit-
and-run random walk we discussed previously is that when choosing a random direction through
the current point, only axis-aligned directions are considered. This difference yields a substantial
savings for the chord computation step by maintaining the “slacks” of the current point of the ran-
dom walk. We now briefly overview the implementation of coordinate hit-and-run which yields an
O(n) factor (amortized) savings in the number of arithmetic operations of the walk. A single step
of hit-and-run can be implemented in O(mn) arithmetic operations, as outlined in Section 5.3.5.
Let x denote the current point of the walk in a polytope P = {x|Ax ≤ b}. Initialize s = b−Ax.
Suppose coordinate hit-and-run chose to move along coordinate i. Let ei denote the coordinate
vector with a 1 in the i-th coordinate and all other zeros. The bounding facets of P for the line
can then be computed by taking the maximum and minimum values of sj/Aji, which can be
implemented in O(m) time. After sampling along this chord to obtain a new point y, update s by
adding (A)i · (xi − yi), where (A)i denotes the i-th column on A. This update steps also requires
O(m) time. A similar method can be used for the ellipsoid to obtain an O(n) improvement for the
chord computation.
While a step of coordinate hit-and-run can be implemented a factor of O(n) faster than hit-
and-run, is it faster for volume computation? Here we give experimental evidence that coordinate
hit-and-run may be faster for volume computation. If the polytope is highly symmetric about the
coordinate axes, then we expect coordinate hit-and-run to perform quite favorably to hit-and-run
(an almost ideal scenario for coordinate hit-and-run). For example, coordinate hit-and-run on an
n-dimensional axis-aligned box with uniform target distribution mixes in O(n log n) steps since
a point is uniform after each coordinate has been resampled. Thus, we also consider a random
rotation of the body to lessen any benefit coordinate hit-and-run might obtain from a degenerate
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case. Additionally, we consider two real-world polytopes from metabolic networks that might offer
a more asymmetric solution space. The results of the computation are in Table 5.8.
Table 5.8: Numerical results comparing coordinate hit-and-run to hit-and-run, averaged over 5
trials with ε = 0.10.







Cube (20-dim) 1.05 · 106 1.03 · 106 8.36 · 104 1.09 · 106 7.85 · 104
Trans. Cube (20-dim) 1.05 · 106 8.56 · 105 8.36 · 104 1.01 · 106 8.92 · 104
Cube (100-dim) 1.27 · 1030 1.23 · 1030 4.04 · 106 1.15 · 1030 4.28 · 106
Trans. Cube (100-dim) 1.27 · 1030 1.35 · 1030 4.24 · 106 1.28 · 1030 4.27 · 106
E coli model (22-dim) ?? 8.77 · 108 1.61 · 105 6.93 · 108 1.57 · 105
Mito. model (93-dim) ?? 1.67 · 1035 5.40 · 106 1.86 · 1035 5.78 · 106
5.6 Concluding Remarks and Open Questions
1. Our volume and sampling implementation is available from the MATLAB File Exchange [53]
and also from our webpage [67].
2. In the implementation, we use an adaptive cooling schedule; experimentally it performs
significantly faster than a fixed cooling schedule. In subsequent work [52], we obtained an
O∗(n3) volume algorithm with an accelerated schedule. Roughly speaking, we start with a

















Note that this schedule does not depend on the body. In practice, we observe an even faster
convergence of O∗(n2) steps for the convex bodies in our benchmark (for example, in Fig-
ures 5.4, 5.5).
3. Hit-and-run was one choice for the random walk to sample from the body. We could also use
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the well-studied ball walk [7, 33]; in each step of the ball walk, we pick a random point y in
a ball centered at the current point, and move to y if y ∈ K. In brief implementation tests,
it seemed to perform comparable to hit-and-run if the average local conductance (i.e. the
probability that y ∈ K) is kept around 1/2.
4. For our implementation, the volume computation experimentally runs inO∗(n2) oracle calls,
and the rounding algorithm runs in O∗(n3) oracle calls. The current best algorithm for
volume computation is O∗(n3) [52] and for rounding is O∗(n4) [8]. So our empirical results
suggest algorithms with better worst-case bounds are possible.
5. One area for improvement in this algorithm is the sliding window convergence test (Sec-
tions 5.3.3). The size of the window is based on experimental results to perform well for
n ≤ 100 and 0.10 ≤ ε ≤ 0.20. It would be preferable to have a more robust way to deter-
mine convergence of the volume estimator in a single phase that will perform accurately and
efficiently for all values of n and ε.
6. We note that we can naively parallelize both the volume and rounding algorithms by as-
signing each thread of hit-and-run to a different processor. Additionally, for the volume
algorithm, we could assign each volume phase (Sections 5.3.2, 5.3.3) to a separate proces-
sor. There is the issue of providing a warm start to each phase, but this could be done at a
fraction of the cost of volume computation.
Several intriguing theoretical questions arise from our implementation:
1. Convergence tests. Our implementation uses empirical convergence tests to test whether
we estimate a ratio within a desired error, or to test whether a random walk is suitably close
to the target distribution. Could such methods be made rigorous?
2. Sampling. Instead of using a random walk to generate approximately independent points
and then using these points to estimate the volume as in the theoretical algorithms, is it
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asymptotically more efficient, in terms of the total number of hit-and-run steps, to use the
entire sequence of points visited during the walk to estimate the volume?
3. Monotonic convergence. When estimating the integral ratio of two functions f, g over a






g(x)dx) with a sequence of points from the empirical
distribution of hit-and-run, under what conditions on f , g and the starting distribution, does
the estimated value approach the true value monotonically from below in expectation? We
observed such monotonicity when f, g are spherical Gaussians and f has higher variance
than g (Figure 5.9).
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CHAPTER 6
SAMPLING FROM METABOLIC NETWORKS
6.1 Background
Metabolic modeling is a subset of systems biology, a field of biology concerned with developing
mathematical and computational models for biological systems. We consider a metabolic network
to be a set of biochemical compounds known as metabolites and reactions that consume/produce
these metabolites. One method of metabolic modeling is through constraint-based analysis, which
enforces certain thermodynamic principles on the network, such as mass conservation, biologically
feasible extremal bounds, etc. Constraint-based analysis has proven a useful tool for analyzing
metabolic networks because of its amenability to large-scale models.
More precisely, we are given a biochemical network on m metabolites and n reactions. The
network is represented by a stoichiometric matrix S ∈ Zm×n. The stoichiometric matrix S is de-
fined so that each row of S corresponds to a metabolite, and each column corresponds to a reaction.
Thus S encodes each reaction and its associated input/output metabolites. If we examine a single
column, i.e. reaction, a negative coefficient corresponds to input and a positive coefficient corre-
sponds to production of a metabolite. Therefore, enforcing mass conservation of each metabolite
corresponds to selecting a vector v ∈ Rn such that Sv = 0, where vi is the relative rate of reaction
i.
Additionally, each reaction has an associated lower and upper bound on its reaction rate given
by vectors `, u ∈ Rn respectively. Therefore we seek solutions to the following system:
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Sv = 0 (6.1)
` ≤ v ≤ u
It is important to recognize that there are two types of reactions in (6.1): exchange reactions and
internal reactions. Exchange reactions represent input to or output of the system; these reactions
generally correspond to a column with a single±1, and all other entries 0. Internal reactions occur
entirely within the model. We enforce that internal reactions must conserve mass and charge, while
external reactions necessarily do not.
Our goal is to gain an understanding of the metabolic network, which we will do by analyzing
the solutions v ∈ Rn to (6.1). In general there will be many feasible solutions. The focus of this
paper will be on algorithms for sampling a random v which satisfies the model. A natural question
arises of what distribution to use for selecting a v. There are two main high-level approaches in
the current biology literature: biased and unbiased.
In biased sampling, we select an optimal flow, for some notion of optimality such as maximiz-
ing energy production of the system, which is commonly done using a linear objective function that
maximizes a certain small subset of reactions. Biased sampling is most beneficial for observing
the extremal behavior of the system. For simple organisms, e.g. bacteria, looking at the solutions
which maximize biomass are likely closer to reality than for the human metabolism. Additionally,
there is the added complexity of choosing how to bias the solution space.
For unbiased sampling, we seek to generate uniform, random samples from the set of all pos-
sible feasible solutions. If we generate enough random samples, then we can get a picture of the
entire solution space, which gives more information into the “typical” behavior of the system. Uni-
form sampling also allows useful statistics of the solution space to be computed, such as the mean,
variances, correlations, etc.
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As discussed later in this chapter, we will consider uniformly sampling a solution from the
entire space of feasible solutions to the above model, but one could potentially sample from a
different distribution imposed upon the solution space, e.g. a multivariate Gaussian distribution
restricted to the feasible set. Provided the desired target distribution we select is logconcave, we
can efficiently generate samples from it [10].
6.1.1 Previous Work
There has been recent work exploring the promising benefits and applications of randomized sam-
pling approaches for the analysis of metabolic networks [68, 50, 69, 70]. If the intrinsic dimension,
i.e. the dimension of the space after restricting to the full dimensional subspace, of the metabolic
network is small, say at most 20, then standard Monte Carlo methods can be adapted to efficiently
generate uniform random samples. But once we get to higher dimensions, we must instead use
more sophisticated geometric random walk algorithms.
In [68], they sample from the human red blood cell metabolic network, which has intrinsic di-
mension 11. They observe that decreasing the availability of pyruvate kinase, an important enzyme
for healthy red blood cells and commonly affected by genetic deficiencies, has a drastic effect on
reactions in the network. Further, they also observe that it significantly decreases the volume of
the solution space: reducing the amount of pyruvate kinase by a factor of 4 decreased the volume
by roughly a factor of 100. In [71], they examine the brain metabolism and use random sampling
to help identify genes and pathways that can explain the effects of Alzheimer’s disease on brain
cells.
In addition to observing marginal distributions, random samples can be used to analyze more
global behavior of the metabolic network. In [72], they observe, under various distributions, that
the distribution of reaction rates in the metabolic network obey a power law distribution.
To extend the sampling methods to moderately high dimensions, implementations of artificial
centering hit-and-run, which was based upon [73], have been developed for generating random
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samples from the set of feasible metabolic flows which experimentally appear to efficiently scale
to a few hundred dimensions [74, 75]. These sampling implementations have been successfully
used for for a wide variety of applications. In [74], they analyze the effect of disease and diet on
metabolic reactions in the human mitochondria and evaluate the potential of treatment options.
However, artificial centering hit-and-run has serious drawbacks, which we elaborate on in Sec-
tion 6.3. Namely, it is difficult to have confidence in the results, as artificial centering hit-and-run
is not known to converge to the uniform distribution, and there are no theoretical guarantees of its
rate of convergence/mixing time. Experimentally, it appears to only be an effective approach when
the dimension of the space is at most 100− 200.
6.2 Analyzing the Metabolism through Random Sampling
Suppose we had one million random samples v ∈ Rn from the set of feasible solutions to the
metabolic network. How do we use these samples to gain insights into the metabolic network?
One way is to look at marginal distributions, which give the probability distributions over a single
reaction. Directly examining the distributions of certain reactions can give concrete, quantitative
information about local behavior of the network. However, this essentially considers each reaction
to be independent from the others. Thus we can also look at correlations between sets of reactions
to evaluate the dependence among reactions.
Metabolic networks are complex and robust structures. Each random sample essentially gives a
“snapshot” of the metabolic network, where, say, we fix a time and observe the relative reaction rate
for each reaction in the network. However, we do not claim that randomly sampling the feasible
space will give a snapshot of reality, as we are working with a simplified model of the metabolism.
Nevertheless, the hope is that sampling can provide useful insight that other approaches cannot.
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6.2.1 Effect of Changes in External Environment
How does the change in an organism’s environment affect their metabolism? This change can
correspond to a variety of factors, including diet, diseases, drugs, genetics, etc. One way to reflect
these external factors in the model is by changing the bounds on the exchange reactions; recall
these correspond to input/output from the internal metabolic network. For example, in [74], they
observe the effect that diet and disease has on the marginal distributions of certain key reactions
in the human mitochondria, and evaluate the effect of various treatment plans for diabetes and
Ischemia on these marginal distributions. In general, we can observe the effect of any factors on
the network via random sampling of the model. So this method has the promising potential to
suggest drugs or other treatment of any disease, since we can observe the effect that these external
factors has on the diseased metabolic network.
We can also pose the following algorithmic question: can we efficiently determine how to
modify the lower and upper bounds `, u ∈ Rn, or even introduce new metabolic pathways [76],
to achieve the desired rates for certain key metabolic reactions? We can additionally consider the
inverse problem: given a set of changes to the model, how do we properly evaluate the change
to the entire system? Can we define an efficiently computable fitness function of a metabolic
network?
6.3 Computational Results
Most algorithms developed for uniform metabolic sampling [74, 75, 77] have been based on the
artificial centering hit-and-run (ACHR) algorithm [73], where they discuss the notion of “optimal
direction choice” for a random process. ACHR is a non-Markovian process that is designed to
ease exploration of a poorly structured set and serves as an approximation for this optimal direc-
tion choice. However, it has some important drawbacks. Namely, it is not known whether it con-
verges to the uniform distribution [73]. Here, we present a MATLAB implementation of coordinate
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hit-and-run with rounding (CHRR) that is compatible with the COnstraint-based Reconstruction
and Analysis (COBRA) toolbox [69]. A major difference with our approach is a preprocessing
step which allows us to use a much simpler Markov chain to explore the set of metabolic flows.
Rounding procedures have been used previously prior to sampling [78], but our approach achieves
significant improvements for both the quality of the rounding produced and the efficiency of the
sampling method (see supplementary methods Section 1). We gain inspiration and guidance from
the current state-of-the-art theoretical results for high-dimensional sampling ([LV3, LV2]), while
making small modifications which drastically improve efficiency in practice. We compare the
performance of CHRR with a comparable implementation of ACHR [69].
As with the implementation in Chapter 5, we also implement a rounding step. However, the
isotropy based rounding is prohibitively inefficient in high dimensions. In the case of metabolic
networks, our convex body is guaranteed to be a polytope, which can be used to avoid sampling-
based rounding. We round the polytope instead by computing the maximum volume ellipsoid
contained inside the polytope using the code of [79] and map this ellipsoid to the unit ball prior to
sampling the polytope. This ellipsoid is guaranteed to provide an n-rounding to the polytope in the
worst case [25], but, experimentally, rounding via the maximum volume ellipsoid performs better
than this worst case.
We compared the convergence time of CHRR to the COBRA toolbox implementation of ACHR
(Figure 6.1). We found that CHRR converged to a stationary sampling distribution in up to 730
times fewer steps than ACHR (Figure 6.1a) on 15 models with dimensions ranging from 24 to 2430
(see supplementary methods Section 3). Moreover, each step of CHRR was up to 10 times faster
than a step of ACHR (Figure 6.1b). Each step of CHRR uses only a small number of arithmetic
operations compared to ACHR, and this difference is only exaggerated as the dimension increases.
Thus the improved scaling cannot be explained by programmatic differences between the two
algorithms. These factors combined to give a 40-3500 fold speedup that tended to increase with
model dimension. The constraint-based models used to generate the data in Figure 6.1 are given
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in Table 6.1.
Table 6.1: Constraint-based metabolic models.
Name Metabolites (m) Reactions (n) Dimension (d = dim (Ω)) Reference
e coli core 72 95 24 [80]
iLJ478 570 652 59 [81]
iIT341 485 554 65 [82]
iAF692 628 690 79 [83]
iSB619 655 743 83 [84]
iHN637 698 785 88 [85]
iJN678 795 863 91 [86]
iJN746 909 1056 122 [87]
iAB RBC 283 342 469 130 [88]
iAF987 1109 1285 149 [89]
iYO844 991 1250 167 [90]
iAT PLT 636 738 1008 289 [91]
iSDY 1059 1890 2540 509 [92]
iJO1366 1805 2583 582 [93]
Recon2 v04 5063 7440 2430 [94]
We now outline the procedure used to generate Figure 6.1. Suppose we have a sequence of
points X1,X2, . . . , Xk from a convex body P = {x ∈ Rn|Ax ≤ b}, where each Xi is generated
from running CHRR for t steps in K. If CHRR has converged, then each Xi should be approx-
imately uniform from K. While exactly testing uniformity of the set of Xi’s is computationally
intractable, there are a variety of statistical tests which can detect the absence of convergence.
In our experimental tests, we declare convergence once the stream of points passes a chosen
set of statistical tests. It is possible that convergence is declared prematurely, and the points Xi are
very far from uniform. This fact serves as motivation to theoretically ground the high-dimensional
sampling algorithm as much as possible. For CHRR, we are at least guaranteed that the process
will converge to uniform given enough steps, and for hit-and-run, we have precise bounds on the
number of steps until convergence.
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Figure 6.1: A comparison between the convergence times of CHRR and ACHR for 15 constraint-
based models. (a) The number of steps until the walk passes the PSRF statistical test. ACHR did
not converge in 109 steps on 2 of the 15 models. (b) The computational time for each step of the
walk.
Convergence to a stationary sampling distribution was determined empirically by computing
the potential scale reduction factor (PSRF) [95] of the marginal sampling distributions for all re-
actions. To compute the PSRF, the set of samples is divided in half and each half is considered a
separate chain. The variance of the samples within each chain is computed as well as the variance
of the samples between the chains. A low PSRF indicates that these variances are close in mag-
nitude. The PSRF was computed with the MCMC Diagnostics Toolbox for MATLAB [96]. An
algorithm was said to have converged when the PSRF of all marginals was stable below 1.1.
6.4 Future Work
Now that we are equipped with an improved algorithm for randomized sampling that extends
to thousands of dimensions as opposed to hundreds, there are several intriguing computational
questions that arise.
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6.4.1 Similarity between Solution Sets
Another interesting problem, which could potentially be attacked using random sampling, is quan-
tifying the similarity between two metabolic networks. In the model we are considering, each
metabolic network is a high-dimensional polytope. We could directly compare marginal distri-
butions, which essentially treats the distribution as a product distribution, i.e. every dimension is
independent of the others. We could try to use a more global measure, such as computing a notion
of distance between the mean/covariance of the two models. The notion of similarity between
covariance matrices is well-studied, such as in [97].
Further, suppose we are given a labeled population of models, e.g. health/unhealthy, old/young,
male/female, etc. This problem can be viewed as a standard machine learning classification prob-
lem, where given a metabolic model as input, output the label of the model. However, in the
biological context, however, it is important to realize that the desired goal is not simply an accurate
classifier as understanding the underlying differences between the two populations is usually the
driving force of the computation. Randomly sampling from the metabolic networks provides us
with a set of points from each model, which could then be input to an appropriate machine learning
tool, such as an algorithm for learning a decision list, that could provide biological insight into the
differences.
6.4.2 Target Distribution
From what target distribution should we generate random samples? Two natural choices are op-
timizing a linear function over the feasible space, and uniform sampling from the entire space of
solutions. However, it is quite likely that the actual distribution is much different. Perhaps it is bi-
ased towards a few key reactions, and so we should consider a distribution which is skewed towards
these metabolites? Two natural choices to consider are exponential and Gaussian distributions,
both of which can be efficiently sampled from, but it is unclear if those more closely correspond to
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the biological reality. Exponential sampling can be viewed as an interpolation between biased and
unbiased sampling, where we weight the distribution towards an objective function.
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