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Section 1 
SUMMARY 
This study sought to establish the factors relating to on-board multispectral 
classification. The study was conducted in two parts. Part 1 reviews the 
functions implemented in ground-based image processing systems for current 
earth observation sensors. The sensors reviewed were the Multispectral 
Scanner (MSS), Thematic Mapper (TM), Return Beam Vidicon (RBV), and Heat 
Capacity Mapper (HCM). The functions required to produce imagery from each 
of these sensors are described in detail as implemented by the Master Data 
Processor (MDP). The MDP represents the first production system built for 
image processing. The MDP is installed and operating at the Goddard Space 
Flight Center (GSFC) in Greenbelt, Md. 
Part 2 of this study reviews the concept of classification and conceptually 
extends the ground-based image processing functions, discussed in Part 1, to 
an on-board system capable of multispectral classification. Eight separate 
on-board configurations, with varying amounts of ground-spacecraft inter- 
action, were evaluated. As a result of this evaluation, it is recommended 
that additional studies be undertaken to define the ground-space interface 
necessary for accomplishing on-board classification. Until this interface 
is better defined, classification can be best performed on the ground. The 
conditioning and selection of the image data to be classified can, however, 
be accommodated by the on-board system. 
As a result of this study, it is recommended that a criteria be developed for 
extracting sample segments of interest and that these data be further screened 
to select only those with an acceptable amount of cloud cover (less than 
50 percent). This would reduce the amount of downlixked data and provide 
a faster turnaround time. 
Section 2 
INTRODUCTION 
This report investigated the factors relating to on-board multispectral class- 
ification. A concise summary of the principal data characteristics, signifi- 
cant error sources, and end-to-end information flow for contemporary sensor 
programs, such as Multispectral Scanner (MSS), Thematic Mapper (TM), Return 
Beam Vidicon (RBV), and Heat Capacity Mapper (HCM), will be assessed as an 
integrated system to support ground-based, image-driven processes such as 
classification and to satisfy user requirements. Conceptual extensions of 
these functions to the spacecraft will be formulated as a planning aid to 
NASA. Thus, the study will extend the ground-based image data handling re- 
quirements of current earth observation systems to on-hoard implementations. 
Tables 1 and 2 summarize the scanning and RBV sensor characteristics. 
2.1 BACKGROUND 
3 
The Landsat satellite series is a research series of spaceborne remote 
sensors whose purpose is to test the feasibility of remote sensing and 
assess the economic benefits derived from remote sensing. In July 1972, 
NASA launched the first Earth Resources Technology Satellite (ERTS-l), 
since renamed Landsat-1, and a second satellite Landsat- was launched 
in January 1975. Landsat-l and -2 carried two kinds of sensors to 
detect and record sunlight reflected from the earth's surface in specific 
spectral bands: the Return Beam Vidicon (RBV) and the Multispectral 
Scanner (MSS). The RBV camera system consists of three independent 
television cameras, each sensing a different spectral band in the range 
of 0.43 to 0.83 pm, while viewing the same 185 by 185 km ground area. 
The RBV uses conventional lenses and shutters and vidicon for image 
scanning and storing prior to transmission of the image data to ground 
stations. 
The Multispectral Scanner consists of an oscillation mirror and an optical 
system that reflects and directs scene radiance into a solid-state detector 
array. The oscillating mirror continually scans a 185~km swath in a direction 
perpendicular to the spacecraft orbital track, while spacecraft motion pro- 
2 
r 
Table 1. Scanner Characteristics 
Function Landsat-C Landsat-D 
Instantaneous Field of View 
Mirror Scan Rate (Hz) 
Scan Lines/Oscillation 
Field of View (Scene) (Km) 
Spectral Band Range ( m) 
Sampling Interval ( set) 9.95 9.75 
Sample Word Length, Input/Output @its 617 818 
Samples per Line 2340 6167 
Lines per Band 2340 6167 
Scan Period (msec) 73.42 
Samples/Res. Element 1.4 
Active Scan (mscc) 33 
Information/Band (Bits) .46x108 
Information/SC (bits) 2.3~108 21 
Number of Detectors 26 
Spatial Resolution (m) 79 
140.49 
1 
59.g7 
.3x10 
1.9x109 
100 
30 
MSS 
0.086 
13.62 
6 
185 
4 0.5-0.6 
5 0.6-0.7 
6 0.7-0.8 
7 0.8-1.1 
8 10.4-12.6 
TM 
0.0426 
7.12 
16 
185 
0.45-0.5 
0.52-0.6 
0.63-0.68 
0.76-0.90 
1.55-1.75 
10.4-12.5 
0.83 
14 
1 
700 
Thermal IR. 10.5-12.5 
Visible 0.5-1.1 
9.2 
818 
1500 
1500 
71.43 
1 
2 
500 
"Daytime only 
?/Full bands 
Table 2. Comparison of Landsat-C/RBV with Landsat-l and -2/RBV 
Item Landsat 1 and 2 Landsat-C 
Number of Cameras 
Ground Coverage/Frame 
Ground Coverage/Camera 
Spectral Coverage 
Readout 
Nominal Exposure Time 12 ms 
Cycle Time 25 set 
Video Bandwidth 3.2 MHz 
Realtime (Total) 3.5 set 
Three 
185x185 km 
185x185 km 
Camera 1: 475-575 mu 
Camera 2: 580-680 mu 
Camera 3: 690-830 mu 
Staggered for 2 Cameras 
TWO 
183x98 km 
98x98 km (nom) 
Each Camera 
505-750 mu 
Staggered for 
2 Cameras 
5.6 ms 
12.5 set 
3.2 MHz 
3.5 
vides the along-track sweep. Six scan lines are simultaneously swept in 
each spectral band with one mirror oscillation. The detectors subtend an 
instantaneous field of view (IFOV) on the ground 79 meters on a side; their 
outputs are in digital form for transmission to ground stations. Four spec- 
tral bands are covered: 0.5 to 0.6, 0.6 to 0.7, 0.7 to 0.8, and 0.8 to 1.1 pm. 
A third satellite, Landsat-C, was launched March 1978. Landsat-C carries a 
five-band MSS, a two-camera high-resolution RBV system, and uses an improved 
digital ground system, the Master Data Processor (MDP). The fifth MSS band 
is in the far infrared covering 0.4 to 12.6 /*m and has a 240-meter resolu- 
tion compared to 80 meters for the other bands. The RBV system for Land- 
sat-C contains two identical cameras that operate in the spectral band 
0.50 to 0.75 pm, with a factor of two improvement in ground resolution 
(40 meters). The two cameras are aligned to view adjacent nominal 98 km 
square ground scenes with a 14 km overlap, yielding a 183 x 98 km scene 
pair. Two successive scene pairs will nominally overlap each MSS frame. 
A number of cost benefits have already accrued from Landsats-1, -2, and-C 
in such diverse applications as: 
a. 
b. 
C. 
d. 
e. 
f. 
g. 
Mapping agricultural land use 
Monitoring worldwide food productivity 
Monitoring rangeland 
Surveying forest resources 
Managing critical watersheds 
Detecting land use changes 
Oil/mineral explorations. 
4 
1-.-.1--11. 
The success of the Landsat series has generated a desire for even better 
spatial and spectral resolution leading to Landsat-D. 
Landsat-D is scheduled for a March 1981 launch. This spacecraft will be 
based on NASA's new Multimission Modular Spacecraft (MMS) and will carry a 
Thematic Mapper (TM), and a Multispectral Scanner (MSS). 
The MSS will be the same sensor as that carried on Landsat-C. The TM repre- 
sents an evolutionary improvement of the MSS and provides several significant 
capabilities. The spatial resolution on the ground has been reduced to 30 
meters (compared to 80 meters for the MSS) allowing radiances to be measured 
for areas (pixels) less than one-sixth the size of the MSS. The TM will 
incorporate six spectral bands (with the capability for a seventh) sensitive 
to wavelengths in the 0.45 to 1.75 pm (not including the 10.4 to 12.5 pm 
thermal band). The TM consists of an oscillating mirror and optical system 
(similar to MSS), with improved radiometric sensitivity. The sensitivity 
has been improved by reducing the signal-to-noise characteristic of the 
solid-state detector array and increasing the levels of digital quantization. 
Sixteen scan lines are simultaneously swept in each spectral band with one 
mirror oscillation. The detectors subtend an instantaneous field of view on 
the ground, 30m on a side, with their outputs in digital form for transmis- 
sion to ground stations. 
Heat Capacity Mapper Mission (HCMM) is the first of a series of low-cost, 
modular-design spacecraft built for the Applications Explorer Missions (AEM). 
This mission was designed to allow scientists to determine the feasibility of 
using day-night thermal infrared remote sensor-derived data for: 
a. Discrimination of various rock types and possibly locating 
mineral resources 
b. Measuring and monitoring surface soil moisture changes 
C. 
d. 
e. 
f. 
Measuring plant canopy temperatures at frequent intervals to 
determine transpiration of water and plant stress 
Measuring urban heat islands 
Mapping surface temperature changes on land and water bodies 
Deriving information from snow fields for water runoff prediction. 
HCMM data will be correlated with data received from other satellites, espe- 
cially Landsat, and with ground observations, to provide a better insight into 
detecting temporal temperature variations of the earth's surface. The AEM-A 
(HCMM),was successfully launched April 25, 1978 and is currently providing 
valuable information. 
The orbit for the HCMPI will permit the measurement of near maximum and mini- 
mum surface temperatures occurring during the diurnal cycle which is about 
11:30 p.m. and 2:30 a.m. in the middle northern latitudes. From the nominal 
orbit altitude of 620 km (385 mi.), the spatial resolution of the visible and 
thermal infrared radiometer channels will be approximately 500 by 500 meters. 
The ground swath of data coverage along the track will be 700 km wide. 
The nearly polar sun synchronous HCIYM orbit will cover every area of the 
earth's surface between 85 degrees north latitude and 85 degrees south at 
least once during the day and once during the ncght within a 16-day interval. 
Both day and night passes over selected areas within 12 hours will repeat at 
5- or 16-day intervals, depending on the latitudes of the areas. The areas 
between 20 degrees and 32 degrees latitude (north and south) will receive 
only 36-hour day/night coverage. 
Table 3 summarizes the characteristics of the Landsat family and HCMM. 
Table 3. Characteristics of Landsat Family 
Number of bands 
Resolution, m 
Data availability 
Global coverage, days 
One satellite 
Two satellites 
Pointing accuracy, deg 
RMS pointing rate, deg/sec 
Design life, years 
Landsat-l and -2 
4 
80 (MSS) 
80 (REW) 
NA 
18 18 
9 9 
0.7 0.7 
0.002 0.002 
1 1 
Landsat-C Landsat-D HCMM 
5 6 or 7 
80 (MSS) 30 (TM) 
40 (RBV) 80 (MSS) 
NA 2-4 days 
16 
8 
0.01 
(lo-9 
3 
2 
500 
NA 
5-lb* 
NA 
+l(P,R),+2(y) - 
.Ol 
1 
*Depends on latitude 
The sensors currently aboard spacecraft for earth resources survey permit 
large portions of the earth to be sensed rapidly. These multispectral scan- 
ners have fine spectral and spatial resolution with typical average data rates 
from 10 to 100 megabits/set. Clearly, there is a need for processing scanner 
data aboard a spacecraft as a means of reducing the peak and average loads of 
data to be transmitted to the ground; the data storage requirements on the 
ground; and also the number, size, and cost of processing systems on the ground. 
Most of this past effort in the field of earth resources data processing has 
been research oriented. Earth resources imagery has been provided by NASA 
to a number of researchers who have processed the data in various ways to 
determine what, if any, useful information could be extracted from the given 
images. These experiments have demonstrated that useful information can 
indeed be extracted from the multispectral scanner imagery of the earth's 
surface, but only as an after-the-fact analysis. The present minimum time 
from the acquisition of data in the United States, of the United States, to 
the delivery of that data to an investigator is about 3 weeks. The same 
minimum time, where the data is to be purchased from the EROS Data Center 
7 
- 
in Sioux Falls rather than be shipped to the investigator by NASA, is on 
the order of 2 months. This turnaround time has had a serious impact on the 
experimental program in NASA, especially agricultural investigations where 
the desirable time from acquisition to delivery to the analyst is 24 hours. 
Due to the much higher sensor data rates and need for faster data turnaround, 
it is anticipated that during the 1980-1990 decade earth resources spacecraft 
will be designed and flown for specific purposes, i.e., to monitor severe 
weather systems, to monitor water pollution, to survey and monitor world 
food production, etc. In these applications it may be more cost-effective 
to process the data on-board the spacecraft and transmit the data products 
directly to the users rather than transmit the raw data to a ground processing 
station for generating the data products and then distributing the data 
products to the users via another spacecraft system. 
This report reviews the current ground processing approach implemented by 
NASA for generating user desired data products. The functions now imple- 
mented at the ground and required for conditioning image data such that the 
data can be accurately classified is assessed relative to an on-board proces- 
sing system. On-board processing configurations are presented and compared. 
2.2 SCOPE 
Subsection 3.1 is a general overview of Landsat image processing currently 
performed by NASA. Subsection 3.2 outlines the functional data flow for the 
TM and MSS scanning sensors as implemented by an MDP-like processing con- 
figuration for Landsat-D. Subsections 3.3 and 3.4 describe the functional 
data flow for the RBV and HCM sensors as implemented by the MDP. Subsection 
3.5 is an analysis of the expected geometric correction/temporal registration 
errors for the TM, MSS, and RBV sensors. Subsection 3.6 outlines the prob- 
lems associated with classifying image data and presents and analyzes eight 
on-board processing configurations, each implementing classification with 
varying degrees of complexity and accuracy. Section 4 presents the conclu- 
sions and recommendations of the study. Appendixes A through D document 
supporting studies used to analyze the eight on-board configurations of sub- 
section 3.6. 
The author acknowledges the contribution of Mr. Jerome Shipman of IBM for the 
preparation of Appendixes B and C. In addition, Charlene Jones contributed 
to Appendix B by developing the AF'L simulation of the error analysis. Special 
thanks go to Mr. Ralph Bernstein, Mr. Dal Ferneyhough, Jr., Mr. Kim Seward, 
and Mr. George Brechling of IBM-Gaithersburg FSD as well as Mr. Stan Wheeler 
of IBM-Houston FSD for their helpful suggestions and productive discussions. 
This contract was monitored by Dr. Harry F. Benz of NASA-Langley. The author 
wishes to thank him as well as Mr. William M. Howle and Mr. Charles Husson, 
also of NASA-Langley, for their guidance and support during this contract. 
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Section 3 
DIGITAL IMAGE PROCESSING OF EARTH OBSERVATION SENSOR DATA 
3.1 GENERAL OVERVIEW 
A proper understanding of the Landsat image processing functions 
currently performed by NASA is necessary background information for 
properly assessing those functions capable of on-board implementation. 
Figure 1 illustrates the current Landsat data acquisition/processing/ 
dissemination system. The ground receiving site equipment accepts the 
wideband video data from the Landsat spacecraft, decodes, formats, 
and records it onto wideband video tapes (WBVT) for transmission to 
Goddard Space Flight Center (GSFC) at Greenbelt, Maryland. 
Video 
WBVT 
Corrected or ED’PS U%er 
Uncorrected Products 
Uncorrected Tape With 
Tape Parameters HDT 
HDTF HDT~or~ HDT 
EDC 
MSS Master Digital 
Pre Data Image 
Product 
PrOCeSSOr CCT POXeSSOr 
Generation Film 
IMPPI (MDP) 
CCT Processing 
System 
System 
0 Data Reception 
0 Tape Recording 
l Error Detection 0 Radiom, Calib. 0 Quality Assess. 0 HDT Duplic. l-l 
0 Editing 0 Radiom. Correct. 0 Cloud cover Assess. 0 CCT Generation 
0 Oualitv Assess. . GCP Proc. l Formatting 0 Film Recording 
l Cloud Cover Assess. 0 Geom. Correct. . Enhancement 
0 Reformat (Line) l Temporal Regist. 
0 HDDT Recording l Resampling 
l Formatting (Band) 
l Proc. Select. 
. HDT Record. 
Fairbanks, Alaska NASA/GSFC, Greenbelt. Maryland 
Goldstone, California I 
I DOIIUSGS EROS Data Cmter, sioux Falls, SD 
I 
Greenbelt, Maryland 
I I I 
Figure 1. Landsat Data Acquisition/Processing/Dissemination System. 
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The wideband video data is processed within the Image Processing 
Facility (IPF) at Goddard. The IPF uses two subsystems for processing 
MSS data: MSS Preprocessor (MPP), and Master Data Processor (MDP). 
The MPP performs a quality screening and assessment of the MSS WBVT. 
Other functions performed include: a display of any selected band of 
MSS data to perform cloud cover assessment, reformatting of the sensor 
data from band-interleaved-by-pixel (BIP) to band-interleaved-by-line 
(BIL), and recording of selected scenes on high-density tape (HDTF). 
Radiometric calibration data are also extracted and recorded on the 
HDTF but not applied to the data. The MDP radiometrically and geo- 
metrically corrects Landsat image data and generates two types of HDTs: 
the fully corrected (radiometrically and geometrically) high-density 
digital tapes (HDTp); and a standard uncorrected high-density tape 
(HDTA) with radiometric corrections applied and geometric error co- 
efficients added to the header but not applied to the data. Ancillary 
data necessary for correcting the image data will be input on computer 
compatible tape (CCTs). 
The MDP output data tapes will be supplied to the EROS Data Center 
(EDC) at Sioux Falls, South Dakota, for product dissemination to 
various users. The primary functions of the EDC are data storage, 
reproduction, dissemination, and user assistance and training. User 
products include HDT, CCT, film, and reports. 
The remainder of this section will describe in more detail functions 
as implemented within the MDP. The MSS, Return Beam Vidicon (RBV), 
and Heat Capacity Mapper (HCM) are currently implemented by the MDP. 
The Thematic Mapper (TM) will not be implemented by the MDP; however, 
the processing of TM data will be described relative to the procedures 
currently used for processing MSS data. 
3.2 MSS AND TM FUNCTIONAL DESCRIPTION 
Figure 2 illustrates the data processing functional flow for the TM 
and MSS sensors as envisioned for Landsat-D. The functions to be 
described are currently being implemented by the MDP for the MSS. 
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Figure 2. TM and MSS Data Processing Functional Flow. 
Functions unique to the TM will be described relative to implementa- 
tion by the MDP. 
Whereas the sensor data from Landsats-1, -2, and -C were processed by 
two separate subsystems, the MPP and the MDP, the processing of Land- 
sat-D sensor data will combine these two subsystems into one. 
As shown in Figure 2, sensor data is read from HDT, reformatted 
(BIP to BIL for TM; BIP to BSQ for MSS), and stored on disk. As the 
data is being reformatted, selected data segments are extracted by the 
preprocessor for cloud cover evaluation and data quality assessment. 
Because this information must be appended at the front of a scene 
(prior to the image data), the disk storage provides a time latency 
to allow the computation of this appended information. 
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Ancillary data necessary for radiometrically and geometrically cor- 
recting the image data includes the following: 
a. Tracking station ephemeris and spacecraft performance 
data at specified time intervals contained on the 
Ancillary Data Tape (ADT). 
b. Calibration, quality, line length, and spacecraft time 
(scan line identification) data contained on the image 
data tape. 
C. Geodetic and relative control point data from a Control 
Point Library. 
d. World Reference System (WRS) frame parameters including 
output projection parameters, and related tick marks. 
Radiometric calibration data is extracted from the incoming data, 
stored, and processed to generate the coefficients required for 
radiometric correction of the image data. Ground Control Point (GCP) 
search areas (subimage areas known to contain GCPs) are extracted 
from the reformatted image data and stored. These search areas are 
then correlated with the GCP window area (digital images of the GCP) 
taken from the GCP library (stored on disk) built from previous 
coverage of the ground area in question. Prior to the correlation, 
the search area image data will be radiometrically corrected and 
adjusted for high-frequency effects (line length and earth rotation). 
Note that the process of locating search areas within the image data 
(GCP processing) cannot begin until radiometric coefficients are 
available. 
The computed GCP locations and ancillary data from the ADT are inputs 
to the Geometric Error Modeling (GEM). The GEM (using Ground Control 
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Point locations) provides the attitude and altitude coefficients to 
map the image data from input space to output space. Space-to-Space 
Mapping uses the accurate input-to-output space transformation from 
GEM in conjunction with an implicit output-to-input space transforma- 
tion (dependent on the map projection) to produce an accurate, ex- 
plicit transformation of output space to input space. The Geometric 
Interpolation takes the matrix grid of points from Space-to-Space 
Mapping and interpolates between them to provide inputs for resam- 
pling. These grid points will be computed on a scene-by-scene basis, 
necessitating at least a one-scene delay between input from the 
processor and output to tape. 
The resampling grids, assessment of scene cloud cover, and scene 
quality will be output to tape prior to the radiometrically corrected 
image data. After ancillary data to tape is written, the reformatted 
image data is read from disk, radiometrically corrected using the 
computed ratiometric calibration coefficients, and written to tape. 
This merged ancillary and image data represents the partially pro- 
cessed output. Scenes are read from the HDT containing the partial- 
ly processed image data, reformatted from BIL to BSQ, and stored on 
disk. A minimum of one scene will be output to disk prior to re- 
sampling. The image data is then read from disk and resampled. The 
resampled image data is merged with the tick mark and annotation 
data and written to an HDT as the fully processed output. 
Each of the functions shown in Figure 2 (excluding preprocessing 
functions) will be described in greater detail in the following 
sections. 
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3.2.1 Data Reformatting 
As the scanning sensor orbits the earth, it scans the ground in 
swaths perpendicular to the direction of the spacecraft track as 
shown in Figure 3 for the MSS. The scan rate is determined from the 
velocity of the subsatellite ground point, IFOV size, and number of 
ground lines imaged each scan of the scanning mechanism. From this 
scan rate, the width of the swath scanned in the cross-track direction, 
IFOV size, and scanner efficiency--the "dwell time" of each IFOV is 
determined. The dwell time represents the maximum permissible time 
between successive samples of the sensors. 
LANDSAT MULTISPECTRAL SCANNER 
/ 
SPACECRAFT 
TRAVEL 7 
/ 
Figure 3. MSS Scanning Arrangement. 
Each sample must be sampled once per dwell time (more if any over- 
sampling is required), and the resulting data formatted for ground 
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transmission along with synchronization, telemetry, and any required 
overhead information. These data are downlinked to the ground and 
recorded on high-density tape (HDT) at a bit rate determined by the 
previous parameters. 
These data are read into the ground processing system at a rate com- 
patible with the available processing time. This rate will be con- 
siderably less than the realtime rate. Keep in mind that for on- 
board processing the data must be either processed or stored at the 
rate the sensor is creating data. 
The downlink data are in a band-interleaved-by-pixel (BIP) format as 
sampled on board the spacecraft. Depending upon the output product, 
the data is reformatted to either band-interleaved-by-line (BIL) 
format or the band sequential (BSQ) format. Examples of these formats 
for the MSS are shown in Figure 4. 
Figure 4. MSS Data Formats.. 
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Currently, the input image data to the MDP for MSS processing consists 
of either unprocessed image data in a BIL format or partially processed 
image data (pixels radiometrically corrected only) in a BSQ format. 
The BIP to BIL reformatting is accomplished in the MSS preprocessor 
(MPP). Output image data from the MDP (partially processed and fully 
processed) are in BSQ format. 
The processing system for Landsat-D will combine the current preproces- 
sor and MDP functions. The reformatting function is, therefore, depen- 
dent upon the sampling sequence utilized for the two scanning sensors- 
TM and MSS. The following two subsections will describe the processes 
involved in reformatting (BIP to BIL) the TM and MSS sensors. 
3.2.1.1 MSS Data Reformatting 
Image data from the MSS sensor is sampled as shown in Figure 5. The 
reflected energy for the four visible bands is incident on six detectors 
per band (A through F), while in band 8 (not shown), the emitted 
energy is incident on two detectors. As shown, the physical dimensions 
of the light pipe array represent a spatial misregistration between 
bands that must be accounted for during the processing of the data by 
the MDP. Within a spectral band, there is also a time delay between 
the outputs of detector A and F due to sequentially sampling the 
detectors. This is also accounted for by the MDP. These 26 channels 
are input to a multiplexer which samples, A/D converts, and multiplexes 
these data in a serial digital stream together with sync, time code, and 
internal calibration data. The MSS multiplexer data format is shown 
in Figure 6. These data are formatted into minor frames as shown with 
the minor frame sync and sensors 25 and 26 sequentially sampled and 
mixed into the 25th channel. Each minor frame consists of 150 bytes 
(25 samples x 6 pixels/sample x 1 byte/pixel) 
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Figure 5. MSS Light Pipe Array and Detector Sampling Sequence. 
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Figure 6. MSS-Multiplexed Data Format, 150-Word Minor Frame. 
18 
One sweep of the MSS sensor produces 6 lines x 4 bands x 3300 pixels/ 
line/band x 1 spacecraft byte (visible bands) plus 2 lines x 1 band x 
1100 pixels/line/band x 1 spacecraft byte or 81.4K bytes. The MSS 
sensor is unidirectional, as shown in Figure 7, with image data gener- 
ated only for the West to East scan. During the mirror retrace 
period (the East to West scan), calibration data is collected. 
Figure 7. Ground Scan Pattern for a Single MSS Detector. 
The complete sweep can be buffered and then output in BIL format by 
reading from the buffer every 25th byte. This allows the image data 
to be output in pixel order yet band-interleaved-by-line. If the data 
is required in BSQ format, each sweep will be written to disk such 
that sequential lines for a given band will be contiguous on disk. 
3.2.1.2 TM Data Reformatting 
Whereas the MSS data is sequentially sampled, the TM sensor simul- 
taneously samples all odd detectors and then all even detectors there- 
by eliminating the time delay occurring with sequential sampling. As 
shown in Figure 8, the odd and even detectors for a band are separated 
physically by an amount equivalent to 2.5 pixels. The sampling of the 
odd and even detectors is separated in time by an amount equivalent to 
0.5 pixel. This results in a two-pixel equivalent shift between the 
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Figure 8. Detector Array Geometry. 
odd and even detectors accountable during data processing. A spatial 
misregistration again occurs between bands equivalent to 25 pixels, 
also accounted for during data processing. Figure 9 illustrates the 
TM multiplexed data format. The reflected energy for 6 visible bands 
is incident on 16 detectors per band, while in band 6 (IR), the emitted 
energy is incident on 1 detector. These 97 channels are input to a multi- 
plexer which samples, A/D converts, and multiplexes these data in a serial 
bit stream together with sync, telemetry, and internal calibration 
data. Each minor frame of image data consists of 102 bytes-96 visible 
band samples, 1 IR band sample, 1 telemetry, and 4 sync. 
One sweep of the TM sensor produces 16 lines x 6 bands x 6240 pixels/ 
line/band x 1 byte/pixel plus 4 lines x 1 band x 1560 pixel/line/ 
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Figure 9. Thematic Mapper Multiplexed Data 
Format-102-Word Minor Frame. 
band x 1 byte/pixel or 600K bytes of data. This represents a large 
amount of buffer storage prior to any reformatting. The TM sensor 
is bidirectional, as shown in Figure 10, allowing data to be taken on 
both the forward and reverse portions of the scan cycle. However, 
when data is acquired during both the forward and reverse scans of an 
oscillating scan mirror, scan swaths which are contiguous at the nadir 
will underlap and overlap at mirror reversal due to spacecraft motion 
along the ground track. This underlap and overlap can be removed by 
the addition of another mirror system resulting in the corrected scan 
pattern, shown at the bottom of Figure 10, with parallel, contiguous, 
scan lines. Note, however, that the order of the pixels have been 
reversed during the reverse portion of the scan. These pixels must 
be reordered at some point during the processing such that, following 
reformatting, all pixels are in proper sequence. 
21 
SPACECRAFT TRAVEL 
c SCAN 
I ACTIVE SCANS I PERlOD 
59.7 ms 
al UNCOMPENSATED I 
b) CORRECTION FOR ORBITAL MOTION 
16 RFOVr 
--It-- 
TURNAROUND 10.5 mr 
cl COMPENSATED 
Figure 10. Scanner Ground Patterns. 
As previously mentioned, one complete sweep of TM data requires 600~ 
bytes of buffer storage. Reducing the size of the buffer can be 
accomplished by reformatting partial lines for output to disk. The 
partial lines are assembled on disk to form the full lines. The choice 
of buffer size prior to the reformatting must be based on a balance 
between maintaining a high transfer rate of formatted data to disk 
while minimizing the buffer storage. 
The image data is repeatable such that after accessing every 102 
bytes of data, the sensor will output the next contiguous pixel from 
the same line and same band. Accessing every 102nd byte of data from 
the image buffer will place all pixels in a line in ascending order. 
If the image data did not have to be reformatted, but could be 
processed in the BIP sensor format, the buffers required to hold data 
prior to reformatting could be reduced in size, and the sensor data could 
be processed in realtime. Appendix A reviews, in detail, the storage 
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requirements necessary to reformat data from BIP to BIL for radiometric 
correction and then from BIL to BIP for classification. 
3.2.2 Radiometric Calibration 
The function of radiometric data calibration is to compute coefficients 
necessary to adjust the intensity data of each detector. This adjust- 
ment is designed to remove both detector-to-detector response dif- 
ferences and time variations of any particular detector's response. 
It is defined by specifying gain and bias coefficients for each 
detector in each band; these coefficients are subsequently employed in 
radiometric correction processing. 
Radiometric calibration for the TM and MSS scanning sensors occurs 
in four phases: 
a. A prelaunch calibration of the detectors and the in-flight 
calibration system 
b. Intensive postlaunch observations 
C. In-flight periodic detector calibration 
d. Sun calibration. 
Prior to launch, test calibration sources are carefully calibrated 
against primary radiance standards. The test calibration sources 
are then used to determine the response curve (gain and bias) for each 
detector. This information is used to measure the performance of the 
in-flight calibration system (radiance levels and detector shading 
factors). 
The data base of temperature-dependent calibration coefficients, 
resulting from this prelaunch testing, initializes the radiometric 
correction process. Immediately after launch which extends for 3 
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weeks, the detectors are monitored closely to determine any apparent 
changes in output from prelaunch performance. Once the postlaunch 
performance of the sensor system has stabilized, the in-flight cali- 
bration system is used to generate one or two calibration values for 
each detector at periodic intervals. This in-flight radiometric 
calibration process is shown in Figure 11. The calibration data must 
be subjected to heavy smoothing in the hypothesis testing to reduce the 
random noise components. Both the sensor temperature and channel gains 
and biases are smoothed. Only when a definite trend is noted along 
with a significant change from data base values will any changes be 
made to the data base recorded gain and bias terms. 
Sun Calibration 
Data 
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+ Shading Factors - 
And/Or Gamr 
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4 Factors - 
____--- ---- 
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Change 4-- Band Average 
Occurred? Light Levels 
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- Ch. Gains 
m---------e 
Ch. Bias 
Figure 11. In-Flight Radiometric Calibration, 
At periodic intervals after launch, solar observations are used to 
measure the performance of the in-flight calibration system. If the 
observations indicate that a change in the internal light source has 
occurred, the radiometric coefficients are adjusted appropriately. 
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3.2.2.1 MSS Radiometric Calibration For Landsats-1,-Z, and -C 
During every mirror retrace period, the radiance from the earth scene 
is blanked out by a mechanical shutter. The individual sensors in 
bands 4 through 7 (visible bands) are exposed every other mirror 
retrace to a rotating variable density wedge optical filter illuminated 
by an on-board calibration lamp as shown in Figure 12. Band 8 
detectors (IR Band) are exposed to temperature references during 
alternate mirror retraces when bands 4 through 7 are not being cali- 
brated. The resulting calibration data wedge is introduced into the 
video data stream. The nominal shape of this wedge is shown in Figure 
13. 
Q 
Incandescent 
Lamp 
Detector 
Variable Density 
Neutral Density Filer 
Figure 12. Calibration Apparatus. 
Calibration Voltage 
Figure 13. MSS In-Flight Calibration Data for Landsats-1,-Z and -C. 
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From preflight calibration tests, during which the MSS detectors were 
used as transfer devices between a standard radiance source and the 
MSS internal calibration lamp, the radiance at selected calibration 
word counts and the maximum radiance to be assigned to each spectral 
band were determined. During flight, a threshold value is detected on 
the increasing portion of the calibration wedge. Then six calibration 
values, shown in Figure 14, located a fixed number of words past the 
threshold value are determined. These six values, from each detector, 
are fit with a six-point regression analysis according to equations 
(1) and (2) where the Vi are the calibration values and C., Di are 
1 
regression co-coefficients. 
6 a= c c;v; (bias coefficient) (1) 
i=l 
b= 6 
c D;V; 
i=l 
(gain coefficient) (2) 
Vi Values 
100% 
Ii c-k 
1% Point 
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0% 
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- -900 Words 
Figure 14. Nominal MSS Calibration Wedge Output. 
The Ci and Di values are precomputed from preflight radiance values 
and stored in a table lookup. There are 12 coefficients (Ci, Di, 
i=l,---6) per detector for bands 4 to 7 for low gain mode or 24 sets 
(4 x 6) of coefficients per detector. Bands 4 and 5 have an addi- 
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tional set of C's and D's for high gain mode or 12 additional sets 
(2 x 6) of 12 coefficients. 
Due to the presence of noise on received calibration data, the "a" and 
"b" values are smoothed by equations (3) and (4) 
bs(n) = bs(n-1) + W(n) * b(n) -bs(n-1) (3) 
as(n) = as(n-1) + W(n) * a(n) -as(n-1) (4) 
where n = sequential number of scanlines/swath 
b(n), a(n) = latest value of b and a 
bs(n-l), as(n-1) = previous smoothed values of b and a 
bs(n), as(n) = new smoothed values of b and a 
W(n) = $i 
for n = 0 to 15 
W(n) = & for n >16 
This filtering is maintained for an entire image swath, i.e., n is not 
reset to 1 at the beginning of each scene. 
The gain and bias coefficients are computed in equations (5) and (6) 
(5) 
B= -Vmax as - A 
M bs (6) 
where V 
max = maximum pixel value (127 for bands 4, 5, and 6, 63 for 
band 7) 
M & A = value for each band, for each detector by scene from 
the ADT. These values are used for the input image 
frame data. 
Thus equation (7).becomes Ic = GI f B 
where I 
C 
is a radiometrically corrected pixel output. 
(7) 
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Bands 4 and 5 can be operated in either of two modes: low gain and high 
gain. They can be switched, by ground command to the spacecraft, from 
one mode to the other independently (e.g., band 4 could be low gain 
while band 5 is high gain). Bands 6, 7, and 8 can operate in one gain 
mode only. The gain mode of bands 4 and 5 is made available on the 
ADT. 
Thus far, it has been assumed that the internal MSS calibration lamp 
emits constant radiance for the life of the spacecraft. In reality, 
lamp radiance is likely to exhibit a long-term drift. Provision has 
been made to monitor calibration lamp versus sun radiance on a once 
per orbit basis. In this technique, an image of the sun is recorded 
and the resulting detector output observed. Any overall drift in 
detector outputs may be attributed to changes in internal calibration 
lamp radiance. The drift can be accommodated by altering a scale 
factor. 
Let KS represent the updated sun coefficient. KS is calculated by 
comparing the most recent sun calibrated voltage with the initial 
sun calibrated voltage. KS is given by equation (8) 
1 
KS m = 
(Vc) sun 
(Vc)msun 
where (Vc)'sun = initial value of calibrated sun voltage at launch 
(Vc)Msun = value of calibrated sun voltage for the M 
th sun 
calibrated run 
The corrected detector output is given by equation (9) 
I1 
C 
= KsIc= KS (GI + B) 
On Landsat-1, reliable sun calibration data could not be obtained be- 
cause the sun imaging optics were apparently fogged by contaminants 
28 
released from nearby spacecraft components. The problem was rectified 
on Landsat-2. Sun calibration data is in operation use for Landsat-C. 
For Landsat-l and -2, KS equals 1. 
Exper ience with the MSS on Landsats-1, -2, and -C has shown that the 
major diff iculty in establishing correct calibrat ion factors prior to 
launch results from inaccuracies in ground test equipment. This 
experience on MSS has resulted in several iterations of improvement 
that will be applied to the MSS and TM sensors for Landsat-D. 
3.2.2.2 MSS Radiometric Calibration for Landsat-D 
As with the original MSS, the MSS for Landsat-D contains an internal 
calibration system and sun calibration system for detecting changes 
in radiometric performance. The MSS-D uses redundant incandescent 
lamps (MSS original, 1 lamp) and a neutral density grey wedge (MSS 
original, a variable neutral density grey wedge) to produce a continu- 
ous spectrum of light levels for calibration of the visible bands 
(bands 1 through 4). The IR band (band 5) thermal detectors are 
calibrated using the shutter ambient temperature and a hot reference 
black body. 
The shape of the grey wedge intensity profile is shown in Figure 15. 
A threshold crossing of grey level 32 is the time base from which all 64 
Figure 15. MSS-D Calibration Wedge Output. 
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grey levels in the wedge are measured. Typically, 8 or more levels 
are used for least square fitting the gain slopes in updating the 
prelaunch gains and biases. The MSS original utilized a six-point 
regression analysis to update the prelaunch gains and biases. 
The remaining portion of the radiometric calibration processing (data 
smoothing and sun calibration) remains the same as that previously 
described for the MSS original. 
3.2.2.3 TM Radiometric Calibration 
The TN internal calibration system uses three incandescent lamps 
singly and in combinations to produce seven less,than full-scale 
levels in the visible bands (bands 1 through 5). These seven levels, 
plus the dark current zero level provide the means for measuring gain 
slopes and biases for each channel. The IR band (band 6) receives 
two temperature references from the internal calibration system. One 
is a hot reference black body, and the other is an ambient temperature 
black body patch on the shutter. These two temperatures are precisely 
measured and telemetered so that gain slopes and biases can be calcu- 
lated for each of the four thermal channels. 
During system acceptance testing, all seven calibrated internal light 
levels will be used to establish optimized least squares fit of the 
gain slopes and biases. After initial checkout in orbit, at most two 
levels will be needed to update gains repetitively during any single 
orbit. The need for bias updating should be all but eliminated 
based on MSS experience which indicated that silicon detectors are 
extremely stable and linear over years and over expected operating 
temperatures. The proposed scheme for TM radiometric correction will 
be to use the postlaunched-checked, acceptance test-derived set of gain 
and bias correction factors and to adjust these as necessary by 
hypothesis test, using calibration data from the internal sources and 
telemetered focal plane temperature data. The overall gain slopes and 
biases, and internal source light levels and shading factors (varia- 
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tion of light between channels in one band) will be corrected with 
decreasing frequency after launch as updating of the baseline set of 
correction factors is found to be unnecessary. The following will 
describe the procedure for TM radiometric calibration. 
The expected shape of the TM calibration wedge output is shown below. 
Select maximum 
Threshold 
The calibration data will be thresholded and approximately 300 bytes 
of the 509 bytes of calibration data extracted and stored. A reduced 
set of calibration values (typically 50) are extracted and stored 
for each detector (100) and filter (2). Each of the 50 extracted 
values will be recursively averaged over several sweeps (typically 
24) with the running averages returned to storage. These averages 
are least-squares fitted to a curve having the functional form of 
detector output vs. filter space input. The curve reduces to a fixed 
level straight line (Figure 16) for a discrete (nonvariable) filter. 
Two values are obtained representative of light-level inputs near the 
high end of the scale. The light levels are 0.85nmax and 0.95nmax 
of the maximum radiance. 
Averaged Sample 
Averaged 
Sample 
Value 
Averaged Sample Number 
Figure 16. Curve Fitting of Averaged Data. 
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These two values are plotted vs. nominal detector response to radiance 
level input. The result is a linear relation which determines gain 
and bias coefficients for the detector (Figure 17). 
Smoothed 
Detector 
output 
Slope = Gain 
Output Levels From 
Curve Fits (For 2 Filters) 
Intercept = Bias 
Nominal Det. Response to Radiance Level Input 
Figure 17. Gain and Bias Determination. 
The accuracy of signal calibration depends primarily on the accuracy 
and precision of the initially determined detector gains and biases. 
The accuracy of these estimates depends on the accuracy of the initial 
instrument calibration, the stability of the on-board calibration 
system, and the ability of the sun calibration to correct for any changes 
in the on-board calibration system. 
The sun calibration process will update the average band radiance 
levels of the on-board lamp and the relative channel-to-channel shad- 
ing factors. These values go into determining the calibration lamp 
radiance level for a given channel (detector). 
The sun calibration provides a means of updating the bias estimate or 
more correctly of verifying that no change has occurred. The gain 
estimate based on a temperature model can also be updated. This 
serves two purposes: it provides the data for initial precision re- 
quired for the remainder of the orbit, and it verifies no significant 
system change has occurred. 
Band 6 signal calibration is accomplished using a table lookup pro- 
cedure. The telemetered black body and shutter arms temperatures are 
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compared with prestored tables determined during instrument calibra- 
tion. The tabular values establish the gain and bias values for 
Band 6. 
The calibration process is an evolutionary one, beginning with a mini- 
mum of information. As time proceeds, more knowledge of the exact 
behavior of the temperature model is obtained so that model coeffi- 
cients are accurately known. The model alone (plus telemetered temp- 
erature) can be used for calibration. It is expected that after two 
or three months of operation, the sun calibration can be limited to 
once-a-day or even less. 
3.2.2.4 Destriping 
If all detectors in a given spectral band do not exhibit the same 
response characteristics, an undesirable phenomenon known as striping 
will appear in the digital image. In photographic products produced 
from digital data, striping can be a severe surface flaw and a 
hindrance to photo interpretation. Striping could be detrimental 
to multispectral classification applications, if spectral signatures 
of the digital data are artificially altered by the striping effect. 
Initial experiments conducted to determine the effect of striping on 
classification accuracy have been inconclusive (see Appendix B). 
The ground-based radiometric calibration process used on the Landsat-l 
and-2 MSS data has not removed all of the detector-induced striping. 
Residual striping has been particularly evident in the first (0.5 to 
0.6 micron wavelength) MSS band. 
As mentioned in subsection 3.2.2.1, the current method for MSS radio- 
metric calibration is thought to be inadequate and indeed could be the 
cause of the image striping noted in Landsat-l and-2. If the calibra- 
tion data is properly applied, IBM feels the striping will be eliminated 
for the Landsat-D scanning sensors. The stable response character- 
istics of the TM, improved prelaunch calibration techniques for the 
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on-board calibration system, and implementation of more efficient 
calibration algorithms are reasons for this optimism. 
If further information proves this optimism to be unwarranted, an 
automatic scene-dependent destriping algorithm can be implemented. 
This scene-dependent procedure requires two algorithms: one to detect 
automatically the presence of striping, and a second to remove the 
striping from the data. 
IBM has investigated several data-dependent techniques for destriping 
(Table 4). Each of these uses one or more statistical parameters 
that are derived from the image data. The region of the image data 
that is used to calculate the statistical parameters is called a 
window. The windows considered during the investigation, as shown in 
Figure 18, were rectangular areas of several sizes and shapes. All 
algorithms tested attempt to equalize some statistical function of 
the data within some window. 
Table 4. Destriping Algorithms Considered. 
Frame Mean and Standard Deviation Equalization 
Frame Mean and Standard Deviation Equalization to 1 Detector 
Sweep Mean and Standard Deviation Equalization 
Sweep Histogram Equalization 
Local Mean and Standard Deviation Equalization 
Local Averaging 
ONE MIRROR SWEEP WINDOW 
’ L 
P 
1 SWEEP 
v- 
LOCAL WINDOWS 
1 -- = 2 LINES 
c 
GLOBAL WINDOW 
CONSISTS OF 
ENTIRE FRAME 
Figure 18. Window Sizes Used in Destriping Experiments. 
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The first algorithm that was studied consists of equalizing the mean 
(M) and standard deviation (a) of each detector's data over a win- 
dow that is defined to be one entire frame. This equalization can be 
accomplished by a linear function whose coefficients are shown in 
Table 5. For each detector, only the sum of the pixel values and the 
sum of the squared pixel values are required. The result is a 
global function (for each detector) whose coefficients are constant 
during one frame of data. After destriping, the data from each 
detector has mean and standard deviation equal to that of the entire 
frame before destriping. 
Table 5. Mean and Standard Deviation Equalization Equations. 
“i,d= 
Pd = 
ad = 
Md = 
ad = 
Gd = 
Bd = 
0 = 
value of i th pixel from detector d 
N 
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N 
c 
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N 
“i.d 
P 
“;d a 
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fJ = 
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M - Gd Md = bias 
Gd v + Bd = correctad pixel value 
1 
Q 
c 
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The second algorithm is quite similar to the previous technique. It 
also uses frame mean and standard deviation equalization. Only one 
reference detector's data are corrected using the calibration wedge 
data before destriping. The remaining detector's data are then 
corrected so that they have the same mean and standard deviation as 
that of the reference detector. This is the approach currently used 
by the Canada Centre for Remote Sensing. 
The third algorithm also uses equalization of each detector's mean and 
standard deviation. It differs from the first algorithm in that the 
window over which it operates is much smaller. The window consists 
of all data from one sweep of the scan mirror. This technique results 
in a new set of linear functions (one for each detector, as in Table 5) 
for each mirror sweep. 
The fourth algorithm is also a mean and standard deviation equalization 
technique. However, the window involved is much more local in this 
method. It is a small, rectangular segment of one mirror sweep. As 
the window is "moved" across the mirror sweep, the mean and standard 
deviation for each detector's pixels within the window are calculated. 
These are called local means and standard deviations, and they are 
assigned to the center pixel of each line segment in each window. For 
each pixel (except those near the left or right edges of the image), 
the equations in Table 5 give a correction function. 
The fifth algorithm uses the three steps shown in Figure 19. The 
image intensity data for the entire frame is first expanded linearly 
Figure 19. Local Averaging Method. 
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to fill the interval (0,255). Then frame mean and standard deviation 
equalization is performed. Finally, a local averaging process is 
used to attempt to remove residual detector biases. This technique 
uses a small, two-line window, as shown in Figure 18. The image is 
processed in one-mirror sweep segments. The first line, from detector 
one, is left unchanged. Each of the remaining lines in that sweep is 
processed to be similar to the corrected line above it. A local 
average of the pixels with a small window around each pixel is computed. 
This computation is done for the line being processed and for the 
already processed line immediately above it. The difference between 
the averages of the reference line neighborhood and the neighborhood 
of the line being processed is added to the intensity value of the 
current pixel to get the corrected intensity. This is the approach 
presently used by the EROS Data Center. 
The sixth algorithm uses a one-mirror sweep window as a basis for 
histogram equalization. One detector is chosen as a reference de- 
tector and is not changed by this destriping process. Each line from 
the other detectors is altered to have a histogram that is similar to 
the line of the reference detector from the same mirror sweep. This 
is illustrated in Figure 20 including the equation of the transforma- 
Figure 20. How Histogram Equalization Works. 
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3.2.2.4.1 Destriping Algorithm Test Results 
A series of destriping tests were conducted by IBM using Landsat- 
MSS data as input. Uncalibrated input data were chosen for the 
destriping experiments to allow maximum control over the processing 
performed on the data. 
This input data was first radiometrically corrected using the NASA 
decompression tables and the NASA linear regression coefficients. 
Gain and bias values were computed for each pair of mirror sweeps 
from the calibration wedges and the linear regression coefficients. 
The averages of all these gain and bias values were used as a global 
gain and bias radiometric correction function. Data corrected with 
this global. function was used as the input data for the radiometric 
correction experiments. 
The results of the tests are summarized in Table 6. The "Power 
Spectrum" column contains ratios computed from the equations of Figure 
21. A high value of the ratio indicates the presence of a six-line 
repeating pattern. Comparison of the ratios and photographic re- 
cordings of the results (not included in this report) shows that 
algorithms that reduce striping within a sweep do not necessarily 
produce the best overall images. 
FMASDE was selected for implementation, because it produces the highest 
quality results of the algorithms tested and has the lowest implemen- 
tation cost. FMASDE did not totally eliminate visible striping from 
the test data set, although it performed better than any of the other 
approaches. To investigate this further, FM&DE was applied to the 
raw, uncalibrated data. Virtually all the striping was removed. This 
shows clearly that the difficulty in removing striping from calibrated 
data is linked to the current calibration process and reinforces the 
expectation that objectionable detector-to-detector differences will 
not be present in properly calibrated data. 
38 
Table 6. Summary of Destriping Test Results. 
Power Picture Quality Implementation 
Algorithm Spectrum Comments cost 
Raw data 0.1274 x 1012 Severely striped 
NASA style 0.3287 x 108 Considerably improved, - 
calibration moderately striped 
Frame mean and 0.1795 x 108 Further improvement, Low 
standard devia- slightly striped 
tion equalization 
Frame mean and 0.6552 x 109 Further improvement, Low 
standard devia- slightly striped 
tion equalization 
to I detector 
Sweep mean and 0.7418 x 104 Striping worsened, Medium 
standard devia- clearly unacceptable 
tion equalization 
Local mean and 0.6569 x 104 Obvious local distortions, High 
standard devia- clearly unacceptable 
tion equalization 
Sweep histogram 0.1079 x 108 Striping worsened, High 
equalization clearly unacceptable 
Local averaging 0.5455 x 102 Further improvement, High 
slightly striped, some 
local distortions evident 
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'Figure 21. Striping Detection Equations. 
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After the radiometric correction coefficients have been computed as 
described in subsection 3.2.2.1 but before they have been applied to 
the image data, the coefficients are used to modify the sums of the 
pixels in each scan line. The modified sums are then digitally 
analyzed to determine whether striping will be present in the cor- 
rected data. If the analysis indicates that the data will not be 
striped, the computed radiometric correction coefficients are applied 
to the data. Otherwise, the destriping algorithm is used to modify 
the computed coefficients before they are applied to the data. The 
data flow for the TM visible bands implementing this approach is 
shown in Figure 22. 
Rad. Calibration Rad. Calibration 
Input Buffers Intermediate Buffers 
I 1 I I 
Image + Calibration Extract 
Data from PPM - Radiometric - 
300 Samp. 300 Average 
X96 Da. X96 - 50 Selected + 
50 Avg. 50 
Calibration 
X96 Da. X96 
X2 Filt. Samples Over 
Data 
x2 
24.Sweeps 
X2 Filt. x2 
28.2K Words 
Trial Coefficient Path 
-------- 
1 Striping Correction Path 1 Trial Gain and Bias for Each Det. 
1 
Cumulate Pixel 
Mean and S.D. Compute Mean and S.D. of Test for Striping 
* for g6 Detectors + Trial-Corrected Pixels for 96 + on Band-by-Band 
B and C2 of Detector Outputs Over Entire 
Detectors Over Entire Scene Basis 
on Line-by-Line Basis Scene 
+ 
I Detectors in Striped Band I 
Figure 22. Radiometric Calibration Data Flow For TM 
Visible Bands 
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A discrete Fourier transform analysis of the adjusted image data sums 
is used to detect striping. Although the final version of the 
algorithm has not been established, a preliminary set of equations 
are given in Figure 21. By comparing appropriate elements of the power 
spectrum, any pattern in the data that occurs every mirror sweep is 
made apparent. Such a pattern indicates the presence of striping. 
More experimentation is needed to determine the particular elements 
of the spectrum that should be compared and to determine the correct 
threshold value that should be used in the comparison. 
The destriping algorithm is performed only if the power-spectrum 
analysis so indicates. The equations for destriping are given in 
Figure 23. The algorithm is based on the assumption that, for every 
pair of detector numbers m and n, the mean and standard deviation of 
the pixel values from detector m must be the same as the mean and 
standard deviation of the pixel values from detector n. 
“i,d = value of ith pixel from detector d 
Pd = t “i,d ad = “z “:d 
i=l i=l 
9 dzbd = gain and bias from calibration algorithm 
‘d = gdPd +Nbd 
F = ; id 
d=l 
‘d 
Md =N 
Gd =e= gain 
‘d = g,$$ + 2gdbdPd + Nb; 
a 
d=l 
‘d = M - GdMd = bias 
‘i,d = GdVi,d + Bd = corrected pixel value 
Figure 23. Destriping Equations. 
41 
The first-degree polynomial function shown in Figure 21, when used on 
the pixel values from detector d, causes the resulting pixels to have 
mean M and standard deviation o . One such polynomial is determined 
for each detector. This set of polynomials is used to radiometrically 
correct the entire frame. That is, the algorithm is global. 
3.2.3 Radiometric Correction 
Radiometric correction applies to each sample of image data the in- 
tensity adjustment determined by the radiometric calibration. The 
correction is applied as a gain and bias change as shown in equation 
(10) : 
where: 
I' =GI+B 
I is the uncorrected image intensity value 
I' is the radiometrically corrected value 
G,B are the coefficients calculated in radiometric 
calibration 
(10) 
This linear transformation is also applied to the GCP Search areas 
before the Control Location Algorithm searches for control points 
(CPS). 
Information necessary for radiometric correction is: radiometric 
calibration coefficients, the status of each detector, and the scene 
format center. The radiometric calibration coefficients will have 
been corrected for destriping, if necessary. As described in the 
previous subsection, the detector status values will be monitored and 
radiometric calibration coefficients modified for those detectors 
requiring a destriping correction. The detector status flag iden- 
tifies lines for replacement. The scene format center (output from 
Geometric Error Modeling) will establish where on disk the image data 
is to be accessed, so that the output scenes can be framed correctly. 
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3.2.4 Geometric Correction/Temporal Registration 
When a digital image of an area on the earth's surface is generated 
by a spaceborne sensor, the image will contain geometric distortions 
caused by the sensor platform, the sensor characteristics, and scene 
effects. The digital image data must be modified to remove these 
geometric distortions such that a point in the input image can be 
related to its true position on the earth's surface to a prescribed 
accuracy, generally one-half pixel. Control points, or recognizable 
features located in the image data, are used to correct these geo- 
metric distortions. Geometric correction and temporal registration 
are two versions of a process using the information provided by 
control points to develop a mathematical transformation between the 
correct and distorted versions of the image. 
The difference between geometric correction and temporal registration 
is the definition of what constitutes a correct image. For geometric 
correction, position accuracy is defined as the ability to relate a 
point in the input image to its true position on the earth's surface 
as represented by some map projection. For temporal registration, 
registration accuracy is defined as the ability to overlay two images 
of the same ground point taken at different points in time. 
The steps involved in geometric correction and temporal registration 
are: 
a. Control Point Processing 
b. Geometric Error Modeling 
C. Space-to-Space Mapping 
d. Geometric Interpolation. 
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Control point processing locates control points in the image data. 
Geometric error modeling uses these control point locations to compute 
geometric error model coefficients to define the mathematical relation- 
ships between the corrected and input images. 
Space-to-Space mapping is the characterization of the relationship 
between the corrected image and a map. Geometric interpolation grid 
point creation is the final definition of the transformation between 
corrected and uncorrected images. These four steps are described in 
more detail in the following subsections. 
3.2.4.1 Control Point Processing 
Control point processing involves two major functions: 
a. Control point location, a fully automatic function. 
b. Construction and maintenance of a control point library, an 
offline operation involving manual selection of data. 
Control points are used to augment tracking and spacecraft attitude 
data to precisely locate output image pixel coordinates. Control 
points consist of two types: 
a. Geodetic control points (GCP) used for geometric correction. 
b. Relative control points (RCP) used for temporal registration. 
A GCP is a physical feature detectable in a scene, whose geodetic 
coordinates (latitude and longitude) are precisely known. GCPs are 
generally taken from USGS maps with a scale of 1:24,000. Typical GCPs 
are airports, highway intersections, land-water interfaces, and geo- 
logical and field patterns. 
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A RCP is a physical feature taken from a reference image rather than a 
map. Typically, the reference image has already been geometrically 
corrected to a map projection. The geodetic coordinates of any feature 
in the reference image can be obtained by a straightforward calculation 
using the error models (geometric error models) developed in performing 
the geometric correction. A feature defined as a GCP can also be a 
RCP. The geodetic position of the RCP taken from the reference image 
will not, however, coincide with the geodetic coordinates of the GCP 
taken from a map. This is because of the error model used when per- 
forming the geometric correction. 
The distinction, then, between geometric correction and temporal regis- 
tration is the type of ground control used. The control point library 
will contain two types of GCP libraries: 
a. RCP libraries 
b. GCP libraries. 
A given GCP library may contain window areas and ground locations that 
have been taken from several distinct scenes. An RCP library must 
have all data obtained from only one scene, designated as the reference 
scene. This is an important distinction between GCP and RCP libraries. 
3.2.4.1.1 Control Point Location 
Control points are stored in the library in terms of the geodetic co- 
ordinates (latitude and longitude). As the control point is accessed 
from the control point library, the coordinates are converted to line 
and pixel (sample) coordinates. The differences between the line and 
pixel coordinates of features stored in the library and input images 
become inputs to the geometric error model. 
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The location of a feature in the input image consists of two steps: 
a. Search area identification. 
b. Control location algorithm (CIA) application. 
3.2.4.1.1.1 Search Area Identification 
The Landsat orbit is adjusted to produce repeating ground tracks. 
Thus, there will be a fixed number of unique swaths with every con- 
trol point assigned a swath number. This swath number will be on an 
associated ancillary data tape (ADT) or can be computed from the 
ephemeris data on the ADT. Ephemeris data, attitude control system 
(ACS) data, and the geodetic coordinates of the control points (CP) 
are used to predict the input space coordinates of each CP as shown 
in Figure 24. 
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to Transform c Coordinates to Input Space $ Other Data 
v Line & Sample Number 
Figure 24. Search Area Definition. 
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Errors in the ancillary data will cause errors in the predicted control 
point locations. Therefore, the arrays extracted from the input data 
stream must be relatively large (128 lines of 128 pixels are generally 
used). In addition, input image data that is extracted from the input 
must be corrected for high-frequency image distortions due to line 
length variation, earth rotation, and any detector sampling delay, 
before the control points are located in the search area. This is 
accomplished by defining two types of subimages: extraction areas and 
search areas. Extraction areas are large enough so that high-frequency 
effects can be removed using cubic convolution resampling. Search 
areas are extraction areas that have been radiometrically corrected 
and resampled to remove high-frequency effects. A table of extraction 
area upper left corner coordinates is generated for all control points. 
The search areas are then stored for input to the CLA. 
3.2.4.1.1.2 Control Location Algorithm (CLA) 
The control point location within a specified search area is accom- 
plished by computing the discrete correlation of a window area, ex- 
tracted from the control point library, with a search area as shown 
in Figure 25. 
The correlation procedure is implemented using the FFT cross-correlation 
approach. Briefly, the approach is as follows: 
a. Pad the zero-mean form of the search and window arrays to 
the next higher size which is an integral power of 2. 
The search area is 128 x 128 with the window area generally 
32 x 32 as shown in Figure 26'. The window area would then 
be zero padded to 128 x 128. 
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Figure 25. Control Point Location. 
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Figure 26. CLA Correlation Processing. 
b. Compute the FFT of the search and zero padded window 
areas, phase shifting the FFT of the search area to correct 
for the effects of yaw, line length variations, earth ro- 
tation, and sampling delay error. 
C. Multiply the transform of the search area times the com- 
plex conjugate of the transform of the window area. 
d. Compute the inverse transform of this product. 
e. Unpad appropriately to obtain the desired correlation array. 
At this point in the location process, the search and window areas 
have been registered to the nearest integral pixel. An interpolating 
function is then fit around the correlation maximum and used to find 
the subpixel maximum of the correlation function. Figure 27 shows 
this procedure in one dimension and is accomplished as follows: 
Peak Occurs @ 
~ional Pixel 
-2 -1 0 1 2 Line/Sample 
Figure 27. Interpolation of Correlation Surface. 
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a. Select the 5 by 5 subarray of correlation points surrounding 
the nearest pixel registration in the correlation array 
previously generated. 
b. Fit a bivariate fourth order polynomial to these correlation 
values using a least squares technique. 
C. Locate the maximum of the polynomial. 
d. Use the location of the maximum to determine the input 
image location of the final registration point. 
The maximum of the fourth order bivariate polynomial must be determined 
numerically. Because of the polynomial form, Newton's method will be 
used. The polynomial maximum point shown in Figure 27 is the input 
image location relative to the upper left corner of the search area. 
Since erroneous correlation results can sometimes be obtained if the 
window area is not represented in the search area (e.g., the search 
area is cloud covered), the maximum value of the correlation is com- 
pared to a threshold value obtained from the autocorrelation function 
of the window. This comparison is shown in one dimension in Figure 28. 
Any registration failing this test is rejected. 
Figure 28. Registration Verification. 
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3.2.'4.1.2 Construction and Maintenance of a Control Point Library 
The control point library will contain, or must contain, a sufficient 
number of recognizable geodetic features that are reliable and known 
with sufficient accuracy to meet the position accuracy requirements. 
Large-scale maps must be used for accurate determination of geodetic 
coordinates, and such maps are frequently nonexistent or out-of-date. 
Patterns in the image data must be related to the maps, not only in 
the large (relatively easy) but also to subpixel accuracy (much more 
difficult). It is the ability of an analyst to accurately relate 
a feature in the image data to an exact point on a large-scale 
map which will be the limiting factor in the geometric correction accuracy. 
The construction of a control point library consists of three main 
functions: 
a. Map Point Location 
b. Map Point Set Refinement 
C. Machine-Locatable Point Selection. 
Each is part of a man-machine interface consisting of an interactive 
operator-controlled dialog with the machine. The operator has at 
his disposal both an image and an alphanumeric display, a cursor 
control (via a joystick) on the image display, a function keyboard 
and an alphanumeric keyboard. See Figure 29 for an overview. 
At the start of the Map Point Location phase, the geodetic coordinates 
of the CP are transformed with the aid of attitude/ephemeris data into 
the proper line and sample coordinates in the input sensor data. The 
exact relationship between the input sample space and geodetic co- 
ordinates is not well known at this step of the processing. Therefore, 
for each point, a large data array (512 lines x 512 sample) is extracted 
from the total scene to serve as a search area. 
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The extracted data (512 x 512) is displayed for operator inspection. 
The operator locates the appropriate scene feature through the use of 
his joystick-cursor. The operator presses the appropriate function 
key which causes the m x m pixels about the cursor to be expanded, 
incorporating high-frequency corrections, to 512 x 512 pixels so that 
the display scale matches the corresponding map. If the Zoom Transfer 
Scope has a 4X magnification factor, then the m x m matrix will be 
53 x 53 if the map scale is 1:24K. Another map scale will require 
the m x m to be a different size. With the aid of a Zoom Transfer 
Scope the operator can exactly superimpose the display feature with 
the map feature and enter the exact pixel location corresponding to 
the map coordinates. When all the candidate points have been processed 
and either identified or rejected, this phase is complete. 
In the Map Point Set Refinement phase, attitude/altitude models for 
the scene are developed using the image and geodetic coordinates of 
the identified features combined with the attitude and ephemeris 
data provided for the scene. The attitude/altitude model is used to 
calculate regional estimates of accuracy to which the scene may be 
corrected. This accuracy check verifies that the error models may be 
used to compute acceptably accurate geodetic coordinates for points 
selected from the scene data. 
The final phase is Machine-Locatable Point Selection which permits 
the operator to view the scene in large segments, allowing him to 
select scene features as candidate CP by positioning the cursor over 
them. The suitability of each feature for use in the Control Location 
Algorithm, and a measure of the curvature of its autocorrelation 
function, is presented to the operator for his acceptance or rejec- 
tion. Any features accepted are geometrically corrected for local 
distortions. The geodetic coordinates are calculated from their 
image coordinates and the attitude/altitude model computed in the Map 
Point Set Refinement phase. An accuracy check is made to present the 
operator with an estimated error of the position coordinates. If 
'the operator accepts the point, it is placed in the CP library as a 
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32 x 32 pixel matrix about the CP image coordinates. If the first 
two phases fail or are not used, the final phase may be still exe- 
cuted, provided data from past history is present as input to the 
attitude/altitude error models. An alternate consideration must be 
present, if maps are not available for the land areas in the image 
scene. This case would only use phase 3, and excludes the possibility 
of an exact geodetic correction. Any attitude/altitude corrections 
are made according to simpler error models. This last case refers to 
the control points obtained as relative control points (RCP). 
The following algorithms are used in the Control Point Library Build 
System: 
a. Mean and Standard Deviation of Pixel Intensity 
b. Enhancement Table for Display Contrast 
C. Expansion of Data 
Along Scan Corrections 
Cubic Convolution Interpolation 
d. Accuracy Estimate 
Attitude/Altitude Error Model 
Blunder Check 
e. Autocorrelation Matrix 
f. Suitability Index. 
The purpose of the blunder check is to eliminate operator error in 
matching the map points from the screen image to the map image. 
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3.2.4.2 Geometric Error Modeling 
There are two basic approaches for generating geometric error model 
coefficients given the location of control points in the input image 
space. In the first approach, the functional form of the mapping 
between the uncorrected (input> and corrected images is assumed to be 
a bivariate polynomial. All geometric coefficients of the assumed 
function are computed through the use of the control points. 
In the second approach, geometric distortion models of each of the 
error sources are constructed with ancillary and a priori information 
used to evaluate as many of the model coefficients as possible. The 
remaining coefficients are evaluated from control points. 
The Landsat series would require functions of a relatively high order 
(i.e., many coefficients) when using the direct function mapping 
approach. There is, however, an abundance of fairly accurate error 
information (e.g., mirror models, attitude measurements, and altitude 
estimates) available. Thus, the second approach requires fewer co- 
efficients to be evaluated. Generally, the number of control points 
needed to attain a given accuracy increases as the number of coeffici- 
ents to be determined increases. Therefore, the second approach has 
been selected for evaluating geometric distortion coefficients, and 
is currently being implemented by the Master Data Processor (MDP). 
3.2.4.2.1 Error Sources 
There are three principal error sources: 
a. Sensor 
b. Platform 
C. Scene. 
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The particular errors and their magnitudes within each principal error 
source for Landsat-D are shown in Tables 7 and 8. These errors can 
be categorized as low-frequency orhigh-frequency errors. Low:fre- 
quency errors are errors whose rate of occurrence is of the order of 
a scene. High-frequency errors are errors whose rate of occurrence 
is of the order of a single sweep. High-frequency errors are compen- 
sated for during resampling. Tables 7 and 8 indicate the residual 
error following low-frequency error correction and then resampling. 
Figure 30 illustrates the effect on the image due to these error 
sources. 
Table 7. TM Error Sources. 
Table 8. MSS Error Sources. 
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Figure 30. Scanning Sensor (T>l 6 MSS) Geometric Distortions. 
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Figure 32 illustrates this overall processing flow. Inputs available 
from the ancillary data iape (HUT) include scene nadir coordinates 
and time, spacecraft heading and velocity, and spacecraft attitude 
and altitude values centered around nadir time. The CP geodetic 
coordinates and image coordinats., determined previously by CP pro- 
cessing, are also input. 
Additional computations needed for output image framing are also com- 
puted, since they make use of the updated attitude and altitude models 
r 
Figure 32. Geometric Error Model Coefficient Processing. 
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In the conventional image coordinate system for Landsat imagery, the 
X-axis is tangent to the subsatellite tracks and positive in the 
direction of spacecraft motion (cross-scan). The Y-axis is orthog- 
onal to the X-axis and positive in the direction of scan (along-scan). 
Let (X1, Yl) be the input image line and sample coordinates, respective- 
ly, before error modeling. Subscripted X and Y values indicate proces- 
sing stages. 
Compute equation (11): 
5 ~ = s-Is+1 
2 
(11) 
The distortions in the input image control point locations due to 
mirror scan nonlinearities and panoramic distortion are corrected by 
a model of equation (12): 
x2 = 
Xl FOR MSS 
x1 + L 2 
0 
+ LIYl + L2Yl 
Y2 = F TAN (K. + Yl (Xl 
Where: 
+ 
+ 
L3yl 
3 FOR TM 
(12) 
2 Bmm K2Yl 2 K3Yl 3 + + 4 --- 
IS 
+K4Yl 
IS -- the nominal number of samples per input image line 
HO 
-- nominal spacecraft altitude (meters) 
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ws -- nominal swath width (meters) 
L 0’ Ll> L2, L3, Ko, Kl, K2, K3, K4 -- parameters of the mirror 
model (supplied by NASA) 
Smm -- maximum mirror angle (radians) 
3.2.4.2.2.2 Differential Scale Errors (MSS Only) 
Distortions due to differential input and output scales are corrected 
by the model of equation (13): 
(13) 
OS Y y3=- 2 
IS 
where: 
OL' OS -- the number of lines and samples per line in the output 
image 
IL' Is -- the nominal number of lines and samples per line in 
the input image 
x2’ y2 -- the input-image contra 
all systematic errors. 
1 point coordinates corre cted for 
3.2.4.2.2.3 Scan Skew Error (MSS Only) 
During the time that the MSS mirror completes one active scan, the 
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spacecraft moves along the ground track. Thus, the ground swath 
scanned is not normal to the ground track but is slightly skewed. 
This produces cross-scan geometric distortion. 
Cross-scan distortions caused by scan skew are corrected by the model 
of equation (14): 
x4 
=X3+K Y 
ss 3 (14) 
where K ss is a constant determined by the amount of scan skew. 
3.2.4.2.2.4 Spacecraft Velocity Error 
If the spacecraft velocity departs from nominal, the ground track 
covered by a fixed number of successive mirror sweeps changes. This 
produces a cross-scan scale distortion. 
Cross-scan distortions caused by spacecraft velocity errors are cor- 
rected by the model of equation (15): 
x5 = 
(15) 
where AV is the normalized spacecraft velocity error (obtained from 
ephemerys data supplied by NASA for the scene). 
3.2.4.2.2.5 Earth Rotation Distortion 
As successive scans are completed, the earth rotates beneath the sen- 
sor. The ground swath scanned by the mirror gradually migrates west- 
ward with a speed that is a function of spacecraft latitude. 
Distortions due to earth rotation are corrected by the model of 
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equation (16): 
T = TsXl + TMy1 ER 7 - 
IS 
'6 
= x5 + vu (T,, + 20) -20 VRAN 
y4 = Y3 - VRC (TER + 20) +20 VRCN 
where, 
(16) 
TS 
-- time between mirror sweeps 
T 
m 
-- nominal number of samples per line 
N -- lines scanned per sweep 
%A 'RC' 'RAN -- function of geodetic latitude of a control 
point, geodetic latitude of nadir, and spacecraft heading. 
The earth rotation correction, as implemented by error modeling, is a 
global, continuous correction. The true earth rotation correction 
is a function of sweep number but is discontinuous in X. The dif- 
ference is a fraction of a pixel from line to line. 
The integral portion is applied by appending an appropriate number of 
"fill" pixels (bytes) to either end of each scan line. Rather than 
actually write the fill bytes on a partially processed output tape, 
each scan line is preceded by a left and right fill count necessary 
for properly aligning the data. The computation of the left and right 
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fill pixels required for each scan line is accomplished during geo- 
metric interpolation. The fractional portion of the earth rotation 
correction is applied as a high-frequency correction during the re- 
sampling operation. 
3.2.4.2.2.6 Perspective Geometry Error 
Perspective projection -- For some applications, it is desired that 
Landsat images represent the projection of points on the earth upon 
a plane tangent to the earth, with all projection lines normal to the 
plane. The sensor data represent perspective projections; i.e., pro- 
jections whose lines all meet at a point above the tangent plane. 
For the MSS, this produces only along-scan distortion. 
Along-scan errors due to earth curvature and panoramic projection are 
corrected by the model of equation (17): 
y5 = Y4 - KECY3 
3 2 5 
- "EC'3 
where K = -1 EC 
2REH0 
R E -- the radius of the earth at the spacecraft nadir (meters) and H 0 
is as defined previously. 
3.2.4.2.2.7 Map Projection Errors 
A map projection is a formal mathematical definition of how the curved 
surface of the earth may be represented on a plane surface (i.e., the 
map). This produces nonlinear distortions in both the along-scan and 
the cross-scan. 
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3.2.4.2.3 Mapping Nominal Control Point Locations to the Tangent 
Space 
The nominal control point locations are given in earth-centered coordi- 
nates (latitude and longitude). These locations are mapped into the 
fully corrected tangent space. This mapping of points in earth-centered 
coordinates into tangent space coordinates involves the following 
steps: 
a. Calculate the earth-centered coordinates of the spacecraft 
nadir directly from the latitude and longitude coordinates 
of the nadir, as shown in Figure 33. 
b. Calculate the values of the elements of the three rotation 
matrixes. These cause rotations of the coordinate axes, 
so that the resulting axes are parallel to the tangent- 
space coordinate axes. These equations are shown in 
Figure 34. 
C. For each control point, the transformation equation in 
Figure 35 is evaluated. 
3.2.4.2.4 Attitude/Altitude Modeling 
IThe only Landsat errors to be evaluated with control points are the 
attitude and ephemeris measurement errors. These are related to 
position errors as shown in Figure 36. Since it is impossible to 
distinguish between small errors in pitch and roll and small errors 
in along-track and cross-track position (see Figure 371, the position 
errors are considered to be zero, and their effects are accounted for 
in the pitch and roll estimates. This produces the relations shown in 
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Figure 33. Earth-Centered Coordinates of Spacecraft Nadir. 
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Figure 34. Rotation Matrixes. 
Figure 35. Earth-Centered to Tangent-Space Transformations. 
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Figure 38 and introduces an acceptably small error. The selected 
correction approach is referred to as attitude/altitude modeling. 
+ 
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Figure 36. Effects of Attitude and Position (Ephemeris) Errors. 
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Figure 37. Equivalence of Attitude and Position Errors. 
Figure 38. Image Error Effects of Attitude and Altitude Errors. 
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Attitude/altitude modeling can be implemented in three different ways: 
scene, swath, or recursive swath. In scene modeling, an attitude/ 
altitude model is constructed from control points located in that 
scene. In swath modeling, the model is constructed from control 
points located in several contiguous scenes. In recursive swath model- 
ing, a swath attitude/altitude model is updated on a scene-by-scene 
basis as control points in a scene become available. 
Scene modeling has the simplest mathematical form and computational 
procedure but requires the most control points, and is not capable 
of correcting a scene if there are no control points in the scene. 
Both batch and recursive swath modeling require fewer control points 
on a per scene basis and can bridge a scene containing no control 
points. Each, however, has a more complex mathematical model than 
scene processing and requires more complicated computational procedures. 
The advantages and disadvantages of these three approaches for Landsat- 
D are summarized in Table 9. 
Table 9. Attitude/Altitude Error Modeling Approaches Comparison. 
Number control points required 
Model complexrty 
Procedural complexity 
Advanced data read required 
Applicability 
Bridging scenes with no control 
Model available 
Scene 
Six per scene 
Least complex 
Least complex 
One scene 
Always 
No 
After scene 
Batch Swath 
Two per scene 
More complex 
More complex 
One swath 
Requires batch 
test 
Yes 
After whole swath 
Recursive Swath 
Two per scene 
Most complex 
Most complex 
One scene 
Requires continuous 
test 
Yes 
After each scene 
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Batch swath modeling requires that the entire swath be searched for 
control points before the first scene in the swath can be corrected. 
Recursive swath modeling has the theoretical advantage of permitting 
each scene in .the swath to be corrected with models based on only 
those control points found up to that point in the swath. However, 
simulations of Landsat-D performance have shown that, although it is 
possible to interpolate over large areas with acceptably small error, 
errors build up rapidly when the models are extrapolated past regions 
containing control points. Thus, the theoretical advantage of recursive 
swath modeling is not realizable in actual practice. Since recursive swath 
processing is procedurally more complex and hence more costly than batch 
processing, and since it has no practical advantage over batch swath proces- 
sing, this approach was not pursued. 
Swath modeling has several potential advantages, the principal ones being: 
a. It is expected that fewer GCPs on a per-scene basis would be 
required for a given accuracy, since the greater vertical 
spread in the GCPs would mean smaller errors in the estimated 
coefficients and thus greater image accuracy. 
b. An attitude/altitude model could be constructed for a scene 
containing no GCPs. 
A simulation study further investigated swath attitude/altitude modeling. 
The number of GCPs was varied from 3 to 9, as was the distribution of the 
GCPs over a swath. The swath was defined as 11 contiguous 185 km X 185 km 
frames (or scenes). 
The conclusion drawn from the simulation was that swath attitude/altitude 
modeling is feasible from an image accuracy point of view. However, due to 
procedural problems, swath modeling was rejected. The principal reasons for 
the rejection were: 
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a. 
b. 
C. 
Scene modeling must always be available; therefore, the poten- 
tial savings in the number of GCPs would not be realized. 
The variable length of swaths implies the need for tests and 
branches in the geometric correction function, complicating 
programming and making testing more difficult. 
The output product requires that each scene have appended at 
its beginning the grids required for resampling. The grids 
cannot be computed until all necessary control points have 
been accessed from the image data and processed. This re- 
quires the entire swath be stored (11 frames), necessitating 
large amounts of mass memory. 
Attitude/altitude modeling, on a scene-by-scene basis, will be described for 
the Landsat series spacecraft, as implemented by the Master Data Processor. 
3.2.4.2.4.1 Modeling of Landsat-l,-2, and-C Sensor Attitude and Altitude 
The differences between nominal and corrected input-image control point co- 
ordinates, along with all applicable ephemeris and attitude data, are 
processed by a weighted least-squares estimator, which computes the format 
center coordinates and the coefficients of the attitude and altitude models. 
The order of the attitude/altitude model depends on the frequency and accuracy 
of the measurements and the region over which the model is considered valid 
(i.e., a scan or a swath). Landsat-1, -2, and -C attitude data has reasonably 
good rate data and poor absolute location (on the order of O.l" error). 
Attitude estimates and tracking station altitude estimates are at l-second 
intervals over the time interval of interest. Spacecraft roll, pitch, and 
yaw variations are described by cubic functions of time (4 X 3 coefficients), 
and spacecraft altitude variations by a linear function of time (two coef- 
ficients). The mathematical model is shown in equation (18): 
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4H 
7 
lr 
- 
MO, Q),, @,, Q3jT 
(Q,, Ql’ Q2’ e3jT = BiC (18) 
The measurement error model for the i th GCP is shown in equation (19): 
0 Hi 'i 0 
H2+Yi2 o, BiC = AiBiC (19) 0 
'i - 
H H 
3.2.4.2.4.2 Modeling of Landsat-D Sensor Attitude and Altitude 
The Landsat-D altitude control system will provide two observations per 
second of roll, pitch, and yaw from a reference direction. The observations 
will have good absolute location (on the order of 0.01' error); however, the 
reference direction is slowly drifting with time (about 10 -6 degrees per 
second). The reference direction can be considered a constant for periods of 
time equivalent to a scene. 
Spacecraft altitude measurements, two observat ions per second, wi 
available from ground tracking stations or the Global Positioning 
1 be 
System 
(GPS). The altitude error will change slowly due to the nature of the orbital 
motion and orbit determination and can also be modeled as a constant over 
an interval of time corresponding to a scene. Spacecraft attitude and alti- 
tude models are shown in equation (20): 
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The measurement error model for the i th GCP is shown in equation (21): 
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(20) 
= A.B (')C (21) 
ri - 
Weighted Least-Squares Estimator for Attitude and Altitude 
The equations for the weighted least-squares 
equation(22): 
M = 
z = MC 
(M~M)C = - MTZ - 
C = - 
cove = (M~V-~M)-~ - 
computation 
Observation 
are shown in 
Vector 
N GCPs (22) 
Equations of Condition 
Normal Equations 
Weighted least-squares solution 
V is weighting matrix 
Covariance matrix 
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The weighting matrix, V, allows for the possibility that some control points 
may be known more accurately than others. 
The information necessary for the attitude/altitude weighted least-squares 
estimator is: 
a. The observed control point locations (xi,yi,ti) corrected for 
systematic distortions 
b. The nominal control point locations (Xi,Yi> as stored in the 
control point library 
C. The attitude measurement system CAMS) estimates 
('j' 'j, ~j, tj) 
d. The tracking station or ephemeris predict altitude estimates 
(Hk> tk) 
e. The weighting coefficients based on the expected errors 
(v c' a' v v,). 
The subscripts i, j, and k indicate that the measurement values are known at 
different times. The modeling approach is shown in Figure 39. 
3.2.4.3 Space-to-Space Mapping 
The geometric error models lead directly to explicit, correction transforma- 
tions from input to output space. The corresponding inverse transformation, 
however, from output space to input space is only implicit. Space-to-Space 
mapping is the process by which a known location in the input space is mapped 
through geometric distortion models to the corresponding input space location. 
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Figure 39. Modeling Approach for Attitude/Altitude Estimates. 
The space-to-space mapping processing steps are shown in Figure 40. The 
procedure is: 
a. A rectangular array of grid points is defined in the output 
space. The spacing of this array is selected to keep inter- 
polation errors less than an acceptable limit in the presence 
of the anticipated worst-case geometric distortions. This array 
is invariant for a given map projection, output image, and 
pixel size. 
b. Using the equations of the map projection of the output image, 
the grid points are transformed to geodetic coordinates (latitude 
and longitude) and then to a tangent plane centered at the format 
center of the input image. 
C. The tangent plane grid points are mapped (Tl) to the input 
space by the approximate output-to-input mappings. 
d. The resulting input points are mapped (IT) to the output space, 
using the exact input-to-output transformations (from the 
geometric error model). 
e. The residuals between the nominal and mapped grid points are 
used to adjust the input space coordinates in a linear manner; 
this process is repeated. 
f. It is estimated that, at most, three interactions will be 
required to produce a set of input space grid locations, 
which, when mapped through the input-to-output mapping, will 
result in the desired rectangular array of output space grid 
points. 
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Figure 40. Space-to-Space Mapping. 
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The accurate input-to-output transformations are correct for all known sources 
of error, except line-length variations and the fractional position of earth 
rotation error, which are accounted for as high-frequency corrections in 
the resampling function. 
The output of the space-to-space mapping function is a table of line and 
pixel coordinates in the input space corresponding to the coordinates of 
the rectangular array of grid points in the output space. The current 
MDP system will execute this series of steps for each required map projec- 
tion. Since the computational load required to implement the space-to- 
space mapping is a function of the total number of grid points needed for 
resampling, alternate methods of generating the required grid points for 
multiple map projections have been investigated. 
One alternate approach is shown in Figure 41 for the Landsat-D mapping re- 
quirements. Landsat-D requires that grid points be created for three pro- 
jections: Lambert Conformal Conic (LCC), Space Oblique Mercator (SOM), 
and Universal Transverse Mercator (UTM)/Polar Stereographic (PSI. The 
approach involves developing the grids for the LCC as previously described. 
However, once a primary grid point correspondence has been determined for the 
LCC map projection, it can be used to determine other map projection grids 
by evaluating a composition of known functions. Figure 42 illustrates the 
spaces and functions involved. The function fl is evaluated by using cubic 
interpolation between the primary and grid points. The map projection func- 
tions U S 
G' G' and G L are assumed to be known; the function f 2 is then a 
composition of SG, GL, and fl. This composition of functions technique 
requires fewer calculations than implementing the iterative technique three 
times. 
Currently, the MDP implements the UTM/PS or SOM map projection. Each map 
projection has certain desirable characteristics, with the user selecting 
the projection best suiting his requirements. In a Transverse Mercator 
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Figure 41. Iterative Technique for LCC Space-to-Space Mapping. 
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Figure 42. Space-to-Space Mapping Functions. 
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projection, the earth is projected onto a cylinder whose axis falls within 
the equatorial plane. The line of tangency between earth and the cylinder 
is along a longitude meridian. The Universal Transverse Mercator shown in 
Figure 43 takes the cylinder's axis and rotates it in 6-degree steps 
within the equatorial plane. This provides a close fit of the earth's sur- 
face with the cylinder over + 3 degrees from the longitude of tangency which 
now becomes the central meridian of a 6-degree UTM zone. Surface coordinates 
are measured in meters from the central target meridian (casting) and meters 
from the equator (northing). The northing and easting coordinates, to- 
gether with the zone number, define a point on earth's surface in UTM. 
Although it is not defined above 80' latitude, the UTM projection has the 
advantage of being a Cartesian coordinate system with identical units of 
measure along each axis. There is a disadvantage in terms of distortions 
due to projecting areas from one zone into the adjacent zone. This occurs 
at higher latitudes (above 60°) where the spacecraft heading angle increases 
at a rapid rate and the zone widths decrease, causing a rapid traversing of 
zones. Polar areas are thus excluded from the UTM system in favor of the 
Polar Stereographic projection. 
The Polar Stereographic projection shown in Figure 44 is defined north of 
65ON latitude or south of 65'S latitude, the distortion regions of the UTM 
projection. The projection is a Cartesian system centered at the North Pole 
(for points north of 65'N latitude) or at the South Pole (for points south 
of 65'S latitude). Points are expressed in Polar Stereographic coordinates 
as an ordered triplet, (X, Y, P), where X and Y are Cartesian coordinates, 
P is +1 for points north of 65'N latitude, and -1 for points south of 65'S 
latitude. P can alternatively be expressed as 'N' for the North Pole; 'S' 
for the South Pole. 
The Space Oblique Mercator (SOM) projection involves a cylinder whose circum- 
ference is tangent to the satellite ground track as shown in Figure 45. 
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Figure 43. Space Oblique Mercator Projection. 
A truly circular feature on the figure of the earth will have a slightly 
elliptical form to it on the SOM projection, depending on its position on the 
orbit. However, since the geometric conditions which create this slight 
deviation from conformality can be expressed mathematically, the relationships 
between the figure of the earth and the SOM projection are still rigorous. 
The Lambert Conformal Conic (LCC) is the projection of the earth spheroid 
onto a cone whose axis coincides with the polar axis of the spheroid as 
shown in Figure 46. The cone is secant to earth, intersecting along two 
parallels of latitude which are on the same side of the equator. Meridians 
appear as straight lines radiating from a point beyond the mapped area. 
Latitude parallels appear as arcs of concentric circles which are centered 
at the point from which the meridians radiate. The projection is especially 
suited for maps having a predominating east-and-west dimension. 
3.2.4.4 Geometric Interpolation 
The Geometric Interpolation function takes the primary grid points (defined 
as G points) output from space-to-space mapping and interpolates between them 
to provide secondary grids for horizontal (G3 points) and vertical resampling 
(G2 points). 
The position in input space (line and sample) of each output space pixel is 
arrived at by using a set of interpolations. At any interpolation stage, 
errors can be considered to arise from two sources: an error in the location 
of the primary grid points, and an error caused by truncation of the interpo- 
lation series (i.e., using linear interpolation to approximate a cubic func- 
tion). A series of cubic and linear interpolations, using the primary grid 
points, provides a computationally efficient, yet accurate, procedure for 
establishing the G2 and G3 secondary grids. Since the line and sample posi- 
tions of a pixel are determined using a different set of interpolations, the 
following discussion for the TM treats each separately. The MSS grids are 
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Figure 46. Lambert Conformal Conic Projection. 
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determined in the same way; however, the number of secondary grid points 
will be less due to the larger MSS pixel. 
3.2.4.4.1 Sample Position Interpolations 
The first interpolation, shown in Figure 47, is performed along each row of the 
primary grid points (G points) to obtain an intermediate set of points. 
These intermediate points across the primary rows define a Gl output space 
column. The Gl output space columns are found using cubic interpolation 
and are spaced 60 pixels apart in output space. 
THIRD INTERPOLATION 
FIRST 
INTERPOL .ATION 
O-G PRIMARY 
GRID POINT 
.- 01 GRID 
POINT 
O-G2 GRID 
POINT 
Figure 47. Output Space Grid Poin.t Locations. 
A second cubic interpolation with divided differences, shown in Figure 48, is 
used to obtain the intersection of the Gl output space columns with the in- 
put space rows. These points are defined as the G3 points and are spaced by 
48 input space rows. This produces the G3 secondary grid used for horizontal 
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resampling. The G3 secondary grid is 140 rows (spaced 
by 120 columns (spaced by 60 output space pixels). 
SECOND INTERPOLATION 
1 my 48 input space rows) 
O=G3 POINTS 
Cl-SVPOINTS 
A- SV’ POINTS 
Figure 48. Input Space Grid Point Locations. 
A linear interpolation is now used to determine the intersection of the Gl 
output space columns with the intermediate 48 input space lines. The result- 
ing SV points (intersections of the Gl output space columns with all input 
space rows) represent hybrid space. Figure 48 also illustrates the positive 
or negative shift of the SV points following high-frequency scan line adjust- 
ments (accomplished as part of horizontal resampling). A second linear inter- 
polation between G3 points along an input space row generates the pixel posi- 
tion for hybrid space. These linear interpolations are part of horizontal 
resampling. 
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3.2.4.4.2 Line Position Interpolation 
A third cubic interpolation, shown in Figure 47, is performed along a Gl output 
space column to obtain the intersections of the output space column and output 
space rows. The resulting line positions are defined as the G2 points and 
are spaced by 60 pixels along an output row and 70 pixels across output space 
rows. The G2 secondary grid is 97 rows (spaced by 70 pixels) by 120 columns 
(spaced by 60 pixels). 
Linear interpolation between G2 points along an output space column determines 
the intersection of the intermediate 70 output space rows. This linear inter- 
polation is part of vertical resampling. 
The output of geometric interpolation is, then, two sets of grids used to con- 
trol horizontal and vertical resampling. In addition, the number of output 
space fill pixels to the left and right of the output line and the number of 
fill pixels to be appended to input space image data before resampling will 
be output. This zero pixel fill will be added to the input image data as the 
image data is read in from tape for full processing. 
3.2.5 Resampling for Scanner Sensors 
A requirement normally imposed upon image processing when the image is in 
digital form is that the output pixel lattice be regular, or equi-spaced 
in the output space. The output picture element will almost always have 
nonintegral line and sample coordinates in the input space as shown in 
Figure 49. It is necessary to interpolate over input space intensity values 
to generate each output pixel. This process of interpolation has been custom- 
arily denoted as resampling. 
)I 
Figure 49. Locating Output Points in Output Space. 
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Resampling consists of two related processes: 
a. Determining the #geometric location in the input space of 
each output pixel. 
b. Determining the intensity value to be assigned to each output 
pixel. 
The geometric location of an output pixel in the input space is obtained by 
using a linear interpolation between secondary grid points output from the 
geometric interpolation functions. Prior to the linear interpolation, the 
secondary grid points will be adjusted for the high-frequency effects. Two 
methods of assigning the intensity value to each output pixel are: nearest 
neighbor (NN) and cubic convolution (CC). NN simply finds the input pixel 
closest to the output pixel location and assigns that intensity value to the 
output pixel sample as shown in Figure 50. 
Cubic convolution is a family of resamplers that approximate the SINC, or 
SIN X - function. X The SINC function is the theoretical perfect resampler, 
but requires an infinite number of terms. Cubic convolution substitutes a 
truncated piecewise cubic approximation to the SINC function. The four-point 
cubic convolution resampler is commonly used and is implemented in the MDP. 
Cubic convolution is divided into two steps as shown in Figure 51. The first 
step resamples horizontally or along an input row. The second step resamples 
vertically along an output column to obtain the final output pixel intensity. 
Both resampling steps use a nested form of the cubic convolution interpolation 
algorithm given by equation (23): 
1 
Ik = Ik + dk (Ik+l- Ikml + dk (21k+Ik + Ik+l-Ik+2 
+ dk (Ik+2-Ik+l + Ik-Ikwl))) 
where, 
(23) 
'k 
= the interpolated image data for the kth sample 
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Figure 50. Nearest Neighbor Assignment. 
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Figure 51. Resanpling Model for Cubic Convolution. 
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'k = image data of the kth sample 
dk = the normalized displacement between I L and Ik(O 5 dkI 1) 
Figure 52 illustrates the samples used to create a point horizontally (I;) 
and then vertically (I). 
Vertically Resampling 
Along An Output Column 
To Produce I 
@Input-image sample centers 
OOutput-image sample centers 
X Locations after horizontal resampling 
Horizontally 
Resampling Along 
An Input Row 
To Produce I,/ 
Figure 52. Cubic Convolution Resampling Scheme. 
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Figure 53 shows the relationships of the various parameters to the SINC func- 
tion. 
i = a, i, + a2 i, + a3 i3 
Cubic Convolution Polynomial 
f(x) = l-2 1x12 + 1x13 o< 1x1 
= 4-8 1x1 + 1x12 - 1x13 ’ < 1x1 
=o < 1x1 
+ a4 i4 
< 1 
<2 
Figure 53. Cubic Convolution Interpolation. 
Horizontal resampling applies the one-dimensional cubic convolution inter- 
polation to the intersections of the output space columns and input space 
rows (horizontal intersection points) to form a hybrid image space. Hybrid 
space provides an interim staging area in the construction of a fully cor- 
rected image. Vertical resampling is then applied along output space columns 
to the intersection of output space columns and output space rows (vertical 
intersection points) to produce the final output image space. 
3.2.5.1 Resampling Parameter Preparation 
Image data, as received from the sensor, will not have any applied geometric 
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corrections. Based on provided ancillary data, separate sets of geometric 
data are computed during the geometric error modeling (subsection 3.2.4.2) 
and space-to-space mapping functions (subsection 3.2.4.3). These sets of 
geometric data (the secondary grid values) will reflect the primary geometric 
corrections necessary for presenting the imagery in any one of three dif- 
ferent map projections. However, high-frequency effects still remain and must 
be removed. These high-frequency effects consist of: 
a. Band-to-band registration offsets (function of the physical 
light pipe arrangement) 
b. Scan line length variations from nominal 
C. Detector-to-detector offsets (due to a finite sampling interval) 
d. Mirror velocity profile 
e. Sweep-to-sweep offsets (due to the combination of earth 
rotation scene latitude, and n lines at a time scanning). 
These high-frequency effects can be removed by shifting the G3 grid points 
along the input scan line in either a positive or negative direction. 
Now, any high-speed logic unit used to implement the resampling algorithm 
operates most efficiently if the data is sequenced through in a repetitive 
manner. This requires that the image data be partitioned, on a line-by-line 
basis, so that some number of pixels may be resampled and output in a repeti- 
tive manner. Associated with each input line, then, is an initial displace- 
ment x 
0 ( 
see Figure 54) measured from an input pixel, and an incremental dis- 
placement Ax. These parameters (x0, Ax) are used to recursively calculate 
successive interpolation displacements using equation (24) for each line: 
“k, = Xk-l + ax (24) 
94 
X X 
yxO 
L 
X x- Input Row 1 
x -/“x, x x x - 
Input Row 2 
Figure 54. Initial Position of Output Column at Different Points, 
The incremental displacement, Ax, is constant within a partition, but can 
vary with line number as shown in Figure 55. A table, for each input line 
in a subscene, must be developed that identifies the number of partitions 
(where breaks occur), the initial input pixel index, the initial interpola- 
tion displacement (x0), the incremental displacement (Ax), and the number 
of pixels output along each row in each partition. Having defined these 
parameters, maximum advantage can be taken of any high-speed logic unit. 
3.2.4.2 Horizontal Resampling 
Four of the secondary G3 grid points will be input for horizontal resampling. 
These grid points have a horizontal separation of 60 output pixels and a 
Input Row 1 
Start 
Input Row 2 
Break Break 
eyr q x/ x/ x/ x /x 3 x/ x/ 
d j v '/ '/ q '/ '/ '/ '/ 
Break 
Figure 55. Output Columns Process at Different Rates. 
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vertical separation of 48 input rows. The end points of each input row are 
determined using a linear interpolation between pairs of the secondary grid 
points (see Figure 56). These end points are then shifted to correct the 
high-frequency effects shown as the wavy lines on Figure 56. 
Next, the location of the 60 pixels along each input row are determined by 
using a linear interpolation between the high-frequency corrected end points. 
All pixel locations are now determined within the subinterval encased by the 
four secondary input grid points. The intensity value assigned to each pixel 
location is determined using the resampling algorithm. 
The wavy columns that result from the horizontal resampling become straight 
columns in hybrid space. Remember that hybrid space consists of the input 
space rows and the output space columns. 
3.2.5.3 Vertical Resampling 
When vertical resampling is implemented (shown in Figure 57), four of the 
secondary G2 grid points will be input. These define points in the hybrid 
space that have integer pixel locations (located on the hybrid space column) 
but noninteger output space row values. The task is to define the locations 
on the pixel columns of the output space row intersection. 
The G2 grid points are separated by 60 output space columns and 70 output 
space rows. A linear interpolation between the VRS points determines the 
end points of the 60 output space columns. Using these end points, the 70 
intermediate output space row locations are also determined by a linear 
interpolation. 
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3.3 RETURN BEAM VIDICON (RBV) 
The RBV uses conventional lenses and shutters, with vidicons for image scan- 
ning and storing prior to transmission of the image data to ground stations. 
The Landsat-l and -2 RBV is a three-band, three-camera television system, 
the Landsat-C RBV is a single-band, two-camera television system. The 
characteristics of each system are summarized in Table 10. This discussion 
will be only concerned with the Landsat-C two-camera configuration; however, 
the processing of the RBV data for Landsat-l and -2 is functionally iden- 
tical. 
Table 10. Comparison of Landsat-C/RBV with Landsat-l and-2/RBV. 
Item 
Ground Coverage/Frame 
Ground Coverage/Camera 
Spectral Coverage 
Readout 
Nominal Exposure Time 
Cycle Time 
Video Bandwidth 
Read Time 
Landsat 1 & 2/RBV 1 Landsat-C/RBV 1 
3 
185x185 km 
185x185 km 
Camera 1: 475-575 rnp 
Camera 2: 580-680 rnp 
Camera 3: 690-830 rnp 
Staggered for 3 
Cameras 
12 ms 
25 set 
3.2 MHz 
3.5 set total 
2 
183x98 km 
98x98 km 
Each Camera: 
505-750 mP 
Staggered for 2 
Cameras 
5.6 ms 
12.5 set 
3.2 MHz 
3.5 set Total 
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One RBV scene will consist of four subframes covering an equivalent region on 
the earth of 180 km by 183 km as shown in Figure 58. The two RBV cameras are 
tilted to provide side-by-side pictures of the earth spacecraft/earth motion 
and with the 3.5-second time interval between Camera 1 and Camera 2 exposures. 
RBV and MSS output image format centers are defined relative to the World 
Reference System (WRS) format centers in such a way that, nominally, corrected 
RBV data arrays will be in registration with the corresponding portions of 
corrected MSS data arrays. The RBV signal is analog on entry into the pre- 
processor. This analog signal is then digitized at 6 bits per sample to 
create an input image array of 4500 video samples per line, 4125 lines per 
subframe with a 18.2 by 23.8 meter pixel as shown in Figure 59. This sub- 
frame represents a 98 by 98 km region on the surface of the earth. The 
output image array is 5322 samples per line, 5322 lines per subframe with a 
19 by 19 meter pixel, also shown in Figure 59. 
3.3.1 RBV Functional Overview 
The application of radiometric and geometric corrections.to RBV image data 
is performed as shown in Figure 60 and described in the following paragraphs. 
Image data is read from the input HDT and written to disk. Reseau search 
areas are extracted, reseau located, and RBV internal geometric distortions 
modeled. Ancillary data are read from the Ancillary Data Tape (ADT) and 
used, along with the internal geometric distortion models, to estimate con- 
trol point locations in the input image data. 
Control point search areas are extracted from the image data on disk, and 
the Control Location Algorithm used to determine the control point locations 
within the search areas. Control point locations, ancillary data, and 
internal distortion models are employed in Geometric Error Modeling to 
estimate spacecraft attitude. The spacecraft attitude and the internal 
distortion models form a basis for the geometric output-to-input image trans- 
formation in Space-to-Space Mapping. 
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Figure 58. One RBV Scene Consists of Four Subframes. 
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The input image data is then radiometrically corrected and resampled to 
transform input data to the selected output map projection with geometric 
errors eliminated. Output image data, with tick marks and annotation, are 
written onto an HDT. 
As a separate process, calibration lamp data in the form of images from the 
spacecraft are used to update the radiometric correction coefficients (cali- 
bration lamp processing is performed only occasionally, e.g., once per week). 
3.3.2 Radiometric Calibration and Correction 
The RBV data suffer from significant shading (nonuniform response) effects. 
Since the objective of RBV correction is to modify the image data intensity 
to compensate for the spatially variable response characteristics, a method 
has been developed that mathematically structures the RBV image into correc- 
tion zones. (A sufficient number of such zones must be established to have 
a nearly continuous radiometric response function.) Each zone has a unique 
radiometric correction table to be used for compensation of the RBV errors. 
In effect, RBV radiometric correction is performed in two stages. The first 
part is the radiometric correction coefficient computation. This step includes 
prelaunch processing of Hovis Sphere radiometric data to get an initial set of 
calibration and occasional (once a week) processing of radiometric calibra- 
tion lamp images from the spacecraft to update the correction coefficients. 
The second part is the radiometric correction coefficient application or the 
actual radiometric correction of RBV imagery. 
The radiometric correction coefficient computation begins with the preproces- 
sing of the Hovis Sphere as shown in Figure 61. The Hovis Sphere is a uni- 
form radiance source. An 18 x 18 array of points are defined across the RBV. 
Each point is measured when illuminated by 10 different radiance levels from 
the Hovis Sphere. A linear least squares estimate, using the 10 radiance 
measurements, of gain and bias calibration values is computed at each of the 
324 points. 
The zoning of the image is illustrated in Figure 62. Global, eighth-order 
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Figure 62. Zoning the Image. 
105 
, 
bivariate polynomials of gains and bias are computed as least-squares 
estimates using the 18 x 18 array of gains and biases previously computed. 
The zoning of the image is accomplished as two one-dimensional problems. 
First, the horizontal zones are computed, then the vertical zones. Horizontal 
zoning is accomplished as shown in Figure 63. For each of several lines in 
the image (seven are shown in the figure), the zone sizes are computed. The 
zone sizes are determined by measuring the variation in radiometric distor- 
tions along each line. Using the eighth-order polynomials of gains (G(x,y)) 
and bias (B(x,y)) previously computed, compute for the first zone each x 
(line) and y (where y equals the sample location of the leftmost column of 
the 324 calibration points) the output intensity value at extremes of the 
digital range (0 and 63). Now increment y by 2 pixels, determine the new gain 
and bias for the seven lines, and recompute the output intensity values. If 
the difference of the output intensity values exceeds a threshold at either 
the low (0) or high (63), intensity level for any of the lines tested, a 
zone boundary has been reached. Otherwise, y is incremented by two pixels 
with each iteration until one of the lines exceeds the threshold. The ver- 
tical zoning is accomplished in a similar manner but computed for a set of 
samples rather than a set of lines. For each zone, gain and bias coefficients 
are computed using the global eighth-order gain and bias polynomials and 
coordinates of the center of the zone. 
Calibration lamp data is used to detect changes in RBV camera response and 
to update the radiometric correction coefficients. The first set of cali- 
bration lamp images is calibrated using the Hovis Sphere coefficients 
and serves as a baseline from which all future camera response changes are 
determined (see Figure 64). 
From the first calibration Lamp Image (CLI) a 18 x 18 array of small (20 
pixel by 20 pixel) subimages, centered at the intensity sampling points 
is extracted. An average intensity value is computed for each subimage. 
For each of the two intensity levels --calibration 0 and calibration 1 
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(calibration 2 tends to be saturated because of its high level)--the 18 x 
18 array of intensities is corrected using the gains and biases computed 
from Hovis Sphere data. The output of this preprocessing step is an 18 x 18 
array of corrected nominal CL1 intensities--(CLIl)--for each of two cali- 
bration levels. 
Operationally, each time a CL1 is processed, an 18 x 18 array of small sub- 
images is extracted and averaged to produce a 18 x 18 array of intensities. 
These intensities are corrected using the current radiometric coefficients 
and tested against the corrected nominal CL1 intensities. If the camera 
response has changes, a new 18 x 18 array of gains and biases is computed 
using the differences between current and corrected nominal CL1 intensities, 
new eighth-order polynomials are computed, and the image is rezoned. The 
zoning technique is precisely the zoning of Figure 62 (the zoning that was 
done on the Hovis Sphere data). If the camera response has not changed, 
current zoning and coefficients are not changed. 
The radiometric correction of RBV images is performed by applying the gain and 
bias for a given zone to all the input image intensity values in that zone 
(see Figure 65). 
As part of radiometric correction the resulting pixel values are checked. 
Any values which are greater than 63 are made equal to 63. (This assumes 
that miminum value is 0.) 
Figure 65. Radiometric Correction Coefficient Application. 
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3.3.3 Geometric Correction 
The functional flow of geometric correction is presented in Figure 66. 
Geometric correction is divided into correction determination and correction 
application. Correction determination begins with the location of reseau 
marks in the input data. Control point search areas are then extracted from 
the input data, corrected for internal RBV geometric errors (determined 
from the reseau marks), corrected for radiometric distortions, and are input 
to the Control Location Algorithm (CLA). The CLA uses an FFT implementation 
of cross-correlation between windows of image data surrounding the control 
points and the image data. Error Modeling uses ancillary data and the con- 
trol point locations to estimate spacecraft attitude. Space-to-Space Mapping 
computes a grid point correspondence that accurately represents the geometric 
transformation applied to the input data (including the selected map pro- 
jection). The computed geometric corrections are then applied to the input 
data in the resampling process. 
3.3.3.1 Reseau Detection 
A reseau pattern composed of a 9 x 9 array of opaque cruciform marks is 
inscribed on the RBV faceplate to provide the means of determining the geo- 
metric distortion introduced by the sensor. The mathematical characteriza- 
tion of the sensor-caused error in a given image requires the detection and 
precise location of the nominally black reseau marks in that image. The 
vector differences between the actual locations and the undistorted locations 
of the reseau marks are used to compute the coefficients of bivariate mapping 
polynomials used to represent the internal errors of the RBV. 
The internal geometric errors of the RBV are expected to be very stable. A 
64 x 48 pixel area centered at the last known location of the reseau (shown 
in Figure 67) is sufficiently large to ensure that it contains the reseau and 
is used as a search area for the reseau. 
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Figure 67. Shape and Size of Reseau Within the Search Area. 
The reseau detection routine developed by IBM is based on the following 
operational sequence: 
a. The last known locations of reseau marks are inputs to the 
program. 
b. Within search areas of 64 x 48 pixels, each centered about a 
previous reseau mark location, individual row and column sums 
of pixel gray levels are computed. This operation is called 
"shadow casting." Thus, along the n th column, the sum would 
be as shown in equation 25 
48 
'n = C gmn 
m=l 
(25) 
th where g is the gray level of the pixel located at the m 
row andmFhe nth column of the 64 x 48 search area. 
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C. The reseau mark contained within a search area is detected by 
the application of the detection algorithm.to the row and column 
sequences 
{'m} and { 'n} 
This algorithm finds the lowest column sum and tentatively calls this the 
column center of the reseau. It then computes threshold values based on 
the lowest sum and the background intensity. The reseau is considered to 
be all contiguous sums in the neighborhood of the lowest sum that are lower 
than the threshold. A similar procedure is used for row sums. 
The steps of the algorithm, described with reference to the typical set of 
row or column sums in Figure 68, are as follows: 
a. Tentatively call the lowest sum, S 
k' 
the reseau center. 
SUM 
. 
l . 
l .* 
. 
. 
. . . 
. . . . ‘i Background 
Threshold = St . . 1 Reseau . 
. 
Center of reseau 
Pixel 
Figure 68. Typical Set of Row or Column Sums. 
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b. Next, compute a local average background intensity the 
following way: 
Move to the right of Sk three sums and the next four 
sums are background. 
Move to the left of Sk three sums and the next 
four sums are background. Average the eight 
background sums to get the local average back- 
ground intensity (call it Sa>. 
C. Compute the average of Sk and Sa using equation 26. Call this 
a threshold, S t' 
St = (sa + Sk)/2.0 (26) 
d. All sums below the threshold near Sk are reseau pixels. 
e. If there is an odd number of pixels in the reseau, the correct 
center is the middle pixel of the reseau. If there is an even 
number of pixels in the reseau, the center is the pixel just 
left of the middle, i.e., 
l @o a 
Center 
Reseau 
a 000 a 
Center 
Reseau 
As described, this lowest sum algorithm finds 81 of 81 reseau. However, it 
defines a reseau location even if there was no reseau in the search area. 
Obviously, a check is necessary to detect false reseau. The false reseau 
check is based primarily on the following: 
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a. Real reseau are 3 to 7 pixels wide -- if we detect a 
reseau narrower than 3 or wider than 7 pixels, reject 
it. 
b. Real reseau are much darker than the background, so 
the algorithm insists that a reseau pixel must be, on the 
average, at least 8 intensity levels (out of 64) darker 
than the background. That is, Sa - Sk must be greater 
than 8 x (32-4) = 244. 
Both of these checks use data routinely collected during the search for 
the reseau, and so take very little extra computing time. Used together 
they are extremely effective. 
The reseau detection program was checked on 486 reseau marks (that is, 
972 searches, one search through column sums and one search through row sums 
for each reseau). Every true reseau was found. Visual examination of the 
reseau showed the algorithm was finding the correct reseau center. A further 
confirmation of the algorithm's accuracy is the fact that the algorithm 
computed the average reseau width to be between 4 and 5 pixels. This agrees 
with visual evidence. 
The reseau detection program was tested on 486 false reseau. That is, the 
program was asked to search for reseau in 486 search areas that contained no 
reseau. Of the 972 searches for the 486 false reseau, the program accepted 
only 3 of the 972 as being reseau. The probability of accepting a false 
row or column when on reseau is present in the search area is thus approxi- 
mately 0.003, and the probability of accepting a false reseau is (3/972) 
(3/972) = approximately 0.00001. On the average, if the program looked only 
in search areas that contained no reseau through more than 1000 images, it 
would reject all but one of the false reseau. 
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3.3.3.2 Internal Distortion Modeling 
Two pairs of fifth-order polynomials (84 coefficients) are least squares 
fit to the reseau marks. One pair represents the transformation from input 
to nominal reseau locations (I-N polynomials) and the other is from nominal 
to input (N-I polynomials). The two polynomial pairs, I-N and N-I, are used 
in Search Area Extraction, Error Modeling, and Space-to-Space Mapping. 
3.3.3.3 Search Area Extraction and Correction 
This process is performed in two steps: extraction and correction. Search 
area extraction is the process of estimating where in the input image space 
of each RBV camera control points will be found. It is expected that six 
points per RBV image will be adequate. To minimize correlation errors in 
Control Point Location, search areas are radiometrically and geometrically 
corrected (for distortion). 
3.3.3.4 Control Location 
The Control Location Algorithm (CLA) developed by IBM for the MDP will be 
used. The MDP CLA processes search areas of 128 x 128 pixels, while the 
search areas required for RBV processing are 384 x 384 pixels. Therefore, 
within these areas, 3 x 3 groups of samples are averaged to produce 128 x 128 
sample arrays. The MDP CLA is used to correlate these arrays with 32 x 32 
sample window arrays (formed by averaging 3 x 3 groups of samples over 96 x 96 
sample arrays of RBV input data) taken from the RBV Control Point Library. 
This coarse search is used to determine the approximate location of each con- 
trol point in the input image data. Each approximate location is used to 
define the center of a 128 x 128 sample array of full-resolution RBV data. 
The MDP CLA is used to correlate these arrays with 32 x 32 sample window 
arrays of full-resolution RBV data taken from the RBV Control Point Library. 
The results of this fine search are used in the Error Modeling calculations. 
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3.3.3.5 Geometric Error Modeling 
The functional flow of Geometric Error Modeling is presented in Figure 69. 
Error modeling computes a pair of fifth-order bivariate polynomials to de- 
scribe NBV internal distortions. Control point input image locations, pro- 
duced by the CLA, are mapped through this polynomial pair to an internally- 
corrected set of coordinates. Nominal control point locations (latitude and 
longitude) from the control point library are mapped to the tangent space 
and then onto the nominal input space by analytical formulas. The differences 
in input and nominal Control Point Locations are assumed to be due solely to 
satellite attitude. Since the RBV is a framing sensor, classical three- 
parameter resection can be performed to estimate attitude: one each of roll, 
pitch, and yaw is produced. In the resection, Attitude Monitoring System 
CAMS) and tracking station estimates of attitude and altitude are input. 
They are then refined by the control point information. If insufficient 
control points are input to Geometric Error Modeling, the output defaults to 
AMS estimates of attitude. 
If an RBV Control Point Library does not exist, but the MSS scene correspond- 
ing to a given RBV scene has been processed, an alternative attitude determina- 
tion procedure shall be possible. The attitude models estimated during the 
processing of the MSS scene are input to the RBV correction process -- no 
RBV control points are located. Attitude determination is reduced to 
evaluating the MSS attitude polynomials at the time of the RBV image. This 
procedure is presented in Figure 70. 
This alternative process will not be as accurate as processing with a true 
RBV control point library, but it does provide a reliable method by which 
RBV images can be corrected with reasonable accuracy in the absence of RBV 
control points. Therefore, this optional processing mode shall be implemented 
as part of the RBV processing system. 
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Figure 69. Geometric Error Modeling. 
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Figure 70. Alternative Attitude Determination Procedure. 
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3.3.3.6 Space-to-Space Mapping 
The internal and external distortion correction models computed in Geometric 
Error Modeling are applied to a set of standard primary output space grid, 
points to obtain corresponding pairs of coordinates L, S in the input image 
space. This procedure is functionally identical to the TM and MSS procedure 
described in subsection 3.2.4.3. 
3.3.3.7 Geometric Interpolation 
Cubic interpolation functions are applied to the input space coordinates of 
the primary grid point net to determine coordinates for a secondary, finer 
net. Linear interpolation is then used to compute the intersections of the 
near-vertical columns defined by the secondary grid points with the horizon- 
tal lines of the input data array. These operations are identical to that 
required for the TM and MSS scanning sensors and are further described in 
subsection 3.2.4.4. 
3.3.4 Resampling for RBV 
Since the points of the output array, when mapped to the input space, do 
not coincide generally with points on the input space sample lattice, the 
input space must be "resampled" at the computed locations of the output data 
points. Two algorithms (Cubic Convolution and Nearest Neighbor), discribed in 
subsection 3.2.5, are provided to perform this function. Both algorithms 
incorporate the final determination of the input space coordinates of each 
output sample (based on the data computed in Geometric Interpolation) as 
well as the determination of output sample intensity values. 
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3.4 HEAT CAPACITY MAPPER MISSION (HCMM) 
The Heat Capacity Mapping Radiometer (HCMR) collects data in two bands 
(channels; 0.5 to 1.1 micron (visible and near IR) and 10.5 to 12.2 micron 
(IR), providing measurements of reflected solar energy and equivalent black 
body temperature. Since the S/C does not have an on-board data recording 
capability, sensor data can only be collected within range of an acquisition 
site (i.e., 5-10 minutes). The realtime HCMR analog data will be recorded 
on tape at the acquisition sites and shipped to GSFC for data processing. 
This analog data is then digitized at 8 bits per sample to create an input 
image array of 1500 samples/line, 1500 lines per frame, with a 500m by 500m 
pixel at nadir. This data will be radiometrically and geometrically 
corrected with 420m square pixels output. 
The second phase of the data processing deals with the registration of day 
and night thermal infrared data. Features will be identified in both the 
day and night data and the night thermal images remapped to overlay day 
images. 
The registered day and night thermal infrared data will be archived at GSFC 
and used t-0 produce day/night temperature difference data. 
Processed data will be available in three formats: 
a. Black-and-white imagery as 241 mm prints or transparencies 
b. Computer-compatible tapes (CCTs) of calibrated and geometrically 
corrected data 
C. Computer-compatible tapes of calibrated but geometrically uncor- 
rected data. 
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3.4.1 Heat Capacity Mapper (HCM) Functional Description 
HCM data correction and registration incorporates three distinct processing 
phases (see Figure 71). Phase I is the systematic correction of the HCMM 
image data. In this phase the input to the system is a continuous swath of 
unprocessed HCMM image data. These data are broken into frames and radio- 
metric and systematic geometric corrections are applied. The output is 
square output images. All collected HCMM image data are processed through 
Phase I. 
Phase II is the selection and systematic correction of overlapping day/night 
image pairs. The input to Phase II consists of one or more day/night pairs 
of unprocessed HCMM image tapes, where each pair has been found to contain 
an intersecting image area which is a candidate for day/night registration. 
From these the system generates an output tape containing pairs of day/night 
imagery. These pairs are fully processed (i.e., radiometric and systematic 
corrections are applied) and each frame is elongated to provide the complete 
area of overlap. Film is made of each pair of elongated frames to aid in 
control point selection during Phase III. 
Phase III is the actual registration of day/night images. The input to 
Phase III is the tape of fully processed day/night image pairs created in 
Phase II. Under operator control, each image is displayed on the display 
terminal. Using the film images created from the Phase II output as a guide, 
the operator locates the control points in each displayed image and indicates 
their locations to the system using the cursor of the display terminal. 
Identifying information associated with each control point is entered so that 
the system can pair up conjugate points. When all the control points for an 
image pair have been located, the system registers the day images to the cor- 
responding night image. The output of Phase III, derived from the registered 
images, consists of a pixel difference image and an apparent thermal inertia 
image. Thus far, only Phase I has been implemented on the MDP. The follow- 
ing sections will describe in more detail the Phase I processing functions. 
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Figure 71. Functional Diagram of HCMM Data Processing System. 
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3.4.2 HCM Phase I Processing 
The HCM processing system, shown in Figure 72, accepts the image data, radio- 
metrically corrects the samples and, optionally, geometrically corrects the 
Figure 72. HCMM Functional Flow. 
data to a Hotine Oblique Mercator (HOM) projection. The transformation 
grids will be generated using data from the S/C attitude measurements only. 
The output pixels, radiometrically and geometrically corrected, are output 
as rectangular frames (808.0 km x 693.4 km) or as an elongated frame. The 
elongated frame shows an 808.8 km width and can be as long as necessary to 
show the entire requested swath of input data, up to 5509 km. 
Both fully processed and partially processed image data will be output from 
HCMM processing to a high density tape. Partially processed image data 
will consist of pixel values which have been radiometrically corrected but 
have not been geometrically corrected (i.e., not resampled). Fully processed 
image data will consist of pixel values which have been both radiometrically 
and geometrically corrected. 
Image data is input (in BIL format) and processed on a swath basis. A swath 
is the maximum amount of contiguous sample data that can be gathered from the 
S/C. This can be as many as 10220 sensor scans of 1500 samples each (per 
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each band). Image and calibration data are read from an input HDT and staged 
to disk for subsequent processing. Image data is being collected from both 
bands during the descending (nighttime) and ascending (daytime) nodes; how- 
ever, only IR data is processed from the nighttime data. Ascending node data 
will be reversed from its input orientation in order that the frames of both 
day- and night-gathered data will have a northward orientation. 
3.4.3 Radiometric Calibration Processing 
Correction of earth scan radiometric values is necessary to remove distortions 
introduced between the detector voltage output and the presentation of data 
to the processing. In addition, the corrected radiometric value must be 
transformed to represent normalized albedo for Channel 1 and radiance 
intensities for Channel 2. A cubic polynomial is generated to account 
for the distortion and transformation. 
The generation of the cubic polynomial coefficients is the radiometric cali- 
bration, while application of the function is radiometric correction. Figure 
73 indicates the radiometric calibration inputs for channels 1 and 2. 
The calibration process for channel 1 (visible band) is shown in Figure 74. 
Each major frame of image data contains a set of calibration data. Included 
in the calibration data are calibration wedges, the count levels resulting 
from introducing known voltage levels into the electronics system. There 
are two wedges for each channel, one injected at the input to the sensor 
amplifier and one at the output of the amplifier. 
The input calibration wedge is used to develop a cubic polynomial (6i repre- 
sents the coefficients), by a least squares procedure, which transforms 
received scan count to output sensor voltage. The transformation from volt- 
age to normalized albedo for channel 1 is via a prespecified quadratic 
polynomial (ci represents the coefficients). The Bi and c1 i coefficients of 
the two polynomials are combined to form one cubic polynomial, giving normal- 
ized albedo from received scan count. 
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Figure 73. Radiometric Calibration Inputs. 
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Figure 74. Channel 1 Radiometric Calibration (Sheet 1 of 2). 
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Figure 74. Channel 1 Radiometric Calibration (Sheet 2 of 2). 
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The procedure for channel 2 shown in Figure 75 is somewhat different. Included 
in the calibration data is a scan of an internal black body source, plus 
thermistor sensor readings of the black body and mounting plate temperatures. 
These temperature readings are used to compute the black body radiance, via 
the Planck equation. The radiance value and black body scan are then used to 
define a linear transformation of sensor voltage output to radiance. A third 
transformation from radiance to displayed intensity is done by a prespecified 
quadratic polynomial. The three polynomials are combined to form one cubic 
polynomial, defined by the 62 coefficients, giving output intensity as a 
function of received scan count. 
The output calibration wedge is used mainly as a check on amplifier linerarity. 
The received count levels are used to develop a cubic polynomial giving count 
as a function of sensor voltage. This is the inverse of the transformation 
developed above from the input wedge which gave sensor voltage as a function 
of count. A similar polynomial is developed for the input wedge, and the two 
sets of coefficients are output for offline comparison and determination of 
amplifier linearity. 
The output wedge is also used in channel 2 calibration to determine the volt- 
age of a thermistor sensing the black body temperature. 
Smoothing of the input calibration data is added to reduce noise added to the 
signals and to reduce the frequency of radiometric calibration. Calibration 
is performed every N scan lines, where N is restricted to l< N < 12. When N 
is changed, the value of a smoothing constant will be adjusted to provide an 
effective averaging of N scan lines. In addition to smoothing of calibration 
scan data, smoothing of telemetry voltages is performed within the calibration 
process. 
3.4.4 Radiometric Correction 
Radiometric correction is the application of the cubic polynomial developed 
above to the received earth scan values. The process in shown in Figure 76 
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Figure 75. Channel 2 Radiometric Calibration (Sheet 1 of 4). 
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Figure 75. Channel 2 Radiometric Calibration (Sheet 3 of 4). 
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Figure 75. Channel 2 Radiometric Calibration (Sheet 4 of 4). 
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- 
and is the same for channels 1 and 2. The process consists of two steps. 
First, the radiometric value of each pixel in a scan line is transformed via 
a cubic polynomial. A different set of coefficients is used for each band 
and set of N scan lines. If necessary, (for daytime images), the pixel order- 
ing is also reversed in this step. Next, all transformed values less than 0 
are clipped to 0, and all values greater than 255 are clipped to 255. This 
process is simple mathematically, but relatively time consuming because it 
must be applied to every input sample. 
3.4.5 Geometric Correction 
Geometric correction of the HCCM image data (as with MSS and TM data) involves 
START w 
5, Earth Scan Counts 
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Figure 76. Radiometric Correction Process. 
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developing a mathematical transformation to transform the input image samples 
to a geometrically correct output space. 
As described in subsection 3.2.4, geometric correction of MSS and TM data 
involves four steps: 
a. Control Point Processing 
b. Geometric Error Modeling 
C. Space-to-Space Mapping 
d. Geometric Interpolation. 
Control points, or recognizable features locatable in the input image data, 
are used to develop very precise attitude/altitude models necessary for re- 
moving the geometric distortions present in MSS and TM image data. However, 
these sensors have considerable redundancy in CPs and the CPs are referenced 
to maps. With HCMM, neither the number or distribution of recognizable CPs 
is sufficient to support a MSS/TM like attitude/altitude model. Furthermore, 
the resolution of HCMN (500 m) is much less than MSS or TM such that the 
accuracy of the end result is expected to be worse. 
In addition, the HCMM attitude control system differs substantially from the 
Landsat spacecraft, expecially with regards to the magnitude of the attitude 
excursions and unlike the Landsat application, attitude data is available for 
only small fractions of an orbit, i.e., 10 minutes rather than continuously. 
The HCMM attitude specifications give the maximum yaw excursion as less than 
+2 degrees and the maximum pitch and roll excursions as less than +0.5 degrees. - - 
The maximum attitude rate is less than 0.01 degrees per second for all three 
axes. It was further revealed that the Attitude Control System (ACS) data 
supplied by GSFC on the Ancillary Data Tape (ADT) had reduced the random 
noise in the raw data to the maximum extent possible. Further reduction by 
the MDP (smoothing) was not likely and, in fact, may lose some of the fidelity 
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produced by GSFC processing and recorded on the ADT. 
After consideration of the above factors; i-t was decided that the current 
geometric error modeling approach implemented for the MSS and TM be replaced 
with a linear interpolation of the attitude and altitude values supplied by 
GSFC ADT. The remaining functions necessary for geometric correction (i.e., 
space-to-space mapping and geometric interpolation) are described in the fol- 
lowing subsections. 
3.4.5.1 Space-To-Space Mapping 
The space-to-space mapping procedure for HCCM is similar to the procedure 
used for the MSS and TM scanning sensors described in subsection 3.2.4.3. A 
rectangular array of grid points are defined in the output space during the 
system design. The spacing of this array is selected to keep the interpo- 
lation errors less than an acceptable limit in the presence of the anticipated 
worst case distortions. This array is invariant for a given map projection 
and output image and pixel size. 
An iterative mapping procedure is used to compute the input space coordinates 
of the rectangular array of grid points defined in output space. The itera- 
tive requirement stems from the uncertainty of the exact time at which a point 
on the ground is imaged by the sensor. 
This intermediate mapping for the HCCM will be to tangent cylinder, whereas 
the iteration involved an intermediate step mapping of the grid points to a 
tangent plane for MSS and TM. This tangent cylinder is inertially fixed with 
its axis normal to the orbital plane as shown in Figure 77. The line of 
tangency with the geosphere passes through the nadir at scene center time of 
the scene designated as the HRC scene. The nadir forms the origin of the 
tangent space coordinate (SC, YC, ZC) shown in Figure 78. XC is a curvi- 
linear coordinate along the line of tangency traced out by the radius vector 
of the satellite. Time is measured from scene center time. This tangent 
cylinder serves as a swath long intermediate mapping surface. When mapping 
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Figure 77. Space-to-Space Mapping Coordinate Frames. 
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a single grid point from the tangent cylinder into the input image, each 
individual iteration for the grid point will use a locally defined tangent 
plane. 
The output of the space-to-space mapping function is a 44 x 23 grid of pixels 
containing the input space coordinates of the spatial interpolation grid 
points presented in Hotine Oblique Mercator (HOM) projection. This array 
provides the input to the geometric interpolation function. 
The projection of HOM is defined by its latitude and longitude. These are 
available as the latitude and longitude of the nadir (at scene center time) 
of the frame specified as center frame on ADT. The azimuth of the projection 
axis through the projection center, AZO, measured from true North completes 
the definition of HOM coordinates. AZ0 is a function of the projection 
center latitude, orbital inclination and period. AZ0 is computed for each 
specified projection center latitude. 
The origin of the HOM coordinates (U, V)is not located at the projection 
center (see Figure 79). The location of the origin is created when the 
parameters of the radius function of the parallels of the aposphere (an immedi- 
ate mapping surface) are computed to minimize distortion at the center of the 
map. The HOM coordinates are defined with U increasing toward the North, V 
negative West of the projection axis, and positive East of it. 
3.4.5.2 Geometric Interpolation 
The geometric interpolation procedure for HCCM is similar to the procedure 
used for the MSS and TM scanning sensors described in subsection 3.2.4.4. 
The only difference is the number of grid points input to an output from the 
geometric interpolation function. The sequence of operations and the order 
of the polynomial interpolators is the same. 
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Figure 79. HOM 'Coordinates. 
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The 44 x 23 grid of pixels ,output from the space-to-space mapping function 
will be interpolated to generate the secondary grid points necessary for 
resampling. As with the MSS and TM scanning sensors, horizontal resampling 
requires the locations of the intersections of output space pixel columns 
with input space lines (G3 points); vertical resampling requires the locations 
of the intersections of output pixel rows with hybrid space (G2 points). 
The same set of G2 and G3 grid points is generated for both the "square" or 
elongated output frames. The geometric interpolation function computes the 
necessary information to choose the correct subsets and initialize the re- 
sampling functions. In addition, the line group number (a line group is six 
input scan lines) of the beginning of input data for each frame and the num- 
ber of fill pixels to the left and right of the image for each output space 
row are computed. 
The output will consist of two sets of secondary grids. A 285-row by 81- 
column grid for horizontal resampling (G3) and a 325-row by 81-column grid 
for vertical resampling (GZ). Each value is contained in one 32-bit word. 
3.4.6 Resampling for HCM 
The resampling procedure for HCCM is identical to the procedure used for 
MSS and TM scanning sensors as described in subsection 3.2.5. The HCCM re- 
sampling algorithms will allow for distortions of up to 25 percent in the 
cross track direction (any length segment of samples will not be stretched or 
compressed by more than 25 percent), and a maximum horizontal line droop of 
less than 3.6' (a h orizontal output space line mapped to the input space will 
be distorted from the horizontal by less than 3.6'). The corresponding values 
for the MSS and TM sensors are: generally 1 to 5 pixel stretch or compression 
in line length, and a horizontal line droop of less than 1.5'. 
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3.5 ANALYSIS OF GEOMETRIC CORRECTION/TEMPORAL REGISTRATION ERRORS 
The principal steps in the Geometric Correction (GC) process are shown in 
Figure 80. Temporal Registration (TR) differs from Geometric Correction in 
that Relative Control Points (derived from a single image) are used to compute 
error mode.ls instead of Geodetic Control Points (GCPs). Errors in these 
processes (GC and TR) are of three kinds: 
a. Input 
b. Internal 
C. Propagated. 
Locate GCPs 
In Input Data 
Correct GCPs Map To 
:- For Systematic A Tangent 
Errors Space 
Map Nominal Compute Space To 
+ GCPs To Error Space - 
Tangent Space Models Mapping 
Figure 80. Overview of Geometric Correction Process. 
Input errors are derived from information external to the process. Internal 
errors are the result of the approximation made in the mathematical models 
used in the Geometric Error Modeling to remove systematic errors (subsection 
3.2.4.2). Propagated errors are transmitted by a process. 
The purpose of the error analysis is to identify and assign values to these 
error sources and to predict what their effects will be on image positional 
accuracy thereby verifying that the proposed system will meet the accuracy 
specifications. 
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The method of predicting image errors evolved from the methods used by IBM in 
the All-Digital Precision Processing of ERTS Images Study (NASA Contract 
5-21716) and the EOS Attitude Control/Ground System Study (NASA Contract 
NAS5-21947). Subsequent processing of Landsat-l and -2 images has shown 
the accuracy predictions to be in reasonable agreement with the image 
actually obtained. 
Extensive Monte Carlo simulations were performed in the studies cited with 
initial and internal errors propagated through the GC/TR process to generate 
resulting image errors. Analyses of these simulations as well as analysis 
of Landsat-l and -2 data indicated the following: 
a. Image errors are normally distributed 
b. Image errors in either UTM or latitude/longitude coordinates 
are close enough to the corresponding errors in the tangent 
space so that it is sufficient to predict the error in the 
tangent space. 
C. Tangent space errors due to GCP location errors can be reliably 
estimated by propagating the covariance matrix o.f GCP location 
errors through the attitude/altitude model. 
Subsection 3.2.4 discussed the two basic approaches to the use of control 
points in correcting image data. The selected approach uses ancillary and 
a priori information to evaluate as many distortion coefficients as possible. 
The only errors that remain to be evaluated with control points are the atti- 
tude and ephemeris measurement errors. The error analysis approach can 
therefore be summarized in the following steps. 
a. Determine the effect of all error sources on GCP location 
and derive the GCP location error by combining the effects 
in a root-sum-of squares. 
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b. Propagate the GCP location error through the attitude/altitude 
model to determine the error in the tangent space due to GCP 
location. 
C. Combine the errors due to interpolation (creating the secondary 
resampling grids from the primary grids) and resampling with 
the propagated error in the tangent space to obtain the estimate 
of the la value of the image error. 
3.5.1 Landsat-D TM and MSS Error Analysis 
An error analysis was performed for Landsat-D using the procedure just out- 
lined and developed for Landsat-1, -2, and -C. Landsat-D carries two 
scanning sensors, the Thematic Mapper (TM) and the Multispectral Scanner (MSS). 
The errors relating to both of these sensors are discussed in the following 
paragraphs. 
Figure 81 illustrates the grouping of consecutive corrections and/or trans- 
formations involved in the Landsat-D TM and MSS error analysis. The inputs to 
the error analysis are the true GCP geographic coordinates, true GCP image, 
coordinates (line and sample), and the true ephemeris (nadir location). Each 
input is subject to errors as listed in Table 11. The GCP image coordinates 
are corrected for all systematic errors as indicated by the GCPCOR box. The 
sensitivity matrix relating the A x, Ay errors in the image GCPs to 
the A x, A y errors in the same points after the corrections indicated 
Table 11. Input Errors, Meters (1 Sigma). 
Thematic 
Error Type Mapper MSS 
UTM map 7.4 7.4 
UTM measurement 5 5 
Map matching 3 8 
Control location 3 8 
Error in AV/V Negligible 
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Figure 81. MSS Precision Processing: Error Analysis of Geometric Correction. 
in Figure 81 are sought for each error source. The elements of the sensitivity 
matrix (a function of the operating state sector) are partial derivatives of 
the values of output variables of a process with respect to the input vari- 
ables. The components of the state vector are the attitude and altitude 
parameters. 
Also shown in Figure 81 are a set of uniformly distributed error check grid 
points. The output to input mapping of each of these grid points is subject 
to space-to-space mapping errors, error due to the cubic and linear inter- 
polation of the grid points, and the error due to the resampling. As pre- 
viously mentioned, the error check grid points include 90 percent of the 
area of the output image. 
Figure 82 illustrates in detail the functions involved in the GCPCOR box and 
the grid point mapping box shown in Figure 81. 
The error estimate is used to predict the image errors. The error has com- 
puted at a given point has two components: the x (cross-scan) and y 
(along-scan) direction. Each component is multiplied by 1.645, which cor- 
responds to the 90 percent of a normal distribution. Error estimates 
are calculated at a grid of points covering 90 percent of the output image 
as shown in Figure 83. The grid shown is 5 x 5, a size proven to be 
adequate for Landsat-1, -2, and -C. The maximum error in either direction 
over the grid is determined. If this value is less than 0.5 pixel for GC 
or 0.3 pixel for TR, the image may then be considered to have satisfactory 
accuracy, since 90 percent of the pixels in the image would have geometric 
errors less than this maximum. 
3.5.2 Input and Internal Errors 
Input error sources and their 1 sigma values are shown in Table 8. The 
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value of the UTM map error was derived from the National Map Accuracy 
Standards, which specify that 90 percent of map points must be located with- 
in a tolerance of l/50 inch for scales of 1:20,000 and smaller. Geodetic 
Control Points (GCPs) are located on 1:24,000 maps, l/50 inch corresponds to 
12.2 meters. This represents a 1 sigma value of 7.4 meters (12.2 i 1,645). 
The UTM measurement error value was derived from map scaling experiments. 
The error in manually measuring the location of a GCP on the map is 5 meters 
from the experiments. The map matching error represents the ability of an 
analyst to register (superimpose) the control point identified on a map with 
the same feature located in the input image using the zoom transfer scope. 
Once the analyst registers the control point, the line and sample values of 
the control point are entered into the Control Point Library. The control 
location error is the error introduced when using the control location algo- 
rithm (CLA) to locate the control point in the input image. The map matching 
and control location error value correspond to 0.1 pixel, experimentally 
observed in Landsat-l and -2 image processing. Spacecraft velocity errors 
are obtained from the Goddard Space Flight Center Operational Orbit Support 
Branch and are negligible. 
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Table 12 lists the errors due to thermal vibrational effects which cannot be 
modeled and will, therefore, contribute to GCP location error. For conven- 
ience, the residual error after the mirror model correction has been applied, 
which technically is an internal error, is also given in Table 12. The error 
magnitudes were derived on the basis of extensive simulations of the space- 
craft thermal and vibrational behavior and Thematic Mapper simulations. 
Table 12. Unmodeled Errors (Meters). 
Thematic Mapper 
Error Type Along-Track AX Cross-Track d 
Mirror model 3 3 
Flight Segment errors 
Thermal distortion-sensor 1.5 1.5 
Thermal distortion-structure 1.5 1.5 
Thermal distortion-ACS 1.5 1.5 
Response to sensor motion 0 1.5 
ACS subsvstem 1.5 1.5 
MSS 
Alonggirack / Cross~rack 
4 4 
4 4 
4 4 
0 
I 
4 
4 4 
The possible sources of internal error; that is, the error resulting from 
approximations in the mathematical models are listed in Table 13. These 
models are either transformations or functions applied to remove the sys- 
tematic errors. A previous IBM analysis performed for the all-digital 
processing of ERTS Images Study Contract NAS5-21716 of each of the trans- 
formations or corrections involved indicated the error to be essentially 
zero. 
Table 13. Internal Error Sources Checked. 
l 
0 
l 
l 
l 
l 
l 
l 
- 
Transformation from UTM, PS, or LCC to latitude/longitude 
Transformation from latitude/longitude to tangent space 
Scan skew correction 
Earth rotation correction 
Earth curvature correction 
Differential scaling correction (MSS only) 
Format center computation 
Transformation from image to MAP 
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r 
The error sources listed in Tables 11, 12, and 13 may be combined in a 
root-sum-of squares fashion to give the (l-sigma) value of the control 
location error shown in Table 14, which must be propagated through the 
attitude/altitude model. For Geometric Correction,. all the error sources 
must be combined. For Temporal Registration, the location of the relative 
control points is exact, therefore, only the control location error and the 
errors in Table 12 need be considered. 
Table 14. GCP Location Error (Meters). 
/ z;atic Mapper 
The input errors (Table 11) will be reduced by a factor related to the 
square root of the number of control points processed. In addition, as the 
number of GCPs is increased (assuming a good GCP distribution) the uncer- 
tainty in the attitude/altitude is reduced and the propagated error is 
therefore less. 
To the propagated error must be added the image errors, committed in pro- 
ducing the output image, due to interpolation and resampling, and the 
ephemeris error. These values are given in Table 15. The resampling and 
interpolation errors are derived from a study performed for the Master Data 
Processor (MDP). Each is computed so that the magnitude of the errors is 
less than 0.1 pixel. 
Table 15. Interpolation and Resampling Error (Meters). 
Error Source 
Cubic convolution 
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3.5.2.1 Expected Accuracy of Output Digital Products (TM and MSS) 
The control point location errors, previously described, are propagated 
through the altitude/attitude model according to equation 27: 
= A B (') 
ii cov g (ABBE 
(o))T 
(27) 
The Ax and 
uL 
Ay terms are the covariances of the errors in the X and Y 
directions of the tangent space. Cov C is the covariance matrix of the 
errors in the coefficients of the attitude/altitude model, and the product 
of the A and B matrices is the sensitivity matrix which relates deviations 
in tangent space location to deviations from nominal spacecraft attitude and 
altitude. 
The l-sigma errors ~AX and oAy depend on the number and the distribution of 
the control points used to determine the coefficients of the attitude/ 
altitude model. Various distributions of control points for a given number 
of control points have been simulated and the expected values of the propa- 
gated error computed. In all cases, control points were located in the outer 
vertical quarters of a scene and as evenly divided as possible between the 
left and right quarters. 
Figure 84 illustrates the results of propagating control location errors 
through the attitude/altitude model for Landsat-D. The expected behavior of 
a decrease in propagated error as the number of control points increases is 
evident. The propagated error is computed at a 5 X 5 grid of points covering 
90 percent of an image. The propagated error at each point is multiplied by 
1.645 (which, since the error distribution is normal, gives a realistic upper 
bound for the error at that point), and the maximum value in both directions 
over this grid is reported. 
The total maximum image error was obtained by combining in a root-sum-of- 
squares manner the propagated error, errors due to interpolation and 
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Figure 84. Maximum Error (Meters) Over 90 Percent Grid vs. Number of GCPs. 
resampling, and the ephemeris errors incorporated in the attitude estimates. 
The total image error for both sensors in both temporal registration and 
geometric correction using six control points is given in Table 16. As shown 
in Figure 84, six control points per scene are sufficient to meet the TM 
position accuracy requirement of 0.5 pixel. The conversion factor is applied 
to the ordinate (error term) to get the maximum error for the MSS. A similar 
analysis was run for Landsat-1, -2 and -C, resulting in twelve control points 
per scene to meet the MSS accuracy requirement of 0.5 pixel. 
Table 16. Predicted Total Image Error, Pixels. 
*Maximum of X-, Y-direction error over 90% grid 
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3.5.2.2 Landsat-1, -2, and -C RBV Error Analysis 
Most of the input and internal error data, as well as the procedure for cal- 
culating propagated errors, is the same for the RBV and the MSS processors. 
The MSS and TM error analyses were previously discussed. The following 
represents the error analysis procedure for the Landsat-C RBV sensor. 
Figure 85 illustrates the grouping of consecutive corrections and/or trans- 
formations for purposes of the error analysis. The inputs to the error 
analysis are the true GCP geographic coordinates, true GCP image coordinates 
(line and sample), and the true ephemeris (nadir location). Each input is 
subject to errors as listed in Table 17. These error sources and their 
values are the same as those for the MSS, except the spacecraft velocity 
measurement has been deleted, since it would not be applicable to the RBV 
process. 
Measurement and location errors in reseau points, not applicable to the 
scanning sensors, have been included in Table 17. The GCP image coordinates 
are corrected for internal RBV geometric errors (determined from the reseau 
marks) as indicated by the Reseau Mapping box. The sensitivity matrix re- 
Table 17. Input Errors (Meters) (1 sigma). 
Error Type Error, Meters la 
UTM Map 7.4 
IJTM Measurement 5.0 
Map Matching 8.0 
Control Location 8.0 
Nominal Reseau Measurement 1.3 (.066x19 m) 
Image Reseau Location 5.5 (.289x19) 
RSS 15.98 
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Figure 85. RBY Precision Processing-Error Analysis of Geometric Correction. 
lating the Ax, Ay errors in the image GCPs to the Ax, Ay errors in the same 
points after the set of corrections indicated in Figure 85 are sought for 
each error source. The elements of the sensitivity matrix are partial deriv- 
atives of the values of output variables (attitude coefficients) with respect 
to the input variables. Since the RBV is a framing sensor, classicalthree- 
parameter resection can be performed to estimate the attitude coefficients: 
one each for roll, pitch, and yaw. 
A set of uniformly distributed error check grid points are also indicated as 
input to the grid point mapping. The output-to-input mapping of each of 
these grid points is subject to space-to-space mapping errors, error due to 
the cubic and linear interpolation of the grid points, and the error due to 
the resampling. The error check grid points includes 90 percent of the area 
of the output image. 
Figure 86 indicates in more deta 
Figure 85. 
il the app lied corrections shown in 
3.5.2.3 Input and Internal Errors 
The input errors and their 1 sigma values are shown in Table 17. The input 
errors are constants or distributions based on information external to the 
RBV processing system. The error sources and their values are the same as 
those for the MSS, except that spacecraft velocity measurement has been 
deleted, since it is not applicable to the RBV process. The nominal reseau 
measurement error and the image reseau location errors in reseau points, not 
applicable to the MSS process, are included in Table 17. Nominal reseau 
location measurements are provided to the nearest 0.001 mm, which equals 
0.066 pixels. The image reseau location error corresponds to 0.29 pixel, 
experimentally observed in Landsat-l and -2. 
Internal errors result from mathematical approximations and are listed in 
Table 18. These models are either transformations or functions applied to 
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Table 18. Internal Error Sources? 
Description 
Transformation from UTM, PS, or SOM to latitude/longitude coordinates 
Transformation from latitude/longitude to Tangent Space 
Earth Curvature Correction 
Resection 
Format center computation 
Transformation from image map 
Transformation from input to nominal Reseau and nominal Reseau to input 
(distortion polynomials) 
ftEach Contributes Negligible Error 
remove the systematic errors. The analysis performed for the all-digital 
processing of ERTS Images Study (Contract NAS5-21716) of each of the trans- 
formations or corrections involved indicated the error to be essentially zero 
for the first six error sources. The internal distortion polynomials (two 
pairs of 5th-order polynomials) represent the transformation from input to 
nominal reseau locations and nominal reseau location to input. Computer 
simulations currently indicate this error to be approximately 0.4 pixel in 
each axis. 
The error sources listed in Tables 17 and 18 may be combined in a root-sum- 
of-squares fashion to yield the one-sigma value of the control location 
error shown in Table 19 which must be propagated through the attitude model. 
For geometric correction, all the error sources must be combined. For tem- 
poral registration, the location of the relative control points is exact, 
therefore, only the control location error and the reseau errors (image and 
nominal) need be considered. 
To the propagated error must be added the image errors due to interpolation 
and resampling errors, previously given in Table 15. 
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Table 19. GCP Location Errors (Meters). 
Sensor 
RBV 
Geometric Temporal 
Correction Registration 
AX AY AX BY 
I 18.4 18.4 14.0 
14.0 
3.5.2.4 Expected Accuracy of Output Digital Products (RBV) 
The control point location errors are propagated through the attitude/ 
altitude model as outlined for the TM and MSS. The attitude is a constant 
for the RBV exposure time. Since the attitude model used for Landsat-D was 
also a constant the curve of Figure 84 can be scaled to illustrate the re- 
sulting propagated error as a function of the number of GCPs used. The total 
maximum image error was obtained by combining in a root-sum-of-squares manner 
the propagated error, the errors due to interpolation, and resampling errors. 
The total image errors, for the Landsat-C RBV in both temporal registration 
and geometric correction using six control points are given in Table 20. As 
shown, the performance requirements are met. 
Table 20. Predicted Total Image Error, Pixels+ 
Process 
I Sensor I GC I TR I 
*Maximum of X-, Y-direction error over 90 percent grid 
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3.6 CLASSIFICATION 
3.6.1 Introduction 
Some fundamental concepts associated with the physics and mathematics of 
remote sensing classification are described. 
Energy can be defined as the ability to do work. In the process of doing 
work, energy must be transferred frequently from one body to another or from 
one place to another. There are three basic ways in which energy can be 
transferred. These are the processes of conduction, convection, and radia- 
tion. The transfer of energy by electromagnetic radiation is of most sig- 
nificance to use here. It is the only form of energy transfer that can take 
place through free space. Remote sensing is accomplished through the trans- 
fer of energy that is either emitted or reflected from the radiating object 
to the sensors. The sensors, in turn, reconstitute this energy into an image 
detectable by normal sense organs, usually the eye. 
Virtually all energy detected by remote sensing systems undergoes certain 
fundamental processes. It is radiated by a source, propagated through the 
atmosphere, interacted with a target, reemitted, and passed back through the 
atmosphere before being sensed. 
Electromagnetic radiation is propagated through the earth's atmosphere almost 
at the speed of light in a vacuum. Unlike a vacuum in which nothing happens, 
the atmosphere may affect not only the speed of radiation but also its fre- 
quency , its intensity, its spectral distribution, and its direction. 
One very serious effect of the atmosphere is the scattering of radiation by 
atmosphere particles. The three most important types of scattering are 
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Rayleigh scatter, Mie scatter, and nonselective scatter. Rayleigh scatter 
is largely due to molecules and other very small particles many times smaller 
than the wavelength of,radiation under consideration. This type of scatter 
is inversely proportional to the fourth power of the wavelength. All scatter 
is accomplished through absorption and reemission of radiation by atoms and 
molecules. 
Mie scatter takes place when there are essentially spherical particles 
present in the atmosphere with diameters approximately the wavelength of 
radiation being considered. For visible light, water vapor, dust, and other 
particles ranging from a few tenths of a micron to several microns in diame- 
ter are the main scattering agents. 
When there are particles in the atmosphere several times the diameter of the 
radiation being transmitted, the scattering process is nonselective with 
respect to wavelength. Thus, water droplets, which make up clouds, scatter 
all wavelengths of visible light equally well, causing the cloud to appear 
white. 
Certain wavelengths of radiation are affected far more by absorption than by 
scatter. This is particularly true of infrared and wavelengths shorter than 
visible light. Absorption occurs when energy of the same frequency as the 
resonant frequency of an atom or a molecule is absorbed, producing an excited 
state. If, instead of reemitting a photon of the same wavelength, the energy 
is transformed into heat and is subsequently reemitted at a longer wavelength, 
absorption occurs. 
Several things may happen when electromagnetic radiation strikes a potential 
target. Some of the energy is reflected or scattered, and the rest enters 
the target to be propagated as a refracted wavefront. Reflection is the most 
important process to be considered here and refers to the process whereby 
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radiation "bounces off" an object. Actually the process is considerably 
more complicated, involving reradiation of photons in unison by atoms or 
molecules. Reflection exhibits fundamental characteristics which are impor- 
tant in remote sensing. In specular reflection the surface from which the 
radiation is reflected is essentially smooth, and the angles of incidence and 
reflection are always equal. If the surface is rough, the reflected rays 
go in many directions, depending on the orientation of the smaller, re- 
flecting surfaces. These surfaces are considered to be diffuse reflectors. 
The entire process whereby radiation is reflected, or reradiated, depends 
upon wavelength and it is this dependency upon which remote sensing classifi- 
cation depends. 
Figure 87 plots a typical spectral signature for wheat. Figure 88 shows the 
variation in intensity response for an assortment of biological materials as 
determined by a 12-channel scanner covering wavelengths from 0.41 microns to 
about 2.0 microns in channels l-11 and 9.3 to 11.7 microns in channel 12. 
Successful classification of materials depends on the ability to discrim- 
inate between such signatures and to accurately identify the desired class. 
Much effort sponsored by NASA, USDA, DOI, universities and industry has been 
focussed on determining what useful information can be extracted from such 
imagery. Many efforts involve attempts at classification of crops, forests, 
etc. The most ambitious experiment called LACIE (Large Area Crop Inventory 
Experiment) has been in progress for 3 years with the goal of estimating 
winter wheat production in the United States to within 90 percent accuracy 
90 percent of the time. Recent reports (at the LACIE Symposium in October 
1978) indicate progressively better results as procedures and techniques have 
evolved. 
The classification process itself in these studies is accomplished by com- 
paring (in a statistical sense) information derived from an input pixel with 
similar data derived from known sample patterns or signatures. 
160 
12c 
1oc 
80 
E 
5 
c 
a” 
3 60 
; 
E 
u-l 
40 
20 
.4 
‘\ r 
’ I 
: 1 
‘\A’ 
.5 .6 .7 
A (Microns) 
.8 .9 1 .o 
Figure 87. Typical Spectral Signatures for Wheat. 
161 
90 
40 
Bare Soil 
--- Corn 
-.-s- HW 
oats 
_ _ _ Pasture 
-------- Danse Green A 
\ 
‘I\ 
;‘* 
, Bare Soil 
Oats 
Pasture 
’ ’ Dense 
\ Green 
Hardwoods 
I I I I I I I I I I I I 
1 2 3 4 5 6 7 8 9 10 11 12 
Channel 
Figure 88. Variation in Spectral Response for 
Various Biological Materials 
162 
The signatures are derived from training sets. It is very important that 
such training sets, and the resultant signatures, be truly representative of 
the object class and its dispersion. Then, based upon a comparison between 
representative signatures and input data (test sets), decisions are made as 
to the nature of the data. 
3.6.2 LACIE Overview 
One procedure from LACIE for extracting information from remotely sensed 
data is summarized in the following paragraphs. 
Figure 89 presents a functional overview of LACIE system operations. The 
Landsat sensor data are transmitted to a ground station and then to the 
Goddard Space Flight Center. The received images at Goddard are 185 km 
by 185 km, much larger than needed by LACIE. Goddard extracts the LACIE 
sites (segments) of 5 x 6 nautical miles (117 scan line by 196 pixel) 
from the larger image on demand. The segments are radiometrically cor- 
rected and geometrically corrected to a reference image. 
The tapes of the sites extracted by Goddard are sent to the Johnson Space 
Center (JSC) and logged into a history data base, which is a file of all 
image orders sent to or filled by Goddard. The data are also converted into 
sets of multispectral graphic images (four visible bands for each site) for 
the photointerpreters (PIs) and then stored, in its original digital form, 
in the image data base for the analysts. 
The photointerpreters, working from standard USDA documentation, identify 
fields of given crops in about 20 percent of the images. Both the vertices 
and crop classification of each field are stored in a fields data base by 
site number. They also are used to produce a fields-overlay tape, which 
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Figure 89. LACIE Overview. 
provides the PI with a set of site pictures that define all the fields that 
have been identified. The PI uses these pictures in updating their judgments 
every time a new set of images of the site is acquired. 
All of these operations support the system's primary function, which is the 
development of statistical signatures of the fields that have been identi- 
fied, and the use of these signatures to classify those fields not identi- 
fied. This operation is basically one of pattern recognition, with the 
patterns being statistical ones. The pattern-recognition function is organ- 
ized into two types of fields and sites. The fields identified by the photo- 
interpreter, the ones used to generate statistical signatures, are called 
training fields; the sites in which they are located are called training 
sites. The fields that have not been processed by the photointerpreters, 
which means that their crop contents are unknown, are called test fields. A 
test field may be either the unknown area of a training site or the entirety 
of a site that contains training fields. The sites that contain no training 
fields are called test sites, and consist of 80 percent of the sites on which 
no photointerpretation work is done. 
The statistical crop signatures generated from the training fields consist 
of the mean vectors and covariance matrices of the pixels in up to four 
acquisitions (sets of multispectral images). At the very least, the compo- 
site is a spectral one, consisting of the four multispectral images in a 
single acquisition. At most, the composite is temporal as well as spectral, 
consisting of multiple sets of images acquired at multiple points in time. 
The largest composite from which a signature can be generated consists of 
16 channels of data (four acquisition times, each containing images in four 
spectral bands). 
When the training and test fields lie within the same site, the operation is 
called local classification. When a recognition site is being classified, 
which involves the use of a signature generated from a training field in a 
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different site, the operation is called signature extension classification. 
The difference between the two operations lies in the statistical techniques 
used. 
It became apparent during the early phase of the LACIE program that the most 
critical task performed by the analyst (PI) was training field selection 
rather than training field labeling. The analyst selects fields to be 
labeled, and there were indications that his selection was biased towards 
those fields he could identify with confidence. It was believed, therefore, 
that the use of analyst-selected training fields should be discarded. Tests 
indicated that the most desirable form of training field would be a single 
pixel. This has led to what is now called Procedure 1. Approximately 80 
dots or pixels are selected uniformly throughout a segment and labeled as 
wheat or nonwheat. 
A clustering analysis of the segment is made and the analyst-labeled dots 
used to label the clusters as wheat or nonwheat and thereby produce a clas- 
sification. A final step uses more analyst-labeled dots to correct for the 
effect of classifier bias (but does not correct for analyst bias). 
This procedure has proven to be successful and is the approach currently 
implemented by LACIE for local classification. 
Two characteristics of the LACIE system pose particularly interesting prob- 
lems, both associated with the pattern-recognition function. One of these 
characteristics is that the only way of achieving the productivity needed is 
by keeping the very large image data base online in its entirety and 
organizing it in a way that allows large sets of data to be retrieved very 
rapidly. A single classification operation can require the retrieval of as 
much as 368,000 bytes of data, and twice that amount can be called for in a 
single signature-extension operation. 
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The other characteristic of LACIE's pattern-recognition function that poses 
a problem is the difficulty of the statistical process that must be done. 
One part of the difficulty lies in the time frame in which LACIE must pro- 
duce crop-inventory results. Because of time constraints (a 14-day period 
was desired to acquire data and complete the analysis), small fields, and 
other photointerpretive limitations, the statistics used for the classifica- 
tion operations are often based on a small sample. Another part of the 
problem is that crop signatures are affected by atmospheric haze, sun illumi- 
nation angle, soil color, level of crop maturity, and farming practices. Even 
within a single site, these factors usually vary enough to produce a signifi- 
cant amount of statistical uncertainty. Both of these problems need to be 
addressed when considering on-board multispectral classification. 
3.6.3 Classification Approaches 
Based on examining the structure of typical remotely sensed data it seems 
that the probability of correct classification is a function of several 
factors. Some of these factors are: 
a. Classification rule -- for example is it very complete or is it 
an approximation. 
b. Number of classes -- the more classes an observation can be assigned 
to could increase the probability of making an error. 
C. Number of channels -- too few channels may not provide enough 
information and too many channels may actually decrease the 
probability of making a correct decision. 
d. Location of channels along the electromagnetic spectrum. 
e. Sample mean and covariance matrix. 
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3.6.3.1 Classification/Similarity Functions 
Several techniques are used for the actual classification of pixel data. 
Analysis has demonstrated that all the most widely used spectral similarity 
functions are only approximations to the maximum likelihood classification 
rule, with the assumption that the observation vector is an element of 
multivariate normal distribution. 
A similarity function is used as a criterion to determine if one observation 
vector is similar to another observation vector. If the two vectors are 
similar, they are considered to be elements of the same set. 
In the Earth Resources application, the observation vector consists of the 
average intensity of the electromagnetic radiation in each of the wavelength 
intervals. Since the measurement vector consists of intensity as a function 
of wavelength, the similarity function is described as a spectral similarity 
function. The various types of spectral similarity functions that have been 
used in Earth Resources applications range from the quadratic form to the 
Euclidean distance measure. 
The likelihood function of an n-dimensional, random-variable x is defined as 
the direct product of the probability density function of a set of m obser- 
vations, equation (28). If the random variable x is an element of a multi- 
variate normal distribution, the probability density function is described 
by equation (29). In the classification procedure, x is assigned to the 
set associated with the p. and 1. for which L(x) is maximized; this is 
equivalent to minimizing Zquatioi (30). The maximum likelihood criterion, 
equation (30), requires several operations. This effect is made more 
dramatic by the amount of data being collected. The computational complexity 
of equation (30) can be decreased by approximating the covariance matrix C, 
by a simpler form. Three such approximations, designated as S2, S3, and 
s4' are described in Table 21. 
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Table 21. Similarity Functions and Statistical Implications. 
9SSUMPTION ) SIMILARITY FUNCTION ) STATISTICAL IMPLICATIONS 
Z=Z s, = IoglZ ) + (x-r) x T -’ (x-p) l Data Set is accurately 
described. 
I)=Z 
d 
s2 = log ) Zd I +fx-r)Tzd-’ (x-l4 l Principal axes of the equi- 
probable contour are assumed 
to be parallel with the 
F2=(r2 I 2 lx- PIT (x-t4 
measurement coordinates. 
s3 = log (r + 
CT2 l Probability of occurrence is 
independent of the angle bc- 
tween the observation vector 
and the measurement co- 
ordinates. 
zI= I SQ = k!4TkP) l Hyperellipsoid is approximatec 
by a hypersphere with a 
radius of 1. 
Table 22. Processing Times for Various Similarity Functions. 
NOMENCLATURE 
k 
L 
” 
PfX,) 
Sl 
52 
s3 
number of classes to which x can be assigned 
llkclllwod function 
dlmenslon of the random variable x.. 
probablllty density function of the i’” sample 
of the random variable x 
slmilarlty functlon corresponding to a full 
covarlancc matrix 
similarity function corresponding to b diagonal 
covariance matrix 
similarity funclion corresponding to a covariance 
rmtrlx described as a constant t~mcs the identity 
matrix 
similarity funclion corresponding to an identity 
covariance matrix 
n x 1 random variable 
n x 1 mcan vector of 01x1 
first principal axis of ‘the.equiprobable contour 
second principal axls of the eauiprobable contour 
n x n covarlancc matrix 
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The motivation for the approximation is to decrease the time required to 
process that data. Table 22 illustrates the difference in processing times 
for each of the algorithms on an IBM System/360 Model 75, for a case where 
there are 4 channels, n=4 and 10 classes, k=lO. 
Other techniques now being actively used include clustering. 
3.6.3.2 Cluster Analysis 
Clustering is a method of partitioning a set of data into homogeneous subsets. 
This is achieved by extremizing a functional, J, which is a function of a 
similarity function, S f, the number of clusters, N, and the parameters of 
the clusters, 0. For discrete data, J can be expressed in equation (31) as: 
N 
J=C C 
i=l X.ECi 
Sf (Xj 3,) 
J 
There are various similarity functions, typical ones include: 
(31) 
Similarity Function Interpretation 
staircase distance 
unweighted Eculidean norm 
weighted Euclidean norm 
One of the most significant problems in cluster analysis is determining the 
correct number of clusters in the data set (cluster convergence). 
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For the purpose of this study, the precise classification technique used is 
less critical than the recognition of the large calculation load implied by 
any of the above processes. Also, as in many computationally demanding prob- 
lems, the actual process is highly repetitive absorbing large amounts of 
computer capacity but, even worse, requiring complex, high-rate and high- 
volume data handling systems. With this perspective, a baseline classifi- 
cation system using a maximum-likelihood classification rule was defined for 
use in configuration planning. 
3.6.4 Baseline Classification Process 
Currently, the classification procedure is accomplished on the ground, as 
with LACIE. Translating the classification function to the spacecraft will 
involve implementing the same functions as LACIE. Demonstrating that the 
entire classification process can be accomplished on-board is best shown 
using an evolutionary procedure. Functions are systematically integrated 
into the on-board system while continuing to perform the same function on 
the ground. This allows a direct comparison to be made between functions 
implemented on-board and at the ground. 
The baseline classification process (Figure 90) is derived from various 
experiments including LACIE. The input data stream is formatted to a con- 
venient form and the segments to be classified are extracted from the full 
sensor stream. 
The segments are radiometrically corrected based on latest calibration data. 
The data are geometrically corrected to allow registration with previous 
data (multitemporal registration). Training fields are defined and classifi- 
cation statistics are gathered. This process is called training. 
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Given the information in the training fields, data are classified using a 
maximum-likelihood classifier. The data are then conveniently formatted and 
released for further processing. 
The sensor parameters of the Landsat-C Multispectral Scanner, shown in Table 
23, have been assumed for the analysis. Estimates of the processing load in 
terms of cycles/pixel classified were developed using actual measurements 
(including overhead) from the GSFC Master Data Processor System. Classifi- 
cation and classification statistics generation were estimated from LACIE 
experience since MDP is not programmed for those functions. These loads are 
shown in Table 24. Note that the classification load, estimated for four 
channels (bands) and eight classes dominates the rest of the problem with 
over 70 percent of the requirement. Eight configurations capable of accom- 
plishing on-board classification were established. Each configuration is a 
different mix of functions allocated between space and the ground as shown 
in Table 25. These configurations are described and their advantages and 
disadvantages discussed in the following sections. 
Certain assumptions, common to all eight configurations, have been made for 
this comparison. These assumptions are: 
a. All sensor data (image and nonimage) are recorded on tape on-board 
the spacecraft. 
b. These data are transmitted to the ground with the selected data 
segments classified at the ground using the identical functions 
implemented on-board. The results will be compared to establish 
the accuracy of the on-board system. 
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Table 23. Sensor Parameters of the Landsat-C. 
Function 
Radiometric Calibration 
Radiometric Correction 
GCP Locate 
(2)GEM/S-S/Gee. Interpolation 
(3)Resampling 
(5)Classiflcation Statistics 
Classification 
(4)Dat.a Reformatting 
Required 
(1) Processing Percentage of (cycles/pixel) Total Processing 
1.4 0.8 
5.0 2.7 
1.4 0.8 
5.0 2.7 
36.0 19.4 
4.5 2.4 
132.0 71.2 
SW = Swath Width (m) 
RL = Along Scan Line Resolution (m) 
RP 
= Along Scan Path Resolution (m) 
V = Spacecraft Ground Track Vel (m/set) 
Nb 
= Number of Bands 
N 
bp 
= Number of Bits Per Pixel 
4 Visible + (1 IR) 
Sr = Samples per Pixel in Scan Direction 
NP 
= Number of Pixels Classified z 10% of scene 
= Number of Classes 
sW 
Data Rate = - x f x Nb x 
FL P 
N 
be 
x Sr = 6.74 x lo6 bps 
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Table 25. Processing Functions Computed On-Board or at Ground. 
GCP Locate 
NA - Not Applicable 
C. The selected segments to be classified will be stored on-board and 
processed as time is available (not in realtime). Approximately 
10 percent of the total data accumulated by the sensor will be 
classified. 
d. All configurations perform the classification function on-board. 
3.6.5 On-Board Classification Configuration Analysis 
Eight on-board configurations have been defined and analyzed. The configura- 
tions differ in terms of the functions implemented on-board the spacecraft. 
The advantages and disadvantages of each of the eight configurations are 
summarized in Table 26. The factors considered were: 
a. 
b. 
C. 
d. 
e. 
f. 
g- 
h. 
Data compaction 
Turnaround time 
On-board processing requirements 
On-board storage requirements 
Geometric accuracy 
Classification accuracy 
On-board complexity 
Amount of ancillary data required. 
The sensor input data rate establishes the available processing time per 
pixel (i.e., a 1 x lo6 bit per second rate allows 0.125 microseconds for an 
8-bit pixel). Generally, only a small percentage of the total data collected 
by the sensor is ever classified. In addition, these data are multichannel 
(many bands) with the output of the classifier the class code assigned to the 
classified pixel. These factors combine to determine the relative data 
compaction for any configuration. 
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Table 26. On-Board Configuration Comparisons. 
2 I 3 
All eight configurations analyzed have an 8O:l data compaction ratio. This 
is based on the following: 10 percent of the pixels are classified, there 
are four bands of input data with eight classes output (3 bits), each input 
pixel is 6 bits. The output data rate, assuming an input rate of R bits 
per second would be R x 10% x l/4 X 316 or R/80 bits per second. 
The turnaround time involves the elapsed time between the receipt of the raw 
data at the sensor and the generation of the output product (i.e., the clas- 
sification of the pixel). The amount of operator/interpreter intervention 
in the data flow increases this turnaround time. As an example, any time 
spent in analyzing the imagery to identify training sites and develop the 
classification statistics is inserted into the transmission loop thereby 
imposing a reduction in throughput of the system. 
The selected processing approach must accommodate all required functions 
within the allotted time (i.e., 125 microseconds for an 8-bit pixel in the 
example cited). This speed can be achieved by a single high-speed device or 
by distributing the load between similar, lower-speed processors. A higher 
data rate can be achieved by increasing the speed of a single device or 
increasing the number of processing elements over which the processing is 
distributed. Thus, system complexity increases proportionally to the pixel 
rate. 
The sensitivity to the number of bits per pixel primarily depends on the 
multiplication method used in the processor. If the multiplications are done 
by ROM table lookup, the amount of ROM required varies with the number of 
bits in the words to be multiplied. Conversely, if a PLA or hardware multi- 
plier is used, the complexity is proportional to the number of bits (at 
least for less than 16 bits). 
The processing requirements listed in Table 26 represent the percentage of 
the total processing load accomplished on-board for the 10 percent of the 
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pixels of a scene actually classified. AS previously mentioned, the classi- 
fication function - _ - .- .- is byyfar t.he.largest consumer of processing resources, .-- 
thus the percentage remains high for all configurations. 
If the sensor data is to be processed in realtime, certain information must 
be available. This information includes: radiometric calibration coeffi- 
cients, resampling grids, and classification statistics. If information must 
be extracted from the image data and processed prior to classification of the 
data (such as the control points necessary for resampling grids) then the 
sample segments to be classified must be stored until this ancillary data is 
available. In addition, the image data may not be in the proper format, 
again necessitating data storage. 
Two types of on-board storage are shown in Table 26: RAM and disk or tape. 
The RAM provides the high-speed working storage while the disk or tape pro- 
vides the lower speed, high data volume capability. Conceivably, bubble 
memory could also be used for the high-data volume requirement. 
The geometric accuracy of the processed data is a function of the correction 
process implemented on-board. Using ground control points, the absolute 
geometric accuracy achievable is 0.5 pixel. Using the measured attitude and 
ephemeris data as provided by the current Landsat-D spacecraft, the absolute 
geometric accuracy is about 9 pixels relative to a TM pixel or 3 pixels 
relative to an MSS pixel. 
Classification accuracy is a function of the temporal and spatial separation 
between the classification statistics and the image data being classified. 
The more representative the statistics, the more accurate the classification. 
As previously mentioned, the selection of an appropriate set of training 
fields has been a major problem for the LACIE system. 
The complexity of the system is directly related to the degree of geometric 
correction performed on-board and the procedure used to establish the 
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classification statistics. A useful trade-off to be considered is: space- 
craft cost/complexity versus cost/complexity of a number of ground stations. 
The ancillary data required reflects the amount of interaction 
between the ground and the on-board system. 
3.6.5.1 Configurations la and lb 
Configuration la, shown in Figure 91, performs data reformatting (BIP to 
BIL) , radiometric correction, and image classification of selected sample 
segments on-board. The radiometric calibration coefficients, classification 
training site statistics, and sample segment ID are computed on the ground 
and transmitted to the on-board system. 
The format of the data is important in terms of the ease of accommodating 
various functions. Radiometric correction applies the same gain and bias 
correction to each pixel of a detector, thus a BIL format is preferable. 
Classification is performed on each individual pixel using information from 
each band, thus the BIP-format is required. Resampling requires contiguous 
pixels from a detector; however, one set of resampling grids are used for 
all bands. The data can be resampled in BIL format, stored, and output to 
the classification function in the BIP format. 
All the radiometric coefficients and correction factors are established for 
a sensor during ground calibration and prelaunch testing. Then during the 
spacecraft checkout period, about three weeks after launch, these coefficients 
are verified. The coefficient set includes the gains, offsets, calibration 
light levels, and channel to channel shading factors and their sensitivities 
to temperature. The factors most likely to change due to launch vibrations 
are the internal calibration shading factors. Checking the ratios of odd 
and even cells using one light level will verify the calibration shading 
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factors. Calibration coefficients and temperature correction factors are 
determined by cycling through the known internal lamp levels. Variations 
from the prelaunch coefficients are analyzed. If an environmental dis- 
turbance has occurred, the complete calibration coefficient set is 
reinitialized. 
An operational data base is maintained on-board consisting of coefficients G 
and B (the gain and bias coefficients) that will be applied to the data as 
radiometric corrections. There will be a G and B coefficient for each 
detector. Then for each band there will be a set of correction factors that 
modify these coefficients as a function of focal plane temperature. The 
number of factors required in any one band should not exceed about 20 with 
any one factor applicable over a range of temperatures. These factors are 
in the form of a table lookup. 
The internal lamp levels will be cycled through once during any turn-on 
period. The sun signal will be taken once every orbit. These data are 
summarized and reviewed by a radiometric systems analyst once a day. If a 
problem is detected, the calibration coefficients will be updated or the 
focal plane temperature correction factors modified by changing the table 
look-up entries. 
The image data are transmitted to the ground and reviewed using a procedure 
similar to that currently implemented by the LACIE system. Training sites 
are identified and the statistical parameters of interest (means and covari- 
ante matrices) computed. Sample segments are identified as test sites of 
interest. These sample segments will of necessity contain a region larger 
than the test site to allow for the attitude and position uncertainties in 
the data. The sample segment locations (line and sample number in the image 
space plus expected time) along with the training site statistics are trans- 
mitted to the spacecraft. 
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Success of current classification approaches (including LACIE) has been 
limited to the vicinity of local areas near the training sites (usually 
tens of kilometers) unless account is taken of systematic variations im-, 
posed on the signatures by the conditions of measurement (atmospheric haze, 
cloud cover, and sun illumination angle) and parameters of measurement 
(sensor characteristics). Test sites are always taken from the same scene 
as the training sites. 
Image data from a specific scene must be viewed by an operator prior to de- 
termining the training site statistics. Due to the time required to identify 
and compute the training site statistics, test sites within that same scene 
cannot be classified until 18 days later (9 days with 2 satellites) when the 
spacecraft again views the same scene. Although the data would be classified 
as it is collected (27 set or 1 scene time turnaround assumed) with storage 
only necessary for 2 sample segments (13 x lo6 bits) this 18-day delay would 
most likely result in poor classification accuracy based on LACIE experience. 
This loss of classification accuracy could be reduced by providing sufficient 
on-board storage of the sample segments until the classification statistics 
can be made available to the on-board system. Appendix D indicates the 
effect of the orbital parameters on satellite in-view time. The spacecraft 
is in-view of the continental U.S. three orbits per day. Storing all sample 
segments for one orbit would allow sufficient time for the classification 
statistics to be computed and uplinked to the spacecraft 1 orbit (98.88 min) 
later. Assuming three sample segments from each scene (- 10 percent of the 
data) and 15 scenes per orbit (over the continental U.S.) results in a 
storage requirement of 292.5 x lo6 bits, a large amount of on-board storage. 
Any sample segments falling outside the continental U.S. would add to this 
amount. Once the classification statistics are available, the stored sample 
segments can be classified. This on-board storage eliminates the temporal 
delay between computing the statistics and applying the statistics thereby 
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improving classification accuracy. As noted in Appendix D, the available 
in-view time could be extended with TDRSS, again reducing storage. 
Classification accuracy can be improved, therefore, by increasing on-board 
storage with the on-board storage minimized by extending the spacecraft 
in-view time. 
The image data must be radiometrically corrected prior to classification to 
correct for sensor-induced errors that would otherwise appear as scene 
radiance variations. Data reformatting to accommodate radiometric correction 
(BIP to BIL) requires sufficient on-board storage to allow the data shuffling 
required for reformatting and to bring the pixels into spatial registration. 
Appendix A outlines the reformatting process and indicates the storage re- 
quired to accomplish the reformatting and radiometric correction. As indi- 
cated in Appendix A, RAM is used for working storage while tape or disk 
provides the medium for accumulating the entire segment. There is 486K of 
RAM required. This assumes the sample segments are acquired serially within 
a Scene (i.e., each sample segment contains a different set of 512 lines). 
Multiple segments accessed from the same lines would increase the amount of 
RAM. 
The output of the classification function is the class code for each input 
image pixel of a sample segment, thus the pixel intensity values are lost. 
The image positional accuracy (true position at the ground) is determined 
by the attitude and ephemeris uncertainties. Appendix B indicates that 
with the MMS attitude determination system and the GPS positional accuracies, 
an image positional accuracy of 3 pixels (relative to the MSS) can be 
achieved. Attaining an image positional accuracy of less than 3 pixels can 
only be achieved by using ground control points. The location of ground 
control points in the input image space involves correlating a search area 
known to contain a control point with a stored replica of the control point 
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(see subsection 3.2.4.1). This correlation is performed on the pixel inten- 
sity values and must be accomplished prior to classifying the data. 
Configuration lb, shown in Figure 92, adds to the on-board processing the 
control location algorithm function. This will allow ground control points 
to be located to the nearest input image pixel. The 5 x 5 matrix of correla- 
tion values surrounding the control point maximum correlation value can be 
downlinked to the ground along with the class codes of each pixel. The 
remaining steps required to develop the anchor points do not require inten- 
sity values but just represent a shift of the input image points. The 
secondary grid points are generated from these shifted anchor points and the 
position of each input image pixel can be computed. 
The correct class code could be assigned to a geometrically correct frame by 
using the nearest neighbor algorithm applied to the previously classified 
data. 
In summary, the advantages and disadvantages of configurations la and lb are 
summarized as follows: 
Advantages: 
1. 8O:l reduction in data rate 
2. Reduces the ground station data processing requirements by 73.9 
percent 
3. Useful in applications that are temporally stable (i.e., forest/ 
nonforest delineation). 
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Disadvantages: 
1. Pixel intensity values necessary for locating GCPs in image data 
are lost* 
2. Classification statistics could include a temporal delay of 9 to 
18 days unless additional on-board storage is provided resulting 
in low classification accuracy 
3. System not able to immediately adjust to radiometric changes 
4. Requires a radiometric system analyst at the ground 
5. Geometric accuracy only good to three pixels. 
3.6.5.2 Configuration 2 
Configuration 2, shown in Figure 93, performs data reformatting (BIP to BIL), 
radiometric calibration, radiometric correction, and image classification 
on-board. The classification training site statistics are computed on ground 
and transmitted to the on-board system. 
This configuration differs from the first in that the in-flight calibration 
system monitoring the aging process of the sensors is on-board. The cali- 
bration coefficients (gain and bias) will be updated and the focal plane 
temperature correction factors modified based on an on-board monitoring 
process. Included within this monitoring process is the implementation of 
algorithms for striping control as described in subsection 3.2.2.4. In 
addition, the periodic calibration of the in-flight calibration system, 
using solar observations, is on-board. 
*Configuration la only. 
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Figure 93. Configuration 2--Functional Data Flow. 
Data striping has an undesirable effect when generating photographic products. 
It can, in some cases, be a hindrance to photo interpretation. It is felt 
that striping can also be detrimental to multispectral classification appli- 
cations because spectral signatures of the digital data are artificially 
altered by the striping. IBM has conducted an experiment to determine the 
effect data striping has on classification accuracy. This experiment is 
described in Appendix D. The experiment indicated no effect on classifica- 
tion accuracy due to data striping; however, additional experiments should be 
conducted before any definite conclusion can be drawn. 
As noted in subsection 3.2.2.4, improved techniques for prelaunch calibration 
of the on-board calibration system and implementation of good calibration 
algorithms are expected to remove all striping. However, to ensure 
that striping is completely removed, an automatic scene-dependent destriping 
algorithm can be implemented as described in subsection 3.2.2.4. After the 
radiometric correction coefficients have been computed but before they have 
been applied to the image data, the coefficients are used to modify the sums 
(1) of the pixels in each scan line. The modified sums are then digitally 
analyzed (using the sums squared, 1') to determine whether striping is 
present in the corrected data. If striping is detected, the previously com- 
puted radiometric coefficients are modified. If striping is not detected, 
the radiometric coefficients are used without modification. 
Computing the radiometric calibration coefficients on-board reduces the 
interaction between the ground and the on-board system. The need for 
analyses of the radiometric calibration on the ground is eliminated as is 
the need for periodically updating the coefficients from the ground. The 
system can more readily respond to sensor-induced errors or to earth platform- 
related effects such as changes of radiometric intensity with viewing angle. 
The on-board storage requirements will be increased over configuration 1 
since the sum (C) and sum squared (X2> of pixel intensity values over an 
entire scene are needed to detect and correct for striping. 
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The sample segments to be classified over an entire scene must be stored 
while the radiometric calibration coefficients are being computed. On- 
board storage will be provided for sample segments within two scenes or 
39 x lo6 bits. This allows the image data from one scene to be radio- 
metrically corrected and classified while the radiometric coefficients are 
being computed for the second scene. 
The turnaround time between the sensing and classification of the image data 
is equivalent to the two-scene delay (54 seconds) providing the classifica- 
tion statistics are available. However, as described for configuration 1, 
the classification accuracy would be low due to the temporal difference 
between the computation of the classification statistics and their use in 
the classification algorithm. 
Classification accuracy can be improved by increasing the turnaround time 
(to 98.88 minutes) and the on-board storage (292.5 x lo6 bits) as with 
configuration 1. 
As with configuration 1, the image positional accuracy is determined by the 
attitude and ephemeris uncertainties. Ground control points must be processed 
to attain a positional accuracy of less than three pixels. The location of 
control points is accomplished using the detector radiance values correlated 
with a stored replica of the control point. Once the data is classified, 
the intensity values are lost and only the pixel class code transmitted. 
This configuration has an advantage over the first configuration in that the 
data are correctly radiometrically adjusted as the sensor characteristics 
change. There is no delay between a sensor change and the ability of the 
system to respond to a change as there is with the first configuration in 
which an analyst is involved. 
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The advantages and disadvantages of configuration 2 are summarized as 
follows: 
a. Advantages: 
1. 8O:l reduction in data rate 
2. Reduces the ground station data processing requirements by 
75.3 percent 
3. System immediately adjusts to radiometric changes 
4. Eliminates the need for a radiometric system analyst at the 
ground. Only occasional monitoring required. 
b. Disadvantages: 
1. Pixel intensity values necessary for locating GCPs in the image 
data are lost 
2. Classification statistics could include a temporal delay of 9 to 
18 days unless additional on-board storage is provided resulting 
in low.classification accuracy 
3. Geometric accuracy only good to three pixels 
4. Sample segments from two scenes would be stored on-board to allow 
for striping correction. 
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3.6.5.3 Configuration 3 
Configuration 3, shown in Figure 94, performs data reformatting (BIP to 
BIL), radiometric calibration, radiometric correction, resampling, and 
image classification on-board. Geometric correction (computing the re- 
sampling grids), and the computation of the classification training site 
statistics are computed on the ground and transmitted to the on-board 
system. 
Geometric accuracy can be improved by resampling the image data prior to 
data classification. Introducing resampling at the spacecraft allows data 
known to be at the same geometric position to be distributed to a number of 
grounh stations rather than each ground station providing its own resampling 
capability. 
This allows data from two different sensors to be correlated and also per- 
mits multitemporal analysis of data obtained from the same sensor of the 
same scene. Appendix B has shown that geometric accuracy will not be better 
than 3 pixels using the present attitude uncertainties of 0.01' per axis 
and a positional uncertainty, as provided by the Global Positioning System 
(GPS) , of 10 meters. Attaining an uncertainty of 1 pixel or less without 
using ground control points requires the spacecraft attitude to be known to 
about 0.001" or an order of magnitude improvement over the present AMS 
system to be used with Landsat-D. 
Computation of the resampling grids necessary for resampling requires 
precise knowledge of the attitude and altitude of the spacecraft. Resolution 
of the attitude and altitude to the required accuracy is achieved by using 
GCPs. Subsection 3.2.4.2.4 has shown that over a scene the attitude for 
Landsat-1, -2, and -C can be modeled by a cubic function of time, and the 
altitude by a linear function of time. The attitude and altitude for Landsat- 
D are both modeled as constants over a scene and linear over a swath. 
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Note that the present Landsat series spacecraft collects the image data from 
one scene in about 27 seconds and is in-view of the tracking station for 
regions within the continental U.S. about 7 minutes. For Landstat-D and 
subsequent spacecraft with very low attitude drift rates (on the order of 
1o-6 degrees per second), the linear attitude and altitude model will be 
accurate for all sample segments taken during this 7-minute period. 
On-board storage must be provided for the sample segments equivalent to the 
time necessary to create the resampling grids. The present ground implemen- 
tation approach processes all control points within a scene (batch processes) 
to determine the attitude/altitude coefficients. Rather than batch proces- 
sing, the ground control points could be processed recursively. As each 
ground control point comes in-view of the sensor, a search area is extracted 
by the on-board system and downlinked to the ground. The attitude/altitude 
model coefficients would then be updated at the ground. Using the recursive 
approach, and assuming the high frequency components of the attitude to be 
insignificant, would provide resampling grids accurate over two scenes. This 
means that the resampling grids for sample segments in scene N+2 could be 
uplinked based on control points from scene N. This would eliminate holding 
sample segments on-board while the resampling grids were being computed. 
The recursive approach to creating the resampling rather than the batch 
approach grids could minimize on-board data storage. However, the image 
data must be held to allow sufficient time for the classification statistics 
to be computed, thus the resampling grids may as well be computed at the 
ground. 
The advantages and disadvantages of configurations 3a are summarized as 
follows: 
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a. Advantages: 
1. 8O:l reduction in data rate 
2. Reduces the ground station data processing requirements by 
94.7 percent 
3. Provides a geometric accuracy of better than one pixel. 
b. Disadvantages: 
1. Classification statistics could include a temporal delay of 9 to 
18 days unless additional onboard storage is provided resulting in 
low classification accuracy 
2. Sample segments from two scenes would be stored onboard to allow 
for striping correction. 
3.6.5.4 Configuration 4 
Configuration 4, shown in Figure 95, performs data reformatting (BIP to 
BIL), radiometric calibration, radiometric correction, geometric correction, 
resampling, and image classification on-board the spacecraft. The location 
of sample segments to be classified, location in input image space of search 
areas containing control points, and ancillary data necessary for geometric 
correction will be uplinked to the on-board processing system. Training 
sites are identified on the ground and training site statistics computed and 
uplinked to the on-board system. 
This configuration differs from the previous one in that the computation of 
the secondary grids necessary for geometric correction is accomplished 
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Figure 95. Configuration 4--Functional Data Flow. 
on-board. This includes the control location algorithm, geometric error 
model, space-to-space mapping, and geometric interpolation functions. Note 
that the space-to-space mapping function does-not have to be relative to a 
map projection but can be relative to an earth-centered frame. This would 
eliminate two of the transformations needed for accommodating a selected map 
projection, transforming the image format center (World Reference System) 
geodetic latitude and longitude coordinates to map projection coordinates 
and transforming the primary grid coordinates (centered at the format center) 
to map projection coordinates. 
Computing the secondary grids necessary for geometric correction on-board 
eliminates the time delay introduced by ground computation of the grids and 
reduces the amount of data uplinked to the spacecraft. The secondary grids 
are computed in four separate steps: 
a. Control Location Algorithm (CLA) 
b. Geometric Error Model (GEM) 
c. Space-to-Space Mapping (S/S) 
d. Geometric Interpolation. 
The control points are located in the input image space using the CLA as 
described in subsection 3.2.4.1.1. This cross-correlation approach locates 
the control point to a one-pixel accuracy and is readily implemented on-board 
the spacecraft. The interpolating function (a bivariate fourth-order poly- 
nomial) is used to find the subpixel location of the control point. This 
function is somewhat complex to implement on-board. 
Geometric error modeling, described in subsection 3.2.4.2, involves applying 
known distortion models (usually a polynomial) to correct the observed con- 
trol points for systematic errors, then using these corrected control points 
in a weighted least-squares estimator to determine attitude and altitude 
error model coefficients. GEM requires double precision, floating-point, 
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matrix operation (including the matrix inverse) to achieve the required 
accuracy. 
As previously mentioned, the map transformations required in space-to-space 
mapping would be eliminated reducing the computational load (for space-to- 
space) by about a factor of two. This function is also currently imple- 
mented in double precision, floating-point arithmetic. 
The geometric interpolation function requires a series of cubic and linear 
interpolations using the primary grid points. Currently, double-precision, 
floating-point arithmetic is implemented. Recent reviews of this function 
have revealed that this function could be implemented in single precision, 
with fixed-scaling arithmetic. 
On-board storage requirements would be increased over configuration 3 to 
provide storage of the ground control points. This is not a significant 
increase, however, since each control point is represented by a 32 x 32 
array of intensity values from 1 band or 1K words per GCP. 
The primary disadvantage of this configuration, as with the previous, is 
the temporal separation between the classification statistics and the data 
being classified. 
Configuration 4b (Figure 96) illustrates an alternate method for providing 
the grids necessary in resampling. The attitude/altitude coefficients 
(determined during geometric error modeling) are used in the space-to-space 
mapping function to map grid points to the input space. As previously men- 
tioned, if the attitude were known to an accuracy of about .OOl" from the 
spacecraft system, and the ephemeris were known to 10 meters (GPS), the 
grids could be computed on-board. This would eliminate the CLA, GEM, and 
most of the space-to-space mapping functions. The primary grids would be 0 
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adjusted for attitude and altitude, and corrected for the systematic errors, 
and geometrically interpolated to provide the resampling grids. 
The advantages and disadvantages of configuration 4a and 4b are summarized 
as follows: 
a. Advantages: 
1. 8O:l reduction in data rate 
2. Reduces the ground station data processing requirements by 
97.6 percent. 
3. Provides a geometric accuracy of better than one pixel. 
b. Disadvantages -- same as configuration 3. 
3.6.5.5 Configuration 5 
Configuration 5, shown in Figure 97, performs all processing functions on- 
board the spacecraft: data reformatting (BIP to BIL), radiometric calibra- 
tion, radiometric correction, geometric correction, resampling, classifica- 
tion statistics generation, and image classification. The training site 
boundaries necessary for computing the classification statistics and ephemeris 
data required for locating control points will be uplinked to the spacecraft. 
The location of the sample segments to be classified, the location of search 
areas in the input image space containing control points, and the window 
areas are all stored on-board the spacecraft. 
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This configuration offers the greatest potential in terms of classification 
accuracy, and turnaround time. It also represents the most complex on-board 
implementation. The training site boundaries would be provided in geodetic 
coordinates (latitude and longitude). The training site would be extracted 
from the input image data (all bands) and reformatted BIP to BIL. The 
extracted region would encompass an area larger than the training site to 
allow for geometric distortions. These data are radiometrically corrected 
and resampled to coincide with the known training site boundaries. This 
resampling process could be especially important for training sites con- 
taining a small number of pixels. The dispersion matrix and mean values are 
determined for the various training sites. 
The resampling grids, necessary for resampling the sample segments and the 
training sites, are computed on-board using attitude information directly 
from the on-board spacecraft AMS and ephemeris uplinked from the spacecraft 
tracking net. As with the previous three configurations, the radiometric 
calibration coefficients are computed on-board, adjusted (if necessary) for 
striping, and used in radiometric correction. 
A certain amount of on-board mass storage is required to provide the time 
latency necessary for computing the radiometric coefficients, resampling grids, 
and classification Statistics- Storing the sample segments of one 
scene would be adequate to allow for striping correction and computing the 
resampling grids. If striping correction were not implemented and control 
points were recursively processed rather than batch processed, the storage 
could be reduced by at least a factor of 2. 
Classification accuracy would be high since the statistics are being computed 
in near realtime. Here the turnaround time should be no more than 1 scene 
time (27 seconds) while the spacecraft is in view. 
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The advantages and disadvantages of configuration 5 are summarized as follows: 
a. Advantages: 
1. 8O:l reduction in data rate 
2. Reduces the ground station data processing requirements by 
100 percent. 
3. Provides a geometric accuracy of better than one pixel 
4. Turnaround time is essentially 27 seconds (equivalent to one scene) 
5. Classification accuracy high since classification statistics con- 
tain no temporal delay relative to the test sites. 
b. Disadvantages -- System represents a complex on-board implementation. 
3.6.5.6 Configurations 6, 7, and 8 
Configurations 6, 7, and 8, shown in Figures 98, 99, and 100, respectively, 
all incorporate radiometric calibration and correction within the sensor 
electronics. This simplifies the sensor data flow and eliminates the need 
for data reformatting (BIP to BIL), thereby significantly reducing the on- 
board storage requirements. Also, since classification requires the data 
be in a BIP format, the image data can be accessed directly from the sensor 
input buffer and classified. An optional check for data striping is shown 
within the dashed lines of the Figures 98 and 99 if striping proves to be 
a problem. As in previous configurations, all three sample segments 
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within a scene (19.5 x lo6 bits or 39 x lo6 bits when double buffered) must 
be stored on-board if the striping correction is required. 
As with configurations 2 and 4, computing the classification statistics on 
the ground introduces a temporal delay relative to classification of test 
sites resulting in low classification accuracy for configurations 6 and 7. 
Again, classification statistics become available. Having to store these 
sample segments results in tape (or disk) storage requirements that are 
identical to configurations 2 and 4; however, the temporary RAM buffer 
requirements are greatly reduced (30K bits as compared with 486K bits). 
Configuration 8 computes the classification statistics on-board resulting 
in a high classification accuracy. The 19.5 x 106 bits of tape/disk storage 
allows all segments within a scene (3 assumed) to be stored while the data 
is monitored for striping (the striping correction functions are not shown 
in Figure 100 for purposes of clarity). If the striping correction is not 
required, this storage requirement could be reduced to any amount suffi- 
cient for creating the resampling grids. If a recursive method were imple- 
mented for computing the resampling grids capable of extrapolating ahead, 
the 19.5 x lo6 bits of storage could be reduced. Now the only required 
storage would be an amount large enough to account for the temporal delay 
required while the classification statistics are being generated. At most 
this would be equivalent to two sample segments or 13 x lo6 bits. A compari- 
son of configurations 5 and 8 indicates that accomplishing radiometric cor- 
rection within the sensor electronics saves 213K of RAM. Would this saving 
justify the added sensor complexity? 
These three configurations (6, 7, and 8) illustrate that while functions can 
be removed from the data processing system and incorporated into the sensor 
electronic design, other system considerations may be the dominant factors in 
the overall design. Any data correction requiring the total scene contents 
to be viewed (such as striping correction) or the computation of auxiliary 
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data necessary for accomplishing various functions (i.e., computation of 
resampling grids and classification statistics) may necessitate either large 
amounts of on-board storage or excessive interaction with the ground to 
achieve acceptable geometric and classification accuracy. 
The advantages and disadvantages of configurations 6, 7, and 8 are identical 
to configurations 2, 4, and 5 with the following exceptions: 
a. Advantages -- The reformatting, radiometric coefficient computation, 
and radiometric correction functions are not required (by the data 
processing hardware) resulting in less on-board storage and a lower 
processing load. 
b. Disadvantages -- A more complex sensor system is required. 
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SECTION 4 
CONCLUSIONS AND RECOMMENDATIONS 
The primary purpose of this study has been to investigate the factors 
relating to on-board multispectral classification. The functions currently 
implemented in ground-based image processing systems for current earth ob- 
servation sensors were defined and described in detail. These functions 
included: data reformatting, radiometric calibration, radiometric correc- 
tion, geometric correction, and resampling. Conceptual extensions of these 
functions to an on-board multispectral classification system plus two addi- 
tional functions--classification statistics generation and classification-- 
were formulated and analyzed. 
Eight separate on-board configurations, each with a different mix of func- 
tions allocated between space and ground, were defined and analyzed. The 
advantages and disadvantages of each configuration were outlined while 
considering the following factors: data compaction, turnaround time, on- 
board processing requirements, on-board storage requirements, geometric 
accuracy, classification accuracy, on-board complexity, and amount of 
ancillary data required. 
As a result of this conceptual analysis, the on-board configuration recom- 
mended for additional study includes the following functions: 
a. Radiometric calibration and correction of the image data 
b. Data reformatting compatible with on-board data registration and 
resampling, preferably in a BIP format 
209 
C. Registration of the image data to a reference scene to an accuracy 
of + 1 pixel. 
It is not recommended that an unsupervised mission involving the generation 
of the classification statistics or the classification of image data be 
accomplished by the on-board system at the present time. Technology does 
exist capable of accomplishing the classification function on-board. How- 
ever, a procedure for generating the classification statistics on-board 
that does not require large amounts of on-board data storage, or significant 
interaction between the ground and the on-board system has not been estab- 
lished. It is recommended, therefore, that a study be initiated to define 
the ground-space interaction necessary to accomplish the on-board classifi- 
cation of image data. 
These recommendations are primarily based on extensive experience with LACIE. 
LACIE has shown that the selection of training fields (from which the clas- 
sification statistics are generated) has been a major consumer of analyst 
time in the classification process. The result has been poor system through- 
put (i.e., pixels classified per day). In addition, the classification 
accuracy has been low due to the variability of training field statistics as 
a function of atmospheric and sun-angle effects, soil conditions, soil 
type, etc. Success of any on-board classification technique would be, at 
best, limited to the vicinity of local areas near the training sites and 
coincident in time unless account is taken of the systematic variations 
imposed on the signatures by the conditions of measurement. 
The configuration analysis has also illustrated that, although functions can 
be removed from the data processing system and incorporated into the sensor 
electronic design, other system considerations may be the dominant factors 
in the overall design. Any data correction requiring either the analysis 
of the total scene contents or the computation of auxiliary data necessary 
for accomplishing various functions (i.e., computation of resampling grids 
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prior to resampling, computation of classification statistics prior to 
classification), may necessitate either large amounts of on-board storage 
or significant interaction with the ground to achieve acceptable geometric 
and classification accuracy. 
This study has assumed (based on the present NASA Research Experimenter 
Environment) that only 10 percent of the data collected by current earth 
observation sensors would actually be processed. Selecting the data to be 
processed requires on-board data editing. The data editing functions would 
include the screening of the data to select only those data with an accept- 
able amount of cloud cover (less than 50 percent) and sample segment extrac- 
tion. The criteria used for extracting sample segments could be percentage 
of cloud cover, time, geographic location, and other unspecified parameters. 
These data editing functions could be implemented on-board to significantly 
reduce the present downlinked data load. When combined with the radiometric 
correction, reformatting, and registration functions, the data would be in 
a form directly compatible with the classification function. 
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Appendix A 
TM AND MSS DATA REFORMATTING STUDY 
A.1 TM SENSOR DATA FLOW 
The MSS sensor currently used in Landsat-1, -2, and -C, and the TM sensor 
planned for Landsat-D are both electromechanical scanners. Typically, 
mechanical motion causes the scene to be sampled in the cross-track direction 
by a detector or array of detectors while satellite motion provides the 
orthogonal scan component. 
The overall signal flow pattern of each of these sensors or, equivalently, 
the number of A/D converters and the detector sampling sequence establish 
the data format to be processed. 
The signal data flow for the TM is shown in Figure 101. The signals from 100 
data channels are first buffered. From the buffer, the signal goes to the 
track and hold circuits where the odd detectors and then the even detectors 
from all bands are sampled simultaneously to eliminate the small staircase 
(time delay) effect that occurs with sequential sampling (as with MSS). The 
100 data channels are comprised of 16 channels from each of six visible bands 
plus four channels from the IR band. One analog multiplexer per band then 
multiplexes all detector channels in a band and sends the resultant signal 
to an A/D converter. The A/D converter digitizes the analog signals into 
8-bit words. The signals then go to a serial-to-parallel register and onto 
the digital multiplexer. Two additional channels provide for synchronization 
and S/C telemetry data with a resulting data rate of 83.268 Mbps. 
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Figure 101. TM Sensor Data Flow. 
A.2 MSS SENSOR DATA FLOW 
The signal data flow for the MSS is shown in Figure 102. The signals from 
26 data channels are buffered for input to track and hold circuits. One 
analog multiplexer sequentially samples all 26 data channels. The 26 data 
channels consist of six channels from each of four visible bands plus two 
channels from the IR band. The two IR detectors (band 8) are alternately 
sampled and multiplexed into the 25th output channel. 
A.3 MSS SAMPLING SEQUENCE 
The detector sampling sequence and spatial relationships for the visible MSS 
bands of Landsats -1, -2, and -C are shown in Figure 103. The light pipe 
array dimensions, physical arrangement, and sampling sequence are directly 
related to mirror velocity and spacecraft motion. 
Each MSS detector is sampled once every 9.958 microseconds. The cross-track 
image velocity is nominally 5.612 meters per microsecond. After 9.958 msec 
the 79- x 79-meter image has moved 56 meters. Therefore, the effective IFOV 
of a detector in the cross-track direction must be considered to be 56 meters 
x 79 meters (at nadir). 
After completing two sampling intervals (2 pixels), an elapsed time of 
19.916 nsec, plus one sequential sample time of 0.3983 psec (9.958/25), 
detector A of band 5 is sampled. In 20.314 nsec the image on the ground has 
moved 114 meters. To achieve spatial registration of band 4 and band 5 of 
detector A, the bands must be spaced by 35 meters equivalent ground distance. 
Following the same procedure, the spacing of band 6 and band 7 can be derived. 
The results are shown in Table 27. This spatial misregistration is currently 
corrected (for ground processing) by inserting the appropriate number of dummy 
pixels prior to outputting the data to tape. When processing the data onboard, 
the data from the different bands must be properly accessed to account for 
this shift. 
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Table 27. Numerical Values for Light Pipe Array and Detector Sampling 
Sequence 
0. of Complete No. of Completed 
Samples In Next Image Motion 
Microseconds 
Average Image Velocity = 5.612m/psec 
A.4 TM SAMPLING SEQUENCE 
The detector sampling sequence and spatial relationships for the TM bands is 
shown in Figure 104. The combination of orbital velocity, scan mirror, and 
scan line corrector motions cause the scene below the satellite to be pro- 
jected back and forth across the detector arrays in a rectilinear scan pat- 
tern as compared with the unidirectional scan of the MSS (see Figure 105). 
Alternate detectors in each TM band are separated by 2.5 pixels in the scan 
direction. The odd-numbered detectors are sampled at one instant in time and 
the even-numbered ones are sampled at a time equivalent to one half a pixel 
later. On a forward scan, a line on the ground parallel to the satellite 
track direction would be sampled by the odd-numbered detectors and then 2.5 
sample times later by the even-numbered detectors, resulting in a two-minor 
frame (pixel) separation of the data. On the reverse scan, the corresponding 
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detector outputs would be three minor frames (pixels) apart. Adjacent bands 
are separated by 25 pixels. This 25-pixel separation must be accounted for 
to gain spatial registration of pixels prior to classification. 
A.5 MULTIPLEXED DATA FORMATS 
Figures 106 and 107 present the current minor frame data formats for the 
multiplexed data stream for the MSS and TM, respectively. 
The data format for the MSS consists of a 150-word minor frame encompassing 
six successive samples (pixels) of each of the channels in bands 1 to 4 
(144 words) and two successive samples of each of the channels in band 5 
(four words). A minor frame synchronization code word, MFSC, and its com- 
plement, MFSC, are inserted into the remaining two-word locations. Note that 
each of the sensors in bands 1 to 4 is sampled three times as often as each 
of the band 5 sensors. 
Pixel 1 
Pixel 2 
Pixel 3 
Pixel 4 
Pixel 5 
Pixel 6 
+ MFSC 1A 2A 1B 28 IC 2C 3D 4D 3E 4E 3F 4F 
1 
L, 5A 1A 2A 1B 2B 1C 2C 3D 4D 3E 4E 3F 4F 
5B 1A 2A 1B 2B 1C 2C 3D 4D 3E 4E 3F 4F 
FSC 1A 2A 1B 2B 1C 2C 3D 40 3E 4E 3F 4F 
5A 1A 2A 18 2B 1C 2C 3D 4D 3E 4E 3F 4F 
5B 1A 2A 1B 28 1C 2C 3D 4D 3E 4E 3F 4F 
Note: Sensors within a Band are Designated A to F 
Figure 106. MSS Multiplexed Data Format, 150-word Minor Frame. 
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Figure 107. Thematic Mapper Multiplexed Data Format - 102-Word 
Minor Frame. 
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The data format of the TM consists of a 102-word minor frame encompassing a 
single sample (pixel) of each of the channels in bands 1, 2, 3, 4, 5, and 7, 
each having 16 detectors, and a single sample of one of the band 6 (IR) chan- 
nels. A single word of Flight Segment Telemetry, including all TM telemetry, 
is transmitted each minor frame along with four minor frame sync words. 
The data flow format emanating from a sensor is therefore dependent on the 
multiplexer configuration and the sampling strategy. Achieving spatial 
registration of pixels depends on the light pipe array configuration and the 
sampling strategy. 
A.6 ON-BOARD DATA REFORMATTING 
Generally, this resultant data format is the outcome of design trade-offs for 
the sensor only and do not consider functional requirements downstream from 
the sensor. For example, radiometric correction is accomplished on a line- 
by-line basis, thus a band interleaved by line (BIL) format would be best. 
Often, the final product is a film recording which requires that the data be 
spectrally separated or in a band sequential (BSQ) format. Classification, 
however, is accomplished on a vector consisting of spatially registered 
pixels from all bands or in a band interleaved by pixel (BIP) format. 
Scanning sensors, such as the TM and MSS sensors, by their very nature gen- 
erate information in a BIP format or a pixel at a time from all bands. How- 
ever, this sensor-produced BIP format is not the proper format for classifi- 
cation. Consider the functional data flow of Figure 108 for MSS data. Here 
the MSS sensor data is BIP to BIL reformatted, radiometrically corrected, 
reformatted BIL to BIP, spatially registered, and classified. 
Figure 109 indicates the data format as sampled from the MSS. There are 24 
samples plus sync from the first block of data. This represents the four 
visible bands for six lines. The second block of data contains 24 samples 
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Figure 108. MSS Data Flow (Sheet 1 of 2). 
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Figure 108. MSS Data Flow (Sheet 2 of 2). 
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Figure 109. MSS Sensor Output Format, 
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plus detector A of the IR band (band 5). Detector A of band 5 is sampled 
every 75 samples. The third block of data will contain a sample from 
detector B of band 5 with detector B being sampled every 75 samples. The 
circled samples illustrate how the data is accessed in going from the BIP 
to the BIL format. 
As shown in Figure 108 all sensor data is stored on tape with selected 512 x 
512 segments reformatted BIP to BIL and stored on a second tape. The BIL 
output is shown in Figure 110. The six line sweeps of 512 pixels per sweep 
are stored on tape to queue the sample segment of 512 lines. The BIL data 
is read from tape and radiometrically corrected six lines at a time. 
BpPj, B2Pq------------- B2P512 
93Pjn B3P2 ------------- B3P512 
B4Ple B4P2 --_--__--_--- B4p51 2 
Same As Above 
Same as Above 
Ll BgPjs 95P2 -_...-- _____ -_- BgP17g 
I 
B;P,--- --we w-------- B1P512 
L4 
I 
I 
I B4P, ___-__ -------w-w B4P5,2 
L5 
L6 
Same As Above 
Same As Above 
L2 B5P,, B5P2 -__--------- - B5P179 
Figure 110. MSS BIL Reformatted Output. 
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Radiometric correction applies the same gain and bias to each pixel of a 
line. The gain and bias terms are different for each line. Spatial regis- 
tration of the data is achieved by shifting each pixel to the proper storage 
location following radiometric correction. The data is then read from 
storage, classified, and output to tape for latter transmission to ground. 
The BIP input to classification is shown in Figure 111. 
Ll B,P,, B2P,, B3P,, B4P,---------B4P5,2 
L2 B,Q,, B2P,, B3P,. B4P ,---m-s ---B4P5,2 
I I 
I f 
L6 B,P, --e-m s--w--- -w--m B4P5,2 
4X512 
Figure 111. MSS BIP Input to Classification. 
Note that this approach assumes the gain and bias for radiometric correction 
has been computed and is available. If the radiometric calibration coeffi- 
cients have to be computed on-board, additional storage must be provided 
while the calibration data is being processed. 
How might the data be handled given the radiometric correction function was 
accomplished within the sensor? Figure 112 illustrates this process. The 
data would be input to buffer the same as before. In this case, however, it 
is not necessary to reformat the data to BIL but to go directly to BIP format 
compatible with classification. Figure 113 illustrates how the data would 
be accessed for classification. The different pixels are accessed to account 
for the spatial registration between bands. Band 1 is offset from band 2 by 
two pixels, from band 3 by four pixels, and from band 4 by six pixels. 
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Figure 113. MSS Sensor Output Format. 
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Note that the total amount of RAM has been greatly reduced plus the inter- 
mediate tape drive has been eliminated. 
Figure 114 illustrates the data functional flow for the TM sensor. Here 
there are 97 samples plus four synchronization and one telemetry sample 
from a block of data. This represents the six visible bands for 16 lines 
plus one IR sample for one line. Note that compared with the MSS the input 
data rate for the TM is an order of magnitude larger (67.3 x lo6 compared 
to 6.74 x lo6 bps) and the BIL storage more than five times as large (795K 
bits compared to 152K bits). This shows that the data must be processed 
faster with larger amounts of on-board storage required. As future sensors 
are developed having even greater numbers of detectors, these data rates 
and storage requirements will get even larger. 
If, however, sensors can be designed to output radiometrically corrected 
data, the on-board data storage requirements would be reduced and therefore 
the cost and complexity as well. 
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Appendix B 
ERROR ANALYSIS 
B.l INTRODUCTION 
This error analysis relates the expected geometric position accuracy to the 
following error sources. 
a. Attitude 
b. Ephemeris 
C. Alignment 
d. Mirror scan nonlinearities 
e. Timing 
f. Internal sensor. 
The assumption that error effects are linear functions of error sources has 
been made, along with the further assumption that the effect of rate errors 
is the average integrated effect over the period of time it takes to sense 
a scene. Error sources of a given type (for example, attitude) are assumed 
to be normally distributed and possibly correlated; it is assumed that there 
is no correlation among errors of different types (for example, attitude and 
ephemeris). 
Since the error sources are normally distributed with zero mean, the geometric 
position errors will also be normally distributed around the true position. 
The conventional characterization of these errors is the error ellipse (the 
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curve of constant probability) which contains a certain amount of the total 
probability. In the present error analysis, the covariance matrix of the 
geometric position errors are diagonalized. The square roots of the 
eigenvalues are then the principal semi-axes of a standard error ellipse, and 
the eigenvectors (which of necessity are orthogonal) are in the directions 
of these axes. 'Error ellipses for any desired level of probability P can by 
found by multiplying the lengths of the principal axes by the quantity k given 
byP=l-e -k2/2. In particular, 
j-kj ii--& 
B.2 ERROR TRANSFORMATIONS 
This section relates, in matrix form, the AX and AY position errors to each 
of the major error sources. AX and AY are the geometric position errors along 
track and along scan as shown in equation (32). 
Attitude 
= 
0 H -Y 
H2+Y2 
H 
0 0 I 0 8 Y 
where H is the nominal altitude, and 0, 8, y are the roll, pitch, and yaw 
errors. 
(32) 
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Ephemeris 
(33) 
where AT, CT, and AH are the along-track, cross-track and altitude (radial) 
errors as shown in equation (33). 
[:I = [H2;] Aa 
(34) 
Mirror Scan 
where Aa is the departure from linearity (as an angle) of the mirror scan, 
as shown in equation (34). 
Timing 
AT (35) 
where AT is the timing error as shown in equation (35). 
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The total error is then as shown in equation (36). 
+(H2;12) Aa + (1) AT 
(36) 
where the symbol A denotes the average integrated effect of the corresponding 
rate error. 
Denote the four matrices of equation 33 by Al, A2, A3, and A4, respec- 
tively, (in their order in the equation). Then the covariance matrix of the 
geometric position errors is given by equation (37). 
L 0 
AXAY 
(‘;:,, > 
= Al[Cov(altitude) + Cov (altitude rate)]AIT + 
oAY2 
+ A2[Cov (ephemeris) + Cov(ephemeris rate)]A2T + 
+ A3 var(mirror)A 3T + A4 var(time)AqT , (37) 
where cov(*) denotes covariance matrix and var (*> denotes variance of the 
scalar quantity. The covariance matrices have the form of equation (38). 
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(38) 
with p = p ij ji' 
In the case of uncorrelated errors, of course, p ij 
= 0. 
B.3 APL ERROR SIMULATION 
An APL simulation called PROGl was written to compute and display the prin- 
cipal axes of the error ellipses as given by the formulas of subsection B.2. 
The simulation, for which a listing is provided, computes the error ellipses 
at an equally spaced 5 x 5 grid of error grid points (shown in Figure 115). 
The components of the error grid points (shown in Table 28) are the X and Y 
coordinates (in meters) of the grid which covers 90 percent of a 
185 Km x 185 Km square, the nominal size of a Landsat scene. The user enters 
values of the error parameters, namely, mirror scan error (in radians), 
timing error (in seconds), spacecraft velocity error (in metersfsec), 
roll, pitch, and yaw errors (in degrees) and their corresponding rate errors, 
and ephemeris errors (in meters) and their corresponding rate errors. The 
function prints out 1.645 x the square root of the eigenvalues and the 
eigenvectors for each of the 25 grid points in the same pattern as the grid. 
The factor 1.645 is the 90 percent point of a one-dimensional normal dis- 
tribution and was used instead of the k value 2.15 in the simulation PROGl 
to conform with NASA usage, which specifies permissible geometric errors 
in the X (along track) and Y (along scan) directions independently. 
Nominal values for altitude H and spacecraft velocity V were taken 
to be 705, 300 meters, and 7500 meterslsec., respectively, the design values 
for Landsat-D. Values of the error parameters were varied from design 
values to determine the geometric accuracy achievable without GCPs. It should 
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Table 28. Coordinates of Error Grid Points. 
PT X Y 
NO 
METERS 
1 -87884 -87884 
2 -87884 -43942 * 
3 -87884 0 
4 -87884 43942 
5 -87884 87884 
6 -43942 -87884 
7 -43942 -43942 
8 -43942 0 
9 -43942 43942 
10 -43942 87884 
11 0 -87884 
12 0 -43942 
13 0 0 
14 0 43942 
15 0 87884 
16 43942 -87884 
17 43942 -43942 
18 43942 0 
19 43942 43942 
20 43942 87884 
21 87884 -87884 
22 87884 -43942 
23 87884 0 
24 87884 43942 
25 87884 87884 
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be noted that, while the magnitudes of the principal error sources can be 
inferred from (1) measurements of existing sensors, (2) design values for 
sensors under development, or (3) desired geometric accuracy, the magnitude 
of the correlation coefficients are difficult to measure and are usually not 
specified as design parameters. Therefore, in view of the lack of either 
design or emperical values for the correlation coefficients, they were set 
equal to zero in the sums discussed in subsection B.4. However, to get an 
idea of the effect of correlation on geometric accuracy, a series of sums was 
made using the error source values of Sums 1, 2, and 3 (see Table 30) 
and attitude and ephemeris correlation coefficients p.. = 0.3 and another 
=J 
series using the error source values of Run 3 and Pij ranging from 0.5 to 
0.9. In general, correlation had little effect on the magnitude of the 
principal semiaxes of the error ellipses. The ellipses exhibited very 
little rotation at the edges of the error grid, but showed rotation app- 
roaching 45' near the center of the grid. But the principal semiaxes 
in all cases are nearly equal, so the rotation has no significant effect 
on the estimates of attainable geometric accuracy reported in subsection B.4. 
If meaningful values of the correlation coefficients become available 
in the future, additional runs with PROGl can be made to determine 
their effect on geometric accuracy. 
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B.4 SUMMARY OF RESULTS 
A series of runs was made with PROG 1, after a set of initial runs whose 
purpose it was to validate the simulation. In the initial runs, one error 
source at a time was given a nonzero value and the resulting geometric 
position errors compared with analytical results of previous studies made 
for Landsats -1, -2, and -3. The subsequent runs are summarized in Table 29, 
which shows the maximum error in the X and Y directions over the error grid. 
The results cited can be interpreted to be the geometric error in the X and 
Y directions that 90 percent of the pixels in a given Landsat scene (185 x 
185 Km) would have. 
The various runs differed in the values assigned to the various error sources. 
These values are summarized in Table 30, which in conjunction with Table 29, 
gives a concise summary of the results of the simulation. Note that the 
results of Table 29 are given in terms of equivalent Landsat-D TM pixels, 
which are approximately 30m on a side. 
Run 1 uses the original nominal design parameters for Landsat-D. Subsequent 
to conversations with NASA personnel indicated that, because of residual 
alignment errors, the actual attitude error might be larger than the 0 .Ol" 
target value, and Run 2 includes an alignment error as part of the attitude 
errors. This run shows that unless the alignment errors are removed or 
compensated for, the geometric accuracy would be unacceptable. Run 3 uses 
the improved ephemeris accuracy which will be achievable when GPS (Global 
Position System) is operational. A series of runs, 4a through 4f, were 
made to determine what attitude error would be permissible in the absence 
of all other error sources in order to achieve a one-pixel geometric accuracy. 
That value 0 .00148", was used in Run 5 with design values for the S/C error 
sources and GPS ephemeris accuracy. That run showed that one pixel in the 
Y direction (along scan) is almost attainable without GCPs, but that the 
accuracy in the X direction (along track) is only five pixels, due to the 
effect of S/C velocity errors. 
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Table 29. Maximum Error Over 90 Percent Grid. 
Run 
No 
1 256.67 8.56 208.36 6.95 
2 1619.59 54.00 1624.91 54.16 
3 250.93 8.36 206.64 6.89 
4a 20.41 20.56 0.69 
4c 
4f 
5 
28.57 28.79 0.96 
30.20 30.43 
149.11 
0.68 
0.95 
1.01 
4.97 36.60 
1.01 
1.22 
M2lX Equiv. Max Equiv. 
Value (m) Pixels Value (m) Pixels 
AX AY 
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Table 30. Error Source Values for the Simulation. 
ERROR SOURCE I 
Mirror 
Scan (rad) 
Timing S/C Velocity 
(see) (m/set> 
1x1o-5 1x10 
-3 
7.5 
Attitude (degree) Ephemeris (m) 
P 
Along Cross 
ij Roll Pitch Yaw Track Track 
0 0.01 0.01 0.01 34.3 19 
2 1x10 -5 1x10 -3 7.5 0 0.079 0.079 0.079 34.3 19 16.1 
3 1x10 -5 1x1o-3 7.5 0 0.01 0.01 0.01 10 10 10 
4a 0 0 0 0 0.001 0.001 0.001 0 0 0 
4c 0 0 0 0 0.0014 0.0014 0.0014 0 0 0 
4f 0 0 0 0 0.00148 0.00148 0.0014E 0 0 0 
5 1x10 
-5 
1x1o-3 7.5 0 0.00148 0.00148 0.0014E 10 10 10 
P 
The listing from Run 5 is appended as Exhibit 1 to give the detailed res‘ults 
and to show the arrangement of the computer printout. The listing of the 
APL program is also appended as Exhibit 2. 
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PROCl 
;yaR MIRROR SCAW ERROR ('IN RADIARSS): 
lb-5 
RRTRR TIMIRC ERROR (IS SECORDSlt 
cl: 
IE-3 
RRTSR SP “ECRAPT YELOCITI ERROR (IN YRTRRSISEC) 
0: 
7.5 
ARE? TRE RROS ASSOCIATED VITR ATTYTUCE ERROR ZERO? (YE.5 OR NO) 
YES 
ENTER THE FOLLVYINC AS ASSOCIATED WITH ATTITUDE ERRVR (IN DECREES) 
ROLL PITCR YAW 
lJ: 
.OOlU8 .00198 .OOlU8 
APE THE RHVS ASSOCIATRV "IT" EPHEE'PRIS EPRVR ZSSV? (YES OR NO) 
YES 
ENTER THE FOLLOWING’ 6 ASSOCIATBV WIT11 EPHEYERIS EPRCR tIN A!ETERS) 
ALONC-TRACK CROSS-TRACK RA VI.4 L 
Y -t37ae11 
x 
-L13942 43942 
Exhibit 1 
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- 
v lwJG1 
:;; R PROGRAMMER: CL JONES 
I+ 1 2 3 
L3J L+ 1 2 
L41 c;tiIlH 15 10 po 
L5J Y+ -!37wj4 
L6J X+-A78811 
L7J ' ' 
L8J ' ' 
C9J H+705300 
LlOJ v+7500 
LllJ SAMEY:'ENTkX MIHROR SCAN XRROR (IN RADIANS):' 
C 12 I VAHMIRd 
L131 VARMIR+VARMIR*2 
LlQJ ' ' 
LlSJ 'ENTER TIMING ERh'OR (IN SE'COIVDS):' 
[: 161 VAlr'TIME+iJ 
t17 J VARTIEIEcVARTIMh2 
LlSl ' ' 
(1SJ 'ENTER SPACECRAFT VELOCITY ERROR (IN METERS/SEC)' 
LZOJ VARV&L~l 
1211 
1221 
L23J 
t24J 
L25J 
L26J 
L27J 
C28l 
LzgJ 
L3OJ 
C31J 
L321 
VAfl'VEL+VARVEL*2 
1 t 
E+'ENZ'kl? 2'11E FOLLOWING AS ASSOCIATED WITH ' 
F+'ATi'ITUDE %ROR' 
G+'E'PHEMlXlS E'iiROR (IrV METERS) ' 
J+'ATTITUPE HATE ERROR 
K+'EPHEMEF?IS RATE ERROH' 
L4- ' ROLL PITCH YAW RHO12 RHO13 RHO23 ' 
/.I+ ' ALONG-ITHACK CROSS-TRACK RADIAL RHO12 RHO13 RH023' 
N+' (IN Dt%REz?j' 
'Ah'E THE RHUS ASSOCIATED WITH ATTITUDE ERROR ZERO? (Yh'S OR NO)' 
REPLY4 
C33J ' ' 
r-341 +RHOAxl(pREPLYj=3 
c351 ' ' 
c361 E,F.N 
L37J L 
C38J Sltcl 
C39J RAD+(ol):l80 
L4OJ Sl+(SlxRAD) 
1.4lJ ' 
[42J CONTl:'iRE THE RHOS ASSOCIATED WITH EPHEMtRIS ERROR ZEHO? (YES OR NOjl 
c431 RE;PLY+lJ 
l-441 ' ' 
r-451 +RHOExl(pREPLYj=3 
1461 ' ' 
C47J E.G 
[4aJ M 
c493 sstll 
L501 ' ' 
C51 J CONZ'2:'ARE ATTITUDE RATE ERRORS ZERO? (YES OR NO)' 
[52J REPLYa 
i53J -+ARExl(pREPLY)=3 
C54J ' 
[551 E&N' 
Exhibit I?. (Page 1 of 3) 
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[567 L 
c573 52+ci 
C567 ' ' 
i59i CONT3:'ARE EPJfEbJERIS RATE ERRORS ZERO? (YES OR NO)' 
C601 REPLY4 
C617 +ERExl(pREPLY)=3 
i621 ' ' 
[637 E,K 
C641 M 
C651 s4+u 
C667 ' ' 
C671 +CONT4 
C687 RH0A:E.F.N 
C697 ' ROLL PITCH YAW' 
c701 s1+u,0,0.0 
c7111 RAD+(ol)ileo 
C721 Sl+SlxRAD 
c731 ' 
C743 +CONT; 
(751 RHOE:E,C 
[763 ' ALONG-TRACK CROSS-TRACK RADIAL' 
c771 s3+u.o.o.o 
C761 ' ' 
c793 XONT2 
;;;; ARE:S2+ 0 0 0 0 0 0 
1 
C821 KONT3' 
[633 ERE:S4+ 0 0 0 0 0 0 
C841 ' ' 
[85] CONT4:C2A+COV 53 
C861 C2B+C'OV 54 
c877 C2+C2A+C2B 
C881 cLA+cov Sl 
C891 ClB+COV 52 
C901 Cl+ClA+ClB 
c911 LOOP:SUBTERMl+((H*2)+Y*2);H 
c921 TERbJl+-SUBTERM 
C931 SUBTERM2+Y:H 
C941 TERM2+-SUBTERM 
[951 TERM3+XtV 
[96] Yl+-Y 
C977 Al+ 2 3 pO.H.Yl.TERMl,o,O 
r-981 A2+ 2 3 pl.O.O.O.l.TERM2 
C991 A3+ 2 1 pO.SUBTERMl 
Cl001 A4+ 2 1 pi.'.0 
[loll A54 2 1 pZ’ERM3.0 
Cl023 COVGP5+(AS+.xQA5)xVARVEL 
Cl033 COVGP4+(A4+.xQAA)xVARTIME 
[IOQJ COVGP3+(A3+.xt?A3)xVARMIR 
[lo53 COVGP2+A2+.xC2+ .x&A2 
cl063 COVGPl+Al+.~Cl+.~QAl 
Cl073 CUVGP+COVGP1tCOVGP2tCOVGP3+COVGP4tCOVGP5 
[lo81 QCOVGP+l QLI COVGP 
Cl091 ROOT+(SQRT QCOVGPCl;l)x1.645 
[llo] KROOT+ 3 2 pROOT,QCOVGPC2;1.&COVGP[:3;1 
Exhibit 2 (Page 2 of 3) 
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rllll cRn?c~;mmJoTcl 2 3 ; 1 21 
tit23 x+x+43942 
Cll3I Ht2 
cli'ij +STARTxiY>8700r, 
Cli51 +WOP 
[1161STAUT:X+Xt43942 
Cl173 Y+-67664 
Cll.63 I+It3 
c1191 L+ 1 2 
cl201 +ENDx~X>67664 
Cl211 -+LOOP 
C122lEND:' FINAL ERROR MATRIX AFTER MULTIPLICATION BY 1.645: ' 
Cl231 ' ' 
Cl241 ' ' 
Cl251 VX+ -87884 -43942 0 43942 87884 
C126~CX+1OOOOOlooooolooooo1ooc 
Cl271 CGRID-1110 0 01110 0 01110 0 0 11 
Cl281 ' Y -87884 -43942 
Cl293 ' ' 
Cl301 ' X' 
Cl311 ' ' 
11327 ' ' 
Cl337 CX.' '.CGRID 
I 0 0 1 ( 
1000 )1°1( 
IO 0 t 
1 0 0 0 
6 0.~ 51 
f(20p 
pVX 
12 2 9 2)rGRID 
0 43942 
V 
Exhibit 2 (Page 3 of 3) 
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Appendix C 
EFFECT OF DATA STRIPING ON CLASSIFICATION ACCURACY 
C.l INTRODUCTION AND SUMMARY 
The first of a planned series of experiments to determine the effect of data 
striping on classification was carried out at the Earth Resources Laboratory 
(ERL), Houston on the ERMAN II system installed there. The results of this 
experiment will be of importance in deciding whether on-board classification 
computations are feasible or not. If it turns out that striping has a sig- 
nificant effect on the classification process, destriping would have to be 
included in the on-board computations which would increase their complexity 
and the time necessary to carry them out. 
For the first experiment, a Landsat- scene including an area of Hand County, 
SD, for which extensive ground truth is available, was chosen. The scene 
exhibits a very marked degree of striping on photographic images prepared 
from the data. Two additional versions of the scene were prepared, one by 
applying the standard NASA calibrations, the other by applying an IBM-devel- 
oped destriping algorithm involving mean and standard deviation equaliza- 
tion. The NASA-calibrated scene exhibits considerably less striping than 
the uncalibrated scene, although close inspection shows that striping is 
still present, while the scene subjected to the IBM destriping algorithm is 
almost free of visible striping. 
The three scenes were classified by the Bayes classifier facility of the 
ERMAN II system using the same training fields in all three cases. The 
results of the three classifications were very close to one another, indi- 
cating that the presence of striping has very little effect on the outcome 
of maximum likelihood multispectral classification. However, this conclu- 
sion is strictly valid only for this particular scene classified, and before 
it can be stated with confidence that classification can be carried out 
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on-board without additional calibration or destriping computations, further 
experiments will have to be performed. These are described in the concluding 
section. 
c.2 CLASSIFICATION OF LANDSAT DATA 
The most widely used model for the classification of data from the multispec- 
tral scanners on the Landsat series of satellites and other similar sensors 
assumes that the vectors of intensity values from a material on the surface 
of the earth are samples from a multivariate normal distribution. In the 
case of presently available Landsat 1 and 2 data there are four spectral 
bands (bands 4, 5, 6, and 7 in Landsat terminology), so the assumed normal 
distributions are four dimensional. To classify Landsat data, ground truth 
must be available which usually takes the form of maps or aerial photographs 
on which homogenous areas of known composition are identified. The classifi- 
cation then proceeds in the following manner: 
a. Identification of regions (fields) in the image data corresponding 
to ground truth areas 
b. Computation of the field mean vectors and covariance matrices which 
characterize the assumed normal distributions 
C. Examination of the computed statistics to determine their 
suitability for classification 
d. Classification of the area of interest by a maximum likelihood 
classifier, that is the assignment of each vector of intensities 
to that normal distribution from which it had the highest probability 
of being drawn 
e. Generation of classification maps and other summaries of the process 
and interpretation of the results 
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c.3 CLASSIFICATION OF THE LANDSAT SCENES 
The area chosen for this field experiment is contained in Landsat scene 
2183-16433, and represents an approximately 5- x 6-nautical mile rectangle 
in Hand County, SD (Test Site No. 35 (LACIE 1986)). Extensive ground truth 
is available in terms of an aerial photograph of the region, an overlay 
delineating 275 fields varying from a few acres to several hundred acres, 
and a complete inventory of the composition (in this case agricultural crops) 
of each of the 275 fields. The test site is composed of approximately 
8 percent corn, 6.5 percent oats, 4.2 percent spring wheat, and 81.2 percent 
pasture and grasses. 
Three tapes in LARS MIST format were created, the first from the uncalibra- 
ted NASA data, the second from data which had been subjected to the standard 
NASA calibration, and the third from data which had been subjected to 
IBM's mean and standard deviation equalization algorithm. 
Once the region containing the LACIE site was found in the original image, a 
512 x 512 print composite 12-channel image containing the site was formed 
for further ERMAN-II processing. Channels l-4 contain the uncalibrated data, 
channels 5-8 the NASA calibrated data, and channels 9-12 the IBM destriped 
data. With the aid of the ground truth aerial photograph overlay, 14 test 
fields were delineated for which statistics were computed. The fields and 
their statistics are given in the form of ERMAN-II reports in the Appendix. 
After comparison of the field statistics (corn with corn, oats with oats, 
etc.), fields CORN 54, CORN 80, and CORN 110 in the class CORN; fields OATS 
38 and OATS 192 in the class OATS; fields P76, P91, P105, and P131 into the 
class PSTR, and fields SW236 and SW263 into the class SPRWHT. 
The LACIE site (identified as the field GRDTRTH in the field definition re- 
port) was classified by the Bayes' classifier with a priori values of 8 per- 
cent, 7 percent, 81 percent and 4 percent for the four classes corn, oats, 
pasture/grasses and spring wheat, respectively. Classification of the . 
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uncalibrated data was accomplished by requesting that channels l-4 be used 
in. the classifications, of the NASA calibrated data by requesting channels 
5-9 and of the IBM destriped data by requesting channels 9-12. The results 
are shown in Table 31. 
The results in Table 31 are for the case in which each pixel is assigned to 
one of the four classes. The Bayes classifier has a thresholding option 
under which a pixel is not assigned to any class if the value of the quadra- 
tic form in the likelihood function exceeds a user-assigned percentile of 
the chi-square distribution. Table 32 shows the results of setting a 1 per- 
cent threshold (a typical value) in the case of the image NASACAL. The dif- 
ferences are not great, the principal effect of the threshold appears to be 
that approximately 3 percent of the pixels previously assigned to the 
pasture/grasses class are now unassigned. 
Two conclusions can be drawn from the results presented: 
a. The classification of the three images are fairly close to ground 
truth, with the exception of spring wheat, which is clearly under- 
classified. 
b. The differences among the classifications of the three images are 
quite small. 
These conclusions are further analyzed in the next section. 
c.4 ANALYSIS OF THE RESULTS 
The area1 proportion estimates of corn and pasture/grasses are acceptably 
close to the ground truth values, the estimates of oats somewhat less so. 
However, the area1 proportion of spring wheat is only 40 percent of the 
ground truth value. Clearly, wheat pixels were assigned to other classes, 
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Table 31. Proportion Estimates Obtained From Classification of the 
Three Images. 
Image 
Ground Truth 
UNCAL 
NASACAL 
MSEQCAL 
Area1 Proportion Estimates 
Corn Oats Pasture/Grasses Spring Wheat 
8.06 6.47 81.23 4.24 
9.29 8.30 80.76 1.64 
9.51 9.41 79.58 1.52 
9.35 8.70 80.52 1.42 
Table 32. Proportion Estimates for Image NASACAL Under Two Threshold 
Settings. 
Image Area1 Proportion Estimates 
kound Truth 
2% Threshold 
1% Threshold 
Corn Oats 
8.06 6.47 
9.51 9.41 
9.24 9.22 
Pasture/Grasses Spring Wheat 
81.23 4.24 
79.56 1.52 
77.11 1.51 
Unassignet 
- 
2.92 
1 
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probably oats. There are several explanations possible for this outcome, 
among which are: 
a. Inadequate training fields. Only two small (< 50 acre) fields were 
used to derive class statistics. Additional might have altered the 
class statistics. 
b. The multivariate normal distribution is an inadequate model for 
classification of wheat. This has been demonstrated in a study by 
Misra and Wheeler, who have proposed an alternate model. The question 
of the absolute accuracy of the classification will not be pursued 
further, since for the purposes of this experiment, the differences in 
classification results among the images is what is important. 
As Table 31 shows, the classification results for the three images are quite 
close to one another, which indicates that the presence of striping has no 
effect on classification. To determine the reason for this uniformity of 
the classifications, the data was examined from several points of view. In 
the first place, the means and standard deviations in a given field were 
compared in corresponding bands (l-5-9, Z-6-10, 3-7-11, and 4-8-12). Take 
OATS 38 as an example. It is obvious that the means of Channels 1-4 are 
almost identical with the respective means of channels 9-12, but that the 
respective means of channels 5-8 are completely different from those two 
sets. One reason for this is that the NASA-calibrated data has a different 
intensity range (O--180) than the uncalibrated and IBM destriped data (O-63). 
In the NASA process, the uncalibrated data is first decompressed to give a 
range of O-127 and then subjected to a linear transformation to give a range 
of (O--180). The decompression is accomplished by a table look-up procedure, 
while the linear transformation is sensor-dependent as well as time-dependent 
with the result that, from a practical standpoint, the compressed, unscaled 
calibrated data cannot be recovered from the decompressed, scaled calibrated 
data. However, the hypothesis that the means in channels 5-8 would be the 
same as the means in channels l-4 or 9-12 were it not for decompression and 
scale was tested in the following way. 
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First, the decompression tables of references were fitted with quadratic 
polynomials for channels 5 and 7 (corresponding to spectral bands 4 and 6), 
and another for channel 6 (corresponding to spectral band 5). Spectral band 
7, and therefore channel 8, is not decompressed. The coefficients (II, m, n) 
of the quadratics are, respectively, (0.5104, 0.5793, 0.0235) and (1.2459, 
0.5696, 0.0233). The coefficients for the linear transformation (a,, bk> 
were taken to be the average values over six detectors for a randomly 
selected frame in a previous striping study. The overall transformation is 
shown in equations (39) and (40): 
I OUT = ak(!L+mIin+n12 
in ) + bk (39) 
and accordingly 
EC1 OUT) = ak(l+mE(Iin) + nE(I:n)) + bk (40) 
Next, it was assumed that the intensity values I in in a given channel were 
normally distributed with mean p and standard deviation (5. Then y = Izn has 
the probability distribution function as shown in equation (41): 
g(Y) = exp [-(~~+y)/Zo~] cash (~~~/o~)/cr~ (41) 
Equation (42) follows: 
E(Iin2 > = E(y) = s yg(y)dy = IJ’+J’ = E2(Iin) + D2(Iin) 
0 
(42) 
If equation (42) is substituted into equation (40), the result is the channel 
mean formula for channels 5-9 in terms of the means and standard deviations 
of channels 1-4. Equation (43) results: 
EC1 OUT) = ak[MmE(Iin) + n(E2(Iin) + D2(Iin)] + bk (43) 
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Calculations based on (5) were carried out for fields OATS38 and CORN54 using 
the average values of ak and b k as shown in Table 33. 
The results shown in Table 34 indicate that the computed field statistics 
in channels 5-9 are consistent with the field statistics which would have 
been obtained from applying 36 to the field statistics for channels l-4. 
It appears that, for this scene, calibration and IBM destriping do not sig- 
nificantly alter field statistics. Therefore, classification results for 
the three images should be close, as they are, The hypothesis of the invari- 
ance of field statistics should be tested on other scenes and by applying 
quantitative measures of the similarity of distributions (divergence, 
Bhattacharyya distance) available in the ERMAN II system. 
The image data itself was also examined to gain further insight into the 
reason the presence of striping seems to have little effect on classifica- 
tion results. Because the NASA-calibrated image has a different intensity 
range from the other two images, as explained above, the usual methods of 
comparing images--image differences, two-dimensional histograms--cannot be 
applied. Therefore only the uncalibrated (striped) image and the IBM- 
destriped image could be compared. 
As a first step, a difference imagelLJNCAL-MSEQCALIwas formed and displayed. 
The displayed difference image exhibited a striping pattern very clearly. 
Unfortunately, owing to the substandard performance of the hard copier 
at ERL, readable copies of the display could not be made. One-dimensional 
(channel) histograms were computed for channels corresponding to spectral 
bands 4, 5, and 7, (see Exhibits) for UNCAL and MSEQCAL. The histograms 
show distinctly similar intensity distributions in corresponding channels. 
Finally, two-dimensional histograms for channel corresponding to spec- 
tral bands 4 and 5 were computed. Again, qualitatively speaking, the 
two images are statistically similar in the sense that a pixel having a 
given intensity in one image has a high probability of having the same in- 
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Table 33. Average (Over Six Sensors) Gain ak and bk. 
Band 
4 
5 
6 
7 
% 
1.2122 
1.2057 
1.2352 
1.0878 
lk 
-1.5199 
-1.5219 
-1.7110 
+0.1522 
Table 34. Channel Means As Computed in ERMAN II and 
from Equation 40. 
a) Oats 38 b) Corn 54 
Channel 1-4 Mean Computed Channel 5-9 
Mean from (5) Mean 
22.95 30.27 29.75 
30.13 46.29 44.75 
37.33 66.11 63.75 
29.56 32.31 31.39 
Channel l-4 Mean Computed Channel 5-9 
Mean from (5) Mean 
17.65 20.41 19.27 
18.71 22.71 21.94 
28.27 47.62 42.29 
21.27 23.29 22.12 
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tensity in the other image. Thus the IBM destriping algorithm, while it 
modifies intensity values, does not skew the overall image intensity sta- 
tistics. 
Examination of the image data made more plausible the classification result. 
However, the classification result itself was obtained from a single scene. 
More scenes of various types will have to be classified in order to either 
corroborate or refute its conclusion that striping does not affect classifi- 
cation. 
c.5 SUGGESTED FURTHER EXPERIMENTS 
Experience has shown that in order to determine the effect of a particular 
factor (resampling, striping, correction method) on classification, about 15 
different scenes should be classified to ensure statistically significant 
results. This is usually an impractically large number. Nevertheless, addi- 
tional scenes should be classified to test the validity of the conclusion of 
the present memo that striping does not affect classification results sig- 
nificantly. 
The first sequence of experiments should be conducted with synthetic data 
sets. The SERID program at Johnson Space Center is designed for this pur- 
pose. With synthetic data the experimenter has control over the size and 
form factors of the fields, as well as the numbers and statistics of the 
classes represented. Striping can be added in controlled amounts by, in 
effect, reversing the IBM destriping algorithm. The first experiment could 
use an existing synthetic data set (generated under Contract NASl-23585) to 
which striping would be added until a level is reached at which perceptible 
differences between the striped and unstriped data occur. Synthetic data 
sets at this level of striping can then be generated to determine the sta- 
tistical significance of secondary factors such as field distribution and 
class statistics. 
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With confidence that striping effects on classification are well understood, 
a second sequence of experiments using natural data should be undertaken. 
It is not realistic to expect that natural data sets which have both the 
proper variety of classes and the level of striping can be found. It is 
most probable that scenes with adequate ground truth will be selected, to 
which a desired level of striping will be added synthetically. 
If the results of a small number of experiments support the conclusions of 
the present memo, it will not be necessary, practically speaking, to conduct 
additional classifications. If, however, the results are inconclusive or 
contradictory, a review of the situation to plan an economical series of 
experiments can be made. 
Exhibits 3 through 7 illustrate the ERMAN output as viewed on the CRT 
display. Exhibit 3 indicates the location, on the input tape, of the data 
to be classified. Exhibit 4 represents the computed mean and standard de- 
viation for each class and training field for each input channel. Exhibit 
5 provides the location (in pixel and line) of each training field. Exhibit6 
6 and 7 illustrate the histograms for selected input channels. 
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MENU #116 * 18123133 1 
POST-LOAD REPORT 
TAPE NUMBER(S) 
004993 
IMAGE SET ID NASACAL 
IMAGE SET CONTENTS 
FIRST LINE 001340 NUMBER OF LINES 000512 
FIRST PIXEL 002158 NUMBER OF PIXELS 000512 
LINES SKIPPED 01 PIXELS SKIPPED 01 
CHANNELS SELECTED 01 02 03 04 00 00 00 00 00 00 00 00 
00 00 00 00 00 00 00 00 00 00 00 00 
TO CANCEL REPORT POINT AT BOX CR FOR NEXT PAGE POINT AT BOX NP 
Exhibit 3 
PR Ol.MEANSTD 
CHANNEL 
NUMBER 
FIELD CORN80 
( 104) 
CLASS CORN 
MEAN ST DEV 
1 17.89 1.03 
2 18.00 1.13 
3 28.95 1.97 
4 21.29 2.04 
5 19.26 1.34 
6 20.75 1.61 
7 42.88 4.12 
8 22.19 2.23 
9 17.41 0.89 
10 18.00 1.13 
11 28.79 1.94 
12 21.26 1.99 
.0003 * 14/52/10 1 
MEAN AND STANDARD DEVIATION REPORT 
FOR CLASSES AND TRAINING FIELDS 
AND ALL AVAILABLE CHANNELS 
FIELD OATS38 
( 61) 
CLASS OATS 
MEAN ST DEV 
22.95 1.61 
30.13 3.24 
37.33 2.18 
29.56 1.72 
29.25 2.88 
44.75 7.04 
63.79 3.79 
31.39 2.00 
23.38 1.54 
30.15 3.28 
37.89 1.60 
29.56 1.86 
Exhibit 4 
FIELD CORN54 FIELD P91 
1 51) ( 317) 
CLASS CORN CLASS PSTR 
MEAN ST DEV MEAN ST DEV 
17.65 1.40 19.21 1.47 
18.71 1.64 21.16 2.33 
28.37 2.09 34.40 2.22 
21.27 1.63 28.60 2.63 
19.27 1.37 22.03 2.19 
21.94 2.45 26.05 4.10 
42.29 3.12 55.95 4.01 
22.12 1.88 30.25 2.85 
17.37 0.89 19.13 1.45 
18.67 1.57 21.00 2.30 
28.51 1.45 34.72 1.78 
21.27 1.63 28.56 2.57 
PAGE 01 OF 04 
PROl.MEANSTD .0003 * 14152133 1 PAGE 02 OF 04 
FIELD CORN110 FIELD P105 FIELD SW236 FIELD P131 
CHANNEL ( 961) ( 558) ( 45) ( 421) 
NUMBER CLASS CORN CLASS PSTR CLASS SPRWHT CLASS PSTR 
MEAN ST DEV MEAN ST DEV MEAN ST DEV MEAN ST DEV 
1 18.01 1.21 20.26 1.15 19.09 1.41 22.21 1.57 
2 18.26 2.00 22.87 1.40 22.96 1.04 27.33 2.40 
3 28.86 2.94 33.28 2.13 31.18 1.74 34.12 1.77 
4 20.70 3.12 25.88 2.18 23.93 1.32 25.50 1.37 
5 19.54 1.73 23.88 1.39 21.91 1.62 27.69 2.17 
6 21.26 3.19 29.12 2.74 29.27 1.99 38.57 4.82 
7 42.07 5.93 53.03 3.53 48.11 2.57 55.98 2.12 
8 21.44 3.52 27.28 2.33 25.29 1.24 26.88 1.37 
9 17.54 1.11 20.38 0.87 19.11 1.05 22.57 1.31 
10 18.26 2.00 22.77 1.41 22.87 1.12 27.31 2.36 
11 28.47 2.73 33.39 1.60 31.27 1.14 34.74 1.01 
12 20.70 3.13 25.87 2.17 23.82 1.23 25.48 1.35 
MEAN AND STANDARD DEVIATION REPORT 
FOR CLASSES AND TRAINING FIELDS 
AND ALL AVAILABLE CHANNELS 
Exhibit 4 (cont.) 
PR .Ol.MEANSTD .0003 * 14/53/08 1 PAGE 03 OF 04 
CHANNEL 
NUMBER 
FIELD OATS274 FIELD CORN 211 FIELD OATS192 FIELD SW263 
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Appendix D 
EFFECT OF LANDSAT ORBITAL CHARACTERISTICS ON ON-BOARD CLASSIFICATION 
D.l INTRODUCTION 
Subsection 3.6.2.1 discussed supervised on-board data classification. As 
described, there are two approaches possible for training the classifier: 
a. Collect a data sample and compute from the data sample the 
necessary classification statistics (mean and covariance 
matrix) in the on-board processing system 
b. Transmit the raw image data to the ground, compute the 
classification statistics on the ground, and transmit the 
statistics back to the on-board processing system for use 
in maximum likelihood classifier. 
The orbital characteristics of the spacecraft will affect the second approach 
in that a time delay is introduced to the on-board processor equivalent to 
the time taken at the ground by an operator to compute the classification 
statistics plus the time to downlink raw data from the spacecraft to the 
ground and subsequently to uplink the computed statistics. This time delay 
can affect the selection of an on-board configuration in the following manner: 
a. If the time required to: (a) downlink raw data, (b) compute the 
statistics, and (c) uplink the statistics exceeds the spacecraft 
in-view time, the sample segments to be classified must be 
stored on-board until the spacecraft again comes into view. 
This could be one orbit later or 1 day later. 
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b. If adequate on-board storage cannot be provided, the same sample 
segment will not be again viewed until 18 days have elapsed for 
Landsat-1, -2, or -C (16 days for Landsat-D). This 18- (or 16-) day 
delay can significantly affect classification accuracy. The above 
considerations, as well as others, will be discussed in this Appendix. 
D.2 LANDSAT SERIES ORBITAL COVERAGE 
Systematic, repetitive, global earth coverage under nearly constant observing 
conditions is required for maximum utility of the multispectral images col- 
lected by Landsat. All Landsat satellites have been (or will be for 
Landsat-D) launched into circular sun-synchronous orbits with a nominal 
9:30 a.m. descending node (equatorial crossing). The orbital characteristics 
for the Landsat series satellites are given in Table 35. Landsat-D has cer- 
tain orbital characteristics that differ from those of Landsats-1, -2 and -C. 
These characteristics, which include the time and distance between adjacent 
swaths will affect the data flow for an on-board processing system. 
Table 35. Landsat Series Orbit Parameters. 
Mission Parameter 
Orbital Altitude (km) 
Inclination (Degrees) 
Period (Minutes) 
Orbits/Day 
Separation/Orbit at Equator (km) 
Time Between Adj. Swaths (Deg.) 
Distance Between Adj. Gr. TKs (km) 
Coverage Cycle Duration (Days) 
Landsat 1, 2, C Landsat D 
917 705 
99 98.2 
103 98.88 
14 14.56 
2878 2778 
1 7 
159 170 
18 16 
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The Landsat-D orbit provides coverage of the earth in a 16-day repetitive 
cycle. The satellite follows a circular, sun-synchronous, near polar orbit 
with a 98.2 degrees inclination at an altitude of approximately 705 km. 
The descending (north to south) tracks occur in daylight, nominally passing 
the equator at 9:30 a.m. mean sun time, and the ascending tracks occur at 
night. 
The satellite makes 14.56 revolutions per day, each 98.88 minutes in duration. 
Figure 116 shows typical ground coverage patterns across the U.S. The orbital 
characteristics cause the coverage swath to be advanced to the west at the 
equator by 24.72 degrees every revolution. Figure 117 depicts the orbit track 
progression. Track number 16, which occurs at the beginning of day 2, will 
be 10.82 degrees west of track number 1. Track number 103 will appear 
adjacent to track number 1, 1.55 degrees to the west at the equator approxi- 
mately 7 days later. A complete cycle consists of 233 revolutions, during 
which exactly 16 days have passed and the satellite again passes over the 
starting location. Orbit tracks are evenly spaced as shown in Figure 117. 
The Landsat-D orbit has been designed so that each of the swaths during a 
16-day coverage cycle exactly overlay or repeat the corresponding swath of 
every previous cycle. Also, the centers of each of the images are assumed 
to be evenly spaced and aligned along the in-track direction as shown in 
Figure 118. 
The orbit provides for a 7 percent sidelap (east-west overlap) of the cover- 
age pattern at the equator, as shown in Figure 119. The overlap in the 
north-south direction will be between 2 and 5 percent. Figure 119 illustrates 
a typical overlap of 3.5 percent, which allows 225 frames per revolution. 
The image sidelap between adjacent swaths is a function of latitude, as shown 
in Figure 120. At latitudes above 57.3 degrees, the sidelap is more than 
50 percent meaning that complete coverage at a given location is achieved by 
more than one swath in a given cycle. This duplicate coverage is separated 
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PER DAY 
Figure 116. Ground Coverage Pattern. 
Figure 117. Typical Landsat-D Ground Trace and GMT. 
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NOTE: THIS PROVIDES FOR 225SCENES PER REVOLUTION 
IF 3.5% OVERLAP OF FRAMES 
Figure 118. In-Track Picture Scheduling. 
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Figure 119. Imagery Along-Track Overlap/Sidelap 
at Equator. 
in time, however, by 7 days. Coverage redundancy due to imagery sidelap is 
given in Table 36 as a function of latitude. 
The Landsats-1, -2 and -C orbit provides -coverage of the earth in an 18-day 
repetitive cycle (9 days with two satellites). The satellite follows a 
circular, sun-synchronous, near-polar orbit with 99 degrees inclination 
at an altitude of approximately 917 km. Every equatorial crossing of the 
sunlit face of the earth occurs at approximately 9:30 a.m. local time. 
The satellite makes 14 revolutions per day, each 103 minutes in duration. 
Figure 121 shows typical ground coverage patterns across the U.S. The orbital 
characteristics cause the coverage swath to be advanced to the west at the 
Table 36. Coverage Redundancy Due to Imagery Sidelap. 
Latitude, deg 
_ .- 
0 to 57.0 
57.3 to 69.0 
68.9 to 74.4 
74.3 to 77.6 
77.5 to 79.7 
79.6 to 81.8 
Image Sidelap, percent Redundancy Factor* 
Minimum Number of Days 
between Coverage 
7.0 to 50.0 1 16 
50.0 to 66.7 2 7 
66.7 to 75.0 3 2 
75.0 to 80.0 4 2 
80.0 to 83.3 5 2 
l * l * l * 
*Number of adjoining ground tracks that provide coverage for a given location. 
“Image overlap cannot realistically be split into sidelap and in-track overlap. Redundancy factor is > 5. 
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Figure 120. Landsat Sidelapping Coverage. 
Figure 121. Ground Coverage Pattern. 
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equator by 25.75 degrees every revolution. Figure 122 illustrates this orbit 
track progression. Track number 15, the first pass of day 2, will appear ad- 
jacent to track 1 the first pass of day 1, 1.43 degrees to the west at the 
equator corresponding to 159 km. A complete cycle consists of 251 revolu- 
tions, during which exactly 18 days have passed and providing complete global 
coverage between 81 degrees north and 81 degrees south latitude. 
The coverage pattern provides 14 percent sidelap at the equator as shown in 
Figure 123. Table 37 indicates the increase in sidelap of the swaths as 
higher latitudes are reached. As shown in Figure 124, at latitudes above 
54 degrees, the sidelap is more than 50 percent, providing complete duplicate 
coverage on sequential days. 
D.3 EFFECT OF ORBITAL PARAMETERS ON ON-BOARD CLASSIFICATION 
How then do the orbital parameters affect the various on-board processing 
configurations? 
For those configurations requiring minimum on-board storage and computing, 
the classification statistics on the ground, the following sequence would be 
incurred. The sample segment image data are transmitted to the ground in 
realtime. The operator selects training sites from the sample segments and 
computes the classification statistics. These classification statistics will 
be uplinked to the spacecraft, stored on-board, and used to classify the 
sample segment the next time the segment comes into view of the sensor. If 
the sample segment is above a given latitude (see Figures 120 and 123) and 
within the overlapped area the classification delay for Landsats-1, -2 and 
-C would be 1 day, for Landsat-D, 7 days. If the sample segment is not 
within the overlap region, the classification delay would be 16 days of 
Landsats-1, -2, and -C and 18 days for Landsat-D. LACIE has shown that delays 
in excess of 1 day between computing classification statistics and using same 
for classification will reduce classification accuracy. 
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Figure 122. Daily Ground Trace (Daylight Passes Only) 
for Landsats -1, -2, and -C. 
Figure 123. Imagery Sidelap 
at the Equator. 
Table 37. Coverage Redundancy Due 
To Imagery Sidelap. 
Figure 124. Landsat Sidelapping Coverage. 
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If the classification statistics could be computed rapidly and uplinked to 
the spacecraft while still in line-of-sight of a receiving station, this 
delay could be reduced and classification accuracy improved. 
Figure 125 illustrates the line-of-sight tracking regions for Goddard Space 
Flight Center (GSFC), Goldstone, and Fairbanks, Alaska. Assuming that the 
North to South region of interest over the continental U.S. extends 2778 
kilometers, there would be 15 scenes (each 185 kilometers) of image data 
with each scene representing approximately 27 seconds time for each satellite 
pass. The total time the region of interest is in sight by GSFC would be 
6.75 minutes (15 x 27 f 60). As noted in the figure, the line-of-sight region 
extends beyond the region encompassed by the continental U.S. The 6.75 
minutes could therefore be extended, however, storage of the data would have 
to be provided on-board during the time data evaluation is occurring on the 
ground. 
Thus, there would only be the 6.75 minutes available to transmit the image 
data to the ground, select the training sites, compute the training site 
statistics, and transmit the data back to the on-board system. This time 
can be extended by using the TDRSS (Tracking Data Relay Satellite) to relay 
information to GSFC when line-of-sight transmission is not available. Fig- 
ure 126 illustrates the TDRSS coverage zones and Figure 125 the extended 
visibility limits. This implies large amounts of on-board data storage to 
allow classification to occur on-board in realtime (i.e., training site data 
and test site data taken at the same time). Otherwise, the data to be clas- 
sified could be as much as 18 days different in true time. 
If the requirement is to have no time delay between image data used for com- 
puting the statistics and the classification, on-board storage of the segment 
must be provided equivalent to the time latency required to compute the sta- 
tistics on the ground. 
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The trade-off imposed by the orbital parameters, then, is expected classi- 
fication accuracy vs. on-board storage. 
Another approach to classification with training involves adjacent swath 
coverage. If the same swath width could be viewed on successive orbits of 
the spacecraft, the classification statistics could be computed on the first 
pass and the sample segments classified on the second pass. This would mini- 
mize on-board storage and only incur a time delay (relative to classification 
accuracy) of one orbit. 
The MSS and TM scanning sensors, in the ideal case (no errors), provide a 
mirror scan that is symmetric about nadir. As noted in Figures 116 and 121, 
successive orbits of the spacecraft are separated by more than 24 degrees. 
Providing this much offset from nadir of subsequent orbits would impose 
severe conditions on either the spacecraft attitude control system or the 
sensor system, in particular the sensor mirror scanning assembly. 
Figures 116 and 121 also indicate that adjacent swaths are separated by 1 day 
(1.43 degrees) for Landsat and 7 days (1.55 degrees) for Landsat-D. These 
offsets would be reasonable, although still imposing changes on the current 
Landsat mirror assembly or ACS. In the case of Landsat-D, however, there is 
a 7-day delay that would occur between computing the classification statis- 
tics and using the classification statistics. 
This trade-off imposes a change in the present operational sequence vs. 
classification accuracy., 
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geometric and classification accuracy, on-board complexity, and ancillary 
data required from the ground. 
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