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The agricultural sector is one of the most dependent sectors for living in 
Indonesia, corn is also a source of raw material for the industrial sector 
including the food industry in Indonesia and is used for animal feed, especially 
poultry. Toko Gilang Advanta 77 is one of the places that produces corn crops. 
In addition to producing corn crops, Toko Gilang Advanta 77 sells corn crops 
to factories that manage the corn harvest. Because of the large demand for corn 
for consumption and sale, both as food and animal feed ingredients. Toko 
Gilang Advanta 77 has one of the obstacles, namely it does not have a 
supporting technology in suggesting yield predictions which results in a lack 
of information needed to increase crop yields. . So the authors designed a 
system with a yield prediction model using data mining techniques with the 
C4.5 algorithm, the program to be used is web programming, with a database. 
With this system, it is hoped that Toko Gilang Advanta 77 can easily predict 
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1. INTRODUCTION 
Maize production in Indonesia in 2011 reached 17.2 million tons, an increase of about 4.3 
percent compared to 2010 production, and was still able to meet the national demand for corn which 
increased by an average of 9.6 percent per year. The tendency of increasing consumption of maize 
in Indonesia causes an increasing number of imports[1]. 
Gilang Advanta 77 store is one of the places that produces corn crops which is located on 
Tembung market I Tambak Rejo Deli Serdang street. Toko Gilang Advanta 77 also produces corn 
for consumption, both as food and animal feed ingredients. In addition to producing corn yields, 
Toko Gilang Advanta 77 sells maize crops to factories that manage the corn harvest, which each year 
has increased in the production of the corn crop. Because of the large demand for corn for 
consumption and sale, both as food and animal feed ingredients. This can be seen in terms of 
production and productivity. After the researcher made observations, the interview at the Gilang 
Advanta 77 Store had one of the obstacles, namely not having a supporting technology in suggesting 
crop yields which resulted in a lack of information needed to increase crop yields. Gilang Advanta 
77 store only performs manual forecasting where the forecasting has not considered factors of yield, 
rainfall, pests. Therefore we need a prediction model for the production of corn commodity harvest 
by considering factors of yield, rainfall, pests. Based on these conditions, a yield prediction model is 
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needed using data mining techniques with the C4.5 algorithm. Where the C4.5 Algorithm is a group 
of Decision Tree algorithms. 
 
2. RESEARCH METHOD 
The research framework is a systematic research methodology that can be used as a guide 
for researchers in carrying out research so that the results achieved do not deviate and the desired 




Figure 1. Research Framework 
2.1. Data Mining 
Data mining is the extraction of information implied in a set of data[2]. Data mining is a 
process for digging data sets and finding information in them[3][4]. Data mining is the process of 
extracting information from a large number of data sets using algorithms and drawing techniques 
from statistics, machine learning and database management systems[5], [6]. 
2.2. Decision Tree 
The decision tree is a very powerful and well-known method of classification and 
prediction[7]–[9]. A decision tree is a structure that can be used to divide a large data set into smaller 
record sets by applying a series of decision rules, with each division sequence the members of the 
result set being similar to one another[9]–[12]. 
 
3. RESULTS AND DISCUSSION 
The system to be built is an application developed using the C4.5 data mining algorithm, the 
C4.5 algorithm can classify data by forming a decision tree and can process data in numerical and 
categorical forms. . The process carried out by the system in estimating the crop yields of maize at 
Gilang Advanta 77 Stores is by inputting data on Area (Ha) and Principal Harvest to produce an 
estimate of the amount of production. In the discussion of this study, some data on the production of 
maize for several years are needed, using data from 2015 to 2016. Corn yield predictions play an 
important role in the life cycle system of farmers. 
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Yields Rainfall Pest Category 
D1 Bandar 
Selamat 
5 13,493 Sedang Tidak Meningkat 
D2 Bantan 90 503,547 Sedang Tidak Meningkat 
D3 Bantan 
Timur 
105 607,595 Sedang Tidak Meningkat 
D4 Indra Kasih 99 604,199 Tinggi Tidak Meningkat 
D5 Siderejo 25 151,276 Tinggi Tidak Meningkat 
D6 Sidorejo 
Hilir 
19 110,503 Tinggi Tidak Meningkat 
D7 Tembung 30 150,104 Tinggi Tidak Meningkat 
D8 Tegal Rejo 34 176,819 Tinggi Tidak Meningkat 
D9 Sidorame 
Barat 
40 157,677 Tinggi Tidak Stabil 
D10 Sidarame 
Tidur 
46 234,657 Tinggi Tidak Stabil 
D11 Sei Kera 14 56,079 Rendah Tidak Stabil 
D12 Pandau Hilir 22 134,477 Tinggi Tidak Meningkat 
D13 Bangun 
Mulia 
824 4,412 Sedang Tidak Stabil 
D14 Harjosari 480 2,274 Rendah Tidak Rendah 
D15 Sitirejo 3,5 18,335 Rendah Tidak Stabil 
D16 Timbang 
Hilir 
4,70 35,002 Sedang Tidak Stabil 
D17 Madras Hulu 34 193,916 Tinggi Tidak Stabil 
D18 Anggrung 53 275,647 Tinggi Tidak Stabil 
D19 Glugur 10 52,2 Tinggi Tidak Stabil 
D20 Brayan 33 162,414 Rendah Tidak Stabil 
D21 Baru Ladang 
Bambu 
27 133,665 Tinggi Tidak Stabil 
D22 Kemenangan 
Tani 
82 417,672 Sedang Tidak Meningkat 
D23 Lau cih 2,8 12,509 Tinggi Tidak Rendah 
D24 Mangga 12 61,714 Tinggi Tidak Stabil 
D25 Namo Gajah 40 218,851 Rendah Tidak Stabil 
D26 Sidomulyo 21 96,579 Rendah Tidak Stabil 
D27 Sampali 42 181,446 Rendah Tidak Stabil 
D28 Sei Rotan 46 183,431 Sedang Tidak Stabil 
D29 Batang Kuis 10 5,298 Rendah Tidak Stabil 
D30 Pematang 
Lalang 
13 48,004 Rendah Tidak Stabil 
D31 Kolam 5,9 24,591 Rendah Tidak Stabil 
D32 Saentis 5,4 30,988 Rendah Tidak Stabil 
3.1. Analysis Method C4.5 
The C4.5 algorithm is a data classification algorithm with a decision tree technique that has 
advantages. These advantages, for example, can process numeric (continuous) and discrete data, can 
handle missing attribute values, produce rules that are easy to interpret and are the fastest among 
other algorithms. 
To calculate gain, a formula is used as shown in equation 1 below: 
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S = Case Set 
A = Attribute 
n = Number of Attribute Partitions A 
| Si | : Number of cases on the ith partition 
| S | : Number of cases in S. 
So that the gain value will be obtained from the highest attribute. Gain is one of the attribute 
selection measures used to select the test attributes for each node in the tree. The attribute with the 
highest gain information is chosen as the test attribute of a node. Meanwhile, the calculation of the 
entropy value can be seen in equation 2. 
 
Information: 
S: Case set 
A: Attribute 
N: The number of partitions S 
Pi: The proportion of Si to S 
Table 2. Dataset sample 
No Target 
Plant Area 
Yields Rainfall Pest Prediksi 
1 <=50 <=50.000 Sedang Tidak Meningkat 
2 >=50 >=50.000 Sedang Tidak Meningkat 
3 >=50 >=50.000 Sedang Tidak Meningkat 
4 50 -100 >=50.000 Tinggi Tidak Meningkat 
5 <=50 >=50.000 Tinggi Tidak Meningkat 
6 <=50 >=50.000 Tinggi Tidak Meningkat 
7 <=50 >=50.000 Tinggi Tidak Meningkat 
8 <=50 >=50.000 Tinggi Tidak Meningkat 
9 <=50 >=50.000 Tinggi Tidak Stabil 
10 <=50 >=50.000 Tinggi Tidak Stabil 
11 <=50 50.000 - 
100.000 
Rendah Tidak Stabil 
12 <=50 >=50.000 Tinggi Tidak Meningkat 
13 >=50 <=50.000 Sedang Tidak Stabil 
14 >=50 <=50.000 Sedang Tidak Stabil 
15 <=50 <=50.000 Sedang Tidak Stabil 
16 <=50 <=50.000 Sedang Tidak Stabil 
17 <=50 >=50.000 Tinggi Tidak Stabil 
18 50 -100 >=50.000 Tinggi Tidak Stabil 
19 <=50 50.000 - 
100.000 
Tinggi Tidak Stabil 
20 <=50 >=50.000 Rendah Tidak Stabil 
21 <=50 >=50.000 Tinggi Tidak Stabil 
22 50 -100 >=50.000 Sedang Tidak Meningkat 
23 <=50 <=50.000 Tinggi Tidak Menurun 
24 <=50 50.000 - 
100.000 
Tinggi Tidak Stabil 
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25 <=50 >=50.000 Rendah Tidak Stabil 
26 <=50 50.000 - 
100.000 
Rendah Tidak Stabil 
27 <=50 >=50.000 Rendah Tidak Stabil 
28 <=50 >=50.000 Sedang Tidak Stabil 
29 <=50 <=50.000 Rendah Tidak Stabil 
30 <=50 <=50.000 Rendah Tidak Stabil 
31 <=50 <=50.000 Rendah Tidak Stabil 
32 <=50 <=50.000 Rendah Tidak Stabil 
Table of entropy calculation results 
Table 3. Entropy Calculation Results 
Attribute Score Number 
of cases 
Category Entropy 
To increase Stable Decreased  
    32 10 20 2 -0,2431 
Target 
plan area 
<50 25 6 18 1 -0,3604 
50-100 4 3 1 0 -0,3576 
>100 3 1 1 1 -0,1002 
Yields <50 10 1 7 2 -0,1625 
50-100 4 0 4 0 -0,301 
>100 18 9 9 0 -0,1506 
Rainfall Tinggi 14 6 7 1 -0,0865 
Sedang 7 4 3 0 0,1307 
Rendah 11 0 10 1 -0,251 
Pest Ya 0 0 0 0 0 
Tidak 32 10 20 2 -0,2431 
Calculating the gain value of the attribute, the gain value in the condition attribute is 
calculated by the following equation. 
Gain (Total Target Value of Plants)   
= -0.2431 – ((25/32 x-0.3604) + ( 4/32x -0.3576) + ( 3/32 x -0.1002))  
= -0.2431 – (- 0.2816) +(-0.0447) +(-0.0094)  
= -0.0156  
Gain (Total Yield Value)   
= -0.2431 – ((10/32 x-0.0508) + ( 4/32 x -0.301)  + (18/32 x -0.1506))  
= -0.2431 – (- 0.2816) +(-0.0376) +(-0.08471)  
= -0.0838  
Gain (Total Value of Rainfall)   
= -0.2431 – ((14/32 x-0.0865) + ( 7/32 x -0.1307) +  (11/32 x -0.251))  
= -0.2431 – (- 0.0378) +(-0.0286) +(-0.0862)  
= -0.3201  
Gain (Total Pest Value)   
= -0.2431 – ((32/32x-0.2431)   
= -0.2431 – (-0.2431)  
= 0 
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Table 4. Gain Calculation Results 
 
 
From the calculation, it can be seen that the attribute with the highest gain is the yield of the 
harvest, which is 0.291, thus, the total value of the harvest becomes the root node. There are three 
attributes of the Final Score, namely <50, 50-100 and> 50. Of the three attribute values, the three 
attributes have classified them into one, namely increasing.From these results it can be described that 
the Universal Decision Tree is shown in the following figure: 
 
Figure 2. Decision tree 
3.2. Implementation 
System implementation is the stage where the system or application is ready to be operated 
in an actual state according to the results of the analysis and form design being carried out, so that it 
will be known whether the system or application designed can actually produce the objectives 
achieved. 
1. Display Login Page 
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Figure 3. Login page 
2. Home Page View 
 
Figure 4. Home page 
3. Attribute page 
 
Figure 5. Attribute page 
4. Dataset page 
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Figure 6. Dataset page 
5. Decision tree and prediction 
 
Figure 7. Decision tree and prediction 
 
4. CONCLUSION 
Based on the data analysis and discussion that has been presented, it can be concluded that 
the C45 method can be applied to predict the yield of maize with several influencing attributes, 
namely plant targets, yields, rainfall, pests. The process for generating item combinations using the 
C4.5 algorithm is carried out by setting the Entropy value and the Gain value. For the formation of a 
decision tree. Tests that have been carried out can be concluded that the data mining classification 
using the C4.5 algorithm decision tree method to form a decision tree in predicting corn yields can 
be applied and get maximum results. 
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