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Abstract
On the Constant Reductions of Valued Function Fields
and their Automorphism Groups
T. C. Razaﬁndramahatsiaro
African Institute for Mathematical Sciences,
6-8, Melrose Road, Muizenberg, Cape Town, South Africa.
Dissertation: PhD (Mathematics)
December 2015
The aim of the project is to investigate properties of the automorphism
group of a function ﬁeld in one variable over an algebraically closed ﬁeld in
relation to its reductions with respect to special valuations.
Let X be a stable curve deﬁned over a Dedekind scheme S, with smooth
generic ﬁber Xη. It is well known (From Deligne and Mumford) that there
exists a natural injective homomorphism between the automorphism groups of
Xη and any special ﬁbre of X . In this thesis, we give a generalisation of this
theorem in the function ﬁeld setting of Deuring's theory of constant reductions.
The result brings us to one of the central topic in Arithmetic Geometry after
Grothendieck, Deligne and Mumford: The lifting problem for curves. We will
consider the so-called "weak" Lifting problem for automorphism groups of
cyclic curves in this thesis.
We will also study good reduction for function ﬁelds. In particular, we are
interested in corresponding reduction of divisors via the Deuring's arithmetic
divisor homomorphism. Together with the generalised Deligne and Mumford
Theorem above, we will discuss the Tchebotarev Density Theorem for function
ﬁelds.
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Uittreksel
Oor die Konstante Reduksie van Funksieliggame en hulle
Outomorﬁsme Groepe
T. C. Razaﬁndramahatsiaro
Afrika Institut vir Wiskundige Wetenskappe,
6-8 Melrose Weg, Muizenberg, Kaapstad, Suid Afrika.
Proefskrif: PhD (Wiskunde)
Desember 2015
Die doel van hierdie projek is om die eienskappe van die Outomorﬁsme Groep
van 'n Funksieliggaam in een veranderlike oor 'n algebraiese afgeslote liggaam
in samehang met die reduksies daarvan te studeer.
Laat X 'n stabile kurwe wees wat oor 'n Dedekind Scheme S gedeﬁnieerd is
met generiese vesel Xη. Dit is bekend, uit werk van Deligne en Mumford, dat
daar 'n natuurlike injektiewe homomorﬁsme tussen die outomorﬁsme groep van
Xη en die van enige spesiale vesel bestaan. In hierdie tesis bewys ons 'n veral-
gemening van hierdie resultaat in die geval van funksieliggame in die raamwerk
van Deuring se teorie van Konstanterekuksie. Die resultaat lei na een van die
sentrale onderwerpe in Aritmetiese Meetkunde in die gees van Grothendieck,
Deligne en Mumford, naamlik: Die Heﬃngsprobleem vir kurwes. Ons sal die
sogenaamde "Swak Heﬃngsprobleem"vir die outomorﬁsme groep van sikliese
kurwes in die tesis behandel.
Verder bestudeer ons ook vrae binne die raamwerk van die goeie reduksie
van kurwes. In besonder stel ons belang in die eienskappe van divisore met
behulp van Deuring se divisorreduksie homomorﬁsme. Deur gebruik te maak
van die veralgemening van die Deligne Mumford Stelling wat hierbo na verwys
word, bespreek ons die Tschebotarev Digtheidsstelling vir funksieliggame.
iii
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Chapter 1
Introduction
Let Xg be a smooth projective irreducible curve of genus g deﬁned over an
algebraically closed ﬁeld k. Denote by p the characteristic of k. Determining
which groups can occur as automorphism groups Autk(Xg) of Xg is a clas-
sic problem in mathematics. In the case when g ≤ 1, the problem is well
understood.
For convenience, in this thesis, we assume that the genus of a given curve
is at least 2, unless otherwise speciﬁed.
It is well known that G = Aut(Xg) is a ﬁnite group. So, one can ask: For
a given g, which ﬁnite groups can occur as automorphism groups on algebraic
curves of genus g? And, conversely, for a given ﬁnite group G, for which genera
g does there exist a curve of genus g which has G as automorphism group?
In [Hur93a], Hurwitz proved that the order of the group G is less than or
equal to 84(g − 1) in characteristic 0. As an example, equality holds for the
curve of genus 3 deﬁned by:
x3y + y3z + z3x = 0.
Such curves are called Hurwitz curves. Furthermore, in the case when k is
the ﬁeld of complex numbers, there are methods to ﬁnd precisely which ﬁnite
groups can occur on the curve Xg. Indeed, ﬁrst, recall that the category of
algebraic curves over the complex numbers C is equivalent to the category of
Riemann surfaces and ﬁelds of transcendence degree 1 over C. So to determine
which ﬁnite groups can act as groups of automorphisms of algebraic curves, it
is suﬃcient to answer the inverse Galois problem for the rational function ﬁeld
C(x). That is what Hurwitz did. By Lefshetz Principle, Hurwitz results hold
also over any algebraically closed ﬁeld of characteristic 0.
Unfortunately, the methods in the characteristic 0 case do not seem to apply
in positive characteristic. And there are very few results on this problem in
positive characteristic. Although the group Gmust be ﬁnite, there is no precise
bound. In [Roq87], Roquette gave an example of a curve with automorphism
1
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CHAPTER 1. INTRODUCTION 2
group whose order is greater than 84(g−1). In [Sti73], Stichtenoth proved that
the order of G must be less than 16g4 for p > 0.
One way to understand why the methods in characteristic 0 do not apply in
general characteristic is the study of the reductions theory of curves. Indeed,
we want to compare, for example, the automorphism group of a curve X
deﬁned in characteristic 0 with the automorphism group of the reduction X
modulo a prime p of X. In [DM69], Deligne and Mumford proved that if X
is a stable model of a smooth irreducible curve X (deﬁned in characteristic 0
and the generic ﬁber of X is assumed to be isomorphic to X), then for any
special ﬁbre X of X , there is a natural injective homomorphism from Aut(X)
to Aut(X). This solves partially the problem.
Chapter 4 will be devoted to generalise this result of Deligne and Mumford.
Our approach is similar to what Hurwitz did to solve the problem of determin-
ing ﬁnite groups than can occur as automorphism groups of algebraic curves
in characteristic 0.We use the fact that the category of smooth projective irre-
ducible curves over an algebraically closed ﬁeld k is equivalent to the category
of function ﬁelds in one variable over k. So, instead of working directly on
curves, we will work on function ﬁelds in one variable. More precisely, we will
use Deuring's theory of constant reductions. Since this is the theory that we
will use most of the time, a survey will be given in Chapter 2. The main new
results in Chapter 4 are Lemma 4.3.3, Theorem 4.3.5 and Proposition 4.3.7.
Theorem 4.3.5 is a generalisation of the result by P. Deligne and D. Mumford
we mentioned above.
Throughout this thesis, a function ﬁeld is always a ﬁnite algebraic extension
of a rational function ﬁeld of transcendental degree one.
Now, we have a little understanding on why the methods in charateris-
tic 0 do not seem to apply in positive characteristic. That is the fact that,
in general, we have injectivity not isomorphism between the automorphism
group of the curve and its reduction. One explicit example is the Roquette
curve in [Roq87]. So, one natural question to ask is under which condition we
have isomorphism? This problem is related to be the Lifting Problem on
algebraic curves. That is the purpose of Chapter 5. In this chapter, we
study the case of cycle curves. The main new results are Lemma 5.1.5, The-
orem 5.2.1 and Theorem 5.2.4. Theorem 5.2.4 gives the list of hyperelliptic
curves and their automorphism groups in odd prime characteristic that can be
lifted to characteristic 0.
Let (F|k, v) be a valued function ﬁeld where v is assumed to be a good re-
duction. In chapter 4, we compare the automorphism group Aut(F|k) with the
automorphism group of the corresponding residue function ﬁeld Fv|kv using
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CHAPTER 1. INTRODUCTION 3
mainly Deuring's theory of constant reductions. It turns out that automor-
phism groups are not the only important objects that we can compare via the
Deuring's theory of constant reductions on function ﬁelds, but also, Divisor
Groups. Indeed in [Deu42], Deuring constructed a homomorphism between the
Divisor groups of F|k and its residue ﬁeld Fv|kv. Using this Divisor homomor-
phism, we are, for example, able to compare also the Diﬀerent of extensions
of function ﬁelds with the Diﬀerent of the corresponding residue extensions of
function ﬁelds. We can also give an alternative proof to some classical results
on function ﬁelds. We will discuss this in Chapter 3. The main new results in
this chapter are Lemma 3.2.8, Lemma 3.3.1 and Theorem 3.3.4.
Finally, Lemma 3.2.8 together with Theorem 4.3.5 can be used in the study
of the Tchebotarev Density Theorem for function ﬁelds. That is our goal in the
last chapter, Chapter 6. There is a Tchebotarev Density Theorem version for
global function ﬁeld, but not (in general) for function ﬁeld deﬁned over a ﬁeld
of characteristic 0. So, the idea is to "lift" the Tchebotarev Density Theorem
of global function ﬁeld to characteristic 0 in the sense that we will deﬁne in
Chapter 6. The main new results are Theorem 6.2.5 and 6.2.6.
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Chapter 2
Preliminary results from valuation
theory
In this chapter, we give a brief introduction to Deuring's theory of constant
reductions. The ﬁrst section will be devoted to some indispensable deﬁnitions
and results on general valuation theory. Other notions will be dealt later,
as they are needed. General references for this chapter are [End72], [Sti09],
[GMP89] and [GMP90].
2.1 The general setting
Let K be an arbitrary ﬁeld. Consider a mapping
v : K→ (Γ,≤)
which satisﬁes the following conditions:
For all x, y ∈ K,
(i) v(x) = 0⇔ x = 0;
(ii) v(xy) = v(x) + v(y);
(iii) v(x+ y) ≥ min {v(x), v(y)} ,
where (Γ,≤) is an ordered abelian group. The symbol ∞ is an extra element
such that, for all a, b ∈ Γ, we have ∞ > a and ∞ =∞+∞ =∞+ b = b+∞.
Such map is called a (non-archimedean) valuation for the ﬁeld K. We call
the set v(K×) valued group.
The valuation v has the following properties:
Properties 2.1.1. 1. The restriction of v to K× is a group homomorphism.
2. For all x, y ∈ K such that v(x) 6= v(y), we have v(x+y) = min {v(x), v(y)} .
4
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3. The set
Ov:= {x ∈ K | v(x) ≥ 0}
is a local ring. The corresponding maximal ideal is
MOv := {x ∈ K | v(x) > 0} = Ov \ O×v .
The ﬁeld Kv:=Ov/MOv is called the residue field of the ring Ov. If
there is no ambiguity, we simply denote the residue ﬁeld by K.
Deﬁnition 2.1.2. A local ring O of K is called a valuation ring of K if
there exists a valuation v of K such that O = Ov.
Remark 2.1.3. A subring O is a valuation ring of K if and only if for all
x ∈ K×, we have either x ∈ O or x−1 ∈ O. If v denotes the valuation of
K which corresponds to a valuation ring O, then we can choose the canonical
homomorphism
v|K× : K×  K×/O×
as the restriction of v on K×. The value group of v is Γ = K×/O×, endowed
by the following ordering:
xO× ≤ yO× ⇔ yx−1 ∈MO or xO× = yO×.
Theorem 2.1.4 (Chevalley). Let R be a subring of K. Let p ⊆ R be a prime
ideal. Then there is a valuation ring O of K with the properties:
R ⊆ O and MO ∩R = p.
Let L|K be an algebraic ﬁeld extension. Let OK be a valuation ring of
K. A valuation ring OL of L is called an extension of OK if OL ∩ K = OK.
Note that we may regard the value group ΓK of OK as a subgroup of ΓL,
the value group which corresponds to the valuation ring OL. Then, the index
e := e (OL/OK) = [ΓL : ΓK] and f := f (OL/OK) =
[
L : K
]
are, respectively,
called the ramification index and the residue degree of the extension
(K,OK) ⊆ (L,OL) .
Theorem 2.1.5. Let L|K be an algebraic ﬁeld extension. Let O be a valuation
ring of K. Then, there exists an extension of O in L. Assume that the ﬁeld
extension L|K is ﬁnite. Then, there are only ﬁnitely many valuation rings
O1, · · · ,Or which extend O in L. Furthermore, if we denote the ramiﬁcation
index by ei and residue degrees by fi for each extension Oi, we have:∑
1≤i≤r
eifi ≤ [L : K] .
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The integral closure of O in L is
O′ =
⋂
1≤i≤r
Oi.
Now suppose that L|K is a ﬁnite Galois extension with G:=Gal(L|K).
Proposition 2.1.6. Let O be a valuation ring in K. Consider two valuation
rings O1 and O2 in L extending O. Then there exists σ ∈ G such that σ(O1) =
O2. In particular, the integral closure of O in L is invariant under the action
of G. Moreover, the rings O1 and O2 have the same ramiﬁcation index e and
residue degree f.
Proof. See [PD01] Conjugation Theorem A.2.9.
To end the section, we consider an important class of valuations of function
ﬁelds, namely, discrete valuations.
Let F|k be a function ﬁeld where k is the full constant ﬁeld of F. A valuation
v of F|k is called a discrete valuation of F|k if its value group is isomorphic
to the ring of integers Z and v(x) = 0 for all x ∈ k.
Proposition 2.1.7. Consider a valuation ring O of F with the additional
property k $ O $ F. Then the corresponding valuation is a discrete valuation
of F|k. By abuse of language, such valuation rings are called valuation rings
of F over k, or simply valuation rings of F|k.
Proof. See [Sti09] Theorem 1.1.3.
Deﬁnition 2.1.8. Let F|k be a function ﬁeld. A place P of F|k is the maximal
ideal of some valuation ring of F|k. We denote by S(F|k) the set of all places
of F|k. Let P ∈ S(F|k) and x ∈ F. We say that P is a zero (resp. pole) of x if
vP (x) > 0(resp. < 0). If vP (x) = m > 0(resp. < 0), P is a zero (resp. pole) of
x of order m.
Remark 2.1.9. Using Chevalley's theorem, every transcendental element x in
F|k has at least one zero and one pole. Furthermore, every function ﬁeld has
inﬁnitely many places.
Example 2.1.10. Let us consider the rational function ﬁeld F = k(x), where
x is transcendental over k. For each irreducible monic polynomial p(x) in k(x)
Op(x):=
{
f(x)
g(x)
| f(x), g(x) ∈ k(x), p(x) - g(x)
}
is a local ring with maximal ideal
Pp(x):=
{
f(x)
g(x)
| f(x), g(x) ∈ k(x), p(x)|f(x), p(x) - g(x)
}
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and the local ring
O∞:=
{
f(x)
g(x)
| f(x), deg f(x) ≤ deg g(x)
}
with maximal ideal
P∞:=
{
f(x)
g(x)
| f(x), g(x) ∈ k(x), deg f(x) < deg g(x)
}
are all discrete valuation rings of the rational function ﬁeld F|k. Furthermore,
there are no places of the function ﬁeld F|k other than the places Pp(x) and P∞
deﬁned above.
2.2 On Deuring's theory of Constant
Reductions
Let F|k be a function ﬁeld over the ﬁeld of constants k which is equipped with
a valuation vk. Denote by Ok the corresponding valuation ring in k.
Let x be a transcendental element in F. There is one and only extension,
denoted by vx (called Gauss valuation), of vk to the rational function ﬁeld
k(x) for which the reduction x of x is transcendental over k. The value vx(f)
of a polynomial
f =
∑
i
aix
i ∈ k [x]
is given by
vx(f) = minivk(ai).
The value group and residue ﬁeld are respectively:
vx(k [x]) = vk(k) and k(x) = k(x).
Deﬁnition 2.2.1. Any prolongation v of vk to F is called a constant reduction
of F|k if the residue ﬁeld Fv is also a function ﬁeld over the residue ﬁeld k.
Remark 2.2.2. Note that constant reductions of F|k always exist. Indeed, by
Gauss's theorem, for a given transcendental element x in F, we can choose a
valuation v of F to be the extension of the Gauss valuation vx on k(x).
Now, let V = {vi, 1 ≤ i ≤ s} be a ﬁnite set of constant reductions of F|k
such that vi|k = vk. For all i, denote by gFvi the genus of the residue ﬁeld Fvi.
Theorem 2.2.3 ([GMP89], theorem 3.1.). We have:∑
1≤i≤s
gFvi ≤ gF.
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A straightforward corollary of this theorem is the following:
Corollary 2.2.4. Let v be a constant prolongation of vk to F and suppose that
we have gF = gFv > 0. Then v is unique with this property.
Deﬁnition 2.2.5. [GMP89] We say that an element x ∈ F is residually
transcendental for a valuation v in V if the restriction of v to k(x) is the
Gauss valuation vx. Let x be a transcendental element in F. Denote by Vx the
set of all prolongations of vx to F and suppose vx = v|k(x) for all v ∈ V. Then:
(i) The element x is deﬁned to be an element with the uniqueness property
for V if V = Vx;
(ii) The element x is called V -regular for F|k if
deg x := [F : k(x)] =
∑
v∈V
[
Fv : k(x)
]
:=
∑
v∈V
deg x.
Note that if x ∈ F is V -regular then V = Vx. And in the case where
V = {v} , by abuse of notation, x is said to be v-regular or simply regular.
In this case, we have [F : k(x)] =
[
Fv : k(x)
]
.
Deﬁnition 2.2.6. Let (F|K, v) be a valued function ﬁeld with regular elements.
We say that the constant reduction is a good reduction if the genus of the
function ﬁeld F is the same as the residue ﬁeld Fv.
Theorem 2.2.7 ([GMP90] Theorem 3.1 and Theorem 3.2). Let (K, vK) be
an algebraically closed valued ﬁeld and (F|K, vi)1≤i≤s valued function ﬁelds
with vi prolongations of vK to F. Then there exist elements f which are V =
{vi|1 ≤ i ≤ s}-regular for F|K.
Let f be a V -regular element for F|K.We deﬁne the infnorm w with respect
to V as (see [GMP90]):
w(x) = infv∈V v(x), x ∈ F.
Let
Ow = {x ∈ F | w(x) ≥ 0} , Mw = {x ∈ F | w(x) > 0} .
Proposition 2.2.8. We have:
w|K(f) = vf ,
Ow =
⋂
v∈V
Ov, Mw =
⋂
v∈V
Mv
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where Ov andMv are respectively the valuation ring and its maximal ideal for
each v ∈ V. Furthermore,
Fw:=Ow/Mw '
∏
v∈V
Fv.
Proof. See [End72] (18.5).
Stellenbosch University  https://scholar.sun.ac.za
Chapter 3
Reduction of Divisors
In this chapter, we study the Deuring's arithmetic divisor homomorphism (See
section 2). Our aim is the following: To compare some important divisors
(such as the diﬀerent) and the Riemann-Roch space associated to a divisor of
a valued function ﬁeld with respect to its residue function ﬁeld. With Lemma
3.2.8, our main results in this chapter are in the last section. But, ﬁrst of all,
let us recall some important deﬁnitions and results.
Throughout the rest of the thesis, F|k will always denote a function ﬁeld
where k is the full constant ﬁeld. Any valuation denoted by v on F is assumed
to be a constant reduction.
3.1 Divisors
We call the free additively written abelian group generated by the places of
F|k the divisor group of F|k ([Sti09] Deﬁnition 1.4.1). We denote it by
Div(F|k) or simply by Div(F) if there is no confusion. Its elements are called
divisors of F|k. The elements of S(F|k) are called the prime divisors of F|k.
Let D be a divisor of F|k. By deﬁnition, there exists a unique ﬁnite set
denoted by Supp D ⊂ S(F|k), called the support of D, such that
D =
∑
P∈Supp D
nP P,
where vP (D):=nP are non-zero integers. For a prime divisor Q /∈ Supp(D),
we deﬁne vQ(D):=0. The integer
deg D:=
∑
P∈PF
vP (D) · deg P
is called the degree of the divisor D.
We deﬁne a partial ordering on Div(F) as follows:
D1 ≤ D2 :⇔ vP (D1) ≤ vP (D2) for all P ∈ S(F|k).
10
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A divisor D ≥ 0 is called eﬀective or positive.
Now, we want to associate a divisor to a non-zero element x ∈ F. Consider
the set of prime divisors Z and N which, respectively, consist of zeros and
poles in S(F|k) of x. Since we know that N and Z are ﬁnite subsets of S(F|k),
the divisor (x) associated to x is deﬁned as follows:
(x):=(x)0 − (x)∞
where (x)0:=
∑
P∈Z
vP (x)P, the zero divisor of x
and (x)∞:=
∑
P∈N
vP (x)P, the pole divisor of x.
The set of divisors
Prin(F|k):= {(x) | 0 6= x ∈ F}
is called the group of principal divisors of F|k.
Theorem 3.1.1 ([Sti09] Theorem 1.4.11). Let F|k be a function ﬁeld. Let x
be a transcendental element of F. Then, we have:
deg (x)0 = deg (x)∞ = [F : k(x)] .
Deﬁnition 3.1.2. Let D be a divisor of F|k. The space deﬁned by
L(D):= {x ∈ F|(x) ≥ −D} ∪ {0}
is called the Riemann-Roch space (or linear space) associated to D.
Properties 3.1.3. Let D be a divisor of F|k. We have:
1. L(D) is a ﬁnite vector space over k. We denote its dimension by l(D);
2. L(0) = k;
3. If D > 0, then L(D) = {0} ;
4. The set of integers
{deg D − l(D) + 1|D ∈ Div(F)}
has a maximum denoted by g. The integer g is a non-negative integer
and it is called the genus of F|k.
5. If deg(D) ≥ 2g − 1, then l(D) = deg D + 1− g.
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Theorem 3.1.4 (Riemann-Roch Theorem). Let D be a divisor of F|k. There
exists a uniquely determined divisorW, called the canonical divisor of F|k,
such that:
l(D) = deg D + 1− g + l(W −D).
Therefore, we have:
deg W = 2g − 2 and l(W ) = g.
To end this introductory section, let us recall the Riemann-Hurwitz Genus
Formula. This formula is one of the important results with the Riemann-Roch
Theorem that we shall use in this chapter. For that, we need to introduce
some notions on algebraic extensions of function ﬁelds. More details can be
found in [Sti09] or [Sal06].
Deﬁnition 3.1.5. A function ﬁeld F′|k′ is called an extension of F|k if F′|F
and k′|k are ﬁeld extensions. We call the function ﬁeld F|k sub-extension of
F′|k′ and we simply write F′|F if k = k′.
Throughout this thesis, every extension of function ﬁelds is assumed to be
ﬁnite, algebraic and they have the same constant ﬁeld denoted by k.
Let F|E be an extension of function ﬁelds. Consider a prime divisor P
of E. Denote by OP the valuation ring which corresponds to the place P. A
place P ′, the maximal ideal of an extension of the valuation ring OP , is called
an extension of P. We also say that P ′ lies over P or P lies under P ′
and we write P ′|P. We shall denote the ramiﬁcation index e (OP ′|OP ) and the
residue degree f (OP ′ |OP ) by e(P ′|P ) and f(P ′|P ) respectively.
We say that P ′|P is unramified if e(P ′|P ) = 1, and it is said to be
ramified otherwise. The place P is unramified (resp. ramified) in F|E
if all extensions P ′|P are unramiﬁed (resp. if there exists a ramiﬁed extension
P ′|P ). An extension P ′ of P is said to be tamely (resp. wildly) ramiﬁed
if P ′|P is ramiﬁed and the prime characteristic of k does not divide e(P ′|P )
(resp. char k divides e(P ′|P )).
The place P is unramified (resp. ramified) in F|E if all extensions P ′|P
are unramiﬁed (resp. if there exists an ramiﬁed extension P ′|P ). The place P
is said to be tamely ramified (resp. wildly ramified) if it is ramiﬁed in
F|E and an extension of P in F is either unramiﬁed or tamely ramiﬁed (resp.
there is at least one wildly ramiﬁed extension of P in F).
Deﬁnition 3.1.6. let F|E be an extension of function ﬁelds and P be a place
of E. Then,
F|E is said to be unramiﬁed (resp. ramiﬁed) if every place P ∈ S(E|k)
is unramiﬁed in F|E (resp. at least one place P in E is ramiﬁed in F|E).
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F|E is said to be tame if no place P in E is wildly ramiﬁed in F|E.
Remark 3.1.7. By theorem 2.1.5, every place P in S(E|k) has ﬁnitely many
extensions P ′ ∈ S(F|k).
Proposition 3.1.8. Let F|E be an extension of function ﬁelds. For every place
P ′ in PF, there exists a unique place P in S(E|k) such that P ′ lies over P and
P = P ′ ∩ E. Furthermore, if P1, · · · , Ps denote all the places of F lying over a
place P ∈ S(E|k), then we have:
s∑
i=1
eifi = [F : E] (3.1.1)
where ei and fi denote the ramiﬁcation index and the residue degree of each
Pi|P. We call the equality 3.1.1 the fundamental equality of the extension
F|E.
Proof. See [Sti09] Proposition 3.1.7 and Theorem 3.1.11.
Deﬁnition 3.1.9. Let F|E be an extension of function ﬁelds. To every place
P of E, the divisor of F deﬁned by:
ConF|E(P ):=
∑
P ′|P
e(P ′|P ) · P ′
is called the conorm of P with respect to F|E. We call it simply by conorm
of P if there is no confusion. We extend this conorm map to an injective
homomorphism from Div(E) to Div(F) by setting
ConF|E(D):=
∑
P∈supp(D)
vP (D) · ConF|E(P ).
Remark 3.1.10. Using the fundamental equality of the extension F|E, we can
easily deduce that, for every divisor D ∈ Div(E), we have:
degConF|E(D) = [F : E] deg D.
Proposition 3.1.11. Let F|E be an extension of function ﬁelds. For a non-
zero element x ∈ E, we have:
ConF|E
(
(x)E0
)
= (x)F0
ConF|E
(
(x)E∞
)
= (x)F∞
ConF|E
(
(x)E
)
= (x)F.
where (x)E0 , (x)
E
∞, (x)
E (resp. (x)F0 , (x)
F
∞, (x)
F denote the zero, pole, principal
divisors of x in Div(E) (resp. Div(F)).
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Proof. See [Sti09] Proposition 3.1.9.
In order to state the Riemann-Hurwitz genus formula, we need one more
important object, namely the diﬀerent of the extension F|E.
Let P ∈ S(E|k). Consider the ring O′P , the integral closure of OP in F.
Using theorem 2.1.5, we know that
O′P =
⋂
P ′|P
OP ′ .
The set
CP := {x ∈ F |Tr (x · O′P ) ⊆ OP} ,
where Tr denote the trace map from F to E has the following properties:
Properties 3.1.12 ([Sti09] Proposition 3.4.2 and Theorem 3.5.1).
1. CP is an O′P -module and O′P ⊆ CP .
2. There is an element t ∈ F such that CP = t · O′P with vP ′(t) ≤ 0 for
all P ′|P. Moreover, for every t′ ∈ F such that CP = t′ · O′P , we have
vP ′(t
′) = vP ′(t) for all P ′|P. The converse is also true. For each P ′|P,
we denote the positive integer −vP ′(t) by d(P ′|P ).
3. In general, d(P ′|P ) ≥ e(P ′|P )−1.We have equality if and only if e(P ′|P )
is not divisible by char k where k is the constant ﬁeld of E and F, i.e,
the extension P ′|P is tamely ramiﬁed. Moreover, d(P ′|P ) ≥ e(P ′|P ) if
and only if P ′|P is wildly ramiﬁed.
4. For all but only ﬁnitely many P ∈ S(E|k), we have CP = O′P . Thus,
almost all places P in E are unramiﬁed in F|E.
The O′P -module CP is called the complementary module over OP .
Hence, the following deﬁnition makes sense:
Deﬁnition 3.1.13. Let F|E be an extension of function ﬁelds. The eﬀective
divisor deﬁned by
Diff(F|E):=
∑
P∈PE
∑
P ′|P
d(P ′|P ) · P ′
is called the different of F|E.
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Theorem 3.1.14 (Riemann-Hurwitz Genus Formula). Let F|E be a separable
extension of function ﬁelds. Then, we have:
2gF − 2 = [F : E] (2gE − 2) + deg Diff(F|E)
where gF and gE denote the genus of F and E respectively.
An important application of the Riemann-Hurwitz genus formula is the
following:
Corollary 3.1.15 (Luroth's Theorem). Every subﬁeld of a rational function
ﬁeld is rational.
3.2 The Divisor Reduction Map
For an arbitrary function ﬁeld F|k, we deﬁne a positive divisor (M)∞ associated
to any ﬁnite-dimensional k-module M of F as follows:
(M)∞ = {sup(x)∞ | 0 6= x ∈M} .
Lemma 3.2.1. Let F|k be a function ﬁeld with constant ﬁeld k which is as-
sumed to be inﬁnite. Let M be a ﬁnite-dimensional k-module. Then there
exists x ∈M such that
(x)∞ = (M)∞.
Proof. By deﬁnition, the divisor (M)∞ is a positive divisor. So, we may as-
sume (M)∞ > 0. Let P1, P2, · · · , Pr be the prime divisors in Supp(M)∞ with
multiplicities n1, n2, · · · , nr. Let vi be the discrete valuation which corresponds
to the place Pi for each i. Then, there exist xi ∈ M such that vi(xi) = −ni.
For each i, let Ni be the submodule of M consisting of all y ∈ M with the
property vi(y) > −ni. Clearly, Ni & M. So, we can consider a maximal sub-
module of Mi which contains Ni for each i. Let u1, u2, · · · , un be a basis of M
as a k-module. Thus, every element y in Mi is of the form
y = u1y1 + u2y2 + · · ·+ unyn
where the yj's are in k and satisfy the following condition:
ci1y1 + ci2y2 + · · ·+ cinyn = 0.
Note that the cij's are ﬁxed in k and depend only on i and the basis of M. If
we consider the polynomial
f(Y1, Y2, · · · , Yn) =
∏
1≤i≤r
ci1Y1 + ci2Y2 + · · ·+ cinYn ∈ k(Y1, Y2, · · · , Yn),
since k is assumed to be inﬁnite, there exist x1, x2, · · · , xn ∈ k such that
f(x1, x2, · · · , xn) 6= 0. Thus, the element x = u1x1 + u2x2 + · · · + unxn ∈ M
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is not contained in any of the Mi. Hence, vi(x) ≤ −ni i.e (x)∞ ≥ (M)∞. On
the other hand, by deﬁnition of (M)∞, we have (x)∞ ≤ (M)∞ for all nonzero
element x of M. Therefore, (x)∞ = (M)∞.
Without loss of generality, let us assume that the constant ﬁeld k has in-
ﬁnitely many elements (Even if the arithmetic divisor homomorphism of Deur-
ing that we are going to discuss now still exists and is well-deﬁned in the case
when k is ﬁnite).
Let us now consider a valued function ﬁeld (F|k, v) where v denotes a
constant reduction on F. Assume ﬁrst that v is a good reduction. According
to Deuring (see [Deu42]), when the valuation v is discrete, there is a natural
homomorphism
h : Div(F|k)→ Div(Fv|kv)
deﬁned by: For any divisor A ∈ Div(F|k) of suﬃciently large degree,
h(A):=A= (L(A)v)∞
where L(A) is the Riemann-Roch space associated to A and for a given divisor
A ∈ Div(F|k), we write A = B − C where B and C are divisors of F|k of
suﬃciently large degree, then
A = B − C.
The homomorphism h is unique with the following properties (∗):
A ≤ B ⇒ A ≤ B, (3.2.1)
(x) = (x) (if x 6= 0,∞), (3.2.2)
degA = degA. (3.2.3)
Note that for a function ﬁeld F|k, a divisor A ∈ Div(F|k) is said to be
suﬃciently large if degA ≥ 2g − 1, where g is the genus of F. We call such
homomorphism the arithmetic divisor homomorphism of F. In [Roq87],
Roquette gives a proof that such homomorphism still exists in the general case.
So, all we need is that v to be a good reduction.
Remark 3.2.2. When the constant ﬁeld k is assumed to be algebraically closed,
note that the homomorphism h is surjective. For a proof, see [Roq87]. How-
ever, if we assume that (F = k(x), v) is rational, then the corresponding ho-
momorphism h is also surjective. Indeed, one considers the Gauss valuation
v:=vx, the homomorphism h is deﬁned as follows: Let P be a place in F. If
P = P∞, then we choose the inﬁnite place in Fv to be the image of P. Other-
wise, there exists an irreducible polynomial p(x) in F such that P = Pp(x). In
this case, if
p(x) =
∏
i
pi(x)
ni
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is the factorisation of the reduction of p(x) modulo v as a product of irreducible
polynomials in Fv up to unit, we set
h(P ):=
∑
i
ni · Pp(x).
In [GMP90], Green, Matignon and Pop give a generalisation of the homo-
morphism h as follows.
Let V be a ﬁnite set of valuations on F. Suppose there is a V -regular
element f for F|k. Let us recall the infnorm w that we deﬁned in the last
section of chapter 1.
The set S(F|k)(resp. S(Fv|kv) for v ∈ V ) being the set of prime divisors
of F|k (resp. Fv|kv) and set
S(Fw|kw):=
⋃
v
S(Fv|kv).
For a given divisor A ∈ Div(F|k) we deﬁne
Af = {x ∈ F | ∀P ∈ Sf , vP (x) ≥ vP (A)} , where Sf = {P ∈ S(F|k) | fP 6=∞} .
Denote by (Afw)′ the fractional (Rw)′-ideal, Afw(Rw)′, where R is the inte-
gral closure of k [f ] in F and Rw denotes the reduction of R with respect to
w. Then the divisor reduction map
r : Div(F|k)→ Div(Fw|kw):=
∑
v
Div(Fv|kv).
is deﬁned by:
r(A) = Aw =
∑
v
Av,
where for each v ∈ V,Av ∈ Div(Fv|kv) and
vQ(Av) =
{
vQ(prv((Afw)′)) for Q ∈ S(Fv|kv), fv(Q) 6=∞,
vQ(prv((Af−1w)′)) for Q ∈ S(Fv|kv), fv(Q) 6= 0.
where prv is the projection from Fw onto Fv. We call this divisor map as
the divisor reduction map associated to the set of valuations V. Note that, by
deﬁnition, the divisor reduction map depends also on the V -regular element f.
If we deﬁne the set of prime divisors
S0f =
{
P ∈ S(F|k) : vk(fP ) = 0 and supp(NFk(f)(P )w) ∩ supp(Fw) = ∅
}
where Fw is the conductor of (Rw)′ in Rw and denote by Div0f (F|k) the
subgroup of Div(F|k) of divisors with support in S0f , then the restriction of the
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divisor reduction map r on Div0f (F|k) is a degree preserving homomorphism
([GMP90] theorem 2.2). Furthermore, we have
L(A)w ⊆ L(Aw)
for any divisor A ∈ Div0f (F|k) where L denotes the Riemann-Roch space op-
erator acting on divisors and L(A)w := ∏v∈V L(Av).
Remark 3.2.3. Let (F|k, v) be a valued function ﬁeld. If we assume that the
valuation v is a good reduction, then the arithmetic divisor homomorphism h
coincides with the reduction divisor homomorphism associated to {v} . This
is true because, on one hand, the arithmetic divisor homomorphism is unique
with the properties (?). On the other hand, the homomorphism r satisﬁes these
properties on Div0f (F|k).
Now we will introduce an important theorem, called the Inertia Theorem,
that we will use to compare the Riemann-Roch spaces L(A)v and h(A).
Deﬁnition 3.2.4. Let (F|k, v) be a valued function ﬁeld. Any ﬁnite k-module
N ⊂ F is said to be inert if dimkN = dimkvNv where Nv is the image of
N ∩OF under the residue map (OF is the valuation ring of v). More generally,
any k-module M of F is inert if every ﬁnite-dimensional k-submodule N of M
is inert.
The next theorem is due to Roquette from one of his unpublished papers.
Theorem 3.2.5 (Inertia Theorem). Let (F|k, v) be a valued function ﬁeld in
one variable with v-regular elements. Then every k-module of F is inert.
Proposition 3.2.6. Let (F|k, v) be a valued function ﬁeld. Suppose that the
valuation v is a good reduction. Then, for any suﬃciently large divisor A ∈
Div(F|E), we have
L(A)v = L(h(A)).
Proof. We observe that, by deﬁnition of the homomorphism h, we have
L(A)v ⊆ L(h(A))
and there exists a v-regular element in F such that
(x)∞ = A, (x)∞ = h(A), degA = degh(A).
According to the Inertia Theorem, we have
l(A):=dimkL(A) = dimkvL(A)v.
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On the other hand, since v is a good reduction, using Riemann-Roch Theorem,
1− g = l(A)− degA = l(h(A))− degh(A)
where g is the genus of F. Hence,
dimkvL(A)v = l(A) = l(h(A)) = dimkvL(h(A)).
Now let (F|k, v) be a valued function ﬁeld. Assume the valuation v is a good
reduction. The following result that we will state without proof was proved
by Yousseﬁ in [You93] in the special case of rank 1 valuations and generalised
in the general case later by Green in [Gre96]:
Theorem 3.2.7. Let E|k be a sub-extension of F|k. Then, the restriction of
the valuation v in E is also a good reduction.
Our ﬁrst result is the following:
Lemma 3.2.8. Let (F|k, v) be a valued function ﬁeld where the valuation v is
assumed to be a good reduction. Let E|k be a sub-extension of F|k such that
[F : E] = [Fv : Ev] . Then the following diagram is commutative:
Div(E|k)
c

hE // Div(Ev|kv)
c

Div(F|k) h // Div(Fv|kv)
where c and c are respectively the conorm with respect to F|E and Fv|Ev.
The divisor reduction maps hE and h are respectively the arithmetic divisor
reduction map on E and F.
Proof. Note that by Theorem 3.2.7, the restriction of v on E is also a good
reduction, so the homomorphism hE is precisely the arithmetic divisor map on
E. Since h and hE are degree preserving divisor homomorphism, it suﬃces to
prove the proposition for a given divisor A ∈ Div(E|k) with suﬃciently large
degree. By deﬁnition of the homomorphism hE and using Lemma 5.1.6, there
exists x ∈ E such that
(x)∞ = hE(A) = A, (x)∞ ≤ A, and degA = degA.
But, we know that
degA = deg(x)∞ = [Fv : kv(x)] ≤ [F : k(x)] = deg(x)∞.
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Hence
(x)∞ = A.
On the other hand, we have:
c(A) = (x)F∞, c(hE(A)) = (x)
Fv
∞
where (x)F∞ and (x)
Fv
∞ are the pole divisors of x and x respectively in F and in
Fv. Furthermore, by deﬁnition of h, we have
L(c(A))v ⊂ L(h(c(A)))
which means
c(hE(A)) = (x)
Fv
∞ ≤ h(c(A)).
Since
degc(hE(A)) = deg(x)
Fv
∞ = [Fv : Ev] deghE(A) = degc(A) = degh(c(A)),
it follows that
c(hE(A)) = h(c(A)).
More generally, let E|k be a sub-extension of F|k. Denote by vE the restric-
tion of v on E where, now, v is not necessarily a good reduction on F. Let V
be the ﬁnite set of prolongations of vE to F and assume that we have:
[F:E] =
∑
v∈V
[Fv:EvE].
Suppose there is a vE regular element on E. Consider the divisor reduction
maps rE and r respectively associated to the set of valuations {vE} and V.
Since a vE-regular element in E is also V -regular in F, we expect the following
generalisation of Lemma 3.2.8 ( Of course, the V -regular element we use to
deﬁne the reduction map r has to be the same as for the divisor map rE). At
present we are unable to prove this.
Conjecture 3.2.9. Let (F|k, v) be a valued function ﬁeld. Let E|k be a sub-
extension of F|k. Then the following diagram is commutative:
Div(E|k)
c

rE // Div(Ev|kv)
c

Div(F|k) r // Div(Fw|kv)
where c is the conorm with respect to F/E, the homomorphism r is the divisor
map, as deﬁned in the section 1, associated to the set V = {v = v1, v2, · · · , vs}
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of prolongation of v|E to F, the infnorm w is associated to V and we deﬁne the
map c by:
c(Av) =
∑
vi∈V
ConFvi/Ev(Av)
for a given Av ∈ Div(Ev|kv).
3.3 Some Applications
Let F|E be an extension of function ﬁelds. Assume we have a good reduction
v on F. Our ﬁrst application is about the relationship between the reduction
of the diﬀerent of F|E under the good reduction v and the diﬀerent of the
corresponding residue extension of function ﬁelds Fv|Ev.
Lemma 3.2.8 gives a relation between the divisors on F and E with their re-
duction respectively via the arithmetic homomorphisms h and hE where E is a
subextension of F with the property [F : E] = [Fv : Ev] . So, a natural question
to ask is what happens to the diﬀerent of the extension F|E under reduction.
In [Kas90] Lemma 2.4.2, Kasser proved that the reduction, via the arithmetic
homomorphism h, of the diﬀerent of F|k(x) is exactly the diﬀerent of Fv|k(x)v
where x is a v-regular element in F. Our next lemma is a generalisation of that
lemma.
Lemma 3.3.1. Let (F|k, v) be a valued function ﬁeld with the same hypothesis
as in Lemma 3.2.8. Suppose that both of the extensions F|E and Fv|Ev, are
separable. If the extension F|E is tame, then
h (Diff(F|E)) = Diff(Fv|Ev). (3.3.1)
In particular, the extension Fv|Ev is also tame.
Proof. Let P be a prime divisor of Div(Ev|kv). Since the homomorphism hE
is surjective, there exists a prime divisor P ∈ Div(E|k) such that hE(P ) = P .
Using Proposition 3.2.8, we have
h(c(P )) = c(P ). (3.3.2)
Denote respectively by S and S the ﬁnite set of places of F|k and Fv|kv lying
over P and P . Let P ′ ∈ S. By the equation 3.3.2, there exists a prime divisor
P ′ in S such that h(P ′) = P ′. Furthermore, the cardinality of the set S is less
than or equal to the cardinal of S. Otherwise, there would exist at least two
diﬀerent places in S ′ which have the same preimage in S. Hence, we have:∑
P ′∈S
P ′ ≤ h(
∑
P ′∈S
P ′).
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Since the extension F|E is tame by hypothesis,
h (Diff(F|E)) =
∑
P∈PF
(
h(c(P ))− h(
∑
P ′∈S
P ′)
)
≤
∑
P∈{hE(P )|P∈PF}
c(P )−∑
P ′∈S
P ′

≤ Diff(Fv|Ev).
Since both of the extensions F|E and Fv|Ev are separable, using the Riemann-
Hurwitz genus formula, we get:
degDiff(F|E) = 2gF − 2− [F:E] (gE − 1) (3.3.3)
and
degDiff(Fv|Ev) = 2gFv − 2− [Fv:Ev] (gEv − 1) (3.3.4)
where gF, gE, gFv and gEv denote the genera of the function ﬁeld F,E,Fv and Ev
respectively. However by hypothesis, we have [F : E] = [Fv : Ev] and gF = gFv.
By Theorem 3.2.7, we have gE = gEv, thus degDiff(F|E) = degDiff(Fv|Ev).
Therefore,
h (Diff(F|E)) = Diff(Fv|Ev).
Remark 3.3.2. In the proof of Proposition 3.3.1, without using Theorem
3.2.7, we observe that we would have
h (Diff(F|E)) = Diff(Fv|Ev)
if for each P ∈ Div(Ev|kv) there exists P ∈ Div(E|k) such that
h(c(P )) = c(P )
and the extension Fv|Ev is tame. Thus, we have an "elementary proof" of
Theorem 3.2.7 in this case.
Examining the proof of Proposition 3.2.6, we now observe that v is a good
reduction if and only if for a suﬃciently large divisor A ∈ Div(F|k), we have
L(A)v = L(h(A)). (3.3.5)
A natural question to ask is: What happen to the divisors with degree less
than 2g − 1 under reduction? Under which conditions would any divisor of
F|k verify the equation 3.3.5? The following theorem is an answer to these
questions in the case when the function ﬁeld is hyperelliptic. Before proving
this we ﬁrst recall a lemma from [Sal06]:
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Lemma 3.3.3. Let F|k be a hyperelliptic function ﬁeld. LetW be the canonical
divisor of F|k and A be a positive divisor in F|k, then we have:
l(W − A) = g − µ.
where µ = min
{
degk(x)(A ∩ k(x)), g
}
.
Proof. [Sal06] lemma 14.2.66.
We have:
Theorem 3.3.4. Let (F|k, v) be a valued hyperelliptic function ﬁeld. Assume
that the valuation v is a good reduction. Then, if h denotes the arithmetic divi-
sor homomorphism map from Div(F|k) to Div(Fv|kv), for any positive divisor
A ∈ Div(F|k), we have:
L(A)v = L(h(A)).
Proof. Denote byW the canonical divisor of F|k. First, let us prove that h(W )
is the canonical divisor of F|k. For that, let x ∈ F such that [F : k(x)] =
2. Since F|k is a good lifting of F|k, there exists x ∈ F such that x is the
reduction of x and we have [F : k(x)] = 2. But, it is well known that the
divisors (g − 1)(x)F∞ and (g − 1)(x)F∞ are respectively canonical divisors of F
and F where g denotes the genus of both of the function ﬁelds F and F. Since x
is a regular element with respect to the valuation v, we have h((x)F∞) = (x)
F
∞
using the proposition 3.2.8. Thus h(W ) is a canonical divisor of F|k.
Let A be a positive divisor in F|k and B a prime divisor in supp(A). By
the lemma 3.2.8, we have:
hk(x)(B ∩ k(x)) = h(B) ∩ k(x).
Therefore,
hk(x)(A ∩ k(x)) = h(A) ∩ k(x).
Since h and hk(x) are degree preserving homomorphisms,
degk(x)(A ∩ k(x)) = degk(x)(h(A) ∩ k(x)).
Using the lemma 3.3.3 we have:
l(W − A) = l(h(W − A)). (3.3.6)
However, by the deﬁnition of h,
L(A)v ⊂ L(h(A)).
Using the Riemann-Roch Theorem, we obtain:
1− g = l(A)− degA− l(W − A) = l(h(A))− degh(A)− l(h(W − A)).
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On the other hand, by the Inertia Theorem, we have dimkvL(A)v = l(A) and
since h is a degree preserving homomorphism, degA = degh(A). Hence
L(A)v = L(h(A)). (3.3.7)
To end this chapter, as a corollary of Theorem 3.3.4, let us give an alter-
native proof of the fact that the gap sequence of a hyperelliptic curve of genus
g is classical, that is {1, 2, · · · , g} .
Deﬁnition 3.3.5. Let P be a prime divisor for a given function ﬁeld F|k. A
positive integer n is called a pole number of P if there exists an element x ∈ F
such that (x)∞ = nP. Otherwise n is said to be a gap number of P.
Let F|k be a function ﬁeld with genus g>1 where k is assumed to be
algebraically closed. Let us assume the following results (see [Sal06]): For a
given prime divisor P ∈ Div(F|k), the are exactly g gap numbers 1 = i <
· · · < ig ≤ 2g − 1 of P. We denote by GP the sequence of the g gap numbers
of P and we call it the gap sequence of P. Note also that almost all places of
F|k have the same gap sequence. Such places are called ordinary places. And
the gap sequence of all ordinary places is said to be the gap sequence of the
function ﬁeld F|k. A non-ordinary place is called a Weierstrass point of F|k. If
F|k is of characteristic 0, then its gap sequence is G0 = {1, 2, · · · , g} .
Now, as a corollary of Theorem 3.3.4, we have:
Corollary 3.3.6. Let F|k be a hyperelliptic function ﬁeld of characteristic
p ≥ 0. Then the gap sequence of F|k is G0.
Proof. Since it is well known that a function ﬁeld of genus g > 1 and charac-
teristic 0 has G0 as gap sequence, then we may assume that p > 0. Consider a
hyperelliptic function ﬁeld, a good lift1 of F|k, denoted by F0|k0 in character-
istic 0.
Now let P0 be a prime divisor in F0|k0 and denote by P its image by the
divisor homomorphism h. Using Theorem 3.3.4, for any n ∈ N, we have:
l(nP0) = l(nP ).
Thus, P0 and P have the same gap sequence. Consider an inﬁnite set S of
ordinary prime divisors of F|k. The homomorphism h is surjective, so the set
S0 which is the preimage of S is also an inﬁnite set of prime divisors in F0|k0.
However, we know that each prime divisor in S0 has the same gap sequence as
the ordinary prime divisors in S. Since S0 is an inﬁnite set of prime divisors
in F0|k0, we conclude that F0|k0 and F|k have the same gap sequence. Hence,
the gap sequence of F|k is precisely G0.
1For a deﬁnition, one can refer to Chapter 5.
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Chapter 4
Reduction of the Automorphism
Group
In this chapter, we investigate properties of the automorphism group of a
function ﬁeld over a ﬁeld k in relation to its reductions with respect to special
valuations. Our motivation is to generalise a theorem by Deligne and Mumford
in [DM69] (Theorem 4.2.4) that we will discuss in the second section. In order
to give our main results, we ﬁrst recall some general results on automorphism
groups of function ﬁelds. The main new results in this chapter are Lemma
4.3.3 and Theorem 4.3.5.
Throughout this chapter, unless otherwise speciﬁed, the ﬁeld k is assumed
to be algebraically closed and any function ﬁeld has genus ≥ 2.
4.1 Automorphism group of function ﬁelds
Let F|k be a function ﬁeld. Denote by g its genus and by p the characteristic
of the ﬁeld k. Let us consider the automorphism group of the function ﬁeld F
deﬁned by
G = Aut(F|k):= {σ : F→ F | σ a ﬁeld automorphism such that σ|k = Idk} .
It is well known that the group G is of inﬁnite order if and only if g = 0 or
1. Furthermore, we have:
1. If g = 0, then G is isomorphic to the projective linear group PGL2(k).
25
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2. If g = 1, then G is isomorphic to
Cl0(F)o Z/2Z, j 6= 0, 1728
Cl0(F)o Z/4Z, j = 1728; p /∈ {2, 3}
Cl0(F)o Z/6Z, j = 0; p /∈ {2, 3}
Cl0(F)o (Z/4Z o Z/3Z) , j = 0, 1728; p = 3
Cl0(F)o (Q8 o Z/3Z) , j = 0, 1728; p = 2
where j is the j-invariant of the elliptic function ﬁeld F. The group Cl0(F)
denotes the group of divisor classes Div(F)/Prin(F) of F. It is a normal
subgroup ofG and an inﬁnite abelian group. Note that the semi-products
are all non-trivial.
Now suppose that the genus of the function ﬁeld F|k is g ≥ 2. Then:
Theorem 4.1.1 (Hurwitz). The group Aut(F|k) is ﬁnite. Moreover, if p = 0
or ≥ 2g + 2, we have
|Aut(F|k)| ≤ 84(g − 1). (4.1.1)
Proof. See [Sal06] Theorem 14.3.13.
Note that, In [Hur93b], Hurwitz ﬁrst proved Theorem 4.1.1 using the the-
ory of Riemann surfaces, which means, in the case where k is the complex
numbers. By the Lefschetz Principle, the theorem also holds over any ﬁeld of
characteristic 0.
Remark 4.1.2. We observe that in the proof of Theorem 4.1.1 in [Sal06],
Theorem 4.1.1 still holds even if p ≤ 2g + 1 except in the case when the ﬁxed
ﬁeld FG of Aut(F|k) is rational, the number of ramiﬁed places in F is ≤ 3
and the extension F|FG is wildly ramiﬁed. However, Roquette, in [Roq], proved
that the bound in 4.1.1 holds if p > g + 1 with an exception in characteristic
p = 2g + 1 for a single function ﬁeld deﬁned by
F = k(x, y), y2 = xp − x.
For this function ﬁeld, the order of the automorphism group is exactly equal to
2p(p2 − 1).
4.2 A Deligne-Mumford Theorem
Let us consider a normal, connected, projective curve X over k. The arithmetic
genera pa(X) of the curveX coincides with the genus of the associated function
ﬁeld. The non-negative integer g(X):=dimk H
1 (X,OX) is the geometric genus
of X. The two invariants pa(X) and g(X) are equal if X is geometrically
connected.
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Let S be a Dedekind scheme of dimension 1. Denote by η its generic
point and by s a closed point in S. A ﬁbered surface (integral, projective, ﬂat
S-scheme of dimension 2)
pi : X → S
is called a model of X over S if its generic ﬁbre Xη and the projective curve X
are isomorphic. The ﬁber Xs of the model X is called a reduction of X at s.
If the curve X admits a smooth model over Spec (OS,s) , we say that X has a
good reduction at s. Otherwise, we say that C has bad reduction at s.
Deﬁnition 4.2.1. A proper scheme C over an algebraic closed ﬁeld k of pure
dimension 1 is said to be a stable curve if it is reduced, has only nodal sin-
gularities (Its singular points are ordinary double points) and every irreducible
component of C which is isomorphic to P1k intersects the other irreducible com-
ponents at at least three points.
A model X is called a stable model of X if
X → S
is a stable curve. Note that such model, if it exists, is unique (see [Liu02]
Theorem 3.34). The special ﬁber Xs for every closed point s ∈ S is called the
stable reduction of X at s. In particular, if C has a good reduction at s,
then it has stable reduction at s.
Now, we assume that k is an algebraic closure of a discretely valued ﬁeld
with prolongation v to k. Denote by Ok the valuation ring on k with respect
to v. Note also that we may assume that the residue ﬁeld which corresponds
to the ﬁeld k is algebraically closed. Denote by S the aﬃne scheme Spec (Ok)
with generic point η and closed point s.
Remark 4.2.2. A smooth projective curve over Ok does not always have stable
reduction over Ok. An example is given by the projective curve deﬁned over Q
by:
x4 + y4 = z4.
For more details, see [Liu02] Example 10.1.14 and Theorem 10.3.34(a).
However, it is well known that
Theorem 4.2.3. If X is an irreducible smooth projective curve over k of genus
g ≥ 2, then there exists a unique stable curve X over Ok such that the generic
ﬁbre Xη and X are isomorphic.
For a reference, see [GMP92].
As far as we know, the following important theorem ﬁrst appeared in
[DM69] by Deligne and Mumford. Besides, our aim in this chapter is to gen-
eralize this theorem.
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Theorem 4.2.4. Consider a stable model
X → Spec(Ok)
of genus ≥ 2. Denote respectively by η and s the generic and closed points of
Spec(Ok) and assume that the generic ﬁbre Xη is smooth. Then, any auto-
morphism σ in Autk(Xη) extends naturally to an automorphism in Autk(X ).
Furthermore, the canonical homomorphism
Autk(Xη)→ Autk(Xs)
is injective.
Proof. See [DM69] Lemma I.12 and [Liu02] Proposition 10.3.38.
It is well known that the following two categories are equivalent (see [Har10]
Corollary 6.12.):
(i) Smooth projective curves over k, and dominant morphisms;
(ii) Function ﬁelds of one variable over k, and k-homomorphisms.
Therefore, Theorem 4.2.4, together with Theorem 4.2.3, implies the following
result:
Corollary 4.2.5. Let (F|k, v) be a valued function ﬁeld where the valuation v
is a constant prolongation (prolongation which is a constant reduction) on F of
the valuation on k which corresponds to the discrete valuation ring Ok above.
We assume that v is a good reduction (Deﬁnition 2.2.6). Then, there exists a
natural injective homomorphism
φ : Aut(F|k) ↪→ Aut(Fv|kv) (4.2.1)
where Fv|kv denotes the residue function ﬁeld.
Indeed, we can consider the smooth projective curve X over k associated
to the function ﬁeld F|k via the equivalent categories described above. Using
Theorem 4.2.3, there exists a stable curve X over Spec(Ok) which is a model
of X. The result follows immediately using Theorem 4.2.4 and the fact that
Autk(Xη) = Autk(X) = Aut(F|k) and Autk(Xs) = Aut(Fv|kv) where η and
s are respectively the generic point and the closed point of the aﬃne scheme
Spec(Ok).
One natural question to ask is whether Corollary 4.2.5 is still true for
good non-discrete valuations. Following a suggestion and earlier work done
by Roquette, Knaf has considered this question and got a positive answer in
[Kna90]. In this thesis, we generalise the result to the case where the valuation
v is not assumed to be good reduction nor discrete.
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4.3 A Generalisation of the Deligne-Mumford
Theorem
In this section, we study a natural homomorphism between the group of au-
tomorphisms of a valued function ﬁeld and its reduction.
Let F|k be a function ﬁeld over the ﬁeld of constants k. Let us assume
that the ﬁeld k is equipped with a valuation vk. Here, the valuation vk is not
necessarily discrete. Let v be a constant prolongation of vk to F. Denote by p
the characteristic of the residue ﬁeld kv.
Denote respectively by G and E the automorphism group Aut(F|k) and
the ﬁxed ﬁeld of G in F. Since the group G is ﬁnite as the genus g ≥ 2, the set
V of prolongations of vE:=v|E to F is ﬁnite of cardinal t ≥ 1.
Note that we have,
O′vE =
⋂
O∈A
O (Theorem 2.1.5)
where A denotes the set of the valuation rings of F which lie over the valuation
ring Ov ∩ E of E.
Let O ∈ A and
Z(O) := {σ ∈ G|σ(O) = O}
be the decomposition group of O over E. The map
G 3 σ 7→ σO ∈ A
induces a bijection from G/Z(O) into A. By deﬁnition, for any σ ∈ G, we have
σZ(O)σ−1 ⊆ Z(σO) and σ−1Z(σO)σ ⊆ Z(O). So for any σ ∈ G,
Z(σO) = σZ(O)σ−1. (4.3.1)
The next proposition was inspired from [End72].
Proposition 4.3.1. Let pi be a place corresponding to O. There is a natural
homomorphism
φpi : Z(O)→ Aut(Fv|EvE) ↪→ Aut(Fv|kv) (4.3.2)
deﬁned for any σ ∈ Z(O) by
pi ◦ σ = φpi(σ) ◦ pi.
Moreover, if we denote by T (O) its kernel called the inertia group of O over
E, then we have:
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i. T (O) = {σ ∈ G | σ(x)− x ∈MO, for all x ∈ O} ;
ii. T (σ(O)) = σGT (O)σ−1 for all σ in G.
iii. T (O) is a p-group and the extension Fv|FT (O)v is purely inseparable
where FT (O) is the ﬁxed ﬁeld of T (O) in F.
Proof. i. Let σ ∈ Z(O) such that φO(σ) = IdFv. Then [φpi(σ)](pi(x)) =
pi(σ(x)) = pi(x) for any x ∈ O, therefore, σ(x)− x ∈MO. Now, if for all
x in O, we have σ(x)− x ∈MO (σ ∈ G) which implies
[pi(σ(x)− x) = 0⇔ (φpi(σ))(pi(x)) = pi(x)] ,
then φpi(σ) = IdFv, σ(O) ⊆ O and σ ∈ Z(O) since σ(O) ∈ A. This proof
is the same as the one in [End72] 19.1 c).
ii. By deﬁnition of pi, the corresponding place for σO is just pi ◦ σ−1. So for
any τ ∈ T (O) and x ∈ σO, we have:
pi ◦ σ−1 (στσ−1(x)− x) = pi (τσ−1(x)− σ−1(x)) .
Since x ∈ σO, then σ−1(x) is in O. Using i. and the fact that τ is
an element of T (O), we conclude that (τσ−1(x)− σ−1(x)) is in MO.
Therefore, στσ−1(x)− x ∈ σMO. Hence, σT (O)σ−1 ⊆ T (σ(O)) for any
σ in G. Conversely, we have σ−1T (σ(O))σ ⊆ T (O).
iii- The ﬁeld k is algebraically closed, so v is unramiﬁed and the ramiﬁcation
group V (O) coincides with the inertia group. Furthermore, V (O) is the
p-Sylow subgroup of T (O) ([End72] Theorem 20.18). Thus, T (O) is a
p-group and Fv|FT (O)v is purely inseparable.
Let us now deﬁne an Ok-curve associate to the set of valuations V as
described in [GMP92]. For that, let us make some convention of notations:
Notations:
 Rf := (Ok [f ])′ = Rf ∩ Ow;
 Rf := (k [f ])′ = Rf ⊗Ok k;
 Since f−1 is also V -regular, we deﬁne in the same way the rings Rf−1
and Rf−1 ;
 Rfw := (kw [fw])′.
The Ok-curve, say Cf , is deﬁned to be the Ok-scheme
Cf := SpecRf ∪ SpecRf−1
obtained by glueing the aﬃneOk-schemes SpecRf and SpecRf−1 along Spec(Ok [f, f−1])′.
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Theorem 4.3.2. The Ok-curve Cf has the following properties:
1. The Ok-curve depends only on V in the following sense:
If g is an another V -regular element for F|k, the corresponding Ok-curve,
Cg, is Ok-isomorphic to Cf . We denote the curve by CV .
2. The Ok-curve CV is a projective integral normal ﬂat Ok-scheme of pure
relative dimension 1. More precisely:
CV ∼= ProjS
where
S =
⊕
n≥0
L(nD) ∩ Ow
and D is a pole divisor of a V -regular element for F|k.
3. The generic ﬁbre of CV is k-isomorphic to the non-singular irreducible
projective curve C associated to the function ﬁeld F.
Proof. [GMP92] Theorem 1.1.
Our ﬁrst result in this chapter is the following lemma:
Lemma 4.3.3. Let (F|k, v) be a valued function ﬁeld in one variable. Let
G=Aut(F|k). If H is a subgroup of G such that the extension Fv|FHv is purely
inseparable, then H is trivial.
Proof. Let σ be an element ofH of order > 1. Denote by 〈σ〉 the subgroup ofH
generated by σ. Choose a regular transcendental element f for the valuation
v. Let Cv be the Ok-curve associated to {v} . So the generic ﬁbre of Cv is
isomorphic to the curve
C := SpecRf ∪ SpecRf−1
which is the unique smooth projective curve with F as function ﬁeld (Theorem
4.3.2). On the other hand, the closed ﬁbre of Cv is isomorphic to the curve
Cv := SpecRfv ∪ SpecRf−1v = C× (kv)
which has Fv as function ﬁeld (but may have singularities in case v is not a
good reduction). Let us consider the smooth projective curve
C := SpecRfv ∪ SpecRf−1v
which is the normalisation of Cv.
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Then we have:
gCv = gC + δ, (4.3.3)
where δ is the singularity number (see [Liu02] Propostion 7.5.4). And we have:
δ = dimkv (Rfv/Rfv) + dimkv (Rf−1v/Rf−1v) .
Since the Euler-Poincaré characteristic does not change under reduction and
k is algebraically closed, we conclude that the curves C and Cv have the same
arithmetic genus, i.e,
gCv = gC + δ = gC . (4.3.4)
Furthermore, the extension Fv|F〈σ〉v is purely inseparable which implies
gCr = gC ([Sti09] 3.10)
where Cr denotes the restriction of C on F〈σ〉. The curve Cr is the normalization
of the reduction of the curve Cr.
On the other hand, we have
gCr = gCr + δ
r, (4.3.5)
where
δr = dimkv
(
Rfv/Rrfv
)
+ dimkv
(
Rf−1v/Rrf−1v
)
and Rrfv = Rfv ∩Ev. The ring Rrf−1v is also deﬁned in the same way as Rrfv.
Since,
Rrfv ⊆ Rfv ⊆ Rfv,
we conclude that δr ≥ δ. Therefore,
gF〈σ〉 = gCr = gCr + δ
r ≥ gC + δ = gCr + δ = gC = gF.
This can only happen if gF〈σ〉 = gF = 0 or 1 by the Hurwitz genus formula.
Thus, gF〈σ〉 = gF and F〈σ〉 = F. This contradicts the fact that the extension
F|F〈σ〉 is Galois, hence, separable. Thus, H is the trivial subgroup.
Observe that:
Remark 4.3.4. In the proof of Lemma 4.3.3, we use the same technique as in
the proof of Theorem 4.2.4 in [Liu02] (Proposition 10.3.38.). But here, we are
not restricted to the case of stable reduction. We made the proof more general
using directly the Ok-curve associated to the valuation v.
Now, we are able to state our main result of this chapter:
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Theorem 4.3.5. The homomorphism φpi deﬁned above is injective. More pre-
cisely, we have
Z(O) ' Aut(Fv|EvE)
where E is the ﬁxed ﬁeld of G.
Proof. According to a theorem in [End72] (Theorem 19.6), the homomorphism
φpi : Z(O)→ Aut(Fv|Ev)
is surjective. However, by Theorem 4.3.1 iii., the extension Fv|FT (O)v is purely
inseparable where T (O) is the kernel of φpi. Using Lemma 4.3.3, we conclude
that T (O) is a trivial group.
Remark 4.3.6. In the previous theorem, let us assume that the valuation v is a
good reduction. Using Corollary 2.2.4, the valuation v is the only prolongation
of the valuation vE on E. Hence, we have:
Z(O) = Aut(F|k).
By Theorem 4.3.5, we conclude that
Aut(F|k) ⊆ Aut(Fv|kv)
via the homomorphism φpi. Hence, Theorem 4.3.5 is a generalisation of the
Knaf's theorem in [Kna90] which generalizes Theorem 4.2.4 of Deligne and
Mumford in the case when the reduction is good.
Moreover, we can generalize Theorem 4.3.5 as follows:
Consider the infnorm w with respect to the set of valuations V. We have
Fw := O′vE/
(MOvE · O′v) = ∏
O∈A
O/MO ' (Fv)s.
Since the ring O′vE is invariant under the action of G, there exists an homo-
morphism
φ : G 3 σ 7→ φ(σ) ∈ Aut(Fw|EvE) ⊆ Aut(Fw|kv)
such that for any σ ∈ G,
ψ ◦ σ = φ(σ) ◦ ψ
where ψ is the canonical homomorphism
ψ : O′vE → Fw
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induced by the place pi corresponding to the valuation O above. Note that ψ
does not depend on which place we consider. Indeed, O′vE is invariant under G
and any prolongation of OvE in F is given by σ(O) for some σ ∈ G. The kernel
of the homomorphism φ is
Kerφ =
{
σ ∈ G | σ(x)− x ∈
⋂
O∈A
MO, for all x ∈ O′vE
}
.
We have:
Proposition 4.3.7. Consider the normal subgroup
N :=
⋂
O∈A
Z(O)
of G. Then, the restriction of the homomorphism φ on N is injective. In
particular, if G is abelian, for a given valuation ring O in A, we have
Z(O) ⊆ Aut(Fw|EvE)
via the homomorphism φ.
Proof. Let us denote by T the kernel of the restriction of φ to the normal
subgroup N.
For any σ in G, consider the following homomorphism which is deﬁned by
hσ : F×/E× → F×
x · E× 7→ σ(x)
x
.
Denote respectively by ∆ and Γ the value group of w and vE. The mapping
F→ ∆
x 7→ w(x)
induces a sujective map w× from F×/E× to ∆/Γ. Note that for any σ ∈ N
and x ∈ F× we have
hσ(x · E×) ∈ UO′vE . (4.3.6)
Indeed, ﬁx a valuation ring O in A. Denote by v the corresponding valuation.
For any x ∈ F×, we have
v
(
σ(x)
x
)
= v ◦ σ(x)− v(x).
But, since σ is in N, in particular, σ belongs to Z(O). Hence, v ◦ σ = v.
Thus, v
(
σ(x)
x
)
∈ UO. The valuation ring O being arbitrary, the statement
4.3.6 holds. Furthermore, for any σ ∈ T and u ∈ UO′vE , we have:
hσ(u · E×) ∈ 1 +
⋂
O∈A
MO.
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The set UO′vE denotes the group of all unit of the ring O′vE . Since the vanishing
set of the map w× is the set
Vw =
{
u · E× | u ∈ UO′vE
}
and the kernel of the homomorphism ψ ◦ hσ contains Vw, we conclude, with
the surjectivity of w×, that for any σ ∈ T, there exists a unique map hσ ∈
Hom(∆/Γ,Fw) such that
hσ ◦ w× = ψ ◦ hσ.
However, the base ﬁeld k is assumed to be algebraically closed. This implies
that any prolongation of the valuation vE on F is unramiﬁed. Hence, ∆ = Γ.
Let σ ∈ T. Then, we have hσ = Id∆/Γ. That is, for any x ∈ F×, we have
ψ
(
σ(x)
x
)
= (ψ ◦ hσ)(x · E×) = Id∆/Γ(w(x) + Γ) = 1.
Therefore, for any x ∈ F×, we conclude that
σ(x)
x
− 1 ∈
⋂
O∈A
MO.
In particular, for all x ∈ O where O is any valuation ring in A, we have
σ(x)− x ∈MO.
Thus, σ ∈ T (O), the kernel of the homomorphism φpi deﬁned above where pi
is the place which corresponds to the valuation ring O. According to Theorem
4.3.5, T (O) is the trivial group. Hence, σ = IdF. In fact, we have
T =
⋂
O∈A
T (O).
Remark 4.3.8. The proof of the previous proposition is, somehow, a gener-
alisation of a theory developed in [End72] to compute the ramiﬁcation group
V (O) of a valuation ring O in A over E. Besides, recall that our proof of The-
orem 4.3.5 use the fact that the kernel T (O) coincides with the ramiﬁcation
group V (O) since ∆/Γ is trivial. Note that the group V (O) is a p-subgroup of
G (see [End72] Table p. 171).
Observing Proposition 4.3.7 and its proof, our ﬁrst guess is the following:
Conjecture 4.3.9. The kernel of the homomophism φ is a p-subgroup of G
where p is the characteristic of the residue ﬁeld kv.
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Chapter 5
Lifting Problems on
Automorphism Groups of Cyclic
Curves
Let k be an algebraically closed ﬁeld of prime characteristic p. Given a smooth
projective curve X over k, consider a good lifting (X0/k0, v) of X/k to charac-
teristic 0, with k0 is the algebraically closed ﬁeld of the fraction ﬁeld of W (k),
the ring of Witt vectors over k and v is a valuation such that k0v = k. Accord-
ing to Theorem 4.3.5, together with the two equivalent categories described in
Chapter 4, there is a natural injective homomorphism
φ : G0:=Autk0(X0) ↪→ G:=Autk(X).
Moreover, if φ is surjective, we say that the automorphism groupG is liftable
to characteristic 0. So, one can ask: Under which conditions is φ surjective?
The aim of this chapter is to answer this question.
We have a partial answer when the order of the group G and p, the
characteristic of k, are relatively prime. Indeed, in [Gro71] Exposé XIII 2,
Grothendieck proved that if p does not divide the order of G, then G could
always be lifted to characteristic 0. However, in the case when G is divisible
by p, the problem is not completely solved.
It is important to point out that this problem is related to Oort groups
and Lifting problems (Deﬁnition 5.1.1) that we can see in [CGH08]. By
deﬁnition, an Oort group for k is clearly liftable to characterisitic 0. But,
the converse is not always true. So, a priori, for an automorphism group of
a smooth projective curve over k, the condition of being an Oort group is
stronger than being liftable to characteristic 0.
In this chapter, we restrict to the case of cyclic curves (Deﬁnition 5.1.3)
over prime characteristic ﬁeld. The main reason is the fact that we know all of
the groups which can occur as an automorphism group of a cyclic curve in any
characteristic which is not equal to 2 (See [Sha03] and [San09]). Therefore, a
36
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priori, a quite elementary covering theory, some group theory and representa-
tion of ﬁnite subgroups of PGL2(k) would suﬃce. We will show that, in fact,
the full automorphism groups of certain type of cyclic curves (such as hyperel-
liptic curves) over k are liftable to characteristic 0 if and only if they are Oort
groups for k. We will eventually give a list of all possible liftable groups that
can occur as automorphism groups of cyclic curves over k.
To begin with, let us ﬁrst recall some results on Oort groups for k. And
also, some preliminary results that we will need to prove our results in the
second section.
Throughout this chapter, k denotes an algebraically closed ﬁeld of prime
characteristic p.
5.1 Results on Oort Groups
Deﬁnition 5.1.1. A ﬁnite group G is called an Oort group for k if every
faithful action of G on a smooth connected projective curve over k lifts to
characteristic 0.
Oort conjectured that we can lift any cyclic group. It turns out that this
conjecture is true according to the works of Pop (See [Pop14]), mainly using
deformation theory and a special case of a result by Obus and Wewers that we
can see in [OW14]. Moreover, Chinburg, Guralnick and Harbater, in [CGH08],
proved that if G is liftable to characteristic zero, then any cyclic-by-p subgroup
(extensions of a prime-to-p cyclic group by a p-group) ofGmust be either cyclic
or dihedral of the form Dpn , with the exception of A4 in characteristic 2. They
also predict that the converse is true. But as far as we know, no one has given
a proof that the dihedral group Dpn for n > 1 can be lifted to characteristic
zero. This conjecture is called the Strong Oort conjecture.
The following lemma is a summary of what we will need about Oort groups:
Lemma 5.1.2 ([CGH08]).
 A p-regular group (its order is not divisible by p), a ﬁnite cyclic group,
the dihedral group Dp and the Klein four-group V4 (in the case p = 2)
are Oort groups for k;
 The quaternion group Q8 (in the case p = 2), the group (Z/pZ)n where
n ≥ 2 (resp. > 2) if p 6= 2 (resp. p = 2) are not Oort groups;
 Let G be a ﬁnite group. Then G is an Oort group if and only if every
cyclic-by-p subgroup H ⊂ G is an Oort group;
 If a cyclic-by-p group is an Oort group for k, then it must be cyclic or
dihedral of the form Dpn for some integer n.
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Deﬁnition 5.1.3. We say that a function ﬁeld F|k is cyclic (or superelliptic)
if the following condition is satisﬁed: There exists a transcendental element x
such that the rational function ﬁeld k(x) is invariant under the action of the
full automorphism group G of F|k and the subgroup N=Aut (F|k(x)) is cyclic,
Galois and a normal subgroup of G.
Here, the base ﬁeld k is an algebraically closed ﬁeld of characteristic p ≥
0. The smooth projective curve X over k associated to F|k is called cyclic
curve.
Proposition 5.1.4. Let (F|K, v) be a valued function ﬁeld where the valuation
v is assumed to be a good reduction. Denote by E the ﬁxed ﬁeld of the full
automorphism group G of F|K. Then, for any subﬁeld Lv between Fv and Ev,
there exists a unique subﬁeld L between F and E such that Lv is the exact
reduction of L by the valuation v.
Note that, the subﬁeld L and Lv have the same genus (Theorem 3.2.7).
Proof. We know that G ' Aut(Fv|Ev) and Fv|Ev is Galois. The result follows
by the Galois correspondence. Indeed, the extension Fv|Lv is also Galois and
denote by Hv its Galois group. By the Galois correspondence theorem, if n
is the number of subgroups, Hi (1 ≤ i ≤ n), of G which have the same order
as Hv, then there exists exactly n extensions, Fv|Liv (1 ≤ i ≤ n), such that
Hiv=Aut (Fv|Liv) for each 1 ≤ i ≤ n. The group Hiv denotes the reduction of
Hi by the natural isomorphism between G and Aut(Fv|Ev) for each 1 ≤ i ≤ n.
Therefore, there must be a unique subgroup H (one of the subgroups Hi) of G
such that H ' Hv (via the natural isomorphism between G and Aut(Fv|Ev))
and FHv = Lv. Thus, L = FH .
Now, let F|k be a cyclic function ﬁeld. Denote by X the smooth cyclic
curve over k associated to F|k. Now, let X0 be a good lifting of X to char-
acteristic 0 over an algebraically closed ﬁeld k0. Then, there exists a valued
function ﬁeld (F0|k0, v) such that v is a good reduction, F = F0v and k = k0v.
Suppose that the full automorphism group G of the curve X/k is liftable to
characteristic zero and assume that G ' G0=Aut(F0|k0). Using Proposition
5.1.4, there exists a residually transcendental element x such that the exten-
sions F0|k0(x) and F|k(x) are Galois. Hence, F0|k0 is also a cyclic function
ﬁeld and N=Aut (F0|k0(x)) ' Aut(F|k (x)) . Note also that the curve X0/k0
is cyclic. Furthermore, the groups G/N and G0/N are isomorphic and re-
spectively embedded in PGL2(k) and PGL2(k0). Therefore, it is important to
know which kind of groups could be ﬁnite subgroups of both PGL2(k) and
PGL2(k0).
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Lemma 5.1.5. Let H be a ﬁnite subgroup of PGL2 (k) . The group H can be
embedded in PGL2(k0) if and only if one of the following statements holds:
 The prime characteristic p does not divide |H|, the order of H;
 If p divides |H|, then up to isomorphism, H is one of the following groups:
 H = Z/pZ;
 H = Dp if p 6= 2;
 H = A4 or a dihedral group Dn where n is a positive odd integer if
p = 2;
 H = A5 in the case when p ≤ 5;
 H = A4 or S4 when p = 3.
Proof. In order to prove the lemma, we shall recall the following theorem from
[Fab12] Theorem B and Theorem C:
Proposition 5.1.6. Let K be an algebraically closed ﬁeld of characteristic q.
Let H be a ﬁnite subgroup of PGL2(K). Then:
 If q = 0 or q > 0 and q - |H|, the group H is isomorphic to a cyclic
group, a dihedral group, A4, S4 or A5;
 If q > 0 and q divides the order of H, then H is isomorphic to one of
the following groups: PGL2(Fqn),PSL2(Fqn) for some integer n or to a
q-semi-elementary subgroup. Note that the conjugacy classes of q-semi-
elementary subgroups of PGL2 (K) of order pmn(n ∈ N\qN and m ∈ N?)
are parameterized by the set of homothety classes of rank-m subgroups Γ
satisfying Fqe ⊂ Γ ⊂ K via the map
Γ 7→
(
1 Γ
1
)
o
(
µn (K)
1
)
where e is the order of q in (Z/nZ)× and µn (K) is the group of primitive
n-th roots of unity in K.
With the following exceptional possibilities:
 Suppose that q = 3, then H could also be isomorphic to A5;
 If q = 2, H is isomorphic to a dihedral group Dn where n is an odd
positive integer.
Let us now prove our lemma. If p - |H|, then by the ﬁrst statement of
Proposition 5.1.6 , the subgroup H can be embedded in PGL2(k0). Therefore
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for the rest of the proof of Lemma 5.1.5, we may assume that p divides the
order of H.
Let us assume ﬁrst that p>5. Using Proposition 5.1.6, since p divides |H|,
the group H is not isomorphic to one of the groups A4, S4 or A5. Therefore,
H is either cyclic or dihedral. However, the groups PGL2(Fpn) and PSL2(Fpn)
for some integer n are not cyclic nor dihedral. Hence, H is isomorphic to a
p-elementary group of order pmn(n ∈ N \ qN and m ∈ N?) parameterized by
a set of homothety classes of a rank-m subgroup Γ satisfying Fpe ⊂ Γ ⊂ k via
the map
Γ 7→
(
1 Γ
1
)
o
(
µn(k)
1
)
where e is the order of p in (Z/nZ)× and µn(k) is the group of primitive n-th
root of unity in k. Furthermore, by the deﬁnition of p-elementary groups, H is
cyclic if m = 1 or dihedral if m = 1 and n = 2. Thus, H ' Z/pnZ or Dp where
n is a non-negative integer prime to p. However if we assume that n > 1. This
would suggest that there is a cyclic group of order pn generated by the two
matrices (
1 1
0 1
)
,
(
ζ 0
0 1
)
where ζ is a primitive n-root of unity. But, those two matrices do not commute
with each other. Hence, n must be equal to 1.
In the case when p ≤ 5, if H is a p-elementary group, then H ' Z/pZ or
Dp with the exceptional case A4 ' (Z/2Z)2 o Z/3Z in characteristic p = 2.
If p = 5, since A5 ' PSL2(F5), then H could be isomorphic to A5.
Now if p = 3, since PGL2(F3) ' S4 and PSL2(F3) ' A4, H could be
isomorphic to A4,S4 and A5 according to the third statement of Proposition
5.1.6.
Finally, if p = 2, according to the last statement of Proposition 5.1.6, H
could be a dihedral group and H ' Dn where n is an odd integer. We know
also that PGL(2, 4) is isomorphic to A5, thus, the group H = PGL(2, 4) can
be embedded in PGL2(k0).
5.2 Lifting Automorphism Group of Cyclic
Curves
As we have already mentioned, according to Grothendieck in [Gro71], if the
order of the automorphism group G of a smooth curve (of genus g ≥ 2) is
not divisible by p, then G is liftable to characteristic zero. Therefore, for the
rest of this chapter, the order of the automorphism group of any curve over k,
unless otherwise speciﬁed, is assumed to be divisible by p.
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A direct corollary of Lemma 5.1.5 is the following:
Theorem 5.2.1. Let (F0|k0, v) be a valued cyclic function ﬁeld where the base
ﬁeld k0 is of characteristic 0. Suppose that the valuation v is invariant under
the action of the group G0 = Aut(F0|k0)1. Denote by N the normal subgroup
of G0 as we deﬁned in 5.1.3.
If G0 is isomorphic to the full automorphism group G of the residue function
ﬁeld F|k, then G/N is isomorphic to one of the groups:
 Z/pZ;
 Dp if p 6= 2;
 A4 or a dihedral group Dn where n is a positive odd integer if p = 2;
 A5 in the case when p ≤ 5;
 A4 or S4 when p = 3.
with the following additional possibilities:
 Z/mZ or a dihedral Dm if p divides |N |, the order of the group N ;
The integers m is prime to p.
Proof. Suppose we have G0 ' G. By hypothesis, there exists a transcendental
element x of F0 such that k(x) is invariant under G and N = Aut(F|k) is
Galois. Therefore, via the natural isomorphism between G0 and G and the
fact that N is a ﬁnite Galois group, the element x is residually transcendental
and the groups G0/N and G/N are respectively ﬁnite subgroups of PGL2(k0)
and PGL2(k). Moreover, the isomorphism between G0 and G induces an iso-
morphism from G0/N to G/N. Note that the group G/N is a ﬁnite subgroup
of PGL2(k). If we assume that p does not divide the order of N, then p must
divide |G/N |, since p divides the group G by hypothesis. So, in this case, using
Lemma 5.1.5, G0/N must be isomorphic to one of the groups:
Z/pZ, Dp,A5,S4,A4,
with the exceptional group Dm, where m is an odd integer in characteristic 2.
Now, if p divides |N |, the order of the group G/N could be prime to p.
Hence, if this is the case, according to Lemma 5.1.5, the group G/N could be
isomorphic to one of the following groups:
Z/nZ, Dn,A5,S4,A4
where the integer n is prime to p. The results follow immediately using the
list of possible ﬁnite subgroups of rational function ﬁelds that can be lifted to
characteristic 0 in Lemma 5.1.5.
1Note if F0|k0 has good reduction at v then it is invariant under G0 as good reduction
is unique for g ≥ 1.
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Let us make some observations in this context:
Let X/k be a smooth cyclic curve with automorphism group G that is
liftable to characteristic 0. Denote by X0/k0 its good lifting to characteristic
0. Suppose that the prime characteristic of k is odd. Let F|k and F0|k0 be
the function ﬁelds which correspond to X/k and X0/k0 respectively. Since the
characteristic of k is p 6= 2, we may assume that the function ﬁelds F0|k0 and
F|k are deﬁned respectively by the equations:
y20 = P (x0)
and
y2 = P (x)
with P (x0) ∈ Ok0 [x0] where Ok0 is the valuation ring of k0 which corresponds
to the restriction of v, the good reduction of F0|k0, to k0. The polynomial P is
the reduction of the polynomial P0 under the Gauss valuation vx0 , prolongation
of v to k0(x0). The transcendental elements x and y in F are, respectively, the
reductions of the transcendental elements x0 and y0 of F0.
Now, denote by G0 and N the automorphism group of F0|k02 and the
normal subgroup of G0 such that the quotient space X0/N has genus 0. In the
proof of Theorem 5.2.1, we know that there is an injective homomorphism
ι : G0/N ↪→ G/N.
The groups G0/N and G/N are respectively subgroups of Aut(k0(x0)|k0) '
PGL2(k0) and Aut(k(x)|k) ' PGL2(k). The restriction of the good reduction
on F0 to k0(x0) is the Gauss valuation vx0 . So, we remark that:
Remark 5.2.2. The injective homomorphism ι is deﬁned as follows:
ι :G0/N ↪→ G/N(
a b
c d
)
7→
(
a b
c d
)
where a, b, c and d belong to k0. For any element u in k0, we denote its reduction
under the valuation v by u.
Let us illustrate this with an example:
2Note that the function ﬁeld F0|k0 has the same automorphism group as the cyclic curve
X0/k0.
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Example 5.2.3. Suppose that G0/N = Z/pZ. Denote by σ the generator of
the group G0/N. The generator σ can not be equal to
γ =
(
ζ 0
0 1
)
where ζ is a p-primitive root of unity in k0. Indeed, the image of γ via the
homomorphism ι is the identity in G/N. However, the image, by ι, of the
element
τ =
(
ζ + ζ−1 + 1 −1
1 1
)
which is a conjugate of γ in PGL2(k0) is
τ =
(
3 −1
1 1
)
.
Furthermore, for every odd prime p, the 2 by 2 matrix τ has order p in
PGL2(Fp). Note also that τ and
(
1 1
0 1
)
are conjugate in PGL2(Fp).
With Theorem 5.2.1, we are able to solve our lifting problem for certain
type of cyclic curves. Indeed, it is clear that hyperelliptic curves are cyclic
curves. The next theorem gives us all of possible ﬁnite groups of hyperelliptic
curves over k that can be lifted to characteristic 0.
Theorem 5.2.4. Let X/k be a smooth projective irreducible hyperelliptic curve.
Denote by G its full automorphism group and suppose that p 6= 2. Then, the
automorphism group G is liftable to characteristic 0 if and only if, up to iso-
morphism, G is one of the following groups:
1. G = Z/2pZ;
2. G = D2p;
with the exceptional possibilities:
1. G = Z/2Z×A5 or SL2(5) if p = 5;
2. G = Z/2Z × A4,Z/2Z × S4,Z/2Z × A5, SL2(3), or GL2(3) in the case
when p = 3.
In particular, the group G is liftable to characteristic 0 if and only if G is an
Oort-group for k. We also observe that the order of G is divisible by p, but not
by p2.
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Proof. Suppose that G is liftable to characteristic 0. Denote by σ the hyperel-
liptic involution of order 2 of the group G. Let X0/K0 be a good lifting of X/k
such that G0 = Autk0(X0) ' G. The curve X0 is also a hyperelliptic curve
(by Proposition 3.2.8). The isomorphism between G0 and G induces an iso-
morphism between G0/〈σ〉 and H = G/〈σ〉. That is: Up to isomorphism, the
group H which is a ﬁnite subgroup of PGL2(k) can be embedded in PGL2(k0).
So, let us ﬁrst recall the list of possible groups that can occur as full automor-
phism groups of the hyperelliptic curve X0/k0. As far as we know, the list ﬁrst
appeared in [BGG93]:
H G0
Z/nZ Z/2Z× Z/nZ,Z/2nZ
Dn Z/2Z×Dn, Vn, D2n, Hn, Un, Gn
A4 Z/2Z×A4, SL2(3)
S4 Z/2Z× S4,GL2(3),W2,W3
A5 Z/2Z×A5, SL2(5)
where the groups Vn, Hn, Un, Gn,W2 and W3 are deﬁned as follows:
Vn = 〈x, y | x4, yn, (xy)2, (x−1y)2〉;
Hn = 〈x, y | x4, (xy)n, x2y2〉;
Un = 〈x, y | x2, y2n, xyxyn+1〉;
Gn = 〈x, y | x2yn, y2n, x−1yxy〉;
W2 = 〈x, y | x4, y3, yx2y−1x2, (xy)4〉;
W3 = 〈x, y | x4, y3, x2(xy)4, (xy)8〉.
Now, following Lemma 5.1.5 and Theorem 5.2.1, we distinguish 4 cases:
1stcase : If H ' Z/pZ;
That is G0/〈σ〉 ' Z/pZ. The abelian groups Z/2Z × Z/pZ and Z/2pZ
are isomorphic since p is an odd prime. According to the list we have
above, we conclude that G0 must be isomorphic to ' Z/2pZ.
2ndcase : If H ' Dp;
According to the list above, if G0/〈σ〉 ' Dn, for a given integer n, then
G0 is isomorphic to one of the groups: Z/2Z×Dn, D2n, Hn, UnVn, andGn.
However, in the cases when G0 would be isomorphic to Vn, Hn, Un, Gn,
or Z/2Z⊕Dn, the integer n must be even ([Sha06] Remark 6.). Since p
is assumed to be odd, then G0 is isomorphic to D2p.
3rdcase : If p ≤ 5 and H ' A5;
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Let (F0|k0, v) be the valued function ﬁeld associated to X0/k0 where v is
the valuation such that F0v = F and k0 = k. Let us consider the following
polynomials:
R(x) = x30 + 522x25 − 10005x20 − 10005x15 − 522x5 + 1
S(x) = x20 − 228x15 + 494x10 + 228x4 + 1
T (x) = x10 + 10x+ 1
Gi(x) = (λi − 1)x60 − 36(19λi + 29)x55 + 6(26239λi − 42079)x50
− 540(23199λi − 19343)x45 + 105(737719λi − 953143)x40
− 72(1815127λi − 145087)x35 − 4(8302981λi + 49913771)x30
+ 72(1815127λi − 145087)x25 + 105(737719λi − 953143)x20
+ 540(23199λi − 19343)x15 + 6(26239λi − 42079)x10
+ 36(19λi + 29)x
5 + (λi − 1)
L =
δ∏
i=1
Gi.
Let x and y be residually transcendental elements in F0 such that F0 =
k0(x, y) and y
2 = F (x). According to [Sha03] § 4.5, we may assume that
the polynomial F is one of the following forms:
F = L, SL, TL, STL,RL,RSL,RTL,RSTL
where the λi's, appearing in the Gi's, are in k0 and δ is the dimension of
the Hurwitz space H(G0,C), the space of the family of covers
ϕ : Xg → P1
with ﬁxed signature C and genus g (the genus of X0). We recall that
the space H(G0,C) is a ﬁnite dimensional subspace of the moduli space
of genus g hyperelliptic curves.
Note that, according to [Sha03] Table 1, if F = L, SL, TL or STL, the
group G0 is isomorphic to Z/2Z × A5. In the other cases, G0 must be
isomorphic to SL2(5).
For p = 3, the reduction modulo 3 of the polynomials Gi(x), R(x), S(x)
are respectively (λi−1)(x10+1)6, (x10+1)3, (x10+1)2 and the polynomial
T is irreducible in characteristic 3. So, if we assume that R or ST divides
the polynomial F, then the genus of the residue function ﬁeld k(x, y)
deﬁned by
y2 = F (x)
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is g ≥ 1. But, note that g > g where g denotes the genus of the function
ﬁeld F0|k0. Furthermore, we have
[k(x, y) : k(x)] = 2
since the genus of k(x, y) is non-zero. On the other hand, we have
[F : k(x)] = 2
and F ⊇ k(x, y). Hence, F = k(x, y). This is a contradiction. As, the
valuation v is a good reduction, we must have
g = g.
Therefore, the polynomials ST and R can not divide the polynomial F.
We conclude that,
F = L, SL, T.
In these cases, the residue function ﬁeld k(x, y) is of genus 0. That might
be possible. So G could be isomorphic to Z/2Z×A5.
Now, if p=5, the reduction modulo 5 of the polynomialsGi(x), R(x), S(x)
and T (x) are respectively (λi − 1)(x2 + x− 1)30, (x+ 2)5(x− 2)25, (x2 +
x − 1)10 and (x2 − 1)5. Using the same arguments as above, we must
have,
F = L, SL, TL, STL,RL,RSG
and G ' Z/2Z×A5 or SL2(5).
4thcase : If H ' A4 or S4;
In both cases, we have p = 3. We shall use the same argument with the
same notations as above.
First, suppose we have H ' A4. We consider the following polynomials:
Gi = x
12 − λix10 − 33x8 + 2λix6 − 33x4 − λix2 + 1
R = x4 + 2
√−3x2 + 1
S = x8 + 14x4 + 1
T = x(x4 − 1)
L =
δ∏
i=1
Gi.
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According to T. Shaska in [Sha03], we may assume that the function ﬁeld
F0 = k0(x, y) is deﬁned by
y2 = F (x)
with
F (x) = L,RL, SL, TL, TRL, TSL.
In the cases when, F = L,RL, SL, the group G0 is isomorphic to Z/2Z×
A4. Otherwise, G0 ' SL2(3).
Among R, S and T, the polynomial S is the only reducible polynomial
modulo 3. And we have S ≡ (x4 + 1)2 mod 3. Hence, S can not divide
F. Otherwise, it will contradict the fact that v is a good reduction. So,
the possible equations for F0|k0 are the following:
y2 = L,RL, TL, TRL.
Which means the group G0 could be isomorphic to one of the possibilities
which are Z/2Z×A4 and SL2(3).
Now suppose H ' S4. In this case, the polynomials Gi, R, S and T
become:
Gi = x
24 + λix
20 + (759− 4λ)x16 + 2(3λi + 1288)x12
+ (759− 4λ)x8 + 2λix6 − 33x4 + λix4 + 1
R = x12 − 33x8 − 33x4 + 1
S = x8 + 14x4 + 1
T = (x4 − 1)
L =
δ∏
i=1
Gi.
According to T. Shaska in [Sha03], we may assume that the function ﬁeld
F0 = k0(x, y) is deﬁned by
y2 = F (x)
with
F (x) = L, SL, TL, STL,RL,RSL,RTL,RSTL.
In the cases when, F = L or SL, the group G0 is isomorphic to Z/2Z×S4.
If F = TL or STL, we have G0 ' GL2(3). The group G0 ' W2 in the
cases when F = RL or RSL. And G0 is isomorphic to W3 for the rest of
the possibilities.
Using the same reasoning again, the polynomials R and S are reducible
modulo 3. We have S ≡ (x4 + 1)2 mod 3 and R ≡ (x4 + 1)3 mod 3.
But, T is irreducible modulo 3. Which means R and S could not divide
the polynomial F. Hence, we must have:
F = L, TL.
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We conclude that G0 could be isomorphic to Z/2Z× S4 or GL2(3).
For the converse, we shall use Lemma 5.1.2. We know that any cyclic group
is an Oort group. So, the groups Z/pZ and Z/2pZ are liftable to characteristic
0.
The dihedral group D2p is liftable to characteristic 0 for p 6= 2 since D2p '
Z/2Z × Dp and Dp with Z/pZ are the only cyclic-by-p subgroups which are
Oort groups.
Finally, the groups Z/2Z×A4,Z/2Z×S4,Z/2Z×A5, SL2(3),GL2(3) and
SL2(5) are liftable to characteristic 0 using the fact that their cyclic-by-p sub-
groups are Oort groups for p = 3 or 5.
Remark 5.2.5. One natural question to ask is the following: Does all the
groups on the list above (Theorem 5.2.4) occur as full automorphisms groups
of hyperelliptic curves? Sanjeewa, in [San09], gives a list of all ﬁnite groups
that can occur as automorphisms groups of cyclic curves in any characteristic.
All the groups on our list above appear in Sanjeewa's list in any prime char-
acteristic, except, the group SL2(5) in characteristic 5 and the group GL2(3)
in characteristic 3.
However, there exists a hyperelliptic curve in characteristic 3 which has
GL2(3) as full automorphism group. The curve is deﬁned as follows:
X/k : y2 = x6 + x4 + x2 + 1 (See [KY00]).
Moreover, according to Shaska in [Sha03] Example 5.2, in characteristic 0, the
curve deﬁned by:
y2 = x6 + a1x
4 + a2x
2 + 1
has GL2(3) as full automorphism group if and only if (u1, u2) = (−250, 50)
where
u1 = a
3
1 + a
3
2, u2 = 2a1a2.
Therefore, the curve deﬁned in characteristic 0 by
X0 : y
2 = x6 − 5x4 − 5x2 + 1
has GL2(3) as full automorphism group. Since −5 ≡ 1 mod 3, the automor-
phism group of X/k is liftable to characteristic 0. Hence, the group GL2(3)
should appear in the list of Sanjaeewa in characteristic 3.
Remark 5.2.6. Theorem 5.2.4 provides us with the list of the automorphism
groups of hyperelliptic curves over k, of characteristic p 6= 2, that can be lifted
to characteristic 0. In the case when the characteristic of k is equal to 2, our
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. LIFTING PROBLEMS ON AUTOMORPHISM GROUPS OF
CYCLIC CURVES 49
methods in the proof of the theorem do not seem to apply. The main reason is
the fact that in characteristic 2, the minimal aﬃne equation of the curve X is
given by
y2 + P (x)y = F (x), P (x), F (x) ∈ k(x)
where P (x) is possibly a non-zero polynomial.
For the rest of the chapter, we assume that the prime characteristic of the
base ﬁeld k is odd.
According to Shaska (See [Sha06]), determining the automorphism group G
of a cyclic curveX/k in the case when p > 2g+1 is the same as in characteristic
0. Our next proposition gives a necessary and suﬃcient condition for G to be
liftable to characteristic 0 in this case.
Proposition 5.2.7. Let X/k be a smooth cyclic curve of genus g and denote
by G its full automorphism group. Assume that p > 2g+ 1. Let n be a positive
integer such that (n, p) = 1 and n is the order of the cyclic normal subgroup
N of G such that the quotient space X/N has genus 0. Then, the group G is
liftable to characteristic 0 if and only if p does not divide the order of G.
Proof. Assume ﬁrst that X/k is a hyperelliptic curve. Let us prove the propo-
sition by contradiction.
Suppose that G is liftable to characteristic zero and p divides the order of
G. We shall use the same notations we used in the proof of Theorem 5.2.4.
By hypothesis, since the genus of the curve X/k is always ≥ 2, we may
assume that p > 5. According to Theorem 5.2.4, the group G0 is isomorphic
to Z/2pZ or D2p. If G0 ' Z/2pZ, then the equation of the curve X0/k0 is one
of the following (see [Sha06]):
y2 = x2g+2 + a1x
p(t−1) + · · ·+ aδxp + 1, t = 2g + 2
p
= x2g+2 + a1x
p(t−1) + · · ·+ aδxp + 1, t = 2g + 1
p
, or
= x(xpt + a1x
p(t−1) + · · ·+ aδxp + 1), t = 2g
p
.
In all cases, we have p ≥ 2g + 2 ≥ pt. Since 2g + 2 is even, we conclude
that p > pt which is impossible. Thus, G is not isomorphic to Z/2pZ.
Now, if G ' D2p, then the equation of the curve X0/k0 is of the form:
y2 = x.
t∏
i=1
(x2p + λix
p + 1), t =
g + 1
p
.
But, by hypothesis, we have p ≥ 2g+2 which contradicts the fact that pt = g+1
for some integer t.
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We use the same reasoning in the case when the cyclic curve is not neces-
sarily hyperelliptic. Indeed, with the assumption (n, p) = 1, the genus of the
corresponding function ﬁeld is
g =
n− 1
2
(−1 + pt) or (n− 1)(−1 + pt)
for some integer t. This contradicts the hypothesis, p > 2g + 1.
Considering the results we have so far, we expect the following generalisa-
tion of Theorem 5.2.4:
Conjecture 5.2.8. Let X be a smooth cyclic curve over k. Let n be a positive
integer such that (2n, p) = 1 and n is the order of the cyclic normal subgroup
of G = Autk(X) such that the quotient space X/N has genus 0. The group G
is liftable to characteristic 0 if and only if G is an Oort-group for k.
Note that if Conjecture 5.2.8 is true, using the results of Sanjeewa in
[San09], we have a complete list of all liftable automorphism groups of cyclic
curves with the same hypothesis as in the conjecture. In the case when p
divides n, we might have an automorphism group which is liftable to charac-
teristic 0 but not an Oort group for k.
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Chapter 6
On the Tchebotarev Density
Theorem for Function ﬁelds
The Tchebotarev Density Theorem for number ﬁelds, as well as for global
function ﬁelds, is one the most important results in the study of class ﬁeld
theory. Extending this theorem to more general contexts such as arbitrary
function ﬁelds is our main goal in this chapter. We attempt to use mainly our
diagram in Lemma 3.2.8 and Theorem 4.3.5.
For this purpose, let us ﬁrst recall some deﬁnitions and results in order to
state the famous Tchebotarev Density Theorem for function ﬁelds properly.
6.1 Results on the Tchebotarev Density
Theorem for function ﬁelds
Let F|E be a ﬁnite Galois extension of function ﬁelds and denote by G its
corresponding Galois group. To simplify, we assume that both of the function
ﬁelds F and E have the same constant ﬁeld k.
Let P be a place of E|k. Consider a place B of F|k lying over P. Recall
that, according to Proposition 2.1.6, the group G acts as a group permutations
on the set of places above P. That is: the other places of F|k lying over P are
of the form σ(B) for some σ ∈ G.
Let us deﬁne two important subgroups of G associated to the place B :
The decomposition group1 of B over P
Z(B|P ):= {σ ∈ G |σ(B) = B}
1In another case, the decomposition group has been used in Chapter 4, but for conve-
nience we use this notation here.
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and the inertia group of B over P
I(B|P ):= {σ ∈ G |σ(x)− x ≡ 0 mod B, ∀x ∈ OB}
where OB denotes the discrete valuation ring associated to the place B of F.
Denote respectively by kB and kP the residue class ﬁelds of the discrete
valuations OB and OP . It is well known that the extension kB|kP is also a
Galois extension. Moreover, there is a natural homomorphism from Z(B|P )
onto Gal(kB|kP ) and its kernel is the inertia group I(B|P ). Furthermore, the
order of Z(B|P ) and I(B|P ) are e(B/P ) · f(B/P ) and e(B/P ) respectively.
That is to say that the following sequence is exact:
1→ I(B|P )→ Z(B|P )→ Gal(kB|kP )→ 1.
See [Ros02] Chapter 9 for more details. So, in particular, if B|P is unramiﬁed,
then:
Z(B|P ) ' Gal(kB|kP ).
Now, suppose that the constant ﬁeld k is a ﬁnite ﬁeld. In this case,
the residue ﬁelds kB and kP are also ﬁnite ﬁelds. Thus, the Galois group
Gal(kB|kP ) is cyclic and generated by the Frobenius automorphism φP , which
is deﬁned by
φP (x) = x
NP , for every x ∈ kB
where N(P ):=|kP |, the cardinality of the ﬁnite ﬁeld kP .
Let us assume that B|P is unramiﬁed. Via the isomorphism from Z(B|P )
onto Gal(kB|kP ), there exists a unique element (B,F|E) ∈ Z(B|P ) which
corresponds to φP . We also call (B,F|E) the Frobenius automorphism of B
for the extension F|E. By deﬁnition of the automorphism φP , the Frobenius
automorphism of B can be characterized by
(B,F|E)x ≡ wN(P ) mod B, for every x ∈ OB.
Note that for any σ ∈ G, we have:
(σ(B),F|E) = σ(B,F|E)σ−1
since σ(B)|P is also unramiﬁed and σ(OB) = Oσ(B). Furthermore, since the
group G acts transitively on the set of places of F lying over P, we conclude
that the Frobenius automorphisms (B,F|E), as B varies over the places above
P, ﬁll out a conjugacy class in G.
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Deﬁnition 6.1.1. Let F|E be a Galois extension of function ﬁelds over the
ﬁnite ﬁeld k and P be a place of E which is unramiﬁed in F. We call the set of
all Frobenius automorphisms (B,F|E), as B varies over the places of F above
P, the Artin conjugacy class of P.
By abuse of notation, we will also denote by (P,F|E), the Artin conjugacy
class of P. The map from S(E|k), the set of places of E|k, to the conjugacy
classes of Gal(F|E) deﬁned by
P 7→ (P,F|E)
is called the Artin map.
Our aim is now to investigate the set of places of E which map to a given
conjugacy class in G via the Artin map. For a given subsetM of S(E|k), we
introduce the Dirichlet density ofM which is deﬁned by
δ(M) = lim
s→1+
∑
P∈MN(P )
−s∑
P∈S(E|k) N(P )
−s
if the limit exists. In the case when the limit does not exist, we say that the
set M does not have Dirichlet density. Note that s tends to 1 through real
values and when the density δ(M) exists, we have
0 ≤ δ(M) ≤ 1.
For more details about the notion of Dirichlet density, the reader can use the
book [Ros02].
We are now able to state the Tchebotarev Density Theorem for global
functions ﬁelds.
Theorem 6.1.2. Let F|E be a Galois extension of function ﬁelds over the
ﬁnite ﬁeld k. Denote by G the Galois group of F|E. Let C be a conjugacy class
in G and Sunr(E|k) be the set of places of E which are unramiﬁed in F. then:
1. First version:
δ ({P ∈ Sunr(E|k) | (P,F|E) = C}) = |C||G| .
In particular, the conjugacy class C is of the form (P,F|E) for inﬁnitely
many places P of K.
2. Second version: For each positive integer n, we have
# {P ∈ Sunr(E|k) | degE P = n, (P,F|E) = C} =
|C|
|G|
qn
n
+O
(
q
n
2
n
)
where q is the cardinality of the base ﬁeld k. In particular, for every suf-
ﬁciently large integer n, there is a place P of degree n with the propriety
(P,F|E) = C.
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Proof. See [Ros02] Theorem 9.13A. and Theorem 9.13B.
A natural question to ask is whether some form of Theorem 6.1.2 still holds
in the case when k is no longer assumed to be ﬁnite. As far as we know, this
is still an open problem. However, a weak partial answer can be deduced from
the following theorem which can be found in [Sch34]:
Theorem 6.1.3 (F.K Schmidt). Let F|E be a ﬁnite Galois extension of func-
tion ﬁelds over a Hilbertian ﬁeld k. Then for any subgroup H of the Galois
group Gal(F|E), there are inﬁnitely many valuations on F which are constant
on k and have the group H as decomposition group.
To end this introductory section, for convenience, let us make the following
deﬁnition:
Deﬁnition 6.1.4. Let F|E be a Galois extension of function ﬁelds over the
ﬁeld k. If Theorem 6.1.2 holds for the extension F|E, we say that such exten-
sion has the Tchebotarev Density Theorem property or simply the TDT
property.
6.2 Lifting the Tchebotarev Density Property
Let (F|k, v) be a valued function ﬁeld where the valuation v is a good reduction.
Denote by F|k the corresponding residual function ﬁeld.
Let us consider a sub-extension denoted by E of F|k. We assume that E
has k as constant ﬁeld and the extension F|E is ﬁnite and Galois. Denote by G
the Galois group which corresponds to F|E. Then according to Theorem 4.3.5
and Theorem 3.2.7, we have:
1. G ' Aut(F|E) and [F : E] = [F : E] ;
2. E and E have the same genus.
Denote by φ the natural isomorphism from G onto Aut(F|E) we deﬁned in
Chapter 4. Note also that the extension F|E is also Galois.
Now, let us assume that F|E has the TDT property.
Deﬁnition 6.2.1. Let (F|k, v) be a valued function ﬁeld where v is assumed
to be a good reduction. Let E|k be a subextension of F such that F|E is ﬁnite
and Galois extension. Suppose that the corresponding residual extension of
function ﬁelds F|E has the Tchebotarev Density Theorem property. We say
that the TDP property of F|E lifts with respect to the valuation v if
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for all conjugacy classes C in Gal(F|E) and for all unramiﬁed places P of E|k
with (P ,F|E) = C, there exists a place P of E|k such that
P = hE(P )
where hE is the arithmetic divisor homomorphism from Div(E|k) to Div(E|k)
and
φ [(P,F|E)] = (P ,F|E).
Let us recall the valued function ﬁeld (F|k, v) that we deﬁned in the begin-
ning of this section. Our main goal is to ﬁnd necessary and suﬃcient conditions
so that the TDT property of the extension F|E lifts with respect to v. By deﬁ-
nition, a necessary condition is that the arithmetic divisor homomorphism hE
from Div(E|k) to Div(E|k) must be surjective. Note that this could happen.
For instance, in the case when E is a rational function ﬁeld. Thus, let us admit
that hE is surjective.
Let P be a place of E which is unramiﬁed in F. Since hE is surjective,
then there exists a place P of E which corresponds to the place P via the
homomorphism hE. Then, using Lemma 3.2.8, we have:
Proposition 6.2.2. The place P is also unramiﬁed in F.
Proof. Let us prove the proposition by contradiction. Denote by h the arith-
metic divisor homomorphism from Div(F|k) to Div(F|k). Suppose we have
s places of F lying over P. Denote by B1, · · · , Bs these places. Since, P is
ramiﬁed in F and F|E is Galois, then there exists an integers e > 1, such that
h(c(P )) = e ·
∑
1≤i≤s
h(Bi)
where c(P ) denotes the conorm of P with respect to F|E. On the other hand,
since P is unramiﬁed in F, we have
c(P ) =
∑
1≤j≤s
Bj
where Bj, 1 ≤ j ≤ s, denote all the places of F lying over P . The notation c
denotes the conorm map from Div(E|k) to Div(F|k).
By, using Lemma 3.2.8, we have:
h(c(P )) = e ·
∑
1≤i≤s
h(Bi) =
∑
1≤j≤s
Bj = c(P ).
Since all of the places Bj are all distinct, we conclude that e must be equal to
1.
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Remark 6.2.3. Let P be an arbitrary place of E such that there exists a place
P in E with hE(P ) = P . Let B (resp. B) be a place of F (resp. of F) lying
over P (resp. P ). Observing the proof of Proprosition 6.2.2, we conclude that
e(B|P ) = e(B|P ).
In particular, P is unramiﬁed in F if and only if P is unramiﬁed in F.
Let B be a place in F above P. Consider the set SB which consists of places
in the Supp (h(B)) . The extensions F|E and F|E are Galois. Therefore, every
place in F above P is of the form σ(B) for some σ ∈ G. Now consider the
decomposition group Z(B|P ). Then:
Lemma 6.2.4. The group Z(B|P ) acts transitively on the set SB. In particu-
lar, if SB consists of only one place, then Z(B|P ) ' Z(B|P ) where B = h(B).
In this particular case, the TDT property of F|E lifts with respect to the valu-
ation v.
Proof. Let B be an arbitrary place in SB. Let us ﬁrst prove that Z(B|P ) is a
subgroup of Z(B|P ).
Let σ ∈ Z(B|P ). Denote σ(B) by B0. We have,
h(σ(B)) = σ(h(B)) = h(B0).
Thus, B is in SB0 . Therefore, h(B) = h(B0) and B = B0. Otherwise, the place
B will have a ramiﬁcation index at least 2 in F, contradicting the fact that
P (resp. P ) unramiﬁed in F (resp. F). Hence, σ(B) = B. We conclude also
that if B and B0 are two places lying above P, we have either SB = SB0 or
SB ∩ SB0 = ∅.
Now let B1 and B2 be two places in SB. We know that H acts transitively
on the set of places lying above P . By deﬁnition, B1 and B2 are places lying
above P . Thus, there exists σ ∈ H such that σ(B1) = B2. We should prove
that σ is indeed in Z(B|P ). Denote σ(B) by B0. Then, B and B0 are places
lying above P. Therefore, we have either SB = SB0 or SB ∩ SB0 = ∅. However,
by deﬁnition of σ and B0, the place B2 ∈ SB0 . Hence, SB ∩ SB0 6= ∅. Thus,
SB = SB0 and B = B0.
The rest of the lemma is straightforward.
According to what we have done so far, we conclude:
Theorem 6.2.5. Let (F|k, v) be a valued function ﬁeld where v is assumed to
be a good reduction. Let E|k be a subextension of F such that F|E is a ﬁnite
and Galois extension. Suppose that the corresponding residual extension of
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function ﬁelds F|E has the Tchebotarev Density Theorem property. The TDT
property of F|E lifts with respect to the valuation v if and only if the arithmetic
divisor homomorphism between Div(E|k) and Div(E|k) is surjective and for all
unramiﬁed places P of E, there exists a place P of E such that hE(P ) = P and
the divisor h(B) is a place of F for all places B of F lying over P.
It is important to note that observing Theorem 6.1.2, if the TDT property
of F|E lifts with respect to the valuation v, then:
 Every conjugacy class C in G is of the form (P,F|E) for inﬁnitely many
places P of E;
 Furthermore, for a given conjugacy class C in G for every suﬃciently
large integer n, there is a place P of degree n with the property (P,F|E) =
C.
We now give an example of a family of such function ﬁelds.
Theorem 6.2.6. Let (F|k, v) be a valued hyperelliptic function ﬁeld where v is
assumed to be a good reduction. Let E|k be a subextension of F such that E ⊆
k(x) and F|E is a ﬁnite Galois extension. The ﬁeld k(x) denotes the unique
rational subﬁeld of F with [F:k(x)] = 2. If the corresponding residual extension
of function ﬁelds F|E have the Tchebotarev Density Theorem property, then
the TDT property of F|E lifts with respect to the valuation v.
Proof. Let P be a place of E which is unramiﬁed in F. By hypothesis, we have
E ⊆ k(x) ⊂ F. So, the place P of E is also unramiﬁed in k(x). Let P i be a
place of k(x) lying over P . Since the arithmetic divisor homomorphism hk(x)
from Div(k(x)|k) to Div(k(x)|k) is surjective, there exists a place Pi of k(x)
such that
hk(x)(Pi) = P i.
Now consider the place P :=Pi ∩ E of E. By deﬁnition of P, we have
hE(P ) = P .
However, by construction of the place Pi of k(x), the set Supp
(
hk(x)(Pi)
)
consists of only one element (the place P i of k(x)).
Furthermore, by hypothesis, the place P is unramiﬁed in F. Therefore, P
is also unramiﬁed in F as well as the place Pi of k(x). Since
[F:k(x)] =
[
F:k(x)
]
= 2,
then the places Pi and P i split completely in F and in F respectively. Thus, if
B is one of the 2 places of F lying over Pi, since
degk(x) P i = degk(x) Pi = degF B,
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the set Supp (hF(B)) consists of only one element which is a place of F lying
over the place P of E. The map h denotes the arithmetic divisor homomor-
phism from Div(F|k) to Div(F|k). Finally, using Lemma 6.2.4, we conclude
that
φ [Z(B|P )] = Z(h(B)|P )
for all place B of F lying over P. Hence, for any place P of E, which is unram-
iﬁed in F, there exist a place P of E such that:
hE(P ) = P
and
φ [(P,F|E)] = (P ,F|E).
Remark 6.2.7. Theorem 6.2.6 still holds for other types of cyclic function
ﬁelds, not necessary hyperelliptic, such as the p-cyclic function ﬁelds (p is a
prime number). For a given positive integer, a cyclic function ﬁeld F|k is
said to be n-cyclic if the cyclic normal subgroup N of Aut(F|k), such that the
subfunction ﬁeld FN of F has genus 0, is of order n. The proof is exactly the
same as we did for hyperelliptic function ﬁeld.
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