The aim of this paper is to establish a canonical decomposition of operator-valued strong L 2 -functions by the aid of the Beurling-Lax-Halmos Theorem which characterizes the shift-invariant subspaces of vector-valued Hardy space. This decomposition invites us to coin a new notion of the "Beurling degree" of the inner function. Eventually, we establish a deep connection between the spectral multiplicity of the model operator and the Beurling degree of the corresponding characteristic function.
the paper, whenever we deal with operator-valued functions Φ on T, we assume that Φ(z) is a bounded linear operator between separable complex Hilbert spaces for almost all z ∈ T. For a separable complex Hilbert space E, if S E is the shift operator on the E-valued Hardy space H 2 E , i.e., (S E f )(z) := zf (z) for each f ∈ H 2 E , then the Beurling-Lax-Halmos Theorem states that every invariant subspace M under S E (i.e., a closed subspace M of H 2 E such that S E f ∈ M for all f ∈ M ) is of the form ∆H 2 E ′ , where E ′ is a closed subspace of E and ∆ is an inner function in the sense that ∆(z) is an isometric operator from E ′ into E for almost all z ∈ T, i.e., ∆(z) * ∆(z) = I E ′ a.e. (If further ∆(z)∆(z) * = I E a.e., then ∆ is called a two-sided inner function). Equivalently, if a closed subspace M of H 2 E is invariant for the backward (or the adjoint) shift operator S * E , then M = H(∆) := H 2 E ⊖ ∆H 2 E ′ for some inner function ∆, where H(∆) is often called a model space or a de Branges-Rovnyak space [dR] , [Sa] , [SFBK] . Thus, for a subset F of H 2 E , if E * F denotes the smallest S * E -invariant subspace containing F , i.e., E * F := S * n E F : n ≥ 0 , where denotes the closed linear span, then E * F = H(∆) for some inner function ∆. Now, given a backward shift-invariant subspace H(∆), we may ask:
What is the smallest number of vectors in F satisfying H(∆) = E * F ? More generally, we are interested in the problem of describing the set F in H 2 E such that H(∆) = E * F . Let B(D, E) denote the set of all bounded linear operators between separable complex Hilbert spaces D and E. The question (1) invites us to consider strong L 2 -functions -a bigger class than the set of operator-valued L 2 -functions, where a strong L 2 -function Φ is a B(D, E)-valued function Φ defined almost everywhere on the unit circle T such that Φ(·)x ∈ L 2 E for each x ∈ D. We can see that every operatorvalued L p -function (p ≥ 2) is a strong L 2 -function (cf. p.9). Following to V. Peller [Pe] , we write L 2 s (B(D, E)) for the set of strong L 2 -functions with values in B(D, E). The set L 2 s (B(D, E)) is nicely served as general symbols of vectorial Hankel operators (see [Pe] ). Similarly, we write H (1) is closely related to a canonical decomposition of strong L 2 -functions. We first observe that if Φ is an operator-valued L ∞ -function, then the kernel of the Hankel operator H Φ * is shift-invariant. Thus by the Beurling-Lax-Halmos Theorem, the kernel of a Hankel operator H Φ * is of the form ∆H 2 E ′ for some inner function ∆. If the kernel of a Hankel operator H Φ * is trivial, take E ′ = {0}. Of course, ∆ need not be a two-sided inner function. In fact, we can show that if Φ is an operator-valued L ∞ -function and ∆ is a two-sided inner function, then the kernel of a Hankel operator H Φ * is ∆H where A is an operator-valued H ∞ -function such that ∆ and A are right coprime (see Lemma 3.12). The expression (2) is called the Douglas-Shapiro-Shields factorization of an operator-valued L ∞ -function Φ (see [DSS] , [FB] , [Fu2] ; in particular, [Fu2] contains many important applications of the Douglas-Shapiro-Shields factorization to the linear system theory). Let D be the open unit disk in the complex plane C. We recall that a meromorphic function ϕ : D → C is said to be of bounded type (or in the Nevanlinna class) if it is a quotient of two bounded analytic functions. A matrix function of bounded type is defined by a matrix-valued function whose entries are of bounded type. Very recently, a systematic study on matrix-valued functions of bounded type was done in a monograph [CHL3] . It was also known that every matrix-valued L ∞ -function whose adjoint is of bounded type admits the expression (2) (cf. [GHR] ). In fact, if we extend the notion of "bounded type" for operator-valued L ∞ -functions (we will do this in Definition 3.21 for a more bigger class), then we may say that the expression (2) is a monopoly for L ∞ -functions whose flips are of bounded type, where the flipΦ of Φ is defined byΦ(z) := Φ(z). From this viewpoint, we may ask whether there exists an appropriate decomposition corresponding to general L ∞ -functions, more generally, to strong L 2 -functions. The following problem is the first object of this paper:
Find a canonical decomposition of strong L 2 -functions.
To establish a canonical decomposition of strong L 2 -functions, we need to introduce a new notion -the "complementary factor", denoted by ∆ c , of an inner function ∆ with values in B(D, E). This notion is defined by using the kernel of ∆ * , denoted by ker ∆ * , which is defined by the set of vectors f in H 2 E such that ∆ * f = 0 a.e. on T. Moreover, the kernel of H ∆ * can be represented by complementing the complementary factor ∆ c to ∆ (see Lemma 3.15). We also employ a notion of "degree of non-cyclicity" on the set of all subsets (or vectors) of H 2 E , which is a complementary notion of "degree of cyclicity" due to V.I. Vasyunin and N.K. Nikolskii [VN] . The degree of non-cyclicity, denoted by nc(F ), of subsets F ⊆ H 2 E , is defined by the number nc(F ) := sup
Now, for a canonical decomposition of strong L 2 -functions Φ, we are tempted to guess that Φ can be factorized as the form ∆A * (where ∆ is a possibly one-sided inner function) like the Douglas-Shapiro-Shields factorization, in which ∆ is two-sided inner. But this is not such a case. In fact, we can see that a canonical decomposition is affected by the kernel of ∆ * through some examples (see p. 25). Indeed, we recognize that this is not accidental. The following main theorem realizes the idea inside those examples. In the below, we write Φ :=Φ * .
In particular, if dim E ′ < ∞ (more specially, dim E < ∞), then the expression (3) is unique (up to a unitary constant right factor).
The organization of this paper is as follows. The main results of this paper are Theorem A and Theorem B. In section 2, we provide notations and preliminary notions, which will be used in this paper. In section 3, we provide auxiliary lemmas to prove the main theorems. We here review vector-valued Hardy classes and prove some properties which will be used in the sequel. We then coin the new notions to establish the main theorems. In section 4, we establish a canonical decomposition of a strong L 2 -functions and give a proof of Theorem A. In section 5, we establish a connection between the spectral multiplicity of the model operator and the Beurling degree of the corresponding characteristic function and give a proof of Theorem B.
Preliminaries
In this section we provide notations, which will be used in this paper.
(a) To avoid a confusion, we will write z for points on T and ζ for points in D.
For φ ∈ L 2 , write
where P + and P − are the orthogonal projections from L 2 onto H 2 and L 2 ⊖ H 2 , respectively. Then we may write φ =φ − + φ + . (c) Throughout the paper, we assume that X and Y are complex Banach spaces;
D and E are separable complex Hilbert spaces.
Write B(X, Y ) for the set of all bounded linear operators from X to Y and abbreviate B(X, X) to B(X). For a complex Banach space X, write X * for its dual and x, φ for φ(x) for x ∈ X and φ ∈ X * . (d) If A : D → E is a linear operator whose domain is a subspace of D, then A is also a linear operator from the closure of the domain of A into E. So we will only consider those A such that the domain of A is dense in D. Such an operator A is said to be densely defined. If A : D → E is densely defined, we write dom A, ker A, and ran A for the domain, the kernel, and the range of A, respectively. It is well known from the unbounded operator theory (cf.
[Go], [Con] ) that if A is densely defined, then ker A * = (ran A) ⊥ , so that ker A * is closed even though ker A is not closed. (e) We recall ( [Ab] , [Co2] , [GHR] , [Ni1] ) that a meromorphic function φ : D → C is said to be of bounded type (or in the Nevanlinna class N ) if there are functions
It was known that φ is of bounded type if and only if φ = ψ1 ψ2 for some
e is the inner-outer factorization of ψ 2 , then φ = ψ i ψ1 ψ e . Thus if φ ∈ L 2 is of bounded type, then φ can be written as
where θ is inner, a ∈ H 2 and θ and a are coprime.
For a function g : D e → C, we say that g belongs to
2 , then the functionf defined in D e is called a pseudocontinuation of f if f is a function of bounded type andf (z) = f (z) for almost all z ∈ T. Then we can easily show thatf is of bounded type if and only if f has a pseudocontinuation f . In this case,f D (z) = f (z) for almost all z ∈ T. In particular,
is of bounded type ⇐⇒ φ − has a pseudocontinuation. x k χ σ k (where x k ∈ X, σ k ∈ M and σ k ∩σ j = ∅ for k = j) is said to be countable-valued. A function f : Ω → X is called weakly measurable if the map s → f (s), φ is measurable for all φ ∈ X * and is called strongly measurable if there exist countable-valued functions f n such that f (s) = lim n f n (s) for almost all s ∈ Ω. It is known that when X is separable, (i) If f is weakly measurable, then ||f (·)|| is measurable; (ii) f is strongly measurable if and only if it is weakly measurable.
and its integral is defined by
A function g : Ω → X is called integrable if there exist countable-valued integrable functions g n such that g(s) = lim n g n (s) for almost all s ∈ Ω and lim n Ω ||g − g n ||dµ = 0. Then Ω gdµ ≡ lim n Ω g n dµ exists and Ω gdµ is called the (Bochner) integral of g. If f : Ω → X is integrable, then we can see that
Auxiliary lemmas
To prove the main theorems, we need to introduce the new notions of the "complementary factor" of an inner function, the "degree of non-cyclicity" and "bounded type" strong L 2 -functions and then establish several auxiliary lemmas.
We first consider vector-valued L p -and H p -functions, using [FF] , [Ni1] , [Ni2] , [Pe] , [Sa] for general references and then derive some properties, which will be used in the sequel.
Let m denote the normalized Lebesgue measure on T. For a complex Banach space X and 1
f is strongly measurable and ||f || p < ∞ ,
x is strongly measurable for every x ∈ X and is called WOT measurable if z → Φ(z)x is weakly measurable for every x ∈ X. We can easily check that if Φ : T → B(X, Y ) is strongly measurable, then Φ is SOT-measurable and if D and E are separable complex Hilbert spaces then Φ : T → B(D, E) is SOT measurable if and only if Φ is WOT measurable.
We then have:
Proof. Suppose that Φ is WOT measurable. Then the function
is measurable for all x ∈ D and y ∈ E. Thus the function z → Φ * (z)y, x is measurable for all x ∈ D and y ∈ E.
for every x ∈ D and y ∈ E, and there exists an operator U ∈ B(D, E) such that U x, y = T Φ(z)x, y dm(z). Also Φ is called SOT integrable if Φ(·)x is integrable for every x ∈ D. In this case, the operator V :
is SOT integrable, then it follows from (7) that for every x ∈ D and y ∈ E,
which implies that Φ is WOT integrable and that the SOT integral of Φ is equal to the WOT integral of Φ.
We can say more:
, the Bochner integral of Φ is equal to the SOT integral of Φ, i.e.,
Proof. This follows from a straightforward calculation.
We now define the n-th
We also define
On the other hand, we define H ∞ (D, B(D, E)) for the set of all analytic functions Φ :
If D and E are separable Hilbert spaces, we conventionally identify (D, E) ). Also if dim D = m < ∞ and dim E = n < ∞, then we can easily show that
The terminology a "strong H 2 -function" is reserved for the operator-valued functions on the unit disk D, following to N.K. Nikolskii [Ni1] 
In general, the boundary values of strong H 2 -functions do not need to be bounded linear operators (defined almost everywhere on T). Thus we do not guarantee that the boundary value of a strong
is not bounded for all z ∈ T because for any z 0 ∈ T, if we let
In spite of it, there are useful relations between the set of strong H 2 -functions and the set H
We now define a (function-valued with domain D) function pΦ on the unit disk D by the Poisson integral in the strong sense:
E , we will conventionally identify Φ(z)x and pΦ(ζ)x for each x ∈ D. From this viewpoint, we will also regard Φ ∈ H 2 s (B(D, E)) as an (linear, but not necessarily bounded) operator-valued function defined on the unit disk. Proof. (a) This follows from the preceding remark.
. Then we first claim that there exists M > 0 such that
which proves the claim (11). Now, in view of the preceding remark, it suffices to show Φ(ζ) ∈ B(D, E) for all ζ ∈ D. Let ζ = re iθ ∈ D and x ∈ D with ||x|| = 1. Then for y ∈ E with ||y|| E ≤ 1,
which implies, by our assumption,
Mn×m is contained in the set of all strong H 2 -functions with values in M n×m .
Conversely, if Φ is a strong H
e. on T and is called a two-sided inner function if ∆∆ * = I E a.e. on T and ∆ * ∆ = I D a.e. on T. If ∆ is an inner function with values in B(D, E), we may assume that D is a subspace of E, and if further ∆ is two-sided inner then we may assume that D = E.
We write P D for the set of all polynomials with values in D. If F is a strong H 2 -function with values in B(D, E), then the function F p belongs to
We then have an analogue of the scalar factorization theorem (called the inner-outer factorization): Every strong H 2 -function F with values in B(D, E) can be expressed in the form
where F e is an outer function with values in B(D, E ′ ) and F i is an inner function with values in B(E ′ , E) for some subspace
, we denote byΦ − ≡ P − Φ and Φ + ≡ P + Φ the function
where P + and P − are the orthogonal projections from
In the sequel, we will often encounter the adjoints of inner matrix functions. If ∆ is a two-sided inner matrix function, it is easy to show that ∆ * is of bounded type, i.e., all entries of ∆ * are of bounded type (see p. 3). We also guess that if ∆ is an inner matrix function then ∆ * is of bounded type. However the following example shows that this is not such a case.
∞ and h is not of bounded type. Let
. Thus there exists an outer function g such that |h 1 | = |g| a.e. on T (see [Do1, Corollary 6 .25]). Put 
, we say that Φ and Ψ are left coprime if the only common left inner divisor of both Φ and Ψ is a unitary operator. Also, for Φ ∈ H 2 s (B(E, D 1 )) and Ψ ∈ H 2 s (B(E, D 2 )), we say that Φ and Ψ are right coprime if Φ and Ψ are left coprime. Left or right coprime-ness seems to be somewhat delicate problem. Left or right coprime-ness for matrix-valued functions was developed in [CHKL] , [CHL1] , [CHL2] , [CHL3] , and [FF] .
Lemma 3.5. If Θ is a two-sided inner function, then any left inner divisor of Θ is twosided inner.
Proof. Suppose that Θ is a two-sided inner function with values in B(E) and ∆ is a left inner divisor, with values in B(E ′ , E), of Θ. Then we may write Θ = ∆A for some A ∈ H 2 s (B(E, E ′ )). Since Θ is two-sided inner, it follows that I E = ΘΘ * = ∆AA * ∆ * a.e. on T, so that I E ′ = ∆ * ∆ = AA * a.e. on T. Thus I E = ∆∆ * a.e. on T, and hence ∆ is two-sided inner.
Then ess sup z∈T ||Φ * (z)|| = ess sup z∈T ||Φ(z)|| < ∞, which together with Lemma 3.1 implies Φ * ∈ L ∞ (B (E, D) ). The first equality of the assertion (12) comes from definition. For the second equality, observe that for each x ∈ D, y ∈ E and n ∈ Z,
Let E be a separable complex Hilbert space. For a function f :
If g : T → E is a countable-valued function of the form
Lemma 3.7. Let E be a separable complex Hilbert space and 1
Since f is strongly measurable, there exist countable-valued functions f n such that f (z) = lim n f n (z) for almost all z ∈ T. Observe that for almost all z ∈ T,
Thus we have that
which gives (c).
The last assertion follows at once from (b) and (c).
By Lemma 3.7, we can see that if 1 ≤ p < ∞ and dim D < ∞, then
be an orthonormal basis for D. Thus we may write
Thus it follows that for all y ∈ E,
which implies that ΦA is WOT measurable. On the other hand, since Φ ∈ L ∞ (B (D, E) ), it follows that
). This proves the first assertion. For the second assertion, suppose Φ ∈ H ∞ (B(D, E)) and
Assume to the contrary that ΦA / ∈ H 2 s (B(E ′ , E)). Thus, there exists n 0 > 0 such that ΦA(−n 0 ) = 0. Thus for some
Then by (8), there exists a nonzero y 0 ∈ E such that
On the other hand, since Φ ∈ H ∞ (B (D, E) ), it follows from Lemma 3.6 that Φ * (n 0 ) = Φ(−n 0 ) * = 0. Thus it follows from (8) that
a contradiction. (B(D, E) ) such that Ψ(n) = Φ(n) for n < 0 and
The following basic properties can be easily derived: If D, E, and D ′ are separable complex Hilbert spaces and Φ ∈ L ∞ (B (D, E) ), then
Thus we may write S E = T zIE .
The following theorem is the fundamental result in the modern operator theory.
The Beurling-Lax-Halmos Theorem. [Beu] , [La] , [Ha1] , [FF] , [Pe] for some inner function ∆ with values in B(E ′ , E). We note that E ′ may be the zero space and ∆ need not be two-sided inner.
We however have:
) and ∆ is a two-sided inner function with values in B(E), then the following are equivalent: D) ) is such that ∆ and A are right coprime.
Proof. Let Φ ∈ L ∞ (B(D, E)) and ∆ be a two-sided inner function with values in B(E).
We now claim that ∆ and A are right coprime. To see this, suppose Ω is a common left inner divisor, with values in B(E ′ , E), of ∆ and A. Then we may write ∆ = Ω ∆ 1 and A = Ω A 1 , where
Since ∆ is two-sided inner, it follows that ∆ 1 is two-sided inner. Since Φ = ∆ 1 A * 1 , by Lemma 3.6, we have [FF] , [Pe] ), so that we may write ∆ = Θ∆ 0 for some two-sided inner function ∆ 0 with values in B(E, E ′ ). Put G := Φ * Θ. Then it follows from Lemma 3.8 that G belongs to H We recall that the factorization (b) in Lemma 3.12 is called the Douglas-Shapiro-Shields factorization of Φ ∈ L ∞ (B(D, E)) (see [DSS] , [FB] , [Fu2] ). Consequently, Lemma 3.12 says that Φ ∈ L ∞ (B(D, E)) admits a Douglas-Shapiro-Shields factorization if and only if ker H Φ * = ∆H 2 E for some two-sided inner function ∆ ∈ H ∞ (B(E)).
The following lemma will be frequently used in the sequel.
Complementing Lemma. [Ni1, p. 49, p. 53] Let Ψ ∈ H ∞ (B(E ′ , E)) with E ′ ⊆ E and dim E ′ < ∞, and let θ be a scalar inner function. Then the following are equivalent:
(a) There exists a function G in H ∞ (B(E, E ′ )) such that GΨ = θI E ′ ; (b) There exist functions Φ and Ω in H ∞ (B(E)) with Φ| E ′ = Ψ, Φ| (E⊖E ′ ) being an inner function such that ΩΦ = ΦΩ = θI E . In addition, if dim E < ∞, then (a) and (b) are equivalent to the following: (c) ess inf z∈T min ||Ψ(z)x|| : ||x|| = 1 > 0.
We recall that if Φ is a strong H 2 -function with values in B(D, E), with dim E < ∞, the local rank of Φ is defined by (cf. To understand the smallest S * E -invariant subspace containing a subset F ⊆ H 
for all x ∈ D and n = 1, 2, 3, · · · .
Proof. Observe that
for all x ∈ D and n = 1, 2, 3, · · · , which gives the result.
We then have: We give an answer to the question (21) in the below (Lemma 3.18).
For Φ ∈ L ∞ (B(D, E)), we symbolically define the kernel of Φ by 
We have:
Lemma 3.15. Let ∆ be an inner function with values in B(D, E). Put 
For the reverse inclusion, let 0 = g ∈ ker ∆ * . Then it follows that
Thus we have For the reverse inclusion, suppose that f ∈ H 2 E and f / ∈ ∆H 2 D ker ∆ * ≡ M . Write
, and hence, ||H ∆ * f || = ||∆ * f 2 || = 0, which implies that f / ∈ ker H ∆ * . We thus have that
Thus it follows from (a) that 
where f (n) is defined by
where {e n } n≥1 is an orthonormal basis for E.
Hence, {Φ} may be regarded as the set of "column" vectors φ k (in H 2 E ) of Φ, in which we may think of Φ as an infinite matrix-valued function. (26) is independent of the orthonormal basis of D.
E , then we may write g(z) = ∞ k=−∞ g(k)z k . Thus we have
which proves (27). We next claim that if f ∈ H 2 E , then (28) E * f = cl ranH [zf ] . To see this, observe that for each k = 1, 2, · · · ,
Thus, for each k = 1, 2, · · · ,
which proves (28). Let {d k } k≥1 be an orthonormal basis for D, and let φ k := Φd k . Since by (28),
which gives the result.
We introduce:
The degree of non-cyclicity, denoted by nc(F ), of F is defined by the number
We will often call nc(F ) the nc-number of F for short.
Since E * F is an invariant subspace for S * E , it follows from the Beurling-Lax-Halmos Theorem that E * F = H(∆) for some inner function ∆ with values in B(D, E). Thus nc(F ) = sup
In particular, nc(F ) ≤ dim E. We note that nc(F ) may take ∞. So it is customary to make the following conventions:
and dim E = r < ∞, then the degree of cyclicity, denoted by dc(F ), of F ⊆ H 2 E is defined by the number (cf. [VN] ) dc(F ) := r − nc(F ). In particular, if E * F = H(∆), then ∆ is two-sided inner if and only if nc(F ) = r.
The following lemma shows that an answer to the question (21) 
Proof. Suppose that ker H * Φ = ΘH
2 E ′ for some inner function Θ with values in B(E ′ , E) and E * {Φ+} = H(∆) for some inner function ∆ with values in B(E ′′ , E). Then it follows from Lemma 3.16 that
It thus follows from Lemma 3.13 that ∆H
E ′ , which implies that Θ is a left inner divisor of ∆. Thus we can write
. By the same argument as above, we also have zΘH 2 E ′ ⊆ ∆H 2 E ′′ , so that we may write zΘ = ∆∆ 2 for some inner function
. Therefore by (31), we have zI E ′ = ∆ 1 ∆ 2 , and hence by Lemma 3.5, ∆ 1 is two-sided inner. This proves (29) and in turn (30). This completes the proof.
Remark 3.19. From Lemma 3.18, we obtain several useful observations as follows.
(1) Lemma 3.18 shows that if Φ is a strong L 2 -function with value in B(D, E), then the following are equivalent:
(2) Lemma 3.18 together with Lemma 3.15(c) shows that if ∆ is an inner function with values in B(D, E) and if ∆ c is the complementary factor, with values in
(3) From Corollary 2 of [Ni1, p.47] , (6) and Lemma 3.18, we can see that if Φ is an
Mn×m , then the following are equivalent: (a) Φ is of bounded type (i.e., Φ is of entrywise bounded type); (b) ker H * Φ = ΘH 2 C n for some two-sided inner matrix function Θ; (c) nc {Φ − } = n. The equivalence (a)⇔(b) was known from [GHR] for the cases of Φ ∈ L ∞ Mn . It was also known ( [Ab, Lemma 4] 
Thus the equivalence (a)⇔(b) shows that (32) still holds for L 2 -functions.
(4) The above remark (3) together with Lemma 3.15 shows that if ∆ is an n × r inner matrix function then the following are equivalent: (a) ∆ * is of bounded type, or equivalently,∆ is of bounded type; (b) [∆, ∆ c ] is two-sided inner, where ∆ c is the complementary factor of ∆.
On the other hand, in view of Remark 3.19(4), we may ask a more general complementation: If ∆ is an n × r inner matrix function, which condition on ∆ allows us to complement ∆ to an n × (r + q) inner matrix function [∆, Ω] by aid of an n × q inner matrix function Ω ? We can give an answer to this question. In particular, ∆ is complemented to a two-sided inner function if and only if nc{∆} = n.
Proof. Suppose that [∆, Ω] is an inner matrix function for some n× q (q ≥ 1) inner matrix function Ω. Then
C p , so that ∆ c is a left inner divisor of Ω. Thus we can write Ω = ∆ c Ω 1 for some p × q inner matrix function Ω 1 .
Thus we have q ≤ p. But since by Remark 3.19(2), nc{∆} = r + p, it follows that q ≤ nc{∆} − r. For the converse, suppose that q ≤ nc{∆} − r. Then it follows from Remark 3.19(2) that the complementary factor ∆ c of ∆ is in H ∞ Mn×p for some p ≥ q. Thus if we take Ω := ∆ c | C q , then [∆, Ω] is inner.
We introduce the notion of "bounded type" for strong L 2 -functions. Recall that a matrix-valued function of bounded type was defined by a matrix whose entries are of bounded type (see p. 3). But this definition is not appropriate for operator-valued functions, in particular, strong L 2 -functions even though the terminology "entry" can be properly interpreted. Thus we need an idea of defining "bounded type" strong L 2 -functions, which is equivalent to the condition that each entry is of bounded type when the function is matrix-valued. Indeed, we get an inspiration from the equivalence (a)⇔(b) in Remark 3.19(3). On the other hand, in [FB] , it was shown that if Φ belongs to L ∞ (B (D, E) ), then Φ admits a Douglas-Shapiro-Shields factorization (see p. 17) if and only if E * {Φ+} = H(Θ) for a two-sided inner function Θ. Thus by Lemma 3.18, we can see that if Φ ∈ L ∞ (B(D, E)), then (33)Φ is of bounded type ⇐⇒ Φ admits a Douglas-Shapiro-Shields factorization.
We can prove more: 
Proof of Theorem A
In this section, we give a proof of Theorem A. To better understand a canonical decomposition of strong L 2 -functions, we first consider an example of a matrix-valued L 2 -function that does not admit a Douglas-Shapiro-Shields factorization. Suppose that θ 1 and θ 2 are coprime inner functions. Consider
where a ∈ H ∞ is such that a is not of bounded type. Then a direct calculation shows that
Since ∆ is not two-sided inner, it follows from Lemma 3.12 that Φ does not admit a Douglas-Shapiro-Shields factorization. For a decomposition of Φ, suppose that
, Ω is an inner function, and Ω and A are right coprime. We then have
. But since a is not of bounded type, it follows from (35) that the 3rd row vector of Ω is zero. Thus by (34), we must have a = 0, a contradiction. Therefore we could not get any decomposition of the form Φ = ΩA * with a 3 × k inner matrix function Ω for each k = 1, 2, 3. To get another idea, we note that ker ∆
Then by a direct manipulation, we can get
where ∆ and A are right coprime because ∆H
where f and g are given in Example 3.4, θ is inner, and a ∈ H ∞ is such that θ and a are coprime. It then follows from Lemma 3.15 that
We thus have that
By the same argument as the preceding example, we see that Φ does not admit a DouglasShapiro-Shields factorization. Observe that
Since θ and a are coprime, it follows that ∆ and A are right coprime. Note that ∆ is not two-sided inner and ker ∆ * = {0}.
The above examples (36) and (37) show that the decomposition of a matrix-valued Since Ω is inner, it follows that I E ′′ = Ω * Ω = Ω Ω * . Thus by (38), ∆ 1 = ∆ Ω * , and hence, by Lemma 3.6, ∆ 1 is inner. We now claim that
Since Ω is an inner function with values in B(E ′′ , E ′ ), we know that Ω ∈ H ∞ (B(E ′ , E ′′ )) by Lemma 3.6. Thus it follows from Corollary 3.9 and (38) that
For the reverse inclusion, by (38), we may write Φ = ∆ 1 A * 1 +B. Since 0 = ∆ * B = Ω * ∆ * 1 B, it follows that ∆ * 1 B = 0. Therefore for all f ∈ H 2 E ′′ , x ∈ D and n = 1, 2, · · · , we have
where the last equality follows from the fact that A *
Thus by Lemma 3.13, we have
E ′ , which proves (39). Thus it follows from the Beurling-Lax-Halmos Theorem and (38) that Ω is a unitary operator, and so is Ω. Therefore A and ∆ are right coprime. The assertion (iv) on the nc-number comes from Lemma 3.18. This proves the first assertion (3).
Suppose dim E ′ < ∞. For the uniqueness of the expression (3), we suppose that Φ = ∆ 1 A * 1 + B 1 = ∆ 2 A * 2 + B 2 are two canonical decompositions of Φ. We want to show that ∆ 1 = ∆ 2 , which gives
and in turn, B 1 = B 2 , which implies that the representation (3) is unique. To prove ∆ 1 = ∆ 2 , it suffices to show that if Φ = ∆A * + B is a canonical decomposition of Φ, then
Thus it follows from Remark 3.19(1) that ker H * Φ = {0} = ∆H 2 E ′ , which proves (40). If instead E ′ = {0}, then we suppose r := dim E ′ < ∞. Thus, we may assume that E ′ ≡ C r , so that ∆ is an inner function with values in B(C r , E).
r )) such that ∆ and A are right coprime;
(ii) B is a strong L 2 -function with values in B(D, E) such that ∆ * B = 0; (iii) nc{Φ + } ≤ r. We first claim that
Observe that for each g ∈ H 2 C r , x ∈ D and k = 1, 2, 3, · · · ,
It thus follows from Lemma 3.13 that ∆H 
Thus we may assume
C p , it follows that Θ is left inner divisor of ∆, i.e., there exists a p × r inner matrix function ∆ 1 such that ∆ = Θ∆ 1 . Since ∆ 1 is inner, it follows that r ≤ p. But since by (42), p ≤ r, we must have r = p, which implies that ∆ 1 is two-sided inner. Thus we have
Since ker H * Φ = ΘH 2 C r , it follows from Lemma 3.13 and (44) that for all f ∈ H 2 C r , x ∈ D and n = 1, 2, · · · ,
). Thus by Lemma 3.11, Lemma 3.13 and (45), we haveΨ ∈ H 2 s (B(D, C r )). Since A = ∆ 1Ψ , it follows that ∆ 1 is a common left inner divisor of ∆ and A. But since ∆ and A are right coprime, it follows that ∆ 1 is a unitary matrix, and so is ∆ 1 , which proves (40). This proves the uniqueness of the expression (3) when dim E ′ < ∞. This completes the proof. 
This proves the first assertion. The second assertion follows at once from the facts that nc{Φ + } = dim E ′ < ∞ (by Lemma 3.18) and nc{∆} = dim E ′ + dim D ′ (by Remark 3.19(2)).
The following corollary is an extension of Lemma 3.12 (the Douglas-Shapiro-Shields factorization) to strong L 2 -functions. 
