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While enrolling in a college for a degree is still considered to be more of the expectation
than the rule in households across the United States it is facing public criticism regarding its
overall cost versus long-term benefits. This has prompted researchers to reevaluate practices in
higher education to determine ways in which post-secondary institutions can improve their
overall outcomes. In part, research indicates that this should include revisions to assessment,
evaluation, and research (AER) practices. Currently, higher education faces many challenges
associated with rigorous AER practices, which include an institutional focus on accountability
measures, organizational challenges, and difficulties in operationally defining and measuring
constantly changing definition for students, faculty, and higher education. These challenges have
forced higher education to move away from rigorous quantitative designs that show causality.
Additionally, higher education’s focus on large N research struggles to capture the unique
identities and experiences of today’s college campus, which also poses challenges for the use of
AER by practitioners across academic and student affairs. At present, new approaches to AER
must be considered. The purpose of the current study was to propose and investigate one
potential way to supplement large N AER with the use of single-subject research design (SSRD).

Using visual analysis and the calculation of effect sizes with nonoverlap of all pairs (NAP),
archival data from a unique behavioral program in a post-secondary transition program located at
a land-grant institution in the southeastern United States was evaluated to determine if its
implementation reduced student referrals at the program (N =25) and cohort level between Fall
2019 to Spring 2020. Results indicated that the behavioral program was most effective at the
program level but had variable results at the cohort level. These results indicate that SSRD can
be an effective approach to AER practices in higher education and would adequately supplement
and potentially inform further large N research with its ability address to assess smaller
populations.
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CHAPTER I
INTRODUCTION
The topic of assessment, evaluation, and research (AER) in higher education is not new.
In fact, it has existed for decades in collegiate learning, models and taxonomies of outcomes,
student growth and development studies of college experience, and program evaluation (Ewell,
2002). In the mid-1980’s, however, calls for improved assessment and accountability in higher
education sparked the “assessment movement” (Ewell, 2009), significantly increasing the
number of accountability and improvement measures utilized on college campuses. Today, under
the guise of demonstrating institutional effectiveness, most colleges and universities spend
hundreds of thousands of dollars, annually, to cover the cost of assessments used throughout
campus (Cooper & Terrell, 2013).
While the number of assessment practices have increased, higher education has received
criticism regarding its high costs, low graduation rates, lack of accountability, administrative
bloat, faculty inefficiency, and its lack of solutions to address these issues (Hersh & Keeling,
2013). Additionally, the deficit between the growing number of assessment options and positive
outcomes suggests the need to identify and address relevant factors that contribute to higher
education’s challenge of improving upon itself.
In part, lack of positive outcomes may also be due to higher education’s continued
struggle with determining if assessment’s purpose is for improvement or accountability. While
both serve a much-needed purpose in higher learning institutions, a recent study by Jaschik and
1

Lederman (2020) found almost a third of chief academic officers thought assessment was
intended for the appeasement of politicians and accreditors as opposed to the improvement of
teaching and learning. Additionally, a fifth of respondents did not agree that systems of
assessment led to improvements. This is not surprising, as universities tend to prioritize
accountability measures (Ewell, 2009), as remaining accountable has been steadily shaped over
the years through higher education’s relationship with the federal government (Thelin, 2011).
This relationship and its ties to accountability are likely best exemplified by the Higher
Education Act of 1965, which was the impetus for student financial aid (Higher Education
Amendments, 1985). This tie to the federal government contributes to the $1.75 trillion currently
owed by student borrowers (Hanson, 2021), which has left higher education dependent on
federal money. It has also opened a door for an accountability relationship between higher
education and the federal government, with many federal policies and procedures (e.g., Title IX)
requiring compliance to continue receiving federal funding (Cantor et al., 2020).
Still, even if higher education were to focus on assessing for improvement of student
outcomes, its approach to implementing and assessing AER practices is impeded by its
organizational makeup and governing policies and procedures. For one, the intersection of higher
education’s bureaucratic (e.g., administration) and collegial (e.g., faculty) structures (Manning,
2018) require personnel who are hired to implement and evaluate policies and procedures to
collaborate with faculty, who value academic freedom or the concept of providing “protected
space” for teaching and research (Kolodny, 2008). This provides administrative challenges in
implementing evidence-based AER practices, as it can be difficult to mandate faculty’s use of
instructional practices and strategies, even if they have shown to be effective. Its physical
structure further complicates AER implementation, as its typical framework creates isolated
2

departments and programs (i.e., silo effect); limiting contact and communication between
professionals, and knowledge of how each stakeholder plays a role in the success of students
(Savoca & Bishop, 2020). Yet, prior to even implementing evidence-based AER practices,
decision-making can be impeded by an institution’s cultural and political makeup, as the back
and forth between bureaucratic and collegial structures slow down and transform the process of
determining what AER practices are used into more of a negotiated settlement versus an
objective process that is based on data (Manning, 2018).
Regardless of the topic surrounding AER, the fact is that progress toward improved
student outcomes has been slow, as accountability and improvement measures like Title IX
(Cantor et al, 2020) and graduation rates (ACT Inc, 2016) remain major issues on campus. And
while enrollment and public discontent continue to grow (Arum & Roksa, 2011, 2014), higher
education finds itself facing decreases in funding (Mitchell et al., 2017) and impending decreases
in enrollment (Hoover, 2020), suggesting that higher education’s window to adapt its AER
practices, and the money to do so, is running out. This makes the need for change in higher
education more of a necessity now than it ever has been before.
Theoretical Framework
Higher education has grappled for decades with whether assessment exists to provide
evidence of accountability or improvement (Ewell, 2009), with priority given to accountability
assessment. This may be part of the reason why post-secondary education faces criticism for not
improving student outcomes (Cox et al., 2017). Higher education’s lack of focus on assessment
improvement is understandable, however, as priority is given to accountability measures that
look to meet a criterion, which does not necessarily ensure that an outcome has improved (Ewell,
2009).
3

Higher education has multiple programs and initiatives based on accountability,
highlighting this very notion. Title IX, for example, holds higher education accountable for
gender discrimination (Title IX of the Education Amendments, 2018). Yet, while this policy has
improved women’s participation in college sports since its passage from 30,000 to 216,378 in
2018 (National Collegiate Athletic Association [NCAA], 2011; NCAA.org, 2018), a survey
indicated that requiring institutional accountability for Title IX had not been successful in
decreasing cases of sexual misconduct. More specifically, as of the spring semester of 2019,
26.4% of undergraduate students had encountered nonconsensual sexual contact, an increase of
3% from 2015 (Cantor et al., 2020).
This should not be interpreted to mean that there are not AER practices aimed for
improvement in higher education, but often initiatives with this focus are happening on a smaller
scale (Hersh & Keeling, 2013) or are being superficially addressed (Ewell, 2009), which is likely
to contribute to poorer student outcomes like low graduation rates (ACT Inc., 2016). This is due,
in part, to the fact that higher education’s attempts at improving student success outcomes have
been met with difficulties in defining the experience of an increasingly complex and diverse
student body. To accomplish this, student success models have begun to narrow their focus on
specific variables to recognize the diverse nature of the student body, which has made it more
difficult for researchers to frame research questions, isolate and measure specific variables
(Mayhew et al., 2016), and develop operational definitions for components of a specific model
(Kuh et al., 2007). Still, assessing student success research is necessary in higher education to
determine relevant factors associated with positive student outcomes.
As such, Mayhew et al. (2016) outlined multiple quantitative assessment, evaluation, and
research methods that are commonly used in higher education but indicated that many of them
4

lack the rigor needed to effectively determine evidence-based practices. For example, the gold
standard for rigorous quantitative methods in higher education is experimental designs that
include control and experimental groups or longitudinal designs because the treatment can be
isolated, and a causal relationship can be determined. Unfortunately, these designs are typically
not realistic to utilize in a college setting because withholding a treatment could be unethical,
unrealistic, and often expensive (Mayhew et al. 2016). Mayhew et al. (2016) also noted the use
of cross-sectional studies, like surveys, are widely used; however, research indicates that selfreport surveys may be accurate in reporting current knowledge but are inaccurate at reporting
changes over time (Sitzman et al., 2010). This often leads higher education to use less rigorous,
quasi-experimental designs, which attempt to replicate an experiment when randomization is not
possible (Mayhew et al., 2016).
These challenges have resulted in higher education’s production of less evidence-based
practices. What Works Clearing House (WWC), an initiative that systematically peer reviews the
quality of programs and interventions (WWC, 2022), indicated a low number of high-quality
programs, practices, and procedures available for higher education administrators and
practitioners to choose from. In fact, based on WWC numbers, higher education had a total 13
interventions that showed positive effects on educational outcomes versus the K-12 system,
which had a total of 95 available.
Given the struggles with finding a rigorous experimental design to develop evidencebased practices, higher education must begin investigating alternative ways to increase their
measures of success. One viable option is single-subject research design (SSRD). With a similar
structure to correlational research, participant(s) in SSRDs act as their own control and do not
require a comparison group (Kratochwill et al., 2010). Additionally, this design can show
5

causality with a small number of participants (Smith & Little, 2018). These aspects of SSRD
address higher education’s difficulties in creating experimental and control groups and defining
and isolating variables in large N studies. Moreover, studying a smaller number of participants
reduces the cost of studies and the strain on resources that are typically needed to run a largescale experiment, without compromising rigor of the design and associated findings.
While many studies dismiss small n research (Smith & Little, 2018), the success SSRD
has had in creating evidence-based practices should not be in doubt, as fields like psychology
(Smith & Little, 2018), Applied Behavior Analysis (Roane et al., 2016), and vision science
(Ross, 2009) have found success in its use. Yet, the most promising evidence of single-subject
working in higher education comes from Organizational Behavior Management (OBM).
Considered a subset of Applied Behavior Analysis, OBM utilizes single-subject design to
demonstrate robust effects in workplace settings by modifying experimental designs to meet the
environmental conditions of businesses and organizations (Erath et al., 2021).
With published research in settings like restaurants (Downing et al., 2018), retail stores
(Smith & Wilder, 2018), and human service settings (Griffen et al., 2019), OBM may offer a
model for higher education that guides its approach to evaluating a constantly evolving and
diverse campus. In fact, OBM has even been applied to studies in college settings, focusing on
such topics as the provision of effective feedback (Tittelbach et al., 2007; Wilk & Redmon,
1998) and identifying components of an autism program that were effective in increasing social
engagement in college students (Fairchild et al., 2020).
Statement of Purpose
While some scholarship using SSRD exists within higher education, it has yet to be
leveraged in educational leadership. Additionally, with so few studies using this design in post6

secondary education there is much to learn about its utility, fit, and practicality within
assessment, evaluation, and research practices on college campuses. This study specifically looks
to begin that journey by examining the use of single-subject design to measure the effectiveness
of a college program initiative. More specifically, this study will be examining the SSRD
methodology’s ability to inform staff and administration on the effectiveness of an initiative at
the student cohort (freshmen, sophomore, junior, senior) and program level.
Research Questions
For the purposes of this study, SSRD was used to investigate the effectiveness of the
Student, Adult, Friend, and Employee program (S.A.F.E.), a higher education unit’s uniquely
designed behavior program. The research questions were: (1) Is there a functional relation
between the implementation of S.A.F.E. and the reduction in behavioral referrals at the cohort
level? And (2) Is there a functional relation between the implementation of S.A.F.E. and the
reduction in behavioral referrals at the program level?
Significance of the Study
This study provides one example of the use of a SSRD in higher education and the
beginning of a blueprint for its implementation in daily practice. The study has implications for
introducing higher education researchers and practitioners to an additional innovative, rigorous
experimental design that addresses many of the challenges currently impeding effective
assessment, evaluation, and research practices. Results from this study will inform researchers of
an alternative method for developing evidence-based practices in higher education, and it will
also provide higher education practitioners with a way to assess smaller N populations or
programs on their campuses. This example also highlights the utility of SSRD in providing
7

researchers a way in which to answer questions regarding who interventions are effective for and
under what circumstances those interventions are effective. Moreover, by providing real-time
analysis of interventions in practice, SSRD can provide an approach to AER that is sensitive to
change; allowing practitioners and researchers the ability to more quickly adapt when
interventions are ineffective for particular populations or contexts in higher education. Its userfriendly design offers administrators and practitioners an effective method for making informed,
data-based decisions in real time, thus improving their competency in AER practices and the
effectiveness and efficiency of how classrooms, programs, departments, and even entire
universities are run.
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CHAPTER II
LITERATURE REVIEW
Higher education faces an increasing number of challenges in today’s constantly
changing world. Increases in diversity and enrollment are being met with criticism regarding
high costs, low graduation rates, lack of accountability, administrative bloat, faculty inefficiency
(Hersh & Keeling, 2013), increases in tuition (Dickler, 2021) and eroding confidence in the
value of a college degree (Arum & Roksa, 2011, 2014). These factors, compounded with the
recent COVID-19 pandemic and racial awakening sparked by the reported murders of Ahmaud
Arbery, Breonna Taylor, and George Floyd, have ignited a growing call for greater
accountability, along with equitable access, and improved retention and graduation rates for
students in higher education (Hong & Maloney, 2020).
Unfortunately, with increases in tuition, these poorer outcomes leave Americans to face
the difficult challenge of determining the value of higher learning in America. It also places
scholars interested in college and its influence on students in a position to decouple the once
strongly held belief that participation in higher education is the primary means for learning and
social mobility and begin to question the goals of higher learning itself. Is learning about making
money? Why is it important, if it is not for financial gain (Mayhew et al., 2016)? Regardless,
these complexities and challenges have put pressure on colleges and universities to show the
American people, and the world, that a college degree is a worthy investment for their futures
(Mayhew et al., 2016).
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To improve accountability and outcomes higher education institutions must look to their
AER practices. While AER in higher education has existed for decades in the form of collegiate
learning, models and taxonomies of outcomes, student growth and development studies of
college experience, and program evaluation (Ewell, 2002), it really began to pick up traction in
the mid-1980’s when there was a call for greater curricular coherence, the use of more effective
pedagogies (Chickering & Gamson, 1987), and increased knowledge about student outcomes and
experiences (Ewell, 2002). Yet, the “assessment movement[’s]” impact in addressing these
issues was limited, as they remain prominent issues on campus today (Ewell, 2009).
Considering the calls for improvements in higher education’s outcomes, conversations
have centered around the need to create cultures of evidence that would improve data collection
and institutional accountability (Hersh & Keeling, 2103). This is easier said than done. Still, with
the growing number of complexities that surround higher education, part of the solution to this
problem needs to include the addition of new AER approaches to assist in the development
evidence-based practices in higher education. This is necessary as Mayhew et al. (2016)
suggested scholars refrain from avoiding outcomes that were once thought to be irrelevant. Hong
& Moloney (2020) echoed this sentiment and suggested now is the time for higher education to
deeply reflect, deconstruct, and intentionally rebuild its assessment practices to better align with
the world in which we live and the learners we serve.
While there are many institutions answering the call to improve their AER culture and
practices, most have only accomplished this on a smaller scale and have not achieved systematic
or systemic change (Hersh & Keeling, 2013). Additionally, many institutions claim to be
utilizing assessment data to make decisions but are superficially answering the external calls for
accountability by spending hundreds of thousands of dollars, annually, to cover the cost of
10

assessments that are intended to demonstrate institutional effectiveness (Cooper & Terrell,
2013). Yet, despite the money spent, the approach to identifying relevant data and AER practices
that effectively inform decision making in higher education need to improve.
For example, a large study by Cox et al. (2017) collected empirical data from 114 senior
administrators and 8,847 first-year students at 57 institutions across five different states to
examine the extent to which institutional assessment and data-driven decision-making (DDDM)
shape first year student experiences. In this sample, almost every school reported regularly
collecting a form of assessment data, and more than half indicated that they were using that data
to inform decision making about personnel, course, programs, and/or resource allocation. Yet
while a high number of schools reported collecting assessment data and using it to make
decisions, Cox et al., (2017) found no relationship between these universities policies and data
collection procedures and the first-year student experiences and outcomes they were measuring.
This suggests a disconnect between DDDM and its intended purpose in higher education.
Challenges Associated with Assessment, Evaluation, and Research in Higher Education
Insufficient approaches to AER, and the lack of positive outcomes that have resulted, call
into question higher education’s internal approach to assessment. However, understanding the
context and structure of higher education institutions, and the barriers and challenges they face in
assessment, evaluation, and research are a necessary first step in improving these practices on
campus.
Focus on Accountability vs. Improvement
One factor that has contributed to higher education’s challenges with assessment,
evaluation, and research is its primary focus on accountability versus improvement. While the
11

“assessment movement” started, in part, due to calls for improvement in higher education
practices, it was also fed by government bodies looking to demonstrate a return on their
investment (Ewell, 2009). Not surprisingly, when institutions are faced with showing
accountability versus improvement, accountability generally wins (Ewell, 2009).
History of Accountability in Higher Education
Higher education’s focus on accountability should not be so surprising though, as history
has played a major part in shaping its current focus on accountability in the United States. This
has largely evolved throughout the years as higher education has responded to the needs of the
country. One early, and very prominent, development of accountability to the United States
government was the Morrill Land Grant of 1862. As America adjusted to the post-Revolutionary
War era, independence eventually made it necessary for the American government to begin
educating settlers to further develop lands in the West. President Lincoln was the first to address
this by signing into law the Morrill Land Grant of 1862, which redefined higher education’s
curriculum by funding programs in “useful arts” such as agriculture, mechanics, mining, and
military instruction. Additionally, this act made higher education more accessible, as it was
offered to anyone who was willing to develop land in America (Thelin, 2011). As a result of this
public system, a relationship of accountability was created between the federal government and
American higher education.
The accountability of higher education to the federal government only grew with the
Morrill Land Grant Act of 1890 by drawing the Department of Agriculture, Interior, and War
into a close working partnership with land-grant institutions (Thelin, 2011). While this act
brought resources to universities, it also increased the accountability of land-grant institutions, as
they were provided deadlines to deliver goods and services requested by the federal government.
12

This, however, also created tension as the source of funding for specific initiatives from the
government were not always clear for land-grant institutions operating on a thin budget,
prompting state universities and their legislators to begin considering annual state appropriations
for the first time (Thelin, 2011).
Still, while these early examples certainly created a relationship of accountability
between higher education and the federal government, it was the Serviceman’s Readjustment Act
of 1944, or Montgomery G.I. Bill, that cemented the partnership between the government and
post-secondary education. This federal initiative significantly increased enrollment and the
number of federal dollars flowing into higher education. More specifically, while it was
underestimated that only 7-12% of veterans planned to return to school, a total of 2,232,000
veterans ultimately used the G.I. Bill’s benefits. This included over one million G.I.’s on campus
by the 1947-48 school year (Olson, 1973). Subsequently, post-World War II, colleges within the
United States reported a 75% increase in enrollment. Additionally, the number of universities
reporting over 20,000 students grew from 10 to 55 between 1948 and 1967, with more than 60
additional universities reporting over 10,000 students for the first time during that same period
(Olson, 1973).
The increase in enrollment and federal dollars from the G.I. Bill ultimately made higher
education more of the expectation than the exception, but greater accessibility did not necessarily
mean greater equality. By 1965, the federal government was faced with racial inequality and the
desegregation of schools. As a result, the Higher Education Act (HEA) of 1965 was passed to
provide access to college for deserving low-income students (Keppel, 1987), which subsequently
also provided a backdoor for the federal government to begin regulating higher education by
providing a steady stream of federal dollars to students who attended post-secondary education.
13

This was accomplished by providing low interest loans to assist people in paying tuition.
As such, the HEA of 1965 authorized $1.1 billion total for the first fiscal year of 1966 with 32%
of the funds authorized for student aid (Higher Education Amendments, 1985). While small to
start, the amount of funding quickly grew. By the reauthorization in 1992, HEA had 97% of its
funds allocated to student aid (College Board, 1992), with almost a $10 billion increase in
student borrowing between 1993 and 1995 (Gladieux & Hauptman, 1995). Today, student loan
debt is growing six times faster than the nation’s economy with a total of 43.2 million student
borrowers in debt by an average of $39, 351 for a total of $1.75 trillion owed (Hanson, 2021),
highlighting the vast amount of federal money that flows through the higher education system.
Impact of Accountability Assessment on Institutional and Student Outcomes
This growing debt of federal financial aid solidifies the dilemma Americans face in
determining the value of higher learning but also places higher education institutions in a
position where they are financially dependent on the federal government. As such, higher
education is held accountable for complying with governmental rules and regulations to continue
receiving federal funding. And while accountability and oversight are beneficial, it has inhibited
higher education’s ability to refine or explore AER practices that promote evidence-based
practices by requiring institutions to focus on documenting compliance with government policies
and procedures that provide them access to federal funding. Yet this compliance places a cap on
the development of effective practices, as institutions are not incentivized to go above and
beyond meeting the minimum standard needed to continue receiving funding.
One prime example of this would be higher education’s compliance with the Americans
with Disabilities Act (ADA), now the Americans with Disabilities Act Amendments Act
(ADAAA), and the Vocational Rehabilitation Act of 1973, Section E of 504. Based on the
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National Center for Education Statistics (2021) a total of 19% of undergraduate students reported
having a disability during the 2015-16 school year. Yet regardless of the number of students and
its cost, higher education is bound by federal policy to accommodate these students’ disabilities
to continue receiving federal funding (Office of Civil Rights [OCR], 2020).
Subsequently, institutions are forced to find the balance between remaining accountable
and fiscally responsible. This perhaps explains that while over 70 years have passed, the list of
accommodations available to students in higher education today look very similar to those
described in an American Council on Education report published after World War II (OCR,
2020; Strom, 1950). It may also explain why data from large-scale studies indicate that students
with disabilities are less likely to persist in, and successfully complete, a higher education
program than their peers without disabilities (Lee et al., 2015; Newman et al., 2011).
Additionally, only 28.2% of college students with a disability and a bachelor’s degree are
currently employed versus 75.5% of college graduates without a disability (U.S. Bureau of Labor
Statistics, 2020).
Title IX is another example of an accountability initiative upheld by the Department of
Education (DOE) through the OCR (Title IX of the Education Amendments, 2018). Title IX
indicates that “no person in the United States shall, on the basis of sex, be excluded from
participation in, be denied the benefits of, or be subjected to discrimination under any education
program or activity receiving federal financial assistance” (Title IX of the Education
Amendments, 2018, p.17).
While maintaining accountability with Title IX’s policy has improved women’s
participation in college sports, as the number of women athletes have increased since its passage
from 30,000 to 216,378 in 2018 (NCAA, 2011; NCAA, 2018), cases of sexual misconduct on
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campus, another major responsibility of the policy, have not improved. Currently, one in five
females report being sexually violated during their time in college; a number that has remained
consistent across time (Anderson & Clement, 2015). Additionally, the Association of American
Universities and Westat conducted a survey across 33 different universities, which indicated that
as of the spring semester of 2019, 26.4% of undergraduate students had encountered
nonconsensual sexual contact, an increase of 3% from 2015. For graduate students, 10.8%
reported nonconsensual sexual contact, up 2.4% from 2015, with 24% reporting faculty as the
perpetrator (Cantor et al., 2020).
Challenges for AER within Higher Education Organization and Governance
Higher education’s responsibilities to remain accountable to the federal government and
other agencies who provide funding are vast and overwhelming; however, colleges and
universities also have responsibilities to educate students, conduct research, and run the business
side of higher learning; just to name a few. And even if researchers or practitioners are
attempting to focus on improvement, as opposed to solely accountability, implementing
evidence-based AER practices in higher education can be difficult. In part, these difficulties have
to do with higher education’s organizational makeup.
Understanding the difficulties in implementing AER practices start with recognizing the
complex dynamics created by the intersection of higher education’s two most common
organizational models, bureaucracy (i.e., administration) and collegium (i.e., faculty; Manning,
2018). To begin, the bureaucratic model of higher education focuses on standardized operating
procedures and efficiency, as its pyramid-shaped structure is used to classify majors, degrees,
and certificates for students, as well as operate a budget, maintain accountability to governmental
agencies, and resolve inefficiencies through restructuring and re-engineering (Manning, 2018).
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Through this model, higher education also forms its administration, focuses on growth, develops,
and adds new majors, and develops new forms of teaching (Manning, 2018).
In contrast to that, the collegial model is arranged in a flat structure that is often
visualized as a circle. This model lacks the authority and close supervision of a hierarchy and
stresses autonomy and independence (Manning, 2018). As such, the collegial structure is
intended to provide faculty with the necessary time to teach and conduct research without
administrative responsibilities, while it is left to administrators to build the organization and set
goals through bureaucracy (Manning, 2018).
It is within the contrast of these two structural models, that challenges with the
assessment and implementation of new policies or procedures arise. Where bureaucracy views
employees as cogs in a wheel (Ferguson, 1985), collegium is defined as fluid in its structural
makeup (Alpert, 1985; Birnbaum, 1991). Additionally, while a bureaucratic organization is
designed to implement and evaluate policies and procedures, higher education requires
administration to collaborate with faculty, who value academic freedom or the concept of
providing “protected space” for teaching and research (Kolodny, 2008). This results in
administrative challenges of determining what new rules or regulations, such as those related to
assessment for improvement or implementation of effective instructional strategies, can be
mandated of faculty.
Additionally, higher education AER practices must contend with the isolated nature of
different departments and programs that operate within the large organization. Referred to as the
silo-effect, this isolation often creates challenges of limited contact and communication, and
knowledge of how each stakeholder plays a role in the success of students (Savoca & Bishop,
2020). These divisions also result in inefficiency, duplication of services, and limited ability to
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see changes that occur on a larger scale, which impacts timely organization and adaptation (Kuh
et al., 2006). As such, university mandate required of staff and faculty necessitates an exorbitant
amount of time and administrative resources in order to communicate, train, and monitor the
appropriate implementation of those policies and procedures (Kuh, et al., 2006).
Yet, even coming to a consensus on what AER practices to use proves to be challenging
in higher education, as the convergence of both bureaucratic and collegial models can complicate
the decision-making process. For example, while the president and their staff are responsible for
a wide range of major decisions (Baldridge, 1971), no one group makes all the decisions all the
time in higher education. In fact, it is most typical for faculty to control the curriculum, the
president and vice presidents to control the budget, and trustees to control the strategic direction
of the institution (Manning, 2018).
Adding further complexity, higher education’s decision-making process allows members
to fluidly participate, meaning that decision-makers for any one topic often depend on interest
and the amount of time people are willing to invest (Kroeger, 2014). This is especially true of
faculty, who emphasize the right to exercise one’s voice and intervene at any stage in the
decision-making process. As a result, administrators, faculty leaders, and other members are
often left to plan for a prolonged debate before any progress is made (Manning, 2018).
So, as movements like “Me Too” and “Black Lives Matter” act as cues for administration
to consider addressing issues, it is often not up to just administrators to determine the best way in
which to move forward. Nor is it up to any one faction of the university to do so without the
input of other parties. This slows down higher education’s decision-making process (Manning,
2018), but also calls into question who makes the decision on what is and is not effective. While
societal events or subcultures of the university may push the need for higher education to address
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specific issues (e.g., social justice, curriculum) the decision-making process does not necessarily
guarantee that the institution chooses to address an issue in a way that is evidence-based; rather
they may makes decisions to address issues based on political advantage, institutional survival,
or financial, social, and political pressures (March & Olsen, 1984; Selznick, 1957; Zucker,
1987).
Manning (2018) indicates that power, scarcity of resources, and interpersonal
relationships also play a part in the decision-making process in higher education, suggesting that
decisions are also made based on compromise versus supporting evidence. In fact, while
rationality is the assumed basis for decision making in higher education, from a political
perspective it is assumed that “political constraints can seriously undermine attempts to arrive at
rational decisions” (Baldridge et al., 1978, p. 36) let alone evidence-based ones.
With the exponential growth of higher education, cultural components of both higher
education personnel and students must also be considered. Sufficient development of evidencebased practices makes it almost impossible for culture to be considered from any single lens
(Manning, 2018). As various stakeholders (e.g., faculty, administrators, students, alumnae,
legislators) operate from multiple lenses that are shaped by various identities, including gender,
ethnicity, social class, sexual orientation, and age (Bess & Dee, 2008), each hold conflicting
values and assumptions (Manning, 2018). This leave much to be considered when developing,
evaluating, and implementing effective practices.
Assessment, Evaluation, and Research Practices for Improvement
While higher education continues to grow in its enrollment, diversification, roles, and
responsibilities, it also continues to experience issues regarding student loan debt, sexual
misconduct, and approaches to supporting different subcultures of students (e.g., minoritized
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populations, student with disabilities). In addition, higher education also faces continued debate
on how to best improve student retention, persistence, and graduation (Adelman, 1999; Braxton
& Hirschy, 2005; Marsh, 2014; Seidman, 2005) for a widely diverse population of students, as
these variables broadly represent student success and remain fundamental for every institution
(Manyanga et al., 2017).
In response higher education has focused heavily on trying to capture the student
experience and frame student success for effective implementation of AER practices. On today’s
campus, however, researchers are faced with a constant evolution in how to define and measure
success for students that are shaped by multiple identities (Bess & Dee, 2008) and cannot be
singularly defined or categorized. As a result, these often-intersecting variables have made the
process of validly measuring student success, and subsequently student improvement, more
challenging, as it has become harder to isolate single variables in an increasingly diverse pool of
students.
Student Success Models
Higher education’s approach to measuring student success resides in the
conceptualization of student success models. This approach attempts to capture student
experiences and success for isolated groups but has yet to produce a model that is comprehensive
in its explanation of student success across all groups (Kuh et al., 2007). Still, there has been a
great deal of growth in what defines a student and contributes to their success in higher
education. In the 1930’s, for example, models were simplistic and singularly focused on college
size and the time it takes to complete a degree (McNeely, 1937). Yet they started becoming more
complex as research began to identify additional variables related to student success.
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To start, higher education first developed two main conceptual models that were used
primarily between the 1970s and the turn of the century (Manyanga et al., 2017). More
specifically, these models were the Student Attrition Model (Bean, 1980, 1990) and Student
Integration Models (Tinto, 1975, 1993), which primarily differentiated themselves by the relative
importance that external factors played in student success (Manyanga et al., 2017).
Student Attrition Models like Bean’s (1980, 1990) specifically looked at student
intention, motivations, experiences, and external factors to determine why students persisted or
dropped out of college. Based on industrial worker turnover, Bean’s model identified external
factors like a lack of financial resources, having a significant other not enrolled in the same
college, employment obligations, and familial responsibilities as potential reasons for leaving the
university. In contrast, Student Integration Models, like Tinto (1975, 1993), focused on factors
internal to the university like students’ academic challenges, fit within the institution, and failure
to reach educational or occupational goals as reasons why students leave.
Astin’s (1993) Input, Environment, Outcome (IEO) framework deconstructed the college
experience into three categories: inputs (e.g., demographics, academic preparedness),
environments (e.g., institutional climates, educational experiences), and outputs (e.g., attitudes,
aptitudes, and behaviors). In another example, Rendon (1994) developed Validation Theory,
which was later revised by Rendon and Munoz (2011). This theory recognizes both academic
and interpersonal validation can lead to increased confidence in one’s ability to learn, increase
self-worth, and strengthen the belief that they have the something to offer the academic
community.
Tinto’s (1993) model, which is still one of the most researched and widely used models
in higher education, focuses on three distinct phases for a student: separating from communities
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of the past, transitions between high school and college, and the incorporation into the society of
the college. Yet, despite its popularity, Tinto’s theory only has modest empirical support, as one
meta-analysis found only 8 of 11 multi-institutional studies could provide support for the
relationship between academic integration and persistence (Kuh et al., 2007). Additionally, Xu
and Weber (2018) indicated Tinto’s model failed to consider the role of finance and other
external factors occurring outside the institution. They concluded student retention consisted of
peer interaction, intellectual growth, learning environment, academic quality, ability to pay,
informal academic engagement, and participation in campus events (Xu & Weber, 2018).
Interestingly, Xu and Weber’s (2018) research also found factors that influenced retention are
different for white and Black students.
Additionally, Hurtado et al. (1998, 1999, 2012) who developed the Diverse Learning
Environments Model, which focused specifically on student outcomes. This model specifically
identified five levels of context that influence student outcomes, which include socio-historical,
policy, community, and external commitments, institutional, classroom and co-curricular
learning environments. The specific outcomes included in this model focus on habits for lifelong
learning, values, skills, knowledge for a multicultural society, and retention and achievement
(Hurtado et al., 2012).
Although there are many more student success models in today’s literature, the question
remains as to how these models are evaluated. So, instead of asking whether one model can be
created that comprehensively explains the student experience, maybe it is more appropriate to
ask how a proposed model is currently evaluated to determine whether its components impact
student success. For example, Xu and Webber (2018) suggested revisions to Tinto’s (1993)
model and proposed a multitude of factors related to student retention; also noting differences
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between white and Black students. Yet, while this conclusion seems prolific, the authors’ call for
revisions came after just one study that analyzed relevant factors using survey data of 735
student at an urban public university (Xu & Webber, 2018).
While survey data are commonly used in higher education, the reliance on its results
seem to relate back to Cooper and Terrell (2013) who suggested that while institutions claim to
be utilizing assessment data to make decisions, most are superficially accomplishing this.
Additionally, Mayhew et al. (2016) indicated that self-report surveys do not sufficiently measure
student outcomes. In fact, Yu Li et al. (2020) indicated survey data used alone, poorly predict
student success and only moderately improves the prediction when used in conjunction with
other data. A meta-analytic review also suggested that while people may be somewhat accurate
in reporting their current knowledge, they are highly inaccurate at reporting changes over time
(Sitzman et al., 2010).
This approach to evaluating a student success model highlights the challenge researchers
and practitioners face, as determining how to draw casual conclusions regarding what factors
(e.g., type of institution, no college, honors programs, etc.) of higher education led to differences
between students is difficult (Mayhew et al., 2016). Still, it is crucial to find solutions to this
challenge, as it provides answers to questions about the value of a college degree. Additionally,
continued research provides guidance on effective programming that helps students obtain that
degree.
Quantitative Methods in Higher Education’s Assessment, Evaluation, and Research
The fact remains that as these models begin to recognize the diverse nature of the student
body, their narrower focus on specific variables makes it more difficult for researchers to frame
research questions and isolate specific variables. Additionally, these models exemplify how the
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evolving definitions of higher education, faculty, and students have begun to create
complications with measurement (Mayhew et al., 2016) and the development of operational
definitions for the components of specific models (Kuh et al., 2007). Still, assessing student
success requires higher education to conduct research so relevant factors associated with positive
student outcomes can be identified.
Mayhew et al. (2016) reviewed ways in which higher education conducts quantitative
research and indicated one of the most ideal ways to measure student success is with designs that
establish causality. For example, experimental designs that randomly assign students to either a
“treatment” or “control” group are preferred, as the effect of the treatment can be isolated,
established, and a casual conclusion can be made. Longitudinal designs are also considered
causal, as changes in an outcome are evaluated over an extended period using the same students
(Mayhew et al. 2016). However, these designs are typically not realistic to utilize in a college
setting because withholding a treatment could be considered unethical. Additionally, effectively
randomizing a treatment and control group may not be feasible due to difficulties with creating
equal groups or keeping students separate on a college campus as an experiment is running
(Mayhew et al., 2016). Lastly, longitudinal designs require a great deal of resources for data
collection, as researchers must track the same students over a long period of time (Mayhew et al.,
2016).
A way higher education research has avoided issues with tracking longitudinal data has
been to conduct single cross-sectional assessments, meaning the study has no pre-test (Mayhew
et al., 2016). This design is often used, and is less problematic, for college satisfaction or
perception of campus climate surveys, but it presents larger concerns for questionnaires that may
look to measure changes in cognitive, attitudinal, or psychosocial outcomes (Mayhew et al.
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2016). Additionally, while self-report surveys are popular and often viewed as though they
reflect changes in student outcomes (Gonyea & Miller, 2011), there is a significant amount of
evidence that indicates this is not the case (Mayhew et al., 2016). For example, Bowman (2010)
evaluated questionnaire data from over 3,000 freshmen that compared the self-reporting of their
current attributes versus the objective or subjective measurement of change longitudinally.
Overall, there was low correspondence between self-reported measures and subjective or
objective longitudinal data. Bowman and Seifert (2011) also examined the longitudinal selfreport data of over 3,000 students regarding how their experiences with faculty and peers
effected their growth, both cognitively and personally. Ultimately, students were found to be
inaccurate in reporting their growth overall.
The issues with conducting research using implausible or unreliable designs in higher
education have often led to the use of quasi-experimental designs when studying college
students. These types of designs attempt to replicate an experiment when randomization is not
possible (Mayhew et al., 2016). One example of this would be regression discontinuity, which is
considered the most rigorous quasi-experimental approach because of its ability to draw strong
causal conclusions (Shadish et al., 2002). This design would typically be used when students are
assigned into treatment or control groups based on a score from a single measure (Flaster &
DesJardins, 2014). A researcher may also use instrumental variables, which are believed to have
a causal effect on the environmental variable of interest but do not directly affect the outcome
(Mayhew et al., 2016). And perhaps one of the most commonly used approaches to measurement
in higher education is a multivariate technique known as multiple regression analysis, which is
used to estimate the relationship between each independent and dependent variable, while
controlling for variance explained by all other independent variables (Mayhew et al., 2016).
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Regardless of design, Mayhew et al. (2016) indicated even if a study, whether its
experimental, quasi-experimental, or correlational produces a statistically significant finding, the
question remains as to whether the results are meaningful. More specifically, a study with a large
enough sample may produce a significant result but not actually show meaningful magnitude of
change (i.e., effect size) in a real-world environment. As such, research in higher education may
be overly focused on what is statistically significant, as opposed to what makes a difference.
While producing meaningful change is challenging, the narrow focus on statistical
significance may present a larger issue facing quantitative research. More specifically, higher
education’s reliance on the null-hypothesis significant testing paradigm, which draws inferences
about properties of an underlying population based on samples drawn (Maxwell & Delaney,
1990), has recently faced scrutiny as research has been unsuccessful in replicating its effects.
More specifically, a study conducted by Open Science Collaboration (Aarts et al., 2015; OSC,
2015) found that in over 100 attempted replication studies, primarily in social and cognitive
psychology, approximately two-thirds of the OSC’s attempts were unsuccessful. Furthermore,
the same study found replications that were successful often produced smaller effect sizes than
the original study, which further supports higher education’s need to consider additional research
methodologies.
The Call for Higher Education to Change the Status Quo
No matter the topic surrounding assessment, evaluation, and research in higher education
(e.g., accountability vs. improvement, organizational structure, challenges to assessment) the fact
remains that current approaches to AER are struggling to quickly adapt to the fast-paced
evolution of higher education. This is evidenced by continually revised accountability initiatives
(e.g., Title IX, ADA) that are failing to solve major issues on campus, universities being bogged
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down by competing organizational structures, complicated decision-making processes, and
expensive, but less rigorous assessment methods that are slowing higher education’s ability to
adapt, improve, and ultimately effect change.
Yet, while higher education has previously implemented reforms to improve student
success (e.g., learning, persistence, and graduation) roughly one in four students who enroll at a
4-year college do not return for a second year (ACT Inc., 2016); a troubling statistic that has not
changed for the last 30 years (Cox et al., 2017). Still, while these outcomes are less than ideal,
the perceptions about the value and worth of assessment in higher education are not ideal. For
example, Jaschik and Lederman (2020) conducted a survey of chief academic officers and found
almost a third thought assessment was intended for the appeasement of politicians and
accreditors as opposed to improving teaching and learning. Additionally, a fifth of respondents
did not agree that systems of assessment led to improvements (Jaschik & Lederman, 2020).
Connecting Research and Practice to Build AER Competency in Practitioners
The lack of value associated with AER in higher education may be due, in part, to the
disconnect between higher education research and practice. More specifically, the American
College Personnel Association (ACPA) and the National Association of Student Personnel
Administrators (NASPA), published competencies in the student affairs profession, with one of
the ten competencies pertaining to the attitudes, skills, and knowledge of assessment, evaluation,
and research (ACPA & NASPA, 2010). Yet, while the importance of AER is recognized by
student affairs organizations like ACPA and NASPA, there is concern that the field of student
affairs may not meet expected standards in this competency. Blimling (2001) stated, “If
scholarship and practice in student affairs sometimes seem segmented, confused, and conflicted,
the reason may be that they are” (p. 381). Subsequently, when Sriram and Oster (2012)
27

investigated the research interests of student affairs professionals and their engagement with
research, they found that 64% of professionals reported their engagement was less than they
desired, citing lack of time and access as the two largest obstacles.
Regardless of the disconnect, research skills are playing a larger role in practice, with
more than one in four student affairs positions explicitly requiring skills related to the AER
competency (Hoffman & Bresciani, 2010). Additionally, Carpenter (2001) and Young (2001)
note that expertise in research pertaining to higher education and student affairs is necessary if
professionals wish to remain credible. Without this, Carpenter (2001) notes that student affairs
practice becomes “simply random activity, bound by tradition and convention, maybe helpful,
maybe not, probably suiting some students, almost certainly leaving others out” (p. 305). As
such, there is a need for higher education to begin developing better connections between
research and practice by helping practitioners see the value of AER in practice and provide
access to assessment methods that can be readily applied in everyday settings.
Shifting the Focus to Evidence-Based Practices
Strengthening the connection between practitioners and scholars may also improve the
development and identification of evidence-based practices in higher education. While many
programs and practices currently exist in higher education, there is evidence to support that many
are not strongly supported by research. WWC supports this notion, which is potentially less
known in higher education, but is a part of the Institute of Educational Sciences (IES) at the U.S.
Department of Education. This initiative is intended to act as a central and trusted source of
scientific evidence for what works in education and systematically conducts a rigorous peer
review process on interventions and programs to ensure the highest quality evidence is provided
to educators for informed decision-making (WWC, 2022)
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To date, WWC currently notes that only 17 interventions associated with post-secondary
education appear, with only 13 of those interventions recognized as showing positive or
potentially positive effects on educational outcomes. There were also two interventions that
showed a lack of positive effects and two interventions that had no studies that met WWC
evidence standards. For comparison, there are a total of 95 interventions associated with the K12 setting that show positive effects according to WWC. There are an additional 45 interventions
that did not show positive effects and a total of 322 interventions that had no studies that meet
WWC evidence standards (WWC, 2022).
The difference between these two educational sectors indicates that more K-12 research
met WWC’s strict evidence standards, leading to the identification of more evidence-based and
non-evidence-based interventions and practices in the K-12 setting. Subsequently, this provides
more intervention options, and substantially better evidence of their effectiveness, or lack
thereof, to K-12 administrators and teachers in their decision-making process for improving
student outcomes than is currently available in higher education.
Recognizing the Urgent Need for Change
With such a broad range of challenges associated with AER higher education needs to
begin considering ways to adapt. Whether it be adjustments to its structural organization, the
decision-making process, the training of student affairs professionals, or the way in which
researchers approaches its measurement of student success, the time has come for something to
change before it is too late.
Unfortunately, while higher education’s process for decision-making is viewed as slower
there may be less time to make changes than what may be typical. More specifically, as
enrollment and public discontent grow (Arum & Roksa, 2011, 2014), higher education finds
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itself losing funding. After the Great Recession overall state funding for two- and four-year
colleges in the 2017 school year was nearly $9 billion below its 2008 level, with institutions
spending average spending $1,448 or 16 percent less per student in that same time frame
(Mitchell et al., 2017).
Adding to the urgent call for change, it is anticipated that the national number of highschool graduates to attend higher education will peak at approximately four million students in
2025 and then steadily decline until the year 2037 (Hoover, 2020). Logically, this proverbial
“enrollment cliff” as it is referred to, will create a hyper-competitive market between higher
education institutions, where the American public will hold a great deal of leverage to demand
more for their money. As such, it is reasonable to assume that this new market will require
higher education, as a collective, to better demonstrate its worth. It will also require individual
institutions to provide evidence of their own successful outcomes to secure student enrollment
and keep the doors open. When this time comes, the window for change will have passed, and
the institutions best equipped to demonstrate evidence of success will be the ones in which
students choose to enroll.
Single-Subject Research Design Methodology
Although the challenges associated with assessment, evaluation, and research may seem
daunting, there is cause for optimism. Other fields have faced similar challenges and have
successfully incorporated new ways to develop, implement, and assess evidence-based practice.
One way this has been accomplished is with SSRD.
Bolstered by the support of WWC this small n research design involves the repeated,
systematic measurement of a dependent variable before (e.g., baseline), during (e.g.,
intervention) and after (e.g., post-intervention) the active manipulation of an independent
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variable (Kratochwill et al., 2010). These designs also concentrate experimental power and highpowered tests of effects at the individual level (Smith & Little, 2018), which in a sense make
them automatically “self-replicating” (Little & Smith, 2018), thus addressing issues of
replication with large N research. In other words, because each individual acts as their own
control, every participant included in a study becomes its own separate replication.
With a similar structure to correlational research, participant(s) in SSRD act as their own
control and do not require a comparison group (Kratochwill et al., 2010), unlike that of an
experimental or quasi-experimental group design. Instead, experimental control in SSRD
involves the systematic replication of an experimental phase (e.g., intervention) while
demonstrating controlled changes in the dependent variable. SSRD also utilizes different
designs, allowing researchers the flexibility of choosing a design that fits the research question in
the environment that it is being measured.
This design also offers researchers the opportunity to identify and measure the
effectiveness of higher education practices throughout its implementation, as opposed to higher
education’s tendency to use ad hoc analyses. This constant evaluation is what makes it widely
used in both clinical and applied settings (e.g., education; Kratochwill et al., 2010), as it can
provide real-time analysis of a specific intervention and allow adjustments to be quickly made.
This approach would prove to be extremely beneficial to practitioner level professionals in both
student and academic affairs as they look to develop programs, teach classes, and provide overall
effective services to the student body.
Still, many articles dismiss small n research as unreliable. Despite this, the fact remains
that some of the most robust findings in psychology were obtained using small n research
designs that focused on large numbers of observations on a small number of participants (Little
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& Smith, 2018). With that, SSRD provides answers for many of the challenges that large N
group designs face in higher education. More specifically, it allows for effects on smaller groups,
or even single students to be studied, while still allowing for measurement of larger groups that
can act as individual participants (e.g., classroom or community; Kratochwill et al., 2010).
This design’s ability to show causality with a small number of participants (Smith &
Little, 2018) also addresses higher education difficulties in defining and isolating variables in
large N studies. SSRD allows for the isolation of variables by selecting smaller groups within the
student body and not requiring researchers to assign participants into experimental and control
groups. It also allows higher education to avoid issues with replication, as the design provides
self-replicating effects on each individual participant that is included in the study (Little &
Smith, 2018).
Visual Analysis
Another benefit of SSRD is its use of visual analysis. More specifically, this means that
an effect or causal relation is only demonstrated in SSRD when data in one phase (e.g.,
intervention phase) differs more than would be expected in the previous phase (e.g., baseline)
(Kratochwill et al., 2010). In other words, changes in the dependent variable must be discernable
to the naked eye. This is perhaps one of the most significant contributions SSRD can make in
higher education research, as it allows for the adequate display and interpretation of meaningful
change in an accessible way that can be used by researchers and practitioners alike.
Visual analysis involves the assessment of six variables level, trend, variability,
immediacy of change, degree of overlap, and consistency of data patterns to determine a
functional relationship between the independent and dependent variable, referred hereon as
experimental control (Horner et al., 2012).
32

Level
The first variable of visual analysis is to analyze change in level. The level specifically
refers to a central measure of tendency (e.g., mean, median) of all data points within a phase.
This analysis begins by comparing the level data from the first phase to the level data in the
second phase. This process is repeated with each new phase (Horner et al., 2012).
Trend
Change in trend, the second variable of visual analysis, reflects the slope of the line that
best fits the data within each phase. A trend line can be described as increasing, decreasing, or
zero trend. The closer data within each phase are to the trend line, the more stable it is. When
examining changes in trend, the greater the difference in the slope of trend lines is between
adjacent phases, the more confidence one has that there are differences in responding between
phases (Horner et al., 2012).
Variability
Change in variability is analyzed using the deviation of scores around the trend line. The
closer the data points are to the trend line; the less variability exists within the phase. In general,
the greater the variability within a phase, the more data points that will be needed to document a
within-phase pattern; however, changes in variability between phases can also indicate a
treatment effect, even if no changes in level and trend are observed (Horner et al., 2012).
Immediacy of Change
Another variable of visual analysis includes analyzing the immediacy of change in a data
pattern following the manipulation of the independent variable. This can be calculated as
difference in level between the last three-to-five data points from phase 1 and the first three-to33

five data points from phase 2. In general, the greater the immediacy of effect, the more likely a
change is associated with the manipulation of the independent variable (Horner et al., 2012).
Degree of Overlap
When visually analyzing the degree of overlap, attention is focused primarily on the
proportion of data points in phase 2 that overlap with the data points from phase 1. Low overlap
suggests a larger effect. In general, the interpretive value of overlap is greater when the trend and
variability are low (Horner et al., 2012).
Consistency of Data Patterns
Finally, there is consistency of data patterns, which involves looking at data from all
phases within the same condition (e.g., all “A” conditions, all “B” conditions) and examining the
extent to which there is consistency in these data patterns. Generally, the phases of a single-case
study need to demonstrate an effect at three different points in time in order for the independent
and dependent variable to be considered functionally related. The consistency, replication, and
magnitude of the effect determine the level of confidence in which experimental control was
gained (Horner et al., 2012).
Types of Single-Subject Research Designs
SSRD also utilizes different designs, allowing researchers the flexibility of choosing a
design that fits the research question and the environment in which it is being measured. Most
commonly, designs in SSRD include the introduction and withdrawal of the independent variable
(e.g., reversal design), manipulation of the independent variable across different observational
phases (e.g., multielement design), and staggered introduction of the independent variable across
different points in time (e.g., multiple baseline; Horner, et al., 2012).
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Reversal Designs
Cooper et al. (2020) described a reversal design as including the repeated measure of a
dependent variable in each setting with a minimum of at least three consecutive phases. There
must be an initial baseline, typically labeled “A” where the independent variable is absent. This
must be followed by an intervention phase, typically labeled “B” through “Z” depending on how
many treatments are systematically introduced. During the intervention phase the independent
variable is introduced and remains in contact with the dependent variable. The final required
phase would be a return to baseline “A” conditions by withdrawing the independent variable.
Movement from one phase to another would typically require a stable measure of the dependent
variable. This design is typically noted as an A-B-A design; however, the A-B-A-B design is
preferred because reintroducing the B condition enables replication of treatment effects (Cooper
et al., 2020).
Multielement (Alternating Treatment) Design
The multielement or alternating treatment design is best characterized by rapidly
alternating between the introduction of two or more distinct independent variables while their
effect on the dependent variable is measured. While the reversal design requires stability in a
data path prior to a change in phase, the distinct independent variables in a multielement design
are manipulated separate from the measurement of the dependent variable. This design does not
require a baseline and allows for the comparison of effects on the dependent variable by multiple
independent variables and ultimately provides information regarding which independent variable
produced an intended effect (Cooper et al., 2020).
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Multiple Baseline Design
The multiple baseline design requires initial baseline data to be collected simultaneously
across two or more behaviors, settings, or people and then applies the independent variable in a
staggard fashion across these behaviors, settings, or people while noting the effect on the
dependent variable. Experimental control is confirmed if changes to the dependent variable only
occur across each behavior, setting, or person when the independent variable is introduced
(Cooper et al., 2020).
Analyses of Effect Sizes
While visual analysis is reliable in determining the extent of experimental control within
a single-subject-case design (Kennedy, 2005) the challenge remains for researchers to combine
the findings of several single-case design studies or combine knowledge gained from single-case
studies with findings from large N group designs (Horner et al., 2012). As such, single-case
research needs to not only demonstrate experimental control, but also the size of the effect. With
effect sizes, SSRD can contribute to the meta-analysis process in a broader research community
(Horner et al., 2012). Over the years, analytical methods have grown to become more complex
and proficient in calculating the size of effect, which has a range of 0 – 1.0 (Parker & Vannest,
2009).
Percentage of Non-overlapping Data (PND)
Originally developed by Scruggs et al. (1987), percentage of non-overlapping data (PND)
calculates the percent of condition “B” (treatment) datapoints that exceed the single highest
condition “A” (baseline) datapoint. For example, if there are fifteen data points in condition “B”
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and a total of thirteen were above the highest data point in condition “A” then your PND would
be 13/15 or .87.
Percentage of All Non-overlapping Data (PAND)
The percentage of all non-overlapping data (PAND) is defined as the percent of all data
remaining after removing the minimum number of datapoints that would eliminate all overlap of
data between condition “A” and condition “B” (Parker et al., 2007). In this method, if there are a
total of 20 data points between condition “A” and condition “B” and a total of four data points
needed to be removed to eliminate overlapping data, then PAND would equal 16/20 or .8.
Percentage Exceeding the Median (PEM)
Ma’s (2006) percentage exceeding the median (PEM) analysis calculates the percentage
of condition “B” datapoints above the median of condition “A.” For instance, if the median line
from condition “A” split ten data points, with nine above the line and one below, then PEM
would equal 9/10 or .9.
Non-overlap of All Paris (NAP)
Finally, Parker and Vannest (2009) proposed the nonoverlap of all pairs (NAP), which
summarizes the data overlap between each condition “A” datapoint and each condition “B”
datapoint. For there to be a nonoverlapping pair, a condition “B” datapoint would need to be
larger than its paired condition “A” datapoint. NAP is then calculated by the number of
compared pairs showing no overlap, divided by the number of comparisons. If a pair overlap,
then it counts for 1 point. If a pair ties in value, then it is given .5 points. So, for example, if one
point in condition “A” was compared against eight data points in condition “B” and it was found
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to overlap with two datapoints (1+1= 2 points) and tie with two (.5+.5 = 1), there would be a
total of 3 points subtracted from a total of 8 possible pairs, equaling a NAP of 5/8 or .625.
Use of Single-Subject Research Design in Other Fields
While much of today’s research community rejects small n design (Little & Smith, 2018)
there are other fields that have used, or are currently using, SSRD to develop evidence-based
practices. For example, Boring (1954) indicated that in 1916 there was not a single study from
the Journal of Experimental Psychology that used large-sample design, but by 1951 the number
of large-sample designs had risen to 50%. Similarly, the field of Applied Behavior Analysis
(ABA) uses SSRD when working with low-incidence populations and problem behaviors.
Touted as one of the strongest evidence-based treatments for working with autism, much of the
evidence supporting many ABA procedures come primarily from small-sample studies that use
within-subject experimental designs (Roane et al., 2016). Moreover, multiple meta-analyses and
systematic reviews (Eldevik et al., 2009; Smith, 2013) have shown strong empirical support for
its effectiveness in applied practice.
However, the use of SSRD also exists outside of psychology and work with disabilities.
For example, small n design tends to be the dominant paradigm for vision research (Smith &
Little, 2018), with one prominent vision researcher noting single-subject design “freed vision
scientists from the inconvenience of having to use a large number of participants and from the
necessity to assess effect sizes in terms of individual variation” (Ross, 2009, pp. 245-246).
While Ross (2009) noted that the use of SSRD has become more of the rule than the exception in
vision science, research in this field shows no signs of the replication crisis currently being
experienced by large N studies in cognitive and social psychology (Smith & Little, 2018).
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Organizational Behavior Management
Still, the utility of single-subject design in higher education may be best highlighted by
the study of OBM. While considered a subset of Applied Behavior Analysis, OBM utilizes
SSRD to demonstrate robust effects in workplace settings by modifying experimental designs to
meet the environmental conditions of each individual organization (Erath et al., 2021). Erath et
al. (2021) also noted that a methodological strength of single-subject design in the workplace
included its use of repeated measurement of a dependent variable, which allowed researchers to
observe exactly when a change occurs in the dependent variable and make necessary changes to
the workplace environment in real time. These observations support Kratochwill et al. (2010),
who indicated that measurement of the dependent variable throughout intervention is what makes
SSRD popular in clinical and applied settings. In fact, SSRD’s flexibility within the workplace,
is reflected by Erath et al. (2021), who noted that the Journal of Organizational Behavior
Management included studies conducted in restaurants (Downing et al., 2018), retail stores
(Smith & Wilder, 2018), and human service settings (Griffen et al., 2019).
Additionally, OBM research has used group designs to measure the impact of a specific
independent variable more effectively in a workplace environment; suggesting there are already
commonalities between OBM and higher education AER practices. Leblanc et al. (2020), for
example, employed a between-subjects group design to compare the use of two different
procedures on employee performance within a clinic. Another study used a matched pairs design
to evaluate different types of feedback provided to high and low performers of a work task
(Moon et al., 2017). Lastly, Park et al. (2019) used a factorial design to evaluate the effects of
feedback frequency and specificity on completing a work task.
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Single-Subject Design in Higher Education
Although SSRD has yet to be recognized as a viable option for AER by higher education
scholars and practitioners, other disciplines, such as ABA and its subset of OBM, have used this
small n research design within higher education settings to evaluate staff and programs. Wilk and
Redmon (1998), for example, used a multiple baseline design to evaluate the effects of feedback
and goal setting on the productivity and satisfaction of university admissions staff. Results found
that graphic feedback and goal setting increased work performance most, while job satisfaction,
specifically in task clarity and supervisor support, were reported as greatly improved by the
implemented program. In another study, Tittelbach et al. (2007) evaluated the effects of task
clarification, feedback, and goal setting on 10 undergraduate students’ customer service
behavior. Results of this multiple baseline study suggested these variables increase punctuality,
correct client greetings, and correct front-desk behavior. Lastly, Fairchild et al. (2020) used
single subject design to evaluate components of a university-based autism support program to
determine what aspects of the program were effective in increasing social engagement among
college students with autism. Ultimately, the study indicated that peer mentoring alone, and in
conjunction with an incentive program, were effective in increasing social engagement.
SSRD as a Supplemental Approach for Higher Education AER
The fact that SSRD has been used in a multitude of different settings, including
workplace environments, while still providing a rigorous experimental design backed by What
Works Clearing House, suggests that further investigation of its utility in higher education is not
warranted. As it stands, this method addresses higher education’s challenges with measuring
more diverse populations, provides a more rigorous experimental design that has a proven track
record within a work setting, and can assess a smaller sample of students, making it less
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expensive for institutions to implement. Its use, in conjunction with OBM, additionally shows
ways in which workplace settings can garner robust findings in settings like college campuses.
Yet, while SSRD has many benefits, the argument is not to for this design to take the
place of large N designs. As we have seen, large N research has, and will continue to have its
place in higher education. Instead, the use of SSRD in higher education should be considered
more as a supplement to its AER practices. In fact, its use can make higher education research
stronger, as it provides both researchers and practitioners a new approach to the evaluation of
evidence-based practices.
The coexistence of SSRD and large N research, according to Hayes et al. (1999), begins
by recognizing SSRD’s ability to address the disconnect between large N research and the use of
its results at the practitioner level; something that was also noted by Sriram and Oster (2012).
More specifically, in the context of psychology in practice, Hayes et al. (1999) noted that while
large N research methodology determines the average results and calculates statistical
significance in comparison to a control group, these results must then be used to infer what is
effective for a practitioner to use with an individual client who is experiencing human problems
(Hayes et al., 1999). To highlight the need for assessment measures at the practitioner level, he
provided an example of a large N group design approach being used by a doctor who takes a
patient’s blood pressure once, observes it to be high, and then moves immediately into
determining the client’s needs, as well as the implementation and conclusion of their treatment.
Hayes additionally added, that in this example, after the doctor implemented the treatment plan,
he stated to the patient that he would be taking no more blood pressure readings until after the
treatment concluded (Hayes et al., 1999). While perhaps slightly overdramatic, the point made is
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that a group design approach was not appropriate for individual care, because it doesn’t consider
individual variability (Hayes et al., 1999).
Instead, for a practitioner to be successful they need research to tell them what treatment
is needed, while also having information regarding who needs to provide the treatment, who the
treatment is most effective for, and under what circumstances should it be delivered (Paul, 1969).
This is true of higher education, as Mayhew et al. (2016) recognized the difficulties in answering
these questions due to evolving definitions for higher education, faculty, and students. While
large N group design does identify practices or initiatives that have shown statistically significant
effects on large groups, those effects do not necessarily boil down to individual students with
complex identities and unique life experiences and circumstances outside of school. As such,
Hayes et al. (1999) indicated that the part of the solution is to ensure that the research design fits
the research question. Given that practitioners work with individual people it is important to have
measurement and analysis at the individual level.
Furthermore, Hayes et al. (1999) also advocated for the use of SSRD at the program
level, as again, group design may not always be the best fit for certain research questions. Using
a health care example Hayes recognized that group comparison would be feasible to measure the
effectiveness of a single healthcare delivery system for hundreds of thousands of people but
indicated that there were other questions that needed to be asked. For example, for a health care
system to survive and grow the system would need to know whether their approach meets the
health need, covers those who need it and not others, whether it reaches consumers for whom it
is designed, and if it is delivered according to plan (Hayes et al., 1999). This would also be true
in higher education, as a specific initiative may hold statistically significant results, but questions
would remain as to whether it was more effective for men or women, specific racial groups,
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identities, cultures, and even level of cohort. For example, a specific training module to teach
students about Title IX may result in a statistically significant reduction in the number of cases
an institution sees, but perhaps it has only been effective for white students and not students with
minoritized identities. This may be where SSRD can provide more individualized insight into the
variations of results.
Lastly, while SSRD’s consistent measurement throughout an intervention allows for
higher education researchers and professionals to conduct research at a more individualized
level, the opposite could also be true. With SSRD’s ability to measure smaller groups or even
individual students, higher education institutions would be able to pilot initiatives and measure
their effects on smaller groups. The ability to do so could provide researchers with evidence
needed to conduct larger N studies. As such, the combination of SSRD and large N designs
provides a spectrum of assessment methods from which those in higher education can select,
based on the question of research or practice being asked.
The Future of Single-Subject Research Methodologies in Higher Education
While both SSRD and group design methods could coexist in higher education, the fact
remains that research using small n designs appear to have only been conducted in fields outside
of educational leadership. While this may be the case, there are many opportunities in which
education, and specifically higher education, could use this research design. In fact, greater use
of SSRD in education has become apparent enough that an article by Starling et al. (2021), titled
“Opening the Educational Leadership Door: Promoting the Collaboration of OBM and
Educational Leadership” was recently published in the Journal of Organizational Behavior
Management.
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While this article refers more broadly to leadership within K-12 education, much of
Starling et al.’s (2021) article is extremely relevant to higher education and the challenges it
currently faces. At a more individual level Starling et al.’s (2021) article noted different areas
where education and OBM could collaborate, specifically mentioning a study by Wilder et al.
(2009) that showed how principles and approaches within OBM have had success in improving
work outcomes, such as quality, reliability, efficiency, safety, and environmental impact in
human service settings. Starling et al. (2021) also mentioned applicability to individual
educators, where burnout and poor job satisfaction have been attributed to a lack of resources,
support, and autonomy (Iancu et al., 2017). Additionally, it was mentioned that OBM and
education could collaborate at the group level by evaluating programs, teams, and practices that
require the involvement of multiple professionals and areas of expertise, where challenges with
implementation caused plans and practices to fall short (Fixsen et al., 2005; McIntosh et al.,
2015; Wandersman et al., 2016).
The mention of these individual and group level areas in which collaboration can exist
between education and single-subject design spark questions about whether single-subject
research methodology is a realistic option for AER in higher education. More specifically, using
a SSRD, (1) Is there a functional relation between the implementation of S.A.F.E. and the
reduction in behavioral referrals at the cohort level? And (2) Is there a functional relation
between the implementation of S.A.F.E. and the reduction in behavioral referrals at the program
level?
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CHAPTER III
METHODOLOGY
The following sections discuss and describe the detailed methods for investigating the
utilization of single subject design methodologies in higher education settings to evaluate a
cohort and program level initiative in higher education. More specifically, the research questions
were: (1) Is there a functional relation between the implementation of S.A.F.E. and the reduction
in behavioral referrals at the cohort level? And (2) Is there a functional relation between the
implementation of S.A.F.E. and the reduction in behavioral referrals at the program level? This
section include: (a) description of data; (b) participants; (c) dependent variable; (d) independent
variable and (e) data analysis, including types of validation and additional statistical processes.
Description of Data
In 2008, the definition for higher education was expanded by the Higher Education
Opportunity Act (HEOA; 2008) to include the implementation of programs designed to meet the
needs of students with intellectual disabilities (ID). Since its introduction a rapidly growing
number of programs have been created, with a total of 314 colleges and universities housing a
program across every state except Wyoming (ThinkCollege, 2022). In 2008 HEOA included
language that tasked universities with creating post-secondary transition programs that would
provide academic/instructional strategies, employment/career strategies, independent
living/residential strategies, and social strategies to adults with ID on a college campus.
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While placing adults with ID in more inclusive settings is not new (Lakin et al., 2010), an
increasing number of faculty, administrators, and staff are now having to develop effective
methods for supporting students diagnosed with a disability defined by significant limitations in
intellectual functioning (e.g. learning, reasoning, problem solving) and adaptive behavior (i.e.
conceptual skills, social skills, and practical skills; American Association on Intellectual and
Developmental Disabilities, 2019). As such, it is paramount programs find safe and effective
ways to educate, train, and accommodate a population of students requiring greater support than
a typical college student, while still encouraging and fostering the independence that higher
education demands.
This study investigated a post-secondary program’s attempt to develop and assess an
initiative that tracked student behavior in each of areas of support outlined by HEOA (2008; i.e.,
academics, independent living, socialization, and employment). The staff employed through the
post-secondary transition program created the S.A.F.E. program to better track students who
were struggling with instruction and/or performance in one or more of the areas specified by
HEOA. Archival data for this study were collected from this post-secondary transition program,
which was implemented at a land grant institution located in the southeastern region of the
United States.
S.A.F.E. was comprised of two components. First, it was a specific set of rules that
outlined positive behaviors a good student, adult, friend, and employee followed to be
successful. This program also included an “immediate action” section that taught university
policy and laws enforced by police (e.g., Title IX infraction, illegal drug use). This initiative also
included an electronic referral system staff were trained to use when students did not follow the
rules. Each referral consisted of a two-page electronic document that informed staff of the
46

student being referred, date, time, and area of infraction. These infractions, which will be
referred to as “referrals” moving forward, were categorized by staff under student behavior
(academics), adult behavior (independent living), friend behavior (socialization), employee
behavior (employment), and immediate action to collect data on student performance in all areas
of programming (academics, independent living, socialization, and employment) outlined and
required by HEOA (2008).
Data obtained for this study included archival S.A.F.E. referral data collected by program
staff the from the fall 2019 to the spring 2020. Data were collected using Google Forms as an
electronic referral system for the program from the start of the fall semester of 2019 to the
conclusion of on campus activities in spring of 2020. The spring semester was moved to an
online format in March of 2020 due to the Covid-19 pandemic and the referral system was
discontinued at that time.
Participants
Permission was obtained from the program’s department to use the data collected by the
staff. All data were deidentified and provided to the researcher with an identifying number that
indicated the participant’s grade level in the program. Demographic information for each student
was also provided to the researcher by cohort (freshman, sophomore, junior, senior) and were
kept separate from those deidentified data.
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Table 1
Demographics of Students Participating in the S.A.F.E. Initiative at a Post-Secondary Transition
Program (N=25)
Year

Ethnicity
n
%

Freshmen

5
1
0
3
3
1
5

Sophomore

Junior

Senior

0
5
0
0

83.3
16.7
0
42.9
42.9
14.2
71.4.
28.6
0
100
0
0

Gender
n
%
Caucasian
African American
Other racial identity
Caucasian
African American
Other racial identity
Caucasian
African American
Other racial identity
Caucasian
African American
Other racial identity

Full Sample
n
%

5
1

66.7 Men
6
33.3 Women

24

3
4

42.9 Men
7
57.1 Women

28

7
0

100 Men
7
0 Women

28

4
1

80 Men
5
20 Women

20

Referral data were collected by staff and based on the observed S.A.F.E. infractions
committed by 25 students with intellectual disabilities and/or developmental disabilities whose
ages ranged from 18-26 years. Students breaking the rules of S.A.F.E. received a referral in the
electronic system for staff to review and track.
The students in this study had disabilities that varied greatly and often occurred
comorbidly with their intellectual and/or developmental disability. Those disabilities included,
but were not limited to, the following: hearing impairment; speech/language impairments;
dyslexia; intellectual disability 7p deletion syndrome; seizure disorder; sequelae of neonatal
stroke; congenital heart disease; static encephalopathy; Chiari One Malformation; ADHD;
autism; learning disability; heart abnormality; down syndrome; myopia; dysgraphia; abnormal
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4th chromosome; sensory processing disorder; cerebral palsy; fragile x; dysautonomia; anxiety
disorder; dyscalculia; organic brain disorder; and congenital cmv.
The S.A.F.E. referral system was overseen by designated staff who monitored data,
trained other staff, and ensured the integrity of program implementation. Staff included one parttime psychologist, four full-time staff, five graduate students, and 30 part-time undergraduate
college students. All were provided an initial training in the referral system, as well as weekly
refreshers to accurately refer students. These staff members were also encouraged to seek out a
trainer or the experimenter if they had questions before submitting a referral.
Dependent Variable
The dependent variable for this study was S.A.F.E. referrals collected by program staff
during the 2019-2020 school year. The electronic system used during that school year to submit
referrals for students enrolled in the post-secondary transition program was accessible to four
full-time staff, five graduate students, and 30 part-time undergraduate college students. These
paid staff were all trained on the proper way to complete a referral, when a referral was
appropriate to submit, and how to recognize infractions and correctly categorize them under the
student, adult, friend, employee, and immediate sections. They also received weekly refreshers
on the rules of S.A.F.E. and were asked to complete a 5-question scenario quiz that required each
staff member to provide the correct referral, given a scenario. One scenario was provided for
each referral category (student, adult, friend, employee, and immediate action).
On the first page of the electronic referral, staff created an information page that required
the referrer to fill out all information fields. These fields included: student being referred (first
and last name), person submitting the referral (first and last name), date of referral, time of
referral, and location where referral occurred.
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On the second page each of the categories and the behaviors for which a student could be
referred were listed. If a staff member observed a student engage in one of the following
behaviors, they were instructed, and trained, to submit a referral under the appropriate category
of student, adult, friend, employee, and/or immediate action. Staff were provided a link to the
Google form and asked to submit the referral as soon as possible, so if an issue required
attention, it could be dealt with in as timely a manner as possible.
Table 2
Referral Categories of S.A.F.E. and Corresponding Behaviors
Student

Adult

Friend
Employee

Immediate Action

Late to class, Sleeping in class, Verbal disrespect to staff, Late
assignment, Audit course check-in form (did not submit), Audit course
check-in form (negative feedback on form), Phone usage in class, Not
following staff direction, and Other
Failed room check, Breaking curfew, Late to meeting, Violating guest
rules, Breaking roommate agreement, Lost key/locked out of room, and
Other
Non-aggressive argument, Inappropriate interaction with stranger, Namecalling, Inappropriate phone/text/GroupMe interaction, and Other
Not following supervisor’s instruction, Phone usage at work, Not wearing
uniform/dress code violation, Negative report from supervisor,
Inappropriate conversation, Inappropriate behavior, Late to work, and
Other
Breaking law, Bullying, Weapon, Skipping class/meeting, Physical
aggression, Forgery, Theft, Property damage/vandalism, Safety violation,
Title IX, Alcohol/drugs, University code of conduct violation, Falsifying
information, and Other

An additional box on the second page of the electronic referral, instructed the referrer “If
you check any box in Immediate Action, please share information regarding the violation.”
Another box indicated “If needed, please provide any additional information that you feel is
relevant to this referral in the space below.”
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Independent Variable
The independent variable used for this study was the implementation of the S.A.F.E.
program. Program staff systematically implemented components of S.A.F.E. throughout the
2019-2020 school year. The independent variable included teaching S.A.F.E. in class, the
hanging of banners and posters in both the program foyer and student rooms, and the provision
of rewards for students that stayed at or below the maximum referral criteria of two per week.
Data Analysis
The use of SSRD involves the repeated, systematic measurement of a dependent variable
before (e.g., baseline), during (e.g., intervention) and after (e.g., post-intervention) the active
manipulation of an independent variable (Kratochwill et al., 2010). SSRD uses different designs
to measure the dependent variable, which allows researchers flexibility in choosing a design that
fits the research question and the environment in which it is being measured. Experimental
control in SSRD involves the systematic replication of an experimental phase (e.g., intervention)
while demonstrating controlled changes in the dependent variable. The process of showing
experimental control involves choosing the appropriate design to analyze data, visual analysis,
and calculating the effect sizes.
Design Selection
After data were obtained, the pattern of S.A.F.E. implementation was analyzed to
determine how the independent variable was introduced and what SSRD best fit. Upon reviewing
the implementation of the S.A.F.E. program it was observed that staff systematically introduced
and removed components of the independent variable, while consistently measuring the
dependent variable. More specifically staff started the school year by training the staff on
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submitting referrals but did not introduce the independent variable (S.A.F.E) at this time. In
SSRD this would be referred to as condition “A” or baseline, which acts as control for the
participant. Staff then introduced a component of the independent variable by teaching S.A.F.E.
to the students, hanging posters, and reviewing the program in all classes. This phase would be
considered condition “B” or a treatment condition in SSRD. From there staff systematically
alternated between the “A” and “B” conditions throughout the fall, ending in treatment condition
“B” before winter break. Upon returning, staff again started with the “A” condition before they
introduced an incentive component that rewarded students for receiving two or less referrals in a
week, which occurred in conjunction with the continuation of reviewing the rules of S.A.F.E and
hanging of posters seen in condition “B.” After this staff returned to the “A” condition before
discontinuing the program due to the start of the COVID-19 pandemic.
Table 3
Treatment Conditions for Staff Evaluations of S.A.F.E
Phase
Baseline “A”

Treatment “B”
Treatment “B+C”

Date Range
8/21/2019 – 9/13/2019
10/14/2019 – 11/1/2019
1/6/2020 – 1/24/2020
2/24/2020 – 3/6/2020
9/16/2019 – 10/9/2019
11/4/2019 – 11/25/2019
1/27/2020 – 2/21/2020

Components of IV Present
N/A

Teach S.A.F.E. rules
Hang posters in foyer
Hang flyer in student rooms
Teach S.A.F.E. rules
Hang posters in foyer
Hang flyer in student rooms
Reward for 2 or less referrals

The pattern in which staff manipulated the independent variable best matched that of a
reversal design, which must minimally include an initial baseline where the independent variable
is absent, an intervention condition that introduces the independent variable, and a return to
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baseline condition that withdraws the independent variable (Cooper et al, 2020). For this specific
data set, the reversal design would be labeled as an ABABA(B+C)A reversal design.
Visual Analysis
After determining the best research design, data analysis primarily consisted of visual
analysis of the level, trend, variability, immediacy of change, and consistency of data patterns
(Horner et al., 2012). Analysis of the level required analysis of the mean score for the data within
a phase. Visual analysis of the trend included finding the slope of the best-fitting straight line for
data within a phase, which can be described as increasing, decreasing, or a zero trend. Variability
was analyzed using the range of data around the best-fitting straight line determined by trend.
Immediacy of change examined the change in level between the last three data points in one
phase and the first three data points of the next. Finally, consistency of data patterns involved
looking at data from all phases within the same condition (e.g., all “A” conditions, all “B”
conditions) and examining the extent to which there was consistency in these data patterns
(Horner et al., 2012). This visual analysis, according to Kratochwill et al. (2010), allows
researchers to evaluate the relation between an independent and dependent variable and
determine experimental control.
Calculation of Effect Size
In addition to visual analysis, nonoverlap of all pairs (NAP) was calculated following the
guidelines of Parker and Vannest (2009). This method of analysis compared each individual
datum point in the baseline conditions to the subsequent treatment conditions (teaching rules and
teaching rules plus providing rewards) to calculate the probability that a random score drawn in
baseline would overlap a random score drawn in the treatment phase. In other words, NAP
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calculates the percent of non-overlapping data between baseline and treatment phases (Parker &
Vannest, 2009). According to Parker and Vannest (2009), NAP scores between 0 - 0.65 are
considered weak, 0.66 – 0.92 are moderate, and 0.93 – 1.00 are large.
The interpretation of this data provided insight into ways in which single subject design
can be used to analyze the effects of cohort and program initiatives using both visual analysis
and statistical analysis (NAP). Additionally, it has highlighted how 25 participants were
categorized into an N of 1 (program) and an N of 4 (freshman, sophomore, junior, senior cohorts)
with no need for randomization. Results of this analysis additionally speak to the practicality of
these analyses when considering the effectiveness of programs initiated in higher education.
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CHAPTER IV
RESULTS
The current study assessed the effectiveness of S.A.F.E., a unique behavioral program
developed by the staff of a post-secondary transition program located at a land grant institution
in the southeastern region of the United States. Specifically, this study sought to answer the
following research questions: (1) Is there a functional relation between the implementation of
S.A.F.E. and the reduction in behavioral referrals at the cohort level? And (2) Is there a
functional relation between the implementation of S.A.F.E. and the reduction in behavioral
referrals at the program level? A reversal design was used to evaluate the referral data collected
by program staff, which were based on their observations of S.A.F.E. infractions committed by
25 students with intellectual disabilities and/or developmental disabilities. Students breaking the
rules of S.A.F.E. received a referral in the electronic system for staff to review and track.
Archival data used for this study were collected from S.A.F.E.’s referral program from fall 2019
to spring 2020. Data were analyzed through the use of visual analysis (level, trend, variability,
immediacy of change, and consistency of data patters) and measures of effect size (NAP; Parker
and Vannest, 2009). Based on visual analysis of the data, the program and each cohort responded
positively to S.A.F.E.; however, results were more favorable for the senior cohort and when the
program was viewed as an entire unit. These outcomes were further substantiated by NAP, with
total program data only showing one weak effect size across conditions and senior data having
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moderate effect sizes across all conditions. Junior and sophomore data resulted in only one
moderate effect size and freshman data had only weak effect sizes across all conditions.
The results are discussed for the total program and each cohort in terms of (a) the results
of implementation of S.A.F.E. via visual analysis; and (b) nonoverlap of all pairs (NAP)
calculations. For the purposes of this study, NAP was calculated using an online NAP calculator
(Pustejovsky et al., 2022).
Program-Level Results
The post-secondary transition program consisted of 25 total students, with 19 males and 6
females. There were 6 freshmen, 7 sophomores, 7 juniors, and 5 seniors. During baseline, the
number of referrals were variable, with an increasing trend (M = 8.76; range = 4-14). Moving
into intervention, which was the implementation of teaching students the rules of S.A.F.E., there
was a decrease in trend, a drop in level of referrals, and continued variation across the phase (M
= 4.94; range = 0-8). NAP scores (83%) suggested a moderate effect from baseline to
intervention. During the first reversal, where staff discontinued teaching the rules to students,
there was a slight increase in level, a clear increase in trend, and continued variability in the
number of referrals students received (M = 7.46; range = 3-12). There was a clear drop in level, a
decreasing trend, and continued variability when teaching rules was reintroduced (M = 4.19;
range = 0-13). Again, there was a moderate effect observed from the second round of teaching
the S.A.F.E. rules when compared with the withdrawal condition (NAP = 80%). During the
second withdrawal there was a clear increase in level and trend, while variability remained high
(M = 7; range = 2-16). In the final treatment phase, staff reintroduced the instruction of rules to
students and added rewards for receiving 2 or less referrals per week. In this phase, there was a
drop in level, but it is not immediate. There was also an observed decrease in trend, while
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variability remained high (M = 5.2; range = 1-13). In this phase there was a weak effect
compared to the previous withdrawal condition (NAP = 64%). In one final reversal, where staff
removed all aspects of S.A.F.E., there was an increase in level, an observed increase in trend,
and variability was high (M = 7.3; range = 1-14). Staff were unable to reimplement the rules and
rewards condition due to the closing of campus as a result of the COVID-19 pandemic. Across
all baseline conditions, visual analysis indicated that baseline conditions consistently showed an
increase in level and trend, while all treatment phases, including the implementation of rules and
rewards, resulted in a decrease in level and trend. A moderate effect size was observed between
both baseline and treatment conditions measuring the effect of teaching rules. A weak effect size
was observed between baseline and the teaching of rules and the provision of rewards. Data
across all conditions remained variable, regardless of the presence or absence of treatment. Refer
to Table 4 for a summary of these results and Figure 1 for the program’s referrals across
baselines, teaching of S.A.F.E. rules, the removal of intervention, and the introduction of
S.A.F.E. rules and rewards for staying under 2 referrals per week.
Table 4
Mean Referrals, Range, and NAP Data for Total Program
Reversal Design Phase
Mean Referrals
Baseline
8.76
Teaching Rules Round 1
4.94
Baseline 2
7.46
Teaching Rules Round 2
4.19
Baseline 3
7.0
Teaching Rules and Rewards
5.2
Baseline 4
7.3

Range
4-14
0-8
3-12
0-13
2-16
1-13
1-14
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NAP
-83
-80
-63
--

Effect Size Descriptor
--Moderate
--Moderate
--Weak
---

Figure 1
Number of Total Program S.A.F.E. Referrals Submitted per Day

Freshman Cohort Results
The freshman cohort consisted of 6 students, with 5 male and 1 female. During baseline,
the number of referrals were variable, with an increasing trend (M = 1.35; range = 0-6). Moving
to intervention there was an increase in trend, a drop in level of referrals, and variation across the
phase (M = 0.72; range = 0-3). NAP scores (60%) suggested a weak effect from baseline to
intervention. During the first reversal, where staff discontinued teaching the rules to students,
there was a slight increase in level, an increase in trend, and continued variability in the number
of referrals students received (M = 0.85; range = 0-3). Upon the reintroduction of teaching rules
there was a slight drop in level, a slight increase in trend, and continued variability (M = 0.63;
range = 0-3). Again, there was a weak effect observed from the second round of teaching the
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S.A.F.E. rules when compared with the withdrawal condition (NAP = 57%). In the second
withdrawal there was a slight decrease in level, an increase in trend, and some variability (M =
0.57; range = 0-2). In the final treatment phase, when staff reintroduced the instruction of rules to
students and added rewards for receiving 2 or less referrals per week, there was a slight drop in
level, an observed negative trend, and the data remain somewhat variable (M = 0.47; range = 03). In this phase there was a weak effect when compared to the previous withdrawal condition
(NAP = 55%). In the final reversal, there was an increase in level, an increase in trend, and
variability was high (M = 1.13; range = 0-4). Data collection was then discontinued due to
COVID-19. Across all baseline conditions, visual analysis indicated that baseline conditions only
showed an increase in level during baseline 2 and 4 but did consistently display an increasing
trend. During treatment conditions, there was a consistent drop in level, but an observed increase
in trend for both round 1 and 2 of teaching rules. An expected decrease in trend was only
observed in the “teaching rules and rewards” condition. A weak effect size was observed across
all three withdrawal and treatment conditions. Data across all conditions remained variable,
regardless of the presence or absence of treatment. Refer Table 5 for a summary of these results
and to Figure 2 for the freshman referrals across baselines, teaching of S.A.F.E. rules, the
removal of intervention, and the introduction of S.A.F.E. rules and rewards for staying under 2
referrals per week.
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Table 5
Mean Referrals, Range, and NAP Data for Freshman Cohort
Reversal Design Phase
Mean Referrals
Baseline
1.35
Teaching Rules Round 1
0.72
Baseline 2
0.85
Teaching Rules Round 2
0.63
Baseline 3
0.57
Teaching Rules and Rewards
0.47
Baseline 4
1.13

Range
0-6
0-3
0-3
0-3
0-2
0-3
0-4

NAP
-60
-57
-55
--

Effect Size Descriptor
--Weak
--Weak
--Weak
---

Figure 2
Number of Freshman Referrals Submitted per Day

Sophomore Cohort Results
The sophomore cohort consisted of 7 students, with 3 male and 4 females. During
baseline, the number of referrals were variable, with an increasing trend (M = 1.94; range = 0-4).
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Moving to intervention there was a decrease in trend, a slight drop in level of referrals, and
variation across the phase (M = 1.33; range = 0-3). NAP scores (64%) suggested a weak effect
from baseline to intervention. During the first reversal, there was an increase in level, a
decreasing trend, and continued variability in the number of referrals students received (M =
2.08; range = 0-5). Upon the reintroduction of teaching rules there was a drop in level, a slight
decrease in trend, and continued variability (M = 0.88; range = 0-5). There was a moderate effect
observed from the second round of teaching the S.A.F.E. rules when compared with the
withdrawal condition (NAP = 77%). In the second withdrawal there was an increase in level,
trend, and some variability (M = 2.07; range = 0-5). In the final treatment phase, there was a
slight drop in level, an observed negative trend, and the data remained variable (M = 1.67; range
= 0-7). When compared to the previous withdrawal condition there was a weak effect (NAP =
61%). In the final reversal, there was an increase in level, an increase in trend, and variability
was high (M = 2; range = 0-4). Across all baseline conditions, there was a consistent increase in
level, while the trend was observed to only increase in baseline 1, 3, and 4. Across all treatment
conditions, there was a consistent drop in level and a decreasing trend across all conditions. A
moderate effect size was only observed between the baseline 2 and the second introduction of
rules, while the other two effect sizes between withdrawal and treatment were weak. Variability
was observed across all conditions, regardless of the presence or absence of treatment. Data
collection was discontinued due to COVID-19. Refer to Table 6 for a summary of these results
and to Figure 3 for the sophomore referrals across baselines, teaching of S.A.F.E. rules, the
removal of intervention, and the introduction of S.A.F.E. rules and rewards for staying under 2
referrals per week.
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Table 6
Mean Referrals, Range, and NAP Data for Sophomore Cohort
Reversal Design Phase
Mean Referrals
Baseline
1.94
Teaching Rules Round 1
1.33
Baseline 2
2.08
Teaching Rules Round 2
0.88
Baseline 3
2.07
Teaching Rules and Rewards
1.67
Baseline 4
2.0

Range
0-4
0-3
0-5
0-5
0-5
0-7
0-4

NAP
-64
-77
-61
--

Effect Size Descriptor
--Weak
--Moderate
--Weak
---

Figure 3
Number of Sophomore Referrals Submitted per Day

Junior Cohort Results
The junior cohort consisted of 7 students, with 7 males and 0 females. During baseline,
the number of referrals were variable, with a decreasing trend (M = 2.24; range = 0-10). Moving
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to intervention there was a decrease in trend, a drop in level of referrals, and continued variation
across the phase (M = 1.33; range = 0-4). NAP scores (63%) suggested a weak effect from
baseline to intervention. During the first reversal, there was an increase in level, an increasing
trend, and continued variability in the number of referrals students received (M = 2.46; range =
0-6). Upon the reintroduction of teaching rules there was a drop in level, a decrease in trend, and
continued variability (M = 1.38; range = 0-4). There was a moderate effect observed from the
second round of teaching the S.A.F.E. rules when compared with the withdrawal condition (NAP
= 67%). In the second withdrawal there was a slight increase in level, an increase in trend, and
continued variability (M = 1.43; range = 0-4). In the final treatment phase, there was a slight
drop in level, an observed decrease in trend, and the data remained variable (M = 1.33; range =
0-4). When compared to the previous withdrawal condition there was a weak effect (NAP =
53%). In the final reversal, there was a slight increase in level, an increasing trend, and continued
variability (M = 1.87; range = 0-5). Data collection was discontinued due to COVID-19. Across
all baseline conditions, there was a consistent increase in level, but an increase in trend was only
observed in baseline 2, 3, and 4. For treatment conditions there was a consistent drop in level and
decreasing trend in all phases. There was only one moderate effect size observed between the
second baseline and introduction of teaching rules, while the other two effect sizes between
withdrawal and treatment were weak. Variability was observed across all conditions, regardless
of the presence or absence of treatment. Refer to Table 7 for a summary of these results and to
Figure 4 for the Junior referrals across baselines, teaching of S.A.F.E. rules, the removal of
intervention, and the introduction of S.A.F.E. rules and rewards for staying under 2 referrals per
week.
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Table 7
Mean Referrals, Range, and NAP Data for Junior Cohort
Reversal Design Phase
Mean Referrals
Baseline
2.24
Teaching Rules Round 1
1.33
Baseline 2
2.46
Teaching Rules Round 2
1.38
Baseline 3
1.43
Teaching Rules and Rewards
1.33
Baseline 4
1.87

Range
0-10
0-4
0-6
0-4
0-4
0-4
0-5

NAP
-63
-67
-53
--

Effect Size Descriptor
--Weak
--Moderate
--Weak
---

Figure 4
Number of Junior Referrals Submitted per Day

Senior Cohort Results
The senior cohort consisted of 5 students, with 4 males and 1 female. During baseline, the
number of referrals were variable, with an increasing trend (M = 2.94; range = 0-6). Moving to
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intervention there was a decrease in trend, a drop in level, and continued variation across the
phase (M = 1.5; range = 0-5). NAP scores (72%) suggested a moderate effect from baseline to
intervention. During the first reversal, there was an increase in level, an increasing trend, and
continued variability in the number of referrals students received (M = 2.08; range = 0-4). Upon
the reintroduction of teaching rules there was a drop in level, a decrease in trend, and continued
variability (M = 1.06; range = 0-4). There was a moderate effect observed from the second round
of teaching the S.A.F.E. rules when compared with the withdrawal condition (NAP = 73%). In
the second withdrawal there was an increase in level, a decreasing trend, and variability (M =
2.64; range = 0-7). In the final treatment phase, there was a drop in level, a decreasing trend, and
the data remained slightly variable (M = 1.47; range = 0-3). When compared to the previous
withdrawal condition there was a moderate effect (NAP = 69%). In the final reversal, the level
remained the same, there was an increasing trend, and continued variability (M = 1.47; range =
0-5). Data collection was again discontinued at this point due to COVID-19. Across all baseline
conditions, there was only an increase in level for baseline 2 and 3 and an increasing trend in
baseline 1, 2, and 4. For treatment conditions, there was a consistent drop in level and decrease
in trend across all conditions. A moderate effect size was observed across all three withdrawal
and treatment conditions. Variability was observed across all conditions, regardless of the
presence or absence of treatment. Refer to Table 8 for a summary of these results and to Figure 5
for the Senior referrals across baselines, teaching of S.A.F.E. rules, the removal of intervention,
and the introduction of S.A.F.E. rules and rewards for staying under 2 referrals per week.
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Table 8
Mean Referrals, Range, and NAP Data for Senior Cohort
Reversal Design Phase
Mean Referrals
Baseline
2.94
Teaching Rules Round 1
1.5
Baseline 2
2.08
Teaching Rules Round 2
1.06
Baseline 3
2.64
Teaching Rules and Rewards
1.47
Baseline 4
1.47

Range
0-6
0-5
0-4
0-4
0-7
0-3
0-5

Figure 5
Number of Senior Referrals Submitted per Day.
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NAP
-72
-73
-69
--

Effect Size Descriptor
--Moderate
--Moderate
--Moderate
---

CHAPTER V
DISCUSSION
In a call for higher education to begin considering the revision of its AER practices, Hong
and Maloney (2020) stated that higher education needed to deeply reflect, deconstruct, and
intentionally rebuild its assessment practices to better align with the world in which we live and
the learners we serve. Still, while many institutions claim that there is a focus on improving AER
culture and practices, most are only accomplishing this on a smaller scale as opposed to a
systemic-level change (Hersh & Keeling, 2013).
In part, the challenge of accomplishing more systemic-level change is due to a culture
that has been shaped to focus on accountability versus improvement (Ewell, 2009). Progress is
further complicated by the decision-making process in higher education that is impacted by the
contrast between bureaucratic and collegial structures of administration and faculty (Manning,
2018), the isolated nature of university departments (Kuh et al., 2018), and the complicated
governance procedures required for both faculty and administration (Manning, 2018). However,
the largest challenge is related to higher education’s current research practices, which face
challenges in measuring improvement due to quickly evolving definitions of higher education,
faculty, and students (Mayhew et al., 2016). These complications have pushed research practices
in higher education away from more rigorous experimental designs that show experimental
control due to difficulties with the randomization and separation of experimental and control
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groups, concerns with the ethical implications of withholding treatment, and the costliness of
such studies (Mayhew et al., 2016).
Additionally, these practices struggle to connect with everyday practice. Mayhew et al.
(2016) suggested that statistical significance does not necessarily equate to a noticeable change
in the real world. Additionally, while the AER competency is recognized by large divisions like
student affairs (ACPA & NASPA, 2010), often practitioners within these areas are largely
unengaged in research (Sriram & Oster, 2012) and appear to misunderstand the relationship
between AER and the decision-making process (Cox et al., 2017). This has ultimately led to
fewer evidence-based practices in higher education when compared to other large educational
sectors, like the K-12 setting (WWC, 2022).
Yet, single subject research design is an approach to AER practices which should be
considered in higher education. This design is supported by WWC as an experimental design,
where researchers and practitioners can identify and measure the effectiveness of higher
education practices throughout their implementation, as opposed to relying solely on ad hoc
analyses. This constant evaluation makes it widely used in both clinical and applied settings
(e.g., education, workplace; Erath et al., 2021; Kratochwill et al., 2010), as it can provide realtime analysis of a specific intervention and allow adjustments to be quickly made. Additionally,
its flexibility in the choice of design (Horner et al., 2012) and use of visual analysis (Kratochwill
et al., 2010) ensure that changes observed in treatment are meaningful. This design can also
focus on a smaller number of participants, which reduces the cost of the initial investigation of
effective practices. This saves money for universities experiencing decreases in funding and
better informs large N researchers as to where money and resources are best spent for larger
studies.
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Overview of Findings
The current study utilized single subject design to investigate the effectiveness of a
unique behavioral program developed by the staff of a post-secondary transition program at a
land grant institution located in the southeastern region of the United States. A reversal design
was used to evaluate the archival referral data collected by program staff, which were based on
their observations of S.A.F.E. infractions committed by 25 students with intellectual disabilities
and/or developmental disabilities. Using both visual analysis (level, trend, variability, immediacy
of change, and consistency of data patters) and measures of effect size (NAP; Parker and
Vannest, 2009) results indicated that the implementation of S.A.F.E. was largely effective at the
program level and had varying levels of effectiveness at the cohort level.
Program Level Overview
Given that the intention of this intervention was to decrease the number of student
referrals received per day, S.A.F.E. was effective at the program level. This conclusion was
supported by visual analysis, which showed a clear drop in the average number of referrals
received per day, and over time, when S.A.F.E. was in place. Whenever S.A.F.E. was removed,
the number of referrals received per day were higher on average and tended to increase over
time. These results aligned with the intended purpose of the intervention and gave a strong
indication that the implementation of S.AF.E. had a functional relation with the number of
student referrals received per day.
It is noteworthy, however, when comparing all three treatment conditions (teaching rules
round 1, teaching rules round 2, and teaching rules and rewards), the average number of referrals
received per day were higher, on average, when the program implemented “teaching rules and
rewards” versus “teaching rules”, which is not what one might expect. This surprising result
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suggested that the combination of teaching rules and providing rewards was not necessarily more
effective than just teaching the rules of S.A.F.E. Additionally, while there was a great deal of
variability in data it was observed throughout the entirety of the study and across all phases. This
can potentially be explained by the variable schedule that college students experience throughout
the week. Students’ variable daily schedule led to variance in the amount of time staff observed
students. As staff observation was necessary to submit a referral, consistently changing schedules
resulted in variability with the number of submitted referrals.
The conclusion from the visual analysis that S.A.F.E. was effective at the program level
is bolstered by NAP effect sizes, which were strongest at the program level. In both treatment
conditions where the implementation of teaching rules was implemented there was an observed
83% and 80% effect size respectively, which are both moderate in size. The effect size observed
when staff taught rules and provided rewards was 63%, which is weak. This further supports the
conclusion that teaching rules and providing rewards was less effective than just teaching rules.
Overall, except for the observed weaker results when rewards were added, these results
are what one would hope to see with an intervention targeting a reduction in student referrals.
The number of referrals that students received per day were higher when there was no formal
system in place for teaching rules and expectations, but when S.A.F.E. was implemented the
number of referrals were lower and decreased over time. Additionally, while not all effect sizes
were strong, visual analysis indicated that the S.A.F.E. intervention cut the average number of
student referrals per day by an average of 37.7%, getting as low as 4.19 during the second round
of teaching rules, which supports the use of both visual analysis and effect sizes for data driven
decision making. Without visual analysis, one would miss that the average number of referrals
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students were receiving before they had ever been introduced to S.A.F.E. was 8.76 versus its
lowest average of 4.19 per day during S.A.F.E., which is a reduction of more than half.
Cohort Level Overview
Overall, freshmen cohort results at the cohort level were weaker than the program level
results; however, given that the number of referrals received were reduced once they were
divided into the separate cohorts, this was to be expected. As such, the categorization of referrals
left less room for observed change. With that being said, there were positive results observed
through both visual analysis and NAP in the majority of cohorts.
Freshman Cohort Overview
Overall, results indicated that the implementation of S.AF.E. did not have a functional
relationship with the number of student referrals received per day. It is worth noting, however,
that the average number of referrals received per day for freshman students started at only 1.35
per day, indicating that this cohort was receiving very few referrals to begin with. In fact, the
freshman cohort had the lowest number of referrals on average for any cohort. More so, after the
first baseline, the average number of referrals were only observed to increase twice, regardless of
condition. As such, visual analysis was ineffective at determining a relationship between
S.A.F.E. and student referrals.
This is further supported by the calculation of NAP effect sizes, which were the weakest
for the freshman cohort overall. NAP effect sizes showed a decreasing effect size for each
subsequent treatment that was implemented, which were 60%, 57%, and 55% respectively and
all categorized as weak. The results make sense, however, as the increasingly smaller number of
referrals received on average, regardless of condition, resulted in less space for change to occur.
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While these results might be interpreted to suggest that S.A.F.E. was less effective for the
freshman cohort, leading one to determine that this intervention is not appropriate for newer
students, there is perhaps a secondary explanation. Given that freshman students are typically
transitioning to the program directly from high school the year before, it is possible that the
implementation of a behavior program was similar, in some aspect, to something that they had
experienced prior to attending college. As such, it is possible that the freshman cohort received
fewer referrals to begin with because they were newer students that were primed for a rulesbased program. This conclusion would also explain why the average number of referrals
continued to drop, regardless of whether S.A.F.E. was in place, as the results could suggest that
freshmen were more responsive, and continued to follow, the rules-based program that is like a
program that may be experienced in the K-12 setting.
Sophomore Cohort Overview
Based on the results of the S.A.F.E. intervention at the sophomore level, results indicated
that S.A.F.E. was somewhat successful. With regards to visual analysis results were variable.
When S.A.F.E was not in place, there was always an increase in the average number of referrals
received per day, but during “baseline 2” there was an observed decrease in the overall trend of
referrals received by students. This is not what one would expect after removing the S.A.F.E.
intervention. Still, every time that S.A.F.E. was implemented the average number of referrals
received per day dropped and there was generally a decrease in the number of referrals received
per day across time. Variability remained consistent across all conditions, which was again likely
due to the varied schedules among students across different days of the week. Additionally, it
was noted that the lower number of referrals sometimes made it more difficult to visually
discriminate changes in trend and level.
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The calculation of NAP effect sizes did not fully support S.A.F.E.’s effectiveness for the
sophomore cohort, as only one moderate effect size was observed between “baseline 2” and
“teaching rules round 2.” The NAP effect size for this condition was calculated to be moderate at
77%, whereas the first effect size from “teaching rules round 1” was 64% and 61% when staff
implemented “teaching rules and rewards.” Both effect sizes are classified as weak.
Still, while the NAP effect sizes were weak overall, visual analysis indicated that
S.A.F.E. was somewhat effective for the sophomore cohort. Interestingly, the weakest effect
size, and highest level across all three treatment conditions, was again during the “teaching rules
and rewards” condition, which reflected results the program level data. As such, this data further
suggested that the inclusion of a rewards program to supplement the instruction of rules was not
as effective as just teaching the rules alone.
Junior Cohort Overview
Based on the results of the S.A.F.E. intervention at the junior level, results again
suggested that it was somewhat effective at reducing student referrals. Based on visual analysis,
data was mostly consistent and generally showed results one might hope to find when
implementing a behavioral program to reduce referrals. While visual analysis determined that the
initial baseline data saw a decreasing trend in the referrals, there was a consistent increase in
level and trend in the number of referrals received by students when S.A.F.E. was removed every
other time. Additionally, in every condition where S.A.F.E. was implemented there was
consistently an observed decrease in the level and trend of referrals received per day. This
suggested that there was a functional relationship between the implementation of S.A.F.E. and
the number of referrals juniors received per day. It should be noted that the level in “baseline 3”
did not increase as dramatically after the removal of “teaching rules round 2,” which led to less
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visible trends in data. This could be partially responsible for a weak effect size after “teaching
rules and rewards.”
The calculation of NAP effect sizes supports the findings of visual analysis, indicating
there was only a moderate effect size between “baseline 2” and “teaching rules round 2”. This
was identical to what was observed with the sophomore cohort and could potentially suggest that
students needed time to adjust to new rules and were more responsive to the program the second
time it was introduced. The weakest effect size was again observed after implementing the “rules
and rewards” condition for S.A.F.E.; however, this could again be due to the observed decrease
in level observed after implementing “teaching rules round 2.”
Senior Cohort Overview
The results of the S.A.F.E. intervention at the senior level were the next most promising
findings after the total program results and indicated there was a functional relationship between
S.A.F.E. and the reduction in student referrals. Visual analysis generally showed results that one
might hope to find when trying to decrease student referrals. When S.A.F.E. was not in place,
staff saw an increase in the average number of referrals, except for “baseline 4,” which remained
equal to the preceding treatment condition of “teaching rules and rewards” with an average of
1.47 referrals per day. Additionally, when S.A.F.E. was not in place there was consistently an
increasing trend of referrals, apart from “baseline 3” where the trend was observed to decrease.
These results suggest that there was likely a relationship between the implementation of S.A.F.E.
and the reduction in student referrals.
The calculation of NAP effect sizes bolters the effectiveness of S.A.F.E. at the senior
level, as a moderate effect size was observed each time S.A.F.E. was implemented. Interestingly,
the senior cohort was the only group where a moderate effect size was observed across all three
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treatment conditions, with effect sizes of 72%, 73%, and 69% respectively. These results
strengthen the conclusion that a relationship existed between the implementation of S.A.F.E. and
reduction in referrals, despite some variability in the results of visual analysis. Additionally, the
effect sizes suggest the possibility that cohorts with a greater amount of time spent in the
program prior to receiving S.A.F.E. are more sensitive to its implementation. This conclusion is
bolstered by the fact that the freshman cohort, the group with the least amount of time in the
program, received the weakest overall effect sizes.
Program and Cohort Effectiveness Summary
Based on visual analysis and the calculation of NAP effect sizes, the strongest results
were observed at the program level. Visual analysis clearly identified increases in level and
trend, while moderate effect sizes were observed for each implementation of S.A.F.E., except for
the combination of teaching the rules and providing rewards. It should be noted that only the
senior cohort showed a moderate effect in the implementation of rules and rewards, which
suggests that either rewards were ineffective at reducing referrals for most students or that the
implementation and removal of S.A.F.E. over the course of the year ultimately impacted the
results. Given that the “rules and rewards condition” was always the final treatment condition in
this study, the conclusion that its placement impacted the results is quite possible. Given that the
rules were taught systematically throughout the year, it is possible that students were less likely
to forget S.A.F.E. rules by the spring semester and therefore continued to practice them even
when staff had removed the program.
Yet, regardless of the reason, it is noteworthy to highlight that the addition of rewards
was not more effective than the teaching of rules alone. While COVID-19 didn’t allow for the
second implementation of rules and rewards, this potential conclusion is important, as the
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provision of rewards likely required additional staff time and resources, whereas teaching rules
was quick and free to implement. This is a significant conclusion for a program to have, as data
that indicate it can spend less money and be more effective is powerful and has multiple
implications for how SSRDs can benefit higher education.
Still, it does seem as though the evaluation of S.A.F.E. with single subject design was
most useful at the program level, as visual analysis indicated that referrals were reduced by
almost 50% with the teaching of rules. These results were further supported by NAP effect sizes.
Given that cohort data were more variable in visual analysis and effect sizes, it is likely that
choosing a dependent variable with limited range of variability resulted in less conclusive
findings. With that said, cohort analysis still provided useful information.
For example, the weakest effect sizes were seen at the freshman cohort level, while the
strongest effect sizes were observed at the senior level. Again, this may suggest that students
who had been in the program longer without S.A.F.E. were most sensitive to its implementation.
In contrast, students who were transitioning into the program and likely just out of high school,
were potentially more primed for a behavioral program and received fewer referrals from the
start. Given that freshmen referrals continued to drop throughout the intervention, a rules-based
program that is presented early to students entering higher education may lead to a consistent
lower level of inappropriate behavior throughout the year. Additionally, both the sophomore and
junior cohorts only showed a moderate effect size during the second implementation of
S.A.F.E.’s “teaching rules” condition, which could suggest that students were more responsive to
the rules after being taught the second time.
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Implications
The results of this study have multiple implications for higher education and the ways in
which programming and AER practices can be expanded. To fully consider these implications,
however, these results must be considered from multiple perspectives. More specifically, one
must view these results specifically from the perspective of a post-secondary transition program,
then expand to what the results mean for higher education institutions more broadly.
Effective Intervention for Post-Secondary Transition Programs
The results of this study indicated that S.A.F.E. was an effective intervention for reducing
student referrals in a post-secondary transition program for adults with intellectual and
development disabilities. With the rapid growth of these programs across the country, there is a
potential of 322 different programs and universities across 49 states in the U.S. (Think College,
2022) that could now benefit from its potential success.
More specifically, the large number of programs and universities in this country that have
chosen to create a post-secondary transition program are now tasked by HEOA (2008) with
integrating students with ID onto college campuses and teaching them academic/instructional
strategies, employment/career strategies, independent living/residential strategies, and social
strategies. Given that S.A.F.E. was specifically designed to track and teach students’ skills across
those four areas, it seems likely that the faculty, administrators, and staff involved in postsecondary transition programs would benefit from the intervention’s effective results.
Yet perhaps the largest takeaway from these results may be that the observed
effectiveness of the intervention could persuade other programs from also working to implement
and measure the overall effectiveness of S.A.F.E, much the same way any SSRD study would
do. Yet while additional programs could all singularly work to measure the impacts of S.A.F.E.
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at an individual level, a benefit of single subject design is that it can effectively assess small n
populations and subsequently inform researchers of the potential for a larger study. As such,
researchers could use the positive results of this study, or any SSRD study, to leverage funding
and participation of other programs to run a larger study, using large N methods of research.
Relatedly, it would also be interesting to expand S.A.F.E to other student programs and
assess the effectiveness of such a model at reducing problem behaviors of other student
populations. For example, would a program that is structured and modeled after S.A.F.E. reduce
problem behaviors observed in fraternities or sororities? While the rules and acronym may not be
the same, higher education could certainly introduce a rules-based program within student
organizations and track student referrals to assess whether a reduction in problem behaviors was
observed. Secondarily, questions of how a rules-based program in a fraternity or sorority impacts
areas such as student academic performance, student conduct, or even engagement in
philanthropic activities would be interesting.
Assessment, Evaluation, and Research for Small n Populations in Higher Education
While the substantive implications of the actual results of this study are important, most
of what can be gleaned from this study lies in the process by which S.A.F.E. data were evaluated.
First and foremost, the use of a single-subject reversal design allowed for the evaluation of a
program initiative using a rigorous experimental design with only 25 participants. Even more so,
those 25 participants were categorized into an N of 1 (program) and an N of 4 (freshman,
sophomore, junior, senior cohorts) with no need for randomization.
Additionally, while Mayhew et al., (2016) indicated that the continuous changes in
definition for higher education, faculty, and students made measurement difficult, the reversal
design highlighted how SSRD can accommodate a high level of diversity among students (e.g.,
78

race, age, disability, level of functioning) and still produce results that showed causality. Yet,
while diversity among students is important, the ability to use each participant as its own control
helped to measure effectiveness of the intervention despite organizational challenges. For
example, SSRD allowed researchers to approach individual staff and faculty who were willing to
pilot the new initiative and eliminated the need to recruit a sizeable sample. Additionally, this
approach did not require communication across different departments or offices, as the
individual baseline accounted for whatever effect those variables had on the dependent variable
(e.g., student referrals). The low number of participants also required less time and resources
from staff, which again, addressed concerns noted by Mayhew et al. (2016) regarding the high
level of cost to run large N research studies.
These observations are all important, as the challenges that large N research faces in
higher education, through experimental, quasi-experimental, or correlational group design,
would ultimately have limited S.A.F.E.’s ability to be evaluated and deemed as an effective
intervention for students in a post-secondary transition program. Yet the result of the current
study now provides researchers with additional questions to continue researching. Does S.A.F.E.
work with other programs? Does S.A.F.E. lead to better student outcomes after graduation? Does
S.A.F.E. lead to better student, parent, and staff perceptions of post-secondary transition
programs and what they are trying to accomplish? And while SSRD can certainly look to answer
some of these research questions, many of these questions are best evaluated using large N
research designs.
More broadly, the current study provides the beginning of a blueprint as to how higher
education can assess outcomes for populations that have otherwise been too small or too
expensive to study. For example, using SSRD researchers would be able to assess small
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populations of minoritized students like Native Americans, who are often classified as “other,”
thereby negating their experiences and silencing their voices in higher education. Similarly,
university initiatives, effective practices, and additional supports could be analyzed using SSRD
to determine what is commonly effective with specific subgroups. For example, a reversal design
like the one used in this study could evaluate effective components of TRIO, a program aimed at
low-income, first-generation college students. Specific components of the program could be
evaluated to determine what aspects improve student performance, persistence to graduation, or
even perceptions of connectedness and support on campus.
Additionally, the evaluation of federal policies like Title IX and the Americans with
Disabilities Act, which have been shown to be ineffective overall, could be assessed. While
institutions do not receive additional incentives for going above and beyond, SSRD offers
researchers the opportunity to assess effective practices with smaller groups of students. This
approach allows universities to continue following federal policy, while also building a larger
evidence-base for what is effective on their campuses. For example, a multiple baseline design
could allow researchers to stagger the introduction of various accommodations to students with
disabilities to assess which ones had an impact on student performance. For Title IX, universities
could pilot the introduction of various approaches to training students about sexual assault to see
if one led fewer Title IX violations. With multiple examples of training being conducted using
SSRD, a Title IX training could be accomplished by measuring baseline student knowledge of
sexual assault and then engaging in a systematic approach to training the necessary skills while
continuing to measure student performance. Training would cease when the student reached a
specific criterion. Groups with different training approaches could then be tracked by large N
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researchers to see the difference in number of sexual assault cases reported was statistically
significant between the two groups.
Successful Approach to Replication for Building Evidence-Based Practices
This study also showcased how SSRD can address issues related to the replication crisis
noted by Smith and Little (2018); the replication crisis refers to challenges that large N research
continues to face in replicating research findings that showed significant results. While
S.A.F.E.’s effectiveness was variable at the cohort level, the evaluation resulted in 4 replications.
This approach can be utilized in higher education across a multitude of different student
populations, programs, and even individual students. While the intervention can be run
concurrently across multiple participants, the use of individuals as their own control, allows for
replication. As such, the number of students and programs in higher education allow for postsecondary education to quickly build a library of effective practices, as each student or group can
be considered its own control. Additionally, its user-friendly design allows higher education to
leverage the effort of many higher education practitioners and scholars to evaluate the
effectiveness of programs, strategies, or interventions.
Practical Implications of Single Subject Research Design in Higher Education
What is perhaps most promising about the current study is that the research and effective
results were achieved by practitioner-level professionals in an unaltered unit of higher education,
run primarily by undergraduate students and a limited number of university staff and graduate
students with limited experience in research or SSRD. They received short trainings on what
they needed to do for each condition and how to use the referral system but were otherwise
allowed to continue with business as usual. These results indicate that it is indeed possible for
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practitioners to conduct SSRD research with limited training, which should provide optimism on
the viability of leveraging both scholars and higher education practitioners to evaluate practices
used on campus.
This also highlights how SSRD connects AER practices to DDDM and practitioners
working in higher education. Training staff across student and academic affairs to conduct SSRD
allows for the real-time collection of data across the entire implementation of an intervention,
much like what was done for S.A.F.E. For example, the use of SSRD with S.A.F.E. provided
staff and administrators with consistent data collection, allowing them to quickly identify issues
that arose in the intervention or with students that were potentially not responding. It also
allowed for the evaluation of individual components of the intervention. Ultimately, the results
saved the program time and resources, as administration and staff found an effective way to
reduce student problem behaviors, while also identifying effective and ineffective components of
S.A.F.E.
The consistent data collection approach also allowed program staff to focus on the
applied questions outlined by Paul (1969) asking who needed to deliver the treatment, what
treatment best matched the problem, and in what context should the treatment be delivered. This
led to interesting results that suggested that the intervention was most effective at the program
and senior level, while the impact of S.A.F.E. at the freshmen through junior level were variable.
Additionally, the evaluation of different components of S.A.F.E. identified that addition of more
resources and time of staff was potentially less effective than just teaching the rules of the
program.
SSRD’s use of visual analysis and simple statistics also makes it more likely to be used in
higher education practice, much like it has been in other applied settings (Kratochwill et al.,
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2010). It also allows for easier interpretation of data by analyzing results that are visible to the
naked eye. For example, visual analysis of S.A.F.E. at the program level, indicated that the
program cut the number of student referrals by almost half, something that is immediately
apparent when analyzing the graph. Yet, as previously mentioned the results of this study should
also provide optimism to large N researcher, as the addition of SSRD into higher education AER
practices inform the need for large N research. For example, if multiple programs decided to use
S.A.F.E., large N researchers may ask the question as to whether programs using S.A.F.E.
experienced better program outcomes in employment, academics, or retention.
Limitations
While S.A.F.E. was found to be effective overall there were still limitations to the
evaluation of this intervention. One of the limitations was that the low number of referrals
received at the cohort level made it more difficult to visually analyze and less likely to observe
larger NAP effect sizes. Additionally, given that the data used for this study were archival, the
conclusions regarding the effectiveness of S.A.F.E. must assume that staff were implementing
the actual intervention with a high level of treatment integrity and standardization. Given that
analyzing program data archivally does not control for how every condition was run it is possible
that the observed effects were not the result of the treatment conditions that were described by
staff. The use of archival data also does not allow this study to evaluate individual student
performance. The deidentified data were provided by cohort and program-level only.
Subsequently, it is possible that results at either the program or cohort level could be due to a
smaller subset or even individual students, which would indicate the possibility that S.A.F.E.
may be more effective as an individual intervention.
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Another limitation is that the addition and removal of different conditions required
communication among multiple staff members. As a result, it was necessary to make staff aware
of what condition they were running. As such, it is possible that the impact and effective results
of this study might reflect changes in staff behavior versus changes in student behavior. More
specifically, given that staff knew about S.A.F.E. and its intended purpose of reducing student
referrals, it is possible that staff were more likely to submit referrals when they knew that
S.A.F.E. was not in place.
The use of a reversal design to evaluate the implementation of S.A.F.E. should also be
considered a limitation. While the pattern in which staff implemented S.A.F.E. required data to
be analyzed using a reversal design, SSRD has other designs that are more specifically designed
for interventions that cannot be fully removed. That is to say, the provision of instruction to
students (e.g., teaching S.A.F.E.) is not something that can truly be taken away. As such, it is
possible that inconsistent or less effective results observed in this study may reflect the fact that
students continued to follow S.A.F.E. even though it had been removed. While there typically
was an eventual increase in trend and level with the data after removal of S.A.F.E., there were
many conditions that indicated that students did not respond as effectively to the withdrawal of
S.A.F.E. This is further supported by the fact that effect sizes were weaker towards the end of the
study (e.g., teaching rules and rewards) versus the beginning of the study.
A design in SSRD that is better equipped to measure change in a dependent variable
when the removal of the independent variable is not possible (e.g., provision of training) would
be the multiple baseline design, which does not require an intervention to be removed. This
design would have required staff to stagger the implementation of S.A.F.E. across cohorts. While
this design would have been ideal, a staggered introduction of the independent variable (e.g.,
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S.A.F.E.) across participants (e.g., freshmen, sophomores, juniors, and seniors) may not have
been possible for the post-secondary transition program to accomplish. To be more specific, staff
would have needed to ensure that exposure to S.A.F.E. was isolated to specific groups across
time, which may not have been possible, given the size of the program and the likelihood of
students all taking similar classes, and talking to one another about the intervention.
Lastly, any conclusions regarding the effectiveness or ineffectiveness of the “teaching
rules and rewards” condition must be interpreted with caution, as there was no reversal
conducted due to the COVID-19 pandemic. While visual analysis indicated some success in this
component of S.A.F.E., only the senior cohort showed a moderate effect size. Regardless, in
single subject research design, a baseline-treatment-baseline design does not fully demonstrate
control of the dependent variable. Without the second reversal, the staff’s evaluation of this
condition was incomplete, making it difficult to draw conclusions regarding the overall
effectiveness of the “treatments and rewards” condition.
Directions for Future Research
Given that the evaluation of S.A.F.E. was just one example of a way in which SSRD
could be utilized to advance AER practices in higher education, there are many ways in which
research can expand on the current study. Any program, class, or organization within the higher
education setting (e.g., academic affairs or student affairs) could conduct similar analyses at the
student, group, program, or institutional level. Researchers could evaluate the effectiveness of
online education by measuring academic outcomes of a hybrid course that has both face-to-face
and online components. Educational leadership scholars could evaluate components of student
success models (e.g., Tinto, Astin) or student affairs programs (e.g., TRIO, student conduct,
student counseling, disability supports). As outlined by Hayes et al., (1999), the biggest
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difference in SSRD research would be focusing on how the research question was asked. More
specifically, instead of asking if accommodations are effective for students with disabilities, an
SSRD research question would ask how effective is a specific accommodation, for whom will it
work (e.g., ADHD, anxiety, depression), and with whom will it fail? Additionally, researchers
would look to assess the generalizability and ability of interventions to maintain its effects across
different settings. For example, is one accommodation for students with disabilities more
effective in English classes versus science classes. With this information, universities could
make decisions regarding how to support students most effectively. More broadly, the ability to
answer these questions would allow post-secondary institutions to make decisions regarding the
allocation of its money, time, and resources are best spent in order to make the largest difference.
Additionally, this study could be replicated. Researchers could run the S.A.F.E.
intervention from start to finish to account for treatment integrity and standardized conditions.
Researchers could also want to address this study’s limitations, for example, by implementing a
multiple baseline design to evaluate the effect of S.A.F.E., so that the intervention did not need
to be removed. Additionally, researchers could ensure that they effectively train staff without
encouraging them to submit more referrals during specific conditions, for example, by not
making the desired outcome of S.A.F.E. known.
Directions for Future Practice
With regards to the use of SSRD in practice, the applied nature of this assessment
approach raises questions as to how it could impact practitioners in the higher education setting.
Given that ACPA and NASPA (2010) have recognized that AER is a necessary competency in
student affairs, and that more than one in four student affairs positions explicitly require the
skills related to the AER competency (Hoffman & Bresciani, 2010), finding new ways to connect
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practitioners to AER practice seems appropriate. This approach would address Sriram and
Oster’s (2012) article finding that 64% of student affairs professions did not engage in research
as much as they would like by providing practitioners with an approach to AER that is user
friendly and designed specifically for applied settings.
While the introduction of SSRD into higher education could be as involved as including a
class specifically designated to its use within educational leadership master’s and doctoral level
graduate programs, there are other ways in which the impact of SSRD could be measured. For
example, a series of trainings could be conducted, and a multiple baseline research design could
measure whether scholarly engagement increased after the trainings. Afterwards, large N
researchers could evaluate measures of effectiveness or efficiency of different departments to see
if there is a statistically significant difference between departments that use SSRD and ones that
do not. Regardless, given that SSRD is designed to be utilized in an applied setting, higher
education’s potential benefits from its use are exponential, as it can essentially leverage any
practitioner that utilizes SSRD as a researcher too. This greatly expands the number of
investigators, research studies, and settings research is conducted, while also reducing the
amount of time one might expect to spend in building a research catalog.
Regardless of how SSRD is integrated into daily practice in higher education, this study
provides just one example of its utility for evaluating implementation of programs, services, and
interventions in virtually any higher education setting. In this particular example, the evaluation
of S.A.F.E. using a reversal design provided information to staff and administration regarding
the effectiveness of the intervention at the program level, while also providing information
simultaneously at the cohort level on where the intervention was most effective. This allowed
administration and staff to know that broadly, S.A.F.E.’s implementation across the program was
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an inexpensive and effective way to reduce problem behaviors, while it also provided data to
indicate which cohorts were most responsive. Expanded beyond S.A.F.E.’s implementation in a
post-secondary transition program, this same approach to measurement and evaluation allows
higher education practitioners, administrators, and researchers to assess effectiveness of
practices, and even more specifically, to determine for whom those practices are most effective.
As illustration here through its application to S.A.F.E., SSRD ultimately offers higher education
researchers and practitioners with diagnostic information to better allocate resources and support
via evidence-based practices for particular populations of students.
Summary
The purpose of the current study was to use a single subject research design to assess the
effectiveness of S.A.F.E. an intervention designed to reduce student referrals in a post-secondary
transition program at the program and cohort level. The results indicated that the S.A.F.E.
intervention was most effective at the program level and senior cohort level, while smaller
effects were observed for the sophomore, junior, and freshman cohorts. Data also indicated that
components of S.A.F.E. that took more time and resources from staff did not necessarily
guarantee that the intervention was more successful, which is important when considering how
single subject research design can support data driven decision making in higher education for
the future. Ultimately, this study showcases the utility of single subject research design in higher
education assessment, evaluation, and research practices. The evaluation of S.A.F.E. used visual
analysis, simple statistical analyses, and consistent measurement of the dependent variable
throughout the intervention, which was all accomplished while running the program in a realworld work setting in higher education. As such, it perfectly aligns with practitioner-level
assessment and evaluation in higher education and should be investigated further, especially as
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public discontent regarding high costs, low graduation rates, lack of accountability,
administrative bloat, faculty inefficiency (Hersh & Keeling, 2013), increases in tuition (Dickler,
2021) and eroding confidence in the value of a college degree (Arum & Roksa, 2011, 2014)
move closer to intersecting with a dramatic drop in student enrollment (Hoover, 2020). When
that time comes, higher education administrators and recruiters will be faced with the challenge
of providing evidence that the institution can successfully teach, train, and prepare their students
for an ever-changing world.
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