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La fibrillation auriculaire (FA) est la forme d’arythmie la plus fréquente et représente 
environ un tiers des hospitalisations attribuables aux troubles du rythme cardiaque. Les 
mécanismes d’initiation et de maintenance de la FA sont complexes et multiples. Parmi ceux-
ci, une contribution du système nerveux autonome a été identifiée mais son rôle exact 
demeure mal compris. Ce travail cible l’étude de la modulation induite par l’acétylcholine 
(ACh) sur l’initiation et le maintien de la FA, en utilisant un modèle de tissu bidimensionnel. 
La propagation de l’influx électrique sur ce tissu est décrite par une équation réaction-
diffusion non-linéaire résolue sur un maillage rectangulaire avec une méthode de différences 
finies, et la cinétique d'ACh suit une évolution temporelle prédéfinie qui correspond à 
l’activation du système parasympathique.  Plus de 4400 simulations ont été réalisées sur la 
base de 4 épisodes d’arythmies, 5 tailles différentes de région modulée par l’ACh, 10 
concentrations d’ACh et 22 constantes de temps de libération et de dégradation d’ACh. La 
complexité de la dynamique des réentrées est décrite en fonction de la constante de temps qui 
représente le taux de variation d’ACh. Les résultats obtenus suggèrent que la stimulation 
vagale peut mener soit à une dynamique plus complexe des réentrées soit à l’arrêt de la FA en 
fonction des quatre paramètres étudiés. Ils démontrent qu’une décharge vagale rapide, 
représentée par des constantes de temps faibles combinées à une quantité suffisamment 
grande d’ACh, a une forte probabilité de briser la réentrée primaire provoquant une activité 
fibrillatoire. Cette activité est caractérisée par la création de plusieurs ondelettes à partir d’un 
rotor primaire sous l’effet de l’hétérogénéité du gradient de repolarisation causé par l’activité 
autonomique.  
 







Atrial fibrillation (AF) is the most frequent arrhythmia and accounts for about one-
third of hospitalizations for cardiac rhythm disturbances. The mechanisms of initiation and 
maintenance of atrial fibrillation are complex and multifaceted. Among them, a contribution 
of the autonomic nervous system has been identified but its exact role remains poorly 
understood. This work targets the study of the effect of autonomic modulation induced by 
acetylcholine (ACh) on the initiation and maintenance of AF, using a two-dimensional tissue 
model. Electrical impulse propagation in the tissue was described by as a non-linear reaction-
diffusion equation solved on a rectangular mesh with finite difference methods, and ACh 
kinetics followed a predefined time evolution corresponding to parasympathetic activation. 
More than 4400 simulations were performed based on 4 fibrillatory initial conditions, 5 sizes 
of ACh patch, 10 ACh concentrations and 22 time constants representing ACh release and 
degradation speed. Our results suggest that vagal stimulation can sustain or terminate AF 
depending on the 4 parameters studied. Results demonstrate that rapid vagal discharge, 
represented by low time constants combined with sufficient quantities of ACh, has a high 
probability of breaking the primary reentry and causing fibrillatory activity. This activity is 
characterized by the generation of several wavelets from a primary rotor under the 
heterogeneity of repolarization gradient due to autonomic modulation. 
 
Keywords : Atrial fibrillation, atrial model, acetylcholine, vagal stimulation, reentry. 
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Chapitre I : Notions générales  
I.1 Introduction  
Le cœur est l’organe musculaire responsable du pompage du sang à travers les 
vaisseaux sanguins. La défaillance des mécanismes de contraction, ou des systèmes de 
régulation peut entrainer un dysfonctionnement du cœur et même dégénérer en pathologies 
cardiaques. Ces pathologies ont motivé plusieurs études dont le but est de comprendre la 
genèse et la progression des maladies cardiovasculaires, et le cas échéant, de développer des 
nouvelles méthodes de diagnostic intéressantes pour la pratique clinique. 
Notre projet de recherche vise l’étude d’un problème lié au rythme cardiaque qui 
affecte les oreillettes soit la fibrillation auriculaire (FA), plus particulièrement la FA sous 
l’effet de la modulation parasympathique. Comme les progrès réalisés en mathématiques 
appliquées permettent de simuler sur ordinateur certains compartiments du système 
cardiovasculaire, nous proposons de faire le point sur un modèle ionique canin, en nous 
concentrant sur la simulation de l’action inhomogène et dépendante du temps du système 
nerveux autonome (SNA) sur l’initiation et la perpétuation de la FA.  
Dans le cadre de notre projet, nous avons initié des épisodes de FA sur un tissu 
rectangulaire. Nous avons utilisé un modèle décrivant la propagation de l'influx électrique 
cardiaque, dont la cinétique membranaire est décrite par un modèle canin où nous avons 
intégré le courant ionique IK,ACh activé par l’acétylcholine. Nous avons exploré plusieurs 
facteurs pour décrire la dynamique de la FA sous l’effet de l’action inhomogène et 
dépendante du temps du système nerveux autonome. 
Dans le premier chapitre, nous ferons une revue des connaissances nécessaires à la 
compréhension de la problématique. Ce chapitre sera dédié aux notions générales 
d’électrophysiologie, à la neurocardiologie, à la FA et à ses mécanismes physiopathologiques. 
Le deuxième chapitre sera consacré aux concepts de modélisation et à l’explication détaillée 
des techniques et des procédures de calcul. Ensuite, le chapitre trois comprendra l’article 
scientifique qui constitue la synthèse de nos résultats. Enfin, le quatrième chapitre 
représentera un complément de discussion des résultats présentés dans l’article. Ce chapitre 
permettra, en effet, de mieux comprendre certains phénomènes électrophysiologiques liés à la 
dynamique des réentrées. En montrant les limites de notre modèle, nous décrirons comment il 
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peut tenir compte de perturbations produites par la régulation du SNA. Les conclusions et 
perspectives issues de la présente étude seront formulées dans la conclusion générale. 
Dans ce chapitre, nous présentons d’abord l’anatomie générale des oreillettes et les 
éléments d’électrophysiologie cardiaque relatifs aux mécanismes régissant l’activité 
électrique au niveau cellulaire et tissulaire. Ensuite, nous détaillons les notions de 
neurocardiologie, plus particulièrement le système parasympathique. Enfin, nous abordons les 
arythmies auriculaires, leurs mécanismes et leurs traitements en nous concentrant sur la 
fibrillation auriculaire. 
I.2 Anatomie des oreillettes 
Les oreillettes sont les deux cavités supérieures du cœur séparées par le septum inter-
auriculaire. Elles sont délimitées par une fine paroi composée de trois tuniques : 
- L’épicarde : la tunique externe. Il s’agit de la lame viscérale du péricarde séreux. 
- Le myocarde : la tunique intermédiaire. Il est composé de cellules, et est capable de se 
contracter. 
- L’endocarde : représente la face interne du myocarde, dont le rôle est la diminution 
des forces de friction entre le sang et la paroi interne des oreillettes. 
La contraction des oreillettes est déclenchée par la dépolarisation de la membrane 
plasmique. Cette dépolarisation prend naissance au niveau d’un petit groupe de cellules 
nommé nœud sinusal (SA), localisé dans l’oreillette droite à proximité de l’entrée de la veine 
cave supérieure. Les jonctions communicantes qui connectent les cellules myocardiques 
assurent la propagation du potentiel d’action déjà engendré par le nœud sinusal. Au niveau 
des oreillettes il y a deux grandes catégories de cellules : nodales et cardiomyocytes. 
I.2.1 Cellules nodales  
Le nœud sinusal possède une activité intrinsèque de dépolarisation automatique 
conférant au cœur un rythme intrinsèque. Ce nœud est composé de deux types de cellules [1] :  
• Petites cellules en forme de fuseau qui sont probablement des cellules ayant une 
activité intrinsèque automatique (pacemaker) responsable du rythme cardiaque. 
Leur taille est de l’ordre de 5-10 µm chez l'humain. Les propriétés 
électrophysiologiques de ces cellules suivent un gradient de la zone centrale du 
nœud sinusal vers la zone périphérique.  
• Des cellules minces et allongées représentent la liaison entre les cardiomyocytes et 
les cellules nodales. Elles sont reparties sur la périphérie du nœud sinusal. 
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Le nœud sinusal humain est composé d’environ 50% de tissu conjonctif. Ceci permet 
d'isoler partiellement les cellules nodales des cardiomyocytes environnantes afin d'éviter 
l’interaction électrotonique entre le nœud sinusal et les cardiomyocytes suite à la différence de 
potentiel de repos pour chaque type de cellule [2]. 
I.2.2 Cardiomyocytes auriculaires  
Les cardiomyocytes auriculaires ont une forme elliptique, ils ont une longueur 
d’environ 120 µm et un diamètre de 10 à 15 µm [3]. Des jonctions communicantes présentes 
principalement à leurs extrémités couplent électriquement ces cellules entre elles. Les 
cardiomyocytes sont les cellules contractiles des oreillettes, et représentent la majorité des 
cellules auriculaires.  
I.3  Activité électrique du cœur au niveau cellulaire  
L’activité électrique au niveau du cœur est provoquée par le mouvement des ions au 
niveau des cellules cardiaques à travers la membrane plasmique qui les entoure. Cette activité 
est gérée par des protéines sélectives spécialisées dans le transport des substances. Le 
transport des ions s’effectue généralement dans une seule direction soit de l’intérieur de la 
cellule vers l’extérieur ou l’inverse et peut se produire d’une manière passive ou active. 
D’autres composantes de la cellule interviennent dans l’activité électrique telle que les 
mitochondries qui sont la source de l’énergie de la cellule et qui forment un réservoir de 
stockage de calcium en cas de surplus dans le cytosol. Le réticulum sarcoplasmique est la 
citerne des ions calciques qui régule le mouvement de ces ions dans le milieu intracellulaire. 
Lors de la dépolarisation de la cellule, il libère le calcium qui agit sur l’appareil contractile de 
la cellule.   
I.3.1 Membrane plasmique  
La membrane assure l’unité de la cellule en séparant les milieux intracellulaire (le 
cytoplasme) et extracellulaire. La membrane cellulaire comprend une bicouche lipidique, dont 
la tête est hydrophile et en contact avec le milieu intra ou extracellulaire, et la queue est 
hydrophobe formant l’intérieur de la bicouche. Elle est transpercée par des pores (protéines 
sous forme de canal), des pompes et des échangeurs ioniques dont le rôle est d’assurer le flux 





I.3.2  Canaux ioniques  
Les canaux ioniques sont les acteurs principaux des échanges ioniques entre les milieux 
intra et extracellulaire à travers la bicouche lipidique (voir figure I-1). Ses échanges sont 
passifs et ne nécessitent aucun apport d’énergie car ils s’effectuent selon le gradient 
électrochimique. Ils présentent deux propriétés biophysiques : 
-  la sélectivité, car un canal ne permet que le passage d’une espèce ionique. 
-  la cinétique selon la loi tout ou rien, un canal peut être dans l’un de ses états ouvert, 
inactivé ou bien fermé.  
 
Figure I-1 : Structure de la membrane plasmique (modifié de Dang [4]). 
I.3.3  Les transporteurs  
 Les transporteurs sont des composantes de la cellule cardiaque, dont le rôle est le 
maintien des concentrations des ions intracellulaires à des valeurs normales entre deux phases 
de dépolarisation successives. Ils utilisent deux modes d’échanges d’ions : 
- Mode actif primaire: Des protéines membranaires connues sous le nom de pompes 
sont capables de véhiculer des ions au sens contraire du gradient électrochimique en 
utilisant l’ATP comme source d’énergie. On cite la pompe Na+/K+ -ATPase qui 
transporte deux ions potassium K+ vers le milieu intracellulaire et trois ions sodium 
Na+ vers le milieu extracellulaire en dépensant une molécule d’ATP hydrolysée. 
- Mode actif secondaire : les échangeurs utilisent l’énergie issue du gradient 
électrochimique d’un ion comme source d’activation.. Parmi ceux-ci on retrouve 




I.4 Potentiel d’action  
Le potentiel d’action (AP) est un phénomène électrique qui caractérise les cellules 
excitables en activité. Il correspond à la différence de potentiel entre les milieux intra et 
extracellulaire engendrée par le mouvement des ions à travers la membrane plasmique lors de 
sa dépolarisation. Le potentiel de repos est maintenu par les pompes et les échangeurs et il 
varie selon le type des cellules auriculaires (~ -65 mV pour les cellules nodales et ~ -75mV 
pour les cardiomyocytes auriculaires) [1]. Lors de l’injection d’un courant ionique, le 
potentiel du milieu intracellulaire change dépendamment au courant électrique injecté : 
- Si ce courant injecté ne permet pas d’atteindre le seuil de dépolarisation on parle d’un 
potentiel d’action passif (le seuil est ~ -50 mV pour les cellules nodales et ~ -70mV 
pour les cardiomyocytes auriculaires). 
- Si le courant injecté augmente le potentiel du milieu intracellulaire à une valeur seuil, 
il mène à la naissance d’un potentiel d’action actif.    
-  
Figure I-2 : Potentiel d’action avec la distribution des différents courants ioniques (modifié 
de Nattel [5]). 
Le potentiel d’action débute par l’ouverture rapide des canaux sodiques (INa) qui 
permet l’entrée brève mais brutale des ions sodiques, ce qui provoque une dépolarisation 
abrupte de la cellule où le potentiel intracellulaire peut atteindre environ 20 mV. Cette 
augmentation de la concentration des ions Na+ entraine une inversion de l’échangeur Na/Ca 
qui fait entrer du Ca+2 en utilisant dans ce cas le gradient du sodium pour produire un courant 
sodique sortant. Ensuite, le courant potassique transitoire sortant (Ito) intervient tout juste 
après le pic de dépolarisation. À ce moment le courant calcique de type L (ICaL) s’ouvre pour 
venir former un plateau. L’augmentation de la concentration des ions calciques active les 
récepteurs de la ryanodine provoquant la libération des ions Ca+2 stockés dans le réticulum 
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sarcoplasmique (SR). Les ions Ca+2 libérés seront utilisés par l’appareil contractile ce qui 
mène à la contraction des cellules. Le courant sortant redresseur ultrarapide (Ikur) s’ouvre 
presque simultanément au courant ICaL, et fait sortir les ions K+ pour amorcer la repolarisation 
durant le plateau. Plus lentement, le courant potassique redresseur rapide (IKr) et le courant 
potassique redresseur lent (IKs) s’ouvrent successivement pour accélérer la repolarisation. 
Finalement, le courant redresseur entrant indépendant du temps (IKl) termine la repolarisation 
de façon à revenir au potentiel de repos. La figure I-2 représente une illustration du potentiel 
d’action et de ses principaux courants. Il existe d’autres courants qui sont impliqués dans 
l’activité électrique au niveau de la cellule tels que le courant potassique activé par 
l’acétylcholine (IK,ACh), et les courants de chlore qui assurent la régulation osmotique du 
volume [6]. Récemment, d’autres courants (pas encore inclus dans les modèles ioniques 
utilisés) ont été identifiés et pourraient être impliqués dans les arythmies auriculaires [7-9].   
I.4.1 La durée de potentiel d’action  
La durée du potentiel d'action (APD) est définie comme étant la durée pendant 
laquelle la tension reste élevée au-dessus d'un seuil spécifié Vth. Dans les expériences, la 
tension de seuil est définie à 90% de la tension de repolarisation de la cellule en ajoutant 10 % 
de la tension de crête [10]. Pour un cycle de 1s, l’APD d’une cellule auriculaire est de l’ordre 
de 364±59 ms chez l’humain et 205±14ms chez le chien (moyenné sur plusieurs points 
répartis sur les deux oreillettes) [11].  
I.4.2 La durée de la période réfractaire  
La période réfractaire est définie comme étant la période entre la dépolarisation et la 
repolarisation de la cellule; elle est constituée de deux phases : 
- Période réfractaire absolue : durant laquelle, quelle que soit l’intensité de stimulus la 
cellule est incapable de répondre suite à l’inactivation des canaux sodiques. Elle 
débute dès la dépolarisation de la cellule et se termine lorsque le potentiel 
membranaire permet de réactiver ces canaux.   
- Période réfractaire relative (ERP) : elle correspond au début de réactivation des canaux 
ioniques. Un stimulus durant cette période est capable d’initier un potentiel d’action. 
Elle est évaluée à 324±59 ms chez l’humain et à 180±15 ms chez le chien dans un 
cycle de 1s [11]. Chez le chien, dans le cas d’un cycle de 665 ms (fréquence normale), 
elle est de l’ordre de 145±27 ms [12]. 
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I.5. Notions de neurocardiologie  
Comme évoqué précédemment, le cœur et ses activités sont soumis à des systèmes de 
régulation. Ses systèmes peuvent être classés en trois catégories : 
a.  Système nerveux central :  
C’est le système de contrôle qui se situe au niveau du cerveau, Il est constitué de deux 
nerfs qui conduisent les afférences : 
o Les nerfs crâniens (système parasympathique afférent): sont les nerfs chargés du 
transfert de l’information mécanique et chémosensorielle. Ils sont composés de 
plusieurs nerfs, dont les nerfs glossopharyngien et vague, les seuls qui contrôlent 
l’activité cardiaque. 
o Les nerfs spinaux (système sympathique afférent) : ils conduisent tout signal 
nerveux qui concerne la température et les afférences nociceptives viscérales 
concernant des stimulations mécaniques, chimiques et thermiques [13]. 
b. Système nerveux cardiaque extrinsèque : 
Il se situe au niveau de la cage thoracique. Il est composé de plusieurs structures 
nerveuses qui assurent le transport et la coordination des influx nerveux afférents et efférents 
dont le centre nerveux est situé au bulbe rachidien. Les coordinations sont assurées par les 
circuits neuronaux locaux [14, 15]. 
c. Système nerveux cardiaque intrinsèque :  
C’est un système de contrôle nerveux supplémentaire localisé sur la surface du cœur 
qui est constitué de plusieurs ganglions nerveux [15-18]. On distingue quatre types de 
neurones dans ses ganglions [19]: 
o Efférents sympathiques et parasympathiques.   
o Interneurones. 
o Des circuits neuronaux locaux. 
o Afférents sensoriels. 
Le regroupement des ganglions avec les nerfs qui les entourent et les relient forme des 
plexus ganglionnaires [20]. Dans un modèle canin, il existe quatre plexus ganglionnaires 
auriculaires : plexus ganglionnaire de l’oreillette droite, plexus ganglionnaire ventral de 
l’oreillette gauche, plexus ganglionnaire auriculaire dorsal, et plexus ganglionnaire à la 
jonction de la veine cave inférieure et de la partie auriculaire inférieure. On en retrouve aussi 
trois ventriculaires : plexus ganglionnaire ventriculaire crânien médian, plexus ganglionnaire 
ventriculaire crânien latéral droit et plexus ganglionnaire  ventriculaire crânien latéral gauche 
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[20, 21]. Selon les travaux de Tan et al. [22], la majorité des neurones du système nerveux 
cardiaque intrinsèque sont localisés aux oreillettes avec une portion de 84%, dont 39 % sur 
l’oreillette droite et 45 % sur l’oreillette gauche, voir la figure I-3.  
 
Figure I-3 : Distribution des plexus ganglionnaires sur un modèle canin (modifié de 
Armour [20]). 
Au début, les plexus ganglionnaires cardiaques ont été supposés être des efférences 
parasympathiques [23, 24], mais d’autres travaux démontrent qu'il pouvait y avoir des 
interactions neuronales issues des efférences parasympathiques, des efférences sympathiques 
et des afférences sensorielles [23, 25, 26]. Récemment, les travaux de Armour et al. montrent 
que l’innervation du cœur implique un réseau de neurones [17] et forme un système 
d’intégration [27].  
Au niveau de la membrane plasmique on trouve des récepteurs avec des protéines qui 
font la liaison entre les cardiomyocytes et les terminaisons post-ganglionnaires effectrices 
sympathiques ou parasympathiques [28]. Ces dernières libèrent des neurotransmetteurs qui 
stimulent leurs récepteurs et modifient l’activité électrique du cœur.  
I.5.1 Effet du système sympathique sur l’activité électrique du cœur  
La noradrénaline est le neurotransmetteur utilisé par le système sympathique qui 
innerve la totalité du cœur. Elle stimule deux catégories de récepteurs (α, β). L’effet produit 
par chaque récepteur est déterminé par la protéine G avec laquelle il est couplé. Ces 
récepteurs adrénergiques peuvent être classés en quatre sous-groupes : 
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- Le récepteur α1 est le stimulateur de la protéine Gq qui provoque l’augmentation de la 
concentration des ions Ca+2 dans le milieu intracellulaire [29]. 
- Le récepteur α2 stimule la protéine Gi qui joue le rôle d’un inhibiteur de la fonction 
des récepteurs α1.   
- Le récepteur β1 active la protéine Gs qui engendre l’augmentation de la concentration 
des ions Ca+2 dans le milieu intracellulaire. Il représente la majorité des récepteurs 
adrénergiques présents sur le tissu cardiaque. 
- Le récepteur β2 stimule les protéines Gi et Gs [30]. 
La composante sympathique augmente la fréquence cardiaque et la contractilité des fibres 
myocardiques (effet inotrope). La modulation de la fréquence cardiaque est engendrée par le 
redressement de la pente de la phase de dépolarisation diastolique lente du potentiel d’action 
(effet chronotrope positif) qui est produit par les récepteurs β1-adrénergiques des cellules 
nodales. Les récepteurs α1-adrénergiques peuvent aussi augmenter la fréquence de 
dépolarisation des cellules du nœud sinusal [31]. La stimulation sympathique augmente la 
vitesse de conduction (effet dromotrope) et provoque l’accélération de la relaxation des 
cellules (effet lusitrope positif) ce qui engendre par la suite la diminution de la durée du 
potentiel d’action [32]. 
I.5.2 Effet du système parasympathique sur l’activité électrique du cœur  
Le système parasympathique innerve principalement les cellules auriculaires d’une 
manière non uniforme [33, 34]. Cette innervation est assurée par la libération de 
l’acétylcholine dans la fente synaptique agissant par l’intermédiaire de deux 
récepteurs cholinergiques [35]: 
- Récepteurs muscariniques (M) : On en distingue cinq types (M1, M2 … M5). Le 
récepteur M2 est majoritaire dans les cardiomyocytes auriculaires et les cellules 
nodales [36]. Il est le stimulateur de la protéine Gi qui provoque l’ouverture des 
canaux IK,ACh. 
- Récepteurs nicotiniques : L’acétylcholine se lie à des récepteurs de type canal et 
provoque l’ouverture des canaux ioniques sodiques et calciques. Ainsi, ces récepteurs 
peuvent être impliqués dans la transmission de l’influx [37].   
Contrairement au système sympathique, le système parasympathique provoque la 
diminution de la pente de dépolarisation diastolique lente (effet chronotrope négatif) [38] et 
de la vitesse de conduction entre les cellules nodales. La stimulation de ce système produit un 
effet inotrope négatif suite à l’activation des récepteurs M2 qui ouvrent les canaux du courant 
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IK,ACh [39, 40]. Cette activation cause aussi une diminution plus importante de l’APD dans 
l’oreillette droite du chien par rapport à celle de gauche [41].  
I.5.3 Interaction entre les différents systèmes de contrôle  
Le SNA contrôle l’ensemble des fonctions cardiaques par l’entremise du système 
nerveux cardiaque intrinsèque [15] qui coordonne aussi la physiologie régionale.  Il y a 
également une interaction entre le système nerveux intrinsèque cardiaque, les ganglions intra-
thoraciques et le système nerveux central pour contrôler le cœur. Ainsi, chacun d’eux est 
capable d’influencer l’activité cardiaque indépendamment. 
Les terminaisons sympathiques sont capables d’inhiber l’activité vagale à l’aide du 
neuropeptide Y, ou des récepteurs α-adrénergiques [42]. En parallèle, la libération de 
l’acétylcholine peut également inhiber le système sympathique. Les deux systèmes présentent 
donc un antagoniste dynamique. Dans les conditions normales, le tonus vagal domine le tonus 
sympathique [43, 44]. Cette propriété est connue sous le nom d’antagonisme accentué [44, 
45]. Beaucoup de détails des interactions entre les neurones post-ganglionnaires sympathiques 
et parasympathiques restent inconnus [46].  
Le système nerveux autonome a été identifié comme l’un des facteurs qui contribuent 
à l’induction et au maintien de la FA [47], mais dont les mécanismes restent inconnus. Avant 
d’être en mesure d’étudier cette contribution, il est nécessaire de se pencher tout d’abord sur 
les arythmies cardiaques et en particulier sur la FA. 
I.6 Arythmies auriculaires 
Comme la majorité des arythmies cardiaques, les arythmies auriculaires sont issues 
des problèmes liés à la génération et/ou à la conduction des impulsions électriques sur le tissu 
auriculaire, et sont à l’origine de l’insuffisance cardiaque ou de l’AVC [48]. Généralement, 
elles sont définies par les aspects de l’ECG et récemment par les caractéristiques 
électrophysiologiques de ces dernières [49]. Les progrès réalisés dans le domaine de 
l’électrophysiologie permettent aujourd’hui de localiser et d’identifier les initiateurs de ces 
arythmies, leurs mécanismes et même de développer des traitements spécifiques.  
I.6.1 Tachycardie auriculaire focale 
La tachycardie auriculaire est connue comme étant un rythme auriculaire régulier de 
plus de 100 battements par minute [49, 50]. Elle prend naissance dans le myocarde auriculaire 
et ses mécanismes sont : 
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- L’automaticité anormale ou l’activité déclenchée.  
- Les réentrées localisées autour d’une cicatrice. 
- Les réentrées dans le nœud sinusal ou dans le tissu périnodal. 
Cette affection peut être traitée par ablation, mais le taux de succès dépend du mécanisme 
[51]. Dans certains cas, ce traitement peut comporter des risques de complications [52-54].  
I.6.2 Flutter auriculaire  
Le flutter auriculaire est une arythmie supraventriculaire dont le mécanisme est basé 
sur une macro-réentrée intra-auriculaire, droite ou gauche. Il est identifié sur l’ECG par 
l’absence de la ligne isoélectrique entre deux activations auriculaires [49]. Dans cette 
affection, les ondes d'excitation des oreillettes ont une fréquence située entre 250 et 300 
battements par minute [49]. En général, cette arythmie se convertit spontanément en rythme 
sinusal ou dégénère en fibrillation auriculaire [48, 55]. Deux catégories ont été identifiées 
[56] : 
• Flutter typique (type I) : C’est une tachycardie auriculaire macroréentrante [49],  
naissant dans l'oreillette droite et stabilisée par les propriétés anisotropes (rapport 
d’anisotropie d’environ 10:1) de la crête terminale [57, 58]. Cette macroréentrée 
passe obligatoirement à travers l'isthme cavo-tricuspidien [58-61]. Généralement, le 
flutter typique est traité par ablation [55] avec un taux de récidive de 6 à 10% [62].  
• Flutter atypique (type II) : Regroupe toutes arythmies auriculaires initiées par une 
macroréentrée, mais dont la trajectoire n’est pas délimitée comme dans le flutter 
typique [49, 59]. La fréquence auriculaire dans cette affection est autour de 340-350 
battements par minute. Le flutter atypique peut être aussi traité par ablation, comme le 
flutter typique, mais avec un taux de succès moins bon d’environ 80% [63].  
I.6.3 Fibrillation auriculaire 
La fibrillation auriculaire est la forme d’arythmie auriculaire la plus répandue chez les 
humains [64, 65], et coûte cher au système de santé suite aux coûts élevés des traitements et 
des séjours prolongés des patients [66-73]. Elle représente environ un tiers des 
hospitalisations attribuables aux troubles du rythme cardiaque [74]. Sa prévalence est de 10% 
dans la population de plus de 70 ans [75, 76], et elle engendre 4,5% des AVC recensés 
annuellement [75, 77], augmentant aussi de 6 fois le risque d’AVC [78]. Cette affection est 
caractérisée par une activation électrique auriculaire fractionnée, asynchrone et désorganisée 
dont la fréquence est de 300 à 500 battements/minute, ce qui entraine une détérioration des 
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mécanismes de contraction des oreillettes [64]. De la même manière que pour les autres 
arythmies, un facteur déclenchant et un substrat anatomique capable d’initier et de maintenir 
l’arythmie sont à la base de la genèse de la FA.  Généralement, la FA est classifiée selon sa 
durée [64, 65, 79] : 
- FA paroxystique : Se termine spontanément avant 7 jours. 
- FA persistante : Elle dure d’une semaine à un mois, mais peut être cardioversée (une 
intervention médicale cause l'arrêt de la FA). 
- FA permanente : Elle dure plus qu'un mois, et elle résiste définitivement aux 
traitements. 
Elle peut aussi être classifiée selon le type de patient chez qui elle survient (FA sénile, FA 
isolée …) [80-82]. Il y a aussi un autre type connu sous le nom de FA postopératoire qui 
survient dans les premiers jours après une intervention chirurgicale [83].  
La physiopathologie de la FA est complexe, et semble être le résultat d’interactions 
entre des facteurs déclenchants.  Les mécanismes d’initiation et de maintien de cette maladie 
sont complexes et multiples et ne sont à ce jour pas totalement élucidés [84]. L’objet de la 
prochaine sous-section sera la présentation de ces mécanismes.  
I.7 Mécanismes de la fibrillation auriculaire 
I.7.1 L’onde mère  
L’hypothèse de Lewis a proposé que la FA puisse être à la base d’un circuit de 
réentrée unique [85]. Ce mécanisme s'apparente à celui du flutter au niveau de l’hétérogénéité 
spatiale de la période réfractaire et de la vitesse de conduction. Par contre, les obstacles 
anatomiques mènent à une réponse différente de 1:1 lors du passage d’un front d’activation. 
Cependant, l'hétérogénéité de l'activation produit un front d'onde fractionné et une conduction 
fibrillatoire, sans que les ondelettes résultantes ne soient par elles-mêmes essentielles au 
maintien de la FA [85, 86]. Cette théorie a perdu sa popularité du fait qu’elle est basée sur des 
observations d’ECG de surface. En parallèle, il existe des démonstrations qui prouvent qu’elle 
est juste pour certaines situations [87]. 
I.7.2 Réentrée multiple 
Cette hypothèse a été énoncée pour la première fois par Mines [88] et Carrey [89] et 
confirmée par Moe [90]. Elle stipule que l’activité électrique désynchronisée est créée par des 
ondelettes de réentrée multiples. Les processus aléatoires d’apparition et de destruction 
continuelles d’un grand nombre d’ondelettes fragmentées engendrent plusieurs ondelettes et 
 13 
 
provoquent une activité fibrillatoire [86]. Le nombre d’ondes présentes à un instant donné 
dépend de la longueur d’onde du circuit de réentrée et de la masse auriculaire. Ainsi, selon 
cette hypothèse le maintien de la FA dépend de ces deux paramètres [91]. Notons également 
que des circuits de réentrées multiples ont été observés par Allessie durant la FA chez le chien 
[92]. 
I.7.3 Foyer ectopique  
Un foyer ectopique représente une source d’excitation ailleurs que dans le nœud 
sinusal. Il résulte d’une activité automatique anormale ou encore de post- dépolarisations 
précoces (EAD) ou tardives (DAD). Généralement il est à l’origine du comportement 
fibrillatoire s’il tire à une fréquence si rapide que le tissu ne parvient plus à répondre sur un 
mode 1:1 [85]. Ces foyers ectopiques ont souvent été localisés au niveau des veines 
pulmonaires [93], mais il existe d’autres sites possibles, par exemple dans l’oreillette droite 
[94-97]. Le foyer ectopique engendre un front d’activation qui se propage selon la modulation 
de l’hétérogénéité spatiale de la période réfractaire dans le tissu, et par conséquent le rythme 
devient irrégulier [98]. Ce concept a été établi par Scherf et al. [99, 100]. Haïssaguerre et al. 
ont enregistré le foyer à l’origine de la FA et ont pu l’éliminer par ablation chez les patients 
en cause [94, 95, 101]. Une expression plus importante du courant ܫ஼௔௅ est associée à un indice 
plus élevé de la FA post-opération, ce qui appuie l’implication du calcium dans l’apparition 
des battements ectopiques [102].    
I.7.4 Le système nerveux autonome  
Plusieurs travaux ont rapporté l’implication du SNA dans la genèse de la FA [103, 
104]. Coumel et al. sont les premiers qui ont lié les concepts neurogènes à la FA [103]. Ils ont 
conclu que cette affection pouvait être le résultat de l’augmentation du tonus sympathique ou 
parasympathique du SNA [105]. La stimulation de l’une des deux composantes de ce système 
réduit la période réfractaire : 
- La FA humaine a été liée à l’augmentation du courant 	ܫ௄௦ suite à la stimulation 
sympathique [106, 107]. Cette stimulation amplifie le courant 	ܫ௄௦ qui accélère la 
repolarisation malgré l’augmentation du courant ܫ஼௔௅ [108], ce qui résulte en une 
réduction de la période réfractaire. L’innervation sympathique est plus importante 
dans l’oreillette droite que dans celle de gauche [109], et elle participe à l’induction de 
foyers ectopiques [110]. 
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- La stimulation vagale active le courant potassique redresseur entrant 	ܫ௄஺஼௛ . Ce canal 
provoque un ralentissement de l’automaticité des cellules sinusales (à l’inverse du 
système sympathique), mais aussi une accélération de la repolarisation au niveau des 
myocytes. L’activation de ce courant est hétérogène, ce qui provoque une 
hétérogénéité de la période réfractaire [111].  Cette différence est le résultat de la 
dégradation rapide de l’ACh qui favorise l’hétérogénéité spatiale par une action locale 
sans diffusion, car l’innervation vagale est moins uniforme que celle des fibres 
sympathiques [109]. Une étude montre que le courant 	ܫ௄஺஼௛ pourrait abolir l’activité 
déclenchée en provoquant une hyperpolarisation qui inhibe les post-dépolarisations 
dans les myocytes auriculaires [109, 112]. 
L’action nerveuse hétérogène sur le tissu auriculaire, caractérisée par des changements 
dans la période réfractaire,  crée des zones de bloc fonctionnel, ce qui favorise l’activité 
fibrillatoire [113]. La FA paroxystique, qui implique le tonus vagal, survient généralement au 
repos chez les patients sans condition morbide majeure [103], tandis qu’elle est associée au 
tonus sympathique suite à un effort physique ou un épisode émotionnel chez les patients 
souffrants d’une cardiopathie [114]. Les variations dans l’intervalle RR ont démontré 
l’implication du SNA dans la genèse de la FA [115]. Ces mesures ont permis d’identifier 
l’influence de ce système sur l’activité électrique du cœur [116, 117]. Des études suggèrent 
que la FA est le résultat d’une action synergique entre les deux composantes nerveuses, ce qui 
signifie qu’elle ne puisse pas être induite par une activation isolée d’une seule composante 
[118, 119].   
I.7.5 Le remodelage auriculaire  
A long terme, la FA entraîne un remodelage des propriétés auriculaires d’une manière 
qui favorise son initiation et son maintien [120]. Ce processus implique plusieurs éléments 
cellulaires selon le type de remodelage [121]: 
• Remodelage électrique : il consiste en un raccourcissement de la période réfractaire 
qui résulte des modifications des canaux ioniques et de l’équilibre intracellulaire du 
calcium. Il débute durant les premières minutes de la FA et devient complet après 48 
heures au maximum. 
• Remodelage contractile : Ce processus est le résultat d’un déséquilibre du calcium 
intracellulaire. Il survient dès le début de l’arythmie et mène à la paralysie auriculaire 
et à une augmentation de la compliance. Ce changement dans les caractéristiques 
mécaniques de la paroi aboutit à une dilatation de l’oreillette à long terme [122]. 
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• Remodelage structurel : il est évident que le changement de la compliance entraîne 
une augmentation du stress pariétal, ce qui peut causer le remodelage structurel. Ce 
phénomène a aussi été identifié chez des patients développant une fibrose, un facteur 
contribuant à la conduction anormale du substrat [123]. Des études cliniques 
suggèrent que les mécanismes inflammatoires contribuent au remodelage structurel, 
ce qui favorise l’activité fibrillatoire [124].  
I.8 Aspects thérapeutiques de la FA 
Selon le patient, le choix du traitement de la FA dépend des symptômes associés à 
cette affection, et aussi du risque d’embolie. Le traitement pharmacologique permet la 
conversion au rythme sinusal, le contrôle de la réponse ventriculaire ou les deux [125], mais il 
est sous optimal et il mène à des complications dans certains cas [126]. Il existe aussi des 
techniques invasives de traitement qui éliminent les foyers arythmiques dans le cas de la FA 
paroxystique et des voies de macroréentrée dans la FA chronique [127-129]. Ces techniques 
d’ablation présentent un certain taux de réussite, mais elles sont complexes et encore sous-
utilisées. Globalement, les techniques existantes de traitement ne parviennent actuellement 
pas à éradiquer cette affection, ce qui pousse la recherche vers de nouvelles options 
thérapeutiques.   
I.9 Conclusion  
Dans ce chapitre, nous avons porté attention  à l’anatomie des oreillettes, la 
neurocardiologie et l’activité électrique au niveau cellulaire et tissulaire. Nous avons montré 
les différents mécanismes de la FA et l’influence de l’activité du SNA sur cette affection. La 
présentation de ces éléments d’électrophysiologie et de neurocardiologie nous permet de bien 
résumer le problème clinique. Dans ce qui suit, on va aborder les concepts de modélisation. 
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Chapitre II : Modélisation mathématique 
II.1 Introduction 
L'électrophysiologie cardiaque est basée sur la compréhension de l'organisation des 
phénomènes bioélectriques dans le cœur, de l'échelle cellulaire à l'échelle de l’organe. Les 
techniques expérimentales ont permis d’éclaircir certains concepts liés aux pathologies 
électrophysiologiques telles que la FA, mais l’accès à l’information reste toujours difficile et 
limité. Les progrès réalisés en mathématiques appliquées permettent aujourd’hui d’envisager 
la simulation sur ordinateur de l’activité électrique du cœur. Ces simulations ont apporté des 
informations précises sur la genèse et les mécanismes de la FA. Dans ce chapitre nous allons 
faire une présentation des concepts physiques et mathématiques impliqués dans la 
modélisation de la propagation de l’influx électrique dans le cœur (de l’échelle cellulaire à 
l’échelle tissulaire).  
II.2 Modélisation de l’activité électrique cardiaque à l’échelle 
cellulaire 
La modélisation mathématique de l’activité électrique cellulaire cible la reproduction 
des phénomènes observés dans les expériences le plus fidèlement possible. L’évolution des 
connaissances des différentes structures de la cellule a permis l’intégration de nouveaux 
concepts physiques dans la modélisation, et par la suite l’apparition de plusieurs modèles : 
- Modèles physiologiques : Ce sont des modèles mathématiques de la cellule qui 
intègrent un maximum d’informations électrophysiologiques. Ils sont conçus pour 
étudier le comportement de la cellule saine, des pathologies et de l’effet des agents 
pharmacologiques. Citons le modèle d’Endersen et al [130], Nygren et al [131], Di 
Francesco et al [132], ten Tusscher et al [133], Shannon et al [134], Courtemanche et 
al (CRN) [135], Ramirez et al (RCN) [136] et le modèle de Grandi et al [137]. Ces 
modèles sont divisés en deux groupes :  
o Les modèles représentant uniquement la dynamique électrique de la 
membrane. 
o Les modèles, dits de deuxième génération, qui englobent les propriétés du 




- Modèles réduits : Vu la complexité des modèles physiologiques, des modèles réduits 
ont été développés. Ces modèles reproduisent les propriétés essentielles des cellules 
cardiaques en incluant un minimum des variables. Parmi ces modèles, citons les 
modèles de FitzHugh-Nagumo [138, 139], Van Capelle Durrer [140], Aliev-Panfilov 
[141], Ventura et al [142] et le modèle de Mitchell-Schaeffer [143, 144]. Les modèles 
réduits sont divisés en deux groupes : 
o Modèles ioniques : Ils sont basés sur la reproduction des propriétés 
d’excitabilité de la membrane. Généralement les variables considérées 
représentent le potentiel membranaire et la dynamique des portes des canaux 
ioniques.  
o Modèles non-ioniques : Ils sont considérés comme des modèles issus de la 
physique si la modélisation est fondée sur une analogie avec des modèles 
d’oscillateurs de relaxation d’une part [139], et il sont considérés comme des 
modèles phénoménologiques s’il sont basés sur une description de l’état de 
l’excitabilité [138].  
Dans la littérature, il existe d’autres modèles que ceux cités précédemment et ce n’est 
pas possible de les citer tous. Dans ce qui suit, nous présentons un modèle physiologique 
(RCN) d’une cellule auriculaire développé par Ramirez et al [136]. C’est un modèle canin 
basé sur la formalisme de Hodgkin-Huxley (HH) [145]. Il nous a servi dans la modélisation et 
la validation des résultats. 
II.2.1 Modèle de Hodgkin-Huxley 
Les bases de l’électrophysiologie quantitative actuelle ont été établies par Hodgkin et 
Huxley. En 1952, ils ont publié leurs travaux sur la membrane d’un axone géant de calmar 
après une validation expérimentale de leurs résultats. Dans ce modèle, le potentiel d’action a 
été reproduit à partir de la modélisation de trois courants ioniques : 
- Le courant sodique : un courant entrant responsable de la dépolarisation. 
- Le courant potassique : un courant sortant responsable de la repolarisation 
- Le courant chlore : un courant responsable des courants des fuites. 
Selon leur formalisme, la membrane cellulaire se comporte comme un condensateur, et les 
courants ioniques comme des résistances variables. La charge électrique par unité de surface 
accumulée à la surface de la membrane d’une cellule isolée est proportionnelle au potentiel de 
la membrane et est donnée par : 
ܳ௠ = ܥ௠ 	 ∙ 	 ௠ܸ                                                       (II.1) 
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Le courant ionique total (ܫ௜௢௡) à travers les canaux et les échangeurs d’ions est responsable de 
la variation du potentiel membranaire ௠ܸ selon la relation suivante : 
ܥ௠ 	ௗ	௏೘ௗ௧ = −ܫ௜௢௡( ௠ܸ, ݏ) + ܫ௦௧௜௠(ݐ)                                    (II.2) 
ܫ௦௧௜௠	: est un courant extérieur de stimulation utilisé pour déclencher un potentiel d’action.  
s : regroupe toutes les variables dynamiques de la cellule. L’évolution de la variable ݏ est 
gouvernée par la fonction g qui décrit la dynamique de ces mêmes variables :  
ௗ௦
ௗ௧ = ݃( ௠ܸ, ݏ)                                                      (II.3) 
Ce modèle a été extrapolé à d’autres cellules excitables, notamment aux cellules 
cardiaques. Nous citons deux modèles physiologiques basés sur ce formalisme et qui sont 
considérés comme des références dans la modélisation des cellules auriculaires humaines: Le 
modèle de Nygren et al [131]  et celui de Courtemanche et al [135]. Le modèle HH demeure à 
la base de la modélisation de l’électrophysiologie cellulaire, malgré l’existence de plusieurs 
modèles fondés sur des bases différentes. 
II.2.2 Modèle RCN 
Comme évoqué précédemment, le modèle RCN est un modèle physiologique d’une 
cellule auriculaire de chien développé par Ramirez et al [136]. Il est dérivé d’un modèle des 
cellules auriculaires humaines [135]. C’est le premier modèle mathématique canin basé sur le 
formalisme de HH qui reproduise des observations expérimentales sur ces cellules. Dans ce 
modèle, le courant ionique à travers la membrane ܫ௜௢௡	est représenté par la somme de 13 
courants ioniques de type ܰܽା, ܭା ou ܥܽଶା. Il est donné par la relation suivante : 
ܫ௜௢௡ = ܫே௔ +	ܫ௄ଵ +	ܫ௧௢ +	ܫ௄௨௥,ௗ +	ܫ௄௥ +	ܫ௄௦ +	ܫ஼௔													
+	ܫ஼௟,஼௔ +	ܫ௣,஼௔ + ܫே௔஼௔ +	ܫே௔௄ +	ܫ௕,ே௔ +	ܫ௕,஼௔               (II.4) 
ܫே௔	: Courant rapide rentrant de ܰܽା 
ܫ௄ଵ	: Courant redresseur rentrant de ܭା 
ܫ௧௢	: Courant transitoire sortant de ܭା 
ܫ௄௨௥,ௗ	: Courant ultrarapide retardé redresseur de ܭା 
ܫ௄௥	: Courant rapide redresseur retardé de ܭା 
ܫ௄௦	: Courant lent redresseur retardé de ܭା 
ܫ஼௔	: Courant ܥܽାଶ rentrant 
ܫ஼௟,஼௔	: Courant ܥ݈ିactivé par ܥܽାଶ 
ܫ௣,஼௔	: Courant de ܥܽାଶ sarcoplasmique 
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ܫே௔஼௔	: Courant d’échange ܰܽା − ܥܽାଶ 
ܫே௔௄	: Courant d’échangeur ܰܽା − ܭା 
ܫ௕,ே௔	: Courant de fond de ܰܽା 
ܫ௕,஼௔	: Courant de fond de ܥܽାଶ 
Afin d’introduire l’effet cholinergique, Kneller et al ont intégré un courant potassique activé 
par l’acétylcholine ܫ௄஺஼௛ à ce modèle. Leurs travaux ont été basés sur des enregistrements 
expérimentaux [146]. Ce courant ionique est donné par : 
ܫ௄஺஼௛ = ቈ ଵ଴ଵା వ.భయలఱమሾಲ಴೓ሿబ.రళళఴభభ
቉ ቈ0.0517 + ଴.ସହଵ଺ଵା௘௫௣ቂೇశఱవ.ఱయభళ.భఴ ቃ቉                          (II.5) 
Plusieurs études rapportent l’utilisation du modèle RCN pour étudier la FA, l’effet de 
l’inhibition du courant sodique sur les circuits de réentrée et le remodelage ionique [147-151]. 
Ainsi, ce modèle a été introduit dans des modèles réels de l’anatomie de l’oreillette pour 
étudier la FA [152]. La figure ci-dessous illustre une comparaison entre les potentiels d’action 
des modèle RCN et RCN+IK,ACh. 
 
Figure II-1 : Potentiels d’action d’une cellule auriculaire du modèle canin RCN (bleu), et du 
modele RCN+IK,ACh pour une concentration d’ACh de 0.003µmol/L (rouge). 
II.3 Modélisation de la propagation de l’influx électrique 
cardiaque 
Après avoir présenté le modèle cellulaire utilisé dans le présent travail, nous allons 
détailler la technique de modélisation de la propagation de l’influx électrique dans un tissu 
cardiaque. 
II.3.1 Équation de propagation bi-domaine 
La théorie bi-domaine  étale les équations de propagation dans un modèle continu, de 
tissus excitables, composé d’un milieu intracellulaire et d’un milieu extracellulaire. Elle 
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propose une stratégie de modélisation de la propagation du potentiel d’action sur une structure 
cardiaque, sans avoir à décrire cette structure en détail cellulaire.  Les équations d’évolution 
sont simples à dériver de la loi de conservation de la charge [153, 154]. 
La formulation de la théorie bi-domaine est donnée par le système d’équations suivant : 
൝	ܵݒ
−1ߘ ∙ ߪ݅ߘ߶݅ = ܥ݉	߲	ܸ߲݉ݐ +	ܫ݅݋݊
ߘ ∙ ൫ߪ݁ߘ߶݁ + ߪ݅ߘ߶݅൯ = 0									
                                      (II.6) 
ܥ௠	: Représente la capacité membranaire. 
௠ܸ	: Représente le potentiel membranaire. 
ܵ௩ି ଵ	: Représente la surface de la membrane par unité de volume. 
ߪ௘ et ߪ௜: Représentent les conductivités du milieu extra et intracellulaire. 
߶௘ et ߶௜	: Représentent les potentiels du milieu extra et intracellulaire.  
La résolution numérique de ce système nécessite l’utilisation des conditions limites 
appropriées. Dans un domaine Ω௔௖௧௜௙ qui représente le tissu actif, aucun courant ne peut 
s’écouler en dehors du milieu intracellulaire à l’exception des jonctions communicantes. Une 
condition de Von-Neumann est utilisée dans ce cas : 
்݊ ∙ ߪ௜∇߶௜ = 0					ݏݑݎ	߲Ω௔௖௧௜௙                                    (II.7) 
où ࢔ࢀest le vecteur unitaire normal au domaine ࣔΩࢇࢉ࢚࢏ࢌ. 
Par contre, dans le milieu extracellulaire, le courant peut s’écouler en dehors du tissu 
cardiaque actif si le milieu environnant est conducteur. Un domaine Ω௧௛௢௥௔௫ est considéré 
dans ce cas. En absence de toute source de courant, le potentiel électrique est donné par : 
∇ ∙ ߪ௧௛௢௥௔௫∇߶௧௛௢௥௔௫ = 0			ݏݑݎ	Ω௧௛௢௥௔௫                             (II.8) 
Au niveau de ce domaine sur la frontière extérieure Ω௧௛௢௥௔௫௘௫௧  qui représente la surface du corps 
humain, une condition de non écoulement est aussi admise : 
்݊ ∙ ߪ௧௛௢௥௔௫∇߶௧௛௢௥௔௫ = 0					ݏݑݎ	߲Ω௧௛௢௥௔௫௘௫௧                            (II.9) 
Vu le coût de calcul nécessaire à cette approche de modélisation. Nous avons opté pour 
l’utilisation de l’approximation mono-domaine.  
II.3.2 Équation de propagation mono-domaine 
L’approximation mono-domaine est dérivée des équations de la théorie du bi-domaine 
en supposant que le potentiel dans le milieu extracellulaire est négligeable ( ௠ܸ~߶௜ ). Cette 
approximation est valable si les ratios d’anisotropie sont égaux : 
ߪ௘(ݔ) = ܭ	ߪ௜(ݔ)                                                     (II.10) 
 21 
 
ܭ	: C’est une constante. 
Cette relation permet de découpler le système d’équations de la théorie bi-domaine et de 
déduire l’équation de propagation mono-domaine [153, 154]. Cette équation est donnée par : 
ܥ௠ 	డ௏೘డ௧ = 	 ܵ௩ି ଵ∇ ∙ ߪ∇ ௠ܸ − ܫ௜௢௡                                       (II.11) 
ܥ௠	: Représente la capacité membranaire. 
௠ܸ	: Représente le potentiel membranaire. 
ܵ௩ି ଵ	: Représente la surface de la membrane par unité de volume. 
ߪ	: Représente le tenseur de conductivité tel que : ߪିଵ = ߪ௘ି ଵ + ߪ௘ି ଵ. 
ܫ௜௢௡	: Représente le courant ionique. Il dépend de ௠ܸ , des concentrations ioniques et des états 
des portières des canaux ioniques. 
La résolution de l’équation mono-domaine nécessite des conditions initiales : 
൜ ௠ܸ(ݔ, 0) = ଴ܸ(0)ݏ(ݔ, 0) = ݏ଴(0		)                                                        (II.12) 
Dans le code que nous avons utilisé, la capacité de la membrane est de l’ordre de 1µF/cm². Le 
rapport surface par unité de volume égale à 2000 cm-1.   
II.4 Protocole de simulation 
II.4.1 Géométrie et génération de maillage 
Dans le cadre du présent travail, nous avons simulé des épisodes de la FA dans un 
tissu de forme rectangulaire et de taille 10 cm par 5 cm. Ce tissu a été discrétisé sous forme 
d’un maillage carré avec une résolution spatiale de 167 µm (600×300 unités). Les propriétés 
de conduction étaient anisotrope, avec une conductivité longitudinale de 3.33 mS/cm et une 
conductivité transverse de 0.66 mS/cm.  
Cette configuration donne une vitesse de conduction axiale de l’ordre de 60 cm/s et un 
rapport d’anisotropie de 5:1. Cette géométrie reproduit précisément celle décrite dans des 
études antérieures de Kneller et al [146]. Pour les analyses, nous avons utilisé un sous-
maillage grossier triangulaire (résolution spatiale de 167 µm) construit à partir d’une grille 
d’éléments quadratiques. Il comporte 358,202 éléments. Cette phase est réalisée à l’aide d’un 





Figure II-2 : Représentation de la géométrie et du maillage. 
II.4.2 Discrétisation et résolution numérique 
Les simulations sont réalisées avec un code développé en C/C++ [153]. Ce code est 
composé de plusieurs modules de configurations géométriques, des modèles cellulaires, et de 
schémas numériques. Dans le présent travail, le modèle de propagation de l’influx électrique 
dans le tissu est basé sur une équation de réaction-diffusion non-linéaire (mono-domaine) 
résolue sur un maillage rectangulaire avec une méthode de différences finies. Le schéma 
d’intégration temporel est un schéma d’Euler explicite avec un pas de temps de 0.01 ms. Nous 
avons décrit la cinétique membranaire par le modèle canin RCN. Dans ce modèle cellulaire, 
nous avons couplé le courant potassique activé par l’ACh aux autres courants ioniques pour 
décrire la modulation nerveuse induite par le système vagal. L’état de tissu a été enregistré 
chaque 10 ms. 
 Nous avons réalisé plus de 4400 simulations d’au moins 4 secondes chacune. La 
simulation d’une seconde de FA sur le tissu de 180,000 nœuds avec un processeur de 3 GHz 
requiert plus que 8 heures de CPU et 800 Mo de mémoire en moyenne. Vu le nombre 
important de simulations et la durée de chacune, nous avons effectué des séries de 80 
simulations sur le réseau québécois de calcul de haute performance (RQCHP). Nous avons 
accès à la grappe de calcul COTTOS. Elle est dotée de 128 nœuds de calcul, chaque nœud est 
muni de 8 processeurs de 3 GHz et 16G de mémoire. Pour les analyses des résultats, nous 
avons téléchargé les données stockées sur le réseau de calcul, puis nous avons effectué tous 
les traitements sur un ordinateur basé sur un processeur Intel Core i7 en utilisant Matlab. 
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II.4.3 Conditions initiales 
 Les simulations numériques des phénomènes électrophysiologiques nécessitent des 
conditions initiales appropriées appliquées à la géométrie d'intérêt. Le choix de ces conditions 
dans le cas de la FA est crucial pour la validité des résultats [152, 155-162]. Afin de mettre le 
tissu dans un état fibrillatoire, nous avons initié une spirale en utilisant le protocole de 
stimulation ‘cross-shock’ [163]: Nous avons appliqué un premier stimulus S1 sur le câble de 
cellule le plus bas pour initier un front d’onde qui se propage de manière uniforme dans la 
direction verticale, voir figure II-3. Quand l’arrière du front atteint le centre de tissu (après  ~ 
245 ms), nous avons appliqué un deuxième stimulus S2 sur la moitié de tissu dans la direction 
transversale. Le second stimulus établit une singularité de phase unique et initie une réentrée. 
Ensuite, nous avons enregistré l’état fibrillatoire du tissu (1 spirale) à 4 instants différents 
pour générer 4 conditions initiales à partir desquelles des simulations seront réalisées. 
 
Figure II-3 : Illustration du protocole de stimulation pour la génération de la condition 
initiale. 
II.4.4 Modélisation de l’activité nerveuse 
La stimulation vagale est caractérisée par la libération de l’ACh, un neurotransmetteur 
qui est synthétisé à partir de la choline et de l’acetyl-coenzyme A, en utilisant une énergie 
facilitée par la choline-acétyl-transférase, puis stockée dans des vésicules de la membrane pré-
synaptique. Lors de l’activation nerveuse du système vagal, un potentiel d’action au niveau de 
la terminaison nerveuse induit la libération de l’ACh dans la fente synaptique suite à l’entrée 
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des ions ܥܽାଶ. Ensuite, elle se fixe sur des récepteurs post-synaptiques provoquant une 
modification de la perméabilité ionique membranaire. Les récepteurs muscariniques activent 
la protéine G en transformant la guanosine triphosphate (GTP) en guanosine diphosphate 
(GDP) tandis que se séparent les sous-unités βγ de la protéine G. Les sous-unités activées ܩஒஓ 
agissent directement sur une protéine du canal ܫ௄,஺஼௛. Ce processus mène à l’ouverture des 
canaux potassiques activés par l’ACh et par conséquent à une repolarisation rapide des 
cellules auriculaires. Finalement, la concentration d’ACh est diminuée au niveau de la 
membrane post-synaptique suite à la dégradation de ce neurotransmetteur soit par 
l’acétylcholinestérase pour être réutilisée, soit par diffusion simple hors la synapse [164]. 
La modélisation de l’activité nerveuse sur les cellules cardiaques est peu développée 
du fait que les connaissances en rapport avec ce système sont trop récentes et sommaires pour 
être modélisées mathématiquement. Dans la littérature, il existe plusieurs modèles 
mathématiques pour décrire la cinétique de la transmission synaptique [165-168]. Dans ce 
contexte, la diffusion d’ACh issue des fibres parasympathiques cardiaques a été observée dans 
les oreillettes de cochon d’Inde [169].  Dexter et al ont modélisé la cinétique de libération et 
de dégradation de ce neurotransmetteur dans une jonction neuro-effectrice [170].  Kneller et 
al ont utilisé un modèle de ܫ௄஺஼௛ canin sans préciser la cinétique d’ACh. Ils ont étudié les 
conséquences de l’hétérogénéité du potentiel d’action sur un tissu auriculaire canin 
bidimensionnel. Cette hétérogénéité est due à la présence d’une concentration d’ACh variable 
mais statique [146]. Vigmond et al ont continué l’étude précédente en intégrant ce modèle 
(RCN + ܫ௄,஺஼௛) dans une géométrie tridimensionnelle réaliste des oreillettes de chien [152]. 
Osterrieder et al ont utilisé une équation différentielle ordinaire pour introduire une variable 
d’activation qui module le courant potassique ܫ௄஺஼௛ chez le lapin [171]. Breitwieser et al, 
suivi par Shumakher et al  ont appliqué un modèle qui décrit l’activation des protéines G et 
l’ouverture du canal ܫ௄஺஼௛ à une cellule auriculaire de la grenouille [172, 173]. Thompson et 
al ont construit un modèle qui décrit l’interaction entre les récepteurs M2, la protéine ܩஒஓ, 
GPD, GTP et les composantes intermédiaires [174-176].   Les travaux de recherche effectués 
dans ce domaine n’ont jamais abordé la modélisation des variations temporelles de l’action du 
système vagal. Les modèles existants restent essentiellement statiques et ne considèrent pas la 
dynamique temporelle de la stimulation des neurones parasympathiques, et tous supposent 
constantes les concentrations d’ACh. 
Le présent travail s’inscrit dans l’étude de l’action inhomogène et dépendante de 
temps du système vagal sur l’initiation et la perpétuation de la FA. Nous avons supposé que la 
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cinétique d’ACh dépend d’un taux de libération et de dégradation constant. Elle est donnée 
par la formulation mono-exponentielle suivante pour une stimulation vagale de 2 sec. (et une 
simulation de 4 sec.) : 
ܣܥℎ(࢞, ݐ) = ൞
0 ݐ ≤ ݐ଴
ܣܥℎ୫ୟ୶(࢞) ∙ ଵି௘
(೟బష೟) ഓ⁄
ଵି௘(೟బష೟భ) ഓ⁄ ݐ଴ < ݐ ≤ ݐଵ
ܣܥℎ୫ୟ୶(࢞) ∙ 	݁(௧భି௧) ఛ⁄ ݐ > ݐଵ
													            (II.13) 
t : représente le temps. 
ݐ଴ et ݐଵ représentent le temps de début et de la fin de l’activation du système vagal 
respectivement. 
τ : représente la constante du temps qui définit le taux de libération et de dégradation d’ACh. 
Afin d’examiner l’effet de ce paramètre sur la dynamique de la FA, nous avons exploré 22 
valeurs qui varient entre 1 et 1000 ms. Nous avons montré quelques exemples de l’évolution 
temporelle de la variation de l’ACh  dans la figure II-4. 
ܣܥℎ௠௔௫	: représente la concentration maximale lorsque tous les récepteurs d’ACh sont 
activés. Nous avons caractérisé l’ACh par deux paramètres : la première cible la concentration 
maximale qui varie entre 0.003 et 0.030 µ mol/L. La deuxième représente le diamètre de la 
zone des cellules modulées par le système vagal. Cette zone est circulaire, et est placée au 
centre du tissu, avec un diamètre variant de 1 à 2.50 cm. 
 
Figure II-4 : Cinétique de libération et de dégradation d’ACh en fonction de ૌ. 
  Notre approche de modélisation qui décrit la cinétique de l’ACh suppose que la 
stimulation vagale modifie la concentration d’ACh d’après un profile prédéterminé. Ce 
concept ressemble aux travaux de Mokrane et al [168, 177], dans lesquels ils ont supposé que 
chaque stimulation neuronale produit la libération d’un quantum de neurotransmetteur dans 
une unique fente synaptique. Ils ont négligé la diffusion de ce dernier en considérant des 
concentrations spatialement uniformes. 
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II.5 Caractérisation de la FA 
La FA a été associée à la présence d’ondes d’excitation réentrante. Ces ondes 
électriques peuvent tourner sans interruption et, d'une manière autonome, donner lieu à une 
activité électrique de haute fréquence qui se propage dans tout le tissu. Le centre d’une spirale 
représente la singularité de phase (SP). Il génère et entretient cette arythmie. Dans le but 
d’évaluer la complexité de la dynamique des spirales et pour identifier les mécanismes sous-
jacents de la FA, nous avons suivi la distribution des SP sur le tissu chaque 10 ms [11]. Nous 
avons caractérisé les ondelettes par leurs durées de vie. Ensuite, nous avons fait une analyse 
statistique (régression logistique) afin de quantifier la capacité de prédiction des différents 
mécanismes de la FA en se basant sur les paramètres étudiés. Finalement, nous avons 
examiné l’effet de la courbure sur la dynamique des spirales [153].  
II.5.1 Localisation des singularités de phase 
Une SP se situe au centre de l’activité rotationnelle instantanée d’une spirale [178]. 
Elle représente le point d’intersection d’un front de dépolarisation et de repolarisation. Le 
voisinage de ce point contient toutes les phases [3]. La phase au centre exact n'est pas définie 
alors que les sites voisins ont des valeurs de progression continue. Mathématiquement, une SP 
est présente lorsque l'intégrale curviligne du gradient de la phase autour d'un site est égale à ± 
2 π. Le signe indique le sens de rotation du front d’onde autour de la singularité par rapport à 
la trajectoire à proximité de l'intégrale. Elle est définie par la formule suivante [4]:  
			∮ ∇ߠ	݀Ԧ݈ = ±2ߨ                                                    (II.20) 
Cette intégrale est calculée le long du périmètre de chaque triangle d’un maillage triangulaire 
(résolution spatiale de 167 µm) qui couvre tout le tissu simulé. La phase est exprimée par la 
variable θ qui définit l’état d’une cellule à l’instant t et la position ݎԦ.  Elle est calculée par la 
technique illustrée dans la figure II-5. La phase est donnée par l’expression suivante : 
ߠ(ݎԦ, ݐ) = tanିଵ ቀ௏೘(௥Ԧ	,௧ାఛ)ି௏∗(௥Ԧ)௏೘(௥Ԧ	,௧)ି௏∗(௥Ԧ) ቁ                                     (II.21)  
ܸ∗(ݎԦ) : représente le potentiel choisi à l’origine de l’espace de phase (-60 mV dans nos 
analyses).  
௠ܸ(ݎԦ	, ݐ) et ௠ܸ(ݎԦ	, ݐ + ߬) correspond au potentiel du même site a l’instant t et t+ૌ. 
ૌ : représente un bref délai de temps (5 ms dans nos analyses) durant lequel une petite 
variation de ௠ܸ(ݎԦ	, ݐ) mène à une grande variation ௠ܸ(ݎԦ	, ݐ + ߬).  




Figure II-5 : Illustration du calcul de la phase. (A) Potentiel membranaire. (B) la phase 
résultante θ pour ce potentiel d’action (modifié de Dang [4]).  
II.5.2 Analyses statistiques 
Les analyses effectuées sont réalisées par un logiciel spécialisé de traitement 
statistique des données IBM-SPSS. Elles comportent des statistiques effectives qui donnent 
des informations sur le nombre d’occurrences des valeurs prises (diamètre de la zone d’ACh, 
condition initiale, constante de temps et la concentration d’ACh) par une variable catégorielle 
(maintien de la FA codée 1, ou arrêt de la FA codée 0) dans la base de données, ce qui permet 
de constater la fréquence à laquelle les simulations ont donné chacune des réponses possibles 
à la variable choisie. Afin de prédire qu’un évènement arrive (valeur 1) ou non (valeur de 0) à 
partir de l’optimisation des coefficients statistiques,  une régression logistique binaire a été 
utilisée. Cette technique propose de tester un modèle de régression pour prédire la 
probabilité d’un évènement donné en se basant sur un ou plusieurs prédicteurs qui sont des 
variables continues ou catégorielles dichotomiques. La probabilité est donnée par : 
ܲ(ݕ) = ଵଵା௘ష(್బశ್భೣభశ್మೣమశ⋯శ್೙ೣ೙)                                   (II.22) 
P(y) est la probabilité que ‘y’ arrive, les coefficients ܾ௜ représentent la combinaison linéaire 
des prédicteurs et de la constante et les ݔ௜ représentent les variables indépendantes 
(prédicteurs). 
La probabilité calculée permet d’estimer les caractéristiques de performance du 
modèle statistique utilisé par la courbe ROC. Cette courbe donne le taux de vrais positifs 
(sensibilité) en fonction du taux de faux positifs (spécificité) pour le même groupe des 
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simulations étudiées. L’aire sous la courbe ROC est le déterminant unique de la performance 
du test statistique. Plus la courbe s’écarte de la ligne diagonale, plus cette aire est grande et 
plus le test s’approche du cas idéal.  
L’analyse de survie de Kaplan-Meier a été effectuée dans le cas des simulations qui 
présentent des mécanismes de l’arrêt de la FA. Cette procédure est une méthode d’estimation 
de la distribution du temps qui de déroule jusqu’à ce que l’évènement se produise. La courbe 
de survie déduite de cette méthode est une représentation qui décrit la dynamique de survenue 
d’arrêt de la FA (évènement) au cours de temps.  
II.5.3 Analyses de l’effet de la courbure  
La morphologie de l’onde de propagation est un mécanisme important de la 
complexité temporelle et spatiale de l’activité électrique durant la FA. Afin d’analyser cette 
morphologie, la courbure locale du front de propagation a été calculée en utilisant le temps 
d’activation définit sur une grille de calcul de 3x3 nœuds par un polynôme du second ordre à 
deux variables donné par la formule suivante [153]: 
߬(ݔ, ݕ) = ܽଵ + ܽଶݔ + ܽଷݕ + ܽସݔݕ + ܽହݔ² + ܽ଺ݕ²                    (II.23) 
L’évaluation de ce polynôme en chacune des coordonnées locales des 9 nœuds permet de 
construire un système linéaire dont la résolution au sens des moindres carrés permet de définir 
les coefficients	ܽଵ, ܽଶ, …	ܽ଺. La formulation utilisée pour le calcul de la courbure locale de 
l’onde de propagation est : 
|ܺ| = ห௬ᇲᇲ(଴)ห((ଵା௬ᇲ(଴)మ))య మ⁄ = 2	
ห௔యమ௔ఱି௔మ௔య௔రା௔మమ௔లห
൫௔మమା௔యమ൯య మ
⁄                            (II.24) 
y(x) est l’isochrone en intersection avec le point d’origine définit par τ (x, y(x))=a1. 
Vue le nombre important des simulations, l’analyse de la courbure a été effectué dans 
le cas d’une constante de temps égale à 1 ms pour les différentes concentrations d’ACh et 
dans le cas de la concentration maximale (0.03 µmol/L) pour les différentes constantes de 
temps.  
II.6. Conclusion 
La simulation numérique des modèles mathématiques qui décrivent la propagation de 
l’influx électrique cardiaque est un outil robuste pour mieux comprendre la nature des 
dysfonctionnements cardiaques. Dans ce chapitre, nous avons fait une présentation sommaire 
des techniques de modélisation existantes. De plus, nous avons détaillé le protocole de 
simulation en décrivant la géométrie, le protocole de stimulation pour l’initiation de la 
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condition initiale, les équations gouvernantes et leurs discrétisations et la modélisation de la 
cinétique de l’ACh. À la fin de ce chapitre, nous avons fait une description des méthodes 
















Chapitre III  : Dynamics of atrial arrhythmias modulated 
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Background: The autonomic nervous system modulates atrial activity, notably through 
acetylcholine (ACh) release. This time-dependent action may alter the dynamics of atrial 
arrhythmia. 
Aim:  To investigate in a computer model the changes induced by ACh release and 
degradation on the dynamical regime of a reentry. 
Methods: A functional reentry was simulated in a 10x5-cm two-dimensional tissue with 
canine atrial membrane kinetics including an ACh-dependent K+ current. The local ACh 
concentration was altered over time in a circular region following a predefined spatiotemporal 
profile (ACh release and degradation) characterized by its maximum ACh level, time constant 
of release/degradation and diameter of the region. Phase singularities were tracked to monitor 
the complexity of the dynamics. 
Results: Four scenarios were identified: (1) the original reentry remained stable; 
(2) repolarization gradients induced by ACh release caused wavebreaks, resulting in a 
transient complex dynamics that spontaneously converted to a single stable reentry; (3) the 
reentry self-terminated through wavebreaks and wavefront interactions; (4) wavebreaks led to 
a complex dynamics that converted to 2 or 3 reentries that remained stable after ACh 
degradation. Higher ACh level, short ACh release time constant, larger heterogeneous region 
and short distance between the heterogeneous region and the spiral tip were associated with 
higher occurrence of ACh-induced wavebreaks. 









Despite decades of investigation, many questions related to the mechanisms 
underlying the initiation and maintenance of atrial fibrillation (AF) remain open [179]. The 
origin of AF may be neurogenic (the role of the intrinsic cardiac nervous system is critical in 
this case), myogenic (related to abnormalities or remodeling in the heart muscle), or due to a 
combination of both [180]. The idea that the autonomic nervous system may be involved in 
AF originated in the 19th century [180, 181] and is now well established [182-187]. Recently, 
neurogenic effects have received growing attention, notably due to potential therapeutic 
targets for catheter ablation [188], drugs [189] and nerve stimulation [190, 191]. 
Computer models of cardiac tissue have been developed to describe the propagation of 
electrical excitation waves in the myocardium [192] based on detailed membrane kinetics 
models [193-195]. These models have contributed to the understanding of AF by isolating and 
illustrating different mechanisms of AF and by investigating the arrhythmogenic processes in 
controlled setups [196]. The incorporation of an acetylcholine-modulated K+ current [197] 
enabled to investigate the formation of acetylcholine-induced repolarization heterogeneity, the 
contribution of acetylcholine (ACh) to AF vulnerability [152, 197, 198] and the effect of Na+ 
channel blocker on this form of AF [199]. A new atrial membrane model has recently been 
proposed to simulate acetylcholine and β-adrenergic challenges [200].  
So far, however, vagal stimulation has been modeled as an "on-off" phenomenon 
resulting in a fixed profile of ACh concentration. In contrast, in canine experimental models 
of neurogenic AF, electrical stimulation of the vagosympathetic trunks in the neck [201] or 
mediastinal nerves [202-204] resulted in a gradual buildup of local neurogenically-induced 
repolarization gradients, eventually leading to the initiation of atrial tachyarrhythmia, often 
within a couple of seconds of stimulation. In addition, neuronal activity in the atrial 
ganglionated plexi has been shown to be more intense during AF [205], thus presumably 
causing local temporal variations in ACh concentration. Besides, a mathematical model of 
ACh kinetics in neuroeffector junction has been proposed [170]. 
The question arises whether continuous or abrupt changes in ACh concentration in the 
atrial tissue promote the maintenance of AF. On one hand, dynamic changes in the pattern of 
repolarization gradients would tend to disorganize the activity. On the other hand, in a 
simplified model of cardiac tissue, Alonso et al. demonstrated that periodic forcing of an 
excitability-related parameter could lead to arrhythmia termination [206]. In this paper, we 
extend Kneller et al. two-dimensional model of cholinergic AF to include heterogeneous and 
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time-dependent variations in ACh concentration following a predefined spatiotemporal profile 
(ACh release and degradation, whose time constants were varied in a broad range). The 
modulation of reentrant dynamics induced by these ACh variations is described. In particular, 
conditions are identified in which ACh action leads to arrhythmia termination or to the 
creation of additional reentries and wavebreaks. 
III.2 Methods 
III.2.1 Atrial tissue modeling   
A 10-by-5 cm rectangular sheet of canine atrial tissue was simulated in the 
monodomain framework [207], reproducing the conditions of the Kneller et al. computer 
model of cholinergic AF [146]. The computational grid was composed of 600 by 300 square 
elements with a spatial resolution of 167 µm. The atrial tissue was assumed to be structurally 
normal as in dog experiments of neurogenically-induced AF [208]. Tissue conduction 
properties were specified in order to obtain longitudinal and transverse conduction velocities 
of 60 cm/s and 25 cm/s respectively. Membrane kinetics was described by the Ramirez et al. 
canine atrial cell model [136] with the addition of an ACh-dependent K+ current, IK(ACh), as 
formulated by Kneller et al. [146]. This membrane current depends on the local ACh 
concentration which needs to be specified a priori as a function of space and time. Baseline 
condition was defined as the absence of ACh, i.e., IK(ACh) = 0. Tissue conduction properties 
(3.33 mS/cm longitudinal conductance and an anisotropy ratio of 5:1) enable the simulation of 
a sustained reentry (stable spiral wave) in baseline condition. 
The monodomain propagation equation was solved numerically using finite difference 
discretization and semi-implicit time integration (alternative direction implicit with 
reaction/diffusion operator splitting) with a time step of 10 µs [209].  
III.2.2 Time-dependent ACh concentration   
To study the effect of local time-dependent variation in ACh concentration on AF 
dynamics, ACh kinetics in the atrial tissue was described using fixed release and degradation 
rates, assuming that vagal stimulation alters ACh concentration following a predetermined 
profile. This hypothesis was inspired by studies on the effect of vagal stimulation on heart rate 
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where t is the time, t0 and t1 represent the onset and the offset of vagal stimulation, and 
AChmax is the spatial profile of ACh concentration at peak effect (when all receptors are 
activated). The time constant τ was assumed to be the same during release and degradation to 
reduce the number of parameters. The time interval t0 < t ≤ t1 will be referred to as the ACh 
release phase and the time interval t > t1 as the ACh degradation phase. The spatial profile 
AChmax was either uniform or heterogeneous. In the heterogeneous case, ACh had a uniform 
value within a circular zone located at the center of the tissue and was zero outside the circle. 
In this study, we used 22 values for τ between 0 ms (abrupt transition) and 1000 ms, 10 values 
of ACh ranging from 0 to 0.03 µmol/L, and 4 diameters for the circular zones (1, 1.33, 1.66, 
2.5 cm). The duration of vagal stimulation t1-t0 was set to 2 s. In total, there were 1100 
spatiotemporal ACh profiles: 10×22 = 220 uniform profiles, and 10×22×4 = 880 
heterogeneous profiles. 
III.2.3 Simulation of fibrillatory activity   
A cross-shock protocol [210] was applied at baseline to initiate a spiral wave reentry 
(S1: three rows of cells stimulated to elicit transverse propagation; S2: left half of the tissue 
stimulated with S1-S2 interval around 245 ms). The spiral was simulated for 10 s to establish 
its stability. Along this simulation, 4 tissue states were stored to serve as initial conditions. 
They correspond to a single spiral at different stages of its rotation and with its core relatively 
close to the tissue center. To study the effect of varying the distance between the spiral core 
and the center of the region of heterogeneity, a subset of simulations were repeated after the 
region of heterogeneity was moved to 297 different locations distributed throughout the 
tissue. 
Simulations were performed from the 4 initial conditions for all of the 1100 
spatiotemporal ACh profiles (t = t0 corresponding to the initial condition). Reentrant activity 
was simulated for at least 4 s or until self-termination. When more than one reentry was 
present after 4 s, the simulation was continued for at least 2 s (and, in case of three or more 
spirals, for 6 s) to verify the stability of these reentries once ACh concentration was back to 
zero. The state at the end of the simulation will be referred to as the final state, classified as 
termination, one single spiral or multiple stable spirals. 
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III.2.4 Data analysis 
The complexity of the fibrillatory dynamics was assessed by detecting and tracking 
phase singularities [211, 212]. The phase singularity tracking algorithm, implemented 
following the approach proposed by Zou et al. [211], enabled the determination of the lifespan 
of each phase singularity. Each simulation started with one single phase singularity. The first 
time that the number of phase singularities increased from 1 to 3 indicated wavebreak of the 
initial spiral (time of first wavebreak). Time of self-termination was defined as the time when 
the number of phase singularities went back to zero. The distribution of times of wavebreak 
and self-termination was analyzed and compared using survival curves. To study termination 
mechanisms, the last 160 ms of reentry (about one turn) were analyzed. If the number of 
phase singularities was > 1 during part of that period, the termination mechanism was referred 
to as “wavefront/waveback collision”, and “spiral core drift” otherwise. 
Cycle lengths were computed at every node during the entire simulation. To monitor 
the global evolution of the cycle lengths, local cycle lengths were averaged over all the nodes 
that depolarized in 150-ms long (about one cycle) sliding time-windows. In the heterogeneous 
case, spatial average was performed separately inside and outside the circular region. 
Phase singularity and cycle length analyses were performed using Matlab and statistical 
analyses using SPSS 19. 
III.3 Results 
III.3.1 Baseline model 
In the absence of ACh, a single stable meandering rotor was observed for > 10 s. The 
mean cycle length determined from the time course of the transmembrane potential was 166 ± 
9 ms (range: 113 to 183 ms), which is similar to experimental values reported by Ikeda et al. 
[213] in right canine atrium preparations (162 ± 20 ms; range: 130 to 220 ms). 
III.3.2 Uniform ACh concentration 
Examples of simulations in a uniform substrate are shown in Fig. III.1. In the first 
example (Fig. III.1A), the spiral remained stable all the time. Following an increase in ACh 
concentration, action potential durations (APD) were shortened and as a result the average 
cycle length was reduced in a way that correlated negatively with the evolution of ACh 
concentration. In Fig. III.1B, wavebreaks occurred during the ACh degradation phase 
(membrane potential map “c” in Fig. III.1B). After a short period involving multiple reentries 
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(maps “d” and “e”), the dynamics came back to a single reentry (map “f”). In the example of 
Fig. III.1C, wavebreaks led to the termination of fibrillatory activity (map “f”) shortly after 
the first wavebreak (map “c”). Interestingly, the complexity of the dynamics could also be 
amplified after the end of ACh action, as in Fig. III.1D where the original spiral (map “b”) 
was converted into a figure-of-eight reentry (map “f”) with two phase singularities after a 
short period of fibrillatory activity (maps “c” to “e”). 
In 75% of the 880 simulations with spatially uniform ACh concentration, the spiral did 
not undergo wavebreak and was sustained, except in two cases in which the spiral 
extinguished when ACh started degrading and APD were prolonged (Fig. III.2A). Wavebreak 
occurred in 25% of the uniform simulations and was associated with short ACh degradation 
time constant (τ < 350 ms) and higher ACh concentration (Fig. III.2B). The time of the first 
wavebreak was always in the first 800 ms of the ACh degradation phase (Fig. III.2C). Reentry 
self-termination was observed only during the ACh degradation phase, almost always 
following wavebreaks (Fig. III.2A) and only for very short ACh degradation time constants (τ 
< 70 ms; Fig. III.2D). The termination mechanism relied on wavefront collisions in 92% of 
the self-terminating simulations. The time interval between the first wavebreak and 
termination was 122 ± 65 ms (Fig. III.2E). In 31% of the cases involving wavebreaks, the 
final state had two or three reentries that remained stable after ACh concentration went back 
to zero. 
III.3.3 Heterogeneous ACh concentration 
Examples of simulations in a heterogeneous substrate are shown in Fig. III.3.  In the 
example of Fig. III.3A, the spiral remained stable throughout the simulation. In the region of 
heterogeneity, although APDs were clearly reduced (maps “b” and “c”), the repolarization 
gradient was not sufficient to induce a wavebreak. In contrast with the uniform case, the cycle 
length inside the region of heterogeneity did not follow the variations in ACh concentration 
since the phase singularity remained outside that region. Decreasing APDs therefore did not 
result in shorter cycle lengths. In Fig. III.3B, larger APD gradients led to wavebreaks (map 
“b”) generating multiple spirals (maps “c” and “d”). At the beginning of the ACh degradation 
phase, more wavebreaks were induced, resulting in a more complex fibrillatory activity (map 
“e”), but the dynamics eventually came back to a single stable spiral (map “f”). The dynamics 
in the example of Fig. III.3C was very similar to that of Fig. III.3B during the first second 
(maps “a” to “c”), but through the merging of spiral waves and annihilation of phase 
singularities the activity self-terminated in the ACh release phase (maps “e” to “f”). In the last 
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example (Fig. III.3D), repolarization gradient-induced wavebreaks (map “b”) led to the 
formation of a stable figure-of-eight reentry (map “f”). Only small variations in average cycle 
length were observed in this example. 
In the presence of inhomogeneous ACh concentration, wavebreak was observed in 
36% of the 3520 simulations (Fig. III.4A). The occurrence of wavebreak was associated with 
short time constant and high ACh concentration as in uniform tissue, but for a broader range 
of parameters (Fig. III.4B). In contrast with the uniform case, the first wavebreak occurred 
earlier, during the ACh release phase when APDs were shortening (Fig. III.4C). Accordingly, 
self-termination, observed equally in the presence or the absence of wavebreak, was more 
frequent (86% of the cases) during the ACh release phase (Fig. III.4E). The time interval 
between the first wavebreak and termination was 818 ± 547 ms. The effects were stronger 
when the size of the inhomogeneity was larger: both wavebreaks and termination were more 
frequent, as demonstrated by a log-rank test on the survival curves (Fig. III.4C and E). The 
termination mechanism was based on wavefront collision in 22% of the cases. In the other 
cases, the heterogeneity forced the spiral core to drift and eventually to reach the tissue 
border. 
Multivariate logistic regression was applied to predict termination from the diameter 
of heterogeneity, the maximum ACh concentration, the ACh time constant, the initial 
condition (categorical variable), as well as their cross-products. The resulting ROC curve is 
shown in Fig. III.4D. The area under the ROC curve was 0.68 (solid line). The diameter was 
the best predictor of termination. Univariate logistic regression based on the diameter gave a 
ROC curve with an area of 0.65 (dashed line). 
III.3.4 Lifespan of phase singularities 
In all simulations, the phase singularities were tracked over their life time from their 
creation (through wavebreak) to their disappearance (through collision with another phase 
singularity or by hitting the boundary). The histogram of their lifespan is shown in Fig. III.5A. 
Most of them were short-lived (< 160 ms) or stable (> 1000 ms). The time constant of ACh 
release/degradation affected the dynamics of phase singularities. The shorter the time 
constant, the larger the number of tracked phase singularities (Fig. III.5B) and the larger the 
fraction of them that are short-lived (Fig. III.5C). This reflects the fact that shorter time 
constants promote wavebreaks and instabilities. 
III.3.5 Position of the spiral core relative to that of the heterogeneity 
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In the simulations so far, when ACh started to be released, the tip of the spiral was in 
the vicinity of the heterogeneity region (the center of the tissue). To study the effect of the 
distance between the spiral core and the center of the heterogeneity, a selected simulation (τ = 
200 ms, AChmax = 0.0238 µmol/L and diameter = 1.66 cm) was repeated using the same 
initial condition but with the heterogeneity moved to different locations throughout the tissue. 
This parameter set was chosen because it led to wavebreaks with non-extreme parameter 
values (Fig. III.4B). The outcome was classified into four categories: (1) one single stable 
spiral at all time, (2) transient wavebreaks coming back to a single stable spiral, (3) 
arrhythmia termination and (4) transient wavebreaks leading to the formation of multiple 
stable reentries, as in the examples of Fig. III.3. This outcome is shown in Fig. III.6 as a 
function of the location of the heterogeneity. When the center of the heterogeneity was at 
more than 2 cm from the spiral tip, no wavebreak was induced. When it was closer, wavelet 
dynamics was affected.  
In a few cases with short time constants (τ < 10 ms), the spiral was temporarily trapped in the 
region with shortest refractory periods, leading to a mother rotor. This phenomenon is 
illustrated in Fig. III.7. A first wavebreak occurred in the heterogeneity (map “a”). Then a fast 
rotor formed (map “b”) and was self-sustained for about 500 ms (maps “c” to “e”), as 
revealed by the significantly shorter cycle length inside (solid line) as compared to outside 
(dashed line) the heterogeneity. This rotor eventually disappeared through interaction with 
other spirals (map “f”). 
III.4 Discussion 
This study investigated the effect of local release and degradation of ACh on the 
dynamics of reentry, assuming that an arrhythmia was already established by a trigger, for 
instance an ectopic focus. Provided that ACh release occurred in the vicinity of the spiral core 
(Fig. III.7), the reentry was significantly affected. Four different scenarios were identified. In 
the first one, the original reentry remained stable, possibly drifted, its rotation frequency 
increased when its core was in the region of ACh release (Fig. III.1) and eventually came 
back to the original condition after ACh was degraded. In the second scenario, repolarization 
gradients induced by ACh release caused wavebreaks, resulting in a transient complex 
dynamics (Fig. III.3B) that spontaneously converted to a single stable reentry. In the third 
scenario, the reentry self-terminated either through wavebreaks and wavefront interactions, or 
though by the spiral core drifting to the border of the tissue. Note that termination by spiral 
core drift was rarely observed in the absence of heterogeneity. In the fourth scenario, 
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wavebreaks led to a complex dynamics that converted to multiple stable reentries (e.g. figure-
of-eight, Fig. III.3C) after ACh degradation. This showed that transient ACh release can affect 
the transient dynamics, and also act as a perpetuator of the arrhythmia by generating new 
wavelets that self-perpetuate. The effect was considerably different in uniform and 
heterogeneous ACh profiles: in a uniform tissue, wavebreaks and termination were observed 
during the ACh degradation phase only, while heterogeneities enabled instabilities to appear 
already during the ACh release phase. 
The parameter space of ACh release (position and diameter of heterogeneity, 
maximum ACh level, and time constant) was explored. The occurrence of wavebreak was 
associated with higher ACh level and shorter time constants (τ < 1000 ms in the 
heterogeneous case and τ < 350 ms in the uniform case), and with a heterogeneity location 
sufficiently close to the core of the spiral wave. The range of ACh concentrations studied 
corresponds to the values used in Kneller et al. [146]. The diameter of the heterogeneity 
played a major role in determining the occurrence of wavebreaks and self-termination 
(Fig. III.4). A diameter larger than the wavelength of the depolarization wave facilitated 
reentries, as illustrated by the rotor of Fig. III.7. The time constant τ had a significant impact 
on wavelet dynamics: shorter time constants were associated with a larger number of phase 
singularities, particularly short-lived phase singularities (Fig. III.5). This factor might have to 
be taken into account when simulating the effect of antiarrhythmic drugs [199] that typically 
have a slow action on the tissue. 
The same time constant was used for ACh release and degradation to limit the (already 
large) number of simulations required. The ACh degradation time constant have been 
estimated to be around 700  to 5000 ms in the sinoatrial node, but ACh release time constant 
is more difficult to estimate [170, 214, 215]. In mathematical models relating interstitial ACh 
concentration to heart rate, the simulated time course of ACh concentration was characterized 
by a rapid increase (time constant of 3 ms in [177]) and a slow degradation (time constant 
around 500 to 800 ms [170, 215]). The actual temporal profile of ACh concentration will 
depend on many factors, notably the modulation of neuronal activity leading to ACh release 
and ACh diffusion. The spatiotemporal ACh profile used here should therefore be seen as a 
parameterized template designed for the exploration of the parameter space and for the 
identification of arrhythmogenic conditions. The phenomena in the two phases (release and 
degradation) were however well separated. The first wavebreaks and most self-terminations 
were observed during the release phase in the heterogeneous tissue (the time constant can 
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therefore be interpreted as the release time constant in this case) and during the degradation 
phase in the uniform tissue. 
The model had several limitations. The tissue geometry was two-dimensional with the 
approximate tissue area of canine atria. This simplification enabled us to exclude confounding 
factors that could also induce wavebreaks, such as structural heterogeneities, anatomical 
structures or bundles, tissue thickness and intrinsic regional variations in membrane kinetics. 
The location of the heterogeneity region relative to anatomical structure is also expected to be 
a factor [152]. The lack of structural abnormalities in our model is consistent with the 
neurogenic type of AF simulated that presumably arises at the early stage of development of 
AF, before structural remodeling has progressed. Due to a longer boundary length, spirals in 
two dimensions are more likely to drift away and terminate by collision with the boundary. In 
a realistic atrial geometry, the percentages of self-termination may be different. The 
importance of this effect however decreases when the simulated tissue area is large [159, 
216]. 
In conclusion, wavebreaks and transition to more complex dynamics can be induced 
not only by intrinsic repolarization heterogeneities, but also by time-dependent, externally-





Figure III-1: Examples of simulations in a uniform substrate. For each of the four 
simulations presented (A)-(D), the evolution of the ACh concentration, the average cycle 
length (CL) and the number of phase singularities (#PS) are displayed in the left panel. On the 
right side, color-coded membrane potential maps are shown at 6 different time instants (“a” to 





Figure III-2: Wavebreaks and self-termination in a spatially uniform tissue. (A) Statistics for 
the simulations in terms of the occurrence of wavebreaks and in terms of the final state 
(termination, single spiral or multiple spirals). (B) Percentage of wavebreak occurrence as a 
function of the time constant and maximum ACh concentration, averaged over the initial 
conditions. The thick black line represents the isocontour at 25%. (C) Survival curve of 
wavebreak-free simulations. The vertical dotted line indicates the beginning of the ACh 
degradation phase. (D) Percentage of self-termination as a function of the time constant and 
maximum ACh concentration, averaged over the initial conditions. (E) Survival curve of 




Figure III-3: Examples of simulations in a heterogeneous substrate. For each of the four 
simulations presented (A)-(D), the evolution of the ACh concentration, the average cycle 
length (CL) in the circular regions of heterogeneity (solid line) and outside that region 
(dashed line) and the number of phase singularities (#PS) are displayed in the left panel. On 
the right side, color-coded membrane potential maps are shown at 6 different time instants 
(“a” to “f”) indicated on the left panel as vertical dotted lines. The region of heterogeneity is 





Figure III-4: Wavebreaks and self-termination in a heterogeneous tissue. (A) Statistics for 
the simulations in terms of the occurrence of wavebreaks and in terms of the final state 
(termination, single spiral or multiple spirals). (B) Percentage of wavebreak occurrence as a 
function of the time constant and maximum ACh concentration, averaged over the initial 
conditions. The thick black line represents the isocontour at 25%. (C) Survival curve of 
wavebreak-free simulations for different diameter of heterogeneity: 1 cm (dotted curve), 
1.33 cm (dash-dotted curve), 1.66 cm (dashed curve) and 2.5 cm (solid curve). Statistical 
significance of the difference between survival curves (log-rank test, n = 880) is indicated on 
the right: * p<0.05 and ** p<0.01. The vertical dotted line indicates the beginning of the ACh 
degradation phase. (D) ROC curves for the prediction (logistic regression) of self-termination 
based on the diameter of heterogeneity (dashed curve) and based on all parameters of the 
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model (solid line). (E) Survival curve of simulations with reentrant activity (i.e. no self-
termination) for the four values of the diameter (same as panel C). 
 
Figure III-5: (A) Histogram of phase singularity (PS) lifespans in all simulations. The last 
bin corresponds to all values > 1000 ms. The abscissa of the dashed vertical line is 160 ms 
(threshold for short-lived spirals). (B) Number of PS tracked in the time interval 0 to 4 s as a 
function of the ACh release/degradation time constant: mean (dot) and standard deviation 
(error bar). (C) Fraction of the PS that were short-lived (lifespan < 160 ms) as a function of 
the time constant. Same display as panel B. 
 
Figure III-6: Effect of heterogeneity location with respect to the spiral tip. Each colored disk 
corresponds to a simulation in which the heterogeneity (diameter = 1.66 cm, not the size of 
the disk) is centered on the location of the disk. The dashed circle on the top-left corner shows 
the actual size of the heterogeneity. The outcome of the simulation is color-coded according 
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to the legend on the top. The thick-lined ellipse indicates the region where wavebreaks were 
observed. All simulations were run with the same initial condition and the parameters τ = 
200 ms and AChmax = 0.0238 µmol/L. The shaded area (membrane potential > -60 mV) in the 
background illustrates the position of the counter-clockwise rotating spiral in the initial 
condition. 
 
Figure III-7: Example of simulation presenting a mother rotor in a heterogeneous substrate. 
The evolution of the ACh concentration, the average cycle length (CL) in the circular regions 
of heterogeneity (solid line) and outside that region (dashed line) and the number of phase 
singularities (#PS) are displayed in the left panel. On the right side, color-coded membrane 
potential maps are shown at 6 different time instants (“a” to “f”) indicated on the left panel as 






Chapitre IV : Discussion 
IV.1 Introduction 
La présente étude cherche à explorer l’effet d’une variation locale et temporelle de la 
concentration d’ACh, qui correspond à l’activation du système parasympathique, sur la 
dynamique des réentrées. Elle démontre qu’une décharge vagale rapide, représentée par des 
constantes de temps faibles  combinés à une quantité suffisamment grande d’ACh, a une forte 
probabilité de briser la réentrée primaire provoquant une activité fibrillatoire. Cette activité est 
caractérisée par la génération de plusieurs ondelettes à partir d’un rotor primaire sous l’effet 
de l’hétérogénéité du gradient de repolarisation due à la modulation nerveuse. D’autres 
paramètres qui influencent la dynamique des réentrées seront discutés dans ce chapitre. 
IV.2 Effet de la position de la zone d’ACh sur la dynamique des 
réentrées   
Dans le chapitre précédent, nous avons déduit que la taille de la zone affectée par 
l’ACh a une influence directe sur la dynamique résultante. Les résultats du modèle avec un 
grand diamètre ont montré une différence remarquable par rapport aux autres conditions. Afin 
d’évaluer l’effet de la position de la zone sur la dynamique des réentrées, nous avons suivi le 
même protocole de simulation en changeant la position de la zone affectée par l’ACh à 
chaque fois sous une constante de temps ૌ=1 ms et une concentration de 0.03µmol/L d’ACh.  
La figure IV-1 montre la trajectoire des SP dans le cas de différentes positions de la zone 
d’ACh. Comme pour les résultats avec différentes tailles de la zone d’ACh, on remarque que 
le mouvement rotationnel des SP dérive sous l’effet du gradient d’excitabilité en fonction de 
la position de la zone. Ce mouvement s’effectue vers les zones avec une longue période de 
rotation [217]. La surface avec une longue APD agit comme une zone d’encrage des SP. La 
variation spatiale d’APD induite par le couplage électrotonique due à la diffusion et la 
dégradation d’ACh favorise la stabilisation des réentrées autour d’un l’obstacle fonctionnel 





Figure IV-1: Trajectoire des singularités de phase en fonction de la position de la zone 
affectée par l’ACh en utilisant la même condition initiale. 
IV.3 Effet de l’excitabilité sur la dynamique des réentrées 
Pour mieux comprendre la dynamique résultante des réentrées, nous avons étudié les 
effets des changements d'excitabilité de la membrane dans la zone affectée par la modulation 
nerveuse. Nous avons modifié le modèle de la cinétique  des courants ioniques à travers la 
membrane pour reproduire le raccourcissement de l’APD comme dans le cas d’une 
concentration d’ACh de 0.0043 µmol/L avec une longueur de cycle de 200 ms. Pour cela, 
nous avons réduit la conductance maximale du courant ICaL à 12.405%, Ito à 45.074%, IKur à 
84.46% et nous imposé une augmentation de 869.92% du courant IKr (figure IV-2.A). Nous 
avons généré 10 conditions initiales dont les singularités de phase se situent dans la zone 
modulée par l’activité nerveuse (R= 0.83 cm) avec une constante de temps de 1000 ms. La 
figure IV-2.B montre une comparaison des trajectoires des SP pour toutes les simulations. Les 




important et les réentrées dans le cas du nouveau substrat n’ont pas la même trajectoire que 
ceux sous l’effet de l’ACh. Une étude plus approfondie de la question pourrait apporter des 
éléments de réponse à ce propos. 
 
Figure IV-2 : Effet de l’excitabilité sur la dynamique des spirales : (A) comparaison des 
potentiels d’action, (B) Comparaison de la localisation et des trajectoires des SP dans le 




IV.4 Analyse de la courbure du front de propagation  
La morphologie du front de propagation est un mécanisme important de la dynamique 
complexe spatiale et temporelle de l’activité électrique durant la FA. Un front convexe montre 
une propagation plus lente qu’une onde plane en raison de la forte charge électrotonique qui 
résulte des courants d'excitation locaux fournis par les cellules à l'avant de l'onde qui sont 
répartis sur une plus grande surface de tissu non excité en avance sur l'onde. Pour cette raison, 
on s’attend à ce que la courbure du front d'onde de propagation soit un mécanisme fonctionnel 
important de la dynamique des ondelettes. La courbure locale des fronts de propagation a été 
calculée en utilisant le temps d’activation dans le cas d’une zone d’ACh avec un diamètre de 
1cm. Dans le cas des différentes concentrations d’ACh étudiées sous une cinétique définie 
pour une constante de temps de 1 ms (figure IV-3.A), les résultats obtenus suggèrent que la 
moyenne de la courbure maximale augmente avec la concentration de l’ACh, ce qui explique 
que la présence d’une dynamique complexe à des concentrations élevées peut être reliée aussi 
à l’évolution de la courbure sous l’effet de l’ACh. Pour une concentration de 0.0002 µmol/L 
dont la cinétique varie selon les différentes constantes de temps étudiées (figure IV-3.B), la 
moyenne de la courbure maximale a été indépendante de la constante du temps qui représente 
le taux de libération de l’ACh. Une évaluation détaillée des effets de la courbure des fronts de 
propagation sur la dynamique résultante est potentiellement intéressante, mais va au-delà du 
cadre de la présente étude. 
IV.5 Travaux futurs  
Les caractéristiques géométriques d’un tissu auriculaire jouent un rôle important dans 
la dynamique des réentrées [216]. Dans la présente étude nous avons utilisé un tissu 
auriculaire bidimensionnel de 10×5 cm qui correspond à la dimension mais pas à la 
morphologie des oreillettes de chien. Cette géométrie et les conditions aux limites utilisées 
contribuent à la stabilité des réentrées ce qui influence la dynamique résultante dans nos 
résultats. De plus nous avons supposé une distribution homogène des conductances des 
canaux ioniques dans la zone affectée par l’ACh et un rapport d’anisotropie constant qui ne 
sont pas physiologiquement exacts selon une étude antérieure [218]. Par conséquent, en 
continuité au travail réalisé, nous avons effectué quelques simulations en utilisant une 
géométrie réelle de l’oreillette droite de chien. Cette géométrie a été obtenue à l’aide du 
système Ensite/NavX, et elle comporte 398,462 nœuds. La dynamique des réentrées dans ce 




des veines caves. La figure IV-3 montre l’évolution du potentiel membranaire sur l’oreillette 
droite à la présence de deux réentrées.  
 
 
Figure IV-3: représentation de la moyenne de la courbure maximale du front de propagation 
dans le cas de la plus petite taille de la zone affectée par l’ACh  pour τ=1 (A), et en utilisant 
les différentes constantes de temps étudiées pour [ACh]=0.0002µmol/L (B). 
La répartition et la localisation exacte des sites de l’acétylcholine sont des paramètres 
importants à prendre en considération dans les prochains travaux, car la libération 
(concentration et sites) d'ACh au niveau des oreillettes est inconnue. Nous avons choisi des 
zones  de différentes tailles pour répondre à cette préoccupation en montrant la sensibilité aux 
hypothèses concernant la distribution. Cette hypothèse peut être éliminée dans le cas 
tridimensionnel en utilisant des données qui montrent la localisation des sites affectés par 
l’activité nerveuse au niveau des oreillettes [208]. La distribution irrégulière de ces sites dans 
un modèle 3D va promouvoir davantage une activité électrique irrégulière et favorise la 




évolution temporelle prédéfinie de l’ACh qui correspond à l’activation du système 
parasympathique selon un taux de libération et de dégradation constant. Des études 
complémentaires sont nécessaires pour évaluer l’effet de deux constantes de temps différentes 
ou bien pour modéliser l’effet de l’activité nerveuse comme une altération dynamique des 
paramètres membranaires pilotée par un signal externe qui représente l’activité des neurones 
enregistrée sur des chiens. 
 
Figure IV-4: Vue antérieure et postérieure montrant la carte d’activation des potentiels 
simulés sur un modèle 3D de l’oreillette droite de chien. La région de l'hétérogénéité s'affiche 





Le présent chapitre complète les résultats et les discussions présentés dans le chapitre 
précédent. Il permet, en effet, de mieux comprendre certains aspects inclus dans la dynamique 
résultante. D’abord, nous avons discuté la dérive des réentrées causée par l’hétérogénéité 
ionique sous la modulation nerveuse. Ensuite, nous avons essayé de montrer l’effet de la 
courbure du front de propagation sur la dynamique des réentrées. Finalement, nous avons 











Cette étude fournit une nouvelle approche de la modélisation des arythmies 
auriculaires sous l’effet de la modulation nerveuse. Nous avons étudié l’effet d’une variation 
temporelle et dépendante du temps de l’ACh sur la dynamique des réentrées. Nous avons 
représenté l’activation du système parasympathique par une évolution temporelle prédéfinie 
qui correspond à la libération et la dégradation de l’ACh dans une zone circulaire. Nous avons 
analysé la dynamique des réentrées résultante qui a évolué dans des conditions de différentes 
concentrations d’ACh, différentes constantes de temps et différentes tailles de la zone affectée 
par l’activité nerveuse pour quantifier l’initiation, la propagation et l’arrêt des ondelettes 
issues de l’activité fibrillatoire durant l’arythmie. Les résultats obtenus nous permettent de 
conclure qu’une décharge vagale rapide, représentée par des constantes de temps faibles 
combinées à une quantité suffisamment grande d’ACh, a une forte probabilité de briser la 
réentrée primaire provoquant une activité fibrillatoire. Cette activité est caractérisée par la 
création de plusieurs ondelettes à partir d’un rotor primaire sous l’effet de l’hétérogénéité du 
gradient de repolarisation causé par l’activité autonomique.  
Cette série de simulations numériques a indiqué que la variation temporelle de la 
concentration d’ACh  influence les paramètres électrophysiologiques du tissu et par la suite 
l’initiation et le maintien des arythmies dépendamment de la constante du temps.   
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