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Some properties of the eigenvalues of the integral operator K, defined as 
K,f‘(x) = s; K(x - y)J(y) dy were studied by Vittal Rao (J. Math. Anal. Appl. 53 
(1976) 554-566), with some assumptions on the kernel K(x). In this paper the 
eigenfunctions ofthe operator K, are shown to be continuous functions of T under 
certain circumstances. Also, the results of Vittal Rao and the continuity of eigen- 
functions are shown to hold for a larger class of kernels. b 1985 Academic PRSS, IX. 
1. INTRODUCTION 
Many problems in applied mathematics ultimately lead to the study of 
integral equations of the form 
f(x) =&T(x) + J” KC.% Y)fb) &. (I (1.1) 
The above equation, with the difference k rnel K(x, y) = K(x - y), arises in 
various fields, such as radiative transfer [2], Neutron transport theory 
[3, 41, and linearized gas dynamics [S]. 
2. PRELIMINARIES 
Now we review briefly the results of [ 1] which we shall be using. The 
following assumptions were made on the kernel K(x) of the operator K,. 
(1) K(x)=K(-x) (2.1) 
(2) K(x) is locally square integrable (2.2) 
From (2.1) and (2.2) it follows that for every t in [0, a), K, defins a self- 
adjoint, completely continuous operator on L,[O, z] and hence its spec- 
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trum consists of real eigenvalues with zero as the only possible limit point. 
Denoting the positive and negative eigenvalues by pi(r) and y,(r), respec- 
tively, with ,n,(n)>~~(L)a ... >~~(,?)a ... and yi(L)<yl(L)< ... 6 
r,(n)..., the following theorems have been proved. 
THEOREM A. For every fixed i, pi(s) and y,(z) are monotonic nondecreas- 
ing and nonincreasing functions, respectively. Moreover they are absolutely 
continuous. 
COROLLARY. pi(z) and y,(z) are differentiable almost everywhere. 
THEOREM B. If pi(?) has multiplicity mi, then one can choose m, 
orthonormal continuous eigenfunctions {4,-(x, z)};: , corresponding to t.tLi(?) 
such that 
L(7) =/h(7) I4&~ a23 j= 1, 2,..., mi (2.3) 
whenever the derivative ,ui(7) exist. An analogous result holds for y,(7) also. 
In the next section we prove that the eigenfunctions #V(x, 7) 
corresponding to the eigenvalues pi(t) can be made to be continuous 
functions of r in an interval [r’, r”] if pi(r) is simple for all r E [t’, r”]. In 
Section 4 we show that results of [ 1) and of Section 3 are valid for an 
extended class of nonsymmetric kernels. 
3. CONTINUITY OF THE EIGENFUNCTION 
Throughout this section, we assume that the conditions (2.1) and (2.2) 
hold and that for a fixed i, ~~(7) is simple for all 7 in an interval [z', t"] c 
[0, cc). We drop the subscript ifrom ,4(z) and di(x, 7) since we shall con- 
sider the proof for a fixed i only. Denote by N,, the eigenspace of the 
operator K, with respect o p(7), as 
N,= {fb, 7)//47)f(x, 7)=Kfk7)S. 
Define the subset V, of N, as 
(3.1) 
Since ~(7) is simple we can write V, as 
v,= {-w&7)/Z complex, IZI = l}, 
(3.2) 
where 4(x, 7) is any arbitrary element of V,. 
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If we write 4(x, z) = a(x, r) + ij?(x, z), where u and /I are real-valued 
functions and where i= 0, then any f(x, T) E I/, can be written as 
f(x, z) = (a + ib)(cc(x, T)+ i/?(x, 7)) 
(3.3) 
= (aa(x, z) - bp(x, t)) + i(afl(x, z)+ bcr(x, t)) 
for some real numbers a and b satisfying a2+ b2 = 1 and - 1 <a, b < 1. 
Now we go on to the main theorem of this section. 
THEOREM 1. Under the assumptions mentioned in the beginning of this 
section, we can choose the normalized eigenfunctions 4(x, T) suitably and 
make them continuous functions of z, the continuity in z being uniform with 
respect to x. 
Remark. Considering K(x) to be real and choosing the normalized 
eigenfunctions tobe real and such that &r, T) > 0, the functions 4(x, r) can 
be made to be continuous functions of t, continuity being uniform with 
respect o x [ 11. Here we will consider the case of complex kernels. 
Before proving the theorem, we prove the following lemma. 
LEMMA. No two functions in V, have the same value at a given point 
XOE co, 00). 
Proof If possible, let f(x, z) and g(x, z) E V, have the same value at x0, 
i.e., f(x,, z) = g(x,, t). From (3.3) we can write 
and 
f(x, z) = (a + ib)(cr(x, z)+ $(x, 5)) 
g(x, z) = (c + id)(a(x, z) + i/?(x, T)) 
where a2 + b* = c2 + d* = 1. Equating the real parts at x=x0 we get 
a(xo, z) b-d -=- 
P(xo, 5) a-c’ 
(3.4) 
Multiplying both sides of (3.4) by b/a, adding one, and using the fact 
a2 + b* = 1, we get 
Im(f(x,, z)) 1 -ac- bd 
= 
mo, 7) a-c ’ 
Similarly 
Im(g(x,, z) ac- bd- 1 
= 
B(xo, r) a-c ’ 
(3.5) 
(3.6) 
466 VITTAL RAO AND SUKAVANAM 
From (3.5) and (3.6) we infer that 
Wf(x,, 4 = -Wdx,, 7)) 
which is a contradiction to our assumption. Hence, if the real parts of two 
functions in V, are same at a point x0, then their imaginary parts will differ 
in sign and vice-versa. This proves the lemma. 
Proof of Theorem 1. Fix a point x0 in [0, 03) and a constant LX*, and 
choose the eigenfunction 4(x, r) from the set V, in such a way that 
and 
Re(d(x,, 7)) = a0 (3.7) 
Wd(x,, T)) 2 0 (3.8) 
for each ZE [s’, t”]. By the above lemma such a 4(x, z) is unique in V, for 
each 5. 
To prove the continuity of 4(x, t) at a point e,, as a function of z, we 
will show that the left limit 4(x, r) and the right limit 4(x, r) exist and are 
equal. For that let us take a sequence {zn} in the interval [s’, r”] that is 
decreasing to zO. The corresponding sequence of eigenvalues and their 
corresponding normalized eigenfunctions are (,u(T,) > and {#(x, 7,) 1, 
respectively. Since the sequence {4(x, r,)} is equicontinuous and uniformly 
bounded, it follows by the Arzela-Ascoli theorem that there exists a sub- 
sequence {0(x, z;,)} that coverages uniformly in [0, ~“1 (more details can 
be seen in Cl]). Let the limit be d’(x, zO). We know that Re(&x,, z~))=Q 
and Im(&(x, zk)) > 0 for all n’. Hence the limit &(x, 7J should also 
have the same property at x0. Therefore, Re(&(x,, rO)) =a0 and 
Im(#‘(x,, zo))>O. But then the limit C&(X, TV) is uniquely fixed in V,, by 
the conditions (3.7) and (3.8). Thus every sequence t,, decreasing to to has 
a subsequence 7:, such that 4(x, t:,) converges uniformly to the same limit 
&(x3 4 in VT,,. 
Now we assume that either 
converges to y(x, T,,) (say), which is different from the unique element 
6(x, Q) in VT”, or that the limit does not exist. 
fn the first case we can easily construct a sequence {T"} decreasing to 7” 
and the corresponding sequence {#(x, 7,)) that converges to ~(x, TV) with a 
subsequence { c$( x, T;)} converging uniformly to $‘(x, TV), which is 
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impossible. In the other case we can construct a sequence {4(x, zn)} and a 
sequence (.sn} of positive numbers such that 
Mx, 5,) - 6(x, dl ’ 62 > 0 for all n and for all x&CO, t”]. (3.9) 
From (3.9) it is evident that no subsequence of (4(x, 5,))) converges to 
d’(x, to), which is again a contradiction. Hence 
Lt d(& 7) = d’(X, To). 
7 1 70 
Similarly 
Lt fj(X, T) = $b"(X, To). 
7 1 10 
But since Re(&(x,, to)) = c(~ and Im(&(xO, z,,)) > 0, j = 1, 2, by the lemma 
fj’(x, zO) = fj”(x, to). Thus 4(x, T) is a continuous function of T at z,,. Since 
the convergence of the subsequences d(x, zl) are uniform, the continuity in 
T is also uniform with respect o x. 
Now the question arises whether we can satisfy the condition (2.8) for all 
t E [T', r”]. From (3.3), any arbitrary element f(x, T) in V, can be written 
as f(x, T) = (a, + &,)(X(x, z) + $(x, T)) for some real a,, b, satisfying 
uf + bf = 1 and - 1 <a,, b< 1. If Re(c(x,, ~))=a, then a a(xO, r) - 
b/O,, T) = a(). Substituting b - Jx and squaring after a simple 
arrangement we get a quadratic in a. Solving this for a, we get 
~~(XCI, T) rf: 
a, = 
p2(Xo, T)(p2(X,, T) +a2(X,, T) -a;, 
a2(%> 7) + f12(X,, T)
This gives a real solution iff 
a:, 6 a*(+, T)+ p’(X,, T). (3.10) 
Also, from (3.3) it is easily seen that for a fixed point x,,, If(x,, z)l = 
x2(x0, z) + p2(x0, T) for all functions in I’,. Hence CY~ is an arbitrary con- 
stant satisfying the inequality c(~ < m, where 
m = Inflf(x,, ~11 
T E [T’, T”] 
fE v, 
This completes the proof of the theorem. 
Next, we prove a theorem which guarantees that whenever p(~,,) is sim- 
ple z0 E [0, co) there exists an E > 0 and a neighbourhood N,(z,) such that 
for all T E NE(zO), P(T) is simple. In other words, 
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THEOREM 2. The set E = {~/p(z) is simple} is open. 
Proof: Let E not be open. Then we can find a r E E such that for any 
given E>O, there exists a rE belongs to N,(r) and I has multiplicity 
greater than one. Let a,, = I/n and rn E NEn(z) with ~(5,) having multiplicity 
>2. Then in each eigenspace NTn we can find at least two orthonormal 
eigenfunctions d’(x, tn) and 4*(x, tn). Considering the sequence 
W(x, L)l?z I> we can find a subsequence {d’(.~, rL}“=, converging 
uniformly to f$‘(x, 7) (say) in V, (see [ 1 I). Then considering 
{d’(x, z;)};=, we get a subsequence (4*(x, r;:)},;, = l converging uniformly 
to 4*(x, z) (say) in V,. 
j,’ &(x, T) qd2(x, T) dx = Lt j; #‘(x, r::), #‘((x, 5;) dx = 0. (3.11) 
Also 
lld’b, T)ll = Lt Il@(x, C)ll = 1 ,I” x 
and (3.12) 
lld2(x, 5)ll = Lt Ild2(x, z;)ll = 1. 0” + c* 
Equations (3.11) and (3.12) contradict he fact that p(r) is simple. This 
proves the theorem. 
4. THEOREMS FOR NONSYMMETRIC KERNELS 
We now prove Theorems A and B for kernels K(x, y) of the form 
W, Y) = L(x - v) r(y) (4-l) 
where L(x) is locally square integrable and symmetric, and r(x) is real, 
positive and bounded in any finite interval in [0, co). Consider the 
equation. 
f(x) = g(x) + ji Lb - Y) r(y) f(y) dy. (4.2) 
Multiplying both sides of (4.2) by J(X) (we can take any one of the two 
branches of G(X) throughout), and substituting F(x) =f(x) J(x) we get 
F(X) = g(x) J;(x) +/’ &x, Ux - Y) J;(Y) F(Y) 4 (4.3) 
0 
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The kernel J(x) L(x - y) J?(r) involved in this equation is symmetric. 
Define the operators L, and T, as 
L,f=SIL(x-~)r(y)f(y)dy 
0 
It is obvious that the eigenvalues of L, and T, are one and the same. Also, 
if #i(x, t) is an eigenfunction of T, corresponding to an eigenvalue pi(r), 
then cbi(x, 7)/,,6 ) . r x is an eigenfunction of L, corresponding to the same 
eigenvalue pi(z). So we prove Theorem A and B for the symmetric 
operator T, and the same shall hold for L,, with a minor modification in 
the equation (2.3). 
Proof of Theorem A. The first part of this theorem is true for all sym- 
metric, locally square integrable kernels [ 11. So, we have only to prove the 
absolute continuity. First we have to prove the continuity of pi(z) as a 
function of 7, for a fixed i. Since the proof follows the steps of [ 11, we give 
the proof briefly in order to avoid repetition. Since T, is symmetric and 
completely continuous, using Hilbert-Schmidt theory [6], we get 
i!, P?(7) + g, Y’(7) = 1; j; IJ(x) Lb- Y) J(r)12 d.r 4 (4.6) 
If h is a small positive real number, then 
i+7+W~:(7)+ f r37+h)-W i=l 
= I ‘+“r(y)dl.jT~L(x-y)12r(x)dx T 0 
+jWdxj;+h IW-.dl*W&. (4.7) 
Since L(x) is locally square integrable, we can choose a sufficiently large M 
such that 
IL(x-yN2dx<h~ for all y E [7, 7 + h] 
i 
rib 
IUx-y)l*dyGh~ for all x E [t, 7 + h] 
0 
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where sYM IL(x)1 2dx = h,. Also since r(x) is bounded in any finite interval 
Ir(x)l 6 m, for XE [0, z+h]. 
Therefore the right-hand side of (3.7) is <2h mfh,,,. Hence 0 < pLf(r + h) - 
P;(T) 6 2h m;h,,,,. 
The rest of the proof is a repetition of the steps in [ 1, p. 5591 with trivial 
modifications. 
Proof of Theorem B. Replacing K(x - y) by J;(X) L(x - y) &(v) 
and using I,/&) Ux- Y) J?Y)l <m jL(x - y)l for some constant m, in 
the proof of (Theorem 3 Cl]), we obtain the required proof. 
By the fact hat L, and T, have the same set of eigenvalues Theorem A is 
true for L, also. 
From Theorem B we get the formula (2.3) for the operator T,, i.e., 
P;(T) =P;(T) l4,,k z)l’ ,j= 1, 2 ,..., m . (2.3) 
Now 
,fi~(-% 7) = d&x, z)/&(x), j= 1, L..., mi
are the eigenfunctions of L, corresponding to pi(z) which are orthonormal 
with the weight function v(x). Equation (2.3) can be written as 
d(t) = Pi(T) IJii(? z)~(~)12~ ,j= 1, 2 ,..., mi. (4.8) 
Thus Theorem B holds good for the operator L. The results of Section 3 
also hold good for L, if I/, is redefined as 
Remark 1. We can also assume r(x) to be a nonzero complex function 
and proceed to prove the above theorems by taking any one of the 
branches of &(x). 
Remark 2. It is interesting to note that the continuity of the eigen- 
values and eigenfunctions of K, and L, as functions of z resembles that of 
the eigenvalues and eigenvectors of a perturbed matrix as a function of its 
elements [7]. 
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