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INTRODUCTION
L’objet de ce travail est l’amélioration de la théorie semi-numérique des perturbations
mutuelles des quatre grosses planètes du système solaire : Jupiter, Saturne, Uranus et
Neptune.
L’un des buts de la mécanique céleste est l’obtention aussi précise que possible des
mouvements des corps célestes. On peut envisager deux axes dans cette recherche :
- L’étude de l’évolution globale du mouvement de ces corps ; c’est en particulier l’objet
de la recherche de la stabilité à long terme du système solaire.
- La connaissance des positions de ces corps à un instant donné ; c’est le problème de la
construction des éphémérides.
Le problème de n corps régis par la loi de gravitation de Newton n’est pas intégrable dès
que n est supérieur ou égal à 3, c’est-à-dire qu’il est impossible de décrire le mouvement de
ces corps par des fonctions analytiques sur un temps infini. En revanche, on peut essayer
de donner de ces mouvements une représentation approchée sur un intervalle de temps
donné.
Devant la complexité de l’étude du système solaire, il s’est développé essentiellement trois
méthodes distinctes :
- La recherche de théories générales.
- La recherche de théories semi-numériques ou semi-analytiques.
- L’intégration numérique.
Les théories générales essaient de trouver l’évolution à long terme des positions des
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planètes, en développant les solutions du problème en séries analytiques des conditions
initiales et des angles du problème et en travaillant ordre par ordre par rapport aux
petits paramètres que sont les rapports des masses des planètes à celle du Soleil. Le
nombre de termes qu’il faudrait calculer pour obtenir une description précise des positions
instanta-nées étant trop important pour les capacités des ordinateurs actuels, il est
nécessaire de faire un choix. Celui-ci est fait de façon à donner une très bonne précision
sur l’évolution moyenne à long terme du mouvement. Des travaux récents sur ce domaine
sont, pour les théories planétaires : (Bretagnon, 1974) (Duriez, 1979) (Laskar, 1988).
En revanche, les théories semi-numériques, développées pour la recherche d’éphémérides
et donc d’une connaissance très précise à court et moyen terme des positions des planètes,
recherchent les solutions sous la forme de séries analytiques du temps et des longitudes
moyennes, en développant en fonction du temps les fonctions des angles lents et en donnant
aux conditions initiales leurs valeurs numériques. Ces théories donnent des résultats précis
sur des intervalles de temps de quelques milliers d’années. On peut citer, par exemple les
théories VSOP 82 (Bretagnon, 1982) et TOP 82 (Simon, 1983).
L’intégration numérique est la plus récente de ces méthodes et est surtout utilisée depuis
le développement des ordinateurs. On peut, grâce à elle, obtenir des éphémérides précises
du système solaire sur quelques milliers d’années (Newhall et al., 1982) ou du système
restreint aux grosses planètes sur quelques centaines de millions d’années (Applegate et
al., 1986) (Nobili et al., 1989). Elle permet également d’étudier l’évolution du système
moyennisé du système solaire complet sur une durée équivalente (Laskar, 1989).
Si cette dernière méthode donne des résultats dont la précision et la rapidité d’obtention
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s’accroissent d’années en années, en revanche la donnée brute des résultats ne permet pas
de comprendre l’évolution des systèmes ainsi que la nature des perturbations agissant sur
une planète par le fait des autres, ce que donnent naturellement les théories générales et
semi-analytiques. Il est néanmoins possible de construire à partir d’une solution numérique,
par analyse harmonique, des séries analytiques des angles du problème, mais on se heurte
encore à des difficultés numériques dues au nombre de variables angulaires nécessaires à la
description.
L’origine et le déroulement du travail
Les théories semi-numériques sont basées sur le développement en séries de Fourier des
seconds membres des équations différentielles du mouvement. On peut effectuer cette
recherche par analyse harmonique ou encore par manipulation de séries de Fourier en
intégrant les équations ordre par ordre par rapport aux masses.
Ces méthodes ont été utilisées au Bureau des Longitudes pour trouver des théories semi-
numériques de systèmes planétaires :
a) Méthode itérative basée sur la manipulation de séries de Fourier pour la théorie VSOP82
(Bretagnon, 1982).
b) Intégration ordre par ordre par rapport aux masses, puis calcul par analyse harmonique
pour trouver les perturbations d’ordre plus élevé pour la théorie TOP82 (Simon, 1983).
Ces deux procédés aboutissent à des approximations que l’on contrôle par comparaison à
une intégration numérique interne, c’est-à-dire en comparant l’approximation trouvée avec
la solution numérique obtenue en intégrant le problème planétaire correspondant.
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On a constaté que les résultats trouvés étaient satisfaisants sur un intervalle de temps d’un
millier d’années et que l’on obtenait des séries de Poisson comparables terme à terme. On a
alors construit la théorie JASON84 qui donne une bonne approximation du mouvement de
Jupiter et Saturne sur un intervalle de 6000 ans (Simon et Bretagnon, 1984) de la manière
suivante. Partant de TOP82, on a calculé les perturbations mutuelles de Jupiter-Saturne
par analyse harmonique jusqu’à un ordre élevé par rapport aux masses. On a amélioré
ensuite la solution en prenant des termes issus de VSOP82 supposés mieux déterminés,
et en la complétant par des « compléments probables », calculés empiriquement, pour
quelques arguments mal connus.
Il était alors tentant de prolonger ce travail, en construisant une théorie basée sur une
analyse harmonique par rapport à l’ensemble des quatre grosses planètes ; et le point de
départ a été de développer une théorie valable sur 1000 ans, pour tester la méthode et
restreindre les temps de calcul et les problèmes de convergence en ne prenant pas, dès le
début, un degré trop élevé pour les polynômes des séries de Poisson.
Après avoir écrit un programme de transformée de Fourier rapide à quatre variables
angulaires, pour diminuer les temps de calcul (cf Chapitre 4 et Annexe 2), j’ai commencé
les itérations. Cependant les résultats n’étaient pas à la mesure de nos ambitions, et nous
avons dû « accompagner » les itérations en forçant certains termes mal obtenus, à cause des
sévères restrictions sur le nombre d’arguments que nous avons dû consentir pour garder
au volume et au temps de calcul des dimensions raisonnables.
J’ai donc (( fusionné » la solution trouvée naturellement et la solution décrite par TOP82
pour obtenir une solution qui améliorait alors les deux théories. Il est vite apparu que les
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itérations suivantes n’apportaient pas d’améliorations substantielles, et j’ai alors décidé
d’arrêter ces itérations pour réfléchir à la méthode elle-même et en particulier à sa
convergence éventuelle. C’est l’objet du chapitre 2.
Présentation de la thèse
Le premier chapitre est consacré à la présentation du problème et des théories semi-
numériques et sert d’introduction au travail proprement dit.
Dans le deuxième chapitre, j’ai tenté de formaliser la méthode d’analyse harmonique prise
ainsi que d’établir les conditions de convergence du procédé.
Le troisième et le quatrième chapitre sont une présentation et une étude des méthodes
d’analyse numérique utilisées dans la recherche des solutions.
Dans le cinquième et dernier chapitre, j’indique les principaux résultats et améliorations
obtenus.
L’annexe 1 établit un résultat utilisé dans le chapitre 2 et le chapitre 3.
L’annexe 2 décrit et donne le programme de la transformée de Fourier à quatre variables
angulaires.
Dans l’annexe 3, je m’intéresse à un problème que j’ai rencontré dans l’exploitation des
résultats : l’existence des Longues Courtes Périodes.
Enfin, l’annexe 4 donne l’évolution au cours des dernières itérations de quelques termes
correspondant à deux arguments importants et mal connus.
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CHAPITRE 1
PRÉSENTATION DU PROBLÈME
I) Mouvement keplérien d’une planète par rapport au Soleil
Nous savons résoudre le problème du mouvement d’une planète seule et du Soleil : la
planète parcourt une ellipse dont le foyer est le Soleil. Cette ellipse est repérée par les
éléments elliptiques héliocentriques :
a : demi-grand axe,
e : excentricité,
i : inclinaison du plan de l’orbite sur un plan fixe de référence (plan de l’écliptique J2000)
Çl : longitude du nœud ascendant mesuré par rapport à une direction de référence dans
le plan de l’écliptique (direction de l’équinoxe),
LJ : l’argument du périhélie,
v : anomalie vraie.
Pour obtenir v en fonction du temps, on considère l’anomalie moyenne :
M = n(t — £0)
où n est définie par n2a3 = k2{ 1 + m), t0 étant le temps de passage au périhélie, m la
masse réduite de la planète (rapport de la masse de la planète à la masse du Soleil) et k
la constante de Gauss. L’anomalie excentrique E est alors liée à l’anomalie moyenne par
la relation de Kepler :
E — e sin E — M
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tandis que l’anomalie vraie est liée à l’anomalie excentrique par la relation :
v II + e E
tan — = \ tan —.
2 V 1 - e 2
Ces équations permettent de trouver v en fonction de M et e, ou encore, en utilisant la
longitude du périhélie : zj = Q -f- uj et la longitude moyenne : À = M -f C7, de trouver v en
fonction de À, zj et e.
II) Mouvement perturbé.
Considérons maintenant le problème général de N planètes gravitant autour du Soleil.
Chaque planète est soumise à des perturbations dues à la présence des autres planètes. 5
représentant le soleil, les équations du mouvement pour une planète P* deviennent alors,
en posant rj = 5P, et Aij = PiPj
d2
dt‘
- = grad ( Ui + Ri)
où Ui est le potentiel keplérien de la planète
Ui =
k2( 1 + mi)
et Ri la fonction perturbatrice :
Ri = k2rrij
1 T* ,• • T* j
^ij
la sommation étant étendue à toutes les planètes différentes de la planète Pt.
III) Méthode de variations des constantes
-9-
En appliquant la méthode de variations des constantes et en prenant comme variables a,
À e, zu, i et fi, on trouve le système d’équations de Lagrange :
da 2 dR
dt na d\
d\ 2 dR t 9(1 — <p) dR 7 dR
dt na da ' na2e de pxna2 di
de 1 p{\ — <p) dR p dR
dt na2 e d\ e dzu
dzu 1 dR | 7 dR
dt na2 e de px di
di 1 7 dR 7 dR 1 dR'
dt na2 PX d\ px dzo 27px d£l
dQ 1 1 dR
dt na2 27(px di
en posant p = \/l — e2, 7 = sin - et \ — cos \ — \/l — 72-
La faible valeur de l’excentricité de Neptune pouvant poser des problèmes numériques, on
évite d’avoir la variable e au dénominateur de ces équations en prenant comme variables
h — e sin zu et k — e cos zu à la place de e et zu.
Nous aurions pu également prendre comme variables p = 7 sin fi et q = 7 cos fi au lieu
de i et fi pour éliminer le facteur 7 du dénominateur de certaines équations ; mais dans le
problème qui nous intéresse, les perturbations mutuelles des quatre grosses planètes, cette
présence ne semble pas gênante. Aussi, pour garder un système de variables proche de celui
pris par J.L. Simon pour construire la théorie TOP 82 (Simon, 1983), afin de permettre
des comparaisons plus aisées, nous avons pris comme système de variables : a, À, h, k, 7
et fi.
-10-
Les équations de Lagrange deviennent alors, en posant ip =
1 + (p
da
dt
dX
dt
dh
dt
dk
dt
d'y
dt
dÇl
dt
2_dR
na d\
2 dR
n +
na oa
.¥>0 (LdR ,dR
na2 \ dh+ dk
1 ’ dR . . dR kj dR'
„ 2
na
^ dk
1 dR . . dR hj dR
~k^j\-2ïdyna2 V dh
7 dR
2na2(p d'y
1 7 dR 7 (kdR--hdR) 1 dR'
na2 d\ \ dh dk) 479? d£l
1 1 dR
na2 d'y
Le calcul des dérivées partielles de la fonction perturbatrice, en fonction des variables
elliptiques, est classique et on peut ainsi calculer explicitement les seconds membres des
équations de Lagrange en fonction de ces variables (Chapront et al., 1975).
On obtient, dans le cas des perturbations mutuelles des quatre grosses planètes, un système
de 24 équations différentielles du premier ordre, que nous noterons, par la suite, de façon
vectorielle :
dx
dt
= /(*)•
Remarquons, la fonction perturbatrice R étant 27r-périodique par rapport aux variables
A, zo et fl, que / possède les mêmes propriétés.
IV) Intégration formelle.
En développant les seconds membres des équations de Lagrange en fonction des petits
paramètres que sont les masses réduites des planètes, puis en intégrant ordre par ordre
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par rapport à ces masses les équations, on trouve, pour solutions, des séries formelles dont
nous allons donner la forme.
Les variables elliptiques se classent en deux groupes distincts : les variables métriques a,
e et 7 et les variables angulaires À, zj et f1.
Notations :
Soit N le nombre de planètes du système.
Notons cri l’une des variables métriques du système et a,- l’une des variables angulaires
(z G {1,..., 3iV}) ; <7° la famille des valeurs initiales des éléments métriques et enfin, si
k = (fcj,..., fc3w) et x — (xi,..., £3/v) sont deux 3iV-uplets de nombres réels, notons par
k • x leur produit scalaire.
Avec ces notations, on trouverait, si le problème était intégrable, des fonctions affines du
temps :
âl = el+T]it, i G {1,..., 3iV} (1)
telles que, pour tout i G {1,..., 3N} :
<7, = <7° + ^ Ap(<j°) cos(p • â)
et
ai = ai 4- Bp(a°) sin(p • a)
où la sommation est étendue sur tous les 37V-uplets p d’entiers relatifs et où Ap et Bp sont
des fonctions analytiques (Poincaré-Chap IX, 1893).
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Ces séries ne convergent pas, en général (Poincaré-Chap XIII, 1893), mais on a constaté
qu’il suffisait de prendre un nombre suffisamment grand de termes pour obtenir une bonne
approximation de la solution, sur un temps fini.
Pour une approximation donnée (théorie planétaire), j’appellerai â; angle moyen (de la
théorie), et rji, correspondant à la fréquence par rapport à laquelle sont développées les
séries, le moyen mouvement de l’angle moyen (moyen mouvement moyen dans le cas de
la longitude moyenne moyenne). La valeur 77 ; est alors trouvée en ajustant la théorie aux
observations.
V) Théories semi-numériques.
Fixons numériquement les valeurs initiales des éléments métriques, la construction des
solutions se faisant principalement, sur ordinateur, on reconstruirait les séries à partir de
valeurs initiales différentes, si besoin était, en particulier pour ajuster les solutions aux
observations.
Pour obtenir une théorie valable sur un intervalle de temps donné, et pour n’avoir à
considérer qu’un petit nombre d’angles moyens afin de faciliter les manipulations de séries,
on utilise le fait qu’il existe deux sortes d’angles moyens. Les longitudes moyennes moyennes
sont des angles rapides, tandis que les longitudes moyennes des nœuds et des périhélies sont
des angles lents. Ceci est dû aux ordres de grandeur des moyens mouvements des angles
moyens. En effet les moyens mouvements moyens (d’ordre 0 par rapport aux masses) sont,
en valeur absolue, beaucoup plus grands que les moyens mouvements des longitudes des
nœuds et des périhélies (d’ordre 1 par rapport aux masses).
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Considérons une combinaison linéaire A, à coefficients entiers des angles moyens (1) et
ceci dans le cas de deux planètes, pour ne pas alourdir les notations. On peut donc écrire :
A — k\ X\ -(- d" ^1^1 d" ^2^2 d" TTliÇli -(- 7712^2
où Àq, ^i, ^21 mi m2 sont des entiers relatifs.
A est une fonction affine du temps. Elle est dite argument à courte période si k\ et
&2 ne sont pas tous les deux nuis et dite à longue période sinon. On peut, de la même
manière, distinguer dans un argument quelconque sa partie à courte période {k\\\ d- ^2^2)
et sa partie à longue période (l\W\ -f 12^2 + fn\&i d- m2n2).
Supposons que k1 et Aq ne soient pas simultanément nuis, les moyens mouvements moyens
771 et 772 étant supposés non commensurables, le terme 771 d-^2^2 n’est pas nul et, sauf cas
particulier, est prépondérant devant la pente de la partie à longue période de l’argument.
On peut donc, en général, écrire :
A = k\\ 1 -|- ^2^2 -f- d- </>,
e << kir]i -f k2ï]2i en notant et + </> la partie à longue période.
On peut alors, en développant le cosinus et le sinus d’une somme, écrire cos A et sinA
sous la forme :
o(d) cos ( Aq Ai-}- ^2 A2 ) d- &(£) sin(Aq Aid- k2 A 2 )
où a et b sont des fonctions périodiques et lentement variables. On peut développer ces
deux fonctions en série de Taylor, et on obtient une bonne approximation, en tronquant
ces séries, sur un intervalle de temps petit par rapport à la période ~ de ces fonctions. On
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obtient alors une approximation des éléments métriques et des angles lents sous la forme
de séries de Poisson :
y: +k2\2) + y] Qfc1fc2(0sin(^i^i + ^â2)
ki,k2 ki,k2
où Pkxk2 Qk\ k2 sont des polynômes, Pqo étant le développement en fonction du temps des
arguments à longues périodes de la série. Ces polynômes sont les séries de Taylor tronquées
de fonctions quasi-périodiques (combinaisons linéaires de fonctions périodiques de périodes
différentes) lentement variables.
Dans le cas des longitudes moyennes, on obtient :
Aj — Ai + PfClk2{t) cos(&i Aj + ^2A2) + y] Qklk2(t)sin(k1X1 -(- £^2).
ki,k2 ki,k2
Considérons la partie ne dépendant que de t : Aj + P0o(Q- On peut l’écrire, en notant
Poo = /#’ + • • • + Pmtm:
(«« + + foi + PÏ^t+ + + Æ)<m-
On appelle alors A' = (qi + + fe, + Polongitude moyenne moyenne et qt +
le moyen mouvement moyen de la théorie. Quitte à changer les polynômes Pk1k2 et Qkxk2,
on peut alors écrire :
Ai — X'i+flzt2 -f* • • * (3mtm + y W cos(^i Ai + k2A2)
(*1 ,A:2)^(0,0)
+ y Qfci*2(Qsin(fciÂi + k2\'2)-
ki,k2
et on écrit, de la même façon, les autres éléments comme des séries de Poisson en £, X\ et
Â'.
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Ce sont ces séries que Ton cherche à obtenir, lorsqu’on construit une théorie semi-
numérique d’un système planétaire.
VI) Problème des séries de Poisson. .
La méthode formelle consiste donc, tout d’abord, à obtenir le développement de la solution
sous forme de séries analytiques dépendantes des angles moyens. En développant ensuite en
série de Taylor la partie périodique dépendante des angles variants lentement, on obtient la
solution sous forme de séries de Poisson dépendantes du temps et des longitudes moyennes.
Cependant ce travail serait gigantesque pour obtenir une bonne précision sur un intervalle
de temps de l’ordre de 1000 ans. Pour créer pratiquement une théorie semi-numérique, en
raisonnant ordre par ordre par rapport aux masses, on se limite à obtenir progressivement
le développement en séries de Poisson des seconds membres des équations de Lagrange, en
ne gardant comme variables que t et les longitudes moyennes. On est alors obligé, dans
ce but, de construire les différentielles successives des seconds membres des équations de
Lagrange et de manipuler d’énormes quantités de termes. Aussi, le problème s’est posé
d’obtenir directement un développement en série de Poisson de la solution du système
d’équations différentielles, ou tout au moins une approximation de la solution valable sur
un intervalle de temps [0,T].
Considérons S l’espace vectoriel de dimension finie engendré par les fonctions tmeiat où
m est un entier variant entre 0 et M et a un réel variant dans un ensemble fini 7Z. On
peut montrer que la famille des fonctions tmetat est linéairement indépendante sur [0, +oo[,
l’analycité des fonctions considérées permet ensuite d’obtenir ce résultat sur un intervalle
ouvert non vide. Si nous considérons la norme || • 112 sur l’ensemble L2 des fonctions de
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carré intégrable sur [0,T], nous pouvons trouver, pour toute fonction x G L2, une unique
fonction X dans £, meilleure approximation au sens de la norme considérée (X est la
projection orthogonale de x sur £).
Pour trouver cette projection, il semble nécessaire de trouver une base orthonormée de
£, par exemple par le procédé d’orthonormalisation de Schmidt, de calculer ensuite les
produits scalaires entre x et les éléments de cette base, pour aboutir enfin à X par
combinaison linéaire. Le cardinal important de la famille à orthonormaliser, et donc le
nombre des intégrales à calculer devraient cependant entacher le résultat d’une erreur
numérique importante.
Considérons maintenant l’espace des fonctions continues sur [0,T], muni de la norme
uniforme : INI». Nous savons (voir par exemple (Meinardus, 1967)) qu’il existe alors,
pour une fonction x continue, au moins une fonction X G S vérifiant :
II* - X\\oo = inf \\x - y||oo-
yet
De plus, si S vérifie la condition de Haar :
Toute fonction non nulle de S possède au plus Dim(£)-1 zéros. } Haar
on a alors unicité de la fonction X G S.
Cependant, trouver un majorant du nombre de zéros d’une fonction de S est un problème
que je n’ai pas su résoudre ; on peut néanmoins remarquer que ce nombre dépend de
l’ensemble 77. et de la longueur de l’intervalle [0, T], en particulier, il faut, pour que la
condition de Haar soit vérifiée, que, pour tout a £ 77. :
2 7r , , _,
a < —Dim(£) - 1
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et ceci simplement pour que la fonction 1 -|-e,Qf ne possède pas trop de zéros. Remarquons
également que cette majoration donne dans le cas qui nous a intéressé (Problème des quatre
grosses planètes avec M — 4 et card77. = 24 x 24 x 16 x 16 = 147456) la non-unicité d’une
meilleure approximation uniforme si la longueur de l’intervalle est supérieure à 400000 ans,
mais un tel intervalle de temps est hors d’atteinte des théories semi-numériques.
D’autre part, si l’on considère, non plus la recherche de la meilleure approximation, mais
simplement celle d’une bonne approximation uniforme, on peut se trouver devant des séries
de Poisson ayant des formes différentes, mais qui donnent sensiblement les mêmes résultats.
Considérons par exemple, dans les cas des quatre grosses planètes, les arguments 9\ =
(771 — 3772 + 3773 )t et 92 = 37741. 91 et 02 ont des périodes de 55 ans environ tandis que
#3 = Si — $2 a une période de 24107 ans. Ainsi
cos 0\ = cos 93 cos 92 — sin 93 sin #2
~ (1 - Y + ||) COS02 -(03 - -r)sm02,
à 10~5 près sur 1000 ans. Deux séries peuvent donc différer par des termes de fréquences
voisines ; et une étude plus approfondie serait nécessaire pour déterminer si le phénomène
ne peut pas se produire d’une autre façon.
La recherche directe d’une approximation en séries de Poisson semble donc difficile, aussi
considère-t-on, non plus le problème d’une fonction ne dépendant que du temps, mais celui
d’une fonction dépendante du temps et de plusieurs variables angulaires ; ce qui permet
de construire, de façon naturelle, des approximations en séries de Poisson par analyse
harmonique, par manipulation de séries de Fourier, ou encore par intégration ordre par
ordre par rapport aux masses.
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La recherche et l’obtention des théories semi-numériques sont soutenues par l’idée que
ces méthodes proches, aboutissent, en cas de convergence, à l’existence d’une bonne
approximation, que l’on espère dotée de la meilleure forme possible.
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CHAPITRE 2
MÉTHODE ITÉRATIVE
I) Mise en forme du problème.
Nous allons donc chercher, par une méthode itérative, les perturbations mutuelles des
quatre grosses planètes du système solaire : Jupiter, Saturne, Uranus et Neptune, pour
obtenir une théorie valide sur un intervalle de temps d’un millier d’années.
Nous avons à résoudre un système différentiel du premier ordre à 4 x 6 = 24 variables.
Tentons, tout d’abord, de formaliser la recherche :
Notons /, (/ : IR24 — IR24), le second membre des équations de Lagrange et Xq un
élément de IR24 que nous considérerons comme la donnée initiale du problème de Cauchy :
dX
X(0) = X0
Tout d’abord, quelques notations pour alléger l’exposé. Je noterai :
w le 4-uplet (uq, uq, u>3, ttq), tandis que pour tout réel t, £, 77 étant des éléments de IR4 :
T]t -{- £ = (7711 + £\ , 772^ + C2,r)zt -f £3,774£ + £4).
Je supposerai que les 24 variables sont rangées de telle façon que les quatre longitudes
moyennes soient aux dernières places et je noterai une fonction x à valeurs dans IR24 :
x = (<7, À) où cr représente l’ensemble des variables autres que A = (Aj, A2, A3, A4) et W le
vecteur (0,..., 0, w).
Nous cherchons une fonction x de cinq variables : t, w vérifiant la condition (E) :
La fonction X définie par :
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\
X(t) = x(t, rjt + é)
où 77 = (771,..., 774) et £ = (£1,..., £4) sont des constantes réelles,
est une solution du problème de Cauchy.
E
/
et les conditions (P) suivantes :
x — W est une fonction 27r-périodique des variables w. } P
Considérons maintenant l’équation aux dérivées partielles suivantes
dx dx
ôf + L^ = /(x)-
1=1 1
(2)
Une solution quelconque x de cette équation vérifie alors
la fonction X qui à t associe
X(t) = x(t,r]t + fl)
vérifie l’équation différentielle = f(X) et ceci quel que soit le choix des constantes
fl = (/^ 15 fl2 5 fl3 ? fl4 ) G IR4.
Réciproquement, une solution du problème initial, différentiable par rapport aux variables
w, vérifie l’équation aux dérivées partielles.
Nous pouvons donc rechercher la réponse à notre problème parmi les solutions de cette
équation aux dérivées partielles, satisfaisant aux conditions de périodicité demandées.
II) Existence de solutions
Soient v = (rq, tq, ^3, ^4) quatre nouvelles variables, liées aux anciennes par les relations :
Vi G {1,... ,4} vi = - rjit.
Ces variables sont celles que Ton déduirait des variables w en appliquant la méthode des
caractéristiques à l’équation (2).
x étant une solution de l’équation (2), notons x* la fonction des variables t et u définie
par :
x*(t, v) = x(t, rjt + v).
Remarquons que x vérifie les conditions (P) par rapport aux variables w si et seulement
si x* vérifie ces mêmes conditions par rapport aux variables v.
La fonction x* vérifie alors l’équation :
dx*
w = '(**>• w
Réciproquement, il est clair qu’une solution de cette dernière équation, différentiable par
rapport aux variables v donne une solution de l’équation (2) .
Les variables v ne figurant pas explicitement dans cette équation, nous pouvons les con
sidérer comme des paramètres. Le problème devient alors celui de la recherche d’une solu
tion de l’équation différentielle (1), dépendante d’une certaine façon de quatre paramètres.
Les théorèmes généraux d’existence et d’unicité peuvent alors s’appliquer :
f étant une fonction de classe C1 définie sur un ouvert fi de IR24, globalement lipschit-
zienne par rapport à la norme euclidienne sur IR24, quelle que soit y?, fonction de classe
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C° (resp C1) des paramètres v à valeurs dans $1 que nous appellerons variation initiale par
rapport aux variables v, il existe une unique solution x* de l’équation, continue (resp de
classe C1) par rapport aux variables w , vérifiant la condition initiale :
x*(0,u) = <p(v).
Nous supposerons, de plus, dans ce qui suit, que la fonction p> est telle que la solution est
définie sur l’intervalle [0, T] (T réel fixé). Cette condition n’est pas très contraignante, car
les solutions envisagées dans la pratique restent à distance finie, loin des singularités de la
fonction /.
Montrons qu’il est nécessaire et suffisant pour que la fonction x* vérifie les conditions (P)
que la fonction les satisfasse.
La nécessité est claire. Montrons la suffisance. Soit V la fonction à valeurs dans IR24 égale
à (0,..., 0, v). Dire que la fonction x* vérifie les conditions (P) équivaut à dire que x* — V
est 27r-périodique par rapport aux variables v, ou encore, en notant Vq le vecteur constant
égal à (0,..., 27t, 27r, 2tt, 2ir) noté (0,..., 0, (27t)4), que, quels que soient t, ul5..., u4 :
x*(t,v + (27r)4) = x*(t,v) + Vo.
Supposons que <p vérifie les conditions (P). La solution æ* de l’équation vérifiant la var
iation initiale est telle que, pour tous f, tq,..., i>4 :
dx*
— (f, u + (2tt)4) = v + (2tt)4)
£*(0,U + (27r)4) = p>(v + (27t)4)
— <p(v) + V0
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D’autre part, nous avons vu que la fonction / est périodique par rapport aux longitudes
moyennes, aussi, pour tout X G IR24 :
f(X + V0) = f(X).
Ainsi, la fonction y* = x* -f Vq vérifie l’équation aux dérivées partielles (3) et l’égalité :
y*(0,v) = <p(v) + Vo.
Les deux fonctions y*(t, v) et x*(t, v + (27t)4) vérifient l’équation (3) et la même dépendance
par rapport à la variation initiale <p(v) -f Vô- D’après l’unicité de la solution du problème,
ces deux fonctions sont donc égales et donc :
X*(t, V + (27t)4) = + Vq.
x* vérifie donc les conditions (P).
Revenons à l’équation (2). A partir d’une solution x* de classe C1 de l’équation (3)
vérifiant les conditions (P), nous pouvons, construire une solution x de l’équation (2)
vérifiant les conditions (P) en posant, pour tous t et w :
x(t,w) = x*{t,w — T)t).
Il existe donc une infinité de solutions x de cette équation, chacune déterminée de façon
unique par la donnée de sa dépendance par rapport aux variations initiales a;(0,tt>) et
vérifiant les conditions (P) si et seulement si cette dernière fonction les vérifie elle-même.
La condition (E) est, quant à elle, vérifiée si on impose a:(0,e) = Xo.
En conclusion, il existe une infinité de choix possibles pour la solution de notre problème.
Nous aurons à chercher laquelle de ces solutions répond le mieux à notre attente.
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III) Construction de solutions par une méthode itérative et rapidité de convergence.
Soit xq une fonction vérifiant les conditions (P). Construisons par récurrence une suite de
fonctions (xn) satisfaisant à la relation :
et vérifiant les conditions (P).
Nous pouvons procéder de la manière suivante :
En notant, pour n G IN, x*n la fonction des variables t,v définie par :
Zn(*,u) = + v)
la relation de récurrence devient :
Nous avons donc :
où est une fonction arbitraire. Posons :
V?n(C w) = </?nO - vt)
En revenant aux variables t et w, nous avons donc :
Xn(t,w)= / f^Xn^u.w - T)t + rju))du + <pn(t,w)
JO
Nous pouvons donc choisir une fonction (pn qui satisfait les conditions (P) ; il suffit pour cela
de prendre une fonction vérifiant elle-même ces conditions. Faisons systématiquement ce
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choix et nous pouvons alors montrer par récurrence que les fonctions xn définies précédem
ment vérifient les conditions (P), en utilisant la périodicité par rapport aux longitudes
moyennes du second membre des équations de Lagrange.
Etudions maintenant la convergence de cette suite de fonctions et introduisons des
notations utiles pour cette étude.
Notations :
Notons x.x et ||x||e le produit scalaire et la norme euclidienne définie sur IR24.
Notons Cp l’ensemble des fonctions continues sur [0, T] x IR4, 2n périodiques par rapport
aux quatre dernières variables, muni de la norme :
|||x||| = sup sup ||aj(t, lü)||e,
<€[0,T] u>€[0,27r]4
et E l’ensemble des fonctions continues sur [0,T] x IR4, vérifiant les conditions P.
Nous avons les résultats suivants :
1) Cp est un espace de Banach et puisque la différence de deux fonctions appartenant à
E est une fonction de Cp, E muni de la distance déduite de la norme sur Cp est un espace
métrique complet.
2) Soit x G Cp et x* G Cp la fonction des variables t et v déduite de x.
sup \\x(t,r]t + v)\\e= sup ||æ(*,u)||e,
ue[0,27f]4 ve[0,27r]4
puisque x est 27r-périodique par rapport aux variables w, et donc :
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3) Soit X l’application de Cp dans Cp définie pour tout x G Cp par :
X(x) = / x(u,w — r/t + r]u)du = / x*(u,w — rjt)du.
J0 J0
Soient x et y deux éléments de Cp, on a :
X(x)—X(y) = / x*(u,w — r]t) — y*(u,w — r]t)du
Jo
Et donc, pour t > 0 :
\\l(x) - l(y)\\e < [ \\x*(u,w - gt) - y*(u,w - rjt)\\edu.
J o
Ainsi :
IP(*)-i(»)lll<r|||x*-y*||| = r|||*-v|||.
(4)
(5)
L’application J est donc continue. D’autre part, si g est continue, y — X(g) est une solution
particulière de l’équation
dy
i=i 1
4) Si x est une fonction de S et (j> une fonction de S telle que (f>* ne dépende que des
variables v, il y a équivalence entre la propriété : x = X(f(x)) + </> et la propriété : x vérifie
l’équation aux dérivées partielles (2) et la condition t(0, tu) = (j>*{w).
En effet x* étant continue X(x) est bien dérivable par rapport à t, de dérivée f(x*).
Revenons à notre suite xn, la relation de récurrence liant xn+i et xn s’écrit alors :
•^n+l —-^(/((^n)) 4~ ^n+1 i
et nous obtenons alors sans difficulté, à partir de l’inégalité (5) :
||kn+l - Zn||| < KT\\\xn ~ Sn_i||| + |||<£„+1 “ <MII>
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si / est K-lipschitzienne par rapport à la norme euclidienne.
Si nous faisons maintenant les hypothèses suivantes :
a) tpn+i = = ¥ pour tout n, ce qui signifie que nous prenons, pour toutes les fonctions
de la suite, la même dépendance initiale 9? par rapport aux variables W\,..., w± ;
b) KT = k< 1,
l’inégalité qui en résulte :
11n+l 111 — ^ n— 1 11
prouve que la suite (xn) est une suite convergente vers une fonction x dans l’espace métrique
complet S. Cette même inégalité prouve également que l’application T — T o / + <f> qui à
la fonction xn associe la fonction ;rn+1 est une application contractante de S, donc que la
limite x est le point fixe de cette application et vérifie l’égalité æ(0,u;) = D’après
l’unicité de la solution de l’équation différentielle, x vérifie l’équation aux dérivées partielles
dont on était parti.
Si maintenant nous ne retenons que l’hypothèse (a), l’inégalité (5) ne permet plus de
montrer la convergence de la suite (xn) sur l’intervalle [0,T], mais sur un intervalle
plus petit [0, V] avec KT' < 1. Montrons que la convergence est cependant assurée sur
l’intervalle [0,T].
Posons gn(t) = ||jFn(x) — Tn(y)\|e(i), où Tn désigne la nieTne composée de T avec elle-
même.
Fixons les variables v et en ne faisons varier que t, à partir de l’inégalité (4), on obtient :
0 < gi(t) <k[ go(s)ds.
Jo
(6)
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Montrons, par récurrence que, pour tout entier naturel p non nul :
0 < ^ J (t- (7)
L’inégalité est vraie si p = 1.
Supposons-la vérifiée pour un entier p > 0. Nous savons que :
0 < gP+i(t) < K [ gp(s)ds
Jo
et donc, en utilisant l’hypothèse de récurrence, que :
0 < gp+i(t) < K JQ ds.
En intervertissant les deux intégrations (théorème de Fubini), nous obtenons :
0 < gp+i(t) < j— go{u) (/ (s - du
on en déduit :
Kp+1
0 < gP+i(t) < —— J g0(u)(t - u)pdu.
L’inégalité (7) est donc vérifiée pour tout entier p > 0.
Cette inégalité permet d’écrire, pour tout entier naturel p :
11 \xn+p ~ xn+p — 1 111 5; 1113'n — xn — 1 || |
T\P 'TP
Pour p assez grand, j— < 1, l’application F* (qui à la fonction xn associe la fonction
xn+p) est donc une contraction. Ainsi, les p suites extraites de la suite (xn) : (xnp+q)n£N)i
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q variant de 0 kp— 1, sont donc convergentes vers p fonctions qui sont en fait égales, puisque,
en recommençant le raisonnement avec l’entier p + 1, on montre que la suite (£np+n)neiN
est convergente, et donc par entrelacement que sa limite est égale à ces p fonctions (unicité
de la limite dans un espace normé).
Nous avons donc montré que la suite (xn) est convergente vers une limite x telle que x
est un point fixe de T’, puisque F est continue et donc que x est une solution de l’équation
aux dérivées partielles satisfaisant aux conditions (P), pour les mêmes raisons d’unicité
que précédemment.
On peut néanmoins s’attendre à ce que la convergence soit plus lente que celle déduite de
l’hypothèse (b).
On peut montrer la convergence de la suite (#„) d’une autre manière :
Introduisons sur notre espace Cp la norme :
IIMIIi = sup e~2Kt sup ||x(*,u;)||e
*e[o,r] g[o,27t]4
cette norme est équivalente à la précédente, pour toute fonction x :
e"2*TIIMII<IIMIIi <111*111
et on a, en partant de l’inégalité (6) :
e~2Rt9i(t) < Ke~2Kt [ g0(s)ds
J o
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or :
et donc :
/ 9o(s)ds = \
J0 J 0
e2Kse-2Ks 9o{s)ds
< sup e 2K3go(s) f e2h9ds
*e[o,T] J o
<
e2*< - 1
2K
sup e 2h9g0(s)
*6[o ,T\
1 — e~2KT 1
11n+1 1111 — ^ 11 |*^n %n — 1 1111 ^ ^ 11 |*Era %n — 1 1111
La suite (a?n) est donc convergente pour la norme ||| • |||i vers le point fixe x de F qui
est une application contractante pour cette norme. Les deux normes étant équivalentes, la
suite (æn) est convergente, pour la norme ||| • |||, vers x solution de l’équation aux dérivées
partielles.
Plaçons nous maintenant dans le cas où aucune des hypothèses (a) et (b) n’est vérifiée.
C’est le cas qui nous intéresse car nous connaissons mal le coefficient de Lipschitz de /,
d’autre part la suite (y?* ) est imposée par un mode d’intégration particulier de la relation
de récurrence définissant x*, (<^>n) vérifiant cependant les conditions (P).
Montrons que la suite (xn) est convergente sous l’hypothèse : la série est
normalement convergente.
Notons cn = |||v^+i — v?*|||i, en partant de l’inégalité (4) et en utilisant la norme ||| • |||1}
on obtient :
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le terme (§)*£n_Jfc étant celui d’une série convergente (il est inférieur ou égal au
terme général de la série produit J](l)n^en), on en déduit bien que la série de terme
général (xn+i — xn) est normalement convergente et donc que la suite (xn) est convergente
vers une solution x de l’équation aux dérivées partielles, vérifiant x(0, w) = (p*(w) où ip*
est la limite de la suite (<^*).
En conclusion :
La convergence de la suite (xn) est liée à celle de la suite (æn(0,te)) :
Si la suite (;rn) converge, la suite (xn(0,u;)) converge.
Si la suite (:rn(0,rc)) converge assez rapidement alors la suite (xn) est elle-même conver
gente.
D’autre part, la convergence devrait être d’autant plus rapide que le facteur KT est petit,
donc, soit en limitant l’intervalle d’étude, soit par un choix de variables différent, si celui-ci
diminue le coefficient de Lipschitz du second membre des équations de Lagrange.
IV) Construction de solutions approchées.
Pour obtenir une approximation en série de Poisson par une méthode itérative, nous
approchons, à partir d’une solution approchée rrn, la fonction f(xn) en série de Poisson
tronquée. Nous faisons pour cela, à t fixé, une analyse harmonique de la fonction périodique
des variables w : f(xn(t, w)) pour la développer en série de Fourier à coefficients dépendants
de la variable t. En notation complexe, nous obtenons, pour chacune des 24 composantes
jf de la fonction / :
+oo +oo +oo +oo
y, E E E
ki = —oo k2 = —oo k3= —oo k4= — oo
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Nous sommes obligé de tronquer cette série, aussi prenons-nous les termes correspondant à
des variations limitées des variables entières Aq,... Aq : N\1... , N4 étant des entiers positifs,
nous approchons la fonction par :
N2 N3 N4
jf(xn(t,Wu...,W4))ïS Y Y Y Y ia>‘lk2k3k,(t)ei(k'W' + -+ kiW4).
ki = — N\ k2 — 2 k3 = — N3 k4 = — N4
Prenons des notations plus synthétiques :
appelons R le produit des intervalles [—Ni, Ni] x [—7V2, iV2] x [—JV3, iV3] x [—N4,N4] ; k le
quadruplet (Aq,..., k4) ; w le quadruplet (iüi, ... ,uq) et enfin k-w le réel kiWi H \-k4w4.
La relation précédente s’écrit :
jf{xn(t,wi,. ..,w4)) « ^2 jak(t)elk w.
keR
L’opération correspondant à cette approximation est en fait la projection orthogonale
de la composante de la fonction, dans l’espace de Hilbert L^(IR4,C) muni de sa norme
euclidienne (hermitienne) usuelle, sur le sous-espace vectoriel engendré par les fonctions
(<l>k)keR, où, pour tout k, (f)k{w) = etk w.
Les fonctions jük sont, à leur tour approchées par des polynômes de degré maximal M
fixé. Nous verrons que dans la méthode numérique utilisée, on utilise une interpolation
de Lagrange, en calculant les fonctions ja* sur M + 1 points situés dans l’intervalle
d’étude. Mais nous savons que les fonctions jak sont en fait des fonctions quasi-périodiques
dont les périodes sont très longues vis à vis de la longueur de l’intervalle d’étude ; aussi
l’approximation de Lagrange sur M + 1 points régulièrement répartis, le développement
en série de Taylor, ou bien l’approximation gaussienne de ces fonctions donnent
des résultats très peu différents. Pour les besoins de l’étude de la convergence, nous
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supposerons que l’approximation se fait par approximation gaussienne sur les polynômes
de Legendre, c’est-à-dire que chaque fonction jak est projetée orthogonalement, dans
l’espace de Hilbert L2([0,T],C) muni de sa norme hermitienne usuelle, sur le sous-espace
vectoriel des polynômes de degré inférieur ou égal à M. L’intérêt de considérer une
approximation gaussienne est le fait qu’elle est adaptée à une norme prise sur l’espace des
fonctions continues définies sur l’intervalle [0,T], au contraire des autres approximations
envisageables. Nous avons en effet, en notant cette projection orthogonale et \\.\\t la
norme usuelle sur L2([0,T],C), pour toute fonction a de cet espace :
||nT(a)||T < IMIt,
ce qui signifie également que l’approximation est une opération continue sur L2([0,T], C).
Considérons l’espace de Hilbert L2([0,T] x IR4, C) des fonctions dont le carré du module
est intégrable, 27r-périodiques par rapport aux quatre dernières variables, muni du produit
scalaire :
£, y G L2([0, T] x IR4, C) < f,g >= f ( x(t,w)ÿ(t,w)dw dt,
Jo 7w
où fw xdw désigne l’intégrale /„ /„* /„ x(t,wi,W2,W3,W4)dw\ dw2 dw^ dw±.
Nous pouvons condenser les opérations précédentes en disant que l’approximation choisie
correspond en définitive à la projection orthogonale de la fonction considérée sur l’espace
vectoriel engendré par la famille (tm(pk)me[o,M],keR nous appelerons n cette projection.
Toutes ces opérations s’étendent aux fonctions vectorielles de l’espace de Hilbert
£2 = ^([0,T]x1R4,C24)
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considéré comme l’espace de Hilbert produit de 24 copies de Lj;([0,T] x IR4,C), et nous
appellerons également n la projection orthogonale dans cet espace, sur le sous-espace
vectoriel E produit des 24 sous-espaces précédents.
On cherche ensuite à résoudre :
dx n-j-1
~dt~ + £
dxn-\-\
n(/(ï„)),
où xn+1 est un élément de W + E.
La solution cherchée doit être de la forme :
*^n-f 1 — £Ll[^'(^'n)] 4“ (pn-\-1
où tpn+i est, comme précédemment, une fonction vérifiant les conditions (P), solution de
l’équation :
d<Pn+1 d<pn+1 n
-âr + Lw-â5T = 0-
j=i 1
Or, si W + E est stable par dérivation, il n’est pas stable pour l’opération d’intégration.
En effet une primitive d’un polynôme du temps de degré M est un polynôme de degré
M + 1 et on ne peut donc pas trouver, en général, de fonction y?n+1 tel que xn+1, défini
précédemment, appartienne à W+ E. Pour rester dans W +E, on est donc amené à prendre
pour fonction £n+1 la fonction de W + E la plus proche de XU[f(xn)] + <pn+u soit :
zn+1 = U[lU[f(xn)} + <pn+1 -W] + W
(8)
= n[i(n[/(x„)])] + i%n+1 — w] + w.
Nous verrons dans le paragraphe V, qu’il est possible de choisir (pn+i tel que lU[f(xn)\ +
cfn+i s°it, à des termes près en tM+l, dans W + E. Cependant, pour étudier la convergence
du processus itératif, supposons <pn+1 quelconque.
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<pn+1 est issue d’une fonction <^*+1 vérifiant les conditions P, ne dépendant que des
variables v. En développant en série de Fourier la fonction y^n+i — F, on trouve, en notant
jX la jierne composante du vecteur X :
k
où (jAjt) est une famille quelconque de nombres complexes dont le carré des modules est
sommable ; et donc en notant Wt le vecteur W — (0,..., 0, rjt) on obtient :
Vn(t,w) = Wt + Yl^-ik'>teikw (9)
k
où k • rj représente k\r]i -(-••• + ^4774. Nous avons donc :
I%n+1 - W)+ W= W, +\kïlT(e-k r't)e'k w.
keR
Ainsi, à partir de l’équation (8), en posant ÿ>n+i = II(y>n+i — W) + W, nous obtenons des
solutions de la forme :
xn+1 = n(J(n[/(xn)])) + V’n+i (8')
et nous avons la possibilité d’un grand choix de fonctions ipn+1 possibles.
Etudions la convergence du procédé itératif.
Le procédé le plus naturel serait d’utiliser,comme précédemment, la construction par
récurrence de la suite (x* ) et de montrer la convergence de cette suite à l’aide d’une norme
fonctionnelle dans les variables t,v. Cependant, la méthode utilisée pour approcher les
solutions est basée sur une analyse harmonique dans les variables w, aussi est-il préférable
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d’utiliser une norme adaptée, a priori, au développement en séries de Fourier et d’utiliser
donc les variables w.
Notons ||x||2(f) = (fw ||x||g(i, w)dwpour x G £2-
Etudions, tout d’abord, l’application X.
Soient a; et y deux éléments de Cp. On a :
^(I(x) - J(y))+ E X(t/)) = -
1=1 *
et effectuons le produit scalaire de cette égalité par X[x) — X(y) :
< l(x) - l(y), -(I(x) - l(y)) > + £ m < l(x) - l(y), ^-(J(x) - X(y)) >=
1=1 1
< J(r) - J(y),r - y >
soit :
5(4p(») -r(»)llï + I>x^P(*) -^(iOIIÏ) ^ II* - »II«P(*) - ï(»)ll«
i=l 1
puis :
- T(y)lledw + E **• Jw 2r(y)ii=cfiuj) -
ll*-vl|2P(*)-r(y)ll*
or :
Jw §imx) ~J^dw = ^POO -
et, pour tout z :
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en effet, montrons cette dernière égalité pour i = 1 par exemple. Notons w' — (w2, ic3, u?4),
on obtient :
J/*27r /*27t /»27r p2nI L L L ^I =
/»27T O / /.Ji7r /•lit i*27r \
= l â^XL L L mx)-i(y)
= f[ ”[ mx)-X(y)\\î(2*,w')-\\l(x)~l(y)\\î(0,w')dw'
JO J 0 JO
= 0
car Z(x) — Z(y) est 27r-périodique par rapport à la variable w\.
Nous obtenons donc finalement :
\jt\\i{x) < II* -»||ï||J(*) -J(»)||2
En intégrant cette inéquation différentielle (voir annexe), nous trouvons, pour t positif :
||I(x)-I(y)||2(/)< f||x-y||2(s)d.s + ||:Z'(x)-X(y)||2(0).
JO
Le terme ÇZ(x) — X(y))(0) est égal à 0, donc :
HI(*)-T(y)||2(t)< f \\x - y\\2(s)ds. '(10)
JO
En notant |||.|||2 la norme sur £2, déduite du produit scalaire, nous avons donc :
T T / t 2
m*)-m\\\l = l||î(*)-Z(y)|g(0<«< J (J \\x - vMaW) dt.
Or, si g est une fonction positive réelle de carré intégrable sur [0,T], on a, en appliquant
l’inégalité de Cauchy-Schwarz, pour t G [0,T] :
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soit :
J gityt'j < t J g2(s)ds.
Ainsi :
|||Z(*)-Z(y)||g< jf\t J* \\x - y\\l(s)d.
< [ tdt f \\x - y\\l(s)d
J o Jo
dt
c’est-à-dire
<ïT2\\\x-y\\\22
A
\\\l(x)-l(y)\\\2<^T\\\x-y\\\2.
Donc, si x et y sont des fonctions vérifiant les conditions (P), Il étant une projection
orthogonale :
Hin[i(n[/(*)])] - n[j(n[/(ÿ)])]|||2 < IP(n[/(*)]) -z(n[/(»)])|||a
<—î’ll|n[/M] - n[/(y)]|||2,
or
ll|n[/(*)]-n[/(y)]|||2<|||/(*)-/(y)|||2, (11)
on obtient donc enfin :
IP[Z(n[/(*)])] - n[i(n[/(y)])]|||2 < ^T|||/(*) - /(»)|||a.
En appliquant ceci à la construction de la suite (:rn), / étant I\ -lipschitzienne par rapport
à la norme euclidienne :
llkn+l - X.llls < |P[Z(n[/(®n)])] - n[Z(n[/(a:n_1)])]|||2 + m^n+l - V-nlIla
< — KT\\\xn - *n_1|||2 + IMV’n+l - V’nllb
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Si donc ^KT < 1 et si |||^n_f-i — V’nllb est le terme général d’une série convergente, la
suite (æn) converge donc vers l’unique fonction x vérifiant :
x = n[j(n[/(*)])] + ^ (il)
où ip est la limite de la suite ('ipn)-
Si ^I\ T est supérieur ou égal à 1, je ne suis pas arrivé à montrer que le procédé était
convergent, comme c’était le cas dans le paragraphe précédent, essentiellement parce qu’il
faut attendre l’inégalité (11) pour atteindre une expression qui permette d’utiliser le fait
que / est lipschitzienne ; en revanche, on peut montrer qu’en changeant le produit scalaire
sur L2([0, T], C) et donc la nature des projections, mais en gardant des normes équivalentes,
le processus est convergent (sous l’hypothèse que la suite (?/>„) est rapidement convergente).
En effet prenons sur ce dernier espace, le produit scalaire suivant :
Væ,y G E2([0,T],C) : <æ,y>= f x(t)y(t)uj(t)dt
J o
où lj est une fonction strictement positive et continue sur [0,T].
Ce produit scalaire donne une norme sur cet espace équivalente à la norme usuelle. Notons
III • |||3 la norme que l’on en déduit sur £2-
La relation (10) permet alors d’écrire :
\\\I(x)-l(y)\\\l < £ U* II* - vUt)dt
< f t[ \\x-y\\l(s)dsLj(t)dt
J0 JO
En intervertissant les symboles d’intégration par le théorème de Fubini, on obtient :
J t J \\x — y\\l(s)dsu;(t)dt = J (j tu(t)dt J ||x — y\\l(s)ds.
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Si nous prenons uj(t) = e Qt (a étant un réel strictement positif), on a alors :
f tco(t)dt < T f iü(t)dt
J 3 J 3
< T
e~°" -e-°T
a
T
< -<*»*)•
a
Cette dernière inégalité nous permet alors d’écrire :
T
|||Z(*)-Z(y)||g < [ 5«W||*-y||î(*)di
JO a
soit :
< -III® - yllll
a
ll|î(®)-2-(y)ll|3<\/-|||®-y|||3.
a
En recommençant la suite de raisonnements qui précède, nous obtenons finalement, pour
des fonctions £ et y vérifiant les conditions (P) :
IP'PTn'[/(*)])] - n'[i(n'[/(y)])]|||3 < /(*) - /(v)|||,
V oc
en notant H' la nouvelle projection.
En prenant a > K2T, nous pouvons donc assurer la convergence de la suite (xn) (sous les
réserves déjà formulées, i.e. la suite des variations initiales est rapidement convergente).
Remarques :
- Le choix de la nouvelle norme consiste en fait à donner moins d’importance à ce qui ce
passe au bord droit de l’intervalle [0, T] et les approximations polynomiales seront donc, a
priori, moins bonnes pour t grand.
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- Il est possible, qu’en général, on ne puisse pas assurer la convergence de ce procédé si on
approche les fonctions trouvées de t par des polynômes de façon quelconque. Ici, rappelons-
le, les fonctions que nous considérons étant très lentement variables, les différents modes
usuels d’approximation semblent pratiquement indifférents (sur un intervalle d’étude petit
par rapport aux périodes des fonctions quasi-périodiques considérées). Il pourrait être
intéressant d’étudier plus à fond ces procédés, pour découvrir une borne théorique de la
valeur T qui assure la convergence de la suite des approximations.
Pour montrer l’influence de l’approximation polynomiale des fonctions de t, regardons un
procédé itératif d’approximation <( idéal » dans le sens où les fonctions jak ne sont pas
approchées.
Reprenons les notations du paragraphe III. Appelons cette fois II2 l’application de S dans
lui-même qui, à une fonction x 27r-périodique par rapport aux variables uq,..., w4, associe
la fonction dont les composantes sont, pour tout t G [0,T], les projections orthogonales, à
t fixé, des composantes de x(t,w\,... , uq) sur l’espace engendré par les fonction <f>k. On
a :
n2 jak(t)etkw.
kER
La relation (9) s’applique toujours, mais nous pouvons maintenant écrire :
P(n*[/(*)D - X(n2[/(y)])||2 < /' p2[/(*)] - n2[/(y)]||2(s)ds.
JO
Or :
V, € [0, T]p2[/(x)] - n2[/(y)]||2(s) < Il - /(v)||î(S),
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ainsi
||J(n2[/(*)]) - J(n2[/(y)])||2 < K f \\X - y\\2(s)ds.
Jo
En considérant la suite (xn) des approximations successives, on obtient alors :
\\xn+i - xn\\2(t) < K [ \\xn-xn_1\\2{s)ds + \\(f>*n+1-(i)*n\\2. (4')
Jo
Cette relation permet donc exactement les mêmes conclusions que celles du paragraphe
précédent sur la convergence de la suite (xn), mais cette fois en utilisant la norme dans S
définie par sup ||:r(f, -)||2, c’est à dire une norme beaucoup plus forte que la norme L2.
te[o,T]
V) Choix des variations initiales, méthode de Galerkin
Par une méthode itérative, nous aboutissons à la découverte d’une fonction x vérifiant, cf
équation (11) :
x = U[l(U[f(x)})} + U[p — W] + W
où (p(t,w) = — yt), <p* est une fonction arbitraire vérifiant les conditions (P).
Examinons si x vérifie une équation différentielle de même nature que celle dont on était
parti.
Appelons V l’opérateur différentiel suivant :
V =
d d
dt E gWi '
1 = 1
On a :
Vx = vmu[f(x)} + vu-W] + vw.
-43-
En introduisant A = T)II — HT). L’équation précédente devient :
Vx = n[/(*)] + A(UL[f(x)] +<p - W),
en utilisant les faits suivants :Vy> = 0; pour toute fonction g de classe C1 : Vlg = g et
VW est un vecteur constant.
Etudions l’opérateur A. Soit jy une composante de la fonction y 27r-périodique par rapport
aux variables ic, suffisamment régulière. Pour ne pas alourdir les notations, nous appelerons
y cette composante et par le même nom un opérateur agissant sur une fonction vectorielle
y et sa composante agissant sur la composante jy.
Partons de
y = £ ak(t)e‘km.
tsZ4
où les fonctions ak sont suffisamment régulières.
On a, avec les notations du début du paragraphe IV :
n[y] = E nT[at](<)e'*“\
keR
kER
v^-[y] = r[a/t]M + ikr)IlT[ak](t) ] etkw.
D’autre part :
Vy = Y] ikr]ak(t)\ etkw,
kEV V '
nvy = Y/[ nT
kER
—ak
dt
(t) + ikyUT[ak](t)\ eikm.
On a donc :
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keR
d
Ay — ^2 ( T[o>k] — nT dtak
jkw
Nous en concluons, en remarquant que Aak = ^IIt^cz*.] — Il 7* dTtak a
Ay
keR
Appliquons ceci à la fonction IU[f(x)] + (f) — W.
ikw
Si on pose :
n[/(*)J = E M*>ikw,
keR
on obtient :
in[/(x)] = V ( f ak(s)e,k”sds e~ikA eikw.
k€R J
Rappelons que l’on peut poser, d’après la relation (9) :
(p-Wt= Y Ake~ikrtteikw.
keZ4
On obtient finalement, en notant g la fonction (W — Wt) + E À*e lkvteikw vérifiant
keZ4-R
Ag = 0 :
lU[f(x)\ +v~W=Y °k(*>ikw + 9
keR
ou
«*(<) = 2 + Ad e-’*’".
ajt est alors une solution de l’équation différentielle :
V + ikrjy = ak, (12)
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mais, pour tout k ^ (0,..., 0), il existe, puisque a* est un polynôme de degré au plus M,
une constante complexe unique /i* telle que, la solution particulière de l’équation (12)
bk(t) = Qè ak(s)eik”ads+ pt'\ e-*1"
soit un polynôme de degré au plus M.
On obtient donc :
= &*(*) +(A*
Or A6jt = 0, ainsi, si k ^ 0 :
Aa*(<) = (A*-#it)A (e-'*”')
= (At — /ik)Pk(t)
en appelant P* le polynôme, difficile à calculer explicitement, mais a priori non nul :
Pk(t)= A (e-'*”‘) = jnT [e-'*’’] (t) + ifcr,nT .
Traitons maintenant le cas k = 0, si ao(0 = <*oo + • • • + ûqm^M, on a :
ao(0 — ^0 + «ooy + • • + TT^7tM+1,
M + 1
et donc, on trouve successivement :
nT Jtao — Ut [ûfo] = oo,
nr [ao] = ——nT [tM+1] + nT Q’o(-s) - a0MsMds + A,
= wfiUT [^+1] + jf ao(5) ~ a^sMds+A°-
dnT [a0] (<) = + <*»(*) -
On a donc :
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II7’ *ao (t) ~ ^1It [«O] (0 = «0M ( tM M -f 1 dt nT [fM+1])
Posons :
^M=tM-MTTln-r+i].
(polynôme également difficile à calculer).
On obtient donc :
A(in[/(!)] + ^-iy)= y] (At-wlfte^ + ooMQo.
L’équation différentielle vérifiée par la fonction x s’écrit finalement :
Vx = Il [/(*)] + J2 - ^)Pk(t)eika + aOMQo(t)-
kGR-{ 0}
On va donc s’efforcer de trouver une fonction x telle que pour tout k ^ 0 Xk = ^k- Cette
fonction x satisfera alors l’équation :
Vx = 11 [f(x)} + a0MQo(t),
et on peut espérer, en poussant les approximations assez loin, avoir alors :
Vx æ f(x).
En effet, le terme aoM qui est le coefficient dominant du polynôme séculaire dans le
développement en série de Poisson du second membre des équations de Lagrange est d’ordre
M par rapport aux masses.
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Pour obtenir cette fonction æ, nous allons construire la suite d’approximations (xn) de la
manière suivante :
Partons de l’approximation à l’ordre n. On construit alors la fonction tpn+i de façon à
ce que A(lU[f(xn)] + ipn+1 — W) soit une fonction polynomiale de t uniquement. Il suffit
pour cela, en écrivant :
II[/(*„)] = £ ake'kw
keR
de choisir, pour k ^ 0, la constante À* telle que :
H ak(s)e'k’>sds + \k^e-tk’',
soit un polynôme en t de degré au plus M. La seule liberté que nous possédons maintenant
dans le choix de la fonction ipn+1 = n(c^n+1 — W) -f W est donc le choix du terme Ào
permettant d’ajuster l’approximation trouvée aux conditions initiales x(0,£i,... ,e4). La
fonction ipn.f 1 est donc uniquement déterminée par le choix de la première approximation
x0 et de la condition initiale du problème de Cauchy. Si la suite (V’n) ainsi construite
converge vers une fonction tp suffisamment rapidement, nous obtiendrons alors, sous les
réserves déjà formulées sur la forme des approximations polynomiales, la convergence de
la suite (a:n) vers une fonction x qui vérifie la condition demandée. En effet, nous pouvons
remarquer que, pour toute fonction y?, vérifiant Pcp = 0, en posant ip = II((^ — W) + W,
on a :
A(v? -W) = ViP,
ainsi, les suites de fonctions (2II[/(a;n)]) et (tpn) étant convergentes dans un espace vectoriel
de dimension finie, les opérateurs A et P étant linéaires, sont continus sur cet espace
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et donc la suite de fonctions (A(XIT[/(;rn)]) + £b/>n+1) converge alors vers la fonction
A(2TI[f(x)] + qui est forcément un polynôme en t.
La méthode proposée est bien celle utilisée dans les itérations effectuées. Elle revient en
fait, à partir des écritures
n[/(*n)] = Y. ake'kw
k£R
et
™ \ ^ „ „ikw
% n-1-1 / 5
keR
à identifier terme à terme Vxn+i et II[/(xn)]. On obtient alors
àk -|- ikrjak = ak, (*)
si k 0, tandis que, pour k = 0 :
jà0 = jcv0 (**)
pour les composantes autres que les longitudes moyennes et
o 77j — jOc0 (**)
pour les composantes représentant les longitudes moyennes. L’équation différentielle (*)
s’intégre de façon unique en prenant pour la fonction ak l’unique polynôme solution de
l’équation, tandis que les équations (**) ont pour solutions des polynômes de degré au plus
M + 1 dépendant d’une constante arbitraire ; on tronque alors, ou mieux, on projette ces
polynômes pour obtenir des polynômes de degré au plus M.
Remarque : cette méthode se rapproche d’une méthode d’approximation de Galerkin. A
partir de l’équation Vx = f(x) et d’un sous-espace vectoriel E d’un espace de Hilbert E
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dans lequel se trouvent les solutions, on cherche à résoudre le système :
Vx - f(x) € E1-
X 6 E.
Pour ce faire on procède par itération, en construisant une suite (xn) d’approximations
vérifiant :
Vxn+i - f(xn) G E1-
xn+1 £ E,
en notant E1- le sous-espace vectoriel orthogonal de E.
Ces conditions reviennent à égaler les projections de Vxn+i et de f(xn) sur E, ce qui se
traduit, dans le cas qui nous intéresse, par les équations (*)et(**)et comme précédemment
le cas particulier posé par k = 0 empêche de résoudre ce problème dans E.
Je ne suis pas arrivé à montrer la convergence de la suite (ipn) des variations initiales
ainsi construites, ni même l’existence ou l’unicité de la solution x vérifiant les conditions
demandées.
On se trouve donc devant un choix :
- S’assurer de la convergence de la suite (xn) et pour cela, contrôler ou imposer une
variation initiale ; mais on obtient alors une approximation qui n’est pas très bonne, et
donc pas très utile.
- Espérer la convergence de la suite (xn) pour obtenir alors une bonne approximation du
problème posé.
C’est évidemment la deuxième possibilité que l’on choisit, mais les problèmes numériques
qui apparaissent permettent de penser que la suite (xn) ne converge pas, en général. Ces
problèmes sont essentiellement dus aux Longues Courtes Périodes, c’est à dire à la présence
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d inégalités kw de périodes très longues, en fait comparables aux périodes des combinaisons
des angles lents (Longues Périodes).
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CHAPITRE 3
PRINCIPES DE CALCUL
Nous avons donc tenté d’améliorer la théorie TOP82 en appliquant, à la totalité du
système planétaire constitué des quatre grosses planètes, un procédé itératif basé sur
une analyse harmonique ; les variables utilisées sont les demi-grands axes, les longitudes
moyennes, les excentricités et les longitudes du périhélie par l’intermédiaire des variables
h et k, les inclinaisons à l’aide de la variable 7 et les longitudes des nœuds.
Principe.
Nous partons d’une approximation x0(t,w) du problème, écrite sous forme d’une série
de Poisson, et nous développons en série de Poisson le second membre des équations de
Lagrange, puis, par identification terme à terme avec la dérivée de l’approximation suivante
x\donnée a priori sous la même forme, nous résolvons les équations différentielles.
I) Analyse de Poisson des seconds membres.
Pour développer en série de Poisson la fonction f(x0(t,w)), nous procédons comme nous
l’avons expliqué dans le chapitre précédent, par projection. Nous devons donc calculer, par
analyse de Fourier, les produits scalaires :
apM = NTNI [ f(xo(t,w)e~lpwdw p£ R,
(Zn) Jw
nous devons ensuite approcher les fonctions ap par des polynômes.
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1) Interpolation de Lagrange et approximation gaussienne.
Pour approcher une fonction a par un polynôme, une méthode pratique est d’utiliser
une approximation gaussienne. D’autres méthodes seraient envisageables : recherche de la
meilleure approximation polynomiale uniforme - développement en série de Taylor - ...
Approximation gaussienne.
Considérons le produit scalaire suivant sur L2([0,T],C) :
T
x,y e L2([0,T],C) <x,y>= f x(t)ÿ(t)u(t)dt
Jo
où u) est une fonction continue, strictement positive. On peut construire, par le procédé
d’orthogonalisation de Schmidt, à partir de la base (£m)mei\j, une base orthonormée réelle
(^m)meiN (d°Lm = m) de l’espace vectoriel des polynômes.
Le projeté de la fonction a sur le sous-espace vectoriel des polynômes de degré inférieur
ou égal à M est le polynôme à :
M
h — ^ ^ u, Lm > Lm.
m=o
Calculons les produits scalaires < a, Lm >. Nous pouvons effectuer un calcul approché de
ces intégrales par la méthode de Gauss (voir par exemple (Atkinson, 1978)). Utilisons donc
cette méthode sur les zéros «o, ,..., du polynôme Lm+i- Soient wo,Wi,...,wm les
poids associés, on a
M
< G, Lm ^ ^ k) L k i
k=0
l’égalité ayant lieu si a est un polynôme de degré inférieur ou égal M.
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Soit cm la valeur approchée de < a, Lm >, nous avons donc trouvé comme approximation
de a le polynôme :
d- ^ ^ Cm-Lm •
Calculons A(a,), i variant de 0 à M.
M / M \
A(Oi) = E E
m=0 \â:=0 /
M M
= ^ Xm(aJt)Lm(al).
Jt=o m=0
Utilisons la propriété de Christofel-Darboux de la famille (Lm ) de polynômes orthogonaux.
Notons am le coefficient directeur de üm, on a :
M
Lm(a)Lm(/3) =
aM+1
a, P en, «ÏP: V Lm(a)Lm(P)X^)^+i(oQ -
^ w - a — (3
m=0
Donc, si z ^ k :
M
m=0
Calculons :
M M
£ LmK) = iim E
On trouve, sans trop de difficultés, sachant que est un zéro de Ljv/+1 que :
M
E i2".(“<) = —-£mK)£Wi(“0-
m=0
ÛM+1
Or
Ui =
OM+l
«Af C'M(ûi)-^Af+l(at)’
E £m(«<)
m=0
on trouve ainsi :
et donc
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A(a,) = a(ai).
Le polynôme A est donc le polynôme d’interpolation de Lagrange de la fonction a sur les
zéros de Lm+i-
L’erreur faite, pour une fonction réelle, lors de l’interpolation est (voir par exemple
(Atkinson, 1978)) :
a(t) — A(t) =
w(t)a(M+1)(C)
(M + l)!
où £ est un réel situé dans un intervalle contenant les réels t, c*o, • • - , «m et où
w(t) = (t- oc0)--(t - aM).
On voit donc que si a est lentement variable, l’erreur faite est petite et que l’influence des
points d’interpolation est minime. Traditionnellement, on approche la fonction a par une
interpolation sur des points équidistribués dans l’intervalle [0,T]. On s’aperçoit donc que,
sur le type de fonction considéré, cette dernière méthode donne des résultats semblables
à ceux que donne l’approximation gaussienne de Tchebichev (poids u;(t) = o-
Cependant, puisqu’une simple modification des données permet de passer d’une méthode
à une autre, il pourrait être intéressant de prendre l’approximation de Tchebichev, lorsque
les fonctions à interpoler sont à variations plus rapides.
2) Analyse de Fourier.
Pour calculer les intégrales fw g(w)dw où g est une fonction régulière 27r-périodique des
variables w, on utilise la méthode des rectangles, qui est, pour ce type de fonction, l’une
des meilleures possibles sur une période.
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Appliquons cette méthode sur une fonction x 27r-périodique de la variable réelle w, le cas
de quatre variables se traitant de façon identique, en appliquant 4 fois ce qui va suivre. On
veut donc approximer la fonction x par sa série de Fourier tronquée :
N
Y, c?e'rw
p = —iV+1
On découpe donc l’intervalle [0, 2tt] en prenant les n points équidistribués : ak = —^, k
variant de 1 à n. On a :
1 ri* i n
cp = — x(w)e~lpwdw w c’ = - x(ak)e~lpotk.
Z7T In F n L—'
k=i
En général, et c’est ce que nous avons fait, on prend n = 2N, c’est la méthode d’analyse
de Fourier discrète. Le polynôme trigonométrique
N
*(»)= E cPeipw
p = — N+1
possède alors une propriété caractéristique : c’est le polynôme trigonométrique d’inter
polation de la fonction x sur les 2N points considérés. On s’aperçoit donc que l’erreur faite
en approximant la fonction par ce polynôme est d’autant plus importante que le spectre
de x est large, en particulier X peut être très différent du polynôme obtenu en tronquant
la série de Fourier de la fonction x.
x(w)
+ oo
E c?eipw-
p= — oo
En effet, supposons que
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On a :
Or
2 N +oo
= ^E E2N ^ 'p
k=1 p= —oo
c eiP^7TkQ~i(iTkk
- +oo 2 N
= 2]V E «>Eert('',,#
p= —oo k=1
+ oo 2N
= 2^ E cp X>'(p-?) TV
p= —OO fc = l
2N
y^(et(p~g)^)fc = |
Jt=l
0
2iV
si (p — q)/2N n’est pas entier,
sinon.
On trouve donc :
+ oo
cg = X! Cg+2*^-
fc= —oo
On peut donc faire les remarques suivantes :
- Le spectre de la fonction se (( replie » sur l’intervalle [—N + l,iV]. L’analyse de Fourier
discrète ne donne donc pas forcément une bonne approximation uniforme de la fonction et
si on s’attendait à perdre les arguments à très comtes périodes, on voit que les coefficients
correspondants se reportent sur les coefficients des arguments représentés.
- Si on suppose que les coefficients de Fourier sont rapidement décroissants, l’erreur faite
sur un coefficient cp est donc de l’ordre de \cp-2n\ + |cp+2n|- Cette erreur devient donc de
l’ordre du terme lorsque p est proche des bornes — N + 1 et AL
Ces causes s’amplifient lorsqu’on considère une transformation discrète à quatre vari
ables, car alors on montre, de la même manière, que si on veut approcher la fonction
x(wi, u>2, w3, W4) par sa série de Fourier tronquée :
Ni N2 N3 N4
CPl,P2,P3,P4
P1 = — N\ +1 p 2 = N2 -f" 1 P3 = — N3 + I P4 = — N4 +1
e*(P! Wl+P2^2+P3W3+P4^4)
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par analyse de Fourier discrète, on trouve en fait un coefficient d p2 p3 p4 égal à :
oo oo oo oo
E E E E ^1+2^1 Ni ,p2 + 2fc2 N2 ,^3+2^3 N3 ,p4-f-2fc4 N4 •
k 1= —00 k 2 = —00 ka = — oo fc4 = — 00
L’erreur faite sera alors de l’ordre de
/ 1 1 1 1
'y y ^ ^ y ^ y lCPl+2fci Ni ^24-2*2^2,P3+2*:3^V3,P4+2A:4N4 I j lCPl ,P2 ,P3 ,?4
,ki = — l k2 = — 1 k3 = — l k4 = — 1 /
II) Intégration.
En écrivant que l’approximation suivante s’écrit :
et donc que :
X\{t,w) = ^ bp(t)eipw
P&R
©*i = E Lp+iEpw6» le'pu,>
pGfi \ j=l
on identifie terme à terme cette expression avec celle trouvée pour l’approximation de
f(x0). On trouve, pour tout p G R :
4
bp -t- ^ ^PiPibp Ap.
i=i
Si (pi,P2,P3,P4) 7^ 0, ^ = 2Zy=i Pi7?* ~f~ 0- Ap étant une fonction polynomiale, il existe
donc une fonction polynomiale imique, de degré au plus M, solution de l’équation :
i + ipz = Ap.
En notant c*o + ot\t + • • • + &MtM une composante de Ap, on trouve pour la composante
correspondante (30 + (3it + • • • /?m^M de bp :
M m / 1 u
3m = ^ (ip)k+1m'am+kl
En particulier :
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M
P» = 53(-iy
k\
i*+i*=o (•»'
ce qui laisse supposer que les petites valeurs de correspondant aux arguments dits
à courtes périodes, mais qui sont en fait à longues périodes (Longues Courtes Périodes),
pourront poser des problèmes numériques. Nous analyserons ce problème plus loin (annexe
3).
Si p = 0, alors /j = 0. bp est une fonction polynomiale de degré au plus M + 1 et
dépend d’une constante additive arbitraire, ce qui permet d’ajuster la solution trouvée
aux conditions initiales.
III) Tri.
Il est difficile de conserver et d’exploiter la masse gigantesque de données que l’obtient
à l’issue de l’intégration, d’autre part il est nécessaire d’éliminer les coefficients de très
faibles amplitudes, car ceux-ci sont essentiellement du « bruit numérique )) provenant des
erreurs de calculs.
Nous avons donc trié les coefficients /3m des polynômes trouvés, en ne retenant que ceux
dont la contribution individuelle /3mtm était supérieure à un petit nombre e, fixé à l’avance,
sur un millier d’années : nous n’avons donc conservé que les termes (3m en module supérieur
à £l0-3m ; et nous avons pris e = 5.10-9.
En fait, nous avons modulé le nombre e en fonction de la composante étudiée, en
demandant une plus grande précision sur les demi-grands axes, afin de construire plus
précisément les longitudes moyennes à l’itération suivante et une précision plus petite sur
de façon à obtenir une précision sur 7AO semblable aux autres composantes.
IV) Ajustement aux condition initiales.
Il est illusoire d’imposer à la solution de passer exactement en un point donné pour un
temps fixé, c’est-à-dire de résoudre un problème de Cauchy. Nous avons donc ajusté les
constantes issues de l’intégration qui restaient à fixer (termes constants des polynômes
séculaires pour les variables autres que les demi-grand axes, et correction du moyen
mouvement moyen pour trouver les termes constants des polynômes séculaires des demi-
grands axes) par comparaison avec les observations, de façon à ce que l’écart moyen entre
notre solution et les observations soit le plus faible possible sur une période donnée. Nous
avons utilisé les résultats de l’intégration numérique du JPL : DE200 [Standish, 1982]
comme donnant la réalité sur la période allant de l’an 1850 à l’an 2050.
V) Etude de la précision de l’approximation.
1) Comparaison avec l’intégration numérique interne.
Pour vérifier notre approximation, nous pouvons alors effectuer une comparaison avec le
résultat d’une intégration numérique du système planétaire, obtenu à l’aide du programme
de Schubart et Stumpff (1966), en partant des conditions initiales xi(0,e).
2) Méthode des résidus.
Une autre méthode, indépendante d’une intégration numérique est la suivante : il est
facile d’évaluer la dérivée par rapport au temps de la fonction X\(t,rjt + e). Nous pouvons
donc calculer la fonction x\ — f(xi). L’étude de cette fonction permet alors de comparer
l’approximation trouvée à la solution du problème de Cauchy de la manière suivante :
Considérons le problème de Cauchy :
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dX
dt
/(*)
*(0) = Xo
et soit x une fonction que nous estimons être une solution approchée de ce problème.
Posons y = X — x. On a :
x + y = f(x + y)
soit :
ÿ = f{x + y) - f(x) + f(x) - x.
En multipliant scalairement cette équation par y et en notant r = f(x) — x, on obtient :
ÿ.y = (f(x + y) - f{x)).y + r.y
on en déduit :
i^lMIe < ll/(æ + y) - /(*)I|..||»H. + IM|e-||y||e-
La fonction / étant k-lipschitzienne, on a donc :
5^IIvIIÎ<*IMIÎ + IM
En intégrant cette inégalité différentielle (annexe 1), on obtient, pour un réel t positif :
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I|V(OII<(IIV(0)II+ f Ms)\\e~k*ds)ekt
J o
soit, en notant a un majorant sur l’intervalle [0, T] de ||r|| :
lly(<)ll ^ (lly(°)ll + c*t)ekt.
Si x(0) = X(0), on a donc l’inégalité :
llvWII < «teW-
L’étude des résidus ou la comparaison à l’intégration numérique nous donne alors des
indications sur l’amélioration au fur et à mesure des itérations de la théorie. Cette analyse
étant faite, nous sommes alors normalement prêts pour effectuer l’itération suivante.
VI) Calcul pratique.
Il découle de ce qui précède que le calcul pratique comporte les étapes suivantes :
Etape 1 : SUBSTITUTION.
Nous calculons les composantes de la fonction xo(t,w) sur les points :
(^m5 &ki •) &k2 5 ^kai ak4)
où :
=
277 kJ
2N~'
m G [0, M]
j G 4}, kj G [0,2Ni — 1]
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Etape 2 : CALCUL DES SECONDS MEMBRES.
Nous calculons ensuite sur ces (M +1) x 2N\ x 2N2 x 2N$ x 2N± valeurs de xq les seconds
membres des équations de Lagrange.
Etape 3 : ANALYSE DE FOURIER.
Pour chaque valeur de tm, nous effectuons une analyse de Fourier discrète des composantes
des seconds membres des équations, ce qui donne les valeurs a'p(tm), p G R = [—Ni +
1, N\] x [—7V2 + 1, IV2] x [—IV3 + 1, N3] x [—IV4 + 1, IV4].
Etape 4 : INTERPOLATION.
Nous effectuons, pour chaque composante une interpolation de Lagrange, pour toutes les
valeurs de p afin d’obtenir les polynômes jAp.
Nous obtenons donc à la fin de ces étapes :
f(x0(t,w)) « Apelp w.
pER
Etape 5 : INTEGRATION.
Nous intégrons les équation polynomiales, en utilisant la relation de récurrence simple qui
lie les coefficients de bp à ceux de Ap.
Etape 6 : TRI.
Etape 7 : AJUSTEMENTS AUX CONDITIONS INITIALES.
L’approximation obtenue sert alors pour recommencer le travail. Il est cependant
nécessaire de la contrôler pour vérifier que nous sommes sur la bonne voie.
Etape 8 : CONTROLE. (Intégration numérique ou résidus).
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CHAPITRE 4
MISE EN ŒUVRE DES ALGORITHMES
L’écriture des procédures pour les étapes 2 (CALCUL DES SECONDS MEMBRES),
4 (INTERPOLATION), 5 (INTEGRATION) et 6 (TRI) ne présentant pas de difficulté
particulière (hormis leur longueur), nous nous intéresserons plus particulièrement aux
étapes 1 (SUBSTITUTION) et 3 (TRANSFORMATION DE FOURIER).
I) Substitution.
Analysons tout d’abord la transformation que nous avons fait subir aux séries afin de
diminuer leur taille.
Nous savons que les solutions formelles des équations de Lagrange sont une somme de
termes de la forme :
A(t)expi(ki\i + fc2Â2),
dans le cas de deux planètes, où A est une fonction des demi-grands axes, excentricités,
inclinaisons et du temps par l’intermédiaire des arguments à longue période. L’ordre de
A, par rapport aux petits paramètres que sont les excentricités et les inclinaisons, est au
moins \ki + k21 (relations de d’Alembert). Il est donc intéressant de classer les termes,
non pas à l’aide du couple (&i,&2), mais plutôt à l’aide de l’un des couples (Âq -f k2,k2)
ou (k\ + k2, k\). En effet le nombre de termes disponibles pour le calcul est limité par le
temps de calcul, la place disponible en mémoire centrale et le coût final d’utilisation du
programme ; il est alors préférable de posséder, sous la forme la plus compacte possible, le
plus de termes contribuant de façon significative à la solution. On obtient ce résultat en
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considérant, non pas les longitudes moyennes moyennes, mais, par exemple, les variables
6\ = Ai— À2 et 62 = Ai ; une combinaison linéaire &iAi-t-&2^2 s’écrit alors (&i + fc2)#2 — &2#i •
Lorsqu’on examine les solutions obtenues dans la théorie TOP82 pour les couples de
planètes, on s’aperçoit que le phénomène est très marqué pour le couple Jupiter-Saturne
et le couple Saturne-Uranus, beaucoup moins marqué pour les autres. Pour l’ensemble des
quatre planètes, nous avons effectué le changement de variables :
0\ = Â2 — \\
02 = Â2
$3 — ^3 — A2
#4 = A4 — A2
qui permet d’obtenir le plus de termes importants avec des variations d’indices relativement
petites.
Pour les raisons de temps de calcul et d’occupation évoquées plus haut, nous avons
restreint nos séries aux termes d’arguments :
i\Q\ + 22 #2 d h^3 4"
avec ii G [—11,12], 22 G [—7,8], 23 G [—11,12] et 24 G [—7,8] (ce qui donne déjà pour une
variable une occupation en mémoire centrale de 2,35 Moctets).
Passons maintenant à l’algorithme de substitution proprement dit.
Pour réduire le temps de calcul lors de cette étape, nous avons classé les séries en 11
sous-séries suivant leur dépendance par rapport aux arguments :
sous-série 1 : termes d’arguments de la forme ii0\ + 22#2
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sous-série 2 : termes d’arguments de la forme -f z3#3 avec z3 ^ 0
sous-série 3 : termes d’arguments de la forme i\0\ + z404 avec z4 ^ 0
sous-série 4 : termes d’arguments. de la forme + z3#3 avec z2z3 ^ 0
sous-série 11 : termes d’arguments de la forme i\9i -f «2^2 + *3^3 + avec ^2^4 7^ 0
ceci afin d’éviter les parcours inutiles de termes dans la boucle à 4 indices, a priori
nécessaire pour effectuer les substitutions.
Cependant, dès la seconde itération, le nombre de termes à 3 et 4 composantes est
devenu important, et le temps utilisé par cette méthode est devenu supérieur à celui
nécessaire à une méthode basée sur une synthèse de Fourier discrète obtenue à l’aide
d’une transformation de Fourier rapide.
II) Transformation de Fourier rapide
Effectuons la transformation de Fourier discrète (TF) de la fonction x d’une variable w
sur n valeurs (notée TF de longueur n).
Nous devons calculer les n valeurs :
c
p pe {0,..., n — 1}.
Si n est pair (n = 2m), on peut écrire :
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m —1
fc=0
cp=Y, + X! *(^k)e-i™kp
2m —1
fc=j
7T
m
m —1
= V x( — k)e-i%k’’ + x(—(k + m))e-'£(*+m)p
.g,;
k—Q
Si p est pair (p = 2q) :
m — 1
c2, = {x(^-k) + x(^-(k + m))^e-'^kq.
k=0
tandis que si p est impair (p = 2q + 1) :
m —1
C2q+i = |î:(^)-i(^(Hm))Je~1^e'l™l'î.
fc=o
Nous avons ainsi divisé le travail en deux :
calculer les coefficients pairs c2q ou impairs c2q+1 nécessite le calcul de deux TF de longueur
m = f.
Si m est pair, on peut recommencer ce procédé, et le calcul complet des coefficients
demande alors quatre TF de longueur y = Si n est une puissance de 2 (n = 2r), nous
pouvons continuer ainsi jusqu’au calcul de 2r TF de longueur 1, lesquelles sont immédiates.
L’écriture de l’algorithme de la transformation de Fourier rapide (TFR) dans le langage
FORTRAN est classique (voir par exemple (R. Malh et J.C. Boussard ,1977)), et comme
les méthodes itératives utilisent un nombre important de TF de même longueur, nous
avons isolé dans des routines séparées les parties communes aux calculs répétés : calcul
des nombres e~l™k et calcul des places où l’on trouve les différents coefficients lorsque l’on
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effectue cette transformation en place, c’est-à-dire lorsqu’on utilise le tableau des données
comme tableau de manœuvre.
On montre sans difficulté que le temps Tn mis pour faire une TFR de longueur n est :
Tn = an log2 n + T\n
(une formule approchée sur l’ordinateur dénommé SY2 du CIRCE est :
Tn = 1,7n log2 n -f 3, 7n fis)
Le gain de temps par rapport à l’algorithme immédiat de calcul des coefficients (TFO)
est sensible dès les petites valeurs de n :
n TFR TFO
16 0,16 ms 0, 22 ms
24 0, 27 ms 0,50 ms
32 0,38 ms 0,88 ms
temps de calcul sur SY2
Pour faire une TFR de longueur n, lorsque n n’est pas une puissance de 2 (n = 2rm),
nous avons fait r réductions pour aboutir à 2r TF de longueur m. Dans le cas qui nous
intéresse n = 24, on arrive à des transformations de longueur 3 que l’on effectue de façon
naturelle.
Transformation de Fourier discrète à 4 variables.
Pour calculer la TF de la fonction x(w\,..., tc4), on calcule :
rn—l n2 —1 n3 —1 n4-l
= -1— E E E E *(-*»-**•-*»>-*«)
nin2n3n4 n i n2 n3 n4
*1=0 *2=0 *3 = 0 *4=0
/ -O ,klPl . klPl , k2P2 , k3P3 ,
exp(-z27r(— h -7— + — + — h — )),
n 1 n 1 n 2 ri3 n\
-68-
(pi7P2,P3,P4) variant dans R = [0,ni - 1] x [0, n2 — 1] x [0,n3 — 1] x [0,n4 - 1].
Pour calculer cette TF de longueur ni x n2 x n3 x n4, on peut procéder de la manière
suivante :
Posons xklt...,kA = :^i, ^fc4), on calcule d’abord :
c<k?Mte,pt = ~ ^kl,-,k,e~'^k4P4 (fc1.fc2.fc3.P4) € R,
puis
n3 — 1
X 13 • 2
b2.pa.p4 = ~ Y Cki,k2,ks,P4e '”3<:3'’3 (t1.fc2.P3.P4) e -R,
3 *3
1 n2_1 2
= — Y T,it2,p3,P4e~'^fc2!>J (fci.P2.P3.P4) e R,.(2)'*1 ,P2,P3,P4
et enfin
^ ni-l
°Pl,P2,P3,P4 ^ ^ C^l,P2,P3,P4e ni (pi 7P25P3, P4) G i?,
1 *,
ce qui nécessite donc de faire nin2n4 TF de longueur n4, nin2n4 TF de longueur n3,
nin3n4 TF de longueur n2 et enfin n2n3n4 TF de longueur ni.
Le temps mis pour faire cette transformation est donc proportionnel à :
nin2n3n4 -f nin2nlnA + nin2n3n4 + njn2n3n4 = nin2n3n4(ni + n2 + n3 + n4)
pour une transformation de Fourier ordinaire, et asymptotiquement proportionnel à :
nin2n3n4 logn4 +nin2n3n4 logn3 + nin2n3n4 logn2-fnxn2n3n4 logni
= nin2n3n4 log(nin2n3n4),
pour des valeurs assez grandes des paramètres ni, ..., n4, lorsqu’on effectue des TFR.
Pour effectuer la transformation de Fourier de longueur 24 x 16 x 24 x 16, on trouve 10,5
s pour une TFO et 6,5 s pour une TFR, sur SY2.
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Pour améliorer encore la rapidité de calcul, j’ai eu l’idée d’adapter le procédé utilisé pour
les fonctions d’une variable.
Supposons ni = 2ml5 n2 = 2m2, n3 = 2m3, n4 = 2m4. En coupant chaque sommation en
deux, on trouve :
2m_ 1 27712 — 1 27713 —1 2m4 —1 m\ — 1 m2 — 1 m3 — 1 m4 — 1 2mi — 1 m2 — 1 m3 — 1 m4 — 1
E E E E=EEEE+E EEE
A=0 A2 =0 A3=0 k^—O k\=0 k^—0 A3=0 A4=0 fcpmi A:2 =0 A3 = 0 A4 = 0
mi—1 2m2 — 1 m3 —1 m4 — 1 2m 1— 1 2m2 — 1 2m3 — 1 2m4 — 1
+ E E E E +•+ E E E E
Ai=0 k^ = m2 A3=0 A4 =0 fci = mi A2 = m2 A3 = m3 A4 = m4
On trouve donc 16 sommes partielles, et en les transformant par décalage d’indices, on
obtient :
m4 —1 m2—1 m3 — 1 m4 — 1
cp..p3.p3,p4 = E E E E
Ai =o a2 = o a3=o a4=o
"b *rA1 + m1,A2,A3,A4e Pl + 2?Ai ,A2-|-m2,A3,A4e P2 + *’*
... ±J, , , , , e~l'(PlH f-P4)7T\e-l7r(-^7L“l
' x Ai + mi ,A2-|-m2 ,A3+m3,A4-(-m4“ je 1 4 •
En distinguant suivant la parité des indices pi, p2, p3 et p4, on aboutit donc à 16 TF
de longueur m1m2m3m4 = ^n!n2n3n4. On recommence le procédé si mj, ..., m4 sont
pairs.
Dans le cas qui nous intéresse (ni = 24, n2 == 16, n3 = 24 et — n4 = 16), on peut continuer
jusqu’à l’obtention de 84 = 4096 TF de longueur 3 x 2 x 3 x 2. J’ai effectué ces dernières
transformations « à la main » , ce qui m’a permis de factoriser les nombres complexes j et
j et d’éviter ainsi les calculs inutiles faits lorsque l’on procède par la première méthode.
La mise au point de l’algorithme n’a pas été facile, car il m’a fallu repérer dans le tableau
de 24 x 16 x 24 x 16 valeurs les places destinées aux différentes sous-suites qui apparaissent
dans la transformation (il faut « dérécursiver » une procédure récursive dont chaque niveau
de pile peut prendre 16 valeurs).
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Le temps mis pour faire la transformation de Fourier par cette méthode est de 4 s sur
SY2 (à comparer avec les 10,5 s et 6,5 s nécessaire aux autres méthodes). Le gain de temps
n’est pas négligeable, puisque chaque itération demandait 24 x (4 -f 1) = 120 applications
de cette transformation, pour obtenir des approximations polynomiales de degré 4.
Néanmoins, cet algorithme est difficile à programmer, et le programme obtenu n’est pas
très flexible. Je conseillerai donc, a posteriori, une procédure basée sur l’application répétée
de TFR à une variable, s’il est besoin de recommencer les calculs avec des valeurs différentes
de ni, ..., n4. L’évolution du coût des calculs sur ordinateur devrait en effet rendre moins
sensible la nécessité d’un tel algorithme (en comparaison du temps passé à le réécrire).
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CHAPITRE 5
EXPLOITATION ET RÉSULTATS
I) Exploitation
Nous avons commencé les itérations en comparant notre solution à une intégration
numérique interne à chaque étape. Si les coefficients des termes importants d’ordre 3 se
comportaient comme prévu et en particulier, semblaient bien converger, il est vite apparu
deux problèmes importants :
la solution globale n’était pas finalement meilleure que la solution TOP 82 ;
les termes à très longues périodes, dont les arguments étaient dans le réseau choisi, se
comportaient très mal, prenant de plus en plus d’importance au fil des itérations.
Ces problèmes sont de nature différente.
Le premier est dû à l’insuffisance du nombre de fréquences prises. En particulier, nous
ne pouvions obtenir, parce que leurs arguments n’étaient pas dans le réseau ou qu’ils
étaient trop proches des bornes, des termes à très courtes périodes qui ont une contribution
importante. Cependant ces termes sont très bien obtenus par une théorie ordre par ordre
par rapport aux masses telle que celle sur laquelle est fondée TOP 82. Pour pallier cette
dificulté, nous avons eu l’idée de fusionner les solutions obtenues avec TOP 82. Nous avons
alors pris, pour Jupiter et Saturne les termes à 2 arguments de TOP82 que nous avons
substitués à ceux trouvés, après avoir transformé, par analyse de Fourier, les variables e et
w utilisées par TOP 82 en les variables h et k. Il est apparu un gain appréciable dans la
solution finale, et nous avons ensuite utilisé cette méthode pour continuer les itérations.
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Le deuxième problème est celui des Longues Courtes Périodes, et le seul remède semble
être la suppression de ces termes, dont le développement en puissance de temps seul, ne
modifie que les deux ou trois premiers termes des polynômes séculaires de chaque variable,
et nous avons alors supprimé systématiquement de la solution tous les termes dont la
période dépassait 10 000 ans.
Arguments Période Car Ex
3 -8 -2 7 130299 0 X
4 -11 1 4 29575 -2 X
1 -3 3 -3 24107 -2 X
2 -9 11 7 14908 5
5 -14 4 1 13281 -4 X
7 -20 9 3 12816 -7
2 -6 6 -6 12053 -4 X
10 -28 7 4 11697 -7
2 -2 -10 3 9923 -7 X
1 -6 8 4 9216 7
9 -25 5 5 9148 -6
3 -9 8 -7 8943 -5 X
6 -17 7 -2 8563 -6 X
6 -17 6 0 8369 -5 X
9 -25 4 7 7880 -5
1 -6 9 2 7823 6 X
2 -2 -11 5 7380 -6 X
2 -6 5 -4 6523 -3 X
Tableau 1 : Arguments à Longues Courtes Périodes
A titre d’information, le tableau 1 regroupent les arguments des termes situés dans le
réseau choisi pour les itérations, dont les périodes sont supérieures à 6500 ans. Dans ce
tableau, Car représente la caractéristique du terme, tandis qu’une croix dans la colonne Ex
signale la présence significative de ce terme à un moment ou à un autre dans les itérations
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(avant leur suppression éventuelle et après le tri des coefficients).
Les itérations suivantes, effectuées à l’aide de cette méthode, n’ont pas vraiment apporté
d’améliorations substantielles et les résultats oscillaient autour de valeurs moyennes. Aussi
ai-je décidé d’arrêter les itérations.
Voici les résultats obtenus pour la solution résultant de la fusion de la quatrième itération
« naturelle » et de Top 82 qui, au vu des résidus et de la comparaison à l’intégration
numérique interne, me semble être la meilleure des 10 itérations effectuées.
II) Résidus
Ce sont les différences entre les dérivées des variables et le second membre des équations
de Lagrange. Le tableau 2 représente les écarts maximaux sur 1000 ans des résidus, l’unité
étant 10“6UA par an pour les demi-grands axes et 10-6 radian par an pour les autres
variables, ces maxima sont calculés sur des échantillons de 180 dates équidistribuées sur
1000 ans.
Jupiter Saturne Uranus Neptune
a 0,221 0,807 1,536 2,011
X 0,141 0,288 0,237 0,134
h 0,094 0,200 1,173 0,482
k 0,085 0,285 0,542 0,425
7 0,024 0,029 0,013 0,006
Çî 2,557 1,107 2,737 0,348
Tableau 2 : Ecarts maximaux sur 1000 ans des résidus de la théorie (unité :
10“6UA/an pour les demi-grands axes et 10~6 rd/an pour les autres variables)
A titre de comparaison, j’ai calculé pour TOP 82 ces écarts, et on trouve alors le tableau
3, les unités étant identiques.
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Jupiter Saturne Uranus Neptune
a 0,503 1,891 24,380 43,327
A 0,119 0,395 1,915 1,216
h 0,086 0,247 4,952 2,036
k 0,091 0,424 2,222 1,846
7 0,024 0,029 0,013 0,007
ü 2,571 1,079 3,321 0,540
Tableau 3 : Ecarts maximaux sur 1000 ans des résidus de la théorie (unité :
10“6Z7A/an pour les demi-grands axes et 10~6rd/an pour les autres variables)
On constate une amélioration d’un facteur 2 pour les demi-grands axes de Jupiter et
Saturne et d’un facteur variant de 4 à 20 pour les variables a, A, h et k d’Uranus et
Neptune.
La représentation graphique de ces résidus indique que les maxima trouvés sont à prendre
avec précaution, en effet il n’est pas certain qu’ils représentent bien les valeurs théoriques
maximales des résidus.
Les graphiques 1 à 8 suivants représentent la comparaison des résidus de TOP 82
(représentés par des croix sur les graphiques) et de notre solution (représentés par des
carrés) pour les demi-grands axes et les longitudes des quatre planètes.
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Graphique 1 : Demi-grand axe de Jupiter. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10“6UA/an)
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Graphique 2 : Longitude moyenne de Jupiter. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10“6rd/an)
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Graphique 3 : Demi-grand axe de Saturne. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10~6UA/an)
Graphique 4 : Longitude moyenne de Saturne. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10_6rd/an)
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Graphique 5 : Demi-grand axe d’Uranus. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10~6UA/an)
Graphique 6 : Longitude moyenne d’Uranus. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10_6rd/an)
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60
Graphique 7 : Demi-grand axe de Neptune. Ecarts sur 1000 ans des résidus, les carrés
représentant la théorie et les croix TOP 82 (unité : 10“6UA/an)
Graphique 8 : Longitude moyenne de Neptune. Ecarts sur 1000 ans des résidus, les
carrés représentant la théorie et les croix TOP 82 (unité : 10_6rd/an)
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III) Comparaison à une intégration numérique interne
Nous avons comparé notre solution à une intégration numérique du problème des quatre
grosses planètes par le programme de Schubart et Stumpff (1966) sur une période de 1000
ans, les valeurs initiales de l’intégration numérique étant données par la solution.
Une première comparaison donne les résultats suivants (tableau 4) où on a représenté
les écarts maximaux sur 1000 ans entre notre solution et l’intégration numérique, sur un
échantillon de 180 points, l’unité étant la seconde de degré.
Jupiter Saturne Uranus Neptune
Aa/ao 0,011 0,050 0,070 0,085
AA 3,171 2,054 2,596 2,648
A h 0,043 0,245 0,182 0,202
Ak 0,029 0,126 0,362 0,241
A7 0,004 0,004 0,006 0,003
70 AQ 0,002 0,005 0,003 0,002
Tableau 4 : Ecarts maximaux sur 1000 ans de la théorie avec une intégration numérique
interne (unité : seconde de degré)
Voici les courbes 1 et 2 obtenues pour le demi-grand axe (Aa/ao) et la longitude moyenne
de Jupiter(AA), l’unité étant la seconde de degré.
0.02
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Courbe 1 : Demi-grand axe de Jupiter. Ecarts relatifs (Aa/ao) entre la théorie et une
intégration numérique interne sur 1000 ans (unité : seconde de degré).
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Courbe 2 : Longitude de Jupiter. Ecarts entre la théorie et une intégration numérique
interne sur 1000 ans (unité : seconde de degré).
On peut alors constater une dérive de l’écart sur la longitude de l’ordre de 3” par milliers
d’années. Cette dérive peut être corrigée en modifiant légèrement les conditions initiales
de l’intégration numérique pour le demi-grand axe. On obtient alors, en effectuant cette
transformation pour l’ensemble des planètes le tableau 5 suivant (unité : seconde de degré) :
Jupiter Saturne Uranus Neptune
Aa/ao 0,008 0,061 0,047 0,047
AA 0,253 0,844 0,519 0,503
Ah 0,044 0,244 0,165 0,206
Ak 0,029 0,126 0,363 0,245
A7 0,004 0,004 0,006 0,003
70AQ 0,002 0,005 0,003 0,002
Tableau 5 : Ecarts maximaux sur 1000 ans de la théorie avec une intégration numérique
interne après correction des conditions initiales (unité : seconde de degré)
A titre de comparaison, voici les résultats obtenus pour la théorie TOP82 dont je suis
parti, dans la même unité :
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Jupiter Saturne Uranus Neptune
Aa/ao 0,007 0,1 0,7 0,7
AA 0,6 1,5 1 0,8
Ae 0,1 0,6 0,3 1*
eo Azu 1 1,5 0,6 r
A7 0,004 0,007 0,006 0,008
70AÜ 0,003 0,006 0,005 0,005
* Pour Neptune, les résultats pour Ae et eoA zu sont remplacés par Ah et Ak.
Tableau 6 : Ecarts maximaux sur 1000 ans de TOP 82 avec une intégration numérique
interne après correction des conditions initiales (unité : seconde de degré)
On peut constater une petite amélioration pour Jupiter et Saturne (facteur de 1 à 2),
tandis que les résultats pour Uranus et Neptune sont améliorés d’un facteur plus important,
en particulier pour les demi-grand axes.
Les courbes suivantes (3 à 10) représentent les résultats obtenus pour les demi-grands
axes (Aa/cto) et les longitudes moyennes (AA) des planètes pour notre solution lors de
la comparaison à l’intégration numérique interne, après correction des conditions initiales,
l’unité étant la seconde de degré.
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1000
Courbe 3 : Demi-grand axe de Jupiter. Ecarts relatifs (Aa/a0) entre la théorie et une
intégration numérique interne sur 1000 ans après correction (unité : seconde de degré).
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Courbe 4 : Demi-grand axe de Saturne. Ecarts relatifs (Aa/ao) entre la théorie et une
intégration numérique interne sur 1000 ans après correction (unité : seconde de degré).
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Courbe 5 : Demi-grand axe d’Uranus. Ecarts relatifs (Aa/a0) entre la théorie et une
intégration numérique interne sur 1000 ans après correction (unité : seconde de degré).
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Courbe 6 : Demi-grand axe de Neptune. Ecarts relatifs (Aa/a0) entre la théorie et une
intégration numérique interne sur 1000 ans après correction (unité : seconde de degré).
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Courbe 7 : Longitude de Jupiter. Ecarts entre la théorie et une intégration numérique
interne sur 1000 ans après correction (unité : seconde de degré).
Courbe 8 : Longitude de Saturne. Ecarts entre la théorie et une intégration numérique
interne sur 1000 ans après correction (unité : seconde de degré).
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Courbe 9 : Longitude d’Uranus. Ecarts entre la théorie et une intégration numérique
interne sur 1000 ans après correction (unité : seconde de degré).
Courbe 10 : Longitude de Neptune. Ecarts entre la théorie et une intégration numérique
interne sur 1000 ans après correction (unité : seconde de degré).
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On peut remarquer qu’il manque, dans les solutions des termes d’argument à courte
période ; de tels termes étant général bien déterminés par les itérations, il est probable que
les courtes périodes manquantes sont en dehors du réseau choisi.
En revanche , pour les longitudes moyennes, l’erreur résiduelle est due, en grande partie,
à des termes d’argument de période plus longue de l’ordre de 800 ans pour les longitudes
de Jupiter et Saturne, 1200 ans pour celle d’Uranus et peut-être 4000 ans dans celle
d’Uranus (argument Ajj — 2A;v de période 4232 ans?), la courbe 10 obtenue aurait alors
été arbitrairement corrigée d’une dérive plus importante que celle qui existe réellement.
IV) Compléments probables
Dans la théorie JASON 84, les auteurs ont amélioré les termes d’argument 2A j — 6A5+?>\jj
et 4Aj — IIA5 + 3Au des longitudes de Jupiter et Saturne par la méthode des compléments
probables (J.L. Simon et P. Bretagnon, 1984). Nous avons appliqué la même méthode
à ces arguments pour trouver éventuellement une meilleure solution. Pour vérifier ces
termes, nous n’avons pas reconstruit la théorie JASON, mais, à partir des données de la
comparaison avec l’intégration numérique, nous avons remplacé par les nôtres les termes
correspondant de JASON, et ceci à partir du degré 1 des polynômes en temps dans les
séries de Poisson, pour ne pas modifier les conditions initiales de l’intégration numérique.
Voici les courbes (lia 12) obtenues , l’unité étant la seconde de degré, la courbe en pointillé
représentant JASON 84
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Courbe 11 : Longitude de Jupiter. Ecarts entre la théorie JASON 84 et une intégration
numérique interne sur 6000 ans après la correction due aux compléments probables (unité :
seconde de degré). JASON 84—Intégration : • • • ; JASON 84—Intégration-fCorrection : —
Courbe 12 : Longitude de Saturne. Ecarts entre la théorie JASON 84 et une intégration
numérique interne sur 6000 ans après la correction due aux compléments probables (unité :
seconde de degré).JASON 84—Intégration : • • • ; JASON 84—Intégrations-Correction : —
On peut constater que si Ton observe une amélioration pour la longitude de Jupiter, il n’en
est pas de même pour celle de Saturne. On peut expliquer ceci par la mauvaise convergence
des termes correspondant à l’argument 4Aj — IIA5 + 3A|y dans la longitude de Saturne
dans notre solution. Pour améliorer la convergence de ces termes, il faudrait sans doute
augmenter le degré des polynômes du temps et recommencer les itérations.
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CONCLUSION
Nous avons donc amélioré la théorie TOP 82 en étendant la méthode de résolution par
analyse harmonique à l’ensemble des quatre grosses planètes.
L’amélioration a été possible en imposant aux résultats obtenus une forme très restreinte :
degré 4 des polynômes des séries de Poisson, limitation importante des variations des
arguments. Cette forme avait été choisie pour deux raisons : les contraintes imposées par
les moyens de calcul disponibles au commencement du travail et la prudence nécessaire
devant une généralisation de la méthode, car le passage de deux à quatre planètes dans le
traitement du problème restreint aux planètes principales du système solaire est toujours
délicat.
A la vue des résultats obtenus et de l’évolution des moyens informatiques, on peut
envisager l’extension de ce travail en adoptant une forme moins limitée des approximations
en séries de Poisson :
- Prendre un degré plus élevé pour les parties polynomiales dépendantes du temps.
- Augmenter le nombre de combinaisons possibles pour les longitudes moyennes.
Il est possible et, en outre, il ne serait pas très coûteux, de prolonger le travail fait en
prenant des polynômes de degré maximal plus important. Ceci permettrait d’améliorer les
termes correspondant à des arguments de période moyenne (inférieure à 5000 ans) car le
degré nécessaire à une bonne approximation de ces termes est à peu près proportionnel
au rapport entre la période de l’argument et la période de la combinaison des angles lents
associée ; ainsi ce rapport pour l’argument 4A j — IIA5 + 3Âfy étant un peu plus du double
de celui de l’argument 2A j — 6As + 3A[/, on peut estimer à 8 le degré minimal nécessaire à
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une bonne approximation sur 1000 ans des termes de cet argument, indépendamment des
problèmes théoriques de convergence. Le prix de cette modification serait supportable car
doubler le degré n’entraîne qu’un doublement des temps de calcul et de l’occupation des
séries sur disque lors du stockage et du traitement.
On peut décider d’augmenter le nombre d’arguments pour incorporer ceux de très courtes
périodes (inférieures à 2 ans) qui nous manquent et améliorer ceux déjà existants en
évitant les phénomènes de repliement du spectre décrit dans le chapitre 3. Mais, cette
modification entraînerait une forte augmentation des temps de calcul et d’occupation en
mémoire centrale lors des traitements et il n’est pas certain que le coût final d’exploitation
contrebalance les améliorations que l’on peut alors attendre des itérations faites.
Pour améliorer encore la théorie des quatre grosses planètes par une méthode d’analyse
harmonique, il semble préférable d’effectuer une analyse en délaissant la représentation
naturelle des séries par des combinaisons linéaires des quatre longitudes moyennes et en
prenant des séries de Fourier à une ou deux variables angulaires.
Ce travail a déjà été effectué pour la théorie de Jupiter et Saturne (Simon et Joutel,
1988) et les résultats ont été concluants. Une extension aux quatre grosses planètes est
actuellement à l’étude au Bureau des Longitudes et si les résultats des premières itérations
montrent qu’il doit être possible d’améliorer encore, à un coût plus réduit, la théorie de
ces planètes, il subsiste d’importantes difficultés de convergence.
Ces méthodes, hormis le nombre de variables, sont identiques et les interrogations sur
la convergence du procédé demeurent. La qualité de l’approximation par des séries de
Poisson que l’on peut attendre de cette méthode est liée à la convergence de la partie
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purement périodique des séries, qui est en fait la variation initiale, en fonction des angles,
de l’équation différentielle du problème. Or, la recherche de l’approximation à l’aide de
polynômes, impose, à chaque itération, une forme de cette variation initiale dans laquelle
dominent, certes, les difficultés dues aux Longues Courtes Périodes, mais aussi celles
provenant d’arguments de périodes moins longues, tel l’argument 4Àj — IIÀ5 -f 3\u de
période 1974 ans dont le rapport entre la période de la combinaison des longitudes moyennes
et celle des angles lents est d’environ 20%.
Cette difficulté est inhérente à la recherche d’approximations polynomiales des fonctions
quasi-périodiques des angles lents, qui est issue d’une recherche d’un développement de
Taylor de ces fonctions. Pour éviter ce problème, il semble nécessaire d’envisager un autre
type d’approximation après une réflexion théorique sur les méthodes actuellement utilisées
pour résoudre numériquement les équations différentielles, afin de les adapter au problème
spécifique des théories semi-numériques.
Annexe 1
-90-
INTEGRATION D’UNE INÉQUATION DIFFÉRENTIELLE.
Considérons l’inégalité :
\y\t)^ + /(OVvW.
où k est une constante positive et où / est une fonction positive.
Soit e un réel strictement positif et posons z = y + e. Puisque z > y > 0 et que z' = y',
on a :
\z\t) ^ kz(t) + /(Ov^W-
Posons alors u = a/z. La fonction u est dérivable, car la fonction z ne s’annule pas et
l’inégalité devient :
u'u < ku2 -f fu
soit
u < ku + /.
Posons pour tout t : v(t) = u(t)e kt. On obtient :
v'{t) < f(t)e— kt
et donc, pour tout réel t positif :
i(t) — u(0) < / f(s)e k9ds
Jo
\/y(t) + £ < (y/y(0) + £ + / /0)e **cte)e**.
c’est à dire :
Comme cette inégalité est vérifiée quelque soit e > 0, on a donc :
V< € IR+ Vy(Ô < (v'î/M + f f(s)e~k3ds)e
J 0
En particulier :
- si k = 0, on obtient :
Vm+
Jo
- si la fonction / est une fonction constante égale à a :
Vm < ( Vm+<*— kt )ekt
ekt — 1 .,
soit puisque : < te
k
Vÿ(t) < f .
Annexe 2
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TRANSFORMÉE DE FOURIER RAPIDE À QUATRE VARIABLES
Les routines composant la transformée de Fourier discrète sont au nombre de 3 :
-la routine TFR4 qui décompose le problème jusqu’à l’obtention de transformées de
Fourier 3-3-2-2,
-la routine TFR32 qui calcule de telles transformations,
-la Routine COEF qui permet, à l’issue des deux traitements précédents, de connaître
dans le tableau de travail, la place des coefficients.
1) TFR4
Elle est composée de deux parties : INITFR, lancée au début du traitement et qui initialise
les exponentielles complexes, et TFR qui se sert du tableau de données comme tableau de
travail, afin de gagner de la place et dont les paramètres d’appel sont :
ZA : tableau dans lequel on a mis les données à traiter et qui, au retour, contient les
coefficients cherchés mais dans un ordre propre au traitement,
ZTETA : contenant les exponentielles complexes et enfin
N1,N2,N3,N4 : entiers qui valent respectivement 24,24,16,16.
2) TFR32
Ses paramètres d’appel sont :
ZA : le tableau de travail,
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P1,P2,P3,P4 : les positions dans ZA du sous-tableau 3 3 2 2 à traiter,
ZJ,ZJB,FACT : les constantes ?, ? et .
Ni N2 N3 iV4
3) COEF
Ses paramètres d’appel sont :
IT : le tableau à MP composantes correspondant aux positions cherchées (ici MP=24 ou
MP=16),
M : la plus grande puissance de 2 contenue dans la décomposition de MP en produit de
facteurs premiers ( ici M=8).
Cette procédure suit les différents déplacements des coefficients dans le tableau de travail
ZA.
Par exemple, pour MP=12 (et M=4), la procédure TFR déplace et transforme 2 fois
le tableau (22 = 4), puis la transformation de Fourier à 3 éléments laisse en place les
coefficients finaux. En suivant les différents déplacements au cours des itérations, on trouve
alors les places finales où rechercher les coefficients :
Etat initial 1 2 3 4 5 6 7 8 9 10 11 12
Etape 1 1 3 5 7 9 11 2 4 6 8 10 12
Etape 2 1 5 9 3 7 11 2 6 10 4 8 12
Etat final 1 5 9 3 7 11 2 6 10 4 8 12
le tableau IT correspondant prend alors les valeurs :
I 1 2 3 4 5 6 7 8 9 10 11 12
IT(I) 1 7 4 10 2 8 5 11 3 9 6 12
Voici les procédures en langage FORTRAN :
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SUBROUTINE INITFR(ZA,ZTETA,NI,N2,N3,N4)
IMPLICIT DOUBLE PRECISION (A-H,Q-Y),INTEGER(I-P),C0MPLEX*16(Z
PARAMETER(N5=3,N6=2,N7=8)
* N7=PGCD(NI,N4),N5=N1/N7,N6=N4/N7
DIMENSION ZTETA(N1,N1)
DIMENSION ZA(N1,N2,N3,N4),PILE(20)
INTEGER A,B,C,D
*
DPI=3.141592653589793D0*2
ZJ=DCMPLX(-0.5D0,DSQRT(0.75D0))
ZJB=DCMPLX(-0.5D0,-DSQRT(0.75D0))
DO 100 1=1,NI
T=DPI/I
DO 101 J=1,I
TETA=T*(J-l)
ZTETA(J,I)=DCMPLX(DCOS(TETA),DSIN(TETA))
101 CONTINUE
100 CONTINUE
RETURN
*
ENTRY TFR
L1=N1
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L2=N2
L3=N3
L4=N4
L5=N5
FACT=1D0/L1/L2/L3/L4
IP=0
A=N5
B=N5
C=N6
D=N6
Pl = l
P2=l
P3=l
P4=l
1 IF (L4 .EQ. N6) GO
Ml=Ll/2
M2=L2/2
M3=L3/2
M4=L4/2
DO 3 K1=P1,P1+M1-1
DO 4 K2=P2,P2+M2-
TO 2
DO 5 K3=P3,P3+M3-1
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DG 6 K4=P4,P4+M4-1
Z0=ZA(K1K2,K3,K4)
Z1=ZA(K1+M1,K2,K3,K4)
Z2=ZA(K1,K2+M2,K3,K4)
Z3=ZA(K1,K2,K3+M3,K4)
Z4=ZA(K1,K2,K3,K4+M4)
Z5=ZA(K1+M1,K2+M2,K3,K4)
Z6=ZA(K1+M1,K2,K3+M3,K4)
Z7=ZA(Kl+Ml,K2,K3,K4+M4)
Z8=ZA(Kl,K2+M2,K3+M3,K4)
Z9=ZA(Kl,K2+M2,K3,K4+M4)
Z10=ZA(K1,K2,K3+M3,K4+M4)
ZI1=ZA(Kl+Ml,K2+M2,K3+M3,K4)
Z12=ZA(K1+M1,K2+M2,K3,K4+M4)
Z13=ZA(Kl+Ml,K2,K3+M3,K4+M4)
Z14=ZA(Kl,K2+M2,K3+M3,K4+M4)
Z15=ZA(Kl+Ml,K2+M2,K3+M3,K4+M4)
ZT1=ZTETA(K1-P1+1,L1)
ZT2=ZTETA(K2-P2+1,L2)
ZT3=ZTETA(K3-P3+1,L3)
ZT4=ZTETA(K4-P4+1,L4)
ZT12=ZT1*ZT2
ZT34=ZT3*ZT4
ZA(K1,K2,K3,K4)=Z0+Z1+Z2+Z3+Z4+Z5+Z6+Z7+Z8+Z9
+Z10+Z11+Z12+Z13+Z14+Z15
ZA(K1+M1,K2,K3,K4)=(Z0-Z1+Z2+Z3+Z4-Z5-Z6-Z7+Z8+Z9
+Z10-Z11-Z12-Z13+Z14-Z15)*ZT1
ZA(K1,K2+M2,K3,K4)=(Z0+Z1-Z2+Z3+Z4-Z5+Z6+Z7-Z8-Z9
+Z10-Z11-Z12+Z13-Z14-Z15)*ZT2
ZA(K1,K2,K3+M3,K4)=(Z0+Z1+Z2-Z3+Z4+Z5-Z6+Z7-Z8+Z9
-Z10-Z11+Z12-Z13-Z14-Z15)*ZT3
ZA(K1,K2,K3,K4+M4)=(Z0+Z1+Z2+Z3-Z4+Z5+Z6-Z7+Z8-Z9
-Z10+Z11-Z12-Z13-Z14-Z15)*ZT4
ZA(K1+M1,K2+M2,K3,K4)=(Z0-Z1-Z2+Z3+Z4+Z5-Z6-Z7-Z8-Z9
+Z10+Z11+Z12-Z13-Z14+Z15)*ZT12
ZA(K1+M1,K2,K3+M3,K4)=(Z0-Z1+Z2-Z3+Z4-Z5+Z6-Z7-Z8+Z9
-Z10+Z11-Z12+Z13-Z14+Z15)*ZT1*ZT3
ZA(K1+M1,K2,K3,K4+M4)=(Z0-Z1+Z2+Z3-Z4-Z5-Z6+Z7+Z8-Z9
-Z10-Z11+Z12+Z13-Z14+Z15)*ZT1*ZT4
ZA(K1,K2+M2,K3+M3,K4)=(Z0+Z1-Z2-Z3+Z4-Z5-Z6+Z7+Z8-Z9
-Z10+Z11-Z12-Z13+Z14+Z15)*ZT2*ZT3
ZA(K1,K2+M2,K3,K4+M4)=(ZO+Z1-Z2+Z3-Z4-Z5+Z6-Z7-Z8+Z9
-Z10-Z11+Z12-Z13+Z14+Z15)*ZT2*ZT4
ZA(K1,K2,K3+M3,K4+M4)=(Z0+Z1+Z2-Z3-Z4+Z5-Z6-Z7-Z8-Z9
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1 +Z10-Z11-Z12+Z13+Z14+Z15)*ZT34
ZA(K1+M1,K2+M2,K3+M3,K4)=(Z0-Z1-Z2-Z3+Z4+Z5+Z6-Z7+Z8
1 -Z9-Z10-Z11+Z12+Z13+Z14-Z15)*ZT12*ZT3
ZA(K1+M1,K2+M2,K3,K4+M4)=(Z0-Z1-Z2+Z3-Z4+Z5-Z6+Z7-Z8
1 +Z9-Z10+Z11-Z12+Z13+Z14-Z15)*ZT12*ZT4
ZA(K1+M1,K2,K3+M3,K4+M4)=(Z0-Z1+Z2-Z3-Z4-Z5+Z6+Z7-Z8
1 -Z9+Z10+Z11+Z12-Z13+Z14-Z15)*ZT1*ZT34
ZA(K1,K2+M2,K3+M3,K4+M4)=(Z0+Z1-Z2-Z3-Z4-Z5-Z6-Z7+Z8
1 +Z9+Z10+Z11+Z12+Z13-Z14-Z15)*ZT2*ZT34
ZA(K1+M1,K2+M2,K3+M3,K4+M4)=(Z0-Z1-Z2-Z3-Z4+Z5+Z6+Z7
1 +Z8+Z9+Z10-Z11-Z12-Z13-Z14+Z15)*ZT12*ZT34
6 CONTINUE
5 CONTINUE
4 CONTINUE
3 CONTINUE
L1=M1
L2=M2
L3=M3
L4=M4
IP=IP+1
PILE(IP)-!
GO TO 1
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** AJUSTEMENT DES POINTEURS P1,P2,P2,P4
**
******pjle 1
7 P1=P1+A
P2=P2-(L4/N6-1)*B
P3=P3-(L4/N6-1)*C
P4=P4-(L4/N6-1)*D
PILE(IP)=2
GO TO 1
******PILE 2
8 P1=P1-(2*L4/N6-1)*A
P2=P2+B
P3=P3-(L4/N6-1)*C
P4=P4-(L4/N6-1)*D
PILE(IP)=3
GO TO 1
*****PILE 3
9 P1=P1-(L4/N6-1)*A
P2=P2-(2*L4/N6-1)*B
P3=P3+C
P4=P4-(L4/N6-1)*D
PILE(IP)=4
*****pjLE
10
*****PILE5
11
*****pjLE6
12
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G0 TO 1
4
P1=P1-(L4/N6-1)*A
P2=P2-(L4/N6-1)*B
P3=P3-(2*L4/N6-1)*C
P4=P4+D
PILE(IP)=5
GO TO 1
P1=P1+A
P2=P2+B
P3=P3-(L4/N6-1)*C
P4=P4-(2*L4/N6-1)*D
PILE(IP)=6
GO TO 1
P1=P1-(L4/N6-1)*A
P2=P2-(2*L4/N6-1)*B
P3=P3+C
P4=P4-(L4/N6-1)*D
PILE(IP)=7
GO TO 1
*****PILE7
13
*****piLE
14
*****piL£9
15
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P1=P1-(L4/N6-1)*A
P2=P2-(L4/N6-1)*B
P3=P3-(2*L4/N6-1)*C
P4=P4+D
PILE(IP)=8
GO TO 1
5
P1=P1-(2+L4/N6-1)*A
P2=P2+B
P3=P3+C
P4=P4-(2*L4/N6-1)*D
PILE(IP)=9
GO TO 1
P1=P1-(L4/N6-1)*A
P2=P2-(L4/N6-1)*B
P3=P3-(2*L4/N6-1)*C
P4=P4+D
PILE(IP)=10
GO TO 1
*****pjle 10
16 P1=P1-(L4/N6-1)*A
P2=P2-(2*L4/N6-1)*B
P3=P3+C
P4=P4-(L4/N6-1)*D
PILE(IP) = U
GO TO 1
*****piLEl1
17 P1=P1+A
P2=P2+B
P3=P3-(L4/N6-1)*C
P4=P4-(2*L4/N6-1)*D
PILE(IP)=12
GO TO 1
*****pile 12
18 P1=P1-(L4/N6-1)*A
P2=P2-(L4/N6-1)*B
P3=P3-(2*L4/N6-1)*C
P4=P4+D
PILE(IP)=13
GO TO 1
*****PILE13
19 P1=P1-(L4/N6-1)*A
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P2=P2-(2*L4/N6-1)*B
P3=P3+C
P4=P4-(L4/N6-1)*D
PILE(IP)=14
GO TO 1
*****PILEi4:
20 P1=P1-(2*L4/N6-1)*A
P2=P2+B
P3=P3-(L4/N6-1)*C
P4=P4-(L4/N6-1)*D
PILE(IP)=15
GO TO 1
ILE15
21 P1=P1+A
P2=P2-(L4/N6-1)*B
P3=P3-(L4/N6-1)*C
P4=P4-(L4/N6-1)*D
PILE(IP)=16
GO TO 1
*****PILE 16
22 IP=IP-1
L1=L1*2
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L2=L2*2
L3=L3*2
L4=L4*2
*
* DIRECTION VERS LES TRAITEMENTS SUIVANT LA VALEUR DE PILE(IP)
*
23 IF (IP .EQ. 0) GO TO 50
GO TO (7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22) PILE(IP)
*
* TRAITEMENTS DES DONNEES PARTIELLES : LABEL 2
*
* IL NE RESTE A FAIRE QU’UNE TRANSFO A 4 VARIABLES PETITE
* 3 3 2 2
*
2 CALL TFR32(ZA,P1,P2,P3,P4,ZJ,ZJB,FACT)
GO TO 23
50 RETURN
END
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SUBROUTINE TFR32(ZA,PI,P2,P3,P4,ZJ,ZJB,FACT)
PARAMETER(N1=24,N2=24,N3=16,N4=16,NP2=3,NS2=8,ITMAX=5,N7=8)
IMPLICIT DOUBLE _ PRECISION (A-H,Q-Y),C0MPLEX*16(Z)
INTEGER P1,P2,P3,P4
DIMENSION ZA(NI,N2,N3,N4)
DO 24 11=0,2
DO 25 12=0,2
Z0=ZA(P1+I1,P2+I2,P3,P4)
Z1=ZA(P1+I1,P2+I2,P3+1,P4)
Z2=ZA(P1+I1,P2+I2,P3,P4+1)
Z3=ZA(P1+I1,P2+I2,P3+1,P4+1)
ZA(P1+I1,P2+I2,P3,P4)=Z0+Z1+Z2+Z3
ZA(P1+I1,P2+I2,P3+1,P4)=Z0-Z1+Z2-Z3
ZA(Pl+Il,P2+I2,P3,P4+1)=Z0+Z1-Z2-Z3
ZA(P1+I1,P2+I2,P3+1,P4+1)=Z0-Z1-Z2+Z3
25 CONTINUE
24 CONTINUE
DO 26 13=0,1
DO 27 14=0,1
ZO=ZA(P1,P2,P3+I3,P4+I4)
Z10=ZA(P1+1,P2,P3+I3,P4+I4)
Z01=ZA(P1,P2+1,P3+I3,P4+I4)
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Z11=ZA(P1+1,P2+1,P3+I3,P4+I4)
Z20=ZA(P1+2,P2,P3+I3,P4+I4)
Z02=ZA(P1,P2+2,P3+I3,P4+I4)
Z12=ZA(P1+1,P2+2,P3+I3,P4+I4)
Z21=ZA(P1+2,P2+1,P3+I3,P4+I4)
Z22=ZA(P1+2,P2+2,P3+I3,P4+I4)
ZA(PI,P2,P3+I3,P4+I4)=Z0+Z10+Z01+Z11+Z20+Z02+Z12+Z21+Z22
ZA(P1+1,P2,P3+I3,P4+I4)=Z0+Z01+Z02+(Z10+Z11+Z12)*ZJ
1 +(Z20+Z21+Z22)*ZJB
ZA(PI,P2+1,P3+I3,P4+I4)=Z0+Z10+Z20+(Z01+Z11+Z21)*ZJ
1 +(Z02+Z12+Z22)*ZJB
ZA(P1+1,P2+1,P3+I3,P4+I4)=Z0+Z12+Z21+(Z10+Z01+Z22)*ZJ
1 +(Z11+Z20+Z02)*ZJB
ZA(P1+1,P2+2,P3+I3,P4+I4)=Z0+Z11+Z22+(Z10+Z02+Z21)*ZJ
1 +(Z01+Z20+Z12)*ZJB
ZA(P1+2,P2+1,P3+I3,P4+I4)=Z0+Z11+Z22+(Z01+Z20+Z12)*ZJ
1 +(Z10+Z02+Z21)*ZJB
ZA(Pl+2,P2,P3+I3,P4+I4)=Z0+Z01+Z02+(Z20+Z21+Z22)*ZJ
1 +(Z10+Z11+Z12)*ZJB
ZA(P1,P2+2,P3+I3,P4+I4)=Z0+Z10+Z20+(Z02+Z12+Z22)*ZJ
1 +(Z01+Z11+Z21)*ZJB
ZA(P1+2,P2+2,P3+I3,P4+I4)=Z0+Z21+Z12+(Z11+Z20+Z02)*ZJ
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1 +(Z01+Z10+Z22)*ZJB
27 CONTINUE
26 CONTINUE
DO 28 11=0,2
DO 28 12=0,2
DO 28 13=0,1
DO 28 14=0,1
ZA(P1+I1,P2+I2,P3+I3,P4+I4)=ZA(P1+I1,P2+I2,P3+I3,P4+I4)*FACT
28 CONTINUE
RETURN
END
SUBROUTINE COEF(IT,M,MP)
DIMENSION IC(64),IT(MP)
INTEGER N, DB,PB,IP,PA,PILE(20)
N=M
IP=0
PB=1
DB=1
PA=1
N0=N/2
DIV=MP/M
2 IF (N .EQ. 1)
5
6
10
3
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G0 TO 3
N2=N/2
PB=2*PB
N=N2
IP=IP+1
PILE(IP)=0
GO TO 2
PA=PA+DIV
DB=DB+PB/2
PILE(IP)=1
GO TO 2
IP=IP-1
N=N*2
PB=PB/2
DB=DB-PB
IF (IP .EQ. 0) GO TO 100
IF (PILE(IP) .EQ. 0) GO TO 5
GO TO 6
IC(DB)=PA
GO TO 10
DO 101 J=1,M
DO 102 K=0,DIV-1
100
IT(J+M*K)=IC(J)+K
102
101
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CONTINUE
CONTINUE
RETURN
END
Annexe 3
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PROBLÈME DES LONGUES COURTES PÉRIODES.
Considérons les équations de Lagrange pour un problème planétaire semi-numérique de
quatre planètes. Formellement, elles peuvent s’écrire, en ne gardant comme variables que
les longitudes moyennes et en développant en fonction du temps les fonctions angulaires
des angles lents :
|( £ Mt)eik X)= £ ck(t)eik-\ (1)
itez4 Jtez4
où Xk(t)elk x est la solution cherchée et a(t) = ak(t)elk'x le développement des
kez4 kez4
seconds membres des équations de Lagrange pour la solution x ; les termes Xk et a\t étant
des fonctions quasi-périodiques du temps. Nous ne pouvons résoudre ce système général,
et les approximations cherchées sont des séries de Poisson tronquées à l’ordre n en temps,
que l’on peut espérer être obtenues à partir des séries de Taylor tronquées à l’ordre n
des fonctions Xk (hypothèse forte (HF)), ou tout du moins que les seconds membres
des équations de Lagrange soient obtenues de cette façon (hypothèse faible (Hf)), (HF)
entraînant (Hf).
Deux questions se posent :
1) le processus itératif, à un ordre n donné, est-il convergent ?
2) le processus étant convergent, peut-on obtenir, pour n assez grand, des bonnes
approximations de la solution ?
Je n’ai toujours pas de réponse à la question 1, quoique je pense que non, si l’on n’élimine
pas, a priori, les termes à Longues Courtes Périodes, dont certains sont découverts a
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posteriori, dans les séries recherchées. En revanche, je peux donner une réponse partielle à
la deuxième question dans ce qui suit.
Supposons tout d’abord le processus convergent, et examinons la découverte, au fil des
itérations, des approximations polynomiales de la solution en fonction des approximations
polynomiales des seconds membres des équations de Lagrange.
Plaçons nous dans le cas idéal de l’hypothèse (Hf).
L’équation (1) est la somme d’équations différentielles linéaires, du type :
= «(*)«’•''“ (2)
où on a posé /i = k\r] \ + • • • -f £4774, 771,..., 774 étant les moyens mouvements moyens
des longitudes, fj, est supposée être une constante réelle non nulle, x et a des fonctions
quasi-périodiques.
Nous savons intégrer cette équation linéaire, x doit vérifier l’équation
x + ifix = a
et donc :
x(t) = (/ a(s)el*l3ds + À0^ e-I/i<,
À0 étant une constante arbitraire.
a étant une fonction quasi-périodique, nous pouvons supposer que a est de la forme
a(t) = aaelQt, où les a sont des réels. Et puisque le second membre de cette équation
linéaire est une somme, nous pouvons supposer tout d’abord que a(t) = eiat, la solution
générale sera alors obtenue par combinaison linéaire des solutions partielles.
On trouve alors :
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1
x(t) = ——-e'at + A' e"*^,
i(a + fi)
où Aq est une contante arbitraire, si a + fi 7^ 0 et
x(t) — (t + Ao)e*M<
si a + fi = 0.
Approchons a par sa série de Taylor tronquée à l’ordre n :
r . A (ia)n 1.
[“]»(*) = Y {~TTt -
k—0
et cherchons l’unique solution polynomiale xn de l’équation x + ifix = [a]n.
Posons zn(£) = Y^k=0 Pktk et [°]n(0 = Xa=o aktk on a, en identifiant terme à terme les
coefficients des polynômes trouvés dans les deux membres de l’équation :
/
(k + l)Ab+i + ififik = ock, (k<n).
On trouve, pour p G [0, n] :
Pp ~ / yV 1) /• \jfc I +
(*/*)
et dans le cas qui nous intéresse :
1 (ioi)p / a A "+I (-V)”'
z(o -1- /i) p! V /J p! J
n + 1 (-i»p + (-Q
V p! (p-1)
si a -f fJ> i2 0 et
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si a + fi = 0.
On trouve donc :
x
i(a + fi)
n-f 1
AV
si a -f fi ^ 0 et
xn(t) = (< +
Ifl
si a + fi = 0.
On en déduit donc :
cü 1
- si | —| < 1, la suite (i„) converge vers x(t) = — -e,a< uniformément sur un intervalle
fi i(a + fi)
, a
compact et que de plus si | —| << 1, xn[t) ~ yX ] n (0 ? 5
CH
- si | — | > 1, la suite (xn) diverge.
En conclusion, nous pouvons alors répondre partiellement à la question 2 :
- Dans un cas général, l’hypothèse forte (HF) ne peut être vérifiée, mais, dans le cas où
toutes les pulsations a sont très petites par rapport aux pulsations fi correspondantes,
l’approximation xn est très proche de la série tronquée de Taylor d’une solution x,
- Sous l’hypothèse faible (Hf), s’il existe une pulsation a supérieure ou égale à la pulsation
fi (fi est la pulsation d’une Longue Courte Période), la partie polynomiale des séries de
Poisson ne converge pas, et donc que ce n’est pas en cherchant à pousser à un ordre toujours
plus élevé les approximations, que nous pourrons trouver une théorie acceptable. Le seul
remède est alors de ne pas chercher une série de Poisson contenant des termes à Longues
Courtes Périodes, et d’éliminer un de ces termes, dès qu’on se doute du phénomène, en
développant la fonction x(t)elk X en polynôme du temps seul.
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Ces conclusions ne permettent pas cependant de conclure à la non convergence du
processus itératif, en effet la recherche des solutions polynomiales d’une équation du type
x + i[ix — A, où A est un polynôme, est un algorithme instable et une légère perturbation
du second membre peut entraîner d’importants changements dans la solution, il est donc
concevable qu’on puisse obtenir une bonne théorie planétaire sans que les séries de Poisson
obtenues soient les séries de Taylor que l’on aurait pu espérer au départ. D’autre part, bien
que la partie polynomiale des solutions obtenues dans le cas de l’hypothèse faible (Hf) soit
divergente, la solution complète (xn(i)eI/x< est, à une constante additive près, uniformément
convergente vers une solution de l’équation.
En effet, considérons maintenant la solution approchée ;rn(£)el/i* de l’équation de départ
(dans le cas où a + fi ÿé 0).
*„(*)«'" = T
i(oc + fi) i(a + fi) \ fi
a
n+l
[e~,>*]ne,>‘.
Or [e-,f“]n = e-"' - ^ donc :
fc=n+l
'n(t)e^=v , —
i(a + fi)
ou on a pose :
a
1 /f CK
a + fi) \K V
+oo ,
V -ifi)
fc=n+l
k\
n+l
+ ~
i(a + fi)
Rn(t)-
Rn(t) = —
\ ^
Pour tout t dans l’intervalle [0,T] (T réel positif), on trouve, en appliquant l’inégalité de
Taylor-Lagrange :
+oo
E
k=n+1
H^y
k\
ri <
<
n+l
(n + 1)!
tn+1
{n + 1)!
sup |(e-l^)(n+1)|
n+l
donc
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l*»(OI <
(|g|r)°+1
(n + 1)!
Ainsi :
1 / \ n+l
lim xn(t)elflt + ; r ( ) = x(t)el
n—+oo z(^Or + fi) \ fl J
uniformément sur l’intervalle [0,T].
Nous pouvons donc remarquer que, sous l’hypothèse qu’à un ordre n donné, les seconds
membres sont obtenus à partir des développements de Taylor de la solution, en ajustant
soigneusement, à chaque ordre n, les conditions initiales, la suite des séries de Poisson,
calculées uniquement en fonction du temps, converge vers une solution de l’équation (1).
Annexe 4
ÉVOLUTION DE CERTAINS RÉSULTATS NUMÉRIQUES AU FIL DES ITÉRATIONS
Nous nous proposons de regarder l’évolution des termes polynomiaux des arguments
2Àj — 6A5 + 3Àjy et 4Àj — IIA5 4- 3Au dans les longitudes moyennes des quatre grosses
planètes au cours des itérations. Nous avons retenu les solutions obtenues lors des cinq
itérations effectuées à l’aide de la méthode de fusion avec TOP82. Ces solutions sont
appelées par la lettre I suivie du numéro d’ordre (14 représentant les résultats de la fusion
de la quatrième itération (( naturelle » avec TOP82, tandis que 15 jusqu’à 18 représentent
les résultats obtenus à partir de la solution précédente.
Nous noterons, pour un argument 0 donné :
CjtJJ cos 6 4- s^n ^
le terme correspondant de la série.
Les coefficients Cj et sj sont regroupés dans les tableaux suivants :
Tableaux 1,2,3 et 4 : termes correspondant, pour les quatre grosses planètes, à
l’argument 2Ay — 6 As + 3Ajy, donnés en secondes de degré pour t exprimé en milliers
d’années.
Tableaux 5,6,7 et 8 : termes correspondant, pour les quatre grosses planètes, à
l’argument 4Aj — 11 As 4 3Au, donnés en secondes de degré pour t exprimé en milliers
d’années.
-117-
Pour évaluer l’évolution de ces coefficients, nous avons calculé l’écart relatif de ceux-ci
pour différentes itérations : si c” et s" sont les coefficients trouvés à l’issue de l’itération
In, le terme dans la colonne In :1m correspond pour un degré donné j à
/(cn _ cmy + (5n _ s«)2
Les résultats sont regroupés dans les tableaux suivants :
Tableaux l’,2’ et 3’ : écarts correspondant, pour les trois premières grosses planètes, à
l’argument 2A j — 6À5 + 3A(/, donnés en pourcentage.
Tableaux 5’,6’ et 7’ : écarts correspondant, pour les trois premières grosses planètes, à
l’argument 4Xj — IIA5 -f 3Afy, donnés en pourcentage.
(les tableaux pour Neptune n’ont pas été écrits, car ils auraient été sans signification : les
coefficients sont petits et n’ont pas un bon comportement).
On pourra constater que :
- les coefficients de l’argument 2Xj — 6A5 -f 3Au se comportent bien pour Jupiter et
Uranus et si, pour Neptune, ils ne semblent pas converger, ils sont petits et de l’ordre du
centième de secondes sur 1000 ans ; en revanche, ceux de Saturne ont un comportement
moins satisfaisant.
-les suites des coefficients de l’argument 4Aj — 11 As -f 3 A u semblent avoir deux valeurs
d’adhérence et il est possible que ceci soit dû au degré insuffisant pris dans la construction
de la théorie pour les développements en puissances du temps. Il est également possible que
l’on soit en présence d’une difficulté due à la méthode prise, auquel cas ce comportement
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se retrouverait dans la construction d’une théorie comportant des polynômes de degré plus
élevé.
A titre de comparaison, les résultats obtenus, pour les planètes Jupiter et Saturne, par
les théories VSOP 82 ET JASON 84 sont regroupés dans les tableaux 9, 10, 11 et 12. Ils
ont été écrits dans les mêmes unités.
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14 15 16 17 18
d° Ci si Ci Si ci Si ci Si Ci si
0 1,4711 9,5596 1,4606 9,4505 1,4969 9,5015 1,4358 9,3710 1,4980 9,4962
1 1,9201 -1,5836 1,8888 -1,5348 2,0068 -1,6298 1,9323 -1,5421 1,9870 -1,6085
2 -0,2957 -0,1861 -0,3010 -0,1903 -0,3249 -0,1775 -0,3308 -0,1902 -0,3323 -0,1827
3 -0,0075 0,0308 -0,0091 0,0346 -0,0074 0,0372 -0,0059 0,0367 -0,0064 0,0376
4 0 0 0 0 0 0 0 0 0 0
Tableau 1. Longitude de Jupiter : Argument 2Aj — 6A5 + 3Au en secondes de degré sur 1000 ans.
d° 14 :I5 15 :I6 16 :I7 17 :I8 14 :I6 15 :I7 16 :I8
0 1,1 0,6 1,5 1,4 0,7 0,9 0,1
1 2,4 5,9 4,6 3,4 3,8 1,8 1,1
2 1,9 7,3 3,7 2,0 8,2 7,8 2,4
3 11,5 4,3 JL7... 16,9 10,3 2,8
Tableau 1’. Longitude de Jupiter : écarts en pourcentage des coefficients de l’argument 2Aj — 6A5 + 3Aj/.
14 15 16 17 18
d° ci Si Ci Si Ci Si Ci Si Ci si
0 -4,8662 -30,1032 -4,9589 -29,8912 -4,7868 -29,6589 -4,7824 -29,4381 -4,8807 -29,7258
1 -6,0912 4,8202 -5,9510 4,7496 -6,5351 5,1545 -6,1409 4,7918 -6,3712 4,9970
2 1,0503 0,7366 0,8872 0,5662 0,9990 0,5866 0,9788 0,6047 1,0509 0,6331
3 0,0296 -0,1052 0,0365 -0,1055 0,0331 -0,1178 0,0300 -0,1163 0,0302 -0,1210
4 -0,0070 -0,0009 -0,0045 0,0004 -0,0023 0,0024 -0,0011 0,0029 -0,0004 0,0035
Tableau 2. Longitude de Saturne : Argument 2Aj — 6A5 -f 3Au en secondes de degré sur 1000 ans.
d° 14 :I5 15 .16 16 :I7 17 :I8 14 :I6 15 :I7 16 :I8
0 0,7 1,0 0,7 1,0 1,5 1,6 0,4
1 2,1 8,5 6,9 3,8 6,7 2,5 2,8
2 22,0 9,8 2,4 6,3 13,7 8,7 5,7
3 6,2 10,4 2,8 3,8 10,7 10,5 3,5
4 62,4 89,4 41,9 26,2 172,8 133,1 62,3
Tableau 2’. Longitude de Saturne : écarts en pourcentage des coefficients de l’argument 2A j — 6A 5 + 3 A u-
14 15 16 17 18
d° Ci s ; Ci Si Ci Si Ci Si ci Si
0 5,6024 29,2798 5,8124 29,5398 5,5475 29,3314 5,5822 29,3955 5,5252 29,3325
1 6,5556 -4,7509 6,3689 -4,6003 6,5773 -4,8800 6,5856 -4,8980 6,5898 -4,9053
2 -0,9565 -0,7651 -0,8979 -0,7290 -0,9565 -0,7700 -0,9291 -0,7467 -0,9539 -0,7689
3 -0,0524 0,1066 -0,0528 0,1000 -0,0532 0,1028 -0,0535 0,1017 -0,0535 0,1023
4 0,0099 0,0016 -0,0141 -0,0057 0,0103 0,0020 0,0108 0,0021 0,0108 0,0021
Tableau 3. Longitude d’Uranus : Argument 2Aj — 6As + 3 Au en secondes de degré sur 1000 ans.
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d° 14 :I5 15 :I6 16 :I7 17 :I8 14 :I6 15 :I7 16 :I8
0 1,1 1,1 0,2 0,3 0,2 0,9 0,1
1 3,0 4,3 0,2 0,1 1,6 4,5 0,3
2 5,9 5,8 3,0 2,7 0,4 3,0 0,2
3 5,8 2,4 0,9 0,5 3,3 1,6 0,5
4 6,5 4,8 -jg. 0,0 -5q4- 4,9
Tableau 3’. Longitude d’Uranus : écarts en pourcentage des coefficients de l’argument 2Aj — 6A5 -f 3Ay.
14 15 16 17 18
d° Ci si Ci si ci si Ci si ci s i
0 -0,0005 -0,0037 -0,0157 -0,0178 0,0094 0,0084 -0,0070 0,0015 0,0951 0,0850
1 -0,0110 -0,0010 0,0085 -0,0098 -0,0068 0,0045 0,0098 -0,0120 -0,0050 0,0004
2 0,0186 0,0137 0,0095 0,0068 0,0005 -0,0020 0,0084 0,0056 0,0084 0,0047
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0
Tableau 4. Longitude de Neptune : Argument 2Aj — 6A5 + 3Au en secondes de degré sur 1000 ans.
14 15 16 17 18
d° Cj Si Ci «i ci «i ci si Ci si
0 -2,8988 -3,4306 -2,7137 -3,2027 -2,9905 -3,5437 -2,6250 -3,1619 -2,9995 -3,5266
1 -1,8200 2,3811 -1,6960 2,2260 -1,9634 2,5554 -1,7390 2,2660 -1,9578 2,5641
2 0,8863 0,4567 0,9049 0,4503 1,0069 0,5368 0,9241 0,4774 0,9929 0,5065
3 0,0611 -0,1941 0,0590 -0,1928 0,0752 -0,2200 0,0683 -0,2096 0,0697 -0,2217
4 -0,0235 -0,0041 -0,0219 -0,0037 -0,0253 -0,0037 -0,0234 -0,0030 -0,0255 -0,0031
Tableau 5. Longitude de Jupiter : Argument 4Aj — IIA5 + 3Au en secondes de degré sur 1000 ans.
d° 14 :I5 15 :I6 16 :I7 17 :I8 14 :I6 15 :I7 16 :I8
0 7,0 9,5 12,9 11,3 3,1 2,4 0,4
1 7,1 13,2 12,8 11,4 7,0 2,1 0,3
2 1,9 11,7 9,8 6,7 12,7 3,2 3,0
3 1,2 13,6 5,7 5,2 12,7 8,7 2,5
4 7,4 13,3 8,6 8,2 7,2 .7,0 2,5
Tableau 5’. Longitude de Jupiter : écarts en pourcentage des coefficients de l’argument 4Aj — 11 As + 3Au
14 15 16 17 18
d° c 7 St Ci Si Ci Si ci s 7 Ci si
0 9,3966 10,4991 6,2278 7,1333 8,8890 9,9951 5,4529 6,7865 8,8994 9,9870
1 6,0996 -8,1439 3,8304 -5,3392 5,5347 -7,5496 3,6227 -4,8226 5,5316 -7,4932
2 -2,8580 -1,4451 -2,2167 -1,0264 -2,9704 -1,4517 -2,0965 -0,9967 -2,8585 -1,3794
3 -0,1853 0,5890 -0,1505 0,5214 -0,2125 0,6767 -0,1480 0,5129 -0,1959 0,6617
4 0,0667 0,0113 0,0593 0,0092 0,0782 0,0118 0,0659 0,0087 0,0755 0,0094
Tableau 6. Longitude de Saturne : Argument 4Aj — IIA5 -f 3 Au en secondes de degré sur 1000 ans.
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d° 14 :I5 15 :I6 16 :I7 17 :I8 14 :I6 15 :I7 16 :I8
0 48,8 29,2 54,0 35,2 5,3 9,7 0,1
1 54,9 29,8 55,2 35,2 8,6 9,2 0,6
2 31,3 26,2 42,4 26,9 3,4 5,3 4,2
3 14,0 23,6 30,9 21,4 12,9 1,6 3,2
4 12,8 24,1 19,1 12,6 14,6 10,0 4,7
Tableau 6’. Longitude de Saturne : écarts en pourcentage des coefficients de l’argument A\j — IIA5 + 3Ajj.
14 15 16 17 18
d° Ci si Ci si ci Si ci s,- Ci s i
0 -1,7249 -1,4611 -1,7663 -1,6186 -1,5495 -1,4767 -1,6485 -1,6148 -1,5125 -1,4709
1 -0,7185 1,3681 -0,8164 1,3885 -0,7192 1,2078 -0,8095 1,2888 -0,7218 1,1878
2 0,5245 0,1658 0,5081 0,1799 0,4381 0,1545 0,4560 0,1700 0,4273 0,1517
3 0,0190 -0,1183 0,0206 -0,1122 0,0165 -0,0953 0,0189 -0,1016 0,0160 -0,0947
4 -0,0152 -0,0006 -0,0141 -0,0006 -0,0121 -0,0002 -0,0129 -0,0003 -0,0123 -0,0002
Tableau 7. Longitude d’Uranus : Argument 4Aj — IIA5 -f 3A(y en secondes de degré sur 1000 ans.
d° 14 :I5 15 :I6 16 :I7 17 :I8 14 :I6 15 :I7 16 :I8
0 6,8 12,1 8,5 10,6 8,2 5,1 1,8
1 6,2 14,6 8,0 9,6 11,4 6,6 1,4
2 4,0 16,0 4,9 7,5 18,8 10,9 2,5
3 5,5 18,0 6,5 7,8 23,9 10,4 0,8
4 7,8 16,8 6,2 4,9 25,9 9,6 1,6
Tableau 7’. Longitude d’Uranus : écarts en pourcentage des coefficients de l’argument 4Aj — IIA5 + 3Au-
14 15 16 17 18
d° ci si ci si ci si ci Si ci Sj
0 0,2546 0,2452 -0,0125 -0,0528 0,1371 0,1065 -0,0527 -0,0668 -0,010 -0,0016
1 0,1964 -0,2612 -0,0039 -0,0197 0,0863 -0,1508 -0,0209 0,0014 0,0654 -0,1055
2 -0,0697 -0,0388 -0,0197 -0,0049 -0,0765 -0,0321 -0,0336 -0,0105 -0,0608 -0,0276
3 -0,0036 0,0086 -0,0013 0,0050 -0,0056 0,0197 -0,0031 0,0113 -0,0055 0,0172
4 0 0 0 0 0,0022 0,0004 0 0 0 0
Tableau 8. Longitude de Neptune : Argument 4A.; — 11 As + 3Au en secondes de degré sur 1000 ans.
VSOP82 JASON
d° Ci Si Ci si
0 1,4768 9,4703 1,4768 9,4703
1 1,8627 -1,5124 1,8627 -1,5124
2 -0,3593 -0,1918 -0,3593 -0,1918
3 0 0 -0,0067 0,0174
4 0 0 0,0006 0,0001
Tableau 9 :Longitude de Jupiter : Argument 2Aj — 6As -f 3Au en secondes de degré sur 1000 ans.
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VSOP82 JASON
d° ci Sj C7 Sj
0 -4,8532 -29,7243 -1,8532 -29,7243
1 -6,0628 5,5610 -6,0628 5,5610
2 0,9449 0,5851 0,9449 0,5851
3 0,0210 -0,0470 0,0210 -0,0470
4 0 0 -0,0017 -0,0005
Tableau 10 :Longitude de Saturne : Argument 2Aj — 6As + 3Au en secondes de degré sur 1000 ans.
VSOP82 JASON
d° Cj Si Cj si
0 -2,7077 -3,1891 -2,7321 -3,1957
1 -1,6005 2,1405 -1,6350 2,2385
2 0,6271 0,3014 0,8372 0,3411
3 0 0 0,0234 -0,2007
4 0 0 -0,0319 0,0032
5 0 0 0,0014 0,0039
6 0 0 0,0004 -0,0002
Tableau 11 : Longitude de Jupiter : Argument 4Aj — IIA5 + 3A{/ en secondes de degré sur 1000 ans.
VSOP82 JASON
d° ci si ci Sj
0 6,9582 8,2351 7,0380 8,2322
1 4,2198 -5,5610 4,2117 -5,7665
2 -1,9068 -0,8899 -2,1566 -0,8787
3 -0,0703 0,3338 -0,0721 0,5011
4 0 0 0,0821 -0,0083
5 0 0 -0,0036 -0,0101
6 0 0 -0,0009 0,0006
Tableau 12 :Longitude de Saturne : Argument 4Aj — 11 As + 3Au en secondes de degré sur 1000 ans.
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