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Abstract
The possibility of life on Mars provided the impetus for NASA to design a Mars
Sample Return Mission with the purpose of obtaining a Martian soil sample and
returning it safely to Earth. Before the currently proposed Mars Sample Return
Mission can be launched, there are many aspects of the mission that must be tested
to prove its feasibility. The Mars Premier Orbiter Mission, among its many goals,
will attempt a flight experiment of a Mars-orbit autonomous rendezvous between the
Orbiter and a small sample canister, similar to what is being proposed in the MSR
mission. In this thesis, several rendezvous trajectories are designed that bring the
Orbiter from a relative range of ~ 5000m to - 20m. Each trajectory is analyzed
using a linear covariance analysis tool, from which many insights and trends are
developed, including an improved corrective maneuver targeting strategy which is
used to maintain the desired trajectory. A final rendezvous trajectory is then designed
that satisfies all the constraints and combines the best attributes of the previous
analyses.
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Chapter 1
Introduction
The purpose of this study is to examine the issue of an autonomous rendezvous
between two spacecraft around Mars, and create a possible rendezvous trajectory
based on insights and trends found in sensitivity studies. This chapter will introduce
the background of the mission and some of the specific constraints imposed on this
study.
1.1 Mission Overview
Ever since conquering a Moon landing, the space industry has set it's sights on getting
to Mars. And just like the Moon landing, there is a significant interest in bringing
some Martian soil back to Earth. But due to the expansive distance and inherent
dangers in travelling to Mars, it is very likely that the first Mars samples brought
to Earth will be delivered by robots. In fact, a robotic Mars Sample Return (MSR)
mission is currently under development by NASA. The current mission scenario in-
volves two spacecraft. The first is launched from Earth, travels to the surface of Mars,
collects a sample, and then launches the sample into orbit around Mars, appropri-
ately called the Orbiting Sample, or OS for short. Meanwhile, a second spacecraft is
launched sometime after the first with the goal of orbiting Mars (hence named the
Orbiter), capturing the OS, and returning safely back to Earth.
The issue of capturing the OS around Mars is no simple matter. Because of
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the significant transmission time delay between Earth and Mars, this rendezvous
has to be autonomous. It also has to be done in a way that assures a minimal
probability of accidental collision and is fuel efficient as well. Because NASA has
never attempted an autonomous rendezvous around Mars, JPL was asked by NASA
to design a technology demonstration experiment to prove that this autonomous
rendezvous is actually feasible. The research in this thesis is tailored to the technology
demonstration, but many of the results are applicable to the actual MSR mission as
well.
To conduct this technology demonstration mission, NASA and JPL have teamed
with the French Space Agency (CNES), to create the Mars Premier Orbiter Mission.
This mission has multiple objectives, of which the first primary objective is to deliver
four Netlander science stations to the surface of Mars, and then provide at least a
year of science-telemetry relay between the stations and Earth. The second primary
objective is to demonstrate the capability for an autonomous rendezvous that can be
used in a future MSR mission. The third main objective is to perform orbital Mars
science. At the time of this writing, the Premier mission is scheduled for launch in
2009. In terms of the technology demonstration, the mission will be considered a suc-
cess if the Premier Orbiter can experimentally validate certain rendezvous hardware,
the rendezvous algorithms, and the mission design/operations technologies. As the
demonstration currently stands, the Premier Orbiter will carry with it a simulated
OS, and then release it when the technology demonstration segment of the mission
begins. It is important to note that an actual capture of the OS will not occur in the
flight experiment. Rather, the Premier Orbiter will close to within 2-3 meters of the
target and then back away to roughly 5km and repeat the rendezvous procedure.
1.2 Phases of the Rendezvous Demonstration
The rendezvous itself is an exhaustive trajectory that begins with the release of the
simulated OS, then retreats from the OS to a "safe range" of 5 - 10km, and lastly
approaches within a few meters of the OS and repeats the process. This process can
20
Figure 1-1: Rendezvous Mission Phases
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be broken into 5 phases: a Release Phase, an Intermediate Phase, a Terminal Parking
Phase, a Terminal Rendezvous Phase, and lastly a Capture Phase. Upon completion
of the Capture phase, the Orbiter then maneuvers away from the OS to the Terminal
Parking Phase and repeats the final three phases. A general drawing of the entire
rendezvous mission can be seen in Figure (1-1).
1.2.1 Release Phase
In this rendezvous demonstration, the simulated OS is carried onboard the spacecraft.
Therefore, in order to conduct a rendezvous, the OS must first be released and allowed
to drift away from the Orbiter. The two main objectives of the Release Phase are to
achieve a "safe range" between the Orbiter and the target, and collect enough optical
data to insure that the ground system can determine the Orbiter-Target relative orbit.
This "safe range" is characterized both as a distance (at least 5 - 10km), and relative
orbit that would not put either spacecraft in jeopardy of accidental collision if control
of the Orbiter is lost. At this stage, very little autonomy is required, so the sensor
data can be down-linked to the ground for further analysis. This process should take
approximately 48 hours.
This phase is replaced by a Search Phase in the actual MSR mission. In the MSR
mission, the Orbiter will be significantly far away from the small OS (between 500
and 4000km away). It is assumed that the OS launch vehicle has a very accurate
orbit insertion, where most orbital elements have small uncertainties, and only the
mean anomaly is completely unknown. Using a radio beacon aboard the target, a
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Narrow Angle Camera, and a one-way Doppler measurement aboard the Orbiter, the
location of the OS should be obtained within a few days. Again, this phase of the
MSR mission is not time-critical, and therefore data from the sensors can be down-
linked to the ground for processing. Upon acquiring accurate knowledge of the OS
location, the Orbiter will then begin to close the distance between the two spacecraft
to around 500km. In the MSR mission, this phase is likely to take one to two weeks.
A search phase demonstration is likely to occur after the Rendezvous demonstra-
tion in the Mars Premier Mission. In this demonstration, the Orbiter will retreat to
a distance greater than 500km, test all the sensors necessary to locate the target,
and then return to a relative distance of ~ 5km. The duration of the search phase
demo is likely to be several weeks and will require only minimal spacecraft resources,
allowing the Orbiter to concentrate on other mission objectives during this time.
1.2.2 Intermediate Phase
The second phase of the rendezvous is the Intermediate Phase. The primary purpose
of this phase is to simply move the Orbiter closer to the OS. At the "safe distance"
of 10km (or 500km in the actual MSR mission), the navigation is predominantly
optical, but Doppler measurements will be taken and processed on the ground. Most
of the orbit determination calculations will also be ground-based, but initial trials
of the onboard autonomous navigation system can be made. This phase is likely to
span a week in both the MSR mission and the demonstration mission, and terminates
when the Orbiter is 5km away from the OS. In addition, this phase will allow many
opportunities to share spacecraft resources with other mission objectives.
1.2.3 Terminal Parking Phase
The third phase of the rendezvous is the Terminal Parking Phase. When the Orbiter
is 5km downrange of the target, the Orbiter will hold its position in a "parking orbit".
This parking orbit is assumed to be an inclined football orbit, which will be explained
in detail in a later section. For now, it is sufficient to say that this parking orbit
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includes safety factors such as out-of-plane motion to minimize the risk of inadvertent
collisions (called passive collision avoidance capability). The autonomous closed-loop
navigation system will run for extended periods of time (but no longer than 24 hours)
to ensure that it is working properly. In the MSR mission, this phase will likely take
less than a week, but in the demonstration mission, the Orbiter will be repeatedly
returning to this parking orbit after completing a rendezvous attempt. This phase
will allow some shared use of spacecraft resources. It is also important to note that
the trajectories designed in this thesis begin from this Terminal Parking Phase.
1.2.4 Terminal Rendezvous Phase
The fourth, and most crucial phase to this thesis, is the Terminal Rendezvous Phase.
This phase is to take less than 24 hours and must bring the Orbiter from 5km to ~
20m. The spacecraft must be completely autonomous during this 24 hour period, and
will most likely require most of the spacecraft resources. This research focuses on the
analysis and design of the Orbiter approach throughout this phase. There are a variety
of different types of rendezvous maneuvers that can be utilized. Each maneuver type,
both individually and in combination, are analyzed and evaluated in this thesis. Much
of the detail in this phase is explained later, but the important evaluation parameters
to keep in mind are passive collision avoidance capability, navigation uncertainties,
deviations from the desired trajectory, total fuel spent, pointing uncertainty, and
spacecraft slew rate.
1.2.5 Capture Phase
The final phase of the rendezvous is the Capture Phase. In the technology demonstra-
tion, this phase ends just before a target "capture" occurs, so the entire rendezvous
can be repeated without any interference with the OS. The Orbiter precisely and
deliberately approaches the target from 20m to 2 - 3m. The relative closing speed
between the two spacecraft is likely to be around 2 - 5cm/s. This phase will also
require the dedicated use of most spacecraft resources. Accurate control of the space-
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craft in these close-proximity operations will be sufficient evidence to prove that an
actual capture of the target in the MSR mission would be feasible. This phase is
likely to take less than an hour, and in the demonstration mission, the Orbiter will
maneuver back to the Terminal Parking Orbit at the completion of this phase.
1.3 Mission Constraints
As with any project, this demonstration mission has constraints. The most influen-
tial constraint surprisingly arises from political restrictions. The Premier mission is
a joint venture between CNES (the French space agency), NASA, and JPL. Due to
budget constraints at JPL, there is no flight computer dedicated solely to the ren-
dezvous. Thus, the only flight computer onboard the Premier Orbiter is being built
by the French. International Traffic in Arms Restrictions (ITAR) regulate what in-
formation can be passed between countries, and loading the JPL-owned rendezvous
navigation/targeting algorithms onto a French flight computer would violate ITAR.
A solution to this problem is a simplistic approach that pre-computes maneuvers,
maneuver times, maneuver correction matrices, and navigation data matrices on the
ground and then uploads the data to be stored in the flight computer. The flight com-
puter can then autonomously correct the spacecraft position and follow the desired
rendezvous approach using onboard sensor data and simple matrix multiplication.
The details of this navigation approach will be discussed further in a later section.
In addition, budget constraints limit the available sensor suite, which has been
restricted to two optical cameras during the Terminal Rendezvous Phase of the mis-
sion.
Because the Premier Orbiter must meet several mission objectives, the spacecraft
orbit around Mars is extremely critical. The technology demonstration's main concern
is to enter a nearly circular orbit at roughly 550km altitude, an orbit similar to what is
expected for an actual MSR Orbiting Sample. Incorporating this and the constraints
of the other mission objectives results in a circular, sun-synchronous, 550km nearly-
polar orbit with roughly noon/midnight nodes.
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1.4 Scope and Overview of Thesis
To thoroughly analyze the entire rendezvous trajectory would be much more work
than can be covered in a single Master's thesis. Therefore, the studies done in this the-
sis are constrained to the Terminal Parking Phase and Terminal Rendezvous Phase.
These two phases require special attention because they are repeated several times in
the rendezvous demonstration, and an effective, efficient, and safe rendezvous trajec-
tory is imperative to demonstrate that the current MSR mission strategy is plausible.
Chapter 2 presents a detailed description of the simulation models and tools used
to analyze the various trajectories. An explanation of the spacecraft models, the
spacecraft dynamics, sensor models, and the Kalman Filter are all discussed. Chapter
3 describes the general procedure for implementing a Linear Covariance analysis,
similar to what is used to create many of the results in this document.
Chapter 4 introduces the basic types of rendezvous maneuvers used in close-
proximity space operations around a planet, including co-elliptic transfers, hop ma-
neuvers, and football orbits. These fundamental maneuvers are the cornerstones to
developing the more complicated trajectories shown later in the thesis.
In Chapter 5, the baseline trajectory for the Terminal Parking Phase is created.
The details of the trajectory are explained, as well as the results of a linear covariance
analysis of the baseline orbit. Furthermore, a sensitivity study alters the baseline
orbit in many different ways in order to better understand the trends and sensitivities
within the Terminal Parking Orbit. Lastly, an improved maneuver correction strategy
is introduced and analyzed.
Chapter 6 focuses on the Terminal Rendezvous Phase, and creates three ren-
dezvous trajectories based on insights gleaned in Chapters 4 and 5. Each trajectory
is analyzed using a linear covariance analysis, and the results are all compared in a
performance metric. From these results, a single final trajectory is created that com-
bines the best characteristics from all three trajectories. Lastly, a sensitivity study of
this final orbit discusses the robustness of this final trajectory.
Chapter 7 discusses conclusions drawn from the entire study and presents potential
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areas for future work.
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Chapter 2
Simulation Models
A difficulty in planning a Mars mission, or any space mission for that matter, is
that a mission planner cannot simply experiment with real rendezvous trajectories
by trial-and-error until an acceptable solution is found. Yet some kind of analysis
on the infinite possible trajectories must be done, and an effective solution is to use
simulation modeling. In order to have confidence in the results of a simulation, one
must first have an accurate and reliable model from which to base those results. The
model in this thesis, for example, had to accurately represent the physical orbital
dynamics around Mars as well as incorporate realistic models for the characteristics
of both the Orbiter and Orbiting Sample (OS), including sensors, actuators, and
onboard filter and maneuver algorithms.
2.1 Orbital Dynamics Model
For the analysis in this thesis to be credible, an accurate simulation of spacecraft
dynamics has to be established. The model in this thesis, for example, is required
to accurately simulate the motion of a satellite around the planet Mars. More im-
portantly, because the focus of this thesis is on the relative motion between two
spacecraft, the model must be able to produce each satellite's inertial motion and
the relative motion between them. To begin, a spacecraft's trajectory is adequately
described by it's position and velocity, meaning if the position and velocity of the
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spacecraft are known at one point, then the position and velocity of the spacecraft
at any other future time is also known (assuming a disturbance free environment).
Therefore, a typical state vector Y(t) concerning a spacecraft orbit contains it's posi-
tion N(t) and velocity Y(t) in three dimensions for a total of six elements.
_(t) =_ t (2.1)
V (t )
This state is governed by the laws of orbital mechanics, which can be used to prop-
agate the state into the future. Unfortunately, this is no easy task as the equations
of motion for a spacecraft are non-linear.
5(t) = f('(t)) where '(to) = io (2.2)
and can be expressed more specifically as:
R (t) = Y(t)
.4 # -pR(t) (2.3)Y(t) = grav (N? t) = #|N(t)|13
where the gravitational acceleration, aga,, is characterized by a gravititational pa-
rameter, p = 4.2828385943 x 1013 m 3/s 2, simply representing Mars as a point mass.
Higher order gravity terms, including J2, are not included because of their negligible
impact on close-proximity operations between two spacecraft. These non-linear equa-
tions are propagated in time to create a time-history of states (or trajectory), using a
Runga-Kutta 4th order integrator. The mission planner then tries to develop a suit-
able reference (or nominal) rendezvous trajectory that satisfies Eqn 2.2 and captures
the OS.
Lastly, because this specific scenario must keep track of two orbiting spacecraft,
the state vector contains both the OS and Orbiter states.
X(t) = [1N(t)oj Y(t)os R(t)orb V(t orb]T (2.4)
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2.1.1 Linearization
Many analysis tools, such as the Kalman filter and a Linear Covariance analysis
(both discussed in detail shortly) require linear models of the system dynamics. One
common tool for treating non-linear systems is to linearize the system about a nominal
state trajectory. If the actual trajectory remains within a narrow band of the nominal
trajectory, the dynamics are accurately described by linear equations.
The actual state vector, x, can be described as a summation of a nominal value,
Xnom, and a corrective term, of
X = Xnom + 6z (2.5)
Substituting the above equation into the non-linear state dynamics Equation (2.2).
yields
Xnom + X f (V M + 67) (2.6)
The non-linear term f(Anom + 6X) can be expanded using a Taylor series expansion.
f(nom + 6X) =f(nom) +
and results in the linearized equations about
67 =-
where A =
Of J --+ H.0. T.
the nomnast
the nominal state.
Aos
0f
OY nom
The partial derivatives in A can be calculated simply by using the orbital dynamics
equations from the previous section. Thus Equation (2.8) becomes
. 16R
6V [ 0 I.(dg.av) 0R 
- nom
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(2.7)
(2.8)
(2.9)
Remembering that this simulation contains both the OS and Orbiter states further
alters Eqn 2.9:
-. Ozo Aos 0 oo6X = 6 (2.10)
ozorb 0 Aorb 6zorb
The above Equation (2.10) shows the linearized dynamics of the state, but a
discrete form is often used to propagate the state forward. The discrete-time format
for Equation (2.8) is:
o-i+1 = #(ti, ti+1)6zi (2.11)
where #(ti, ti+1) is the state transition matrix from time tj to ti+1. This state transition
matrix must satisfy
where #(tj, tj) = I (2.12)
For this thesis, the state transition matrix is calculated by a 4th order Runga
Kutta integrator. [15]
I + T11+Ti
#(ti+1, ti) = T32
6T1T2)+ (T3 +T4)$ 1
IAt + Ai+. 5 6
I+T 2 2 ±T 4
where Ai = .9fIn_ax xnomi
T3 = Ai+.6 Aj
.T4 = Ai+1Ai+.5
Equation (2.11) now describes the orbital dynamics in a linear fashion that can
be introduced into a Kalman Filter or linear covariance tool.
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and
(2.13)
#(ti+1,7 ti) = A#(tj+1,7 ti),
= Ai + 2 Ai+.5
= 2 Ai+.s + Ai+1
2.2 Kalman Filtering Model
In an ideal scenario, the Orbiter would follow a certain trajectory flawlessly until it
captured the Orbiting Sample (OS). Yet this perfect scenario does not exist because
we humans cannot fully know exactly what the dynamics around Mars are (due to
minute effects such as solar radiation pressure, higher order gravity terms, multi-
body gravity terms, atmospheric drag, etc.) and, in addition, the spacecraft cannot
know exactly what its current state is (due to sensor measurement uncertainty). Both
the uncertainty in the simulated dynamics of the model and the uncertainty in the
onboard estimate of the state cause errors that must be acknowledged and hopefully
minimized. Similar engineering problems with these two uncertainties are found in a
variety of applications, and in 1960 R.E. Kalman developed a recursive algorithm for
minimizing the associated errors in linear systems, called the Kalman Filter [12].
Although Kalman Filtering has been adapted to accommodate a variety of specific
engineering problems, the filtering process in this analysis applies simply to a contin-
uous time system augmented by discrete time measurements. The state equation for
a linear system driven by zero-mean Gaussian white noise is
-(t) = A(t)-(t) + B(t) -(t) (2.14)
where S is the state vector, A(t) is the state dynamics matrix, B(t) is the state noise
matrix, and t'(t) is the state noise vector. The state noise has zero-mean and strength
S, generally written as
E[ iY(t)] 0
E[=(t) (r)T] S6(t - T) (2.15)
where E[] is the expectation operator and 6 is the Dirac delta function. Equation
(2.14) can also be written in discrete form, similar to Equation (2.11) in the previous
Linearization section.
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of(ti+1) = # (tj, tj+ 1)3s(t4) + (t) (.)
where 'd(ti) is the state disturbance at time ti. Measurements of the system also
occur at discrete times. These measurements contain their own sources of error, due
to sensor measurement limitations.
(2.17)
where 5(ti) is the measurement vector and H(ti) is the measurement sensitivity matrix
at time ti. The state disturbance, 'Wd(ti), and measurement error, V(tj), are assumed to
be zero-mean, white noise processes with a known covariance and no cross-correlation
with each other.
=0
=0
= Sd(ti)
0
R(ti)
0
=0, for
, ti= tj
7 ti 3t
ti= tj
ti# t
all i and j
In addition, the initial state vector Y(to) is now assumed to be a random variable
with a Gaussian (normal) distribution having a mean value equal to the initial nominal
state, Xnomo, and an initial covariance Po.
(2.23)X (to)
where 5 nomo
and Po
~ N( -omo, Po),
=E[s--o]
=E[(Xo 
- Xnomo)(XO 
- Xnomno)T]
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(2.18)
(2.19)
(2.20)
(2.21)
(2.22)
(2.16)
,F(ti) = H(tj)X'(tj) + 6--(ti)
E[ (ti)]
E[Y(tj)]
E[ Ga(ti) (tj)T]
E[Wd (t,)v,(ty) T]
In the presence of the aforementioned uncertainty, the true state, xi, at time tj is
not known. An estimate of the state, x , must be formed based on previous states
and measurements, with the superscript (-) serving as a reminder that this is the best
estimate prior to using any measurements that might be available at time ti. The
error at time tj is then defined as
ei = Xi - X (2.24)
Assuming this estimation error has zero mean, the state covariance matrix is defined
as
= E - 5)( - )] (2.25)
With both a state estimate, Y , and a measurement, z4, at time ti, one can choose
some linear combination of the uncertain state estimate and the noisy measurement
according to
Xi - Xi+ Kj( z- H) (2.26)
where Xi is the updated state estimate and Ki is some undetermined gain. The error
covariance matrix can be updated as well, following from Equation (2.25)
P = = E[(74 - 7)(Xi - i)T] (2.27)
Equation (2.17) can be substituted into Equation (2.26), which is further substituted
into the above equation to result in
P+ = (I - KiHi)P;(l - KjHj)T + KiRIKT (2.28)
which is the Joseph Formulation for computing the updated error covariance matrix
P-. It is important to note that this expression for the updated error covariance
matrix applies for any gain Ki, suboptimal or otherwise.
Certain values of Ki will produce better estimates than others depending on how
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noisy the measurements are and how uncertain the state estimate is. Some optimal
solution can be found that perfectly balances these two error sources. A standard
procedure for finding an optimal solution is to create some performance metric and
minimize it. For this application, the mean-square error is a suitable performance
criterion
J = E[ee = tr(P) (2.29)
where tr is the trace operator. Taking the derivative of J with respect to the gain Ki
and setting it equal to zero produces the following optimum gain Ki (also called the
Kalman gain)
K = P-HT(HiPyHT + R)- 1  (2.30)
This optimal gain can be inserted into Equation (2.28) to find the associated error
covariance matrix, Pt.
Now that the updated state vector and error covariance matrix have been found,
these values can be projected into the future to the next time-step. The updated
state estimate xi is easily propagated from ti to ti+1 via the state transition matrix
found in Equation (2.16)
Xi+1 = Oixi (2.31)
Similarly, the propagated error covariance matrix can be found by inserting the
previous equation and Equation (2.16) into
P = E [ee|= E[(i pe + Wd,(05~ei + Td,)
= #Pt#T + Sd, (2.32)
keeping in mind that Gid and ei have no cross-correlation from Equation (2.22).
If there is a new measurement available at time ti+1, then the estimated state and
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Figure 2-1: Flowchart of the Kalman Filter Process
error covariance matrix can be updated again, assimilating the new information. If
no measurement is available, then Xi±1 and P- 1 can be propagated further to time
ti 2 . See Figure .(2-1) for a graphical representation of the Kalman Filter process.
Please see references [15] and [5] for more details.
2.3 Spacecraft Models
In addition to trajectory dynamics, the simulation must model each spacecraft with
respect to all other pertinent parameters. Like Mars, both spacecraft are considered
point masses when orbital mechanics is concerned. Yet as these spacecraft approach
each other, their finite volumes need to be considered. The Orbiting Sample will be
discussed first, followed by the Orbiter.
2.3.1 Orbiting Sample Model
The Orbiting Sample (OS) is a small spacecraft containing simulated samples taken
from the Martian surface. Because of the extraordinary launch costs from the surface
of Mars, this spacecraft is designed to be simple, small, and lightweight. The OS is
modeled as a 20cm diameter sphere with very few onboard systems. A beacon with a
battery source and the sample canister are the only two systems onboard, other than
simple structural support. This kind of spacecraft is sometimes called a "dummy
spacecraft", and simply drifts around Mars with no possibility of altering it's orbit.
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The OS is also assumed to be covered in a reflective surface so exposure to direct
sunlight will illuminate the OS. Parameters such as mass and the moment of inertia
are omitted without harm since they do not affect the orbital mechanics and because
the rendezvous demonstration does not include an actual capture of the OS.
2.3.2 Orbiter Model
The Orbiter is a French vehicle named Premier. The autonomous rendezvous demon-
stration is one of it's many missions, and therefore many spacecraft parameters may
have been driven by requirements outside this mission. Again, parameters such as
mass and moment of inertia have been omitted for the same reasons as above. The
Orbiter must be able to slew, or change its orientation (generally by rotation about
the body axes) in order to keep the camera focused on the the target. It is assumed
that the Orbiter uses momentum wheels to maintain attitude control, thereby burn-
ing no fuel to keep the OS within the line of sight. The momentum wheels cannot
slew the spacecraft infinitely fast, and large slew rates require dangerously high spin
rates of the attitude control system. Therefore, to ensure the safety of the spacecraft
itself, limitations are placed on the slew rate. For this spacecraft, the maximum slew
rate is 0.50/s throughout the entire rendezvous trajectory.
The actual relative motion of the Orbiter is controlled by actuators (thrusters).
In fact, there are two maneuver actuator modes onboard the Orbiter: vector mode
and X-mode. These modes describe two maneuver execution procedures. For most
satellites, including the Premier Orbiter, there are several small thrusters strategically
located around the spacecraft, pointing in all three body axes. In vector mode, if a
maneuver needs to be executed, the spacecraft fires some combination of thrusters
that results in the desired maneuver vector without changing the orientation of the
spacecraft. The benefit of vector mode is the ability to keep the spacecraft in a desired
orientation, regardless of the direction of the maneuver. But by firing thrusters in
many directions at the same time, vector mode can be inefficient in terms of fuel spent.
Vector mode is often used when the maneuver magnitudes (and therefore the amount
of fuel) is small, such as station-keeping maneuvers. In X-mode, the spacecraft rotates
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to an orientation where the body X-axis is aligned with the required AV. A subset
of the thrusters (aligned with the X-axis) are then used to execute the maneuver.
The spacecraft then rotates back to the original orientation after the maneuver. By
thrusting in the desired direction as opposed to summing up the AV from several
thrust directions, X-mode is typically a more efficient use of fuel. However, the
expense of slewing the spacecraft away from it's original orientation might make this
a risky choice in close proximity operations. The Orbiter spacecraft will use both
modes, depending on the purpose and magnitude of the maneuver.
2.4 Sensor Models
The Orbiter contains a variety of sensor models which will be described in the fol-
lowing sections.
2.4.1 IMU/Star Camera Model
Onboard the Orbiter are a few sensors designed to help the Orbiter understand its own
position, velocity, and attitude. Star cameras are used to determine the spacecraft
attitude in relation to the stars. The errors associated with the star cameras are
called Inertial Attitude Knowledge Errors.
Also onboard the Orbiter is an Inertial Measurement Unit, or IMU. The IMU is
used to measure the Orbiter's angular velocity and translational acceleration. The
two primary functions of the IMU are to accurately sense any maneuvers and provide
the attitude tracking in between star camera measurements. The errors associated
with the first function are Maneuver Knowledge Errors, and the errors associated
with the second function are the Attitude Knowledge Errors again. Both errors will
be quantified in a later section.
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Range reI, > 500m 500m > rre > 50m rrel < 50m
Picture Rate every 60 sec every 30 sec every 10 sec
Table 2.1: Range-Varying Picture Rates
2.4.2 Camera Model
The Orbiter must be able to view the OS with some kind of sensing device. There
are many sensors available on the market, such as optical cameras, RDFs (Radio
Direction Finders), and LIDARs. Due to budget constraints, RDF's and LIDARS
are not available. Seen as an equivalent substitute, two optical cameras are available
on the Orbiter: one Wide-Angle Camera (WAC) and one Narrow-Angle Camera
(NAC). The 1.4 degree field-of-view NAC is the primary sensor used in the Terminal
Rendezvous Phase of the mission, with the Wide-Angle Camera only to be used as a
backup, if the OS drifts widely out of the NAC field of view, and when the Orbiter
is within 100 - 500m of the target. In this section, the details of the NAC and it's
implementation into the simulation will be fully discussed.
Although the rendezvous demonstration is one of the primary objectives of the
Premier mission, the Orbiter will sometimes be occupied with tasks related to other
objectives during the Intermediate and TPP phases of the rendezvous. Consequently,
the camera can be used only so often. Fortunately, when the Orbiter is far away from
the target, there are no drastic changes in position so sparse camera measurements
are acceptable. As the Orbiter moves closer to the OS, the measurements become
increasingly important, so the camera pictures must increase in frequency. Table (2.1)
shows the picture frequency as a function of distance to the target.
Despite a multi-tasked Orbiter, it is assumed that the Orbiter is always capable
of orienting the camera toward the expected OS location. Then, if the OS is indeed
within the Field-of-View (FOV) of the camera, three measurement values can be
obtained from each picture: an elevation (e), azimuth (a), and range to target (Irrei)
with respect to a body-fixed coordinate frame. Elevation and azimuth are simply the
angles from the camera boresight to the target. The range to the target is determined
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Figure 2-2: Camera Measurements in Camera-based Relative Frame
from the relative size of the target image. The target image illuminates a certain
number of pixels in the camera, and a computer algorithm estimates the apparent
diameter of the target based on that image, which can then be used to estimate the
range to target. These three measurements can be seen in Figure (2-2).
These measurements are clearly non-linear functions of the state variables.
Z= a = (z) + V (2.33)
IfTrelI|
In order to transform this equation into a usable expression, a first order Taylor
series expansion can be performed about the nominal trajectory, snom-
Z= h(Xn) + HbY+ V (2.34)
where
[ e De ae
X 1 0X2 OXn
H - - aa a (2-35)
X Enom
L aXJ an . Snom
In order to find this measurement sensitivity matrix, H, the three measurements
must be written as functions of the state variables. Returning to Figure (2-2), the
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relative position vector shown in this camera-based coordinate frame can be described
as
r= irelilos (2.36)
where the superscript c denotes the camera-based relative frame and icos is the Line
of Sight unit vector defined as
[ coseTcosar 1
aios = cosersinQ (2.37)
sin eT
This equation accurately describes the line of sight in an error free world. But
uncertainties must be introduced. The measurements from the camera might be
slightly off due to small misalignments within the camera, or the electronic readout
of the instrument might be slightly biased. For these reasons, a precautionary angle
measurement bias error is introduced. Elevation bias, be, and azimuth bias, b., are
added to Equation (2.37) in the following manner.
eT = e-be
aT = a - ba
cos(e - be) cos(a - b,)
el= | relIZLOS =|rel| cos(e - be) sin(a - ba) (2.38)
sin(e - be)
On the left hand side of this equation is the relative position, and on the right is
a function of the measurements. But to find the components of H, the left hand side
must be a function of the state vector. The left hand side can be replaced by applying
a second approach to finding the relative position, gel, via a series of transformations
of frIe from the inertial frame, where ',{Ie = N - Ro.b*
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TCe4 = Tc.(, 
- Norb) (2.39)
In Eqn (2.39), Tyx represents the transformation from the X coordinate frame to
the Y coordinate frame. In the above equation, the transformation Tcb() accounts
for any small static differences in the alignment of the camera-based reference frame
and the Orbiter's body-based reference frame, where E is appropriately termed the
body-fixed static alignment error. During the construction of the Orbiter, the physical
orientation of the camera relative to the spacecraft body is known only to a certain
precision. In addition, the turbulence of launch may also slightly misalign the camera
from it's intended orientation. These factors all contribute to the static alignment
error. Similarly, T4 -(Nb) accounts for any dynamic changes in the body frame,
possibly due to thermal expansion or other factors. )b is therefore the dynamic
alignment error. The third transformation T ; is the standard transformation from
an inertial coordinate frame to a body-fixed frame. Lastly, the final transformation
T;- (W') alters the coordinate frame due to any inertial attitude knowledge errors,
E) produced by a star tracker or IMU. Note that the dynamic alignment error and
inertial attitude knowledge errors are both time-varying, whereas the static alignment
error is fixed.
Because many of these coordinate transformations are essentially small realign-
ments, some approximations can be made without detracting from the fidelity of the
model. For rotations about small angles A = [A 1 A2 A3 ], the transformation
matrix is
1 A 3  -A 2
T = -A 3  1 A1  = (I - AO) (2.40)
A 2  -A 1  I
where the subscript 0 denotes the shorthand version of the cross-product operator.
More specifically,
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0 -A3  A 2
AxB=-Bx A=AB= A3  0 -A 1  B (2.41)
-A 2  A1  0
Using this approximation, many of the coordinate transformations can be easily
written in terms of the errors mentioned above. For example, assuming the sensed
inertial coordinate frame is nearly aligned with the true inertial frame, T1 .-r can also
be written as (I - ,). Applying this approximation to Equation (2.39) results in
rei = (I - E4) (I - 0) Tb; (I - E) |rrel I1os (2.42)
Tc~b Tb- TY
At this point, all the elements of the full state vector have finally been defined.
The full 23-state vector used in this analysis is
X = os V8  Rb Vorb be ba 6 b E) ] (2.43)
More specifically, the state vector consists of the OS position and velocity vectors
(6 states), the Orbiter position and velocity vectors (6 states), the two angle mea-
surement biases (2 states), the static and dynamic alignment errors (6 states), and
the inertial attitude knowledge error (3 states).
Two equations (Eqns (2.38) and (2.42)) have been found for determining the
relative position vector rel. By equating them, a relationship can be formed between
the measurements and state vector. To make things clearer, a technique will be
applied from [3].
___rc 1 a1rel '9 I4elI aie ai' I&O &ir~ej Obe &i(9 b,
+ + re + r
aX I8|reII X ae aX aa aX abe aX aba aX
ax"Iel + LirelI ax (ax ax)
' |LOS a | e b Pa -(
where X is any component of the state vector, and
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OS
e 
-9
pc LOS =
-sin(e - be) cos(a - bQ)
- sin(e - be) sin(a - ba)
cos(e - be)
- sin(a - ba) cos(e - be)
cos(a - b,) cos(e - be)
0
Notice Equation (2.44) finally has the desired partial derivatives of the measure-
ments.
Partials with Respect to OS and Orbiter Positions
The first term in the state vector is the OS inertial position, R, and the correspond-
ing partials are
Each partial can be found from the following calculation. First, the partial deriva-
tive of Equation (2.39) with respect to R, is taken.
a ~ (~'R'))b(Tc_-bbT-T I Nf-I - orb)
ON I,
Equation (2.44) taken with respect to R,, becomes
O ei 01;rel
=Irrel|Rl
0|1e1|
= c 1_s .LROS
,- D0e IRI
ae
+ irei -p _#
Rs
19"el O&a
-&a
+ V'eIPcc+|Fri|Pa -.
where the terms &be/OJ~, and Ob, R., drop out of the equation because the biases
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(2.45)
(2.46)
= Tes~T7_gTg-T;_ (2.47)
(2.48)
Oe
Oa
ORI0S
0|FeS
are independent of OS position. To solve for the first partial (Oe/8&R,), Eqns (2.47)
and (2.48) are equated and multiplied through by P§ to produce
4
T a ir#elNec - i'Lo 0S
ZROS
+ \freiPe - - + |rei| -T8Rl,- + rel -PCC -OSl = N| Tc.- bT._bTb._T 4-_(2.49)
This equation can be simplified by noting that
-T #
pT j~-e 'lo 'c
N--#Pa
-1
-0
=-0
(2.50)
(2.51)
(2.52)
Therefore
|krei|l-
&RlS
Oes
ONIOS
-. rp
= P§ Tc.
-
bTb._L _ T
IrrelI
(2.53)
Ir rel I
Evaluating this partial derivative along the nominal trajectory, Anom, results in
-e N|c.-I
ORI |rrelI
Next, the partial derivative 8a/85R, can be found in a similar manner.
(2.54)
Again
Equations (2.47) and (2.48) are equated, but this time the expression is multiplied
through by cT.
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*Pe - +|Vrei|N,§
OIS
Pa
OsI
-T
P' T e.T TT._5
(2.55)
This equation can be further simplified by noting
-ZLOS
-cNc
a - e
a Pa
=0
=0
Resulting in
jjI 2 ( be)|relicos(e - be) R'
OIs
Oca
8N1,
ff Te.gs_~.;Po Tc-bI77~Tbjj-
|r ei cos2 (e - be)
I- )(I -_6)6Tb(I 
- )
I rrelICoS2 (e - be) (2.59)
This partial derivative can also be evaluated along the nominal trajectory.
Oa - fTc-
UIs |rrel cos2 (e) (2.60)
The third partial is found using the same methodology. Equating Equations (2.47)
and (2.48) and multiplying through by iLos gives
T cT O 1|reti
iLOS -2 LOS -Ni
Os
± * r -I 
- .
e
+|I relI|ZLos 
- Pe 
--,
+| IreIzLos -P" N
- 0,
^ CT
=4iLosTc.-bT TT
(2.61)
In the same fashion, this equation can be simplified by noting
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-- T C |re| C T
Pa ZLOS OR '
OI0
= cos 2 (e - be)
(2.56)
(2.57)
(2.58)
iCos ' iCLOS~T
LOS 'ec
CT
ZL0S Pc
-1
=0
= 0
(2.62)
(2.63)
(2.64)
to produce
OIr'rel I
a0 ZLosTc.-bT _bTb;T+_
= o - )(I - a)T,(I (2.65)
Evaluating about the nominal trajectory produces
O|rreI| - T T1J
ORNIS =LOSTc-I = ZLOS
(2.66)
The derivation process of the partials for the Orbiter position, N,7 b is the exact
same. In fact, the results are the same as well, except for a negative sign introduced
when taking the derivative of Equation (2.42) with respect to the Orbiter position.
9 (TTb7 T6+Ti,_i(1NI,
ORorb
= -Tc.-bTb._T. 1T._
The corresponding partials in H are then
orb
ORb
oRb
--# Te_
rreil
Nf Te-
Irei cos 2 (e)
- osTc1 = -LOS
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&Rorb
- Rorb)) (2.67)
(2.68)
(2.69)
(2.70)
Partials with Respect to OS and Orbiter Velocity
Because the measurements taken from the camera are from one instantaneous moment
in time, those measurements have no dependence on the velocity. Therefore the
derivatives of all three measurements with respect to either the OS or Orbiter velocity
are zero.
ae _ e ___
=VJ -, 
Os Vorb
9|'rel
-
-. sarb
alrejl 1_
-a-. -0ororb,
Partials with Respect to Angular Measurement Biases
The partial derivatives with respect to the elevation measurement bias can be calcu-
lated in a similar manner to the OS and Orbiter positions. Beginning from Battin's
technique in Equation (2.44), taking the derivative with respect to be gives
lrrei
= os Obe
a rrei|
= o Obe
+ Irrel|Pe
obe
+ l e
+|Ifret|Pe 89be
_. 
-C Oa
+ rreP:
_Oa(be
a
Where dba/&be = 0 since the two measurement biases are independent of each other.
From Equation (2.39),
a- a b*-b b*- I (Er'el ( (Tc eb(f)T b)Tb (T 0_,$' N o'e = 0
Mbe Ube (2.73)
The first partial derivative, ae/obe can be found by equating Equations (2.72) and
(2.73), then multiplying through by Pc . The resulting equation is
|reIl
ae
-0
(2.74)
The second partial derivative, a/obe can be found similarly, only this time mul-
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(2.71)
Obe
aba
Obe
(2.72)
-1)
tiplying through by P, producing
be = 0
(2.75)
Lastly the third partial derivative, |1rietl/Obe, can be found in the same manner,
multiplying all terms by 2iLS to produce
9|bel 0
Obe
(2.76)
Following these same steps for the azimuth angle measurement bias produces expected
results.
0
Oa
Oba
rlfeil
abcf
=1
=-0
(2.77)
(2.78)
(2.79)
Partials with Respect to Static Alignment Error
The next three sets of partial derivatives deal with the variables contained in the
transformation matrices in Equation (2.39). The first set is the partial derivative
with respect to the static alignment error, E. The steps are similar to the previous
partials, beginning by modifying Equation (2.44).
- LOS 0i
- LOS|,E-| + frelIec +
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&-ib
Obe
0a|rYei|NPa
_ ba
(2.80)
=b 0
-C
rel PCE aE-b
Where again, be/&c and ba/DE drop out of the equation because both biases
are independent of the static alignment error. The partial derivative of Equation
(2.39) becomes a bit more involved when taken with respect to the static alignment
error.
(9rel [Tc.b() T b)T iT (1{ N -- orb
0 [(I - Eb)(I - e)Ts g(I - -)rettios]
-0 E(I - $b )T (I -% ) |6re |I50 s - (1 - )T g (I - ) |Geieos]&b&
a [(I - E)T (I - 0I)Iie I )T s
00(I - e3Ti(I - 6)Ii|ei L os)0 (2.81)
The first partial relating to the static alignment error is Be/B9. Setting Equation
(2.80) equal to Equation (2.81) and multiplying by ef gives
je T ((I - $b)Ts (I - )Ii)|eil 0o
06-bIrrelI
= jcT ((I - eo)T (I - ) (2.82)
Evaluating about the nominal trajectory, this becomes
- PeT (Tc i = j e (-Ios) = )Pe X los)" (2.83)
The second partial is Ba/B , which is the same process except multiplied by jacT*
a ((I - 6)T g'(I - eI)|reillios)O a - P -'2 ( D- Z L( 2 .8 4 )
-eicos
2 (e - be)
Evaluating about the nominal trajectory results in
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PT (Tc-IZos )
Cos2 (e)
PAT ()os
- os -
Cos2 (e)
The third and final partial relating to the static alignment error is e Mul-
tiplying by 'LOS produces
D1rrel I
=2os ((I - e)T- 1 (I - r)IireiIos)® (2.86)
Evaluating at the nominal trajectory produces
091 i'rel I
06b 5nomn
Los (Tc-I|rrelioj0 ) = Irel l S = 0
Partials with Respect to Dynamic Alignment Error
This set of partial derivatives is extremely similar to the previous Static Alignment
Error partial derivatives. Since the method is identical, the calculation of the partials
will be omitted and just the resulting partial derivatives and their evaluation about
the nominal trajectory will be given.
D917'rel I
- ((I - 0)Ts;(I - N LS) 
cos2 (e - be)
"Los ((I - )T6-1(I - )| )0
(2.88)
(2.89)
(2.90)
Then, evaluating all three of these equations about the nominal trajectory gives
OEb Ynom
Oa
OE9b .nom
-#C T t C \C X I c S
e LOSI® = (e LOS
c LOS)2
COS 2(e)
(2.91)
(2.92)
cos 2 )
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Oan
&be y"O cos2 (e) (2.85)
(2.87)
D91irelI
ael Y
= 0 (2.93)
Partials with Respect to Inertial Attitude Knowledge Error
This set of partial derivatives has the same logic as the previous two states, but the
equations come out slightly differently.
Equation (2.42) is differentiated with respect to W', and the result is
_ 0 +( T ,(e')( - Nab)86') ~) 86 (E
a [(I - eb)(I - e6)Ts;(I - $1)|iet|ios
[ (I - e)(I - )T ; el I - (I - e)(I - )elos
9 [(I - eb)(I - Nb )T
- (I- e)(I - b',)Tg4 ; (IfreiI Los) (2.94)
For the first partial, Be/00', Equations (2.80) and (2.94) are equated and multiplied
by PeT, and evaluated at the nominal trajectory.
096 :F PT, (Cifosj = (# Tos) (2.95)
For the second partial, a/&I0, equating, multiplying by Pj, and evaluating results
in
Oa Naf Te-1 (Z0s )
O' W ,o cos2 (e)
Lastly, the third partial, |',e1 /06' becomes
a~5I
The sensitivity matrix H has now been completely defined
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( X os)T
cos 2(e)
= 0
(2.96)
(2.97)
-J W1'rel I 'LOS) 0 1
0e ae 49e
ai'T aft , VT05 orb orb
a a aa'
ai. aR,,,Os orb
alfrelI alfre I
aio aorb
act
orb
a|frel
oi rb
_e 0e ae ae 0e
abe aba aC9 b a '1
aa 0a aa &a aa
abe aba as a6b aI
altr ,el I Fed 8|frel IlfrelI aifreI
abe abat aFE6 g~b g6 
- zo
(2.98)
Replacing these variables with their actual values results in
0 -
0 - P 
T
I'reICOS2 (e)
0 
-Los
0 1 0 (JXos)T
cos2(e)
0 0 0 0
(-0e X CO )
I xi 
T
cos
2 (e)
0
(i# X C os)T
t T
cos
2 (e)
0
(2.99)
2.4.3 Measurement Error Model
Returning back to the discrete time, non-linear measurement equation (2.17), a model
for the measurement error, &(ti), must be established. As was discussed in the in-
troduction to the Kalman Filter, this measurement error is a white-noise process
with zero mean and known initial covariance, R(to). More specifically, this initial
covariance matrix is of the form
a 2 0 0
R(to) = 0 0r 0 (2.100)
0 0 o-2range
where the angle measurement variances are the same (a 2 = U2). The range measure-
ment variance is unique in that it is a function of the angle variance and the actual
range. The apparent diameter of the OS (in radians) is E), = Dos/ireil. Taking the
derivative results in
(2.101)
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H -ogh
~ - __
Y.o
a9e
alfrel
. aRi.
p1T
IFrelI
f 
lrrenlcos2 (e)
'LOS
Xnom
d610: = ec =1 7 "drel
Rearranging and squaring the result produces the range variance.
U1 11 2range e rre (2.102)
Osi
where Do, is the diameter of the OS (0.2m). These measurement variances are nu-
merically defined in a later section.
This measurement error covariance matrix assumes that the apparent diameter of
the target can always be determined, where the camera measurements are in relation
to the center of that diameter. When the OS is illuminated in a crescent shape due
to the position of the sun, an extrapolation algorithm built into the image processing
software recreates a circular image of the OS and identifies the location of the target
center. In some cases, the illuminated crescent might be quite thin, and the target
center location might not be as accurate. To account for this, one of the many sensi-
tivity studies in this thesis adds uncertainty to the ability of the camera to accurately
determine the apparent diameter of the OS, in effect changing the uncertainties of
the measurements.
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Chapter 3
Linear Covariance Analysis
Procedure
One straightforward measure of the performance of a given rendezvous trajectory is
to see if the Orbiter can actually return to and follow the nominal trajectory when
given some initial deviations, or dispersions, from that nominal trajectory. There
are two accepted methods for measuring this performance. A Monte Carlo analysis
runs an actual simulation of the rendezvous for some initial random dispersion. The
resulting trajectory is a simulation of the actual Orbiter's path (for those specific
initial conditions). But one trail doesn't provide much information to the trajectory
designer. To accurately measure the quality of the trajectory, a Monte Carlo analysis
runs hundreds or possibly thousands of trials, each with a different initial dispersion.
Then, by collecting and compiling the resulting trajectories, a statistical distribution
of the trajectory dispersions or navigation uncertainties can be drawn anywhere along
the trajectory. Statistical distributions of fuel usage and other valuable parameters
can be created as well. Often, the Monte Carlo analysis is a very useful way to
determine the robustness of a trajectory, but can be cumbersome and inefficient if
each trial is computationally intensive.
The second approach is to use a technique called a linear covariance analysis.
Rather than randomizing the initial dispersions and running the rendezvous scenario
several times, the errors are kept in their stochastic form, and that value is what is
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propagated through the entire trajectory. The largest benefit of the linear covariance
analysis is that it provides the exact same information as the Monte Carlo simu-
lation, and requires only one trial instead of several hundred. However, unlike the
Monte Carlo analysis, which can be used in any situation, a linear covariance analy-
sis has significant restrictions. As inferred from the name, linear covariance analysis
requires linearized models and Gaussian (normal) distributions of the errors. There-
fore, a Monte Carlo analysis is often used to validate the results of a linear covariance
analysis.
For this thesis, the primary analysis tool is this linear covariance analysis, or
LINCOV, and is discussed below.
3.1 Nominal, Tlruth, and Filter Models
When dealing with linear covariance analysis, there are three trajectories that one
must keep in mind. The nominal trajectory is the ideal (error-free) rendezvous tra-
jectory that the Orbiter is trying to follow. For this reason, it is sometimes called a
reference trajectory as well. Unfortunately, many errors and uncertainties prevent the
Orbiter from following this rendezvous path exactly. Consequently, the truth trajec-
tory is the true path that the Orbiter follows, and the estimated (or filter) trajectory
is the path that the onboard computer believes it is following. With these three tra-
jectories in mind, it is important to note that LINCOV only tracks the statistics of
the latter two trajectories.
First a nominal trajectory and the corresponding nominal measurements are de-
scribed by
Xnom = ftrue (nom)
(3.1)
znom htrue( nom)
The truth trajectory includes uncertainty, as seen in the following equations.
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= ftrue(Ytrue) + 'erue
= htrue (true) + Vtrue
Wtrue ' N(0, Strue6(t - T))
Vtrue ~ N(0, Rtrue)
The initial true state streo is assumed to be a random variable with a Gaussian
distribution.
Xtrueo ' N( 0om, Ptrueo) (3.3)
Using the
equations can
Xtrue. i
J Ztruei
linearization technique described previously in Chapter 2, the truth
be linearized about this nominal trajectory and discretized to obtain
= ptrue(ti+1, ti) 6 truej + strue, ?truei ~ N(O, Strue)
Htruei 6Strue + Geruei , Vtruei ~ N(0, Rtruej)
(3.4)
The design model for the filter equations can be created in a similar manner.
= #fjier(ti+1, ti)6zi + 'fiteri,
= Hfilter.oi + Vfilteri,
Wfilter ~N(O, Sflteri)
Vfilter ~N(0, Rfilteri)
Note that these equations for the filter model are not used for the performance
analysis, but instead are used to generate the Kalman gain, which is in turn used to
estimate the filter state, 5.
3.2 Standard Kalman Filter Equations
Referring back to the Kalman Filtering section, the filter state (and the corresponding
state covariance) can be propagated and updated according to the same equations.
The equations in (3.5) are used as the orbital dynamics and measurement models,
producing the following filter equations.
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Xtrue
Ztrue
(3.2)
(3.5)
The propagation equations are:
65(t 1) = #(ti+1 , ti)&(tt) (3.6)
flter 1  = #filter(ti+1, ti)Pfaiteri fiter(ti+I, ti) + Sfilterj (3.7)
where 65F = - o The update equations are:
65 = 6i + Kfiateri Qtruei - Hfilterri ) (3.8)
P+ite, = (I - KfilterHfilteri)P jlter (I - Kflter, Hflteri) T  (3.9)
+KilterRflterKTlr
where
Kfter = PjitrHiteri (Hfteri P jilter Httr + Rfilteri) 1  (3.10)
The filter state vector doesn't necessarily have to be the same as the truth state
vector, but for this thesis, they are the same (fully observable).
3.3 Maneuver Updates
At certain designated times, if the onboard state estimate, Yi, differs from the nominal
trajectory, an impulsive corrective maneuver can be executed to bring the Orbiter
back to the nominal position. Like the dynamics and measurement equations, these
impulsive corrective maneuver (also called control update) equations must also be
linear. Any maneuver will affect the truth state, thus the state estimates drive the
truth state in the following manner.
5t,+i -6 rue. + Dtruei6 j + 6 (3.11)
where the superscripts (c-) and (c+) denote 'before' and 'after' the impulsive control
update, respectively. The term Dtruei is the linear representation of a maneuver
targeting algorithm (to be described later), and E is the maneuver execution error
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N(0, Q) (3.12)
Not only is the truth state updated, but the filter is aware of a maneuver as well.
Therefore, the estimated state is updated in a similar fashion.
6i = 6xi + Djiiter85I + ai
[I + Dfilterj]J + ai (3.13)
where di is the maneuver knowledge (IMU sensor) error (not to be confused with
azimuth angle!) and
ai ~1_1 N(0, QC) (3.14)
3.4 Parameters of Interest
When evaluating the performance of a given trajectory, the designer has to determine
a set parameters to base that performance on. Often, these parameters of interest, 9,
are non-linear functions of the true state
Ytruei = F( 5 true) (3.15)
The variations from the nominal, or dispersions, of these parameters are also of in-
terest.
A = 6Struei = Ctruej6 Xtruei (3.16)
where Ctruei = OFtrue
Just as the Kalman Filter estimated the state, an estimation can also be made
of these parameters of interest. More importantly, the error between this estimation
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and the true value can be measured.
ei = oftruei - ogi = Ctrueiot rue - Cfilterj 3 5i (3.17)
where Cfilter - aFfilter
O Xnom.
Lastly, because the amount of fuel used throughout the trajectory is important,
we can calculate the amount of impulsive change imparted to the truth state during
a maneuver
Dt4ui6 7  (3.18)AVi = Dtreis S 3.8
3.5 Augmented State Vector
This simulation must create both truth and filter data in order to view the error
between them. Both are being constantly updated and propagated, and if possible,
should be done simultaneously. Therefore, rather than separating them as in the
previous section, an augmented state vector containing both the truth and estimated
states can be formed.
Za = J (3.19)
Xazi
where the subscript (a) denotes the augmented state vector and can be inserted into
the state propagation equation to produce
Xa(t) = Aa(t)X(t) + Ba(t)iitre(t) (3.20)
With this new state vector, many of the previous equations can be combined
into a single augmented equation. The next several equations show the end result
of combining the individual truth and estimate equations into a single augmented
equation. The corresponding state dynamics (found in the propagation equations
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(3.4) and (3.6)) can be represented as
-- ~ # [true (ti+1, ti)
Xas,1 =
0
The augmented state covariance matrix is P = E[Zsif], and the corresponding
covariance propagation equation is
where Sai = Strue
0
4=a(ti+1, ti)Paj a(ti+I, t) + Sai,
0
0
The estimated state measurement update xi2
terms of the augmented state vector as well.
[ KfilterH 
truei
(from Equation (3.8)) can be written in
0
1- filterH filteri
Aa.
(3.23)
0
Kfilteri 
-
Ka~i
and the augmented state covariance measurement update equation becomes
Pa+ = A a 1a A + rP Aa ai true~
where Aa,, and Ka, are from the previous equation Eqn (3.23).
impulsive correction equation (from Eqns (3.11) and (3.13)) is
(3.24)
[- X J+ Dtruei C
a, I DaL0 I +Dfiteri + [ I
and the augmented covariance update equation for impulsive corrections is
61
Wtrue]
4a(ti+iti)
[ (3.21)
(3.22)
The augmented
(3.25)
Xaj +
0_.
#filter (t+1, ti) Xa
Pc+ = DaiPc D + Qai, (3.26)
where Qai = Qi 0
L0 Qaj
The augmented parameters of interest (given by Eqns (3.16), (3.17), and (3.18))
become
= [ Ctruej 0 ]Xat
CP
S= Ctrue -Cfilteri Xa (3.27)
Cli
AVa = 0 Dtruei lXai
Cv;
In this thesis, the dispersions of interest, j5 are the true position and velocity disper-
sions of both spacecraft. The estimation parameters of interest,e, are the truth/filter
estimation errors, and the last parameter of interest is the AV, which is a measure
of fuel spent. In addition, the covariance matrices for these augmented parameters of
interest can be written as
P = CPPACT (3.28)
Pei = Ce1PA1C ' (3.29)
C= CVPAI  (3.30)
These are all the equations needed to set up a Linear Covariance Analysis. So far,
the explanations on various uncertainties have been vague. Many are in fact quite
simple and need very little explanation. Some effects however (e.g. quantization
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errors, or dead-bands) cannot be linearized, so it is up to the designer to select other
representations of these effects (e.g. a Gaussian distribution with an appropriate
variance for quantization errors). Many of these uncertainties are described in the
following sections.
3.6 Unmodeled Accelerations
To create an effective trajectory, a designer must incorporate uncertainty into the
models. Uncertainty exists in the state propagation equation, where it is often referred
to as a disturbance. The state disturbance Wd actually encompasses a variety of things.
It was stated earlier that this simulation does not have the ability to know exactly
what forces are acting on the spacecraft. There is a plethora of minute forces that
slightly alter the desired orbit of the spacecraft. Typical examples for spacecraft
in low planetary orbits are atmospheric drag, solar radiation pressure, higher order
gravity terms, thermal cycling, and spacecraft venting. Rather than trying to model
each of these individually, they can all be represented by one zero-mean, uncorrelated
random vector with units of acceleration (m/s 2): W- ~ N(0, U213x3). Adding this
unmodeled acceleration term (and assuming it is constant throughout the time-step
from ti to ti+1 ) in place of the disturbance in Eqn (2.14) results in:
1At2 0
zi= #(ti+1 , ti) 6i + 2 G (3.31)
0 IAt
B
In addition to affecting the state dynamics equations, the unmodeled acceleration
comes into play in the state covariance propagation equation as well. Recalling Eqn
(2.32),
Pi+1 = #(ti,1 ti)Pi#T(ti+1, t1) + Sd (3.32)
where the state noise covariance matrix Sdi can be replaced with the expected value
of the outer product of the state disturbance.
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Sdi = E[BwiwTBT] - 02 4 2 3.33)Sd 1 = L~iJ - At 3 IAt2 i(.3
2
. 2
To make the results independent of integration step size, the variance of must be
proportional to 1/At, [15] or
a =- (3.34)E At
Therefore the new equation for the state noise covariance matrix is
IAt 3  At 2
Sd = K 4 2 (3.35)
Ist2
3.7 1st Order Markov Processes
Some of the uncertainties in the linear covariance analysis also have a time depen-
dence. For example, with regards to space applications, the time dependence may
be related to the orbital period. A 1st Order Markov process, a also known as an
Exponentially time-Correlated Random Variable (ECRV), is an accepted means of
representing these kinds of time-varying uncertainties. The continuous time format
for a Markov Process is
1
1 = -- a + w (3.36)
T
where T is the related time constant and w is the state noise. This can then be
transformed into a discrete-time format
ai+1 e + odl - e-2At/r r/ (3.37)
where r/ - N(O, 1),and ao ~ N(O, o') so that
Pa+1 = E[a+1] = e 2A/rPai + r.(1 - e2t/r) (3.38)
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where or is the steady state variance. These equations can be further modified into
a discrete time vector form with uncorrelated state noise.
i+1 = e- ai + a 1 - e 2 At/r 7i (3.39)
Pas = e- 2At/rPai + 0 u(1 - e-2At/r)I (3.40)
where
#~N(0, I) , do = N (0aoI
o2 1 = steady state covariance
a
These equations are very general and can even be used to model constant biases
(by setting T = o) or white noise processes (by setting r = 0).
The values associated with these markov processes (the corresponding steady state
variances,a o, and time constants, T) can be found in Chapter 5.
3.8 Targeting Algorithms
To complete the rendezvous, the Orbiter must make a series of targeting maneuvers
to gradually bring it closer to the OS. Each nominal maneuver, AVfomkis computed
using a targeting algorithm,
AVinomk = gT(Xnom) (3.41)
- gT (R Osnorni VoSnomi )Rorbnomi, Vorbnomj)
where gT(Xnom) is based on orbital mechanics, and Xnom is the nominal 12-state
vector containing both the OS and Orbiter states. Each maneuver k is scheduled to
occur at a specific time ti on the reference trajectory, and both the nominal maneuvers
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and maneuver times are uploaded and stored on the spacecraft computer.
Often, a spacecraft is not on the nominal trajectory (or thinks it is not on the
nominal trajectory), meaning the estimated state Xi differs from the nominal state
Xnom7 at the time of a maneuver. For most onboard systems, this is not a problem.
The onboard computer would just throw the estimated state into the targeting algo-
rithm and use that value for the desired velocity change. Unfortunately, due to the
simplicity of the onboard computer, the targeting algorithm is not available onboard.
But it is possible to adjust the predetermined nominal maneuver, Ainom. In this
situation, the desired velocity change, AVdk, will be the nominal velocity change plus
some additional corrective term to get back onto the nominal trajectory. By again
assuming Xi = Xnm, + 6Xi, the targeting algorithm gT can be linearized about the
nominal state to produce
A~k= AVnolnk + Ci*56X (3.42)
where C*
&Xi knomi
The nominal maneuver, /.~Vomk and the maneuver gain matrix, C*, are both
calculated on the ground and uploaded to the spacecraft. The orbiter computer then
uses simple matrix multiplication and the current state estimate to achieve the desired
maneuver. The C* equations can be derived from the Clohessy- Wiltshire equations
of relative motion [23]. To begin this derivation, a relative coordinate frame must be
created that keeps the OS at the origin. This LVLH (Local Vertical, Local Horizontal)
frame must also rotate with the spacecraft as it moves around the planet, as seen in
Figure (3-1).
The state can now be temporarily changed to a relative position and velocity in
the rotating LVLH frame.
Rrei = Rorb - os (3.43)
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Inertial Frame
Local Horizontal
V-bar (V-bar or Downrange)
Figure 3-1: Depiction of Local Vertical, Local Horizontal Reference Frame
Yrel = Vorb -os - x Rre (3.44)
where W is the orbital rate. I
propagated further in time wit
Whiltshire Equations.
Rrei
Vre 1
new state, Zrel = I Y e ], can then be
state transition matrix, based on the Clohessy-
prr prv Rrei
#,r p Vrei
(3.45)
A correction maneuver is designed to target a known future position along the
nominal trajectory and determine the necessary velocity change to achieve that po-
sition. This type of maneuver arises from the above propagation equation (3.45).
ei = Nrelim = $rrRrei + $rv(Vrei + AVcel) (3.46)
where the superscript d represents the desired future position and the superscript
c indicates the correction maneuver. Rearranging this equation and solving for the
correction maneuver results in
e= ~reliq[ - OrrRrei] - Vrei, (3.47)
It is important to note that the positions and velocities in this equation are in the
LVLH frame. To find the inertial correction maneuver, coordinate transformations
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and Eqns (3.43) and (3.44) must be introduced into the previous equation.
VAl = TLVLH-I relA41 - rrTI-LVLH( rb os
-TI-+LVLH (~b os x (orb ~- s (3.48)
Then, by taking the partial derivative of this equation with respect to the inertial
state, one can discover the maneuver gain matrix, C*.
C 1 2 = [ A I -A -I] (3.49)
where
A =TLVLH-I O$rv1 Orr TI-+LVLH - Q
Recall that Q0 is defined by
0 -W 3 W2
WXNR=QON W3  0 -Wi
-W 2 W 1 0
R
Once the spacecraft has reached the targeted position, it does not automatically
follow the nominal trajectory from then on. Rather, a second maneuver is necessary
to now correct the velocity of the spacecraft. This second maneuver can be calculated
two ways. In relation to the first correction maneuver, one can see that if the time
to correct the velocity is reduced to zero (ti+1 = ti), then the state transition matrix
reduces to the identity matrix, <D = I. Therefore the maneuver gain matrix is simply
C* = [ 
-
QOI 0 -I ] (3.50)
The above equation can also be derived from the LVLH state propagation equation
(3.45) using the velocity component
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e = Vrei+l = qvrreli + $vv(Veli + AVei) (3.51)
and by setting ti&1 equal to ti. This second maneuver creates the second half of a
position correction/velocity correction pair of maneuvers that represents the generally
accepted approach to return a spacecraft to some nominal trajectory.
3.8.1 Maneuver Execution/Knowledge Model
Every maneuver contains some uncertainty in its execution. Generally, there are four
types of maneuver execution errors. Shutoff Error is usually associated with scale-
factor errors in the shutoff system. It is proportional to the magnitude of the burn
and in the same direction. Pointing Error is usually associated with a misalignment of
the thrust vector, and is also proportional to the burn magnitude. Unlike the Shutoff
error, Pointing error is perpendicular to the burn. Resolution Error is independent
of the burn magnitude and lies in the same direction of the burn. This type of
error is caused by errors in computation and transmission. Lastly, Autopilot Error is
independent of burn magnitude and perpendicular to the burn. For this scenario, the
Autopilot error and Resolution error are described by a single Fixed Spherical Error,
which is a fixed error, independent of burn magnitude along all three axes (1 parallel
and 2 perpendicular to the burn).
For a given desired maneuver,
AVd = AVnom + C*JX (3.52)
The true maneuver will be this desired maneuver plus the mentioned execution errors.
AVtrue = SVn, + C* + Aeiec (3.53)
where maneuver execution error can be written as
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Ve.ec =rr ksAVd +p x AVd + AVfixed (3.54)
= ke[AVnom + C*6X] + k, x [Anom + C*6X] + AVfixed
Note that
k, ~ N(O, o-2), kp ~ N(0, o-2I3x3), and AVfixed ~ N(&, o-2 13 2 3 ) (3.55)
Equation (3.53) can then be rearranged to find a more useful form that can be
used to update the state, 6itue.
6AVtrue = AVtrue - Anom
=-Co + , "exec (3.56)
tre = true - Ynom
0
6XiI1i = 6Xiie + (3.57)
JAVrue
By squaring Eqn (3.57) and applying the expectation operator E[] to the up-
dated state, the result is an updated error covariance matrix, Pt+u,, that includes the
uncertainties of the maneuver execution errors.
Onboard measurements of the maneuvers contain their own uncertainties very
similar to the maneuver execution errors themselves. Sensor uncertainties and quan-
tization errors are some of the primary factors in determining the knowledge accuracy
of the maneuver. Fortunately the equations are very similar to the maneuver execu-
tion error model. There is a Scale Factor Error proportional to (and in the direction
of) the maneuver, similar to the Shutoff Error. There is a Pointing Factor Error
term perpendicular to the maneuver, just like the maneuver execution Pointing Er-
ror. Lastly, there is an IMU Quantization Error that is fixed in all three axes, akin
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to the Spherical Fixed Error.
A err ksfAVexec + kpf X AVexec + AVquant (3.58)
where
ksf ~ N(0,o-2), kpf ~ N(', f13 3), and Afquant ~ N(OO0u2ntI 3 23) (3.59)
A similar equation to Eqn (3.57) can be found for the estimated state, now including
these additional sensor error terms.
YAV5ilter = AViiter - Vnom
= C*5X + AVeer, + AV7r (3.60)
6X = X Xno
.+ -.- 1
6X = X + (3.61)
Again, squaring Equation (3.61) and implementing the expectation operator results
in an updated value for the filter error covariance matrix Pfilte,
3.9 Full State Vector
Because the state vector is crucial to this simulation, the entire state vector used in
this LINCOV analysis is described again below.
= os Vos Rorb Vorb be ba b E)b E) (3.62)
To remind the reader, this state vector consists of the OS position and velocity
vectors (6 states), the Orbiter position and velocity vectors (6 states), the two angle
measurement biases (2 states), the static and dynamic alignment errors (6 states),
and the inertial attitude knowledge error (3 states).
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Chapter 4
Trajectory Components
Orbital rendezvouses are currently commonplace within the space industry. The space
shuttle must conduct a rendezvous when docking with the International Space Sta-
tion. Crews of the Apollo missions had to rendezvous with the return capsule after
leaving the moon. And recently, the satellite Deep Space 1 intercepted a comet. The
difference is that of the many American rendezvous missions, only recently have they
begun to be autonomous, and none have had to rendezvous around Mars. Never-
theless, much of the previous work with analyzing the relative motion between two
spacecraft can be applied to a Mars mission. In the MSR mission, the OS will be
injected into a nearly circular orbit, and therefore it makes sense for the flight ex-
periment to be in a similar, nearly circular orbit. This section will provide a bit of
the background behind some common rendezvous maneuvers and trajectories used in
circular or slightly elliptical orbits.
4.1 Co-Elliptic Orbits
If two spacecraft are in the same nearly-circular orbit and only differ by their mean
anomaly, the relative motion between the two satellites will be very small. The period
of this orbit, P, is purely a function of the semi-major axis, a.
P=2r a (4.1)
PI
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where p is the gravitational parameter (of Mars in this case). Intuitively, one can
see that if the semi-major axis is increased, the period increases. Conversely, as the
semi-major axis is decreased, the period decreases. This is the basis behind the most
common rendezvous maneuver: the co-elliptic maneuver. To produce a co-elliptic
maneuver for circular or slightly elliptical orbits, a slight difference in the semi-major
axis of the chaser and target orbits while keeping the eccentricity constant is all that
is necessary. For high eccentricity orbits, the product of the semi-major axis and the
eccentricity should be equated, as seen in the equation below, where the subscript t
is the target and c is the chaser.
atet = acec (4.2)
By dropping into a lower orbit with a smaller semi-major axis, the chaser space-
craft can "catch up" to the target by completing an orbit in a shorter amount of time.
Similarly, if the chaser needed to "slow down" to meet the target, it could ascend to a
higher orbit, move towards the target, and then drop back down to the original orbit
when it was sufficiently close. In addition, the magnitude change in the semi-major
axis is directly proportional to the speed at which the two spacecraft approach each
other, according to the following equation.
Vrei ~ 3/2wxa (4.3)
where w is the orbital rate.
This is also a good time to re-introduce the relative reference frame that was
mentioned in Chapter 2. This frame is often called the LVLH frame, meaning Local
Vertical Local Horizontal. Usually centered on the target, the vertical axis is aligned
with the radial direction (also called the R-bar or altitude direction), the direction
normal to the orbit plane direction is defined as the cross product of the radial and
velocity directions (also called the Out-Of-Plane (OOP) direction), and the local
horizontal direction is defined as the cross product between the vertical and OOP
directions (also called the V-bar or downrange direction). For perfectly circular orbits,
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Figure 4-1: Co-elliptic Orbits in Inertial Frame and LVLH Frame
this axis coincides with the velocity vector. See Figure (4-1) for a representation of
the relative reference frame.
|R|Zr
in r XV (4.4)
li, x V|
In addition, this frame rotates at the orbital rate, w, to keep the radial vector
pointed outwards. The relative axes are placed in the inertial frame of Figure (4-1)
to help visualize the rotating reference frame. Two maneuvers are needed to get into
a co-elliptic orbit when starting from the same nearly-circular orbit. One maneuver
initially raises or lowers the periapse by an amount Ah, and a second raises or lowers
the apoapse by Ah to achieve the desired change in semi-major axis. This type of
rendezvous is widely used, including NASA shuttle docking missions.
75
Relative Frame
Altitude
v-bar
/ \ /
Mars -a \
Orbiter
Downrange O_+0S
Figure 4-2: Hop Tr-ansfer Showing Orbiter approaching Target in Inertial
Frme and LVLH Frme
4.2 "Hop" Maneuvers
The next two maneuvers are not as intuitive, but are equally important. The first
type, for lack of a better word, is called a "hop" maneuver. Starting from an initial
resting position (in relative terms) in a nearly-circular orbit downrange of the target,
the chaser spacecraft makes a small burn in the velocity direction. This change in
velocity in turn alters the total energy of the orbit, given by the vis-viva Equation
(4.5).
e- (4.5)2 r 2a
where v = |9| and r = |N|. This equation can be rewritten in a more useful form.
2 1
ra
An increase in velocity magnitude, v, results in an increase in the semi-major
axis, a, causing the new orbit to be slightly more elliptical, slightly larger, and have
a longer period. The effect of thi s ia relative motion similar to a ball bouncing (or
hopping!) back toward the target along the v-bar axis. See Figure (4-2).
Conversely, if the maneuver burn was opposite the direction of motion, the energy
would be decreased, resulting in a smaller semi-major axis and the trajectory would
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Figure 4-3: Hop Transfer Showing Orbiter Departing from Target in Inertial
Frame and LVLH Frame
dip below the V-bar axis and move further away from the target. In either case, only
a single burn is necessary to achieve this maneuver. See Figure (4-3).
4.3 Football Orbits
The third type of maneuver to be discussed is not necessarily used to approach a tar-
get, but is used also for station-keeping or for a surveillance "fly-around" of the target.
Again assuming the chaser spacecraft is downrange of the target with no relative mo-
tion at the beginning of the maneuver, the chaser makes a small burn similar to the
hop maneuver, except this time the burn is in the radial direction. Because this burn
is essentially perpendicular to the velocity direction and is insignificant relative to
the orbital velocity, the velocity magnitude remains unchanged. But due to the burn
in the radial direction, there is some initial movement upward in the LVLH frame
(i.e. the direction of V changes, but not the magnitude, IVI). The semi-major axis
in this case is unchanged (meaning same orbital period as well), but the radial burn
has created an eccentricity in the orbit. From the vis-viva Equation (4.6), one can
see the inverse relationship between radial distance and velocity. Initially, the radial
distance increases, thus "slowing down" the chaser, moving it toward the target in a
relative sense. Then, as the radial distance moves back towards the original radius
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Figure 4-4: Football Maneuver in Inertial Frame and LVLH Frame
of the target, and eventually below the target, the chaser "speeds up'", moving away
from the target. After a single orbit, the spacecraft returns to the exact same spot
as when it initiated the burn. This single orbit trajectory traces out an ellipse with
a semi-major axis along the V-bar direction that is exactly twice the semi-minor axis
(along the R-bar direction), hence the name Football Orbit. The size of this ellipse
is proportional to the magnitude of the burn. Like the "hop" maneuver, only one
burn is needed to enter a football orbit from a stationary condition on the v-bar. See
Figure (4-4) for a pictorial representation of a football orbit.
There is another way to enter a football orbit that is used quite often in the
trajectories of this thesis. If two spacecraft are in different orbits, an energy-matching
maneuver will produce a football orbit in the relative frame. For example, assume
the target is in a circular orbit of radius at and the chaser is in a circular orbit with
a larger radius ac. The corresponding velocities are
Vcirct = and Vcircc (47)
with corresponding energies of
Et =and c = 2 (4.8)2at 2ac
If the chaser executes a maneuver in the velocity direction to equate it's energy with
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Inertial Frame
Relative Frame
Figure 4-5: Entering a Football Orbit from a Co-elliptic Transfer in the
LVLH Frame
Transfer Type Orbital Elements Changed
Co-Elliptic 6a
Hop 6a and 6e
Football Je
Table 4.1: Required Change in Orbital Elements to Initiate Various Ma-
neuvers (for Low Eccentricity Orbits)
the target, the resulting velocity is
Vnew, = p -- (4.9)
at ac
which places the chaser in a football orbit with semi-minor axis of (ac - at) and a
semi-major axis of twice that. See Figure (4-5).
Keep in mind that none of the above three transfers must start on the v-bar. A
chaser can be placed into any of the three trajectories by a maneuver that results
in the appropriate relationship with the target, summarized in Table (4.3) for low
eccentricity target orbits.
4.4 Out-of-Plane Motion
All three maneuvers previously mentioned assume that both the target and chaser
orbits are contained in one plane. But how do orbits that are slightly out of plane
with each other affect the relative motion? The simple schematic in Figure (4-6) can
easily answer this question.
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Figure 4-6: Out-Of-Plane Motion in both Inertial and LVLH Frames
R-barRelative Frame
LOS
V-bar
Downrange/
Crosstrack
l
Altitude
Os
Figure 4-7: Schematic of an Inclined Football Orbit in the LVLH Frame
By looking at two circular orbits differing slightly in inclination, one can see the
periodic out-of-plane (OOP) motion that results in the LVLH frame. This out-of-
plane motion is sometimes purposefully added to the rendezvous trajectory to increase
the passive collision avoidance capability. For example, the football orbit crosses the
v-bar axis in two places. If something were to go wrong and that football orbit drifted
towards the target, there is a possibility of the two spacecraft accidentally colliding.
To decrease the chance of this happening, some out-of-plane motion can be induced
to skew the football into an inclined football orbit. Now, the two points on the V-
bar have significant OOP components, thereby ensuring that any kind of drift of the
football orbit will not endanger the target. See Figure (4-7) for a schematic of an
inclined football orbit.
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Chapter 5
Terminal Parking Phase Analysis
Recall that the full rendezvous trajectory consists of 5 phases. Of these phases, only
two of them are analyzed in this thesis: the Terminal Parking Phase (TPP) and
Terminal Rendezvous Phase (TRP). The Terminal Parking Phase is an ideal place to
begin this analysis due to the desired simplicity in a parking orbit, and since it serves
as a starting point for the next phase. This section will begin with an overview of
the TPP trajectory, and then follow with a Linear Covariance (LINCOV) Analysis of
that trajectory. Furthermore, a sensitivity study of the TPP orbit will be discussed
and an improved correction maneuver strategy will be developed.
5.1 Trajectory Generation
5.1.1 Nominal Trajectory Setup
Before any LINCOV analysis can be done, a nominal trajectory must be generated
first. This consists of setting up initial conditions for both spacecraft, indicating
maneuvers and maneuver times, and setting an epoch time (to locate the sun). The
states are then propagated forward in time using a Runga-Kutta 4th order integrator.
In addition, the state transition matrix, <b, is calculated throughout the trajectory
and used in the LINCOV analysis. (See Chapter 2 for details on how <D is computed.)
The orbital elements initializing both the Orbiter and OS position and velocity are
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Initial Condition Orbiter JOS
Semi-Major Axis 3.9 x 106m 3.9 x 106 m
Eccentricity 0 0
Inclination 92.30 92.30
Longitude of Ascending Node 18.2' 18.20
Argument of Perigee 0.00 0.00
Mean Anomaly -79.9265* -80.00
Table 5.1: Initial Orbital Elements of the Orbiter and OS for the Terminal
Parking Phase
found in Table (5.1). Note that the inclination and longitude of the ascending node
define the mandatory sun-synchronous orbit required by the other mission objectives
of the Premier Orbiter. The choice of mean anomaly is arbitrary, as long as the
difference between the two spacecraft is initially 5km.
Initially, each spacecraft is in a circular orbit around Mars, identical in all ele-
ments except the mean anomaly. The difference in mean anomaly corresponds to an
arc length (or relative distance) of 5000m. To make things easier for the trajectory
designer, these orbital elements are often converted into position and velocity vectors
for each spacecraft, and in this case, relative position and velocity. For this baseline
trajectory, an initial relative velocity of 0.425m/s in the Out-Of-Plane (OOP) direc-
tion is added to the Orbiter, which results in a maximum deviation of 500m in the
OOP direction during the orbit.
Lastly, the radial distance of the Orbiter is increased by 100m (while keeping the
velocity the same). This change in relative position places the Orbiter at the top of a
200 x 100m football orbit centered 5000m ahead of the OS in the V-bar direction. See
Figure (5-1) for a pictorial representation of this orbit in the relative frame, where
the target is located at the origin.
These initial conditions are then propagated forward in time until the final time
of 24 hours is met. Although no nominal maneuvers are needed to keep the Orbiter in
the football orbit, four correction maneuver opportunities per orbit have been added
to the trajectory (indicated by an"X" in Figure (5-1)). These maneuver correction
opportunities will allow the spacecraft to re-target the nominal trajectory to correct
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any position dispersions.
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Figure 5-1: Baseline Reference Trajectory for the Terminal Parking Phase
in the LVLH Frame
Eclipses
As the nominal trajectory is being created, there are a few precautionary checks that
must be done at each time-step. It was mentioned earlier that the OS contains reflec-
tive panels to illuminate itself against the backdrop of space. The camera sensors on
the Orbiter can then take a picture of the illuminated image to determine elevation,
azimuth, and possibly range measurements to the target. But as both spacecraft
revolve around Mars, sometimes the OS will be eclipsed in the shadow of the planet,
meaning the Orbiter will no longer be able to take pictures of the dark OS. The
timing of these eclipses are critical to the navigation knowledge uncertainties be-
cause navigation uncertainties tend to increase sharply after extended periods of time
with no measurements. See Figure (5-2) for a schematic of this eclipse constraint.
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Figure 5-2: Pictorial Representation of the Eclipse Region in the Inertial
Frame
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Many figures in this section illustrate the
performance.
of the Sun Constraint Region in the
effects that these eclipse times have on the
Sun Constraint
There is another time when the sensor cannot take measurements of the target. With
an optical camera, any pointing requirement that is within 30* of the sun endangers
the equipment. Therefore, the simulation must determine if the line of sight vector
from the Orbiter to the OS is within 30' of the line of sight vector to the sun. If so,
the camera must be covered and/or shut off until the sun angle is > 30'. See Figure
(5-3) for a schematic of the sun constraint.
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5.1.2 Correction Maneuver Placement
Currently, there is no standard format or process to choosing the number and location
of correction maneuvers for a given football orbit. Due to the simplicity of what the
onboard computer is allowed to do, these maneuvers must be scheduled ahead of time
instead of initiated whenever necessary. If too few are planned, then the dispersions
can grow to be quite large in between maneuvers. If there are too many maneuvers,
then the ground stations must upload immensely large data files to the spacecraft,
which could produce storage or transmission error problems. Therefore the number
of correction maneuvers should be few, while still keeping the dispersions and total
fuel spent at an acceptable level.
There are four correction maneuvers per orbit in the baseline case, and are marked
by an "X" in Figure (5-1). The maneuvers are roughly equally spaced throughout the
"illuminated" section of each orbit, but are still paired. The first maneuver targets
a position on the nominal trajectory, and the second targets the velocity at that
position.
The baseline trajectory in Figure (5-1) is now ready to be implemented into the
statistical linear covariance analysis tool.
5.2 LINCOV Setup
As in the previous trajectory generation section, there are many values specific to a
linear covariance analysis that need to be initialized before the LINCOV tool can be
run. Many of these are a priori navigation uncertainties for both the Orbiter and OS.
Camera and maneuver error models also must be given initial variances and, in the
case of Markov processes, corresponding time constants. In addition, the LINCOV
tool requires initial values for both the truth and filter states.
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State Noise Parameters (S) Truth Model Filter Model
OS Unmodeled Acceleration (K) 4.0 x 10 1 3 m 2 /s 3 4.0 x 104 3m 2 /s 3
Orbiter Unmodeled Acceleration (K) 4.0 x 10- 13m 2/S 3 4.0 x 10- 13m 2/S 3
Measurement Noise Parameters (R) Truth Model Filter Model
Angle Measurement Variance (a2,a) (24 x 10- 6)2 rad' (24 x 10- 6)2 rad2
Table 5.2: Initial Noise Parameters for the Baselined TPP Orbit
5.2.1 Unmodeled Accelerations and Measurement Noise
Recall that for the state propagation equation, the state disturbance is represented
by the matrix S (See Chapter 2). Similarly for the measurement equation, the mea-
surement noise is represented by the matrix R. The unmodeled acceleration values
in Table 5.2) are generally used for "quiet" spacecraft, where momentum wheels are
used for attitude control instead of control thrusters, and there are relatively few
exhaust gases that might cause large unmodeled accelerations. These accelerations
solely provide a 118m 3a downrange position dispersion after 24 hours. "Noisy" dis-
turbance models are generally used for manned spacecraft, such as the space shuttle,
and produce 10 times the dispersions of the "quiet" case after 24 hours. In terms of
the angle measurement variance, the narrow angle camera contains 1024 pixels for
its 1.4' field of view. Thus, the apparent diameter of the OS can be measured to an
accuracy of 1.40/1024 = 0.024mrad, which is the angular width of one pixel. These
values are used to create the measurement noise covariance matrices. Notice that all
values are the same for both the truth and filter models.
The range measurement variance is unique in that it is a function of the angle
variance and the actual range. The apparent diameter of the OS (in radians) is
0os = Dos/l reil. From this, we get
e = s d (5.1)
Rearranging and squaring the result produces the range variance.
range D ) (5.2)
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Markov Process Parameters Variance Time Constant
Measurement Bias (be, b0 ) (24 x 10- 6 ) 2rad2  100 sec
Static Alignment Error () (0.01/3)2 deg2  1.0 X 101 sec
Dynamic Alignment Error (E) (0.1/3) 2 deg2  3600 sec
Inertial Attitude Error (E') (0.1/3) 2 deg2  100 sec
Table 5.3: Markov Process Parameters used in the LINCOV Analysis
where D,, is the diameter of the OS (0.2m).
5.2.2 Markov Processes
There are several Markov Processes used in the LINCOV analysis. Some have time
constants near the orbit period, while others represents constant biases, and there-
fore have enormously large time constants. The measurement bias changes with the
relative positions of the spacecraft, and has a time constant of 100 sec. The static
alignment error is a bias, meaning the time constant is extremely large in order to
model this constant. The dynamic alignment error has a time constant roughly equal
to a half period, and the inertial attitude error time constant is based on the time be-
tween star camera updates. In all cases, the Markov parameters for each variable are
the same for both the filter and truth models. The variables and their corresponding
parameters can be found in Table (5.3).
5.2.3 Maneuver Execution and Knowledge Errors
The maneuver execution and maneuver knowledge error models are based on specifi-
cations distributed by the French space agency CNES. In these specification sheets,
there are two maneuver modes: vector mode and X-mode (refer back to Chapter 2 for
the definition of these modes). Recall the benefit of vector mode is the ability to keep
the spacecraft in a desired orientation, regardless of the direction of the maneuver,
but is not as fuel efficient as X-mode. In this thesis, the larger maneuvers (> 10cm/s)
are assumed to be X-mode, while the small station-keeping maneuvers (< 10cm/s)
are assumed to be in vector mode.
A general expression for maneuver execution error can be found from Equation
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Error Type Region 1 Var. Region 2 Var.
(< 1Ocm/s) ( 10cm/s)
Shutoff Error (or2) (0.05/3)2 0
Pointing Error (u2) (0.005/3)2 0
Fixed Error (or2,) (0.001/3)2 (0.006/3)2
Table 5.4: Maneuver Execution Error Variances in m 2 / 2
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-- Simulation Specs -- 'CNES Specs
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Figure 5-4: Maneuver Execution Error in the direction of the Maneuver for
the Baseline TPP Trajectory
(3.54). But upon examining the maneuver specifications, the Shutoff Error propor-
tionality constant, ks, is in fact not constant, and adopts different values depending
on the magnitude of the maneuver! There is a clear discontinuity in the relationship
between the maneuver execution error and the maneuver magnitude at 10cm/s (see
Figure 5-4). Therefore Equation (3.54) has different coefficients depending on whether
the maneuver magnitude is > 10cm/s or < 10cm/s. In addition, the specifications
for maneuvers > 10cm/s show a constant maneuver magnitude error, with a propor-
tional direction maneuver accuracy (see Figure 5-4) and (5-5)). Unfortunately, a fixed
error in only one direction doesn't fit well into Equation (3.54), but a conservative
approximation can be made to incorporate this relationship into the LINCOV tool.
The resulting variances corresponding to the maneuver execution error are located in
Table (5.4).
The maneuver execution error model used in this simulation is equivalent to the
French specifications for maneuvers < 10cm/s. For those maneuvers > 10cm/s, a
more conservative spherical fixed 3a error of 6mm/s is used.
Because the linear covariance analysis is a statistical tool, the actual magnitude
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Figure 5-5:
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Error Type Region 1 Var. Region 2 Var.
(< 10cm/s) (> 10cm/s)
Shutoff Error (o2) (0.05/3)2 0
Pointing Error ( rf) (0.005/3)2 0
Fixed Error ( 2 u at) (0.001/3)2 (0.006/3)2
Table 5.5: Maneuver Knowledge Accuracy Variances
of the maneuver is unknown. Instead, a statistical representation of each maneuver is
generated. So if the maneuver magnitude is unknown, how can one determine which
region the maneuver falls into? One choice might be to use the expected value of
the maneuvers, but because the expected values of all corrective maneuvers are zero,
this is not a reliable measure of maneuver magnitude. To be safe, the 3a value of the
maneuver magnitude is used as the determining factor. If this value is below 10cm/s,
the maneuver execution error follows the relationship in the first region. Similarly, if
this value is above 10cm/s, the maneuver execution error follows the relationship in
the second region. Again, this is a conservative estimate since most actual maneuvers
are well below their 3- value.
The maneuver knowledge is assumed to be no better than the level of execution
error (or else the execution error would be improved) and no worse (or else the
execution error would be substituted for the knowledge error). Thus, the maneuver
knowledge for this simulation is modeled exactly the same as the maneuver execution
error, which can be found in Table (5.5).
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5.2.4 Position/Velocity Covariance Matrix
Lastly, the part of the covariance matrix corresponding to the OS and Orbiter po-
sitions and velocities must be initialized. At the beginning of the Terminal Parking
Phase, it is assumed that the Deep Space Network (DSN) has determined the position
and velocity of both spacecraft, but the specific positions and velocities have some
errors associated with them. Additionally, the OS state has larger variances due to
the lack of instrumentation onboard. The 6x6 position/velocity covariance matrix for
both the OS and Orbiter are defined in.the LVLH frame and later transformed to the
inertial frame. To clarify, if the LVLH state for each spacecraft is defined as
XLVLH = Raitjtude Rdownrange Rcrosstrack Vatitude Vdownrange Vrosstrack
(5.3)
then the OS covariance matrix is
(10M) 2
0
0
0
-. 9[10 * .01]0
0
0
(100/3)2
0
.9[(100/3) * .01]
0
0
0
0
102
0
0
0
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-. 9[(100/3) * .01]
0
(.Om/s) 2
.012
0
And the Orbiter covariance matrix is
0
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Figure 5-6: Correlation Between Positive Downrange Position Error and
Negative Radial Velocity Error
All the position variances are in m2 , the velocity variances are in m 2/8 2, and
the cross-correlation terms are in m 2/s. Also, the altitude position uncertainty is
strongly negatively correlated to the downrange velocity, and the downrange position
is negatively correlated with the altitude velocity. These correlations can be explained
through simple orbital mechanics. If the relative downrange position estimate is larger
than the true relative downrange position, then there is a corresponding difference in
the directions of the estimated and true velocity vectors, resulting in a velocity error
in the negative radial (altitude) direction. Therefore, a positive downrange position
error is highly correlated with a negative radial velocity error. See Figure (5-6) for a
schematic of this correlation.
Similarly, if the altitude position estimate is lower than the true value, then again
there is a difference in the corresponding velocity vectors, this time resulting in a
positive error correlation in downrange velocity. See Figure (5-7) for a schematic of
this correlation. These relationships can also be found from the vis-viva Equation
(4.6) if it is assumed that the total orbit energy is known accurately (which is likely
from the DSN).
5.3 LINCOV Analysis
The Orbiter/OS state vector gets updated by the Deep Space Network (DSN) at least
every 24 hours. It's the job of the rudimentary flight computer onboard the Orbiter
to control the dispersions and remain focused on the target in between DSN updates
for the duration of the Terminal Parking Phase. The results of the linear covariance
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Figure 5-7: Correlation Between Positive Downrange Velocity Error and
Negative Radial Position Error
analysis will reveal if these goals are even possible with this baselined inclined football
orbit, and how a trajectory designer might be able to improve upon it.
5.3.1 Navigation Uncertainty
For the TPP phase, the Orbiter remains in the football parking orbit for several days
or possibly weeks. And with the DSN only giving updates every 24 hours, the on-
board navigation system must be able to determine it's relation to the target despite
the many previously mentioned uncertainties. More importantly, these uncertain-
ties cannot be allowed to propagate into much larger uncertainties within a 24 hour
period. Therefore, a designer wants to create a trajectory in which the knowledge
uncertainty in position and velocity can be contained and approach a steady state.
The following series of graphs in Figure (5-8) show both the relative position and
velocity uncertainties versus time for the baseline football orbit. Keep in mind these
are statistical distributions of the uncertainties, and not actual values of the uncer-
tainties themselves. The numbers depicted in the graphs are 3a- deviations, meaning
if one were to actually fly this trajectory, the uncertainty would be at or below the
30- level 99.73% of the time.
All of the position and velocity uncertainties level off towards a steady state value
in all three axes. From the graphs in Figure (5-8), it is also easy to see that the position
uncertainty is dominated by the downrange component (- 100m 3a-). At 5000m, the
relative downrange calculation given by Equation (2.102) is extremely inaccurate, and
one would think that the position uncertainty should be in the thousands of meters.
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Figure 5-8: 3a Relative Position and Velocity Uncertainties in the LVLH
Frame for the Baselined TPP Orbit
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Figure 5-9: Graph Showing Downrange Uncertainty Driven by Line of Sight
Uncertainty
But with a poor relative range measurement, the filter uses alternate methods to
help determine the uncertainty in the downrange. If the deviation away from the
downrange direction (i.e. relative altitude or crosstrack position) is accurately known,
then the filter can use the uncertainty in the Line of Sight vector to get a better
estimate of the downrange position through the following equations.
h
E)LOS taking the derivative, (5.4)
rrelDR
-LOS = d -Los = ~ )2 e1DR) rearranging (5.5)
ODR = (VrelDR)2 0LOS (5.6)h
where h is the deviation from the downrange direction, and 'relDR is the downrange
component of the relative position. See Figure (5-9) for a clearer picture of how the
Line of Sight uncertainty can help determine the downrange position uncertainty.
Looking closely at Figure (5-10), one can see that although the downrange position
uncertainty levels off at around 100m, it still seems to slightly increase from one
orbit to the next rather than reach a steady state. This corresponds to the previous
discussion regarding how the downrange position uncertainty is calculated. Note that
the crosstrack uncertainty is growing very slightly. This increased uncertainty in the
crosstrack position allows the possible Orbiter location to be closer to the downrange
direction, thereby providing less accurate downrange position estimates.
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Figure 5-10: Graph Showing Sharp Decreases in Downrange Position Un-
certainty Caused by Measurements After Eclipse & Sun Constraints
In all of the graphs in Figure (5-8), some kind of periodic motion is observed. Both
the downrange and altitude position/velocity plots have periods of one orbit and are
highly responsive to time spent in the eclipse and sun constraints. As expected,
the uncertainty increases without the availability of measurements, and then sharply
decreases after a measurement is taken. This phenomenon can be shown in more detail
in Figure (5-10). The crosstrack position and velocity plots, on the other hand, have
periods of 1/2 orbit. In addition, the crosstrack uncertainties seem to be unaffected by
the measurements and eclipse times. An uncertainty in the OOP velocity component
will slightly increase the OOP position uncertainty, but this uncertainty does not
grow indefinitely (like the previous position uncertainty in the downrange direction).
Rather, the velocity uncertainty causes only a slightly larger amplitude in the OOP
motion oscillation. Additionally, the Kalman filter knows from the dynamics that
the velocity uncertainty must reach a minimum at the extremes in the OOP position.
Because these extremes are reached twice per orbit, the crosstrack velocity has periods
of 1/2 orbit. One would think that the altitude would also have this periodic motion,
but this is not the case since the altitude position is highly coupled with the downrange
position due to orbital mechanics.
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5.3.2 Dispersions
Trajectory knowledge errors are important to understand. But equally important
are the trajectory dispersions. The dispersions represent the possible deviation of
the actual position (or velocity) from the nominal. These dispersions are created
(and increased) through navigation uncertainties, maneuver execution errors, and
unmodeled accelerations. The following set of graphs in Figure (5-11) displays the
position and velocity dispersions for all three axes.
Again keep in mind that these are statistical distributions of the dispersions. The
values shown are 3a deviations, meaning the actual dispersion (if an actual mission
is attempted) is 99.73% likely to be at or below this threshold. There are many
interesting things to point out in these graphs. First off, the 3a dispersion value is
generally above the 3a uncertainty, as seen in Figure (5-12).
This result makes sense. It is impossible to control a position dispersion to a level
lower than the position uncertainty. In addition, one can see in Figure (5-11) that
correction maneuvers reduce the position dispersions, especially after rapid growth
during an eclipse. In fact, this is their specific purpose. Recall that the purpose
of a correction maneuver is to correct the Orbiter's erred trajectory by targeting
back towards the nominal. Then, once back at the nominal trajectory, a velocity
correction maneuver ideally returns the Orbiter back to the nominal state. These
correction maneuver pairs can also be seen clearly in the velocity dispersion case in
Figure (5-13). In order to correct the position dispersion, the Orbiter must sometimes
make a large maneuver, thus deviating significantly from the nominal velocity. Then,
once at the desired point, the velocity term returns to the nominal state via a second
burn.
Like the navigation uncertainty the largest component of the dispersion is the
downrange component. For this football orbit, the 3a dispersion level (even at it's
peak) remains below 180m, which is sufficiently safe for a football orbit located at
5000m away from the target. The progressive increase in dispersions after each eclipse
will be discussed in detail later.
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Figure 5-13: Correction Maneuver Pairs Seen in the 3o Relative Downrange
Velocity Dispersions for the Baselined TPP Orbit
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Figure 5-14: Narrow Angle Camera Field-of-View
5.3.3 Line of Sight Uncertainty
The field of view of the Narrow Angle Camera (NAC) is only 1.4 degrees. If the target
drifts out of this field of view (FOV), or more specifically, if the uncertainty in the
target location is larger than this field of view, the spacecraft might have to transition
to mosaic mode, in which the Orbiter begins a potentially time-consuming process of
sweeping the sky searching for the target. See Figure (5-14) for an illustration of the
Narrow Angle Camera FOV.
A deviation of only half of the field of view (0.70) results in a possible disappear-
ance of the target. If possible, this scenario should be avoided. Therefore, this narrow
FOV requires very accurate knowledge of the target position. When allowed to take
a measurement every minute at 5000m, this constraint is not hard to meet. But with
the addition of eclipse times and sun constraint periods, during which the knowledge
uncertainties tend to grow, this requirement becomes a bit worrisome. Figure (5-15)
shows the statistical, 3- uncertainty in the Line-Of-Sight to the target.
For this football orbit, the 3- uncertainty in the direction of the target is fortu-
nately still very low. Therefore, one can be confident that the target stays within the
FOV of the camera for the entire 24 hour period. It is also easy to see that without
measurements during the eclipse and sun constraint periods, the LOS uncertainty
increases rapidly. Although still well below the required 0.70, this phenomenon is
a much bigger factor in the next phase of the trajectory, when the Orbiter begins
approaching the target.
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Figure 5-15: 3a Line-of-Sight Uncertainty in the Baselined TPP Orbit
5.3.4 Maneuver AV Profile
As in most space missions, fuel is very expensive. Therefore every opportunity to
reduce the amount of fuel used should be investigated. In general, there are two
types of maneuvers: nominal (or deterministic) maneuvers and correction (or statis-
tical) maneuvers. Nominal maneuvers are pre-planned maneuvers used to change the
rendezvous trajectory, possibly to enter a football orbit, begin a co-elliptic transfer,
or simply stop all relative motion. Correction maneuvers are maneuver opportunities
(often occurring concurrently with a nominal maneuver) strategically placed along
the trajectory. If the Orbiter senses a deviation between its current position and the
desired position, the Orbiter may use it's thrusters at the specified correction time to
maneuver back to the nominal trajectory. In the case of the TPP football orbit, no
nominal maneuvers are necessary to remain in the football orbit. The four maneu-
vers per orbit are all corrective maneuvers. Figure (5-16) shows the 3o- value of each
corrective maneuver.
There are many important insights to be gleaned from the graph in Figure (5-16).
The first relates to the large maneuvers necessary early in the trajectory. These large
maneuvers are due to the initial uncertainties in the position and velocity of the OS
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Figure 5-16: 3or Maneuver AV Profile for the Baselined TPP Orbit
or Orbiter. The first few maneuvers are large to correct for these initial errors, and
once corrected, the remaining maneuvers are all much smaller. A sensitivity study in
the next section will discuss this further.
A second observation is the gradual increase in the correction maneuver magni-
tudes as time increases. Neglecting the first correction maneuvers, the station-keeping
maneuvers seem to get larger with every orbit. The explanation for this phenomenon
is found in the inertial frame. In the inertial frame, the uncontrolled OS is endlessly
moving away from its nominal trajectory. Initial dispersions in the target velocity
and unmodeled accelerations cause this dispersion to continually grow. To keep the
relative positions and velocities under control, the Orbiter follows the OS as it departs
from the nominal. See Figure (5-17) for more detail.
Unfortunately, the maneuver gain matrices uploaded onto the Orbiter are all eval-
uated about the nominal inertial trajectory. When the inertial dispersions get large
enough, the effectiveness of each maneuver decreases because it was designed to be
used at a different inertial point in space. Hence, as the inertial dispersions grow,
larger maneuvers are needed to make up for the additional errors in the previous
maneuver. A sensitivity study will show that this effect can be reduced if the initial
101
E 2500 - - - - - -- - - - -
2000
5 1500 - -- - -- - -.-.---.---.-.-.-.-.-.-.-.- -
1000
5 0 0 -. . . . .- . . .. .. .. . . . . .-. . . . .. . . . .-.-- - - - - - - - - - - -- - - -. ...-- -- - -- - - - - - -
0
0 5 10 15 20 25
lime (hrs)
Figure 5-17: 3c- Inertial Position and Velocity Magnitude Dispersions
velocity dispersions for the target are smaller.
Lastly, note in Figure (5-16) that the maneuver pairs are easy to distinguish.
If the dispersion is large, the maneuver must be large for the spacecraft to reach
the desired position by the second maneuver. At the time of the second maneuver,
another large burn is then necessary to take out all the excess velocity caused by the
first maneuver. In this sense, the maneuver AV profile looks similar to the velocity
dispersion graphs seen in Figure (5-13). An additional sensitivity study will show
that these position/velocity corrective maneuver pairs are not the most efficient way
to approach correction maneuvers for extended station-keeping.
In a scenario in which each maneuver requires it's 3a- value, the entire maneuver
profile for this football orbit needs fuel for 5.66m/s of AV in order to maintain this
orbit for 24 hours. Since the Orbiter returns to this orbit after each rendezvous sortie,
the fuel spent in the Terminal Parking Phase should be kept as small as possible.
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5.4 Sensitivity Studies
The LINCOV analysis proves that this autonomous navigation approach, albeit rudi-
mentary, can accurately control the spacecraft. This section will now take a closer
look at some of the many possible variations on this football orbit to determine pos-
sible ways to improve the performance.
5.4.1 Out-of-Plane Motion
The football orbit described above contains a ±500m OOP motion in the crosstrack
direction. There are two major reasons for this OOP motion. As was briefly discussed,
the OOP motion increases the passive collision avoidance capability of the spacecraft
by insuring that the spacecraft never crosses the v-bar in plane with the target.
Therefore, if something were to go wrong and all control of the Orbiter was lost, the
spacecraft would never be at the exact same altitude and in the target orbit plane.
The second benefit of the OOP motion is for navigation purposes. At large dis-
tances (> 1km), the relative range measurement from the camera is very inaccurate.
As was discussed earlier in the navigation uncertainties section, the downrange un-
certainty is actually driven by the LOS vector uncertainties. By increasing the angle
between the target LOS vector and the downrange v-bar, the corresponding uncer-
tainty in the downrange position can be significantly reduced. Refer back to Figure
(5-9) for the pictorial representation.
So how much motion off the v-bar is enough? Is the vertical motion caused by the
football orbit (±l00m) sufficient? To test this, a similar 200 x 10m football orbit
with only ±100m OOP motion was compared to the original case with ±500m. The
resulting difference in the downrange position uncertainty is shown in Figure (5-18).
The 500m OOP motion has a significant effect on the accuracy of the downrange
position. For this thesis, ±500m OOP was chosen because it was the smallest OOP
motion that still allowed the downrange position to reach an acceptable steady state.
Note that increasing the size of the football orbit (to a 1000 x 500m) orbit has a similar
beneficial effect on the downrange navigation uncertainty due to the 500m altitude
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difference. However, the OOP motion has the additional benefits of being decoupled
from the downrange motion and creates a passive collision avoidance capability.
5.4.2 Picture Rate
In the current TPP orbit, the Orbiter camera takes a picture once each minute.
This decision was somewhat arbitrary, but seemed to be an acceptable picture rate
with little negative consequence. Indeed, the 3c- LOS uncertainty is well within the
camera field of view. But in the event that the camera is unavailable to take pictures
every minute (due to other time-consuming mission objectives), the effect of the LOS
uncertainty is shown in Figure (5-19) for a 5 minute picture rate.
Even with a 5 minute interval between measurements, the uncertainty in the
target position remains small. The navigation uncertainties and dispersions both
increase slightly with sparse measurements, but all are within acceptable bounds for
a spacecraft station-keeping 5km away. Keep in mind that this picture rate cannot
sustain the entire rendezvous, and uncertainties (especially LOS uncertainties) will
accumulate much quicker later in the rendezvous trajectory.
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5.4.3 Initial Knowledge Errors and Dispersions
The initial knowledge errors and dispersions (which are initialized to the same values
at the beginning of the simulation) of the OS have both short-term and long term
effects. The most obvious are the short term effects. With less uncertainty in the
initial conditions, the Orbiter is very likely to be very close to the relative nominal
position of the OS. Therefore, there is a higher probability that a small maneuver
(less AV) will suffice. This can be seen in the downrange dispersion plot in Figure
(5-20). The initial spike in the 3o- downrange dispersion is much smaller for the case
where all initial OS position and velocity lo standard deviations are multiplied by a
factor of 0.4.
Although less intuitive, the initial conditions of the OS can have significant effects
on the station-keeping orbit near the end of the 24 hour period. As seen in the
corrective maneuver profile Figure (5-16), the maneuvers generally increase with each
orbit. Recall that the explanation behind the increase in maneuver magnitude is due
to the OS inertial dispersions from the nominal trajectory, causing the maneuver gain
matrices to be slightly misaligned. For the case of the TPP football orbit, these errors
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line and 0.4xBaseline Initial OS Knowledge Errors and Dispersions
associated with inertial dispersions don't begin to surface until after 10 hours into
the simulation. Before 10 hours, the errors are small enough to be masked by other
errors such as maneuver execution errors and unmodeled accelerations. Perhaps this
is better explained by showing an alternate case. Reducing the OS initial position
and velocity standard deviations by a factor of 0.4 produces a decrease in inertial
dispersions to 1400m after 24 hours in Figure (5-21). This is drastically lower than
the baseline case, which reached 3500m after 24 hours in Figure (5-17).
This decrease in the inertial dispersions of the OS and Orbiter reduces the ramping
maneuver errors that created by these dispersions. In fact, the maneuver errors are
reduced to the point that they are completely masked by now-dominant smaller error
sources (such as unmodeled accelerations or maneuver execution errors) for the entire
24 hour period. Thus, a "steady-state" maneuver profile can be seen in Figure (5-22).
Unfortunately, this drastic reduction in initial conditions is currently not feasible,
and therefore is not used in any further analysis. This case is used simply to show
the effects of the initial conditions.
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Error Type Region 1 Var. Region 2 Var.
Shutoff Error (o) (0.05/3)2 0
Pointing Error (r ) (0.005/3)2 0
Fixed Error (u2 i,) (0.001/3)2 (0.006/3)2
Table 5.6: Baseline Maneuver Execution Variances in
Error Type Region 1 Var. Region 2 Var.
Shutoff Error (of) (0.1/3)2 0
Pointing Error (o ) (0.01/3)2 0
Fixed Error (jfix) (0.002/3)2 (0.012/3)2
Table 5.7: Sensitivity Study: Doubled Baseline Maneuver E
Knowledge Uncertainties. Variances shown in m2 /S 2
xecution and
5.4.4 Maneuver Execution Errors
The maneuver execution errors modeled in this thesis are fairly complicated and due
to approximations and incomplete CNES specifications, the execution errors might
be significantly different in the actual mission. To account for execution errors much
larger than the current model, a sensitivity study involving three additional maneuver
execution error models are introduced here. To serve as a reminder, the baseline
maneuver execution error model is as shown in Table (5.6).
The maneuver knowledge accuracy model is exactly the same as Table (5.6). Doubling
the 3c- value in both models produces Table (5.7).
There are two significant effects of doubling the maneuver execution and knowl-
edge uncertainties. Naturally, when the maneuver execution errors increase, the cor-
rection maneuvers increase as well. See Figure (5-23).
Errors associated with a correction maneuver are essentially velocity errors. Nat-
urally, larger velocity errors propagate into large position dispersions quicker than
small velocity errors. Larger correction maneuvers are needed, which are accompa-
nied by large execution errors, thus perpetuating the cycle and increasing the total
AV needed for the trajectory. In the case of the doubled maneuver execution and
uncertainty models, the 3a AV spent for the 24-hour period is 8.79m/s as compared
to the baselined 5.66m/s.
The second noticeable difference in this sensitivity trial is with the navigation
108
m 2 /S2
>02o ie(hs55 02
0.3-5. . . . . ... . .
0.2 - .. .. .. . . . .. . . . . . . .
0.1
010 5 10 15 20 25
Tim (hrs)
Figure 5-23: 3a Maneuver AV Profile for both the Baseline and Doubled
Maneuver Execution Error Models
Error Type Region 1 Var. Region 2 Var.
Shutoff Error (of) (0.2/3)2 0
Pointing Error (o 2) (0.02/3)2 0
Fixed Error (o2 i.) (0.004/3)2 (0.024/3)2
Table 5.8: Sensitivity Study: Quadrupled Baseline Maneuver Execution
and Knowledge Uncertainties. Variances shown in m 2 /s 2
uncertainty, as seen in Figure (5-24). The navigation uncertainty increases at a faster
rate than the slow increase caused by the OOP uncertainty in the baseline case.
Given more time, the doubled case is likely to level off as the baseline case did, but
it is not clear by looking at a 24 hour period what that point will be.
In an extreme sensitivity case, the execution knowledge error is multiplied by a
factor of 4, as seen in Table (5.8).
It is highly unlikely the maneuver execution errors would ever be this large, but
this case simply provides more information as to the sensitivity of the trajectory to
various maneuver execution error models. The maneuvers are now extremely large,
as seen in Figure (5-25).
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Figure 5-25: 3a Maneuver Profile for both the Baseline and Quadrupled
Maneuver Execution Error Models
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Figure 5-26: 3a Relative Downrange Position Uncertainty both the Baseline
and Quadrupled Maneuver Execution Error Models
Error Type Region 1 Var. Region 2 Var.
Shutoff Error (o-2) (0.1/3)2 0
Pointing Error (or2) (0.01/3)2 0
Fixe Errri(o ) (0.002/3) (0.006/3)
Table 5.9: Sensitivity Study: Doubled Baseline Maneuver Execution and
Knowledge Uncertainties in Region 1 Only. Variances shown in m22
Notice that with maneuvers this large, the maneuver errors caused by the inertial
dispersions are completely masked by these large maneuver execution errors, and
thus it seems the maneuvers have reached some "steady state". Unfortunately, the
downrange dispersions are so large that they encompass the entire football orbit!
With maneuver execution errors this large, a correction maneuver can potentially do
more harm than good! See Figure (5-26).
The required 30- AV for this case is an exorbitant 19.56m/s for a 24-hour period.
The third sensitivity variation on the maneuver execution error model is more
realistic than the previous one. Because the region of correction maneuvers above
10cm/s is already conservative, this last sensitivity model only doubles the uncer-
tainty of those maneuvers below 10cm/s. See Table (5.9).
In this case, doubling the maneuver execution and knowledge uncertainty in the
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Figure 5-27: 3o- Maneuver AV Profile for both the Baseline and 2xRegion 1
Maneuver Execution Error Models
lower region results in a slight increase in maneuvers, as seen in Figure (5-27).
The 3cr amount of AV necessary to maintain this orbit is increased by roughly
1m/s to 6.60m/s.
In addition, although the downrange navigation uncertainty does not plateau like
it does in the baseline case, the rate of increase in uncertainty is much smaller than the
previous sensitivity studies, and reaches a 3o- value of less than 140m after 24-hours,
as seen in Figure (5-28).
5.4.5 Number of Correction Maneuvers
Recall that the four correction maneuvers per orbit in the baseline case are roughly
equally spaced throughout the "illuminated" section of each orbit. As an alternative,
this sensitivity study reduces the number to two maneuvers per orbit. Then after
strategically adjusting the location of these maneuvers, the resulting trajectory can
be found in Figure (5-29).
Notice that all maneuvers now take place either at the "12 O'clock" or "3 O'clock"
position. These strategically placed maneuvers are located at points of maximum
relative altitude or crosstrack. A linear covariance analysis of this trajectory produces
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Figure 5-29: Reference Trajectory for the Modified Football Orbit with 2
Maneuvers per Orbit
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Figure 5-30: Maneuver AV Profile for the Modified Maneuver Strategy with
2 Maneuvers per Orbit
the following variation in the maneuver AV profile, as seen in Figure (5-30).
Although the maneuvers in the 2 maneuver case are much larger than the 4 ma-
neuver baseline case (Figure (5-16)), there are half as many total maneuvers. The
total 3a- AV for the modified 24-hour sortie is 6.34m/s as opposed to the baseline
of 5.66m/s. Despite being similar in total AV, there is quite a large difference when
looking at the downrange dispersions, as seen in Figure (5-31).
Due to the fewer correction maneuvers in the beginning of the modified trajectory,
the initial errors are allowed to propagate much further than the baselined case,
depicted by the large spike in dispersions early on. This spike is also cause for the
large early maneuvers seen in Figure (5-30). In addition, with only two maneuvers,
some dispersions propagate for almost 3/4 of an orbit before being corrected! These
dispersion grow up to a 3a- value of over 300m, and suggest that something more must
be done before a two maneuver strategy is worthwhile.
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Figure 5-31: 3a- Relative Downrange Dispersions- For Both the Baseline and
2 Maneuver per Orbit T1rajectories
Measurement Baseline Variance (rad 2) 10% case Variance (rad')
A ng e ari nc (2 x 10- 6)2 ( 4 x 10 -6)2 + (0 .1 - -) 2
RAnge Variance 24 x0 le (24 x -62+(. )22
Table 5.10: Modified Measurement Variances to Incorporate Difficult Light-
ing Conditions
5.4.6 Lighting Conditions
Another spacecraft component that plays a large role in the rendezvous maneuver is
the Narrow Angle Camera. The baseline case assumes that the camera can accurately
determine the center of the target for the purposes of calculating range and angle
measurements. Yet the actual illumination of the OS might not be as bright as
expected, or a partial illumination (such as a crescent) might make finding the center
of the OS a bit more difficult. This sensitivity trial assumes that the Orbiter cannot
exactly determine the center of the OS, but rather can only know the center to
within 10% of the apparent angular diameter. Therefore, the updated measurement
variances are in Table (5.10).
Applying the LINCOV analysis with these new measurement variances surpris-
ingly caused only miniscule changes in the any of the figures. Why is this football
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orbit insensitive to changes in the measurement variances? At 5000m from the tar-
get, the uncertainty in the range measurement is so large that the filter ignores the
measurement. Secondly, the uncertainties caused by inertial attitude accuracy (from
IMUs) and dynamic alignment errors are much larger than the small angle measure-
ment variances. Therefore the relative navigation uncertainty is dominated by these
other uncertainties. In fact, this altered lighting condition doesn't have an effect on
the trajectory until very close to the target, which will be discussed later in the thesis.
5.5 Improved Correction Maneuver Strategy
Correction maneuvers have significant influence over the performance of each ren-
dezvous trajectory. Strategic numbering and positioning of the correction maneu-
vers can keep potentially disastrous close-proximity position dispersions within a safe
region. Therefore any insight that reduces dispersions in the correction maneuver
strategy is highly worthwhile. The well documented maneuver correction strategy of
a pair of correction burns works well for a single mid-course correction or for perfectly
executed maneuvers. As discussed in the maneuver targeting section, the first ma-
neuver at time ti targets a future position at time ti+1 along the nominal trajectory
to correct any position dispersions. Upon reaching time ti+1, a second maneuver tar-
gets the nominal velocity at ti+1 to remove any velocity dispersions. The end result
(assuming perfectly executed maneuvers) is a spacecraft in the correct position with
the correct velocity. But this position-velocity (R-V) targeting scheme is not as ef-
fective when considering imperfect maneuvers due to maneuver execution errors and
maneuver knowledge errors. To illustrate this point, consider the following example.
An Orbiter has just completed the first position maneuver (from time ti to ti+1 )
of an R-V correction maneuver pair. The velocity at ti+1,V i e is necessarily dif-Veti+ 1
ferent from the nominal due to the first correction maneuver. In addition, assume
that maneuver execution errors have caused the Orbiter to miss the desired nominal
position by some small amount, 6Re.
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Ntrue = Re + noe (5.7)
ij+1 i+1
Generally, a velocity targeted maneuver completes this maneuver pair and is given
by
LZ = fre- re (5.8)
i+1 i+1
Note that this equation is insensitive to position changes, meaning the calculated
velocity will be the same regardless of how accurately the first correction maneuver
guided the spacecraft to the correct position.
In this case, a better method is to re-target for another position rather than target-
ing an inappropriate velocity. From the state propagation equation in the maneuver
targeting section,
RAd Anom - jtrue + [i/true
r i+2 - rli+2 Trr~relt+ O rv 're~t+ + IA
-~~~o Rrr [A'7±'1e]+~~ rue +V] (5.9)
where the superscript "d" indicates the desired position. Rearranging this equation
to solve for AV produces
~- (nom - nom t rue (.0
AZ =4v R - rr [R + Irei-lYJ (5.10)relt 1  -relti+et+ 1
This AV calculation includes a term relating to the position dispersion, 6Rrei at
time ti+1 . Note that if the position dispersion is zero, the above equation reduces
simply to
AV = re" ferg" = V-target maneuver (5.11)
roti+1 
-Veli+1
This second position-targeted maneuver can in turn be followed by a third position-
targeted maneuver and so on, essentially eliminating the need for maneuver pairs and
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the less effective velocity-targeted maneuver in general!
5.5.1 Optimal Control Problem
In order to increase confidence in the robustness of a repeated position-targeted ma-
neuver correction scheme as opposed to the R-V maneuver pair, it can be shown that
the repeated position-targeted maneuver scheme is the solution to a simple optimal
control problem.
Optimal Control Theory
Consider a discrete-time, linear system with a control input, i(i), controllable pa-
rameters, F(i), a disturbance, Wi(i), and a constant step size.
-(i + 1) = A(i) (i) + B(i)i (i) + zi(i) (5.12)
=(i) D(i)Y(i) (5.13)
where W' is a zero-mean stochastic variable with variance V. The initial condition
corresponding to this system is simply
f(io) = fo (5.14)
The goal is to find some optimal input U' that will minimize some cost function. A
common quadratic cost function associated with this type of optimal control problem
is as follows
J = E [iz"(i + 1)R 3(i + 1)i(i + 1) + ilT(i)R 2(i) *(i) + ET(ii)Piz(ii) (5.15)
where E[ ] is the expectation operator and R 3, R 2, and P1 are weighting matrices.
With close proximity operations, the primary concern is to minimize position dis-
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persions. To reflect this, all emphasis is removed from the control inputs by setting
R2 = 0. The new simplified cost function is as follows
J = E "[(i + 1)R 3 (i + 1)5(i + 1) + T(i)P(5.16)
where R 3 (i + 1) 2 0 and P 1 > 0. Assuming a time-invariant system produces con-
stant matrices for A, B,and R 3 ; thus the problem becomes a time-invariant stochastic
discrete-time linear optimal regulator problem [14]. The optimal solution to this prob-
lem can be found in a variety of control textbooks, and is
i = io, io + 1, --, i - 1 (5.17)
where
F(i) = {BT [R1 + P(i + 1)] B } BT [R1 + P(i + 1)] A (5.18)
and
R1 = DTR 3 D, for all i (5.19)
The series of matrices P(i) satisfies the following matrix difference equation
P(i) = AT [R1 + P(i + 1)] [A - BF(i)], i=i io + 1, -.., i1 - 1 (5.20)
with the terminal condition
P(ii) = P1 (5.21)
For a time-invariant, discrete-time, controllable and linear optimal regulators, the
solution P(i) of Eqn (5.20) with the terminal condition P(ii) = P1 converges to a
constant steady-state solution P as i1 -- oo for any P1 > 0.
Lastly, the corresponding minimal value of the cost function achieved with this
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U(i) = -F(i)x(i)
Modified Relative Frame
True R-bar Altitude
Orbiter
Position Nominal
Orbiter
V-bar Position
Downrange
Figure 5-32: Modified Reference Frame used in the Optimal Control Prob-
lem
control law is given by
J = tr [(R1 + P)V] (5.22)
Application
This optimal control problem can be applied to the repeated correction maneuvers
necessary in the TPP football station-keeping orbit. In order to simplify the math-
ematics, the state vector is defined as the dispersions between the desired (nominal)
Orbiter position/velocity and the true Orbiter position/velocity in the LVLH frame.
oRrb [ r oR~ rb)S Jj(5.23)
6Voro~ eVy" - Vo")
- LVLH or b LVLH
Using a Clohessy-Whiltshire formulation, the terms in the state equation, Eqn
(5.12), are straightforward. The matrix A is simply the state transition matrix from
tj to ti+i.
A 1 <k = (5.24)
The control input, U', consists of thrusters that can control the velocity, so U =
[AZ]. The corresponding matrix B is therefore
B = <b = Ov (5.25)
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The random disturbance s'i arises from the maneuver execution error, i4, described
as a zero mean random vector with a 6 mm/s 3o- velocity uncertainty along each axis.
Wi =i 6(5.26)
and
E[fivf] = (.006/3)21323 (5.27)
Additional disturbances (such as unmodeled accelerations) could be included, but
for the purposes of this application, just one disturbance is sufficient. The following
steps determine the variance V associated with this disturbance.
V = var[i ] = E[gii3[]
-- T-
E[[rv i O[rj]
= " E[i T
T
= (.006/3)2 O 4T 4T (5.28)
Since the state is fully controllable, the matrix D in Equation (5.13) is simply
the identity matrix, I. Because the focus of this application is to minimize position
dispersions along each axis, the measurement weighting matrix R 3 is
R3 [13 3 0 (5.29)
0 0
Because P(i) approaches the steady-state solution, P, for any terminal condition
Pi > 0, this application sets P1 to zero to ease the analytic computation.
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Now that all the variables have been defined, the optimal control can be computed
from Eqn (5.18).
F(ii - 1) = {BT [R 1 + P(ii)] B 1 -BT [R1 + P(ii)] A
= {BTR 1 B) .BTR 1 A
= {+# O' + T [1 I K:
= v [ q0 0 #v #vI
(5.30)
Next, P(ii - 1) is calculated to determine if
reached.
P(i1 -1) AT [R1 + P(ii)] [A - BF(i
ATR 1 [A - BF(i1 - 1)]
= r O~~of rr qOrv]
oji 'kvr 'bvv#r7r 0 rr #r7#v
L ~rv Orr frv..qrv _ Lr
By showing P(ii) = P(ii - 1) = P, the stea
reached and F(ii - 1) = F. The corresponding op
a steady-state value P has been
1 - 1)]
Ov
0brr brkrv r
Or rrrv 0 (5.31)
Okrr q$rv J
dy-state optimal control has been
timal control law is then
-=[q1#r JL- (5.32)U = - I#, Irv Or(.32
Comparison to Position Targeting
To complete the proof, the above optimal control law is compared to a position
targeted maneuver in this application. Using the same state described above, the
state propagation equation is
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[Rorb ]rr 4rv Rorb (5.33)
- orb ti+1 
- vr 
-VV 
- ort t,
A position targeted maneuver is then extracted from the above equation.
cNdb = Rort,, - rr oorbj, + krvG(5orbt. + AV) (5.34)
Note that the desired position dispersion, ordb is zero. Rearranging to solve for the
required velocity change produces
AV -krv4rrRort, - oforbti (5.35)
or
AV = [ -4;-;i#r -I X, where '= R 6] (5.36)
This maneuver is exactly the same as the optimal control maneuver found in
Equation (5.32), again showing reasoning for a position targeted maneuver scheme as
opposed to the position-velocity maneuver pair.
5.5.2 Improved TPP Station-keeping Orbit
From the results of the sensitivity studies, it is obvious that the baselined football
orbit can be improved. Changing the correction maneuver scheme to solely position
targeting maneuvers, and reducing the number of maneuvers per orbit from 4 to 2
produces the trajectory in Figure (5-33).
A LINCOV analysis of this improved football orbit results in the following im-
provements.
Improved Maneuver AV Profile
The most drastic improvement is in the total fuel spent. Assuming a 3a- mission,
recall that the baseline trajectory spent 5.66m/s in AV. By improving the correction
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Figure 5-33: Final Terminal Parking Phase Reference Trajectory in the
LVLH Frame
124
0
Side View
0)
0)
0
Top View
5 View
End View
-A;
.- -. -
-K--u
-. .......-
-
o.35-
Figure 5-34: 3- Correction Maneuver Profile for Both the Baseline
Terminal Parking Phase Orbits
and Final
burns and reducing their number, the total AV for a 30 mission is only 1.64m/s!
Each maneuver comparison can be seen in the Figure (5-34).
In the improved trajectory, the sparse maneuvers allow more time for a correction
maneuver to dissipate the dispersions. In effect, large burns that eliminate a disper-
sion quickly can be replaced with smaller burns that takes longer to reach the desired
nominal position, but are just as effective. This difference in maneuver size can also
be seen in the velocity dispersions in Figure (5-35).
Equivalent Position Dispersions
By looking at the dispersion plots in Figure (5-35), one can also see that, in general,
the position dispersions are the same or better than the baselined case. The initial
conditions damp out in a slightly longer period of time due to the scarcity of ma-
neuvers, but if this was a serious concern, a few extra correction maneuvers could
be scheduled in the beginning of the simulation to remedy this. For this study, the
position dispersions shown are acceptable for the Terminal Parking Phase.
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Improved Navigation Uncertainty
Lastly, the navigation uncertainty is slightly better in the improved trajectory. This
is most likely due to the decreased frequency of maneuvers, or more specifically,
decreased maneuver knowledge errors. See Figure (5-36) for the individual graphs of
the navigation uncertainties.
Although this improved Terminal Parking Phase orbit can most likely be improved
further by varying the number and position of maneuvers, the focus of this thesis was
to establish certain trends in trajectory design and to come up with an acceptable
trajectory for the given mission phase. This improved inclined football orbit is one
such trajectory.
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Position Uncertainties
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Chapter 6
Terminal Rendezvous Phase
Analysis
The Terminal Parking Phase is the final checkpoint before the close-proximity ap-
proach begins. After receiving one final update from the Deep Space Network, the
Orbiter will complete approximately three orbits in the same TPP orbit to smooth
out any uncertainties before moving towards the target in the Terminal Rendezvous
Phase (TRP). The TRP and Capture Phase are to be completed within 24 hours in
order to repeat the rendezvous several times within the allotted mission time.
Note that for the TPP orbit, a camera picture rate of 1 picture/minute was ac-
ceptable. As the Orbiter approaches the OS, this is no longer the case. Recall in
Chapter 2, the picture rate varied with the relative range, as defined in Table (2.1),
and shown below for reference.
There are an infinite number of ways to approach the spacecraft from approxi-
mately 5000m away and end 20m downrange of the target. However, an analysis of
3 trial trajectories based upon the types of relative motion discussed in Chapter 4
provide sufficient insight to create a final trajectory that combines the best attributes
|NeI > 500m 500m > |ReI > 50m 50m > IRreil
60 sec 30 sec 10 sec
Table 6.1: Range-Varying Picture Rates
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of the 3 trial trajectories.
6.1 Co-Elliptic Rendezvous
The first and most common rendezvous trajectory is based on the co-elliptic transfer
discussed in Chapter 4. This section describes the reference TRP trajectory in detail,
and then follows with the LINCOV analysis of that trajectory.
6.1.1 Reference Trajectory
This rendezvous is quite elegant because the relative motion is very straightforward
and simple. Beginning from the TPP inclined football orbit, the Orbiter recircularizes
at the top of the football, raising the altitude of the inertial orbit around Mars. This
new orbit has a larger semi-major axis and causes the Orbiter to drift towards the
target at the constant relative height of 100m. At this height, the relative motion
between the two spacecraft is quite high. If left unchanged, the Orbiter would close
the 5000m gap in only 10 hours. Therefore, in order to slow down the relative motion
(and for other reasons that will be discussed shortly), the relative height is reduced to
50m when the Orbiter is roughly 1km away from the OS. Lastly, at just outside 100m
range, a final closing maneuver pair reduces the Orbiter relative height to 0m, and
then stops the orbiter 20m downrange of the target. The entire rendezvous trajectory
takes just over 19 hours to complete.
The out-of-plane motion of the inclined football orbit is removed as soon as the
Orbiter begins the co-elliptic transfer. Recall that the primary purpose of the OOP
motion is to reduce the risk of accidental collisions. But in a co-elliptic transfer,
if control of the spacecraft is lost, the spacecraft will casually drift past the target
in its larger (or smaller) orbit, thus completely avoiding a collision with the target
without any necessary maneuvers. The second reason for adding OOP motion is to
increase the effectiveness of the angle measurements in determining range. But both
the 100m altitude and the fact that the Orbiter is moving towards the target enhance
the downrange position accuracy.
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The entire co-elliptic reference trajectory can be seen in the three graphs of Figure
(6-1). In these LVLH-frame figures, portions of the orbit are eclipsed by the planet
Mars, and are marked by a thick black line. In addition, some portions of the orbit
failed to avoid the sun constraint, and are marked with a thicker grey line. Finally,
maneuver opportunities, both nominal and corrective, are marked by an X. All
the correction maneuvers are position-targeted maneuvers and target the nominal
position at the next maneuver location.
To further point out the simplicity of the co-elliptic maneuver, the plot in Figure
(6-2) shows the relative range versus time. When on a co-elliptic transfer, the range
closes at a constant rate. This monotonically decreasing range profile allows for
systematic, unambiguous trajectory fault detection procedures.
Another important aspect of the nominal trajectory is the slew rate. In order
to take measurements at any time, the Orbiter must be pointed at the target at all
times. As the Orbiter approaches the target and the LOS vector changes, the Orbiter
will be forced to slew at a certain rate to track the OS. The slew rate is required
to be below 0.5 /s to ensure the safety of the mission, but slew rates much lower
than this are desirable. In the co-elliptic trajectory, the slew rate is not a problem
until the very end, where it spikes to 0.26 0/s in Figure (6-3). Although this is within
the capabilities of the spacecraft, this spike occurs at a very critical time in the
rendezvous (just before the capture phase), and thus detracts from the usefulness of
this trajectory.
6.1.2 LINCOV Analysis
The TRP LINCOV analysis produces the same kinds of graphs as the previous TPP
LINCOV analysis. Plots of the maneuver AV profile, line-of-sight uncertainty, nav-
igation uncertainty, and dispersions for the co-elliptic trajectory are all discussed
below.
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Figure 6-1: TRP Co-elliptic Reference Trajectory in the LVLH Frame
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Maneuver AV Profile
A key parameter in determining the performance of each trajectory is the maneu-
ver AV profile. Ideally, both the nominal and corrective maneuvers are kept small
to reduce the total fuel spent. Figure (6-4) shows the deterministic and statistical
maneuver AV profile for the co-elliptic trajectory.
Both the nominal maneuvers (dark) and correction maneuvers (light) are repre-
sented in this figure. 5 nominal maneuvers are needed to complete the co-elliptic
trajectory, with 22 corrective maneuvers (roughly 2 per orbit) available to reduce
dispersions in the nominal trajectory. Keep in mind the nominal maneuver magni-
tudes are required, whereas the correction maneuver magnitudes are statistical, 3o-
representations of the correction maneuvers. Assuming a 30- trajectory, the total ma-
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Figure 6--5: 30- LOS Nay Error for the Co-elliptic Trajectory
neuver cost is 1.52m/s for the co-elliptic trajectory, where 0.59m/s is from nominal
maneuvers and the remaining 0.93m/s is from the 3. correction burns. The co-elliptic
trajectory is very efficient in terms of fuel spent, and much of the maneuver cost is
simply from removing the OOP motion, as shown by the large nominal maneuver
at roughly 6 hours into the trajectory. Most of the correction maneuvers are below
10cm/s, meaning the associated maneuver execution error is also quite small.
Line-of-Sight Uncertainty
The uncertainty in the line-of-sight was never a problem during the previous Terminal
Parking Phase. With the Orbiter station-keeping so far away from the target, the LOS
vector changes only slightly, meaning the estimated LOS vector remains quite close
to the true LOS vector. But as the spacecraft approaches the target in the Terminal
Rendezvous Phase, this is no longer the case. In fact, the LOS vector changes quite a
bit in the last 200m of the trajectory, hence the necessity for a higher picture rate as
the Orbiter approaches the target. Unfortunately, eclipse times and sun constraints
sometimes limit the availability of measurements. Increasingly large spikes occur in
the LOS uncertainty during these blackout periods, and can be seen in Figure (6-5).
In the co-elliptic case, this uncertainty reaches a critical point at roughly 18 hours
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into the trajectory. Recall that the camera field of view is only 1.40. Therefore, if the
3o- uncertainty in the LOS is more than half this (0.7'), then there is a significant
possibility that the target might not be in the FOV of the camera, causing a poten-
tially time-consuming mosaic-mode search for the target. At 18 hours, the 3- LOS
uncertainty breaks this 0.7 degree threshold. This large spike in LOS uncertainty is
due to the target entering eclipse, and is a definite drawback to the co-elliptic case.
Fortunately, there is another solution to this problem besides mosaic-mode that
would reduce the LOS uncertainty. When the LOS uncertainty gets too large, the
Orbiter is within 500m of the target. This large spike in uncertainty is due the target
going dark during an eclipse. If some illuminating instrument is placed onboard the
Orbiter, it could illuminate the OS from 500m and take measurements during the
eclipse period. This would prevent the LOS uncertainty from climbing above the
threshold and all but eliminate the possibility of entering mosaic-mode.
Navigation Uncertainty
Along with the LOS uncertainty, the position and velocity uncertainties must be eval-
uated as well. Because the co-elliptic case begins in the exact same football orbit as
the improved TRP case, the beginning uncertainties look exactly the same as well. In
addition, once the Orbiter begins the approach towards the OS, all of the uncertain-
ties begin to decrease, meaning the navigation device is becoming more accurate. In
fact, many aspects of the trajectory improve the navigation uncertainty. The range
measurement becomes more useful as the Orbiter approaches the spacecraft because
the range uncertainty is a function of the relative range (see Eqn (2.102)). The angle
measurements also become more accurate as the range decreases simply because they
are based on uncertainties in the angle to the target. As the range decreases, the
crosstrack and altitude uncertainties corresponding to the angle measurement uncer-
tainties become smaller. This is obviously desirable, since 100m 3a- uncertainties,
while acceptable at 5000m away, are not acceptable at 150m away.
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Dispersions
The most critical parameters when determining the performance of a rendezvous tra-
jectory are the dispersions. Large dispersions near the end of the trajectory jeopardize
the entire mission if the dispersions overlap the true location of the OS (thus risking a
collision). In addition, the navigation filter and maneuvers have been linearized about
the nominal trajectory. Large dispersions will degrade the navigation performance
and the effectiveness of these correction maneuvers, which could ultimately lead to a
diverging navigation filter. Fortunately, a trajectory designer can intelligently place
correction maneuvers to reduce the dispersions when necessary.
The position and velocity dispersions for the co-elliptic trajectory can be seen in
Figure (6-7). The marks along the horizontal axis denote maneuver times. Some
velocity dispersions are easily linked to these maneuver opportunities. The associa-
tion between maneuvers and position dispersions are a bit harder to see with sparse
maneuvers, but the position dispersions generally decrease after a maneuver.
Perhaps a more valuable interpretation of the dispersions is in the form of disper-
sion ellipses. These dispersion ellipses are drawn along the nominal trajectory, and
represent a planar area in which the Orbiter could be located, within 2-D 30- (99.73%)
uncertainty. Figure (6-8) shows these dispersion ellipses at each maneuver time for
the entire co-elliptic trajectory in the R-bar/V-bar plane.
The initial dispersion ellipses are quite large, and are due to the initial conditions
given in this simulation. As the Orbiter approaches the target, the dispersion ellipses
are significantly smaller. Lastly, by zooming into the final 1km of the trajectory in
Figure (6-9), the small dispersion ellipse at the point 20m downrange of the target
gives sufficient confidence that the Orbiter will not drift off the nominal position far
enough to collide with the OS or invalidate the linear approximations.
6.2 Hop Rendezvous
The second basic rendezvous is called the Hop rendezvous, appropriately named for
the series of "hops" used to approach the target.
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6.2.1 Reference Trajectory
This reference trajectory starts in the same inclined football orbit as the TPP and
co-elliptic rendezvous. When the Orbiter is closest to the OS (at 3 O'clock on the
football orbit), the first hop maneuver is executed. The first 2 hops created by this
maneuver are quite large, causing the Orbiter to close to within 1km in just 2 orbits.
Yet moving at this rapid pace does have large adverse effects when the Orbiter is
less than 1km or so from the target. The second nominal maneuver reduces the size
of the hops to travelling roughly 200m downrange per orbit. After 3 similar hops,
the Orbiter makes an additional maneuver to bring the spacecraft within 20m of the
target. This last maneuver rapidly brings the spacecraft from 500m to 20m in less
than half an orbit (see Figure (6-11)). The reasoning behind this swift maneuver at
the end of the trajectory will be discussed shortly.
Unlike the co-elliptic trajectory, which remained "above" the target for the entire
rendezvous, each hop brings the Orbiter back to the v-bar. If the hops were kept in
the R-bar/V-bar plane, then losing control of the spacecraft could potentially cause
a collision if the Orbiter were to hop onto the OS. To avoid this possibility, the OOP
motion in this trajectory is not removed until the end of the rendezvous. Figure
(6-10) shows the hop rendezvous in the LVLH frame.
The approach trajectory is not as straightforward as the co-elliptic rendezvous
when looking solely at the graph of range versus time because the hop maneuvers
innately cause the spacecraft to move away from the target briefly in the beginning of
each hop. But this is not necessarily a problem, and Figure (6-12) is included to help
the reader understand the motion in the hop rendezvous. Lastly, the hop rendezvous
takes a bit less time, reaching the desired 20m downrange position in 17.5 hours as
opposed to 19 hours in the co-elliptic case.
6.2.2 LINCOV Analysis
The same linear covariance tool is used to analyze the hop rendezvous. Many of the
insights and trends are discussed below.
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Maneuver AV Profile
The maneuver profile for the hop rendezvous in Figure (6-13) looks similar to that
of the co-elliptic case. There are 5 nominal maneuvers, with the largest maneuver
removing the OOP motion. In this trajectory, these 5 maneuvers use slightly more
fuel, expending 0.84m/s in AV. The 22 corrective maneuvers account for 1.03m/s,
assuming a 3a maneuver is needed each time. Thus the total AV spent for one 3cr
rendezvous sortie is 1.87m/s, which is 0.35m/s more than the co-elliptic rendezvous.
Although this corresponds to more fuel than the co-elliptic case, both scenarios are
far below the allowable 5m/s per sortie allocated in this phase of the mission. Most
of the corrective maneuvers are quite small, as they were in the co-elliptic case.
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Line-of-Sight Uncertainty
Recall that the co-elliptic case failed to meet the Line-Of-Sight uncertainty constraint.
Sensitivity studies on both the co-elliptic and hop trajectories showed that both
trajectories could not go into eclipse within 400m of the target and still meet the
LOS uncertainty constraint upon exiting the eclipse. The previous section talked
about mosaic-mode or an illumination device as possible solutions to this problem.
The unorthodox maneuver at the end of the hop trajectory (see Figure (6-10)) is yet
a third solution to the problem.
In order to avoid entering an eclipse within 400m of the target, the hop trajectory
initiates a maneuver to rapidly reach the final position before the next eclipse. With
the end of the trajectory within the illuminated region, the LOS uncertainty remains
below the constraint, as seen in Figure (6-14).
Although this quick maneuver is a solution to the problem, it introduces a few
problems of its own. First, by initiating such a quick maneuver in close proximity to
the target, the LOS vector changes quite rapidly. The slew rate of the Orbiter spikes
to almost 0.350/s at the end of the trajectory, as seen in Figure(6-15). Such a high
slew rate late in the rendezvous might cause complications.
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Figure 6-15: Spacecraft Slew Rate versus time for the Hop Trajectory
In addition, although the hop rendezvous managed to avoid entering an eclipse
within 400m of the target, the following Capture Phase will certainly have do deal with
a close-proximity eclipse. Fortunately, the multi-football trajectory to be discussed
shortly will provide some insight as to how to approach this problem.
Navigation Uncertainty
The navigation uncertainty for the hop rendezvous looks extremely similar to the
co-elliptic case. Figure (6-16) depicts both position and velocity 3c- uncertainties for
each relative axis, and is included for completeness.
Dispersions
The position and velocity dispersions are shown in a similar manner in Figure (6-
17). These dispersions can be mapped onto the nominal trajectory in the form of
dispersion ellipses, just like in the co-elliptic case. From Figures (6-18) and (6-19),
the dispersion ellipses for the R-bar/V-bar plane can be seen all along the trajectory.
Again, the initial dispersions are large due to the initial conditions, but the dispersions
along the approach trajectory are quite small. The final dispersion ellipse at the 20m
point is sufficiently small as well. It should be noted that in all TRP trajectories, the
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author strategically added correction maneuvers as necessary to reduce dispersions
to acceptable levels.
6.3 Multi-Football Rendezvous
The third of the basic TRP trajectories implements the inclined football orbit, similar
to the one used in the TPP trajectory.
6.3.1 Reference Trajectory
Starting from 5000m, the multi-football rendezvous travels through a series of 4
shrinking football orbits to get to the desired position 20m downrange. In order
to transition through the 4 football orbits, the initial football orbit for this trajectory
is larger than the previous two scenarios. Instead of starting in a 200 x 100m football
orbit with ±500m OOP motion, the multi-football case begins in a 2 x 1km football
orbit with ±500m OOP motion. After completing three orbits, the Orbiter departs
towards the target and enters the second football centered at 1km downrange. This
new inclined football orbit is 200 x 100m, with ±200m OOP motion. After circling
this orbit once, the Orbiter departs for the third inclined football orbit, centered
200m downrange. This slightly smaller football orbit is 50 x 25m, with ±50m OOP
motion. The fourth and final football orbit is 40 x 20m, with +20m OOP motion,
and is centered 40m downrange of the target. By circling around this final football
orbit, the Orbiter reaches the 20m downrange destination. Each football orbit is in-
clined, both for passive abort capability, and to increase the effectiveness of the angle
measurements. The entire trajectory can be seen in Figure (6-20), where the total
run time for this trajectory is roughly 17.5 hours. The final 300m of the trajectory
can be seen in Figure (6-21).
The range throughout the trajectory is by no means monotonically decreasing.
Each football orbit causes an oscillatory pattern in the range, and can be seen in
Figure (6-22).
The final two football orbits have two very special qualities about them. By being
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close enough to the target, the orientation of the football orbit can avoid the sun
constraint completely, meaning the Orbiter can take pictures of the OS for a larger
percentage of each orbit. The second benefit of these two orbits is that the eclipses
occur when the spacecraft is moving away from the target, on the underside of each
football orbit. This produces quite a large improvement in the LOS uncertainty, and
will be discussed later.
Lastly, the slew rate for this trajectory is much better than in the previous two
cases. By using a football orbit to bring the Orbiter to its final position, the LOS
vector changes very little compared to the other cases. In this multi-football scenario,
the slew rate spikes at less than 0.17 deg/s, and this spike occurs much further away
from the target than in the two previous trajectories. See Figure (6-23) for more
details.
6.3.2 LINCOV Analysis
The LINCOV analysis for the multi-football rendezvous reveal some very interesting
insights and trends to the mission designer.
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Maneuver AV Profile
In terms of total fuel spent, the multi-football rendezvous is the most expensive
transfer, as seen in Figure (6-24). Although starting in a larger football orbit does
increase the maneuvers a tiny bit, the largest contributor to the expensive fuel cost is
the initial nominal burn to transfer from the first football orbit to the second. Being
centered 4km apart and transferring in less than half an orbit, this required maneuver
is quite large. Then, upon entering the second football orbit, a second large maneuver
is necessary to get rid of the excess velocity created by the first maneuver. In effect,
the total required AV for a 3a trajectory is 3.77m/s, more than the previous two
trajectories combined! A total of 6 nominal maneuvers comprise 2.70m/s of the total
AV, and 27 correction maneuvers account for the remaining 1.07m/s. The fuel spent
on correction maneuvers is quite similar to the other cases, so the Multi-Football case
can be more effective if the large nominal transfer maneuvers between footballs can
be replaced with something more fuel efficient.
Line-of-Sight Uncertainty
Recall that in both previous trajectories, the LOS uncertainty spiked extremely high
when the Orbiter exited an eclipse within 500m downrange of the target. But the
unique design of the football orbit provides an effective way to handle these close
proximity eclipses.
In both the co-elliptic and hop trajectories, the Orbiter is moving towards the
target during the eclipses. In the multi-football case, the eclipses are positioned on
the "underside" of the football orbit, meaning the Orbiter is moving away from the
target during the eclipse. Position uncertainty affects the LOS uncertainty more as the
range decreases. For example, the same OOP uncertainty creates a larger LOS vector
uncertainty when the Orbiter is closer to the target (see Figure (6-25)). Therefore,
exiting the eclipse further away from the target than when it entered reduces the
peak LOS vector uncertainty. For the previous two cases, the unacceptable LOS
vector uncertainties are caused by a combination of both moving towards the target
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Figure 6-25: 3- LOS Uncertainty for the Multi-Football Trajectory
and the propagation of uncertainty from a lack of measurements during an eclipse.
As seen in Figure (6-25), the 3o LOS uncertainty never approaches the 0.70 con-
straint like the previous two trajectories. No illumination device, mosaic-mode, or
rapid maneuver is necessary in this trajectory.
Navigation Uncertainty
The plots of position and velocity uncertainties can be seen in Figure (6-26), and are
included for completeness.
Dispersions
The plots of position and velocity dispersions can be seen in Figure (6-27). In addition,
the dispersion ellipses for the entire multi-football trajectory can be found in Figures
(6-28) and (6-29). Note that the dispersions in the final football orbit are small
enough to ensure the safety of the target and stay within the linearized region.
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6.4 Final Trajectory
Each of the three trajectories described above have desirable and undesirable qualities.
A trajectory designer can use the insights gleaned from these three trajectories to
create one final trajectory that is better performing than any of the previous three.
To summarize, some of the more influential insights are as follows:
" Some initial OOP motion is necessary to improve navigation accuracy and en-
sure a passive collision avoidance capability.
" The co-elliptic maneuver is a simple, fuel efficient, and safe transfer towards
the target, especially when great distances need to be covered. In addition, the
constant altitude approach places a smaller burden on the slew rate requirement.
* It is possible to create a trajectory that does not require the use of an illumi-
nating device or mosaic-mode.
* Large, rapid maneuvers should be avoided when within 500m of the target.
" If entering an eclipse during the football orbit (especially within 500m of the
target), the eclipse should occur when the Orbiter is moving away from the
target.
" Some trajectories may be capable of avoiding the sun constraint for some or all
of the trajectory.
" In general, an additional corrective maneuver should be added after a large
nominal maneuver to halt the propagation of large maneuver execution errors.
These insights led to the following final trajectory.
6.4.1 Reference Trajectory
The final trajectory begins from the same inclined football orbit as the Terminal Park-
ing Phase, and completes three revolutions of this football orbit before approaching
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the target on a 150m co-elliptic transfer. When within 1km, the Orbiter drops into an
inclined 200 x 100m football orbit with ±l00m OOP motion centered 500m downrange
of the target. The football orbit is too far away from the target to eliminate entering
the sun constraint completely, but it is important to note that the eclipse occurs in
the lower portion of the football orbit. The Orbiter remains in this football orbit for
1.5 revolutions and then begins a second co-elliptic transfer. At only 25m above the
target, this transfer is much slower than the first one. But a smaller height keeps the
LOS vector near the horizontal, and thus the 3o LOS uncertainty can remain below
the required 0.7 degrees. Just after entering the final 100 meters, the Orbiter enters
a third inclined football orbit centered at 75m downrange. This 100 x 50m orbit has
±50m OOP motion, and completely avoids the sun constraint. The eclipse, of course,
occurs when the Orbiter is moving away from the target. The Orbiter reaches the
closest approach point at roughly 21.5 hours, and continues around the final football
orbit until 24 hours have elapsed. See Figure (6-30) for the plots of this final orbit.
6.4.2 LINCOV Analysis
Maneuver AV Profile
The maneuver profile for this final trajectory in Figure (6-31) contains the largest
quantity of maneuvers, but still retains a low total fuel cost. The 5 nominal maneuvers
use 0.76m/s in AV, and the 31 corrective maneuvers use only 1.16m/s in 3a AV
for a total of 1.92m/s per sortie. Although this trajectory uses slightly more fuel
than a strictly co-elliptic or hop trajectory, it also has all of the advantages of the
multi-football case.
Line-of-Sight Uncertainty
The LOS vector uncertainty in Figure (6-32) remains below the 0.7* constraint for
the entire rendezvous, meaning no illumination device or mosaic-mode is required.
This is partly due to the extremely small slew rates in this trajectory. Throughout
the entire rendezvous, the slew rate in Figure (6-33) never exceeds 0.065'/s, which is
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a drastic improvement over previous cases.
Navigation Uncertainty
The navigation uncertainty plots for both position and velocity are added for com-
pleteness. See Figure (6-34).
Dispersions
The position and velocity dispersions are shown in Figure (6-35). In addition, the
dispersion ellipses for the R-bar/V-bar plane can be seen for the entire trajectory in
Figure (6-36), and the final 200m in (6-37).
For this final trajectory, the downrange vs crosstrack dispersion ellipses are plotted
as well. From Figure (6-38), one can see that the crosstrack dispersions are really
quite small, and are not much of a concern when designing a trajectory, which is why
crosstrack dispersions have not been mentioned previously.
It should be noted that the final football orbit is located slightly further away from
the target than the multi-football trajectory. The final trajectory brings the Orbiter
to 25m downrange, with a 50m OOP component at the closest approach point. By
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relaxing the requirement of reaching the 20m downrange point a bit, a much more
accurate and safer trajectory can be designed. Creating a Capture Phase trajectory
to approach from roughly 50m away is no more difficult than one at 20m away.
The more important goal of finding an acceptable orbit that accurately controls the
Orbiter to within a few meters is a higher priority than hitting an arbitrary transition
point between phases.
6.5 Sensitivity Analysis
The final trajectory created in the previous section satisfies all the constraints, ac-
cording to the given parameters. Although many of the parameters in this thesis
are conservative, there is no guarantee that this simulation accurately represents the
actual environment around Mars. The following sensitivity studies test the trajectory
performance when some of these parameters change.
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6.5.1 Decreased Picture Rate
The picture rate scheme scheme shown in Table (6.1) is within the limits of an Orbiter
dedicated solely on the rendezvous flight experiment. But if something were to happen
and the Orbiter was able to take pictures only half as often as in the baselined case,
how would this affect the performance?
Fortunately, the performance is actually largely unaffected. With a modified pic-
ture rate shown in Table (6.2), the navigation uncertainty caused by less measure-
ments is only slightly affected at the further distances, as seen in Figure (6-39).
Furthermore, the LOS uncertainty still barely manages to stay below the 0.70 con-
straint, as seen in Figure (6-40). Given more time, further sensitivity studies could
have been made to see how few measurements are actually needed to still retain the
same navigation performance.
|RrelI > 500m 500m > IRei| 2 50m 50m > IreI|
120 sec 60 sec 20 sec
Table 6.2: Sensitivity Study: Decreased Picture Rate During TRP
6.5.2 Lighting Conditions (Increased Measurement Error)
Recall in the sensitivity study of the TPP football orbit in Chapter 5, the angle
measurement variance was increased to simulate reduced lighting conditions, or errors
relating to a partial illumination. After applying the angle measurement variances in
Table (5.10), the following conclusions can be made.
As seen in Figure (6-41), this sensitivity study only has a real effect on the naviga-
tion uncertainties late in the trajectory, when the Orbiter is close to the OS. Even so,
this change in uncertainty is quite small. The same can be said for the corresponding
dispersions, shown in Figure (6-42). The dispersions do get larger near the end of the
trajectory, but not enough to risk collision with the OS or deviate from the linearized
region.
The most important effect of this sensitivity study can be seen in the line-of-sight
uncertainty plot in Figure (6-43). The LOS uncertainty with the increased measure-
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Sparse Picture Rate Cases of the Final TRP Trajectory
ment variances violates the 0.70 LOS uncertainty constraint in the final football orbit
closest to the target. To make this trajectory more robust, the designer could move
the final football orbit further away, make it smaller, or add an illumination device.
6.5.3 Increased Maneuver Execution Error
The maneuver execution and knowledge error models are modified similar to the TPP
sensitivity analysis.
Twice the Maneuver Execution Error
In the first sensitivity study for the maneuver execution error, all the maneuver execu-
tion uncertainties and maneuver knowledge uncertainties are doubled. As expected,
this produces larger maneuvers, and for this final trajectory, the total amount of AV
spent is almost double that of the original trajectory. Table (6.3) contains the AV
comparison.
This comparison can also be seen by analyzing the maneuver AV profiles. Com-
paring Figure (6-44) to the baseline final trajectory maneuver AV profile in Figure
(6-31) reveals two large corrective maneuvers after exiting the final eclipse on the
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Case Nominal AV(m/s) Correction AV(m/s) Total AV(m/s)
Baseline 0.76 1.16 1.92
2x Man Ex Error 0.76 3.01 3.77
2x Region 1 only 0.76 1.48 2.24
Table 6.3: AV Comparison of the Maneuver Execution Error Sensitivity
Studies for the Final TRP Trajectory
first co-elliptic maneuver. Also note that in this sensitivity case, the several maneu-
vers preceding the two large corrective maneuvers have all jumped above the 10cm/s
threshold, meaning the execution errors associated with these maneuvers are now in
Region 2, and much larger than in the baseline case. Looking at Figure (6-45), one can
see the large dispersions created by these maneuver execution errors. Unfortunately,
when these large execution errors occur in a portion of the trajectory that has only 10
minutes between maneuver opportunities (due to rapid nominal maneuvers necessary
to get off the co-elliptic and onto a football orbit), the result is an extremely large
burn to correct the dispersion, and then a second to correct the velocity dispersion
created by the first maneuver. Given more time, this problem can be alleviated by
redesigning the maneuvers so there is more time between them.
In addition to doubling the required AV, this sensitivity scenario also violates the
LOS uncertainty constraint. As seen in Figure (6-46), the LOS uncertainty spikes
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above 0.7' at least twice. With larger uncertainty in the maneuver knowledge, there
is naturally more uncertainty in the Orbiter location when exiting an eclipse, leading
to larger LOS uncertainty. If the mission planner decides that this level of maneuver
execution and knowledge errors should be accounted for, then this trajectory should
be redesigned to meet this constraint.
Twice the Maneuver Execution Error in Region 1
When the maneuver execution and knowledge errors are doubled only for maneuvers
less than 10cm/s, the effect is not nearly as large on the performance of the trajectory.
In fact, the total correction AV only increases by 0.32m/s in a 30- scenario, shown in
Table (6.3). Comparing the maneuver AV profile shown in Figure (6-47) to Figure
(6-31) reveals only slight differences in the correction maneuver magnitudes.
Similarly, the dispersion plots in Figure (6-48) show that this sensitivity scenario
resembles the baselined performance quite well, meaning most of the large dispersions
seen in the previous sensitivity scenario were from the highly conservative maneuver
execution/knowledge errors in Region 2.
Despite good maneuver AV profiles and dispersion plots, this sensitivity scenario
still violates the LOS uncertainty constraint in Figure (6-49). This LOS uncertainty
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Error Case of the Final TRP Trajectory
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Figure 6-49: 3a LOS Nav Error Comparison Between the Baseline and 2xRe-
gion 1 Maneuver Execution Error Cases of the Final TRP Trajectory
is very sensitive to the navigation uncertainty. At the time of the first peak in Figure
(6-49), the downrange position 3a uncertainty only increased from 36m to 44m, and
the 3a altitude position uncertainty only increased from 6m to 10m. Unfortunately,
this small increase 850m away from the target is enough to increase the 3a LOS
uncertainty to over 10.
The maneuver execution/accuracy models used in the baseline analysis are accu-
rate and sufficient according to CNES, but if a mission designer wanted the extra
factor of safety attained with this new model, then this final trajectory should be
slightly modified until it meets all constraints.
6.5.4 Increased Unmodeled Accelerations
The unmodeled accelerations used in this simulation are considered "quiet" accelera-
tions. Like the maneuver knowledge/accuracy error models, this model is sufficient,
but a sensitivity study is included in this thesis that subjects this trajectory to "noisy"
accelerations, that result in 100 times more dispersion than the "quiet" model.
Again, the LOS uncertainty constraint is not met, as seen in Figure (6-51). This
time, rather than being maneuver execution errors, the unmodeled accelerations are
causing the dispersion increase. The total AV required for a 3a scenario is only
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Figure 6-50: 3c- Dispersion Ellipses for both the "Quiet" and "Noisy" Un-
modeled Accelerations for the Final TRP Trajectory
increased by 0.18m/s, and the dispersion ellipses are only slightly larger than the
baseline case (See Figure (6-50)). Although these dispersions are only small increases,
even the slightest increase in dispersions will send the 30- LOS uncertainty above 0.7*
near the end of the trajectory when the Orbiter is close to the OS. If the mission
planner is worried that the unmodeled accelerations might be this large, either some
kind of illumination device, or active use of a wide-angle camera should be included
to aid the rendezvous.
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Chapter 7
Conclusions
7.1 Summary of Results
This study developed and analyzed a plausible rendezvous trajectory for the au-
tonomous Mars-orbit rendezvous flight experiment. The challenges involved with
designing a rendezvous trajectory for the Mars Premier Mission included interfacing
with a rudimentary flight computer and a camera with a very narrow field of view,
a lack of an adequate range measuring device for relative ranges > 1km, DSN up-
dates only once a day requiring 24-hour periods of autonomy, and eclipse and sun
constraints due to a polar, sun-synchronous Martian orbit. Although limitations on
the flight computer made some aspects of the analysis applicable only to the Premier
Orbiter mission, many insights and trends were found that would be advantageous in
any rendezvous mission. This study focused on two phases of the rendezvous mission:
the Terminal Parking Phase (TPP) and the Terminal Rendezvous Phase (TRP). An
adequate station-keeping orbit was found for the Terminal Parking Phase, with an
emphasis placed on obtaining a greater understanding of insights and trends that
would increase the performance of the TPP trajectory. These insights were then ap-
plied to the Terminal Rendezvous Phase to create a final trajectory that both satisfied
all the constraints and provided the best performance.
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7.1.1 Station-keeping Orbits
A common and effective station-keeping trajectory is the football orbit. Football
orbits are excellent for station-keeping, requiring only small corrective maneuvers
to account for slight disturbances. By station-keeping 5km away from the target,
the Orbiter can run through system checks to ensure that all spacecraft components
are working properly and the navigation filter is prepared for the final rendezvous.
From a series of sensitivity studies, many insights and improvements to a baseline
football orbit were made. The use of out-of-plane motion both improved navigation
performance in lieu of an accurate range measurement device, and added a passive
collision-avoidance capability. Strategic numbering and placement of correction ma-
neuvers reduced the total AV required to maintain the football orbit. In addition,
a new station-keeping correction maneuver scheme was designed that improved the
performance of the trajectory and reduced the required AV.
7.1.2 Rendezvous Trajectory
After obtaining a greater appreciation for the orbital mechanics, filtering techniques,
and TPP trends, a few trial rendezvous trajectories were designed using many of the
standard rendezvous methods. Each trajectory was thoroughly analyzed, and a final
trajectory combined the best aspects of each trajectory. This trajectory solved many
of the initial rendezvous problems in a variety of ways. The picture rate was allowed
to vary as a function of the range, meaning measurements were taken more often
as the Orbiter approached the target. Co-elliptic maneuvers were an inexpensive (in
terms of fuel spent) and fast method used to approach the target from large distances.
Small football orbits were extremely effective at mitigating adverse navigation effects
caused by a lack of measurements during eclipse and sun constraint periods. Fur-
thermore, strategic design of these football orbits could completely avoid the sun
constraint when in close proximity to the target. The use of OOP motion and strate-
gic maneuver placement created a passive collision avoidance capability and reduced
dispersions, ensuring that the Orbiter would not unintentionally collide with the OS.
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Lastly, a sensitivity study on this final orbit helped to determine the robustness of
the trajectory by varying many of the initial uncertainties and parameters used in
the mission simulation.
7.2 Future Work
Although this thesis did find a suitable trajectory for the Premier mission, more
research can be done to verify the results of this thesis, increase the robustness, and
possibly improve the overall performance even more.
7.2.1 Monte Carlo Verification
Arguably, the most effective way to verify the results of this thesis is to run a high-
fidelity Monte Carlo simulation of the final trajectory. All of the results in this study
are based on a Linear Covariance Analysis, which assumes that the rendezvous oper-
ates within a linear regime, near the nominal trajectory. A Monte Carlo Simulation
tool is currently being devised by another Draper Lab Fellow, Andrew Vaughan,
which hopefully will be useful in verifying the LINCOV results, or in illustrating the
need to reformulate the problem.
7.2.2 Optimization of the Correction Maneuvers
Often the goal of an engineering problem is not to find an acceptable solution, but
to find an optimal solution. Unfortunately the design space was too large with too
little intuition about rendezvous trajectories to include a truly optimal solution, but
further research can be done to optimize all or part of the trajectory. More specifi-
cally, determining the optimal number and placement of the corrective maneuvers to
minimize AV is one possibility.
189
7.2.3 Increased Eccentricity
The entire rendezvous trajectory in this thesis is based on a target in a circular
orbit around Mars. For the actual MSR mission, current speculation assumes that
the OS will be launched from the Martian surface into a nearly-circular orbit, with
eccentricity ranging from 0 to 0.04. Increasing the eccentricity even slightly affects
the orbital motion of the two spacecraft in the LVLH frame. Creating a trajectory
that is robust enough to handle both a circular and nearly-circular orbit would be
extremely helpful.
7.2.4 Capture Phase Trajectory Design
Lastly, this analysis stopped with the Terminal Rendezvous Phase, leaving the Orbiter
25m downrange of the target. A Capture Phase should be designed that can bring the
Orbiter from 25m to 2-3m downrange. This is by no means a simple task, especially
when the OS fills the entire FOV of the narrow angle camera when the Orbiter is
~ 10m away. Most likely, use of another measurement device will be necessary, but
a creative solution might be found.
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