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1V 
Abstract 
A substance that crystallizes into different, but chemically identical, crystalline forms 
exhibits polymorphism.l Polymorphism is generally undesirable in the pharmaceutical 
industry because properties such as dissolution rate (which, in turn, influences 
bioavailability), stability, and mechanical compression are intimately linked to crystalline 
structure.l' Each polymorph is expected to have a different thermodynamic stability in a 
particular solvent. One method to determine the thermodynamic stability is by observing the 
solid-liquid interfacial energy of the polymorphs. In this thesis, the polymorphs of 
paracetamol (p-Hydroxyacetanilide) crystals in water are studied with molecular dynamics 
simulation as a first step toward understanding the molecular-level origins of polymorphism. 
Monoclinic (form I) and orthorhombic (form II) are the known polymorphs of paracetamol. 
The potential energies of the crystal-water interface for these polymorphs are calculated and 
the interfacial energies of the (100), (100), (010), (O10), (001), and (001) faces of each crystal 
structure are examined to study the relative interaction between the crystal and water at 
different crystal faces. 
J. Mullin, Crystallization, 2nd edition, Butterworth, London, 1972. 
M. Doherty, "Crystal Engineering: From Molecules to Products," Chemical Engineering 
Education, 40(2), pp. 116-125. 
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Chapter 1. Literature Review 
I. Polymorphism 
A. Introduction 
Crystalline materials can be characterized in terms of their crystal structure. A 
phenomenon where a crystal can have more than one crystal structure is called 
polymorphism. When a material crystallizes into different polymorphs, its chemical nature 
will be the same; however, the physical properties can be different, for example, density, heat 
capacity, solubility, bioavailability, melting point, thermal conductivity, and optical activity. 1
There are a few factors that can be used to control the formation of polymorphs 
during crystallization, such as temperature regulation, supersaturation, stirring rate, mixing 
rate of reactant solutions, and seed crystals. The most common technique is to regulate the 
temperature because the stability of a polymorph changes with temperature.2 In experiments, 
polymorphs of a crystal can be determined by x-ray powder diffraction, Fourier transform-
infrared spectroscopy, diffuse reflectance infrared Fourier transform spectroscopy, and 
Raman spectroscopy. 1
The study of the behavior, structure, and solubility of crystals is important in many 
areas of science, such as pharmaceuticals, food technology, and also in materials engineering. 
Polymorphism changes the effectiveness of a drug and therefore, it often causes problem in 
drug development. One example is the case of Ritonavir3, Abbott Laboratories' drug for 
patients with AIDS. A few years after Ritonavir was marketed, it was discovered that there 
was another polymorph of that drug with a lower solubility compared to the previous form. 
Because of that, Abbott had to discontinue production of the drug until they could control the 
polymorph obtained3. 
2 
Polymorphism also plays an important role in food technology, particularly in 
processing fats and oils. The melting point and texture of fats is greatly affected by 
crystalline structure and determines for what they are best used. Moreover, polymorphism is 
also important in ceramics and metals engineering. Manipulation of polymorphism in 
ceramics and metals allows one to control the strength and hardness of materials. 
B. Experimental Investigations of Polymorphs 
The experimental methods used to determine the polymorphism of a drug are: powder 
X-Ray Diffraction (PXRD), Fourier transform-infrared spectroscopy, diffuse reflectance 
infrared Fourier transform spectroscopy, Scanning electron microscopy (SEM) and Raman 
spectroscopy. Many researchers have investigated the polymorphism of different drugs 
experimentally. They are interested in observing the behavior, structure and the solubility of 
the drugs at certain conditions. 
Jozwiakowski et a1.4 investigated the solubility behavior of Lamivudine (2',3'- 
dideoxy-3'-thiocytidine) crystal forms in different solvents. Lamivudine is a drug used to 
treat infection caused by viruses, liked HIV and hepatitis B. Two forms of polymorphs were 
found in Lamivudine. By using SEM, form I which is obtained from aqueous solution was 
found as a cohesive acicular crystal, and form II which is obtained from many nonaqueous 
solvent was found as a bypiramidal crystals. They reported that form I is the stable form in 
water and methanol solvents, however, form II is the stable form in higher alcohol solvents, 
liked ethanol, n-propanol, n-butanol, etc. They also reported that as the temperature 
decreased, the solubility of Lamivudine also decreased in all type of solvents. 
Chemburkar et al. 3 investigated Ritonavir (Norvir in the market), which is Abbott 
laboratories' drug for patient with HIV. By using a polarized light microscope, it was found 
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that Ritonavir has two polymorphic forms. Form I are lath crystals or rods, and form II are 
fine needle crystals. Form II is less soluble than form I, and therefore it is thermodynamically 
more stable than form I. 
Haisa et al. 5'6 reported the existence of two polymorphs of paracetamol, a medicine 
used to release pain, fever, headache, and cold. They reported that form I was obtained from 
aqueous solution, and form II was obtained by slow evaporation from ethanol solution. Form 
I is more stable compared to form II. However, as been reported by researchers,~'g form II 
undergoes plastic deformation upon compaction and therefore, it can be directly compressed 
into tablets. Form I is not suitable for direct compression because it does not deform 
plastically and breaks easily. Therefore, in order to get it into tablet form, binding agents are 
required. 
In addition to fot~~is I and II discussed above, Beyer et al.~ reported that they have 
recrystallized form III of paracetamol under microscope slide; however, it was found that 
form III is too unstable for experimental investigation. They reported that a search for form 
III by slow evaporation of an aqueous solution of paracetamol produced a coupled dimer 
oxidation product. These researchers also observed that form I grew with an elongated 
prismatic morphology at low supersaturation, and that the faces were equally developed at 
high supersaturation. This work highlights the important role that solvent molecules and 
supersaturation play in determining the habit of crystal structure. 
Nichols et al.g observed the physicochemical characterization of form II of 
paracetamol. They crystallized the second polymorph of paracetamol from solution using the 
method described by Haisa et a1.6 They reported that in order to get the form II of 
paracetamol, as soon as the crystal has formed in the solution, it must be harvested from the 
solution. If the crystals of form II are left too long in contact with the solution, it will convert 
to crystals of form I. They mentioned that the conversion rate of form II to form I is very 
slow if the crystallization is conducted at subambient temperature (below 5 °C). They have 
conducted an experiment of a nonseeded, supersaturated solution in industrial methylated 
spirits (IMS) at -75 °C, and they found that the solution began to crystallize after 7 days. 
They also confirmed using polarized light microscopy, that after 21 days, the crystals formed 
were form II. However, after 43 days at the same temperature, the crystal of form II has 
converted to form I. Therefore, they concluded that in order to ensure that form II is 
recovered instead of form I, it is important to conduct the crystallization at a low temperature 
and to dry the crystals within one hour after the onset of nucleation. 
Granberg et a1.9'10 observed the solubility and the nucleation of paracetamol in pure 
solvents and in solvent mixtures. They reported that paracetamol has very low solubility in 
nonpolar hydrocarbons and chlorinated hydrocarbons. The solubility of paracetamol 
decreased as the number of carbon atoms of the n-alcohol solvents increased. In addition, 
they also stated that the induction time for nucleation increased with the decrease of the 
solubility under an equal thermodynamic driving force. 
II. Classification of Crystalline Systems 
A. Bravais Lattices 1
A crystal is a solid in which the atoms or molecules are arranged in a periodic 
repeating pattern in all directions in three-dimensional space, resulting in a highly ordered 
structure. The internal structure of a crystal can be determined by the different lattice 
structures or Bravais lattices. There are seven classes of crystal systems: cubic, tetragonal, 
orthorhombic, hexagonal, monoclinic, triclinic, and trigonal. The seven classes of crystal 
5 
systems (shown in Table 1) can be further divided into fourteen lattice structures and 32 
crystallographic point groups. 
Table 1. Crystal System and Bravais Latticesl,ii,ia 
System Axial Lengths 
and Angles 
Bravais Lattice Point 
Group 
Cubic a=b=c 
a=~=y=90° 
23 
m 3 
432 _ 
4 3m _ 
m3m 
Simple (P) c 
~~ b 
a 
Body-centered (~ -~ 
,1 ~;,. 
Face-centered (F~ 
Tetragonal a=b~c 
a=(3=y=90° 
4 
4 
4/m 
422 
4mm 
4 2m 
4/mmm 
__~ 
~ 
Simple 
;a 
(P) ~ 
~ 
Body-centered (~ 
~_ 
~ ~  
Orthorhombic a~b~c 
a=R=~=90° 
222 
mm2 
mmm Simple (P) 
6 
Table 1. Crystal System and Bravais Lattices (continued) 
System Axial Lengths 
and Angles 
Bravais Lattice Point 
Group 
Body-centered (~ ~,. ' 
Base-centered (C~ - 
.: 
t; 
~, ~; 
Face-centered (~ N' 
Rhombohedral 
(Trigonal) 
a=b=c
~.a=~3=~#90° 
Simple (P) 
~~ 
~' 3 
3
32 
3m 
Hexagonal a=b~c 
a=(3=90°, ~=120° 
6 
6 
6/m 
622 
6mm 
6 2m 
6/mmm 
~ ~, 
Simple (P) ~ ~,:. ,.,~ 
~ 
Y '~ 
Monoclinic a~b~c 
a= y =90°~ (3 
~~ 2 
m 
2/m Simple (P) _ 
.~~ ~/~ 
~.. 
Base-centered (C~ ~ t~, 
_ ~ .._, 
Triclinic alb#c 
a~ ~#Y~90°
.~ ,-,~-- 
Simple (P) ~--
I 
1 
1 
Note: m in the point groups represents mirror plane 
B. Crystal Space Group12
A space group is a mathematical description of the symmetry inherent in a structure. 
It is a combination of a lattice, a translation group (glide planes and screw axes) and a point 
group. The combinations of the 14 Bravais lattices with the 32 crystallographic point groups 
result in 448 crystal space groups. However, a number of different combinations are 
isomorphic with each other. Therefore, it ends up that there are only 230 possible crystal 
space groups in three dimensional space. 
As an example of space group notation, consider P21/a (monoclinic space group) 
which shows that the crystal exhibits a Primitive (simple) Bravais lattice with a twofold 
screw axis projecting on one face, and a glide plane vector of 1 a. 
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III. Theory of Crystallization 
A. Introduction 
Crystallization is a separation and purification technique employed to produce a wide 
variety of materials. For a solution to crystallize, it must be supersaturated. There are four 
main methods to generate a supersaturated solution13: 
1. Changing temperature (typically by cooling), 
2. Evaporating solvent, 
3. Chemical reaction, 
4. Changing the solvent composition. 
Figure 1 shows the Ostwald-Miers diagram, which illustrates the basis of all methods of 
solution crystal growth. 
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Figure 1: Ostwald-Miers diagram for asolute/solvent system13
The diagram is divided into three zones: 
1. The stable (unsaturated) zone where crystallization is impossible, 
2. The metastable (supersaturated) zone where spontaneous nucleation is improbable, 
however crystal will grow in this zone, 
3. The unstable (supersaturated) zone where spontaneous nucleation is possible and 
therefore crystal growth occurs. 
Crystallization is a two-step process13: 
1. Phase separation or growth of a new crystal which is known as primary nucleation. 
2. Crystal growth due to contact with existing crystal which is known as secondary 
nucleation. 
There are a few factors that control the crystal growth. The internal factors include the 
three-dimensional crystal structure and crystal defects that determine the strength of the 
9 
intermolecular interactions between the crystal surface and the solution. The external factors 
include the temperature, supersaturation, solvent, and the presence of impurities which will 
affect the interactions at the solid-liquid interface.14
B. Interfacial Energy 
The thermodynamic interpretation of asolid-liquid interfacial energy is that it is the 
work required in forming a new interface between a solid and a liquid.10 Interfacial energy is 
important in determining the stability of a crystal structure. Daveyis proposed the following 
relationship for the interfacial energy per unit area, y, 
where F is the surface free energy per unit area, ,u is the surface chemical potential of the 
solvent, and C is the surface concentration of the solvent per unit area. The above equation 
assumes that the surface concentration of solute is zero. It was derived from Helmholtz free 
energy, H, which is defined by16
H = U — TS (2) 
so that, 
dH = dU — TdS — SdT (3) 
where, U is the internal energy, T is the temperature, and S is the entropy. For an interfacial 
system, the first law of thermodynamics16 can be written 
dQ = dU + pdV — ydA (4) 
where, Q is the heat exchange between surrounding and system, V is the volume, and A is the 
surface area. By substituting Eq. (4) into Eq. (3), one of the fundamental equations16 that can 
be obtained is 
10 
(5) 
H can then be replaced by AF*, where F* is the Helmholtz free energy per unit area expressed 
in terms of extensive variables. By using 
aF~__1~aF C
aA A ~ a C~ ` 
where, aF  = ,u~ , Eq. (5) will then give acs
(6) 
where, i denotes the chemical components on the surface. However, since it was assumed 
that the solute concentration on the surface was zero, Eq. (1) was obtained. 
As the strength of solute-solvent interactions increase, the adsorption of the solvent at 
the interface increases. Since this condition also implies that the solubility of the solute is 
higher, Davey generalized that if the solubility increases (i.e., C increases) then the solid-
liquid interfacial energy will decrease. 
Granberg et a1.10 estimated the interfacial energy of paracetamol crystal by using 
induction time measurements where the elapsed time between the creation of supersaturation 
and the formation of a new phase is determined. This was done because of the fact that the 
interfacial energy of a solid cannot be measured easily in experiment.10 They compared their 
estimated results to the results obtained from correlations that relate the interfacial energy 
between a solid and its saturated solution to its solubility, which were proposed by Bennema 
and Sohnel l~, and by Mersmannig. The interfacial energy of paracetamol a crystal obtained 
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from their experimental results were about an order of magnitude lower than the results 
obtained from the correlations. 
The correlations proposed by Bennema and Sohnell~, 1990 and by Mersmann18, 1990 
are shown in equation (8) and (9) respectively. 
Ysc 
= kTVm -2/3 0.25(0.7 — In xe9 ) (8) 
Ysc = 0.414kT(cs NA 
)2~3 1n 
cS 
(9) 
Cer~ 
where, ysl is the interfacial energy between solid and liquid (J/m2), k is the Boltzmann 
constant (R/NA), 1.38 x 10-23 J/K, NA is the Avogadros number, 6.023 x 1023 /mol, T is the 
temperature (K), V,~ is the molecular volume (M/pNA) (m3), xeq is the solubility (mol 
fraction), cs is the concentration of solute in the solid phase (p/M) (mol/m3), and ceq is the 
solubility of the solute in solution (mol/m3). 
C. Gibbs Free Energy 
The creation or the growth of a crystal in a solution changes the Gibbs free energy.19
The Gibbs free energy in this case is the amount of energy used to permit the growth of the 
crystal. The release of driving force causes a decrease of the Gibbs free energy, and the 
creation of an interface of crystal cluster in a solution causes an increase of the Gibbs free 
energy. 
below: 
The dimensionless driving force expressed by Horst et a1.19 is given in Eq. (10) 
In Sn =1n 
an xn 
a „ x~, 
(10) 
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where xn is the solute fraction, an is the activity coefficient for the solute fraction xn, x~ is the 
saturation concentration, and a~ is the activity coefficient for the solute fraction x~. In their 
simulation, they used an = ate. The Gibbs free energy is expressed in Eq. (11): 
gn = —n In 5,,~ + Tn
ai3 (11) 
where n is the number of molecules in the crystal cluster, and l is the dimensionless overall 
interfacial energy. The first term in the right hand site of Eq. (11) refers to the change of 
Gibbs free energy due to the replacement of solid molecules by liquid molecules and vice 
versa, and the second term refers to the change of Gibbs free energy due to the formation of a 
new surface. 
By choosing a reasonable value of I', the Gibbs free energy can then be determined 
using Eq. (11). A plot of Gibbs free energy versus the cluster size, n is obtained. From the 
plot, the equilibrium cluster size, ne, which is used to calculate the l value is obtained. The 
derivative of gn with respect to n is expressed by 
dgn  = —ln S +  c° — c" 1 + 
xndan 
+  21, + nai3 ~ 
do n cn (cn + 1) an dxn 3n1~3 do 
(12) 
where an is the activity coefficient, c,~ is the solute concentration, and co is the building block 
by solute. At the equilibrium cluster size, the derivative of g,~ with respect to the cluster size 
is zero, therefore, the I' value can be determined as: 
I, + 3 2 ne ~ = 32(ne)/ 
do 
i 
In Sn e
e ~ 
CO 
~ 
Cn 
c,~e 
(cn
e 
+ l ~i 
In Eq. (13), it is assumed that the activity coefficient is independent of the solute 
concentration. 
(13) 
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IV. Molecular Simulation 
Computer simulation has an important role in chemical research. It can solve a 
problem or calculation under certain conditions, for which a person might not able to do it 
experimentally due to the limits of time and energy. One example is calculating the solubility 
of a drug based on its crystalline and molecular structure. There are no universal theories to 
predict this information; therefore molecular simulation is increasingly used these days by 
researchers in this field. 
Molecular simulation is a computational method that can be used to describe a 
chemical system using the positions and orientations of every single atom or molecule. In 
molecular simulation, each atom interacts with each other through a potential energy 
function. A commonly used potential is the Lennard-Jones 12-6 potential, which is shown in 
Eq. (14). 
u ~' (r) = 4~ 
viz 
6 
Y/ 
(14) 
A. Algorithms 
There are two well-known algorithms in molecular simulation: molecular dynamics 
(MD) and Monte Carlo (MC). MC simulation is a stochastic method where particles or atoms 
are moved by random displacements to sample phase space and calculate thermodynamic 
properties. MD simulation is a deterministic method where particles or atoms are moved 
according to Newton's equation of motion. According to the ergodic hypothesis 20, any 
property of the system that is a function of the coordinates and momenta of a system can be 
computed either by time averaging (MD algorithm) or by statistical ensemble averaging 
(MC algorithm), when a sufficiently large number of particles are considered. 
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B. Periodic Boundary Conditions 
Molecular simulation calculates thermodynamic properties, such as, temperature, 
pressure, kinetic energy, and potential energy. However, in order to do this more efficiently, 
there are some computational simplifications that can be used in the simulation, such as, 
periodic boundary conditions and potential cutoffs. Although computer simulation has the 
ability to simulate a system that might not be easily done experimentally, it still cannot model 
more than a few million atoms at one time. The real size of most systems is far more than a 
few million atoms. Because simulations are limited to a finite system size, a large number of 
atoms or molecules of the system will be on the surface or the wall of the system. The forces 
of the atoms on the surface are quite different than the ones in the bulk. Therefore, to 
overcome this circumstance, periodic boundary conditions are applied. When applying 
periodic boundary conditions, the simulation box is replicated in all directions, to effectively 
model an infinite number of boxes. All simulation boxes surrounding the original system will 
have the exact duplicates of the central box in every detail. During the simulation, periodic 
boundary conditions are implemented in the following way. As an atom moves in the original 
box, its periodic image will also move the same way in all the neighboring boxes. If one 
atom leaves the original simulation box, one of the images will enter into the original box on 
the other face. This results in no boundary or wall, and therefore no atoms experience surface 
forces. The concept of periodic boundary conditions is shown in Figure 2. 
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Figure 2: Periodic Boundary Conditions 
C. Force Calculation 
In addition to the thermodynamic properties and potential energy, the forces of each 
atom are calculated in MD simulation. The force on one atom includes the interaction of the 
atom with all other atoms and also with all the images which are lying in the surrounding 
boxes. For a large system, the force calculation is expensive. Therefore, for short-range 
forces, a spherical cutoff is introduced in the simulation by setting the pair potential u(r) to 
zero for r > r~(cutoff distance). The forces acting on an atom A will only depend on the 
interaction of the atom A with the atoms in which the center of the atoms lie inside the 
spherical cutoff. ai 
D. Statistical Mechanics in Molecular Simulation 
Molecular simulation has a strong connection to statistical mechanics. Molecular 
simulation generates information at the microscopic level and statistical mechanics converts 
the microscopic information into macroscopic information. The microscopic level involves 
the position and velocities of the particles or molecules in a system. The macroscopic level 
16 
involves the bulk or thermodynamic properties such as internal energy, pressure, temperature 
etc.21
The thermodynamic properties of a system can be specified by defining fundamental 
parameters, such as the number of particles (N), temperature (T), and pressure (P). Based on 
these parameters, there are a few ensembles that can be applied in a simulation: 
1. Micro-canonical (NVE): an ensemble with constant number of particles, volume ,and 
energy, 
2. Canonical (NVT): an ensemble with constant number of particles, volume and 
temperature, 
In the canonical ensemble, pressure is the result of the system behavior based on the 
constant number of particles, constant volume, and constant temperature that are set 
at the beginning of the simulation. The partition function for this ensemble is 
Q(N,V,T) = 3N f dr N expL 
~U(~N 
)~ 
n N! 
(15) 
where, A = ~h2 /(2~nkT) is the thermal de Broglie wavelength, ~ =1/(kT) is the 
thermodynamic beta, k is the Boltzmann's constant, U is the energy, and r is the 
distance of two particles. The partition function states that the probability of finding 
configuration r is proportional to expL ~3U(rN )I ao 
3. Isothermal-isobaric (NPT): an ensemble with a constant number of particles, pressure 
and temperature, 
4. Grand-canonical (µVT): an ensemble with constant chemical potential, volume and 
temperature. 
17 
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Chapter 2. Solid-liquid Interfacial Energy of the Polymorphs of 
Paracetamol 
A manuscript in preparation for Crystal Growth ~ Design 
Yin Yani and Monica H. Lamm 
Department of Chemical and Biological Engineering 
Iowa State University, Ames, IA 50011 
Polymorphism changes the effectiveness of a drug, and it is often a problem in drug 
development. Different polymorphs often have different thermodynamic stabilities in a 
solvent. One method to determine the thermodynamic stability is by observing the solid-
liquid interfacial energy of the polymorphs. In this study, the solid-liquid interface of 
paracetamol (p-Hydroxyacetanilide) crystals in water is investigated using molecular 
dynamics simulation. Monoclinic (form I) and orthorhombic (form II) are the known 
polymorphs of paracetamol. The potential energies of the crystal-water interface for these 
polymorphs are calculated and the interfacial energies of the (100), (100), (O10), (010), (001), 
and (001) faces of each crystal structure are examined to study the relative interaction 
between the crystal and water at different crystal faces. 
I. Introduction 
A substance that crystallizes into different, but chemically identical, crystalline forms 
exhibits polymorphism.l Polymorphism is generally undesirable in the pharmaceutical 
industry because properties such as dissolution rate (which, in turn, influences 
bioavailability), stability, and mechanical compression are intimately linked to crystalline 
structure.2 Each polymorph is expected to have a different thermodynamic stability in a 
particular solvent. The relative thermodynamic stabilities of a set of polymorphs determine 
whether a given polymorphic form is likely to transform to another polymorph during crystal 
growth. Clearly, the most desirable polymorphic form for a pharmaceutical is one that will 
not convert to another form (during growth or storage) and can be reliably reproduced. One 
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example of undesirable polymorph formation during the late stages of drug development is 
the case of Ritonavir3, Abbott Laboratories' drug for patients with AIDS. A few years after 
Ritonavir was marketed, it was discovered that during processing another crystalline form of 
that drug was being produced. The new polymorph had a lower solubility and Abbott had to 
discontinue production of Ritonavir until they could control the polymorph obtained.3
In this paper, the polymorphs of paracetamol (CH30CHNC6H4-OH) are studied with 
molecular simulation as a first step toward understanding the molecular-level origins of 
polymorphism. From experimental observations, paracetamol is known to have three 
polymorphic forms: monoclinic4 (Form I), orthorhombics (Form II), and Form III6. Form I is 
the stable polymorph, but experimental results show that it is not suitable for direct 
compression into tablets due to its lack of slip planes in the structure. Form II is a metastable 
polymorph, and it has well-developed slip planes in the structure which make it good for 
tabletting.~ Form III has been recrystallized under a microscope slide, but it is too unstable 
for experimental investigation6. 
Nichols et al.~ has observed the physicochemical characterization of form II of 
paracetamol. They crystallized the second polymorph of paracetamol from solution using the 
method described by Haisa et al.s They reported that in order to get form II of paracetamol, it 
must be harvested from the solution as soon as the crystals form. If the crystals of form II are 
left in contact with the solution too long, it will convert to a crystal of form I. The authors 
note that the conversion rate of form II to form I i.s very slow if the crystallization is 
conducted at subambient temperature (below 5 °C). 
Heng et al.g has investigated the interfacial energy and wettability for the (201), (001), 
(011), (110), and (010) facets of paracetamol crystal form I. They measured the contact 
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angles of a liquid drop on the crystal surface to estimate the level of hydrophilicity for the 
facets of paracetamol form I. They obtained the hydrophilicity order for paracetamol form I 
as follows: 
(001) > (011) > (201) > (110) > (010) 
The stability of a polymorph in solution can be correlated to its solid-liquid interfacial 
energy.9 The thermodynamic definition of solid-liquid interfacial energy is the work required 
to form a new interface between a solid and a liquid.10 This work is called the work of 
adhesion which can be expressed byll
W = YSv + Yry — Ysc (1) 
where ~ys,,, ~yl,,, and psi are the solid-vapor, liquid-vapor, and solid-liquid interfacial energies 
per unit area respectively. This work can be related to the interfacial enthalpy asla
OH =Ysc — (YSv +Ycv) (2) 
An approximate value of the solid-liquid interfacial energy can be determined by measuring 
the contact angle 8 of a liquid on a solid surface and applying Young's equation13
cos B = YSv — YSc 
Ycv 
(3) 
By substituting Young's equation into Eq. (2), the interfacial enthalpy can be related to the 
contact angle as l a
OH = —Ycv (cos 8 + 1) (4) 
Davey14 has also proposed the following relationship for the interfacial energy per 
unit area, Y, 
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where F is the surface free energy per unit area, ,u is the surface chemical potential of the 
solvent, and C is the surface concentration of the solvent per unit area. The above equation 
assumes that the surface concentration of solute is zero. As the strength of solute-solvent 
interactions increase, the adsorption of the solvent at the interface increases. Since this 
condition also implies that the solubility of the solute is higher, Davey generalized that if the 
solubility increases (i.e., C increases) then the solid-liquid interfacial energy will decrease. 
Many experimental and theoretical results8'ls'1~'1~'1g support this conclusion. 
Here, we calculate the solid-liquid interfacial energy of paracetamol crystals structure 
(form I and form II) in water at 25°C. The investigation of form III is not included in this 
work because of the lack of experimental thermodynamic data. Our methods are based on an 
earlier work by Anwar and Khoshkhoo12, who calculated the solid-liquid interfacial energy 
for a series of N-n-alkyl-D-gluconamides crystals in water. They performed Monte Carlo 
simulations to determine the solid-liquid interfacial energy of the (010) and (010) faces of 
this series of crystals. They used the interfacial energies to draw conclusions about the 
wettability of the crystals. Their results showed that a lower solid-liquid interfacial energy on 
the (010) face corresponds to a higher affinity of water for this surface, and that the higher 
interfacial energy on the (010) face corresponds to a higher degree of hydrophobicity on this 
surface. 
The remainder of this paper is organized as follows. Section II describes the details of 
the simulation algorithm, model, and parameters used in this study. The method to calculate 
the solid-liquid interfacial energy and a brief explanation about the correlation functions are 
also provided in this section. Section III presents and discusses the simulation results. Finally, 
Section IV gives a brief summary of the results and future work. 
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II. Method 
In this section, we describe the method we used to calculate the solid-liquid 
interfacial energy. We begin by describing the model and parameters used in the simulation. 
We then present the algorithms that we applied in simulations. Finally, we discuss some 
correlation functions used to characterize our simulation results. 
A. Model and Parameters 
The chemical structure of paracetamol is shown in Figure la. A united atom 
representation of paracetamol, where the hydrogen atoms are not modeled explicitly, is 
shown in Figure lb. The Lennard-Jones (LJ) potential function was used to model 
interactions between non-bonded united-atom pairs 
u t~ (r) = 4~~~ 
12 6 / 6t1 \ / 6t J
r J ~ r / 
(6) 
where u~~ is the potential energy of interaction between atoms i and j, Ei> is the Lennard-Jones 
well-depth, 6ii is the Lennard-Jones diameter, and r is the distance between atom i and j. We 
used Lorentz-Berthelot19 combining rules: Eli = (61 + 6~) / 2 and ~~~ _ . J~~ ~~ , where ~ is the 
well-depth and o'is the united atom diameter. The diameter and well-depth for the CH 
united atom were used to convert the LJ parameters to reduced, dimensionless units. A 
cutoff radius of 3.5 6 was applied to the CH united atom. The cutoff radii for the other types 
of atoms are shown in Table 1 and use CH as their reference. The LJ parameters2°'21'22 for 
each united atom in both real and reduced units are shown in Table 1. Bond stretching and 
bond angle bending were modeled with 
E~ = Kv (r—ro ) (~) 
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and, 
Ee = Ke (e - eo ) (8) 
where, Kv is the bond stretching parameter, r° is the initial distance between the two bonded 
atoms, r is the distance between the two bonded atoms at a given timestep, KH is the angle 
bending parameter, Bo is the initial angle, and 8 is the angle at a given timestep. The values 
for Kv23 and KH23 are shown in Tables 2 and 3. 
H Q
H- 
~~ I`~
H 
f C`~` N ~ ti. 
~) 
H-C' ~'~ 
~ c~ 
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~~ 
t)H 
Figure 1: The chemical structure of paracetamol shown in the (a) atomistic and (b) united 
atom representations. 
Table 1: Lennard-Jones Parameters2°'21'22 and Masses in Real and Reduced Units 
United 
Atom 
~ (~) E/kB
(K) 
Cutoff 
Radius 
(~) 
m 
(g/mol) 
Q* E* Cutoff 
Radius* 
m* 
CH 3.8 37.75 3.56 13.02 1.0 1.0 3.5 1 
NH 2.75 28.69 2.5336 15.01 0.7237 0.76 2.533 1.1533 
OH 2.6 32.71 2.3956 17.01 0.6842 0.8666 2.395 1.3064 
CH3 3.75 104.2 3.4546 15.03 0.987 2.76 3.454 1.1548 
C 3.8 40.26 3.56 12.01 1.0 1.067 3.5 0.9226 
O 3.6 75.49 3.3166 15.9994 0.947 2.0 3.316 1.2289 
Water's parameters 
O 3.15057 76.55 2.9026 15.9994 0.829 2.0 2.902 1.2289 
H 0.400014 23.15 0.3686 1.0079 0.105 0.613 0.368 0.0774 
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Table 2: Bond Stretching Parameters23
Bond pair Bond length (A) 
for Monoclinic 
Bond length (~) 
for 
Orthorhombic 
K~(kcaUmol.A2) 
1. C1=CHa 1.391 1.392 469 
2. CHa-CHb 1.393 1.385 469 
3. CHb=C2 1.385 1.380 469 
4. C2-CHc 1.393 1.378 469 
5. CHc=CHd 1.379 1.390 469 
6. CHd-C1 1.389 1.383 469 
7. C 1-NH 1.425 1.422 490 
8. C2-OH 1.377 1.380 450 
9. NH-C3 1.340 1.341 490 
10. C3-CH3 1.509 1.510 317 
11. C3=0 1.232 1.223 570 
12. O-H 0.9572 450 
Water O-H parameters 
Table 3: Angle Bending Parameters23
Angle of atoms 
No. (refer to 
Figure 1b.) 
Angle (°) for 
Monoclinic 
Angle (°) for 
Orthorhombic 
K8(kcaUmol. Rad2) 
1. CHd-C1-CHa 119.0 119.8 85 
2. C 1-CHa-CHb 120.3 119.3 85 
3. CHa-CHb-C2 120.1 120.7 85 
4. CHb-C2-CHc 119.8 120.2 85 
5. C2-CHc-CHd 119.9 119.6 85 
6. CHc-CHd-C 1 121.0 120.4 85 
7. CHa-C 1-NH 124.3 123.7 70 
8. CHb-C2-OH 117.7 118.9 70 
9. Cl-NH-C3 128.3 129.8 50 
10. NH-C3-O 122.8 122.8 80 
11. CH3-C3-O 122.5 122.7 80 
12. H-O-H 104.52 55~ 
Water O-H parameters 
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The monoclinic crystal structure, space group P21/a (shown in Fig. 2(a)) contains 4 
molecules of paracetamol in one unit cell with a=12.93 ~, b=9.401, c=7.10 ~, and 
~3=115.9°.4 The orthorhombic crystal structure, space group Pcab (shown in Fig. 2(b)) 
contains 8 molecules of paracetamol in one unit cell with a=11.805 ~, b=17.1641, and 
c=7.3 931.5
(a) (b) 
Figure 2: One unit cell of the crystal structures of paracetamol (a) Form I, (b) Form II. The 
values of a, b, c, and R are defined in the text. Color scheme: paracetamol molecules (gold = 
CH, blue-gray = NH, pink = OH, red = O, gray = C, blue = CH3). The white box represents 
an approximation of one unit cell. 
The model used for water molecules is TIP3P24. The parameters are shown in Tables 
1, 2, and 3. The interactions of the particles follow the Lennard-Jones potential and 
Coulombic pair-wise interactions. The Coulombic pair-wise interaction is expressed by 
u~ 
(~d 
X ~) C~gig2 (9) 
27 
where Ce is an energy-conversion constant, q~ and q2 are the charges: Ocharge = -0.834, H 
charge = 0.417, and ~d is the dielectric constant of water. 
B. Simulation Algorithm 
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) Zs is used to 
run the simulations in this work. LAMMPS is a molecular dynamics code created for 
simulating molecular and atomic systems such as proteins in solution, liquid-crystals, and 
polymers. It is designed for distributed-memory parallel computers, and it runs on single-
processor machines as well. 
Molecular dynamics (MD) simulation is a deterministic technique used to integrate 
Newton's equation of motion26, 
F=ma= 
aU(r) 
a(r> (10) 
A Nose/Hoover26 thermostat is used to run the simulation in the canonical (NVT) ensemble. 
C. SHAKE Algorithm 
In this work, the SHAKE algorithm27 is used to constrain the bond length and the 
angle of each water molecule. SHAKE is used so that, as the simulation runs, the water 
molecule will retain its original shape. 
The SHAKE algorithm27 is widely used in molecular simulation. It is based on the 
leapfrog Verlet integration. This algorithm can be applied for bond and angle constraints. 
However, the simulation results obtained using SHAKE algorithm are approximate solutions. 
In general, there are four steps to follow in the procedure for implementing the SHAKE 
algorithm for bond constraints: 
1. All atoms in the system move following the Verlet algorithm. 
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2. The deviation in every bond length is used to calculate the constraint force, and it is 
used to correct the bond length. The equation of the constraint force is shown below: 
1 2 2 
G`' ~ 2 Ott  d> u ij •a ij 
where ,ul~ is the reduced mass of the two atoms connected by the bond, _d °°~ and d 
are the original and intermediate bond vectors, d~~ is the constrained bond length, 
and dt is the verlet integration time step. 
3. Each bond length is then checked. If the largest deviation exceeds the desired 
tolerance, the correction calculation will be repeated. 
4. The last step requires repeating steps 2 and 3 until all the bond lengths satisfy the 
convergence solution. 
A similar procedure is followed for angle constraints. 
D. Simulation Method 
Each crystal contained 3 x 3 x 3 unit cells. The crystal structures of paracetamol were 
built with the coordinates of atoms given by Haisa et a1.4'S The crystal was placed between 
the water molecules; therefore each simulation box contains the regions water-crystal-water. 
Figure 3: The snapshots of the water-crystal (Form n-water configurations. The (100) and 
(100) crystal surfaces are at the crystal-water interface. 
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Figure 3 shows the configurations of the crystal molecules at the beginning of the 
simulation, which are placed between the water molecules at the directions of [ 100] and 
[ 100]. Simulation boxes were also built for the [010], [010] directions, and for the [001 ], 
[001 ] directions. The water densities were kept close to 1.0 g/cm3. The overall dimensions of 
the simulation boxes are shown in Table 4. Periodic boundary conditions are imposed. A 
timestep of 2.45 fs is used. 
Table 4: The overall dimensions of the simulation box 
Crystal Forms Locations of interface Overall Box Dimension 
1. Form I (100) and (100) 30.76 x 7.96 x 6.16 
2. Form I (010) and (010) 10.96 x 22.1 a x 6.16 
3. Form I (001) and (001) 10.726 x 7.96 x 18.16 
4. Form II (100) and (100) 23.96 x 13.96 x 5.56 
5. Form II (010) and (010) 10.16 x 30.96 x 5.56 
6. Form II (001) and (001) 10.06 x 13.96 x 12.66 
The paracetamol crystal molecules were kept stationary throughout the simulation. 
The simulations were carried out at T = 298 K, for 2 million timesteps to achieve 
equilibration. At the end of the simulation, the solid-liquid interface was observed to see how 
the water and crystal molecules interacted at the interface. 
E. Interfacial Energy, Radial Distribution Function and Number-Density Distributions of 
Water 
We estimate the solid-liquid interfacial energies by computing pairwise interactions 
within a cutoff of 3.06 from the crystal surface. In the interfacial energy calculation, only the 
interaction of the atoms of the crystal to the atoms of water are included, i.e., the interaction 
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of one atom of crystal to another atom of crystal or one atom of water to another atom of 
water are not included. If only one atom of either the paracetamol molecule or the water 
molecule lies within the cutoff region, all atoms of the molecule are considered in the 
interfacial energy calculation. The interfacial energies were obtained by averaging the values 
from the final 100,000 timesteps. 
We also calculated the radial distribution function (rdf) and the number-density 
distributions of water close to the crystal surfaces. The rdf calculation is used to determine 
the orientation of the water molecules on the selected faces of the crystals. The number-
density distributions of water calculation are used to describe whether one face is hydrophilic 
or hydrophobic. These correlation functions determine which face of the crystals is the most 
soluble relative to the other faces. 
III. Results and Discussion 
In this section, we discuss the results of the average interfacial energies and the 
interfacial energies of (100), (100), (010), (010), (001), and (001) faces for both paracetamol 
structures in water. We begin by comparing the interfacial energies of different faces for 
form I and form II. As described from previous section, both crystals contain 3 x 3 x 3 unit 
cells. For a crystal of this size, the dominant faces are (100), (100), (010), (010), (001), and 
(001). Therefore, only these six faces were used to calculate the average interfacial energy 
for each polymorph. 
Table 5 shows the interfacial energies of different faces for both crystal structures. It 
is shown that the interfacial energy of paracetamol crystal structures are anisotropic. The 
highest interfacial energy occurs on the (010) face, and the lowest interfacial energy occurs 
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on the (100) face for crystal form I. For form II, the interfacial energy for the (100) and (100), 
the (010), and (010) faces, and the (001), and (001) faces are nearly the same. The highest 
interfacial energy for form II occurs on the (001) and (001) faces, and the lowest interfacial 
energy occurs on the (010) and (010) faces. 
Table 5: Interfacial energy of crystal-water at different interfaces at T=298 K 
Interfacial energy for different crystal faces (mJ/m2) 
Structure (100) (100) (010) (010) (001) (001) 
Monoclinic -117.2 -120.4 -101.5 -106.4 -109.1 -110.2 
Orthorhombic -124.4 -122.2 -127.2 -127.9 -93.41 -93.86 
A lower interfacial energy indicates an enhanced interaction of crystal molecules and 
water molecules on the interface.12 Our results show that the strongest interaction of crystal 
and water molecules at the interface for form I occurs on the (100) face, and for form II 
occurs on the (O10) and (O10) faces. 
Figure 4 shows the ratio of the water density as a function of distance from the crystal 
surface. The ratio of the water density is expressed by 
R 
_ surface 
A 
pbulk 
(12) 
where p,urfac~ is the number-density of water at certain distance from the surface, and pbuck is 
the number-density of water in the bulk. The average distribution of water molecules in the 
simulation box is illustrated in Figures 4(a), (b), (c) for form I and in Figures 4(d), (e), (f) for 
form II. The figures for form I do not show a very significant difference of the number-
density distribution of water near the surface. However, it is still noticeable that the 
distributions of water molecules close to (010), and (010) surfaces are lower. The relatively 
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low density near these surfaces of the crystal shown in figure 4(b) implies a higher degree of 
hydrophobicity on the surfaces. The water-density distributions close to (100) and (100) of 
form I surfaces are the highest. The higher density of water close to these surfaces shows the 
higher affinity of water for these surfaces. 
Based on these results, and by just considering (100), (010), and (001) faces, the 
hydrophilicity order for these three faces of paracetamol form I is: 
(100) > (001) > (010) 
This order of the hydrophilicity agrees well with the experimental results of Heng et al.g
They proposed that the lowest level of hydrophilicity for paracetamol form I is at the (010) 
face. 
The number-density distributions of water near the crystal surfaces for form II have 
the highest value at the (010) and (010) faces (shown in Fig. 4(e)). However, Fig. 4(f) shows 
that there are very few water molecules appearing near the (001) and (001) faces of crystal 
form II. The order of the hydrophilicity for paracetamol form II is then 
(010) > (100) > (001) 
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Figure 4: Number density distribution of water as a function of distance from crystal faces (a) 
Form I faces (100) and (100), (b) Form I faces (010) and (0l 0), (c) Form I faces (001) and 
(001), (d) Form II faces (100) and (100), (e) Form II faces (010) and (010), and (f J Form II 
faces (001) and (001). 
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From the interfacial energies results in Table 5 and the water density distribution 
plots in Figure 4, our results agree with Davey's theory14. The low interfacial energies on the 
(100) face for form I and on the (010) and (010) faces for form II occur because of the higher 
affinity for water close to the crystal surface, which means a higher solubility for these faces. 
The higher crystal-water interfacial energies on the (010) face for form I and on the (001), 
(001) faces for form II occur due to the higher degree of hydrophobicity of these interfaces 
which means these faces are less soluble. These results show that the higher the interfacial 
energy, the lower the solubility of the crystal faces. 
To explain why a certain crystal face has hydrophobic or hydrophilic tendencies, we 
examined the atomic configurations for the different faces of the crystals which are shown in 
Fig. 5 and 6. 
~010~ 
~~ 
0 
0 
~~ 
(010 
Figure 5: The snapshots of paracetamol crystal form I at different orientations. 
On the (001) and (001) faces of crystal form II shown in Fig. 6, benzene rings lie on 
the surfaces. Because benzene ring is nonpolar, water molecules are less concentrated on 
these interfaces compared to the remaining interfaces. On the (010) and (010) surfaces, 
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benzene rings are located quite a distance from the surface, therefore these two surfaces are 
the most hydrophilic compared to the others. 
(010 
0 
0 ~. 
r~, r -. o 
o ~ ,~ a 
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0 
0 
~010~ 
Figure 6: The snapshots of paracetamol crystal form II at different orientations. 
Figures 7 and 8 show the atomic configuration of water molecules near the crystal 
faces for both crystals. These snapshots show how the water molecules arrange on different 
crystal surfaces. To quantitatively examine this, the radial distribution functions (rdfl of 
water molecules at a distance of 0.86 from crystal surfaces shown in Fig. 9 and 10 are 
calculated. The higher and sharper peak of the rdf plot shows that the water molecules 
arrange more like a solid than a liquid on the surfaces, which suggests that those surfaces are 
more hydrophobic. The most significant peak for the rdf plots is the peak shown in Fig. 10 
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which represents the rdf of water molecules near (001) and (001) surfaces of crystal form II. 
The first peak is very sharp and high. This means that the water molecules arrange more like 
a solid. From the water density calculations, it was found that the (001) and (001) faces of 
form II are the most hydrophobic faces which means that these faces are harder to dissolve. 
Therefore, this result agrees with the rdf result. 
(a) 
(010) 
0 
0 
Salo) 
~~ (~) 
~~ 
a 
0 
Figure 7: The snapshots of the atomic crystal form I configurations with a few layers of water 
molecules on different faces at the end of the simulation. (a) (100) and (100), (b) (010) and 
(010), (c) (001) and (001). Color scheme: paracetamol molecules (as in Fig. 1(b)), water 
molecules (bright-green =hydrogen, green =oxygen). 
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Figure 8: The The snapshots of the atomic crystal form II configurations with a few layers of 
water molecules on different faces at the end of the simulation. (a) (100) and (100), (b) (010), 
and (010) (c) (001) and (001). Color scheme: paracetamol molecules (as in Fig. 7). 
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Figure 9: Radial distribution function of water molecules at L=0.8a from the monoclinic 
(form I) crystal faces (a) (100), (010) and (001), (b) (100), (010), and (001). 
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Figure 10: Radial distribution function of water molecules at L=0.8 6 from the orthorhombic 
(form II) crystal faces (a) (100), (010) and (001), (b) (100), (010), and (001). 
Table 6 compares the interfacial energy from the simulation results to the 
experimental results obtained from contact angle measurements for faces (010) and (001) of 
Form I. The potential energies are compared directly to the interfacial enthalpies, d H, by 
neglecting the Pd V term.12 This assumption is justified because we are dealing with 
condensed phases, i.e. solid and liquid. The potential energies at the interface that we 
calculated are in the same order of magnitude to the interfacial enthalpies from the 
experimental results. 
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Table 6: Comparison of the energy of interactions of the two faces of paracetamol form I 
with water to the experimental enthalpies calculated from contact angle values (Eq. (4)). 
Interface e~ Contact 
angle 
yl,,~ for water 
(mJ/m2) 
AHeXp
(mJ/m2) 
Interfacial energy from 
simulation (mJ/m2) 
(010) 67.7±2.5 72.8 -100.4 -106.4 
(001) 15.9±3.1 72.8 -142.8 -110.2 
We also present the average interfacial energy for both crystal forms. The average 
interfacial energy per unit area for a polymorph was 
Yl Al 
Ynvg
A total 
(13) 
where yi is the interfacial energy per unit area of surface i, Al is the surface area of surface i, 
and Atora~ is the total surface area of the crystal. 
From the simulation results in Table 7, it is shown that the interfacial energy for form 
I has a very similar value to the interfacial energy for form II. According to Davey14, the 
solid-liquid interfacial energy determines how soluble a solid is in liquid. Experimental data 
has shown that the solubility of paracetamol form I is very similar to the solubility of 
paracetamol form II. Therefore, the very similar value of the simulation results of the average 
interfacial energies for both paracetamol crystal structures agree with the experimental 
results of the solubility of paracetamol crystal structures. 
Table 7: Average interfacial energy of crystal-water 
Average Interfacial energy (mJ/m2) 
Structure Simulation ~HeXp
Monoclinic (Form I) -110.0 -122.8 
Orthorhombic (Form II) -108.9 -122.8 
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We compare the interfacial energy results from simulations to the experimental 
results obtained from the contact angle measurement. The contact angle value was obtained 
between a water droplet and a compressed paracetamol tablet, however, it was not specified 
which structure of paracetamol was used. The average interfacial enthalpy was calculated 
from Eq. (4) with 8 = 44.1 °and y lv  = 71.5 mJ/m2 obtained from experiment16,28. Table 7 
shows that the values of the solid-liquid interfacial energies determined from the simulation 
are of the same order of magnitude as the interfacial enthalpies from experiment. 
IV. Conclusions 
The molecular dynamics simulation results show that the solid-liquid interfacial 
energies for paracetamol crystal form I and form II are anisotropic. These differences are 
caused by the molecular orientation of the paracetamol, location of the groups within 
paracetamol, and surface concentration of water on the crystal surface. 
The simulation results agree qualitatively with Davey's theory14 that predicts the 
more hydrophilic a crystal face is, the lower the solid-liquid interfacial energy is for that face. 
The order of hydrophilicity of paracetamol form I obtained from simulation also agrees with 
the experimental results obtained from contact angle measurements by Heng et alg. The 
values of the interfacial energy also agree with the values obtained from experiment (contact 
angle measurements). 
While the values of the interfacial energy obtained from the simulations are 
reasonably close to the experimental values, there is room for improvement. For one, an all-
atom model, where hydrogen atoms are modeled explicitly may yield better results. The 
Coulombic interactions may also be included for paracetamol for better agreement. An 
evaluation of other available force fields could be performed to determine how the choice of 
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parameters affects the results. Finally, a force field could be developed for this system from 
first principles quantum mechanics calculations by using aforce-matching29 or similar 
scheme. One should keep in mind that Young's equation, used to relate contact angle to 
interfacial energy, is itself an approximation. 
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Chapter 3. Future Work 
To conclude, we comment on the significance of the calculations presented in this 
thesis and then make some recommendations for future work. 
There are a growing number of papers in the literature devoted to predicting all 
possible polymorphic forms of a given organic molecule using lattice energy minimization or 
a more sophisticated simulated annealing algorithm.l '2 While these types of calculations play 
an important role in screening crystalline polymorphs during drug development, they yield 
little insight to the fundamental question of what makes some species adopt multiple 
crystalline structures. The calculations in this thesis are a first step toward relating molecular 
and crystal structure to explain the occurrence of polymorphs in organic crystals obtained 
from solution. 
There are two future directions in which this work will continue. The first direction 
will be to apply the calculations described here to other known polymorphic systems. 
Considering more systems will enable us to generate a library of molecular structure-crystal 
structure-surface energy relationships and detect possible trends. When contact angle 
measurements are available, they will be used to validate our computational approach. 
The energetics of the system is not the only factor that influences the crystal structure. 
Kinetic effects also have an important influence on crystal structure and stability. The 
second direction will then be to study the nucleation rate of model polymorphic systems, 
such as paracetamol, in solution. Specifically, we are interested in modeling, as a function of 
polymorphic form, the competition between free energy increase due to the increasing size of 
the interface between crystal and solution, and free energy decrease due to the decreasing 
supersaturation driving force as the crystal grows. A simulation approach based on the 
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empirical Lennard-Jones potential model has been proposed by ter Horst and coworkers.3
Our aim is to extend this approach with suitable molecular models. 
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