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PERCENT INTRACORTICAL POROSITY AS A MEANS OF ESTIMATING 
AGE OF OLDER INDIVIDUALS 
ALYSSA M. DOWNS 
ABSTRACT 
Age-at-death estimation in older adults is complicated because current techniques 
fail to capture an older individual’s age-at-death in a narrow enough range.  This study 
aimed to test the relationship between osteoporotic change and age-at-death in the form 
of intracortical porosity. It was hypothesized that as individuals age, osteoporotic 
processes increase resulting in a higher percentage of intracortical porosity that may 
correlate with particular age cohorts. 
Forty ribs were analyzed, ranging in age from 15 to 84.  Ribs sections were 
digitized using a 40X objective on a Nikon E600 microscope equipped with a motorized 
stage and a Turboscan montaging system (Objective Imaging Inc., UK). Images were 
made binary using image ImageJ 2.0.  Nine measurements and calculations as described 
by the Agnew and Stout (2012) method were used: total subperiosteal area, endosteal 
area, cortical area, percent cortical area (%C/T), porosity area, percent porosity area, 
absolute cortical area, percent absolute cortical area (%CA/T), and the difference between 
%C/T and %CA/T. 
The ranges and mean values for intracortical porosity across the sample were 
calculated.  The effect of intracortical porosity on measures of cortical area were 
interpreted using a calculation of the difference between %C/T and %CA/T.  A Two 
Sample Independent T-Test was performed to see if there was a significant difference 
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between sexes. Regression analyses were conducted to assess correlations between the 
traits and age-at-death. 
No significant difference was found between sexes in regards to intracortical 
porosity or the difference between %C/T and %CA/T. The mean intracortical porosity 
was found to be 15.30. The mean value of the difference was found to be 6.95%.  
Measures of intracortical porosity varied from 0.74% - 31.67% while measures of the 
effect of intracortical porosity varied from 0.32% - 17.85%.  No correlation was found 
between either trait and age-at-death. 
There are a number of reasons intracortical porosity might not be correlated with 
an individual’s age-at-death including (1) processes that influence intracortical porosity, 
(2) hormonal changes, (3) the current understanding of the relationship between aging 
and bone cell functions. One should still account for intracortical porosity when 
conducting histomorphometric analyses, as failure to consider it would result in 
miscalculations. 
vi 
TABLE OF CONTENTS 
 Page 
Title Page i 
Approval Page ii 
Acknowledgments iii 
Abstract iv 
List of Tables vii 
List of Figures ix 
List of Abbreviations xi 
Chapter 1:  Introduction 1 
Chapter 2:  Previous Research 8 
Chapter 3:  Methods 47 
Chapter 4:  Results 53 
Chapter 5:  Discussion 62 
Chapter 6:  Conclusions 69 
References 72 
Curriculum Vitae 80 
  
 
vii 
LIST OF TABLES 
 Page 
Table 2.1. Age-at-death estimation phases for Lovejoy et al. (1985) auricular  
                 surface method. 
20 
Table 2.2. Revised age-at-death estimation phases using the Osborne et al.  
                 (2004) method. 
22 
Table 2.3. Age-at-death estimation phases using the Todd (1920) method. 23 
Table 2.4. Age-at-death estimation scores for White males using the McKern  
                 and Stewart (1957) method. 
24 
Table 2.5. Age-at-death estimation results for males and females utilizing the  
                 Hartnett (2010a) method. 
25 
Table 2.6. Age-at-death estimation results for males utilizing the İşcan et al.  
                 (1984) method. 
26 
Table 2.7. Age-at-death estimation results utilizing the Hartnett (2010b) method  
                 for males and females. 
27 
Table 2.8. Age predicting equations for the Stout and Paine (1992) method. 44 
Table 3.1. Definitions for histological measurements derived from Agnew and  
                 Stout (2012). 
51 
Table 4.1. Measurements taken directly from female samples. 53 
Table 4.2 Measurements taken directly from male samples. 54 
Table 4.3. Calculations made with female measurements. 55 
 
viii 
 
 Page 
Table 4.4 Calculations made with male measurements. 56 
  
  
  
  
  
  
  
  
  
  
  
 
ix 
LIST OF FIGURES 
 Page 
Figure 2.1. A transverse cross section of an adult rib at 4X magnification. 14 
Figure 2.2 A transverse cross section of an adult rib at 20X magnification. 14 
Figure 2.3. Age estimation results for sagittal suture closure using Todd and  
                   Lyon (1924) method. 
18 
Figure 2.4. Age estimation results for ectocranial lateral suture closure using      
                   Meindl and Lovejoy (1985). 
19 
Figure 2.5. Age estimation results for ectocranial vault suture closure using  
                   Meindl and Lovejoy (1985). 
19 
Figure 2.6. Age-at-death estimation results for composite score analysis using  
                   Buckberry and Chamberlain (2002). 
21 
Figure 2.7. Age-at-death estimation results for phase based Suchey-Brooks  
                   pubic age estimation method. 
24 
Figure 2.8. Age-at-death estimation results for the DiGangi et al. (2009)  
                   method utilizing the first rib. 
29 
Figure 2.9. Micrographs showing depictions of plexiform bone found in goat  
                  femoral cross sections. 
35 
Figure 2.10. Cross section of a human skull presenting with porotic  
                   hyperostosis that was further diagnosed as Paget’s disease. 
37 
Figure 2.11. Depiction of the four anatomical regions examined using the  
                   Kerley (1965) method. 
40 
x 
 
 Page 
Figure 2.12.   Revised regression equations for the Kerley (1965) method. 41 
Figure 2.13. A comparison of the fields of analyses employed by the Kerley  
                     (1965) method and the Ahlqvist and Damsent (1969) method. 
42 
Figure 2.14. Measurements and results from the Agnew and Stout (2012)  
                     method. 
45 
Figure 3.1. Cross sectional image of sample A16. 49 
Figure 3.2. Binary image of sample A16. 50 
Figure 4.1. Linear regression results for age verses intracortical porosity for  
                  females. 
58 
Figure 4.2. Linear regression results for age verses intracortical porosity for  
                 males. 
59 
Figure 4.3. Linear regression results for age verses intracortical porosity for all  
                 individuals. 
59 
Figure 4.4. Linear regression results for age verses difference between % CT  
                 and % Ca/T for females. 
60 
Figure 4.5. Linear regression results for age verses difference between % CT  
                 and %CA/T for males. 
61 
Figure 4.6 Linear regression results for age verses difference between % CT  
                 and %CA/T for all individuals. 
61 
 
xi 
LIST OF ABBREVIATIONS 
% C/T Percent Cortical Area 
%CA/T Percent Absolute Cortical Area 
% Po.Ar Percent Poroity Area 
BFA Bone Functional Adaptation 
BMU Basic Multicellular Unit 
Ct.Ar Cortical Area 
Ct.ArA Absolute Cortical Area 
Es.Ar Endosteal Area 
FSC Forensic Science Center 
Ln Natural Log 
MSA Multifactorial Summary Age 
Po.Ar Porosity Area 
SWGANTH Scientific Working Group for Forensic Anthropologists 
Tt.Ar Total Subperiosteal Area 
WS Weathering Stage 
1 
CHAPTER 1:  INTRODUCTION 
The Role of the Forensic Anthropologist 
The role of the forensic anthropologist is to establish a biological profile 
consisting of age, sex, ancestry and stature through the use of morphological and metric 
analyses of human skeletal remains.  This is extremely important in the process of 
individualizing human remains and identifying missing persons (Algee-Hewitt 2013).  
Due to the nature of medicolegical contexts surrounding human remains, forensic 
anthropologists frequently act in the capacity of an expert witness in criminal 
proceedings.  In 1993, the Supreme Court made a decision in the case of Daubert verses 
Merrell Dow Pharmaceuticals, Inc. (commonly referred to as the Daubert ruling), stating 
that the presiding judge in a case takes on the role of gatekeeper, deciding whether or not 
scientific methodology can be considered relevant and reliable to a case (Christensen and 
Crowder 2009).  Guidelines were produced by scientific working groups, such as the 
Scientific Working Group for Forensic Anthropology (SWGANTH), for both the 
scientists and the judges, maintaining that data produced at an evidentiary level must be 
tested and peer reviewed, have established standards and a known potential error rate, 
and must have achieved widespread acceptance by the relevant scientific community 
(Grivas and Komar 2008).   
The Daubert ruling lacked clarity as to whether or not these standards applied to 
expert witnesses outside of the scientific community.  In 1999, the applicability of the 
standards was brought to the Supreme Court during the case of Kumho Tire Co. verses 
Carmichael (Kumho ruling) (Christensen and Crowder 2009).   As a result of this case, 
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the Supreme Court ruled that all expert witnesses should be held to the same level of 
scrutiny in regards to evidence produced and discussed (Christensen and Crowder 2009).  
Given this, it has become increasingly important for forensic anthropologists to produce 
methods that are repeatedly evaluated and have been statistically tested.  It is also 
important to establish known error rates.  Additionally, validation processes need to be 
established and employed in the field to enable “best practices” and consensus among the 
forensic anthropology community (Christensen and Crowder 2009). 
 
Forensic Age-at-Death Estimation 
Recently, forensic anthropologists have been working on solidifying standard 
practices.  In 2011, Garvin and Passalacqua surveyed anthropologists, asking which age-
at-death estimations they most frequently employ (1990).  The authors found the Suchey-
Brooks (1990) method was the overall favored method.  This method involves the 
macroscopic examination of the pubic region of the innominate (Brooks and Suchey 
1990).  Researchers examine the bone for traits defined within a phase that correlates 
with an age-at-death estimation range (Brooks and Suchey 1990).  This method will be 
discussed further in Chapter Two.   The 2011 study by Garvin and Passalacqua also 
found that practicing forensic anthropologists preferred to provide law enforcement 
officials with two age ranges: one that was narrow and one that was broad enough to 
encompass the possible range of human variation.  The authors also found extreme 
variation when the anthropologists were asked how they derived their overall age-at-
death range estimations (Garvin and Passalacqua 2011).  A majority of individuals relied 
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on experience and expertise, while only a small fraction of study participants considered 
standard errors (Garvin and Passalacqua 2011).  It seems that a combination of age-at-
death estimation methods that result in the most accurate and precise estimations should 
be considered (Algee-Hewitt 2013; Garvin and Passalacqua 2011).  
Both macroscopic and microscopic methodologies have been employed for use 
during age estimation.  The theory behind age-at-death estimation is derived from the 
biological phenomena of growth and development in nonadults, followed by a brief 
period of homeostasis in adults, which is followed by degeneration and senescence in 
older adults (Algee-Hewitt 2013).  Current macroscopic age estimation techniques 
employ analyses of cranial suture closure (Meindl and Lovely 1985), changes to the 
auricular surface of the ilium (Buckberry and Chamberlain 2002, Lovejoy et al. 1985, 
Osborne et al. 2004), morphological changes to the pubic symphysis (Berg 2008, Hartnett 
2010a, Katz and Suchey 1986, Suchey and Brooks 1990), and changes to the sternal rib 
ends (Aktas et al. 2004, DiGangi et al. 2009, Dudar 1995, Hartnett 2010b, Isçan et al 
1984, Verzeletti 2010).  All of these methods establish age ranges that include older 
individuals, however once individuals cross the threshold into age ranges older than 30 
years, age estimation ranges drastically widen and accuracy lessons. 
 Since Kerley (1965) biological anthropologists have utilized mineralized tissue 
biology to answer questions of anthropological importance.  Microscopic analyses have 
been conducted with the goal of reducing age ranges and improving upon accuracy.  
Additionally, histological analysis allows for fragmentary osseous remains to be 
microscopically analyzed to provide data that would otherwise be unavailable to the 
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observer (Tersigni 2005; Stewart et al. 2013).  These histological data can sort human 
from non-human samples and produce estimates regarding an individual’s age-at-death 
(Tersigni 2005).   
Histomorphometric age-at-death estimations are increasingly utilized in contexts 
of modern forensic anthropology (Kerley 1965; Narasaki 1990; McCalden et al. 1993; 
Singh and Gunberg 1970; Thomas, Feik, and Clement 2005; Tersigni 2005; Zioupos 
2001).  An emphasis has been placed on histology of the femur, tibia, and fibula, as these 
bones were analyzed during Kerley’s 1965 histomorphometric study of these long bones 
(Narasaki 1990; McCalden et al. 1993; Singh and Gunberg 1970; Thomas, Feik, and 
Clement 2005; Tersigni 2005; Zioupos 2001).  While the histomorphometric study of 
these long lower limb bones has produced more accurate ate-at-death estimations than 
macroscopic analyses have, some issues regarding the practicality of using these bones 
have been discussed (Agnew and Stout 2012; Stout and Paine 1992; Thompson 1979).  It 
has been suggested the bones of the chest cavity—clavicles and ribs—be considered over 
bones of the limbs (Agnew and Stout 2012).  Ribs undergo a fairly uniform life process 
in terms of mechanical stress, and are not subject to the same potential for dynamic 
loading events as bones of the lower limb (Agnew and Stout 2012; Kondo et al. 2000).  
Furthermore, there are more ribs available for analysis than any of the limb bones.  This 
is of particular importance when considering the destructive nature of histomorphometric 
analysis.  Ribs are also small and having such a small cross section for analysis reduces 
the possibility for sampling error (Crowder and Stout 2011). 
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Method and Indicator Selection  
  The development of age estimation methods in forensic anthropology has 
transitioned and changed over the years.  The earliest age-at-death estimation methods 
relied on typological studies (Algee-Hewitt 2013).  This transitioned into problem-
oriented anthrometrical analyses that were followed up by an interest in a functional 
approach (Algee-Hewitt 2013).  The functional approach favored quantitative methods 
that could be statistically tested over qualitative descriptors.  With this emphasis on 
statistical methods came suggestions of using multiple variables for age-at-death 
estimation (Algee-Hewitt 2013).  Lovejoy introduced his multifactorial summary age 
(MSA) method, which uses statistics to derive age estimates from several of the older and 
more recent methods (Lovejoy et al. 1985).  The MSA method weights five indicators 
including the pubic symphyseal face, auricular surface, proximal femur, dental wear, and 
suture closure and uses statistics to derive an age estimate from all of these indicators 
(Lovejoy et al. 1985).  This method provided known error rates and in studying the 
technique, Lovejoy and his colleagues found that a multifactorial approach provided the 
most accurate results (Lovejoy et al. 1985).  Current age-at-death estimation studies in 
forensic anthropology focus on replicability and validation of previous methods as well 
as in the establishment of newer methods (Algee-Hewitt 2013). 
 When estimating age-at-death, modal phase methods are most frequently used 
(Algee-Hewitt 2013).  This is because of the degenerative nature of aging that frequently 
results in markers on the skeleton that can macroscopically be observed and grouped into 
age-specific phases.  Unfortunately, modal phase methods frequently fail to capture the 
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range of variation seen in older adults (Algee-Hewitt 2013).  Older adults at the upper 
end of the spectrum of aging have experienced the most bone breakdown and their bones 
tend to appear “irregular” in shape and texture (Algee-Hewitt 2013).  Unfortunately, this 
leads to open ended age ranges such as 50 years or greater that can be frustrating for 
forensic anthropologists trying to make an informative positive identification (Algee-
Hewitt 2013).  Histological analyses of degenerative changes at the cellular level are 
hoping to narrow these age ranges for older adults. 
  
 
Osteoporosis and Histology  
In contexts when the question of age-at-death estimation is central to histological 
analysis, biological anthropologists rely on a basic principle related to bone biology: as 
individuals age, the rate of osteoclastic activity increases, while the rate of bone 
osteoblastic activity slows (Kiebzak 1991).  This shift in the typical remodeling process 
results in osteoporosis, visible in the form of intracortical porosity (Teitelbaum 2000). 
  The goal of this study is to test the relationship between osteoporotic change (in 
the form of intracortical porosity) to the ribs and age-at-death.  This study targeted 
individuals over the age of fifty because current age estimation techniques fail to capture 
old age in a way that provides a narrow enough range that is statistically significant 
(Kondo et al. 2000).  It is hypothesized that as individuals age, osteoporotic processes 
increase, resulting in a higher percentage of intracortical porosity.  This increase may 
correlate with particular age cohorts and can be useful when estimating age-at-death in 
older adults. 
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 In Chapter Two, concepts found within bone biology are discussed.  Age-at-death 
estimation methods using both macroscopic and microscopic techniques for different 
skeletal regions are reviewed in this chapter as well.  Additionally, the utility of histology 
within the field of forensic anthropology and biological anthropology is discussed.  In 
Chapter Three, the study sample is discussed along with the methods employed, 
including sample preparation, measurements, and calculations.  Chapter Three also 
details the statistical analyses conducted.  The results of this study, including 
measurements and statistical results, are considered in Chapter Four.  Chapter Five 
presents information regarding the value of considering intracortical porosity.  This 
chapter also discusses why intracortical porosity might not correlated with age-at-death.  
Concluding thoughts and suggestions for future research are addressed in Chapter Six.  
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CHAPTER 2:  PREVIOUS RESEARCH 
 One of the critical components of the biological profile is an individual’s age-at-
death.  Forensic anthropologists can estimate this use a variety of macroscopic and 
microscopic techniques.  Estimation of age-at-death in individuals over the age of fifty is 
complicated because current techniques fail to capture an older individual’s age-at-death 
in a narrow enough range.  Bone histology, though invasive, shows promise in this 
regard. 
 
Bone Biology 
While bones are static, rigid structures in death, they are dynamic, changing 
organs throughout life.  The human skeleton is the framework of the body and serves 
several purposes.  The skeleton provides protection for critical soft tissue organs.  It also 
allows for movement around joints.  In addition to these mechanical functions, the human 
skeleton has physiological functions.  These include the storage of calcium, production of 
blood cells, and endocrine regulation via the production of osteocalcin.  The bone cells 
that allow for all of these functions to occur do not survive in death, but remnants of their 
activities can be observed through an examination of skeletal tissue. 
Bone is made up of both organic and inorganic materials.  The first material, 
collagen, makes up the organic component of bone.  In combination with non-
collagenous proteins and water, it allows for skeleton to have some elasticity and 
resistance to tension (Brickley and Ives 2008a).  The inorganic or mineral material 
component of bone is hydroxyapatite [Ca5(OH)(PO4)3].  In contrast to the role of the 
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organic component, the inorganic component allows for the bone to be strong and 
resistant to compression (Brickley and Ives 2008a). 
Trabecular and cortical tissue make up bone.  Trabecular tissue, or spongey bone, 
is typically found in long bones epiphyses and vertebrae.  The structure resembles that of 
a honeycomb made up of bone tissue.  Haematopoietic bone marrow fills the spaces 
within the honeycomb structure.  Cortical tissue, or compact bone, forms the hard, 
outermost layer of bone. 
Throughout life, there are two types of bone that individuals have: woven and 
lamellar.  Woven bone is formed during periods of rapid bone growth and formation.  It 
is seen throughout childhood and during times of rapid bone healing and is poorly 
organized and weak (Scheuer and Black 2000b).  Lamellar bone is much stronger than 
woven bone.  It forms from childhood through adulthood and allows for the skeleton to 
be a strong internal structure.  
 
Growth and Development 
 In regards to the skeleton, growth occurs when bone increases in size and maturity 
(Scheuer and Black 2000b).  It is a sex dependent process that occurs approximately two 
years earlier in females than males given genetic inheritance (Scheuer and Black 2000b).  
The delay in development in males allows for a longer growth period with more robust 
bones with higher bone density (Tanner 1990). 
 The process by which new bone cells are laid down is called ossification or 
osteogenesis.  There are two manners by which ossification might occur: 
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intramembranous or endochondral.  Intramembranous ossification occurs in development 
of the flatter bones of the skull, and also in the clavicle and mandible.  Intramembranous 
ossification can give rise to dermal or perichondral bone (Scheuer and Black 2000b).  
Dermal bone intramembranous ossification, occurring in cranial bones, has its origin in 
neural crest cells that form diploic bone (Scheuer and Black 2000b).  Perichondral bone 
intramembranous ossification, occurring in cranial and some postcranial bone, has its 
origin in mesenchymal cells that form cortical bone (Scheuer and Black 2000b). 
Endochondral ossification occurs primarily in long bones with bone growth 
occurring following hyaline cartilage precursors.  This type of ossification requires two 
ossification centers.  As long bones develop, bone is first deposited at the center of the 
bone.  A secondary ossification center forms at the two long bone epiphyses where 
hyaline precursors are eventually replaced by lamellar bone. 
 
Bone Remodeling and the Basic Multicellular Unit  
Even after mature, lamellar bone is laid down, old bone is resorbed and new bone 
forms.  This process is referred to as bone remodeling and it allows for bone to maintain 
itself and adapt to its environment.  Osteoblasts, osteoclasts, and osteocytes are the cells 
found in bone that are responsible for maintaining the bone.  These cells work together to 
remodel bone in what is referred to as the basic multicellular unit, or the BMU.   
The bone remodeling cycle first occurs when osteoclasts appear.  The appearance 
of osteoclasts is triggered in response to osteocyte cells that receive signals in response to 
systemic or biomechanical factors in an individual’s body (Crowder and Stout 2011).  
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Bone is resorbed through a multi-step process involving osteoclasts.  Immature osteoclast 
precursor cells commit to becoming osteoclasts that absorb bone (Teitelbaum 2000).  In 
order to do this, an initial event occurs in which osteoclasts attach to a targeted matrix 
and form a “sealed” zone containing F-actin, a filamentous actin (Teitelbaum 2000).  The 
sealed zone allows for osteoclasts to break down and resorb both the inorganic and 
organic components of bone (Teitelbaum 2000).  In cortical bone it is referred to as a 
cutting cone and absorbs bone at a rate of about 20µm per day (Martin et al. 1998).  In 
trabecular bone, the zone is referred to as a hemicone (Parfitt 2002).  Once osteoclasts 
have completed bone resorption, they undergo cellular apoptosis (Crowder and Stout 
2011). 
Before new bone is laid down, a short reversal phase occurs for nine days, during 
which time osteoclast precursor cells are thought to smooth off the area of resorbed bone.  
After this phase, mineralization begins to occur at the mineralization front as osteoblasts 
secrete osteoid, the organic precursor to bone made of Type 1 collagen and other 
noncollagenous proteins, proteoglycans, and water (Martin et al. 1998).  Calcium 
phosphate crystals are deposited throughout this process enabling osteoid to mineralize 
into mature bone after about ten days (Martin et al. 1998).  
The ability to remodel is what makes the skeleton an adaptive organ.  Several 
occasions might trigger bone remodeling including growth, stress-induced micro-
fracturing, fracture healing, hormonal changes, pathologies, changes in nutritional 
patterns, or changes in physiological state (Brickley and Ives 2008b). 
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When an individual’s mechanical loading environment changes, a cellular 
reaction takes place resulting in skeletal changes.  In 1892, Julius Wolff proposed his 
law, “Wolff’s Law,” that would impact skeletal analyses from clinical to archaeological 
contexts (Ruff et al. 2006).  Wolff’s Law can be thought of as consisting of two 
categories: general and specific.  In the general sense, Wolff’s Law states that as a result 
of changes in the mechanical loading environment, the internal architecture of bone and 
therefore external appearance of the bone will change (Wolff 1892; translation in Wolff 
1986). 
At the time of its inception, Wolff’s Law was primarily intended to be thought of 
within a mathematical context (Ruff et al. 2006).  The nature of a scientific law is that it 
can be used to predict the response of a particular stimulus and this response might be 
mathematically modeled and tested (Frost 1994).  With that in mind, the specific, 
mathematical premise of Wolff’s Law assumed that bone would react to environmental 
mechanical stimuli in a uniform, predictable manner.  The problem with this thinking is 
that bone does not behave in such a way.  Bone is not an isotropic material, but rather it is 
a malleable organ that reacts differently to mechanical stimuli for reasons including age, 
health, hormonal status and genetic background (Frost 1987; Lee et al. 2003; Ruff et al. 
2006).  Because of this, a more generalized term, “bone functional adaptation,” or BFA, 
has been proposed (Ruff et al. 2006).  BFA incorporates two main ideas: organisms are 
able to adapt to changes in their mechanical environment and bone cells react to such 
mechanical stresses (Roesler 1981).  In other words, a bone undergoes strain as a result of 
a mechanical load (Frost 1994).  At its core, BFA can be thought of as a feedback loop.  
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When strain levels increase, bone is deposited and strain levels decrease.  As strain 
decreases, bone is lost and strain is increased.  These processes continue with the end 
goal being an optimum level of strain. 
The reactionary likelihood of bone in relation to mechanical stresses as pertains to 
BFA is dependent on age.  While a younger individual might react quickly and readily to 
changes in the mechanical environment, the more “mature” skeleton will experience a 
reduction in osteogeneic potential on a cellular level (Lieberman 2003).  This is in part 
due to the function of the skeleton in relation to an individual’s age.  In younger 
individuals and through the early years of adulthood, the skeleton goes through a rapid 
“growth” period.  The function of the skeleton at that time is to grow and increase in 
skeletal bone mass.  During growth, formation drifts align the grain of lamellar bone 
parallel to the areas where tension loads are highest, reflecting mechanical strains 
experienced throughout childhood (Frost 1994).  In the mature, adult skeleton, the 
primary function of the skeleton is to conserve and maintain the existing lamellar bone.  
Minimal bone growth occurs and cellular response is minimized. 
 
Histomorphology of the Adult Cortical Bone 
 The study of bones at the microscopic level is referred to as histology.  At a 
microscopic level, trabecular bone is able to receive nutrients from blood vessels that are 
able to penetrate the marrow cavity.  In contrast, cortical bone is dense and requires a 
Haversian system or osteon in order to receive nutrients.  Bone structure has been 
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contemplated for centuries.  Prior to the development of Wolff’s law, the structural 
development of bone was attributed to the divine work of God (Frost 1998). 
In adult long bones, cortical bone that has been sectioned transversely is said to 
resemble a, “pile of sawed-off tree trunks” (White et al. 2012).  This is because a 
transverse cortical bone cross section contains several BMUs which consists of 
longitudinal secondary osteons made up of concentric rings of haversian lamellae (Figure 
2.1).  A haversian canal runs through the center of the secondary osteon and allows for 
nutrients and nerve fibers to pass through the bone (Figure 2.2).  Osteocytes are housed in 
fluid-filled lacunae which exists within the haversian lamellae. 
 
 
Figure 2.1 A transverse cross section of an adult rib at 4X magnification.  Note the 
presence of several concentric secondary osteon structures with an example circled 
in blue. 
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Figure 2.2 A transverse cross section of an adult rib at 20X magnification.  Note the 
secondary osteon circled in blue. 
 
  
Age-at-Death Estimations from Human Skeletal Remains 
 When estimating age-at-death, physiological age is first assessed using skeletal 
markers, and once physiological age is established, forensic anthropologists attempt to 
correlate the individual’s physiological age with their chronological age (SWGANTH 
2013).  Chronological age is defined using time as measured by calendar years.  
Physiological age is observed during the years of growth and development in the form of 
epiphyseal fusion.  As individuals continue aging, degenerative processes and senescence 
occur and are observable as identifiable traits.  Once these traits are identified, they are 
compared to traits on modern individuals with known chronological age-at-death, sex, 
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and ancestry (SWGANTH 2013).  Correlation analyses are conducted to see if there is a 
relationship between the observed traits and chronological age.  If there is a correlation, 
those physiological traits might be used to estimate chronological age.  When applying 
age-at-death estimation methods to skeletal analyses, care should be taken as pathologies, 
inappropriate reference samples, condition of the remains, and changes in biomechanical 
stresses, can lead to inaccurate age estimations (SWGANTH 2013).  
 There are numerous methods that can be utilized to estimate an individual’s age-
at-death.  When performing age-at-death estimation, it is best to perform multiple 
analyses using as many skeletal elements as possible (SWGANTH 2013).  In non-adult 
individuals, dental development, epiphyseal fusion, and diaphyseal long bone length are 
used to estimate age (AlQahtani et al. 2010; Scheuer and Black 2000b).  In adults, both 
macroscopic and microscopic techniques are employed.  Macroscopic techniques 
generally focus on one anatomical region of the body including cranial suture closures 
(Meindl and Lovejoy 1985), degenerative changes on the pubic symphyses of the 
innominate (Brooks and Suchey 1990; Hartnett 2010a), the auricular surface of the 
innominate (Buckberry and Chamberlain 2002; Lovejoy et al. 1985; Meindl and Lovejoy 
1989), and the fourth and first ribs (DiGangi et al. 2009; Harnett 2010b; İşcan et al. 
1984). The clavicles show promise for age-at-death estimation with older adults (Falys 
and Prangle 2014).  Microscopic techniques are applied to both dentition and bones 
(Currey 2002; Dix et al. 1999; Foote 1916; Hillier and Bell 2007; Mayya et al. 2013; 
Narasaki 1990). 
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As a child grows, observable and measureable macroscopic changes to their bones 
occur.  When dealing with fetal remains, the best practices according to SWGANTH 
(2013) involve taking diaphyseal long bone length measurements and applying them to 
published formulas.  Later in fetal development and continuing through neonatal, infant, 
child, and adolescent stages, teeth may become identifiable.  If that is the case, dentition 
could also aid in age-estimation.  During adolescence epiphyseal union takes place.  The 
timing of unions has been studied and observations of epiphyseal fusion including age of 
initial union and completion are listed in Scheuer and Black (2000b).  The general trend 
of fusion is elbow, hip, ankle, knee, wrist, and then shoulder Buikstra and Ubelaker 
(1994). 
 
Adult Age-at-Death Macroscopic Methods 
 Age-at-death is can be estimated in adults through the observation of macroscopic 
traits to bone.  While the literature and methods employing macroscopic age-at-death 
estimation are extensive, as individuals cross the threshold into age ranges older than 30 
years, the estimated age ranges become large and inaccurate.  However, a combination of 
macroscopic age-at-death methods might narrow the final estimated age range. 
 
Age-at-Death Estimation Methods Utilizing the Crania 
 One of the earliest attempts to use cranial suture closure as a means of age 
estimation was carried out by Todd and Lyon (1924).  The authors examined both 
internal and external suture closures on a sample of White male crania.  The scoring 
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system employed ranged from 0 to 4 with 0 being no union, 4 being complete obliteration 
of the suture, and 1, 2, 3 representing the amount of union in quarters (Todd and Lyon 
1924).  However, this method has been criticized for excluding too many of the available 
crania for reasons such as skeletal pathologies and anomalies thereby rendering the 
technique inadequate for use on populations where the same pathologies and anomalies 
could not be accounted for.  Another issue with this method was the large age ranges 
produced for individuals over the age of thirty years (Figure 2.3).  
 
 
Figure 2.3 Age estimation results for sagittal suture closure using Todd and Lyon 
(1924) method (Todd and Lyon 1924). 
 
 The Todd and Lyon (1924) suture closure method was improved upon by Meindl 
and Lovejoy (1985).  Meindl and Lovejoy selected 1 centimeter sections of suture or 
specific sites of ten ectocranial landmarks from vault or lateral-anterior locations and 
scored them based on amount of suture closure (1985).  The scores ranged from 0 for 
open to 3 for complete obliteration (Meindl and Lovejoy 1985).  Unlike the Todd and 
Lyon (1924) method, this method reduced the possible scores so that a score of 1 
represents minimal closure and a score of 2 represents closure of over fifty-percent but 
not yet complete (Meindl and Lovejoy 1985).  Once all ten landmarks locations are 
scored, two composite scores are established that correlate with age ranges (See figure 4).  
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One composite score is calculated from the grouping of the vault traits, while the other is 
derived from the lateral-anterior traits.  While the lateral-anterior traits produce more 
accurate results, the results convey only general information as the age ranges are still 
large (Figure 2.4 and Figure 2.5) (Meindl and Lovejoy 1985). 
 
Figure 2.4 Age estimation results for ectocranial lateral suture closure using Meindl 
and Lovejoy (1985) (Meindl and Lovejoy 1985). 
 
 
 
Figure 2.5 Age estimation results for ectocranial vault suture closure using Meindl 
and Lovejoy (1985) (Meindl and Lovejoy 1985). 
 
 
Age-at-Death Estimation Methods Utilizing the Innominates 
 
 The innominate is a well-studied area in terms of age-at-death estimation.  
Methods largely focus on the regions of the auricular surface and the pubic symphysis.  
The auricular surface shows age-related evidence in the form of degenerative changes 
(Buckberry and Chamberlain 2002; Lovejoy et al. 1985; Osborne et al. 2004).  While the 
auricular surface of the pelvis tends to survive well taphonomically, the physiological 
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traits identified are difficult to interpret and score.  Though the pubic symphysis currently 
produces the most accurate older adult age-at-death estimations for macroscopic analysis, 
this area of the body is often damaged taphonomically by means of carnivore scavenging 
or breakdown (Acsádi and Nemeskéri 1970; Brooks and Suchey 1990; Garvin and 
Passalacqua 2011; Harnett 2010b; McKern and Steward 1957; Todd 1920; Todd 1921). 
 After noticing a correlation between morphological changes of the auricular 
surface and age-at-death estimations of the Libben population from Kent State 
University, Lovejoy and colleagues examined the auricular surface of skeletons housed in 
the Todd Collection and forensic cases as well (Lovejoy et al. 1985).  The method 
derived grouped age ranges into eight phases by observing traits such as granulation and 
density, porosity, billowing, striations, transverse organization, and activity on the apex 
or retroauricular area (Lovejoy et al. 1985).  The paper does not contain a formal table, 
but one has been established for the purposes of this thesis (Table 2.1).  
Table 2.1 Age-at-death estimation phases for Lovejoy et al. (1985) auricular surface 
method. 
 
Lovejoy et al. (1985) Phase  Age Range (Lovejoy et al. 1985) 
Phase 1 20-24 years 
Phase 2 25-29 years 
Phase 3 30-34 years 
Phase 4 35-39 years 
Phase 5 40-44 years 
Phase 6 45-49 years 
Phase 7 50-59 years 
Phase 8 60+ years 
 
While the method categorized phases into five year ranges, it did not solve the 
problem of the older adult generation as phase eight correlates with individuals aged 60 
or older (Lovejoy et al.1985).  Further analyses showed the Lovejoy et al. (1985) method 
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overestimated the chronological age of younger individuals and underestimated the age 
of older individuals (Murray and Murray 1991).  It was also found that the small five-
year age ranges tended to result in inaccurate age-at-death estimations when applied to 
the Terry and Bass Donated collections (Osborne et al. 2004).  To account for some of 
the critiques of the auricular surface as a tool for age-at-death estimation, two revised 
methods were established (Buckberry and Chamberlain 2002; Osborne et al. 2004).   
The Buckberry and Chamberlain method consists of examining transverse 
organization, surface texture, microporosity, macroporosity, and changes in morphology 
of the apex and retroauricular area (2002).  Unlike with Lovejoy et al. (1985), this 
method involves looking at and scoring each feature individually.  Following this, a 
composite score is derived that can be correlated with age-at-death (Figure 2.6). 
 
Figure 2.6 Age-at-death estimation results for composite score analysis using 
Buckberry and Chamberlain (2002) (Buckberry and Chamberlain 2002). 
 
Osborne et al. (2004) attempted to validate and modify the Lovejoy et al. (1985) 
method.  The authors applied the Lovejoy et al. (1985) method to the Terry and Bass 
Donated Collections and found that the age ranges were too narrow (Osborne et al. 
2004).  Osborne and colleagues modified the eight phase system down to six phases after 
finding overlaps in the mean age ranges presented in the eight phase Lovejoy et al. 
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(1985) method (Table 2.2) (2004).  Unfortunately, the age ranges produced by this 
method are still too large. 
Table 2.2 Revised age-at-death estimation phases using the Osborne et al. (2004) 
method (Osborne et al. 2004).  
 
Revised Osborne et al. (2004) Phase Revised Age Range (Osborne et al. 2004) 
Phase 1 ≤ 27 years 
Phase 2 ≤ 46 years 
Phase 3 ≤ 69 years 
Phase 4 20-75 years 
Phase 5 24-82 years 
Phase 6 29-89 years 
 
 The pubic symphysis has been studied more extensively than the auricular surface 
(Acsádi and Nemeskéri 1970; Brooks and Suchey 1990; Garvin and Passalacqua 2011; 
Harnett 2010b; McKern and Stewart 1957; Todd 1920; Todd 1921).  In 1920, Todd 
began examining the pubic symphysis for signs of age-related physiological traits.  Some 
of the traits he observed include ruggedness of the symphyseal face, presence of bony 
nodules, ridge and furrow formation, rim formation, and dorsal lipping (Todd 1920).  
Todd established a ten phase system where combinations of traits could be associated 
with a particular phase and age range (Table 2.2).  The later phases described by the Todd 
(1920) method feature age ranges of approximately five years, but it is unlikely that the 
one year ranges produced for the earlier phases are adequate at accounting for the range 
in variation that would be observed.  Additionally, phase ten accounts for all individuals 
aged 50 or older.  This age range is inadequate at accounting for the population of older 
individuals today. 
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Table 2.3 Age-at-death estimation phases using the Todd (1920) method (Todd 
1920). 
 
Phase (Todd 1920) Age range (Todd 1920) 
Phase 1 18-19 years 
Phase 2 20-21 years 
Phase 3 22-24 years 
Phase 4 25-26 years 
Phase 6 30-35 years 
Phase 7 35-39 years 
Phase 8 40-45 years 
Phase 9 45-49 years 
Phase 10 50+ years 
 
 McKern and Stewart (1957) performed a validation study of the Todd (1920) 
method using remains of American soldiers from the Korean War.  The authors combined 
several of the features from the Todd (1920) method arriving at the conclusion that the 
most diagnostically reliable features included the dorsal plateau, the ventral rampart, and 
the symphyseal rim (McKern and Stewart 1957).  The McKern and Stewart (1957) 
method assigned six stages to each of the three features with stage zero representing the 
youngest appearance of the trait and stage five representing the oldest age.  Once all three 
features are scored individually, their scores are combined to create a total score (Table 
2.4).  The age ranges produced by this method are helpful until the age of 30.  This age 
range is reflexive of the sample used by McKern and Stewart to carry out the study.  The 
White American male soldiers would mainly have been younger individuals under the 
age of 30. 
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Table 2.4 Age-at-death estimation scores for White males using the McKern and 
Stewart (1957) method (McKern and Stewart 1957). 
 
Total Score Age Range for the Scores 
0 0-17 years 
1-2 17-20 years 
3 18-21 years 
4-5 18-23 years 
6-7 20-24 years 
8-9 22-28 years 
10 23-28 years 
11-12-13 23-29 years 
14 29+ years 
15 36+ years 
 
 A revised age-at-death estimation method using the pubic symphysis was 
established by Brooks and Suchey (1990) and is commonly referred to as the Suchey-
Brooks method.  Brooks and Suchey reviewed numerous pubic symphysis scoring 
systems and examined the pubic symphyses of 1225 individuals (1990).  From this 
sample, they derived a six-phase system that is used in forensic anthropology laboratories 
today (Figure 2.7).  While a slight improvement to the McKern and Stewart (1957) 
method, this method still has trouble providing an adequate age-at-death estimation for 
individuals over the age of 50. 
 
Figure 2.7 Age-at-death estimation results for phase based Suchey-Brooks pubic age 
estimation method (Brooks and Suchey 1990). 
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 Most recently in 2010, Harnett conducted a validation study of the Suchey-Brooks 
method using individuals from the Forensic Science Center (FSC) in Phoenix, Arizona.  
Researchers used the Suchey-Brooks method to estimate the age of individuals from the 
FSC (Hartnett 2010a).  Pubic symphyses from the FSC were then seriated without 
knowledge of the actual age of the individuals they belonged to (Hartnett 2010a).  A 
phase seven was created to account for noted variation outside the range described by the 
Suchey-Brooks (1990) method.  This phase is particularly useful for classifying 
individuals over the age of 70 (Hartnett 2010a).  This new phase accounts for extreme 
irregularities in terms of the symphyseal face shape and a noticeable reduction in the 
weight of the bone.  The method produced age ranges that are able to account for some 
individuals over the age of 50 (Table 2.5).  
Table 2.5 Age-at-death estimation results for males and females utilizing the 
Hartnett (2010a) method (Hartnett 2010a). 
 
Hartnett (2010a) Phase Male Age Ranges Female Age Ranges 
Phase 1 18-22 years 18-22 years 
Phase 2 20-26 years 20-25 years 
Phase 3 21-44 years 24-44 years 
Phase 4 27-61 years 33-58 years 
Phase 5 37-72 years 44-60 years 
Phase 6 51-83 years 56-86 years 
Phase 7 58-97 years 62-99 years 
 
 
 
Age-at-Death Estimation Methods Utilizing the Rib 
 Macroscopic age-at-death estimations that make use of the ribs have focused on 
the fourth or first ribs (DiGangi et al. 2009; Harnett 2010b; İşcan et al. 1984).  In 1984, 
İşcan and colleagues introduced an age-at-death estimation method involving the analysis 
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of the sternal end of the fourth rib.  This method was intended to alleviate some of the 
issues involved with older adult age-at-death estimation.  They analyzed the fourth 
sternal rib end of 118 White male individuals (1984).  The authors noted several 
physiological changes near the costochondral junction including pit formation, depth and 
shape of the pit as well as the configuration of the walls surrounding it once formed, and 
the texture and quality of the bone overall (İşcan et al. 1984).  A phase based method was 
established where each phase was defined by a combination of the physiological traits.  
At the time, the İşcan et al. (1984) method produced age ranges that were similar to those 
produced by innominate age-at-death estimations (Table 2.6).  Similar to the age ranges 
produced by the Todd (1920) method, the first few phases could not account for the large 
range of variability across individuals and the later age ranges are too wide to be of 
forensic use. 
Table 2.6 Age-at-death estimation results for males utilizing the İşcan et al. (1984) 
method (İşcan et al. 1984).  
 
İşcan et al. (1984) Phases Age Ranges 
Phase 1 17-18 years 
Phase 2 18-25 years 
Phase 3 19-33 years 
Phase 4 22-35 years 
Phase 5 28-52 years 
Phase 6 32-71 years 
Phase 7 44-85 years 
Phase 8 44-85 
 
 In 2010, Harnett conducted a validation study of the İşcan et al. (1984) method 
with the hopes of reducing the amount of error and proposing revisions to the method 
(Hartnett 2010b).  The author prepared samples from the Maricopa County Forensic 
Science Center (FSC) in Phoenix, Arizona, creating a new and modern collection of 
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individuals consisting of 419 males and 211 females (Hartnett 2010b).  The author and 
other colleagues utilized sternal rib end casts to estimate the age-at-death for 50 males 
and 50 females (Hartnett 2010b).  It was found that while authors were consistent on an 
individual level, there was some interobserver error observed with the method.  
Following this, Harnett carried out a seriation of the 630 ribs with no prior knowledge of 
the actual age of the individuals.  A modified seven phase system was created (Table 
2.7).  An attempt was made to make the phase descriptions clearer in word choice, and 
am emphasis on bone quality was favored (Harnett 2010b).  Some variations were 
observed between the İşcan et al. (1984) method and the Hartnett (2010b) method most 
likely because of a larger quantity of older adult rib samples.  The age ranges produced 
by this method are promising for forensic anthropology (Table 2.7).  The Hartnett 
(2010b) method clearly accounts for individuals over the age of 50 and through 70 years 
in males and 65 years in females. 
Table 2.7 Age-at-death estimation results utilizing the Hartnett (2010b) method for 
males and females (Hartnett 2010b). 
 
(Hartnett 2010b) Phase Male Age Ranges Female Age Ranges 
Phase 1 18-22 years 18-22 years 
Phase 2 21-28 years 24-27 years 
Phase 3 27-37 years 27-38 years 
Phase 4 36-48 years 39-49 years 
Phase 5 45-59 years 47-58 years 
Phase 6 57-70 years 60-73 years 
Phase 7 70-97 years 65-99 years 
 
 In 1999, the likelihood of using the first rib as a means of age-at-death estimation 
was approached by Kunos and his colleagues.  The Kunos et al. (1999) method examined 
the morphological changes that occur on the costal face, tubercle, and head of the first rib 
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using the Hamann-Todd Osteological Collection.  To establish the physiological age 
changes, 74 non-adult and adult age-verified ribs were examined and seriated according 
to age (Kunos et al. 1999).  Further examinations within the ribs from the Hamann-Todd 
Osteological Collection were carried out to determine whether or not distinctions could 
be made between nonadults and adults rib sections considering fusion of the rib head and 
tubercle epiphysis and a third analysis was carried out to see if an increase in length and 
sternal thickness in nonadults was present (Kunos et al. 1999).   
 Once the age-at-death estimation protocol was established, Kunos and colleagues 
aimed to verify the method.  182 ribs with unequal proportions of age categories were 
examined (Kunos et al. 1999).  The authors found that the generated age-at-death 
estimation method was accurate as an isolated age indicator and when used in 
combination with other age-at-death estimation methods, they found that the age 
estimations were more accurate (Kunos et al. 1999). 
 Following the research of Kunos et al. (1999), a method for adult age-at-death 
estimation was established by DiGangi and colleagues with the hopes of making age-at-
death estimation of the first rib easier to carry out on isolated first ribs (2009).  The 
researchers examined the costal face, rib head, and tubercle facet on a sample of 470 
Balkan males ranging in age from 12 to 90 years (DiGangi et al. 2009).   
 To establish a method, the authors of the DiGangi et al. (2009) method exacted 
variables from the Kunos et al. (1999) paper that seemed to have potential for age 
estimation.  Two variables were found to be the most reliable: the geometric shape of the 
costal face and the surface texture of the tubercle facet (DiGangi et al. 2009).  The 
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geometric shape of the costal facet could receive a score of 1-5, while the surface texture 
of the tubercle facet could receive a score of 1-4.  Once scored, researchers take the 
scores from both of the traits and find the combination on a table showing the 20 possible 
combinations (Figure 2.8).  The table provides the age ranges by showing the upper and 
lower limits at the 95% confidence interval.  This method produces large age ranges, but 
as mentioned by the authors, when used in combination with other age-at-death 
estimation methods, it could aide a forensic anthropology investigation. 
 
Figure 2.8 Age-at-death estimation results for the DiGangi et al. (2009) method 
utilizing the first rib (DiGangi et al. (2009). 
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Age-at-Death Estimation Methods Utilizing the Clavicle 
 In humans, the clavicle is the first bone to begin ossification and the last bone to 
finish fusing (Buikstra and Ubelaker 1994).  It has been shown to be a great indicator of 
age-at-death for nonadults and young adults as an epiphyseal fusion method (Scheuer and 
Black 2000a; Langley-Shirley and Jantz 2010; Webb and Suchey 1985).  Recently, Falys 
and Prangle examined the sternal end of the clavicle for physiological traits that might 
show a correlation with chronological age-at-death (2015).  Surface topography, porosity, 
and osteophyte formation traits were observed across 564 clavicles from the Hamann-
Todd, Pretoria, St. Bride’s, and Coimbra colletions (Falys and Prangle 2015).  
Topography and porosity were scored 0-6 as the traits and osteophyte formation was 
scored 0-4 (Fayls and Prangle 2015).  Clavicles were scored using this scoring system 
and composite scores were calculated for each individual.  Linear regression analyses 
were carried out and it was found that these traits could be associated with degenerative 
aging (Fayls and Prangle 2015).  While this study associated the composite scores with 
age ranges for males and females, the results are preliminary.  The preliminary age ranges 
presented in the paper show promise for forensic age-at-death estimation of older adult 
individuals. 
 
Age-at-Death Estimation Methods Utilizing Dentition 
 Teeth represent the hardest bones in the human body and are most likely to be 
preserved over a long period of time in various environments.  Age-at-death estimation 
methods utilizing dentition are observed for both nonadults and adults (AlQahtani et al. 
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2010; Lamendin et al. 1992; Lovejoy 1985; Prince and Ubelaker 2002; Ubelaker 1989).  
As with other age-at-death estimation methods, nonadult aging techniques have their 
foundation in development, while adult age-at-death estimation methods have their 
foundation in degenerative changes. 
 Forensic anthropologists are able to estimate age-at-death of nonadults by 
analyzing the development of deciduous and permanent teeth (AlQahtani et al. 2010).  
These two generations of teeth develop in predictable patterns than can be observed 
through the development of the third molars.  In 2010, AlQahtani et al. examined the 
dentition of 72 prenatal and 104 postnatal skeletonized individuals and developed a new 
method for dental age-at-death estimation.  Radiographs were used to identify the tooth 
development and alveolar eruption stages on the right side of the jaw for each individual 
(AlQahtani et al. 2010).  To score crown and root development, the authors used a 
modified version of the Moorrees stages.  They drew ideal tooth depictions for each stage 
of dental development and found that the method established was able to successfully 
produce accurate age-at-death estimates for nonadults (AlQahtani et al. 2010). 
 In 1985, Lovejoy presented a paper regarding the use of dental wear as a means of 
age-at-death estimation.  He examined 332 adult dentitions from a Libben population 
(Lovejoy 1985).  For the initial stage of his study, he organized the dentition into groups 
based upon the degree of wear observed (Lovejoy 1985).  These groups were then used to 
establish an overall pattern of wear within the population (Lovejoy 1985).  Following 
this, dentition were seriated with mandibles and maxillae separated (Lovejoy 1985).  
Known age-at-death values were assigned to the seriated dentition and Lovejoy 
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concluded that dental attrition could successfully be used to assess age-at-death (1985).  
However, this method has since been critiqued for not accounting for the range of diets 
and other elements of human variation that lead to variations in patterns of dental wear. 
 Another age-at-death estimation method using dentition involves the analysis of 
single rooted teeth (Lamendin et al. 1992; Prince and Ubelaker 2002).  The Lamendin et 
al. (1992) method makes use of two physiological changes to single rooted teeth: 
degeneration of the soft tissues surrounding the teeth, or periodontosis, and increasing 
transparency of the dental roots (Lamendin et al. 1992).  The authors examined 306 
single rooted teeth from 208 individuals taking three measurements: periodontosis height, 
root height, and transparency height (Lamendin et al. 1992).  Transparency height 
measurements require the use of a lightbox.  Once those measurements were taken, they 
were able to use the known age-at-death values to derive an equation that could be used 
to estimate age-at-death if researchers had only a single tooth (Lamendin et al. 1992).  
Interestingly, the authors found that the method was most accurate for individuals over 
the age of 40 (Lamendin et al. 1992). 
 A validation study of the Lamendin et al. (1992) method was completely by 
Prince and Ubelaker using several individuals from the Terry Collection (2002).  The 
authors hoped to show that the method could still be considered reliable and accurate 
when applied to a more diverse population (Prince and Ubelaker 2002).  After re-
evaluating the method on the individuals from the Terry Collection, Prince and Ubelaker 
found that the Lamendin et al. (1992) method was still accurate and could be considered 
more accurate if ancestry and sex of the individual are known (2002).  The authors also 
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found that the method had a low range of inter- and intra-observer error (Prince and 
Ubelaker 2002).  While this method shows promise, some questions regarding the 
applicability in forensic science have been raised given the need to standardize a lightbox 
for the measurement of transparency. 
 
Histological Analysis 
 The use of histological analyses in biological anthropology can be traced to the 
mid-twentieth century (Narasaki 1990).  Histological analysis of bone has been carried 
out for a number of reasons such as to differentiate between human and nonhuman bones, 
to understand pathology or taphonomy, and to estimate age-at-death (Currey 2002; Dix et 
al. 1999; Foote 1916; Hillier and Bell 2007; Mayya et al. 2013; Narasaki 1990).  The 
applications for bone histology can be seen across archaeology and forensic anthropology 
alike. 
 
Differentiation of Human from Nonhuman 
 At a microscopic level, human bone can be differentiated from nonhuman bone 
because of fundamental differences in diet, growth patterns, and mechanical strain.  The 
ability to make such a differentiation has implications in archaeology as well as forensic 
anthropology.  It is particularly useful in regards to forensic anthropology as being able to 
quickly and efficiently differentiate between human and nonhuman bone saves valuable 
resources like time and money.   
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 In 1909, out of curiosity, J.S. Foote prepared the cross section of a turkey femur 
and observed that it had a microscopic structure very different from that of a human 
(Foote 1916).  This realization resulted in Foote examining the femora of 46 different 
animals and noting what he described as peculiarities in the microstructure of the animal 
bones (Foote 1916).  Finally, in 1916 he published a manuscript detailing the 
microstructures observed across 440 animal bone cross sections (Foote 1916).  He stated 
that the most interesting difference he observed between the animal taxa came down to 
differences in distinct bone types that could occur alone or in combination, which he 
referred to as lamellar, laminar, and Haversian (Foote 1916).  This publication recognized 
the implications for pattern recognition as a means of distinguishing between human and 
nonhuman bone. 
 In regards to nonhuman bone today, the pattern recognition is generally thought 
of as the plexiform bone characteristic of nonhuman animals (Currey 2002; Dix et al. 
1999; Mayya et al. 2013).  In humans, osteons are somewhat circular and occupy 
uniformly dispersed spaces.  In animals, rapid bone deposition occurs resulting in a 
rectangular pattern of osteons, generally referred to as plexiform bone (Figure 2.9) 
(Currey 2002).  Plexiform bone is a highly vascularized type of primary bone with 
rectilinear spaces that form during the rapid deposition of bone (Hillier and Bell 2007).  It 
is not as strong or durable as secondary bone, such as lamellar bone, that forms over 
previously deposited bone. 
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Figure 2.9 Micrographs showing depictions of plexiform bone found in goat femoral 
cross sections (Mayya et al. 2013). 
 
 The ability to distinguish between human and nonhuman bones at the microscopic 
level is important for forensic investigations.  However, a study conducted in 2007 found 
that differentiating between the two bone types might not be as simple as looking for 
plexiform bone.  Research has shown that as some animals age and undergo mechanical 
stresses, the plexiform bone is replaced by secondary Haversian bone tissue (Hillier and 
Bell 2007).  This is problematic as it makes it difficult, if not impossible, to differentiate 
between human and nonhuman bone in some cases (Hillier and Bell 2007).  Hillier and 
Bell write that the distinction is still possible in cases where the nonhuman bone is purely 
primary, plexiform bone (2007).  Once the animal, and consequently the animal’s bony 
microstructure, advance past that point, it would be necessary to consider 
histomorphometry for guidance (Hillier and Bell 2007). 
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Histopathology 
 Histological analysis of bone can also be used to understand pathology in 
archaeological and forensic contexts.  In 2001, Shultz published standards for diagnosing 
pathologies within an archaeological framework using bone histology.  These same 
standards can be used to diagnose pathologies in modern populations as well.  
Histopathological analyses can oftentimes identify pathological markers than cannot be 
seen at a macroscopic level (Ortner 2003).  It is also sometimes possible to differentiate 
between bony changes caused by pathology as opposed to postmortem alterations (Ortner 
2003). 
 When conducting a pathological analysis, at the macroscopic level it can be 
difficult to diagnostically differentiate a specific disease.  For example, coalesced 
porosity on the roofs of the eye orbits and on the cranial vault could be described as 
“porotic hyperostosis,” which can be observed with the conditions of “anemia, scurvy, 
rickets, osteomyelitis, periostitis, inflammatory processes of the scalp, or even 
postmortem changes” (Ortner 2003).  A microscopic examination of a bone presenting 
with porotic hyperostosis might elucidate which specific disease occurred.  One such case 
is presented in Ortner (2003), where a microscopic examination revealed a mosaic 
structure of short irregular bone trabeculae (Figure 2.10). 
 Histopathology is particularly of use in bioarchaeology where soft tissue 
preservation is rare.  However, recognition of pathological bone at the microscopic level 
is important for modern forensic contexts as well in development and execution of age-
at-death estimation methods (Ericksen 1991). 
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Figure 2.10 Cross section of a human skull presenting with porotic hyperostosis that 
was further diagnosed as Paget’s disease (Ortner 2003). 
 
Histology and Taphonomy 
Taphonomic Alterations to Bone 
Bones undergoing histological analysis may have previously undergone 
taphonomic alterations such as subaerial weathering, thermal alteration, or exposure to 
soil acidity.  Subaerial weathering occurs when bones, exposed on the surface, undergo 
physical and chemical alterations (Behrensmeyer 1978).  The standard way of describing 
weathering stages is described in Behrensmeyer (1978) where limited signs of weathering 
is delineated as weathering stage (WS) 0 and heaviest signs of weathering is classified as 
WS 5.  When exposed to the elements, bones may undergo surface bleaching, cracking, 
and fragmentation.  They may also experience leaching, or a gradual loss of organic 
components.  Some of the mechanisms leading to cracking in bone include thermal 
expansion/contraction, wetting/drying, and freezing/thawing (Behrensmeyer 1978).  
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When exposed to freezing/thawing cycles, bones experience cracking at both the 
macroscopic and microscopic levels, with cracking being visible histologically before 
reaching a Behrensmeyer WS 1 (Pokines et al. 2014). 
 Taphonomic alterations are also observed in the form of thermal alterations in 
both archaeological and modern populations.  Cremation, or the practice of burning 
posthumous human remains, can be seen in history as many as 25,000 years ago with the 
Mungo site in Australia (Bowler et al. 1970).  In some instances, burned bones may be 
incapable of undergoing macroscopic analyses.  Histological analyses can still be used to 
estimate age-at-death even in cases with burned remains (Absolonova et al. 2013). 
 
Histotaphonomy 
 Some diagenetic changes, or changes that occur to the bone after death through 
physical or chemical means, can be studied histologically.  When bones are buried in soil, 
the process of decomposition is slowed.  At the same time, water and soil particles make 
their way into the bone and into the bony microstructures (Ortner 2003).  It has been 
suggested the microscopic examination of buried bone specifically looking at the soil 
residue within might reveal whether the individual was interred in a primary or secondary 
burial (Ortner 2003).   
 A microscopic examination of bone might also show evidence of arthropod 
infiltration.  This has been observed on several occasions in mummified remains (Ortner 
2003).  Animal interactions might also create microstructural alterations in the form of 
tunnels.  This has been observed in whale-fall studies where microfauna have tunneled 
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through decomposing whale bone (Goffredi et al. 2004).  In samples from the Mary Rose 
shipwreck, microscopic examination of some of the remains revealed the presence of 
microtunnels as well (Bell and Elkerton 2008). 
 
Age-at-death Estimation Utilizing Histology 
Adult age-at-death can be estimated using microscopic histological methods 
(Ericksen 1991; Kerley 1965).  The use of histological analyses in biological 
anthropology can be traced the mid-twentieth century (Narasaki 1990).  In 1965, Ellis 
Kerley published the first study detailing a method to histologically estimate age-at-death 
by analyzing cross sections of the femur, tibia and fibula.  Kerley’s research quantified 
histological components of bone using four variables: number of osteons, number of 
fragments of old osteons, percentage of circumferential lamellar bone, and the number of 
non-Haversian canals (Kerley 1965).  Kerley examined bony cross sections at 100X 
magnification looking at the anterior, posterior, medial, and lateral areas of the periosteal 
zone of the cortex (Figure 2.11) (Kerley 1965).  Within those four fields, he counted the 
respective amounts of each of the four variables previously identified.  The results from 
each field were added together to establish a single number for each of the four variables 
(Kerley 1965).  Kerley then plotted the four variables against age-at-death.  He found that 
as individuals increase in age, the number of osteons and fragments of old osteons also 
increase (Kerley 1965).  He also found that the percentage of circumferential lamellar 
bone and the number of non-Haversian canals decreased with age (Kerley 1965).   
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Figure 2.11 Depiction of the four anatomical regions examined using the Kerley 
(1965) method (Kerley 1965). 
 
Regression analysis was performed for each of the four traits on all three bones 
(Kerley 1965).  Regression equations were produced with standard error rates 
establishing this method as an age-at-death estimation method (Kerley 1965).  In 1978, 
Kerley and Ubelaker published a paper containing revisions for this method (Kerley and 
Ubelaker 1978).  The visual field size was increased from 1.25 millimeters to 1.62 
millimeters after the authors observed that the originally published value of 1.25 
millimeters would have been too low to produce the same results (Kerley and Ubelaker 
1978).  Additionally, some mathematical errors were accounted for and new regression 
equations were published (Figure 2.12).  Kerley’s method has been modified several 
times since and has served as inspiration for the development of improved histological 
aging methods today (Kondo et al 2000). 
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Figure 2.12   Revised regression equations for the Kerley (1965) method (Kerley and 
Ubelaker 1978). 
 
In 1969, Kerley’s method was modified by Ahlqvist and Damsten.  The authors 
examined four fields, like Kerley, but they chose to examine the spaces between Kerley’s 
fields (Figure 2.13) (Ahlqvist and Damsten 1969).  They also only analyzed two of the 
four variables, osteons and osteon fragments (Ahlqvist and Damsten 1969).  Those two 
values were added together to calculate the percentage of remodeled bone (Ahlqvist and 
Damsent 1969).   
The Kerley (1965) method and the Ahlqvist and Damsent (1969) method were 
compared in 1977 by Bouvier and Ubelaker (Bouvier and Ubelaker 1977).  Bouvier and 
Ubelaker examined femoral cross sections from 40 individuals (1977).  They found that 
while both methods produced similar results in terms of error, the Kerley (1965) method 
was overall more accurate than the Ahlqvist and Damsent (1969) method (Bouvier and 
Ubelaker 1977).  This was attributed to the smaller sample size and uneven age 
distribution noted in the original publication of the Ahlqvist and Damsent (1969) method. 
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Figure 2.13 A comparison of the fields of analyses employed by the Kerley (1965) 
method and the Ahlqvist and Damsent (1969) method (Bouvier and Ubelaker 1977) 
 
In 1991, a new histological age-at-death estimation method was outlined by 
Ericksen.  Instead of examining the periosteal zone of the cortex, he examined the 
anterior cortex of the femur (Ericksen 1991).  The sample consisted of 264 individuals 
obtained from the George Washington University Medical School dissecting room, 58 
individuals were obtained from the exhumation of cemeteries in the Dominican Republic, 
and six autopsied individuals from Chile (Ericksen 1991).  Five fields were examined on 
1.0 centimeter wide samples (Ericksen 1991).  The five defined structure types included 
secondary osteons, type II osteons, fragments resorption spaces, and non-haversian canals 
(Ericksen 1991).  Three additional calculated variables included average percent 
unremodeled bone, osteonal bone, and fragmental bone (Ericksen 1991).  After 
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regression analysis for each of the eight variables, regression equations were created for 
males, females, and a combination of the two sexes (Ericksen 1991). 
The use of long bones for histological age-at-death estimation is well established 
in the literature (Ahlqvist and Damsten 1969, Bouvier and Ubelaker 1977; Ericksen 
1991; Kerley 1965; Kerley and Ubelaker 1978).  It was not until 1986 that the first use of 
a rib for histological age-at-death estimation came into play (Stout 1986).  In 1986, Stout 
was given the opportunity to analyze skeletal remains believed to belong to Francisco 
Pizarro.  The rib was prepared for cross section analysis and a histomorphometric 
analysis was pursued.  Thirteen measurements and calculations were carried out 
including total area, cortical area, osteon and fragmentary osteon count, and visible and 
total osteon creations (Stout 1986).  The results of the study suggested the individual was 
probably in his early 60s which correlated with the reported age-at-death of 64 years 
(Stout 1986). 
Following this 1986 publication, Stout and Paine published a study using 
histological analysis of the left sixth rib and left clavicle to estimation age-at-death 
(1992).  Autopsied remains from 40 individuals aged 13-62 years were analyzed (Stout 
and Paine 1992).  The four measurements taken by the authors include cortical area, 
intact osteon density, fragmentary osteon density, and total visible osteon density (Stout 
and Paine 1992).  The final measurement, total visible osteon density, was calculated by 
adding the number of secondary osteons (intact osteon density) and the number of 
remodeled osteons (fragmentary osteon density) (Stout and Paine 1992).  The values 
obtained for total visible osteon density were subjected to regression analysis and then 
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the data was made linear using natural log (Ln) age for the dependent variable (Table 2.8) 
(Stout and Paine 1992).  The authors found that either bone would produce accurate age-
at-death estimations, but when used in combination, the estimation was more accurate 
(Stout and Paine 1992). 
Table 2.8 Age predicting equations for the Stout and Paine (1992) method (Stout 
and Paine 1992). 
 
Bone Predicting Equation 
Rib LnY = 2.343 + 0.050877Xr 
Clavicle LnY = 2.216 + 0.070280Xc 
Rib and Clavicle LnY = 2.195 + 0.029904Xr + 0.035430Xc 
 
 
Intracortical Porosity 
 Adults experience osteoporosis as a result of the uncoupling of the formation-
deformation process during bone remodeling (Agnew and Stout 2012).  Agnew and Stout 
(2012) considered the impact of osteoporosis and aging by measuring an individual’s 
intracortical porosity.  The method employed involved nine measurements and 
calculations: total subperiosteal area, endosteal area, cortical area, percent cortical area, 
porosity area, percent porosity area, absolute cortical area, percent absolute cortical area, 
and the difference between percent cortical area and percent absolute cortical area 
(Agnew and Stout 2012). 
After measuring ten individuals with an average of 84.7 years, Agnew and Stout 
observed varying amounts of intracortical porosity ranging from 7.14-41.95% (Figure 
2.14) (2012).  The highest measure of 41.95% was found in a 92-year-old female.  This 
led them to the conclusion that intracortical porosity is an important variable to consider 
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when contemplating histological age-at-death estimation in older adults (Agnew and 
Stout 2012).   
 
Figure 2.14 Measurements and results from the Agnew and Stout (2012) method 
(Agnew and Stout 2012). 
 
Bone Selection in Histology 
While some histological age-at-death estimation studies utilize long bones, such 
as the femur, it is suggested that bones that experience the least mechanical stress be 
considered for histological age estimation (Agnew and Stout 2012; Tersigni 2005).  Ribs 
undergo uniform mechanical stress that has been correlated with breathing (Kondo et al. 
2000).  Given this uniform stress, ribs will have a standardized turnover rate and all 
osteoporotic affects might be attributable to aging (Agnew and Stout 2012; Kondo et al. 
2000).  Because of this, one need not account for mechanical stress that might lead to 
changes in bone turnover rates between individuals.   
Additionally, ribs are more readily available for research purposes given their 
frequent use in biomedical research (Stout and Paine 1992).  At present, macroscopic rib 
analysis is only found in a few methods, so there is less concern when performing 
destructive or invasive procedures with ribs (DiGangi et al. 2009; Harnett 2010b; İşcan et 
al. 1984) 
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Polarized Light Microscopy 
 A key component of histology is the use of polarized light microscopy.  
Microscopy allows researchers to magnify and resolve extremely small features or 
portions of a specimen.  A polarized light microscope involves the use of two polarized 
filters so that researchers can detect plane-polarized light (Crowder and Stout 2011).  The 
first polarizer sits on the space where the beam of light is to pass through and the second 
polarizer sits on the stage on top of the specimen to be analyzed.  The use of the polarized 
light filters enables histologists to better see and analyze microscopic structures within 
the bone. 
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CHAPTER 3:  METHODS 
Training and Location 
All aspects of this experiment took place at Boston University School of 
Medicine.  Dr. Siwek provided the histological training necessary for the methodology of 
this project.  Dr. Mortazavi provided all training in imaging and image analysis as well as 
statistical analysis.  
Experimental Samples 
Ribs undergo uniform and minimal mechanical stress that has been correlated 
with breathing (Kondo et al. 2000).  Additionally, ribs are more readily available for 
research purposes and there is less concern for destructive or invasive procedures using 
ribs because they are so numerous in the body.  Ribs were selected for this study for these 
reasons.    
Forty ribs (twenty males and twenty females) were provided by the morgue of Dr. 
Murray Marks in Knoxville, Tennessee.  All of the individuals were autopsied for 
medicolegal purposes.  Dr. Marks provided specific biological profile data corresponding 
with each rib, including sex and age, after the experiment was carried out. The samples 
range in age from 15 to 84.  All individuals are of European decent.  These rib samples 
were sliced into small sample sizes before being given to the researcher. 
 
48 
Histological Sample Preparation 
All histological sections were prepared in the Boston University (BUSM) 
facilities using standard histological procedures as described by Dr. Amanda Agnew 
(Agnew and Stout 2012). 
Ribs were embedded in resin using EpoThin™ 2 Epoxy Hardener and EpoThin™ 
2 Epoxy Resin.  A 2 to 1 ratio of resin to hardener was used.  Ribs sections were placed 
in blue silicone square containers with the resin mixture added below and above each 
section.  The mixture was given 24 hours to harden before being removed from the 
silicone containers. 
Some of the resin was removed using a band saw and the sections were sectioned 
using a Buehler Isomet™ Low Speed Cutter.  An edge piece was removed and parallel 
sections were made approximately 500µm thick.  Two magnetic disks with grinding and 
polishing materials at 800 and 1200-grit corundum paper were used to grind and polish 
the rib sections until the rib sections were approximately 100µm thick. 
After the rib sections were polished, they were soaked in black ink for twenty-
four hours, polished using 1200-grit corundum paper, and then air dried for an additional 
twelve hours.  Slides were cleaned using Isopropyl alcohol and Histo-Clear 2.  The 
sections were mounted to slides using SHUR/Mount™, a liquid coverglass. 
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Image Capturing 
Ribs sections were digitized using a 40X objective on a Nikon E600 microscope 
equipped with a motorized stage and a Turboscan montaging system (Objective Imaging 
Inc., UK).  An image of the total cross section was obtained for each sample. 
 
Histological and Image Analysis 
Images were corrected using ImageJ 2.0 on a MacBook Air.  Non-tissue materials 
were removed with caution to ensure minimal tissue loss.  The final image was then made 
binary for calculations of total subperiosteal area and endosteal area (Figures 3.1 and 
3.2).  Bone identified as nontypical cortical bone was removed from calculations of 
endosteal area as described by Agnew and Stout (2012). 
 
 
Figure 3.1 Cross sectional image of sample A16.  Image is taken at 40X 
magnification. 
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Figure 3.2 Binary image of sample A16.  The image was originally taken at 40X 
magnification.   
 
Four areas were measured as defined by Agnew and Stout in their 2012 study: 
total subperiosteal area, endosteal area, cortical area, and percent cortical area.  Each 
image was converted into a binary image using image ImageJ 2.0 using image adjustment 
tools to adjust the color threshold.  The four measurements requiring direct measurements 
were obtained using a measuring tool built into ImageJ 2.0. 
Once the percent cortical area was calculated, intracortical porosity values were 
calculated.  Four measurements were calculated to find this measurement: porosity area, 
percent porosity area, absolute cortical area, and percent absolute cortical area (Agnew 
and Stout 2012).  Percent absolute cortical area was used to describe the effect of 
intracortical porosity on cortical area. 
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Statistics and Calculations 
Measurements and Calculations 
Measurements from Agnew and Stout 2012 include total subperiosteal area 
(Tt.Ar), endosteal area (Es.Ar), cortical area (Ct.Ar), percent cortical area (% C/T), 
porosity area (Po.Ar), percent porosity area (% Po.Ar), absolute cortical area (Ct.ArA), 
and percent absolute cortical area (% CA/T).  The definitions for each measurement are 
given in Agnew and Stout (2012) (Table 3.1). 
 
Table 3.1 Definitions for histological measurements derived from Agnew and Stout 
(2012) (Agnew and Stout 2012). 
 
Measurement Definition 
Total subperiosteal area (Tt.Ar) total cross-sectional area or area within the 
periosteal border. 
Endosteal area (Es.Ar) area of the marrow cavity 
Cortical area (Ct.Ar) Tt.Ar – Es.Ar cross-sectional area of cortical 
bone between periosteal and endosteal 
surfaces 
Percent cortical area (%C/T) Ct.Ar/ Tt.Ar X 100 percent cortical area 
relative to the total area 
Porosity area (Po.Ar) the total area of porosity within the cortex 
Percent porosity area (% Po.Ar)  Po.Ar/Ct.Ar area of intracortical porosity 
relative to the cortical area 
Absolute cortical area (Ct.ArA) Ct.Ar – Po.Ar area of the cortex after 
subtraction of the area of porous spaces 
Percent absolute cortical area (%CA/T) Ct.ArA /Tt.Ar X 100 absolute cortical area 
relative to the total area 
 
 
Statistical Evaluations 
To interpret intracortical porosity across the sample, the ranges and mean values 
of intracortical porosity measurements were calculated for females, males, and the entire 
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sample group.  A Lavene’s Test for Equal Variance was conducted to test for equal 
variance of the two sexes.  Additionally, a Two Sample Independent T-Test assuming 
equal variance was performed to see if there was a statistically significant difference 
between the male and female intracortical porosity values. 
 To interpret the effects of intracortical porosity on measures of cortical area, a 
calculation of the difference between % C/T and % CA/T was carried out.  The ranges and 
mean values for the differences were considered for females, males, and the entire sample 
group.  A Lavene’s Test for Equal Variance was conducted to test for equal variance of 
the two sexes.  Additionally, a Two Sample Independent T-Test assuming equal variance 
was performed to see if there was a statistically significant difference between the male 
and female difference calculations. 
 Regression analyses were conducted to assess the relationship between 
intracortical porosity and age-at-death.  Pearson R values and R2 values were obtained.  
The same analyses were conducted to assess the relationship between the effect of 
intracortical porosity and age-at-death using the difference values previously obtained. 
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CHAPTER 4:  RESULTS 
 Ribs from forty individuals were used for this study.  Of those forty individuals, 
thirty-five produced slides that were able to be used for analysis.  Nine measurements and 
calculations as described by the Agnew and Stout (2012) method were taken: total 
subperiosteal area, endosteal area, cortical area, percent cortical area, porosity area, 
percent porosity area, absolute cortical area, percent absolute cortical area, and the 
difference between percent cortical area and percent absolute cortical area. 
 
Table 4.1 Measurements taken directly from female samples. 
Sample Age Tt.Ar Es.Ar Po.Ar 
A1 70 26375086 18447141 726739 
A2 61 19354545 13742958 601969 
A3 31 28885912 12357089 3148012 
A4 49 28871229 21749259 1724443 
A6 37 34752929 15535157 3429590 
A8 48 29305086 17430219 3556807 
A9 19 29815956 7351534 5322017 
A10 50 23739799 16987144 408036 
A11 66 25897346 11188657 2444990 
A12 18 23949958 12840989 1181558 
A14 15 29725968 12070777 5218596 
A15 60 31971161 18329370 2854367 
A16 39 26260943 12398316 2935016 
A17 43 23968533 15419845 477574 
A19 21 30617059 19372229 1193675 
A20 59 26324608 17653379 1099253 
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Table 4.2 Measurements taken directly from male samples. 
Sample Age Tt.Ar Es.Ar Po.Ar 
B1 40 18623009 9780238 1696151 
B2 19 14395371 3671114 1485983 
B3 45 12851828 5917669 1002733 
B4 45 20096695 9304371 3417653 
B5 30 23674042 14253768 1916253 
B6 33 17888406 7210336 2293251 
B7 28 23847055 14392308 898523 
B8 57 26160612 16587399 2826482 
B9 79 21478652 16270917 1098052 
B10 84 20824291 14214268 152622 
B11 22 30496537 15579437 2789764 
B12 71 24307987 19584981 298107 
B13 19 16532023 9068466 1026891 
B14 21 19634663 10501657 765131 
B16 60 18191889 13445820 122279 
B17 53 23429948 15830730 1000632 
B18 61 8638475 4894558 27729 
B19 50 23091900 14559287 539018 
B20 64 23287690 17662342 764288 
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Table 4.3 Calculations made with female measurements. 
Sample Ct.Ar %C/T %Po.Ar Ct.ArA %CA/T	 Difference	
A1 7927945 30.06% 9.17% 7201206 27.30%	 2.76%	
A2 5611587 28.99% 10.73% 5009618 25.88%	 3.11%	
A3 16528823 57.22% 19.05% 13380811 46.32%	 10.90%	
A4 7121970 24.67% 24.21% 5397527 18.70%	 5.97%	
A6 19217772 55.30% 17.85% 15788182 45.43%	 9.87%	
A8 11874867 40.52% 29.95% 8318060 28.38%	 12.14%	
A9 22464422 75.34% 23.69% 17142405 57.49%	 17.85%	
A10 6752655 28.44% 6.04% 6344619 26.73%	 1.72%	
A11 14708689 56.80% 16.62% 12263699 47.36%	 9.44%	
A12 11108969 46.38% 10.64% 9927411 41.45%	 4.93%	
A14 17655191 59.39% 29.56% 12436595 41.84%	 17.56%	
A15 13641791 42.67% 20.92% 10787424 33.74%	 8.93%	
A16 13862627 52.79% 21.17% 10927611 41.61%	 11.18%	
A17 8548688 35.67% 5.59% 8071114 33.67%	 1.99%	
A19 11244830 36.73% 10.62% 10051155 32.83%	 3.90%	
A20 8671229 32.94% 12.68% 7571976 28.76%	 4.18%	
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Table 4.4 Calculations made with male measurements. 
Sample Ct.Ar %CT %Po.Ar Ct.ArA %CA/T	 Difference	
B1 8842771 47.48% 19.18% 7146620 38.38%	 9.11%	
B2 10724257 74.50% 13.86% 9238274 64.18%	 10.32%	
B3 6934159 53.95% 14.46% 5931426 46.15%	 7.80%	
B4 10792324 53.70% 31.67% 7374671 36.70%	 17.01%	
B5 9420274	 39.79%	 20.34% 7504021 31.70%	 8.09%	
B6 10678070	 59.69%	 21.48% 8384819 46.87%	 12.82%	
B7 9454747	 39.65%	 9.50% 8556224 35.88%	 3.77%	
B8 9573213	 36.59%	 29.52% 6746731 25.79%	 10.80%	
B9 5207735	 24.25%	 21.09% 4109683 19.13%	 5.11%	
B10 6610023	 31.74%	 2.31% 6457401 31.01%	 0.73%	
B11 14917100	 48.91%	 18.70% 12127336 39.77%	 9.15%	
B12 4723006	 19.43%	 6.31% 4424899 18.20%	 1.23%	
B13 7463557	 45.15%	 13.76% 6436666 38.93%	 6.21%	
B14 9133006	 46.51%	 8.38% 8367875 42.62%	 3.90%	
B16 4746069	 26.09%	 2.58% 4623790 25.42%	 0.67%	
B17 7599218	 32.43%	 13.17% 6598586 28.16%	 4.27%	
B18 3743917	 43.34%	 0.74% 3716188 43.02%	 0.32%	
B19 8532613	 36.95%	 6.32% 7993595 34.62%	 2.33%	
B20 5625348	 24.16%	 13.59% 4861060 20.87%	 3.28%	
 
Intracortical Porosity 
The range of intracortical porosity for females was from 5.59% - 29.95% and for 
males was 0.74% - 31.67%.  For all individuals, the range was 0.74% - 31.67%.  The 
mean values for intracortical porosity were calculated for males, females, and both sexes.  
In females, the mean intracortical porosity was found to be 16.78%.  In males, the mean 
intracortical porosity was slightly lower at 14.05%.   
A Levene’s Test for Equal Variance was conducted and a P value of 0.8908 was 
obtained verifying the assumption of equal variance for the two sexes (95% confidence 
interval).  Following this, a Two Sample Independent T-Test assuming equal variance 
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was performed.  The P value obtained for t(0.9695) was 0.3393.  Given this, there is no 
significant difference between males and females in regards to intracortical porosity.  
When both sexes were considered together, the mean intracortical porosity for both males 
and females was found to be 15.30%. 
A calculation of the different between % C/T and % CA/T was carried out to 
better understand the effects of intracortical porosity.  The range for the difference 
calculation in females was 1.72% - 17.85% and for males was 0.32% - 17.01%.  For all 
individuals the range was 0.32% - 17.85%.  Mean values were calculated for the 
difference for males, females, and both sexes.  In females, the mean value of the 
differences was 7.90% while in males the mean value of the difference was only 6.15%.  
 A Levene’s Test for Equal Variance was conducted and an F value of 0.5266 was 
obtained verifying the assumption of equal variance for the two sexes (95% confidence 
interval).  Following this, a Two Sample Independent T-Test assuming equal variance was 
performed.  The P value obtained for t(1.057) was 0.298.  Given this, there is no significant 
difference between the male and female populations and both sexes can be considered as 
one group.  When both sexes were considered, the mean value of the difference was found 
to be 6.95%. 
 
Linear Regression Analysis 
 In order to assess the correlation between intracortical porosity and age, linear 
regression analyses were carried out between age and intracortical porosity and age and 
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the difference between % C/T and % CA/T.  Pearson R values and R2 values were 
calculated. 
 
Age and Intracortical Porosity Values 
 To evaluate the relationship between age and intracortical porosity values, a linear 
regression analysis was conducted for females, males, and all individuals.  No 
correlations were established for females (Figure 4.1) (R2 = 0.07119; R = -0.2668136), 
males (Figure 4.2) (R2 = 0.05686; R = -0.2384474), or all individuals (Figure 4.3) (R2 = 
0.06785; R = -0.2604893).    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Linear regression results for age verses intracortical porosity for females 
(R2 = 0.07119; R = -0.2668136). 
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Figure 4.2 Linear regression results for age verses intracortical porosity for males 
(R2 = 0.05686; R = -0.2384474). 
 
 
 
 
Figure 4.3 Linear regression results for age verses intracortical porosity for all 
individuals (R2 = 0.06785; R = -0.2604893). 
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Age and The Effect of Intracortical Porosity 
 To test for a correlation between age and the effects of intracortical porosity, a 
linear regression analysis was performed between age and the difference between % CT 
and %CA/T measurements.  Separate analyses were conducted for males, females, and all 
individuals.  While the correlation for this relationship was slightly higher than just 
considering values for intracortical porosity, the results suggests that the correlation is too 
low to consider the effects of intracortical porosity and age for females (R2 = 0.22985; R 
= -0.4794306), males (R2 = 0.21806; R = -0.4669735), or all individuals (R2 = 0.22673; 
R = -0.476163802). 
 
Figure 4.4 Linear regression results for age verses difference between % CT and % 
Ca/T for females (R2 = 0.22985; R = -0.4794306). 
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Figure 4.5 Linear regression results for age verses difference between % CT and 
%CA/T for males (R2 = 0.21806; R = -0.4669735) 
 
 
Figure 4.6 Linear regression results for age verses difference between % CT and 
%CA/T for all individuals (R2 = 0.22673; R = -0.476163802). 
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CHAPTER 5:  DISCUSSION 
Interpretation 
 The results of this study provided information pertaining to the role of 
intracortical porosity in relation to the human rib.  The findings showed that human 
variation is strong for this particular trait.  Measures of intracortical porosity varied from 
0.74% - 31.67% while measures of the effect of intracortical porosity varied from     
0.32% - 17.85%.  Overall no difference was found between males and females for this 
trait.  Additionally, though variation does occur, no correlation was found between age 
and measures of intracortical porosity or between age and the effect of intracortical 
porosity. 
 There are a number of reasons intracortical porosity might not be correlated with 
an individual’s age-at-death including (1) the processes that influence intracortical 
porosity, (2) menopause in females, (3) testosterone in males, (4) the current 
understanding of the relationship between aging and bone cell functions.  Additionally, 
even though intracortical porosity and its effects might not be directly correlated to age-
at-death, one should still calculate and account for intracortical porosity when conducting 
histomorphometric analyses, as failure to consider it would certainly result in 
miscalculations.   
 
Processes that Influence Intracortical Porosity  
 It has been hypothesized that ribs are solely affected by the life process of 
breathing (Kondo et al. 2000).  Given this, it was thought that the mechanical stressors 
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that influence ribs are uniform in nature and should result in similar changes to the bone 
(Agnew and Stout 2010; Kondo et al. 2000).  Frost (1963) suggests that ribs may be 
subject to metabolic rather than mechanical processes.  In fact, he estimated that across 
all age categories, one might find porosity values between 9% and 10% (Frost 1963).   
 In considering intracortical porosity, Agnew and Stout (2012) performed an 
analysis of the ribs dividing the ribs in pleural and cutaneous groups.  The authors wanted 
to see if there was a difference between the two cortices in regards to the effect of 
intracortical porosity on the cortical measurements (Agnew and Stout 2012).  They found 
a significant difference between the two cortices, with the cutaneous cortex having more 
porous space than the pleural cortex (Agnew and Stout 2012).  This difference was 
attributed to the effects of habitual breathing with tension occurring in the cutaneous 
cortex and compression in the pleural cortex (Agnew and Stout 2012).  When considered 
as a whole, the range of intracortical porosity was 6.24% - 41.95% (Agnew and Stout 
2012).  This range is very large considering the 9-10% range estimated by Frost (1994).  
A similarly large range of 0.74% - 31.67% was derived in this study.  This suggests that 
the rib may be responding to more mechanical processes than previously estimated by 
Frost (1994).   
It is also important to consider that in the modern world, individuals are faced 
with numerous possible challenges to the normal breathing pattern.  It is possible for 
breathing patterns to be affected by asthma, obesity, sleep apnea, allergies, and many 
other health related complications.  When faced with health complications, normal 
breathing patterns are disrupted both during the day and especially while sleeping 
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(Kheirandish-Gozal and Gozal 2012).  A change in breathing patterns throughout life 
may also affect the overall pattern of bone responses in ribs. 
 
Menopause and Bone Response in Women 
 At approximately 51 years of age, women undergo menopause, during which time 
there is a permanent cessation of ovarian activity and hormone levels change (Greendale 
et al. 1999).  Oestrogen levels in particular tend to drop during menopause resulting in 
changes that affect the rate of bone remodeling in women (Pacifici et al. 1991).  In the 
body, oestrogen limits the resorptive capabilities of osteoclasts (Lindsay and Cosman 
1999).  During menopause, when oestrogen hormones are significantly lower, osteoclasts 
are less limited and the rate of bone loss increases (Lindsay and Cosman 1999).  This 
results in a significant loss of bone mass, and at the microscopic level, an increase in 
porous space in women. 
 Modern medicine has developed medical prescriptions that can be taken in 
response to the lowered oestrogen levels (Lindsay and Cosman 1999).  These 
prescriptions aim to level off oestrogen levels and return them to a normal status.  When 
this happens, the effects of menopause should lessen.  The availability to access medical 
interventions in response to menopause varies geographically.  There is also variation in 
who decides to seek medical treatment for reductions in oestrogen levels.  These two 
variables make it difficult to account for menopause when establishing an age-at-death 
estimation method.  
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 It is likely that some of the women in this study experienced both menopause and 
medical interventions for menopause given the large age range employed during this 
analysis.  As such, it is possible that menopause impacted the findings of this study and 
should be considered one of the factors for a lack of correlation between age-at-death and 
intracortical porosity levels. 
 
Testosterone and Bone Response in Males 
 Testosterone deficiency, or hypogonadism, occurs in males for a multitude of 
reasons (Allan and McLachlan 2004; Traish et al. 2011).  In controlled studies, it has 
been shown that 30% of men might present with hypogonadism with ages ranging from 
46-89 years (Allan et al. 2004).  While the relationship between bone loss and hormonal 
deficiency is stronger with women and oestrogen, men with testosterone deficiency also 
suffer from bone loss and bone mass depletion (Allan and McLachlan 2004).  This is 
especially true for men undergoing treatment for prostate cancer, during which time they 
suffer from a depletion of testosterone and subsequent bone loss (Goldray et al. 1993). 
 Just as there is treatment for low oestrogen levels in women, there are numerous 
medical intervention treatments for men suffering from low testosterone (Traish et al 
2011).  For example, in a 1999 study, during which 108 men received treatment for 
testosterone deficiency, testosterone levels increased from 3.4% - 5.9% and bone mineral 
density increased by 2.5% (Snyder et al. 1999).  This increase would have resulted in 
changes at the microscopic level of bone as well.  It is possible that some of the men in 
this study experienced hypogonadism and they may have considered testosterone 
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treatment therapy.  Testosterone deficiency could have impacted this study and could be 
considered a factor in explaining the lack of correlation between intracortical porosity 
and age-at-death.  
 
The Relationship Between Aging and Bone Cell Functions 
 Today, the relationship between aging and bone cell functions are still poorly 
understood when compared to other aspects of the aging skeleton (Brickley and Ives 
2008).  In particular, the process by which the uncoupling of the osteoblastic process of 
bone formation and osteoclastic process of bone breakdown is still unclear.  Some 
researchers question why uncoupling might occur if its purpose is to allow for bone 
maintenance and response to mechanical stressors, as older adults should need these 
responses more frequently than younger adults (Lieberman et al. 2003; Pearson and 
Lieberman 2004).  One theory is that a depletion of osteoprogenitor cells, or cells that 
develop into osteoblasts, is involved in the senescence of bone cells (Pearson and 
Lieberman 2004).  Pearson and Lieberman (2004) hypothesize that the evolutionary 
mechanisms responsible for senescence of other tissues, such as telomere shortening and 
programmed cell death, are similar to those responsible for the evolution of the 
mechanisms that limit osteoprogenitor cells.  Future research in this area should focus on 
better understanding these mechanisms. 
 Another area that has been studied in regards to the relationship to bone cell 
function and age is micro-fracturing (Burr et al. 1997; Hui et al. 1988; Schaffler et al. 
1995; Wenzel et al. 1996).  Hui et al. (1988) examined nonspinal fractures in women for 
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an average of 6.5 years.  The authors found that as age increased, the risk for fracturing 
increased (Hui et al. 1988).  Additionally, they found that with increasing age, a decrease 
in bone mass was observed (Hui et al. 1988).   
In 1997, Burr et al. examined micro-fracturing occurring in individuals with 
osteoporotic stress fractures.  The authors found that the cause of the increased risk of 
stress fractures with age could not definitively be given (Burr et al. 1997).  When 
considered alone, neither micro-damage nor failure to repair damaged bone could explain 
the increased risk (Burr et al. 1997).  They conclude that the processes of remodeling 
provide enough positive feedback to result in increased micro-fracturing and bone 
damage, decreased strength, and eventual stress fracturing (Burr et al. 1997).  However, 
the exact limitations faced by older individuals with osteoporosis in regards to their 
ability to repair micro-fracturing is still unclear.  
 
Summary 
 The results of this study showed that although intracortical porosity cannot be 
correlated with age-at-death, it is still a factor that should be considered when carrying 
out histomorphometric analyses.  With a large range of variation between individuals and 
age groups, failure to consider this trait would result in miscalculations.  Several factors 
may have contributed to the lack of correlation.  The processes that affect the 
development of intracortical porosity and the relationship between aging and bone cell 
biology make it difficult to interpret a defined pattern for the increase of intracortical 
porosity within an individual.  Additionally, hormonal changes and the medical 
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intervention treatments in men and women may affect the rate of porosity development.  
Low levels of testosterone or oestrogen will increase the rate of bone breakdown by 
osteoclast cells, while medical interventions will attempt to regulate the cycle of bone 
breakdown and formation.  Intracortical porosity is an important cellular phenomenon 
and should be considered during histomorphometric analyses. 
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CHAPTER 6:  CONCLUSION 
 The purpose of this study was to evaluate the role of intracortical porosity 
in the human rib as it pertains to age-at-death estimation.  Microscopic methods, though 
invasive, should be encouraged for skeletal age-at-death estimation when other 
macroscopic techniques are adequate.  It is important to consider that a special histology 
lab with expensive equipment and training opportunities is required to conduct a 
thorough histological analysis.  Additionally, individuals conducting histological studies 
should have a comprehensive understanding of bone biology and microscopy. 
Ultimately, no correlation was found to exist between the trait and age-at-death.  
This was most likely due to role of bone geometry in all individuals.  Additionally, the 
experience of menopause in women may have resulted in inconclusive results.  Finally, a 
better understanding of the process of bone cell loss as it related to aging may improve 
the interpretation of intracortical porosity in the future. 
 While no correlation between age-at-death and intracortical porosity was found, 
large ranges of percent intracortical porosity and its effect were found.  Given this, it is 
important for histomorphologists to consider intracortical porosity when conducting their 
analyses.  
 
Future Directions and Implications 
  Throughout the course of this study several avenues for future studies were 
derived.  Future studies should consider intracortical porosity across ancestral groups.  It 
has been found that individuals from different ancestral groups have comparatively 
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different levels of bone mass and will experience bone loss as different rates (Cho et al. 
2006; Weinstein and Bell 1988).  Therefore, it would be important to study the effects of 
intracortical porosity across different ancestral groups. 
 Slight alterations to the research design may also benefit this type of study in the 
future.  No interobserver or intraobserver calculations were carried out, and it would be 
beneficial to see the observer error rates for the values that were measured and calculated.  
It would also be beneficial to have a larger sample size for both males and females, 
especially for individuals over the age of 50 years.  An average of three individuals in 
each age cohort provides foundational information, but a larger sample size may provide 
more accurate conclusions. 
 For the individuals in this study, no information was provided regarding 
pathological conditions experienced throughout life or near the time of death.  A study 
considering various pathological conditions and how these conditions relate to measures 
of intracortical porosity would provide valuable information.  At present, it is known that 
bone will rapidly remodel in response to bone fracturing, infection, or 
hyperparathyroidism (Frost 1987; Robling and Stout 2000).  However, a condition like 
diabetes might slow the rate of remodeling (Robling and Stout 2000). 
 
 
The Importance of Considering Intracortical Porosity 
 When interpreting cortical area, failure to consider intracortical porosity may 
results in mistakes.  The same risk of mistake is involved for any other histological 
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measurements that do not consider the role of intracortical porosity (Agnew and Stout 
2012). 
As individuals age, their risk of experiencing a fracture increases (Hui et al. 
1988).  It has been hypothesized that this increase in risk is correlated with changes to the 
microscopic infrastructure of the bone (Zioupos 2001).  The three properties of bone 
tissue as it relates to microscopic changes with aging include porosity, density, and the 
level of mineralization (Zioupos 2001).  Porosity is particularly important for 
interpretations of bone strength and fragility, considerations of bone toughness, and 
questions pertaining to an individual’s ability to resist fracturing (Agnew and Stout 
2012).   
For future applications in histomorphometric, Agnew and Stout (2012) suggest 
the use of absolute cortical area (Ct.ArA) measurements to discuss the impact and 
implications of intracortical porosity.  This study has validated this suggestion by 
showing that variations in intracortical porosity are strong and do impact measurements 
of cortical area. 
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