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Abstract
K. Kato has recently defined and studied heights of mixed motives and
proposed some interesting questions. In this paper, we relate the study of
heights to the study of Tamagawa numbers of motives. We also partially an-
swer one of Kato’s questions about the number of mixed motives of bounded
heights in the case of mixed Tate motives with two graded quotients. Finally,
we provide a concrete computation with the number of mixed Tate motives
with three graded quotients.
1 Introduction and main results
K. Kato has recently defined and studied heights of mixed motives and proposed
some interesting questions (see [10]). In this chapter, we relate the study of heights
to the Tamagawa number conjecture for motives. More precisely, we have the
following theorem.
Theorem 1. Let M be a pure motives with integer coefficients of weight −d such
that d ≥ 3. We assume further that M has semistable reduction at all places. Then
lim
B→∞
#{x ∈ B(Q)|H⋄,d(x) ≤ B}
µ
(
x ∈
∏′
p≤∞B(Qp)|H⋄,d(x) ≤ B
) = 1
Tam(M)
.
Here B(Q) B(Qp) are as defined in Bloch-Kato’s paper [3].
In theorem 1, we restrict ourselves to the case of pure motives because the
Tamagawa number conjecture was formulated this way in [3]. We expect that a
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similar statement happens if M is a mixed motive. To demonstrate this point, we
will give a concrete computation (up to a power of 2) of the terms appeared in
left hand side of theorem 1 when M is a mixed Tate motive with graded quotients
Z(m),Z(n). More precisely, we have the following.
Theorem 2. Let m,n be two natural number such that m−n ≥ 2, m is even and n
is odd. Let D be a mixed Tate motive with graded quotients Z(m) and Z(n). Then
#{x ∈ B(Q)|H⋆,⋄(x) ≤ B} ∼ 2
t X(D)
(n− 1)!ζ(n)ζ(1−m)
log(B)n.
This theorem answers one of Kato’s questions [10] about the number of mixed
motives of bounded heights.
Bloch-Kato’s approach to the Tamagawa number conjecture is to study the
group B(Q), which should be considered the extension group Ext1(Z;M) of a mixed
motive, and how it is distributed in its corresponding extension groups of the re-
alizations. It is natural to ask whether it is possible to generalize this study to
allow more fixed graded quotients. To show that this question is interesting and
important, we will provide a concrete computation with the set of motives with
graded quotients Z(12),Z(3),Z. More precisely, we have the following theorem.
Theorem 3. Let X be the set of all mixed motives with graded quotients Z(12),Z(3),Z.
Then, we have
#{x ∈ X|H⋆,⋄(x) ≤ B} ∼
1
8!2!
(
12
3
)X(3)
ζ(3)
X(9)
ζ(9)
X(12)
ζ(−11)
(
2
691
−
1
6912
)
log(B)12.
In the above example, there are no contributions to heights from the non-
archimedean places. In general, this will not be the case. As K. Kato suggested,
in order to understand contributions from archimedean places (respectively non-
archimedean places), we need to study period domains (respectively p-adic period
domains) classifying Hodge structures (respectively p-adic Hodge structures.) This
study has been carried out in [11].
2 Tamagawa numbers of motives
In this section, we briefly review the definition of the Tamagawa measure associated
to a motive with Z coefficients. We note that there is still no universally agreed
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definition of mixed motives even up to this day. For our purpose, we will follow
Jannsen’s definition: that is a mixed motive with Q coefficients over a number
field F is a collection of realizations with weight and Hodge filtrations, and these
realizations are related by comparison isomorphisms which are compatible with
both these filtrations (for more details, see [9]). For simplicity, we will assume
that F = Q as Bloch-Kato did in their paper. Also, to define heights, we will
assume that each graded quotient grWω (M) (which is a pure motive of weight ω)
is equipped with a polarization, grWω (M) = 0 for w ≥ −2, and M has semistable
reduction everywhere. In particular, each graded quotient grWω (M) is a polarized
pure motive with semistable reduction. We note that the condition grWω (M) = 0 for
all ω ≥ −2 guarantees that the Tamagawa measure is well-defined (the product of
local Tamagawa measure converges.) In principle, our argument should work even
without this restriction.
To define Tamagawa measures and heights, we will restrict ourselves to motives
with Z-coefficients: that is a pair (M,Θ) where M is a mixed motive with Q
coefficients, and Θ is a free Z-module of finite rank equipped with a linear action
of GQ on Θ̂ = Ẑ ⊗ Θ and an isomorphism Q⊗Θ ∼= MB where MB is the Betti
realization of M .
Remark 1. This definition of mixed motives with Z coefficients is almost the same
as the one defined in section 11 of Fontaine’s paper [7].
Following Bloch-Kato, we define
A(Qp) =
H1f (Qp, Θ̂) if p <∞(D∞ ⊗R C)/(Fil0D∞ ⊗R C) + Θ)+ if p =∞ .
We define B(R) = A(R) and B(Qp) to be the inverse image in H
1
g (Qp, Θ̂) of
Im
(
Ψ→ H1g (Qp,Θ⊗A
f
Q)/H
1
f (Qp,Θ⊗A
f
Q)
)
.
Here AfQ is the ring of finite adele of Q. We equip B(Qp) with the unique topology
such that the topology of B(Qp)/A(Qp) is discrete. Roughly speaking, these are
elements of H1g (Qp, Θ̂) such that the monodromy operators have motivic origin (for
more details on this see discussions in section 3.4 as well as section 2.1.6 of [10]).
Finally, we define A(Q) ⊂ B(Q) using Ψ insted of Φ. The Tamagawa number of
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(M,Θ) is defined to be
Tam(M) = µ
(∏
p
A(Qp)/A(Q)
)
.
The Tamagawa number conjecture of Bloch-Kato says that
Conjecture 1.
Tam(M) =
#H0(Q,M∗ ⊗Q /Z(1))
#X(M)
,
Note that the above sets all depend on the choice of Θ, so we should write BΘ(Q)
instead of B(Q). However, for simplicity, we will drop Θ in all related notations.
3 Heights of mixed motives
Let (M,Θ) be a motive with Z-coefficients whose graded quotients are polarized.
In this section, we review the some key facts about the height functions H⋄,p,d on
local spaces B(Qp), the height function H⋄,d on its associated adelic space, and the
height function on the global space B(Q).
The definition of height functions depends on the validity of some conjectures in
arithmetic geometry. We refer to section 1.7.2 of [10] for precise statements about
these conjectures. Throughout this chapter, we will assume that these conjectures
hold.
3.1 Height function on B(Qp)
Let M̂ be a mixed motive with Q coefficients who graded quotients are polarized.
As mentioned earlier, we will also assume that M̂ has semistable reductions. Let v
be a place of Q associated to a prime number p (we will often identify them) and
M̂ℓ be a semistable ℓ-adic representation of Gal(Qp/Qp). Define A = Qℓ, Υ = M̂ℓ
if ℓ 6= p, and A = Qurp , Υ = Dst(M̂ℓ) if ℓ = p. Since M̂ℓ is a semistable represen-
tation of Gal(Qp/Qp), there is a nilpotent monodromy operator N : Υ → Υ(−1)
preserving the induced weight filtration on Υ. In what follows, we will assume that
N induces an increasing filtration Wm (the relative monodromy filtration) on Υ
with the following properties:
1. NWm ⊂ Wm−2 for all m ∈ Z.
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2. For every ω ∈ Z and m ≥ 0, Nm induces an isomorphism
Nm : grWω+m gr
W
ω (Υ)
∼= grWω−m gr
W
ω (Υ).
3. The weight monodromy conjecture holds for Υ with for this filtration.
We refer to section 1.7.2 of [10] for a precise statement of the third condition. For
simplicity, we call these properties WMC. By some linear algebra arguments, we
can show that if M̂ is an extension of two motives which verify WMC and the class
[M̂ ] satisfies some local conditions (see example 1 for a more thorough discussion of
this) then M̂ also has semistable reductions and verifiesWMC. In general, because
M̂ is a successive extension of its graded quotients, it is enough to check that its
graded pieces’ realizations satisfy WMC. For pure motives of the form Hn(X)(r)
where X is either a curve, surface, abelian variety, or a complete intersection in
projective spaces, the WMC holds by works of many mathematicians, see [15] for
a survey of known results on this conjecture.
As explained in [10], for each d ≥ 2, we have a canonical element
Nv,d ∈
(
grW−2 gr
W
−dHomA(Υ,Υ)
)
prim
. (3.1)
We also have a non-degenerate A-linear pairing
〈, 〉Nv :
(
grW−2 gr
W
−dHomA(Υ,Υ)
)
prim
×
(
grW−2 gr
W
−dHomA(Υ,Υ)
)
prim
→ A,
defined as
〈a, b〉Nv = 〈Ad(Nv)
d−2(a), b〉Nv .
Finally, define ℓv = |〈Nv,d, Nv,d〉Nv |
1/d and
H⋄,d,v(Mℓ) := N(v)
lv . (3.2)
We expect that the following is true.
Conjecture 2. If Mℓ is the ℓ-adic realization of a mixed motive M then ℓv does
not depends on ℓ. Moreover, 〈Nv,d, Nv,d〉Nv ∈ Q≥0. It is zero if and only if Nv,d = 0.
Suppose M = Hn(X)(r) where X is a smooth projective variety over Q. We
assume further that X has proper strictly semistable reduction at p. In this case,
using the weight spectral sequence of Rapoport-Zink (for ℓ 6= p) or the weight
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spectral sequence of Mokrane (for ℓ = p), we have a rather concrete understanding
of the above monodromy operator N . If dim(X) ≤ 2, then we can show that
conjecture 2 holds.
Let us give a concrete example of the above discussion.
Example 1. Let M̂ be a mixed motive which is a successive extension of a pure
motive M of weight −d and the Tate motive Q. By taking the ℓ-adic realization,
we have a short exact sequence of Gal(Qp/Qp)-modules
0→Mℓ → M̂ℓ → Qℓ → 0. (3.3)
Define Υ̂ and Υ to be the A-module associated with M̂ and M as explained above.
Then, Υ̂ has the induced filtration with graded quotients grW−d Υ̂ = Υ and gr
W
0 Υ̂ =
Qℓ. We have
grW−dHom(Υ̂, Υ̂) = ⊕w Hom(gr
W
w Υ̂, gr
W
w−d Υ̂).
In our case, only ω = 0 gives a nontrivial summand. Therefore, we have
grW−dHom(Υ̂, Υ̂) = Hom(Ql,Υ) = Υ.
This isomorphism is compatible with the relative filtration on both sides, so we
have (
grWi gr
W
−dHom(Υ̂, Υ̂)
)
=
(
grWi Υ
)
, ∀i ∈ Z .
Moreover, under this isomorphism Ad(N̂v) corresponds to N and we have a com-
mutative diagram
grW−2 gr
W
−dHom(Υ̂, Υ̂)
Ad(N̂v)d−2

// grW−2Υ
Nd−2

grW−2d+2 gr
W
−dHom(Υ̂, Υ̂)
// grW−2d+2Υ
With this identification, we can interpret the pairing(
grW−2 gr
W
−dHom(Υ̂, Υ̂)
)
prim
×
(
grW−2 gr
W
−dHom(Υ̂, Υ̂)
)
prim
→ A,
as the pairing (
grW−2Υ
)
prim
×
(
grW−2Υ)
)
prim
→ A.
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Concretely, this is described by
〈v, w〉 = 〈Nd−2(v), w〉, ∀v, w ∈ grW−2Υ.
More generally, if M has a weight filtration Wω then the pairing
〈, 〉Nv :
(
grW−2 gr
W
−dHomA(Υ,Υ)
)
prim
×
(
grW−2 gr
W
−dHomA(Υ,Υ)
)
prim
→ A,
is the sum of the induced pairing on the graded quotients; i.e
〈, 〉Nv =
∑
ω∈Z
〈, 〉ω,Nv .
Here 〈, 〉ω,Nv is the pairing associated with gr
W
ω M explained above.
For each ℓ adic relization, there is class [M̂ℓ] ∈ H
1(Qp,Mℓ) associated with the
short exact sequence of Gal(Qp/Qp) modules
0→Mℓ → M̂ℓ → Qℓ → 0.
Suppose M has semistable reductions everywhere. Then, M̂ has semi-stable reduc-
tion everywhere if and only [M̂ℓ] ∈ H
1
g (Qp,Mℓ) for all ℓ. Here we use the convention
that
H1g (Qp,Mℓ) =
H1(Qp,Mℓ) if ℓ 6= pker(H1(Qp,Mp)→ H1(Qp,Mp ⊗Bdr)) if ℓ = p.
Next, we explain how to define the height function
Hv,⋄,d,ℓ : B(Qp)→ R≥1 .
By definition, there is a canonical map
B(Qp)→ H
1
g (Qp,Θ⊗A
f
Q)/H
1
f (Qp,Θ⊗A
f
Q) :=
∏
ℓ
H1g (Qp,Mℓ)/H
1
f (Qp,Mℓ).
Under the assumption that M has semistable reductions, for ℓ 6= p, there is an
isomorphism
H1g (Qp,Mℓ)/H
1
f (Qp,Mℓ)
∼= (Mℓ(−1)/NMℓ)
ϕ=1.
Here N is the monodromy operator associated withMℓ. Furthermore, ifMℓ satisfies
the weight monodromy conjecture, then we have a canonical isomorphism
(Mℓ(−1)/NMℓ)
ϕ=1 =
(
(grW−2Mℓ(−1))prim
)ϕ=1
.
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Let aℓ ∈ H
1
g (Qp,Mℓ). Then aℓ corresponds to an extension of Gal(Qp/Qp)-modules:
0→Mℓ → (Ea)ℓ → Qℓ → 0.
The image of aℓ under the isomorphism
H1g (Qp,Mℓ)/H
1
f (Qp,Mℓ)
∼=
(
(grW−2Mℓ(−1))prim
)ϕ=1
,
is nothing but the monodromy operator Naℓ,v,d of (Ea)ℓ, see 3.1. Here we use the
identification (see example 1)(
grW−2 gr
W
−dHom((Ea)ℓ, (Ea)ℓ
)
prim
=
(
grW−2Mℓ
)
prim
.
For a ∈ B(Qp) let aℓ be the image of a in ∈ H
1
g (Qp,Mℓ)/H
1
f (Qp,Mℓ). As before,
we define
lv,d(aℓ) = 〈Naℓ,v,d, Naℓ,v,d〉
1/d.
Similarly, when ℓ = p there is a canonical isomorphism
H1g (Qp,Mp)/H
1
f (Qp,Mp)
∼= (grW−2Dst(Mp))prim(−1))
ϕ=1.
Let ap ∈ H
1
g (Qp,Mp) be the image of a ∈ B(Qp) in H
1
g (Qp,Mp). Then ap corre-
sponds to an extension of Gal(Qp/Qp) modules
0→Mp → (Ea)p → Qp → 0.
Moreover, under the isomorphism
H1g (Qp,Mp)/H
1
f (Qp,Mp)
∼= (grW−2Dst(Mp))prim(−1))
ϕ=1,
ap is mapped to the monodromy operator Nap,v,d of (Ea)p. Here we again use the
identification(
grW−2 gr
W
−dHom(Dst((Ea)p), Dst((Ea)p))
)
prim
=
(
grW−2Dst(Mp)
)
prim
.
Define
lv(ap) = 〈Nap,v,d, Nap,v,d〉
1/d.
Conjecture 2 then implies that for a ∈ B(Qp), lv(aℓ) is a non-negative real number
and is independent of ℓ. Moreover, it is 0 if and only if aℓ belongs to H
1
f (Qp,Mℓ)
for some ℓ (hence for all ℓ). From now on, we will write lv(a) for this value without
referring to the choice of ℓ.
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Remark 2. With the above interpretation, it would be reasonable to think about
H1g (Qp,Θ ⊗ A
f
Q)/H
1
f (Qp,Θ ⊗ A
f
Q) as the “space of monodromy operators” at the
place v. Similarly, we can think about B(Qp) as the space of monodromy operators
which have motivic origins.
We have the following proposition.
Lemma 1. Under the assumptions mentioned in the introduction of section 3,
H1g (Qp, Θ̂)/H
1
f (Qp, Θ̂) is a free Ẑ-module of finite rank.
Proof. Let Θ̂ℓ be the ℓ component of Θ̂. To prove this lemma, it is enough to
show that H1g (Qp, Θ̂ℓ)/H
1
f (Qp, Θ̂ℓ) is a free Zℓ module of finite rank and moreover,
this rank does not depend on ℓ. First, we prove that H1g (Qp, Θ̂ℓ)/H
1
f (Qp, Θ̂ℓ) is
a torsion free Zℓ-module. Suppose a ∈ H
1
g (Qp, Θ̂ℓ) and m ∈ Z, m 6= 0 such
that ma ∈ H1f (Qp, Θ̂ℓ). By definition, the image of ma in H
1(Qp,Mℓ) belongs to
H1f (Qp,Mℓ). Because H
1(Qp,Mℓ) is a vector space over Qℓ and m 6= 0, the image
of a must belong to H1f (Qp,Mℓ) as well. Hence, a ∈ H
1
f (Qp, Θ̂ℓ). This shows that
H1g (Qp, Θ̂ℓ)/H
1
f (Qp, Θ̂ℓ) is torsion free.
We have
H1g (Qp, Θ̂ℓ)
H1f (Qp, Θ̂ℓ)
⊗Zℓ Qℓ
∼=
H1g (Qp,Mℓ)
H1f (Qp,Mℓ)
.
By previous discussions, we have the following isomorphisms
H1g (Qp,Mℓ)/H
1
f (Qp,Mℓ) =

(
(grW−2Mℓ(−1))prim
)ϕ=1
if ℓ 6= p(
(grW−2Dst(Mp))prim(−1)
)ϕ=1
if ℓ = p.
As a corollary of conjecture 1.7.2 in [10], which we assume throughout this article,
we have
dimQℓ
(
(grW−2Mℓ(−1))prim
)ϕ=1
= dimQp
(
(grW−2Dst(Mp))prim(−1)
)ϕ=1
.
Hence, dimQℓ
(
H1g (Qp,Mℓ)/H
1
f (Qp,Mℓ)
)
is independent of ℓ. We conclude that
H1g (Qp, Θ̂ℓ)/H
1
f (Qp, Θ̂ℓ) is a free Zℓ module of finite rank which is independent of
ℓ.
We have the following inclusions
A(Qp) := H
1
f (Qp, Θ̂) ⊂ B(Qp) ⊂ H
1
g (Qp, Θ̂).
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By definition B(Qp)/A(Qp) is the inverse image in H
1
g (Qp, Θ̂)/H
1
f (Qp, Θ̂) of
Im(Ψ→ H1g (Qp, Θ̂⊗A
f
Q)/H
1
f (Qp, Θ̂⊗A
f
Q)).
By lemma 1, we can see that B(Qp)/A(Qp) is a free Z-module of finite rank. Hence,
as a topological group B(Qp) is isomorphic to the direct product of A(Qp) × Z
sp
for some sp ∈ Z≥0. The measure on B(Qp) is the tensor product of the measure on
A(Qp) defined in [3] and the counting measure on Z
sp.
It is natural to ask the following question.
Question 1. Suppose M = Hn(X)(r) where X smooth projective variety over Q.
Let X be a proper regular model of X over Z. Can we describe sp from the geometry
of the special fiber Xp of X at p?
Under the above assumption, we now can define a height function
H⋄,v,d : B(Qp)→ R≥0. (3.4)
For a ∈ B(Qp)
H⋄,p,d = N(v)
lv(a) = plv(a).
Definition 1.
1. We call H⋄,p,d : B(Qp)→ R≥1 the height function on B(Qp).
2. Let h⋄,p,d : B(Qp)→ R≥0 be defined by
h⋄,p,d := (lnH⋄,p,d).
We call h⋄,p,d the logarithmic height function on B(Qp).
By definition, H⋄,p,d and h⋄,p,d are trivial when restricting to A(Qp). Therefore,
they are well-defined on the quotient B(Qp)/A(Qp) which is isomorphic to Z
sp for
some integer sp. We use the same notations H⋄,p,d and h⋄,p,d to denote the induced
height function and logarithmic height function on B(Qp)/A(Qp). One we fix a basis
for Zsp, hd⋄,p,d the d− power of the logarithmic height function is given by a positive
definite quadratic form Q⋄,p,d on Z
sp. A direct consequence of this observation is
the following.
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Proposition 1. For each positive real number B
µ(a ∈ B(Qp)|H⋄,p,d(a) ≤ B) <∞.
Proof. Let a ∈ B(Qp), we denote by (a0, n) the image of a under the identification
B(Qp) = A(Qp)× Z
sp. Then
{a ∈ B(Qp)|H⋄,p,d(a) < B} = A(Qp)× {n ∈ Z
r |H⋄,p,d(n) < B}
= A(Qp)× {n ∈ Z
r |h⋄,p,d(n) < ln(B)}
= A(Qp)× {n ∈ Z
r |Q⋄,p,d(n) < ln(B)
d}.
Because Q⋄,p,d is a positive definite quadratic form, there are only finitely many
n ∈ Zr such that Q⋄,p,d(n) < log(B)
d. Therefore
µ(a ∈ B(Qp)|H⋄,p,d(a) < B) = |{n ∈ Z
r |Q⋄,p,d(n) < log(B)
d}|µ(A(Qp)) <∞.
We end this subsection with the following general remark.
Remark 3. If M is a motive of the form Hn(X)(r) where X is a smooth projec-
tive variety over Q, then by the proof of Weil’s conjecture we can easily see that
H1g (Qp,Θ⊗A
f
Q)/H
1
f (Qp,Θ⊗A
f
Q) = 0 if X has good reduction at p. Consequently,
we have B(Qp) = A(Qp) and the height function on B(Qp) is trivial. Hence, the
height functions H⋄,v,d are only interesting at places v where X has bad reductions.
When X is a curve or a surface, by using the Rapoport-Zink spectral sequence
for ℓ-adic cohomology (when ℓ 6= p) and the Mokrane spectral sequence for p-adic
cohomology, we have a concrete understanding of the height functions H⋄,v,d from
the geometry of the special fibers at p. It is expected that such an understanding
also exists in higher dimensions.
3.2 Height function on B(R)
We define a height function H⋄,∞,d on B(R) as an analogue of the height func-
tions H⋄,v,d on B(Qp) discussed in the previous section. Let v = ∞ the the only
archimedean place of Q corresponding to the canonical embedding Q →֒ R.
We give some preparations. Let Ĥ be a mixed R-Hodge structure with a weight
filtration W and a Hodge filtration F . As explained in section 1.7.6 of [10], there
exists a unique pair (s, δ) such that
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1. s is a splitting s : grW ĤR ∼= ĤR.
2. δ is a nilpotent linear map δ : grW ĤR → gr
W ĤR.
3. The filtration F of Ĥ is given by F = s(exp(iδ) grW F ). Moreover, the Hodge
(p, q) components δp,q of δ is 0 unless p < 0 and q < 0.
For d ≥ 2, Let
Ĥ ′ =
⊕
ω∈Z
((grWω Ĥ)
∗ ⊗ grWω−d Ĥ) = gr
W
−dHom(Ĥ, Ĥ).
Note that Ĥ ′ is polarized Hodge structure of weight −d. Let Nv,d ∈ Ĥ
′
R be the
weight (−d)-component of the nilpotent linear map δv associated with ĤR. By
definiton,
Nv,d ∈
⊕
ω∈Z
Hom(grWω ĤR, gr
W
ω−d ĤR) = Ĥ
′.
Because Ĥ ′ is a polarized Hodge structure of weight −d, it is possible to define
l(∞, d) = lv,d(Ĥ) = 〈Nv,d, Nv,d〉
1/d.
Remark 4. In his paper [10], K. Kato uses the notation δv,d for Nv,d. We change
his notation because we want to emphasize the analogies between height functions
at archimedean and non-archimedean places.
We will give a concrete example to demonstrate the above discussion. This
example is an analogue of example 1.
Example 2. Let H be a R-Hodge structure of pure weight −d < 0. Let Ĥ be a
mixed R-Hodge structure with graded quotients grW−d Ĥ = H and gr
W
0 Ĥ = C. By
definition, Nv,d′ = 0 for all d
′ 6= d and
Nv,d ∈
⊕
ω∈Z
Hom(grWω ĤR, gr
W
ω−d ĤR) = Hom(R, HR) = HR.
There is an exact sequence in the category of mixed R-Hodge structure which
is a natural analogue of the exact sequence 3.3:
0→ H → Ĥ → R→ 0
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in the category RMHS of mixed R-Hodge structure. By definition, [Ĥ] defines a
class [Ĥ] in Ext1RMHS(R, H). We have a canonical isomorphism
Ext1RMHS(R, H)
∼= HC/(HR + F
0HC).
Moreover, if we define
H≤−1,≤−1R := HR ∩
⊕
p,q≤−1,p+q=−d
Hp,qC ,
then we also have a canonical isomorphism
HC/(HR + F
0HC) ∼= H
≤−1,≤−1
R .
Therefore, we have an isomorphism
Ext1RMHS(R, H)
∼= H
≤−1,≤−1
R .
Under this isomorphism, the class [Ĥ ] is mapped to the Nv,d of Ĥ.
Consequently, we can define a height function H⋄,∞,d : Ext
1
RMHS(R, H)→ R≥1 as
follow. For each a ∈ Ext1RMHS(R, H), let Ea be the corresponding mixed R-Hodge
structure. We define
H⋄,∞,d(a) = exp(l∞,d(Ea)).
Definition 2.
1. We callH⋄,∞,d : Ext
1
RMHS(R, H)→ R≥1 the height function on Ext
1
RMHS(R, H).
2. Let h⋄,p,d : Ext
1
RMHS(R, H)→ R≥0 be defined by
h⋄,p,d := (lnH⋄,p,d).
We call h⋄,p,d the logarithmic height function on Ext
1
RMHS(R, H).
We remark that hd⋄,∞,d the d− power of the logarithmic height function is given
by a positive definite quadratic form Q⋄,p,d on Ext
1
RMHS(R, H).
Remark 5. We consider a special case of the above discussion in the case HR
is the mixed R-Hodge structure arising from the motive M . In this case, HR is
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V∞ = HB(M)⊗ R in Bloch-Kato’s paper [3]. Here HB(M) is the Betti realization
of M . In this case, the above isomorphism can be written as
Ext1RMHS(R, V∞)
∼= H
≤−1,≤−1
R = V∞ ∩
⊕
p,q≤−1,p+q=−d
Hp,qC .
In particular, we can define the height function H⋄,∞,d and the logarithmic height
function h⋄,∞,d on Ext
1
RMHS(R, V∞).
To define height function and logarithmic height function on B(R), we will
construct a map from B(R) to Ext1RMHS(R, V∞). First, following section 2.1.10 of
[10] we introduce the following notation.
Definition 3. We define
ER∞ = V
σ=−1
∞ ∩
⊕
p,q≤−1,p+q=−d
Hp,qC .
By definition ER∞ is a subset of Ext
1
RMHS(R, V∞).
First, we observe that there is a canonical map
p : B(R)/B(R)cpt = D∞/(Fil
0D∞ + V
σ=1
∞ )→ E
R
∞.
We have
D∞ = (V∞ ⊗ C)
σ=1 = (V σ=1∞ ⊗ R)⊕ (V
σ=−1
∞ ⊗ R i).
In particular, there is a projection map
D∞ → V
σ=−1
∞ ⊗ R i.
By composing this map with the map V σ=−1∞ ⊗R i→ V
σ=−1
∞ sending e⊗ i→ e, we
get a map D∞ → V
σ=−1
∞ . We then get a map
p : D∞ → E
R
∞ := (V
σ=−1
∞ ∩
⊕
p,q≤−1,p+q=−d
Hp,qC ).
It is easy to see that (Fil0D∞ + V
+
∞) belongs to the kernel of this map. Hence, p
induces a map
p : B(R)/B(R)cpt → E
R
∞.
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Because ER∞ is a subset of Ext
1
RMHS(R, V∞), we can consider p as a map from
B(R)/B(R)cpt to Ext
1
RMHS(R, V∞). By composing pwith the projection mapB(R)→
B(R)/B(R)cpt we can define a canonical map
p : B(R)→ Ext1RMHS(R, V∞).
Finally, by composing p with the height function H⋄,∞,d and the logarithmic height
function h⋄,∞,d on Ext
1
RMHS(R, V∞) we a height function and a logarithmic height
function on B(R). We will still denote them by H⋄,∞,d and h⋄,∞,d.
Question 2. We will probably need to assume that p : B(R)/B(R)cpt → E
R
∞ an
isomorphism?
By choosing a lift, we have an decomposition
B(R) = Rs∞ ×B(R)cpt.
By definition, hd⋄,∞,d the d- power of the logarithmic height function on B(R) is
given by a positive definite quadratic form Q⋄,∞,d on R
s∞. Moreover, it is trivially 0
on B(R)cpt. With this observation, the following statement is obvious. We remark
that it is the archimedean analogue of proposition 1.
Proposition 2. For each positive real number B
µ(a ∈ B(R)|H⋄,p,d(a) ≤ B) <∞.
One can ask a similar question to question 1.
Question 3. Suppose M = Hn(X)(r) where X smooth projective variety over Q.
Can we describe s∞ from the geometry of X?
3.3 Height function on adelic space
∏
p
B(Qp)
Having defined height functions and logarithmic height functions at all local places
B(Qp) we can now define a height function as well as logarithmic height function
on the adelic space
∏
pB(Qp). More precisely, we define
H⋄,d :
∏
p≤∞
B(Qp)→ R≥1,
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by sending a = (ap) ∈
∏
p≤∞B(Qp) to
H⋄,d(a) =
∏
p≤∞
H⋄,p,d(ap).
By remark 3, all but finitely many terms in this product are 1 so the product makes
sense. Similarly, we define the logarithmic height h⋄,d = lnH⋄,d, for a = (ap)
h⋄,d(a) =
∑
p≤∞
h⋄,p,d(ap).
We can describe h⋄,d concretely as follow. For a ∈
∏
pB(Qp) let ([a]p) be the image
of a under the projection∏
p
B(Qp)→ (B(R)/B(R)cpt)×
∏
p<∞
B(Qp)/A(Qp) = R
s∞ ×
∏
p<∞
Zsp .
Then
h⋄,d(a) =
∑
p≤∞
h⋄,p,d([a]p) = Q⋄,d([a]∞)
1/d +
∑
p<∞
(ln p)Q⋄,p,d([a]p)
1/d.
With this description, the following statement is relatively straightforward. We give
proof because we will use it later.
Proposition 3. For each positive real number B, the set
{a ∈
∏
p≤∞
B(Qp)|H⋄,d(a) ≤ B},
is compact. In particular,
µ(a ∈
∏
p≤∞
B(Qp)|H⋄,d(a) ≤ B) <∞.
Proof. Let SB be the above set. Then
S = {a ∈
∏
p≤∞
B(Qp)|h⋄,d(a) ≤ ln(B)}
Under the identification B(Qp) = A(Qp)×Z
sp and B(R) = B(R)/B(R)cpt×B(R)cpt,
it is the same as the following set{
(a∞ × B(R)cpt)×
∏
p<∞
([a]p ×A(Qp))|Q⋄,d([a]∞)
1/d +
∑
p<∞
(ln p)Q⋄,p,d([a]p)
1/d ≤ lnB
}
.
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For each p, Q⋄,p,d is a positive definite quadratic form, there are only finitely many
[a]p ∈ Z
sp verifying the above inequality. We also know that A(Qp) is compact for all
p < ∞. Therefore, S is compact. Moreover, if we equip Rs∞ ×
∏
p<∞Z
sp with the
product measure, then it is easy to see that µ(S) = µ(B(R)cpt)×
∏
p<∞ µ(A(Qp))×
µ(TB) where
TB =
{
([a]p) ∈ R
s∞ ×
∏
p<∞
Zsp
∣∣Q⋄,d([a]∞)1/d +∑
p<∞
(ln p)Q⋄,p,d([a]p)
1/d ≤ lnB
}
.
3.4 Height function on B(Q)
Having defined height functions on local spaces B(Qp), we now define a height
function on the global space B(Q). First, we recall that B(Q) is defined by the
following fiber product diagram
B(Q)

//H1g (Q, Θ̂)

Ψ // H1g (Q, Θ̂⊗A
f
Q)
We also recall that A(Q) is defined to be the fiber product diagram
A(Q)

//H1f (Q, Θ̂)

Ψ // H1g (Q, Θ̂⊗A
f
Q)
Remark 6. Philosophically, we think of Ψ as Ext1MM(1,M) where MM is the
category of mixed motives with Q-coefficients. By definition, an element of B(Q)
is of the form (a, b) where a ∈ Ψ and b ∈ H1g (Q, Θ̂) such that the images of a and
b in H1g (Q, Θ̂⊗A
f
Q) coincide. By definition, a corresponds to a mixed motives Ma
that fits into a short exact sequence
0→M →Ma → Q→ 0.
17
Similarly b corresponds to an extension of Ẑ-modules with a continuous Gal(Q/Q)-
action
0→ Θ̂→ Θ̂b → Ẑ→ 0.
The compatibility of a and b means that (Ma, Θ̂b) is a motive with Z-coefficients.
Therefore, we should think about B(Q) as the extension group Ext1(Z, (M,Θ)) in
the category of motives with Z-coefficients. Similarly, we should think about A(Q)
the extension group Ext1(Z, (M,Θ)) in the category of motives with Z-coefficients
with local conditions at non-archimedean places.
In what follows, we will use the following convention. If M is finitely generated
abelian group, then Mtor is the torsion subgroup of M and Mfree = M/Mtor. By
definition, Mfree is a free Z-module of finite rank.
By definition, A(Q) ⊂ B(Q) and both are a finitely generated abelian groups.
Moreover we have
A(Q)⊗ Ẑ = H1f (Q, Θ̂), A(Q)⊗Q = Φ, B(Q)⊗ Ẑ = H
1
g (Q, Θ̂), B(Q)⊗Q = Ψ.
We have a global analogue of lemma 1 that B(Q)/A(Q) is a free ablian group of
finite rank. Conjectures of Beilinson, Bloch, Kato, and Jannsen (see [2], [3], and
[9]) predict that
1. The regular map induces an isomorphism
A(Q)⊗ R = Φ⊗ R ∼= B(R)/B(R)cpt = E
R
∞.
In particular, there is a map A(Q) → B(R)/B(R)cpt. One can lift this map
to be a map h : A(Q) → B(R). In particular, the image of A(Q)tor belongs
to B(R)cpt. It is easy to see that we can choose a splitting B(R) = B(R)cpt×
B(R)/B(R)cpt and A(Q) = A(Q)free×A(Q)tor in such a way that h = (h1, h2)
where h1 : A(Q)free → B(R)/B(R)cpt and h2 : A(Q)tor → B(R)cpt. The above
isomorphism implies that h1 is an embedding and it identifies A(Q)free with a
lattice in B(R)/B(R)cpt.
2. The canonical projection map
B(Q)/A(Q)→
∏
p<∞
B(Qp)/A(Qp),
is an isomorphism.
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As a corollary, we conclude that rankZA(Q) = rankZΦ = B(R)/B(R)cpt = s∞
and sfin = rank(B(Q)/A(Q)) =
∑
p<∞ sp. Moreover, it is easy to we can define a
splitting (up to a choice of basis)
B(Q) = A(Q)× Zsfin,
in such a way that Zsfin belongs to the kernel of the regulator map R∞ : Ψ⊗ R→
B(R)/B(R)cpt. We then have
Zsfin ∼=
∏
p<∞
B(Qp)/A(Qp) =
∏
p<∞
Zsp .
We define a height function and a logarithmic height function on B(Q). As
explained above, there is an evident map
B(Q)→
∏
p≤∞
B(Qp).
By composing this map with the height function and the logarithmic height func-
tions defined in section 3.4, we can define a height function and a logarithmic height
function on B(Q) as follows
Definition 4. H⋄,d : B(Q)→ R≥1 is defined by
H(a) =
∏
p≤∞
H⋄,p,d(ap).
Similarly, h⋄,d : B(Q)→ R≥0 is defined to be
h⋄,d = ln(H(a)) =
∑
p≤∞
h⋄,p,d(ap) = Q⋄,∞,d(a∞)
1/d +
∑
p<∞
(ln p)Q⋄,p,d(ap)
1/d.
As explained in section 3.3, we can describe logarithmic height function h⋄,p,d
concretely as follow. For a ∈ B(Q) we write a =
∑
p[a]p under the splitting:
B(Q) = A(Q)×
∏
p Z
sp, then ([a]∞)p ∈ A(Qp) for all p < ∞, hence h⋄,p,d(b∞) = 0.
Similarly, if p < ∞, then R∞([a]p) = 0 in B(R)/B(R)cpt, hence h⋄,∞,d([a]p) = 0.
From this observation, we conclude that
h⋄,d(a) =
∑
p≤∞
h⋄,p,d([a]p).
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We also note that B(Q)tor = A(Q)tor is a finite group, and if b ∈ B(Q)tor then
h⋄,d(a) = 0. Note that there is a splitting A(Q) = A(Q)tor ×A(Q)free. Hence, there
is also a splitting
B(Q) = B(Q)free × B(Q)tor = A(Q)tor × A(Q)free ×
∏
p<∞
Zsp = A(Q)tor ×
∏
p≤∞
Zsp .
With this observation, the following statement is a direct corollary of 3.
Proposition 4. For each positive integer B, the set
{b ∈ B(Q)|H⋄,d(b) < B},
is finite.
Proof. We have
{b ∈ B(Q)|H⋄,d(b) < B} = B(Q)tor × {b ∈ B(Q)free|H⋄,d(b) < B}.
Under the above identification, the second component can be described as
{([a]p) ∈
∏
p≤∞
Zsp |Q⋄,∞,d(a∞)
1/d +
∑
p<∞
(ln p)Q⋄,p,d(ap)
1/d ≤ lnB}.
This is evidently a finite set. Hence {b ∈ B(Q)|H⋄,d(b) < B} is a finite set as well.
4 Proof of main theorem
We give a proof for theorem 1. First, we recall the definition of Tam(M) as defined
in [3]
Tam(M) = µ
(∏
p
A(Qp)/A(Q)
)
.
Because A(Qp) and A(R)cpt is compact for all p <∞, this can be rewrite as
Tam(M) = |A(Q)tor|
−1 × µ((B(R)/B(R)cpt)/A(Q)free)× µ(A(R)cpt)×
∏
p
µ(A(Qp).
We know from previous discussions that thet set {x ∈ B(Q)|H⋄,d(x) ≤ B} is
finite and µ(a ∈
∏
pB(Qp)|H⋄,d(a) ≤ B) <∞. Hence, the quotient
#{a ∈ B(Q)|H⋄,d(b) ≤ B}
µ(a ∈
∏
pB(Qp)|H⋄,d(a) ≤ B)
,
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makes sense. By the discussions around proposition 3 and proposition 4 we have
LHS = |A(Q)tor| ×NB,
where
NB = #{([a]p) ∈
∏
p≤∞
Zsp |Q⋄,∞,d(a∞)
1/d +
∑
p<∞
(ln p)Q⋄,p,d(ap)
1/d ≤ lnB}.
Also
RHS = µ(B(R)cpt)×
∏
p<∞
µ(A(Qp))× µ(TB),
where
TB =
{
([a]p) ∈ R
s∞ ×
∏
p<∞
Zsp
∣∣Q⋄,d([a]∞)1/d +∑
p<∞
(ln p)Q⋄,p,d([a]p)
1/d ≤ lnB
}
.
We then have
LHS
RHS
=
µ((B(R)/B(R)cpt)/A(Q)free)×NB
Tam(M)× µ(TB)
.
Therefore, theorem 1 is equivalent to
lim
B→∞
NB
µ(TB)
= (µ((B(R)/B(R)cpt)/A(Q)free))
−1.
One we fix a basis, we can assume thatA(Qfree) is the standard basis forB(R)/B(R)cpt.
The above statement then becomes limB→∞
NB
µ(TB)
= 1 which is a consequence of
the following general statement.
Proposition 5. Let f = (f1, f2) : R
r1+r2 = Rr1 ×Rr2 → R. Suppose for each
i = 1, 2 the following conditions are satisfied
1. fi(x) ≥ 0 for all x. Moreover, fi(x) = 0 if and only if x = 0.
2. fi(x) is continuous.
3. There exists a positive real number c such that f(λx) = |λ|cf(x) for all x ∈ Rri
and λ ∈ R.
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We equip Zr1 with the counting measure dµ0 and R
r1 ,Rr2 the usual Lebesgue mea-
sures dµ1, dµ2. Let
I(B) = ((n, y) ∈ Zr1 ×Rr2 |f(n, y) = f1(n) + f2(y) ≤ B),
and
V (B) = ((x, y) ∈ Rr1 ×Rr2 |f1(x) + f2(y) ≤ B).
Then
lim
B→∞
µ(I(B)
µ(V (B))
= 1.
Proof. By propety (iii) of f1, f2, f(x, y) ≤ B is equivalent to
f1
( x
B1/c
)
+ f2
( y
B1/c
)
≤ 1.
From this observation
µ(V (B)) = (B1/c)r1+r2µ(S1),
where
S1 = ((x, y) ∈ R
r1 ×Rr2 |f1(x) + f2(y) ≤ 1).
Let D = {x ∈ Rr1 |f1(x) ≤ 1}. For each x in D, we define
g(x) =
∫
f2(y)≤1−f(x)
1dµ2.
By our assumption, g(x) is an integrable function on D. We have
µ(S1) =
∫
Rr1+r2
1S1.
By Fubini’s theorem, we have
µ(S1) =
∫
D
g(x)dµ1.
We also have Similarly,
I(B) = {(n, y) ∈ Zr1 ×Rr2 |f1
( n
B1/c
)
+ f2
( y
B1/c
)
≤ 1}.
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By a similar argument as above we have
µ(I(B)) = (B1/c)r2 ×
∑
f1(n)≤B
(∫
f2(y)≤1−f1(
n
B1/c
)
1dµ2
)
= (B1/c)r2 ×
∑
a∈ 1
B1/c
Zr1 ∩D
g(a)
= (B1/c)r1+r2 ×
∑
a∈ 1
B1/c
Zr1 ∩D
g(a)
(
1
B1/c
)r1
.
We observe that second term is nothing but the Riemann sum of g with respect to
the partition 1
B1/c
Zr1 ∩D. Since g(x) is integrable on D, we have
lim
B→∞
 ∑
a∈ 1
B1/c
Zr1 ∩D
g(a)
(
1
B1/c
)r1 = µ(S1).
The above statement follows immediately from this.
5 Some computations with mixed Tate motives
In what follows, let us fix a mixed motiveM = (V,D) with Z coefficients with graded
quotients Q(12),Q(3). We will compute the numbers of x ∈ Ext1(Z, (V,D)) with
height bounded by a positive number B. More generally, we will do computations
with a mixed motives D with graded quotients Z(m),Z(n) where m is an even
positive integer, and n is an odd positive integer and m ≥ n + 2. The reason we
include this concrete example is that we want to compare it with the situation in
the next section where (V,D) also moves among mixed motives with Z-coefficients
and with graded quotients Q(12),Q(3).
For each prime p, let us denote Dp the p-adic component of of D ⊗ Ẑ abd
Vp = Dp ⊗ Qp. By definition Dp is a Galois stable Zp lattice inside Vp. Up to a
power of 2, we have the following.
Proposition 6. Let X = Ext1(Z, D). Then
#{x ∈ X|H⋆,⋄(x) ≤ B} ∼ 2
a X(D)
ζ(3)ζ(−11)
log(B)3.
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We recall the definition of X of a mixed motive. For a fixed prime p and
for each place v of Q, we have special subgroups of H1f (Qv, Dp), H
1
f (Qv, Vp) and
H1f (Qv, Vp/Dp) of H
1(Qv, Dp), H
1(Qv, Vp) and H
1
f (Qv, Vp/Dp) respectively. For
example:
H1f (Qv, Dp) =
H1ur(Qv, Dp) if v ∤ pker(H1(Qv, Dp)→ H1(Qv, Dp ⊗ Bcris)) if v | p.
The Selmer group of Dp is defined to be
H1f (Q, Vp/Dp) = {x ∈ H
1(Q, Vp/Dp)|xv ∈ H
1
f (Qv, Vp/Dp), ∀v}.
Similarly, we define
H1f (Q, Vp) = {x ∈ H
1(Q, Vp)|xv ∈ H
1
f (Qv, Vp), ∀v}.
By definition, we have a canonical map H1f (Q, Vp)→ H
1
f (Q, Vp/Dp).
Definition 5. Define X(Dp) to be the cokernel of the map
H1f (Q, Vp)→ H
1
f (Q, Vp/Dp)
We define the global X(D) to be:
X(D) =
∏
p
X(Dp).
It is conjectured to be a finite group. Recall that Vp fits into an exact sequence
0→ Qp(12)→ Vp → Qp(3)→ 0.
We have the following simple lemma.
Lemma 2. As a Galois represenation of Gal(Qv/Qv), Vp is unramifed if v ∤ p and
it is crystalline if v | p. Moreover,
1. If v ∤ p then H i(Qv, Dp) = 0 for i = 0, 1, 2.
2. If v | p then H0(Qv, Dp) = H
2(Qv, Dp) = 0. Also H
1
f (Qv, Vp) = H
1(Qv, Vp).
We also have the following proposition.
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Proposition 7. Let Vp, Dp be defined as above. Then
X(Dp) = ker
(
H2(Z[1/p], Dp)→ H
2(Qp, Dp)
)
.
Proof. By lemma 1, we have
H1f (Q, Vp) = H
1(Z[1/p], Vp).
The long exact sequence associated with the short exact sequence
0→ Dp → Vp → Vp/Dp → 0
gives
H1f (Qv, Vp/Dp) = Im
(
H1(Qv, Vp)→ H
1(Qv, Vp/Dp)
)
= ker(H1(Qv, Vp/Dp)→ H
2(Qv, Dp).
Therefore, we have
H1f (Q, Vp/Dp) = ker(H
1(Q, Vp/Dp)→
⊕
v
H2(Qv, Dp))
= ker
(
H1(Z[1/p], Vp/Dp)→ H
2(Qp, Dp)
)
.
Moreover, we have the following commutative diagram
H1(Z[1/p], Vp) //

H1(Z[1/p], Vp/Dp) //

H2(Z[1/p], Dp)

0 // H1f (Q, Vp/Dp)
// H1(Z[1/p], Vp/Dp) // H
2(Qp, Dp)
By snake lemma, we see that
X(Dp) = ker
(
H2(Z[1/p], Dp)→ H
2(Qp, Dp)
)
.
We want to relate X(Dp) with X(Zp(3)) and X(Zp(12)). For simplicity, we
will denote the later groups by Xp(3) and Xp(12) respectively. Taking long exact
sequences associated to
0→ Zp(12)→ Dp → Zp(3)→ 0,
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we have the following commutative diagram
0 // H2(Z[1/p],Zp(12))/im(δ) //

H2(Z[1/p], Dp) //

H2(Z[1/p],Zp(3))

// 0
0 // H2(Qp,Zp(12))/im(δ) // H
2(Qp, Dp) // H
2(Qp,Zp(3)) // 0
here δ are the connecting homomorphisms
δ : H1(Z[1/p],Zp(3))→ H
2(Z[1/p],Zp(12))
and
δ : H1(Qp,Zp(3))→ H
2(Qp,Zp(12)).
Note that if we think about Dp as an element [a] in Ext
1(Zp(3),Zp(12)) then δ is
the cup product of the H1(Z[1/p],Zp(3)) with [a]. Also, by Tate duality
H2(Qp,Zp(12)) = H
0(Qp,Qp /Zp(−11))
∨ = 0.
So by snake lemma, we have the short exact sequence
0→ H2(Z[1/p],Zp(12))/im(δ)→X(Dp)→X(Zp(3))→ 0. (5.1)
To complete our proof, we will use the following zeta elements in K groups of Z.
Lemma 3. (see [4]) Let m be a positive odd integer. Then, there exists an element
bm such that
1. bm is the generator of K2m−1(Z) modulo torsion.
2. r∞(bm) = 2
a (m− 1)!ζ(m)
X(m)
. where a is an unknown number.
For simplicity we will write bm,p the image of bm under the Chern class map
K2m−1(Z)⊗ Zp → H
1(Z[1/p],Zp(m)).
As a consequence of Quillen-Lichtenbaum theorem, the above Chern class map is
an isomorphism for p odd. Consequently, bm,p is the generator of H
1(Z[1/p],Zp(m))
for all p odd.
Lemma 4.
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1. We have the following
H2(Z[1/p],Zp(12)) =
0 if p 6= 691Z /691 if p = 691.
2. The cup product of b3,p ∪ b9,p ∈ H
2(Z[1/p],Zp(12)) is non-zero at p = 691 and
is 0 at p 6= 691.
With these preparations, let us prove proposition 6. First, we know that the
class of D is an element in Ext1(Z(3),Z(12)) = Ext1(Z,Z(9)) = Z b9⊕Z /2. Under
this identification let us assume that the class of D in Ext1(Z(3),Z(12)) is (ub9, v)
where u ∈ Z and v ∈ Z /2. There are two cases that we need to deal with separately.
Case 1: 691|u. By lemma [4], the connecting homorphism
δ : H1(Z[1/p],Zp(3))→ H
2(Z[1/p],Zp(12)),
is 0. Therefore, the short exact sequence [5.1] becomes
0→ H2(Z[1/p],Zp(12))→X(Dp)→Xp(3)→ 0.
Combing all p, we get the short exact sequence
0→X(12)→X(D)→X(3)→ 0.
In particular, #X(D) = #X(12)×#X(3).
Note that because Ext1(Q,Q(12)) = 0, we can easily compute that X =
Ext1(Z, D) = Z b3 ⊕ T where T is the torsion part. If we ignore the prime p = 2
then
T =
⊕
p
H1(Z[1/p],Zp(12)).
By a theorem Mazur-Wiles, which is a consequence of their proof for the Iwasawa
main conjecture, we know that
ζ(−11)p =
#H2(Z[1/p],Zp(12))
#H1(Z[1/p],Zp(12)
=
#Xp(12)
#H1(Z[1/p],Zp(12))
.
Therefore, we have
#H1(Z[1/p],Zp(12)) =
#Xp(12)
ζ(−11)
.
27
Hence
#{x ∈ X|H⋆,⋄(x) < B} = |T |#{m ∈ Z | exp(|r∞(ub9)|
1/9 + |mr∞(b3)|
1/3) ≤ B}.
This is asymptotically equal to
#X(12)
ζ(−11)
#X(3)
2ζ(3)
log(B)3 = 2a
X(D)
ζ(3)ζ(−11)
log(B)3.
Note that we do not know the exact power of 2 in this formula.
Case 2: 691 ∤ u. In this case, by lemma 4 the connecting homomorphism δ is
a surjection. Therefore, the short exact sequence 5.1 becomes
X(Dp) = Xp(3).
Combining all p we have X(D) = X(3). As in case 1 we can easily compute that
X = Z 691b3 ⊕ T.
Here as above #T = X(12)
ζ(−11)
. By a similar computation as in case 1 we see that the
number
#{x ∈ X|H⋆,⋄(x) ≤ B}
is asymptotically equal to
1
691
X(3)
2ζ(3)
X(12)
ζ(−11)
log(B)3 = 2a
X(D)
ζ(3)ζ(−11)
log(B)3.
One can generalize proposition 6 to a more general situation.
Proposition 8. Let m,n be two natural number such that m − n ≥ 2, m is even
and n is odd. Let D be a mixed Tate motive with graded quotients Z(m) and Z(n)
and X = Ext1(Z, D). Then
#{x ∈ X|H(x) ≤ B} ∼ 2t
X(D)
(n− 1)!ζ(n)ζ(1−m)
log(B)n.
Proof. By a similar argument, we have a short exact sequence
0→ H2(Z[1/p],Zp(m))/im(δ)→X(Dp)→X(Zp(n))→ 0. (5.2)
where δ is the connecting homomorphism
δ : H1(Z[1/p],Zp(n))→ H
2(Z[1/p],Zp(m)).
28
Note that because H1(Z[1/p],Zp(n)) is a free Zp module of rank 1, the im(δ) is a
cyclic subgroup of H2(Z[1/p],Zp(m)). Suppose that the order of im(δ) is p
a. Note
that we have an exact sequence
0→ H1(Z[1/p],Zp(m))→ H
1(Z[1/p], Dp)→ H
1(Z[1/p].Zp(n))
δ
−→ H2(Z[1/p],Zp(m))
So,
ker(δ) = paH1(Z[1/p],Zp(m)) = |im(δ)|H
1(Z[1/p],Zp(m)).
Let |δ| =
∏
p |im(δ)p|. As before, we can see that
X = Z |δ|bn ⊕ T,
where bn the the generator ofK2n−1(Z) described in lemma 3 and T = H
1(Z[1/p],Zp(m)).
Again, by Mazur-Wiles theorem we have
#T =
∏
p
#H1(Z[1/p],Zp(m)) =
#X(m)
ζ(1−m)
.
Also, by the exact sequence 5.2 we have
#X(D) =
#X(m)#X(n)
|δ|
.
Therefore,
#{x ∈ X|H(x) < B} = |T |#{z ∈ Z | exp(|r∞(ubm−n)|
1/m−n+|zr∞(|δ|bn)|
1/n) ≤ B}.
This is asymptotically equal to
|T |
log(B)n
|δ|r∞(bn)
= 2t
#X(m)
ζ(1−m)
#X(n)
|δ|(n− 1)!ζ(n)
log(B)n = 2t
#X(D)
(n− 1)!ζ(n)ζ(1−m)
log(B)n.
Note that we do not know the exact power of 2 in this formula.
In the above proof, we do not have to know whether the cup product is 0
or not. In the end, the factor |δ| is canceled. An important point here is that
H1(Z[1/p],Zp(n)) is a free Zp-module when n is odd.
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6 Heights of motives with graded quotients Z(12),Z(3),Z.
In this section, we answer Kato’s questions about the number of mixed motives with
fixed graded quotients Q(12),Q(3),Q and bounded heights. Unlike the situation
in the previous section, the mixed motives with Z-coefficients and with graded
quotients Q(12),Q(3) will also vary. More precisely, if we denote by X the set of
mixed motives with Z-coefficients and with graded quotients Q(12),Q(3),Z then
X =
⋃
M∈Ext1(Z(3),Z(12))
Ext1(Z,M).
For the definition of heights in this case, see [10] for more details. We note that
in this case, only archimedean places contribute to heights. Therefore, this problem
is purely a problem of finding a “basis” for X . The rest is a basic counting problem.
6.1 Some lemmas on counting integer points
We discuss some simple lemmas about counting integer points in bounded domains
in R2.
Lemma 5. Let f be a continuously differential function on [y, x]. Then∑
y<n≤x
[f(n)] =
∫ x
y
f(u)dt+
∫ x
y
(u− [u])f ′(u)du+ f(x){x} − f(y){y}.
Proof. See [1].
We will use the following lemma repeatedly.
Lemma 6. Let s, t be positive integer. For each positive real number X, define
d(X) = #{(m,n) ∈ N×N |am1/s + bn1/t ≤ X}.
Then
d(X) ∼
1(
s+t
t
) 1
asbt
Xs+t.
Proof. We see that am1/s + bn1/t ≤ X is equivalent to
m ≤
(
X − bn1/t
a
)s
.
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Therefore
d(X) =
∑
0<n≤(X/b)t
[(
X − bn1/t
a
)s]
.
Let f(X) =
(
X − bu1/t
a
)s
, then by lemma 5 we have
d(X) =
∫ (X/b)t
0
f(u)du−
∫ (X/b)t
0
(u− [u])f ′(u)du).
Because 0 ≤ u− [u] < 1 we have∣∣∣∣∣
∫ (X/b)t
0
(u− [u])f ′(u)du
∣∣∣∣∣ ≤
∫ (X/b)t
0
|f ′(u)|du =
(
X
a
)s
.
We will estimate the first term∫ (X/b)t
0
(
X − bu1/t
a
)s
du.
By changing variable u = (X/b)tvt, we see that this integral is equal to
Xs+t
asbt
∫ 1
0
t(1− v)svt−1dv.
The above integral is a Gamma function; and by checking the table of values we
see that
d(X) ∼
1(
s+t
t
) 1
asbt
Xs+t, as X →∞.
6.2 Proof of theorem 3
Let Y = Ext1(Z(3),Z(12)) = Ext1(Z,Z(9)). By the previous section we know that
as a group
Y = Z b9 ⊕ Z /2.
Here b9 is the zeta element described in lemma 3. By definition of X , we have a
canonical projection map
p : X → Y.
Therefore, as a set
X =
⊔
a∈Y
Xa,
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where Xa is the fiber of p over a point a. In the following, our convention is follow:
for each notation appeared in the previous section we add a letter a to indicate that
the corresponding object depends on a. With this convention we have
#{x ∈ X|H⋆,⋄(x) ≤ B} =
∑
a∈Y
#{x ∈ Xa|H⋆,⋄(x) ≤ B}.
Suppose that a correspond to ub9 then
#{x ∈ Xa|H(x) < B} = |Ta|#{m ∈ Z | exp(|r∞(ub9)|
1/9+(|m|δa|r∞(b3)|)
1/3) ≤ B}.
We know that for all a
#Ta =
∏
p
#H1(Z[1/p],Zp(12)) =
X(12)
ζ(−11)
.
Therefore up to some power of 2 we have
#{x ∈ X|H(x) ≤ B} =
X(12)
ζ(−11)
#{(m, u) ∈ N×N | exp(|ur∞(b9)|
1/9+(|m|δa|r∞(b3)|)
1/3) ≤ B}.
In this particular case, δa,p can only be nontrivial when p = 691 by lemma 4. For
simplicity, let us define
S(B) = {(m, u) ∈ N×N | exp(|ur∞(b9)|
1/9 + (|m|δa|r∞(b3)|)
1/3) ≤ B}
= {(m, u) ∈ N×N ||ur∞(b9)|
1/9 + (|m|δa|r∞(b3)|)
1/3) ≤ log(B)}
As δa depends on a we consider two cases.
Case 1: 691|u. Then, δa,p = 0 for all p. In this case
Xa = Z b3 ⊕ Ta.
Case 2: 691 ∤ u. Then δa,p 6= 0 when p = 691 by lemma 4. In this case Xa is a
little smaller then the previous case; i.e
Xa = 691Z b3 ⊕ Ta.
Combining these two cases we have
|S(B)| = |S1(B)|+ |S2(B)| − |S1(B) ∩ S2(B)|,
where
S1 = {(m, u) ∈ N×N ||ur∞(b9)|
1/9 + (|m|δa|r∞(b3)|)
1/3) ≤ log(B); 691|u}
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and
S1 = {(m, u) ∈ N×N ||ur∞(b9)|
1/9 + (|m|δa|r∞(b3)|)
1/3) ≤ log(B); 691|m}.
By letting u = 691u′ in the first case we have
S1 = {(m, u
′) ∈ N×N ||691u′r∞(b9)|
1/9 + (|m|δa|r∞(b3)|)
1/3) ≤ log(B)}.
Therefore, by the counting lemma 5 we have
|S1(B)| ∼
1
691
(
12
3
) 1
r∞(b9)r∞(b3)
log(B)12.
Similarly, we have
|S2(B)| ∼
1
691
(
12
3
) 1
r∞(b9)r∞(b3)
log(B)12,
and
|S1(B) ∩ S2(B)| =
1
6912
(
12
3
) 1
r∞(b9)r∞(b3)
log(B)12.
Consequently, we have
|S(B)| ∼
1(
12
3
) 1
r∞(b9)r∞(b3)
(
2
691
−
1
6912
)
log(B)12
∼
1
8!2!
(
12
3
)X(3)
ζ(3)
X(9)
ζ(9)
(
2
691
−
1
6912
)
log(B)12.
In conclusion
#{x ∈ X|H⋆,⋄(x) ≤ B} ∼
1
8!2!
(
12
3
)X(3)
ζ(3)
X(9)
ζ(9)
X(12)
ζ(−11)
(
2
691
−
1
6912
)
log(B)12.
Remark 7. In general, the same computation can be performed for mixed motives
with graded quotients Z(m),Z(n),Z where m (respectively n) are even (respectively
odd) natural number and m ≥ n+ 2.
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