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Abstract—We study the problem of serving randomly arriving
and delay-sensitive traffic over a multi-channel communication
system with time-varying channel states and unknown statistics.
This problem deviates from the classical exploration-exploitation
setting in that the design and analysis must accommodate the
dynamics of packet availability and urgency as well as the cost
of each channel use at the time of decision. To that end, we
have developed and investigated an index-based policy UCB-
Deadline, which performs dynamic channel allocation decisions
that incorporate these traffic requirements and costs. Under
symmetric channel conditions, we have proved that the UCB-
Deadline policy can achieve bounded regret in the likely case
where the cost of using a channel is not too high to prevent
all transmissions, and logarithmic regret otherwise. In this case,
we show that UCB-Deadline is order-optimal. We also perform
numerical investigations to validate the theoretical findings,
and also compare the performance of the UCB-Deadline to
another learning algorithm that we propose based on Thompson
Sampling.
Index Terms—Machine learning, control of communication
systems, stochastic optimal control, resource allocation, rein-
forcement learning, exploration-and-exploitation tradeoff, multi-
armed bandits.
I. INTRODUCTION
W ITH the advances in wireless communications, nextgeneration communication networks are expected to
serve real-time applications that require end-to-end deadline
constraints and a large amount of throughput over fading
channels. Especially real-time multimedia applications such
as voice and video streaming possess stringent deadline con-
straints that require particular emphasis. The ultra-wideband
communication channels that are designed to meet these
requirements, such as millimeter-wave (mmW) channels, have
highly intermittent dynamics, which makes existing channel
probing and estimation techniques inapplicable. Therefore,
it is crucial to develop new communication schemes that
can handle applications with deadline constraints and large
throughput demands in the absence of channel statistics and
channel state information.
In wireless communication schemes such as IEEE 802.11
and 5G millimeter-wave (mmW) cellular systems, availability
of multiple orthogonal channels enables a user to simulta-
neously utilize multiple channels to increase the quality of
communication in various aspects [1], [2]. In [1], it is shown
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that multi-channel operation provides significant increase in
network capacity, which can be exploited to meet the increas-
ing demand for throughput. In mmW cellular communications,
multi-channel scenario is expected to overcome the intermit-
tence problem of mmW channels due to blockage, which
particularly hinders applications with quality of service (QoS)
requirements [2], [3]. As it is possible to equip a single node
with multiple radio interfaces due to the reduced hardware
costs, multi-channel communication scheme offers a feasible
solution to serve applications with deadline constraints and
large throughput demand [1], [4]. On the other hand, oper-
ational costs, such as power consumption, impose a critical
constraint in the number of active interfaces. Thus, it is im-
portant to activate a plausible number of channels dynamically
depending on queue-length and deadline constraints so as to
increase throughput while keeping the operational costs at
acceptable levels.
In conventional communication systems, there are efficient
channel estimation techniques that provide channel state in-
formation (CSI) for rate and power allocation policies [5].
However, these methods are inapplicable in millimeter-wave
communication systems as the channels are highly intermittent
and fast-varying [2], [6]. This necessitates the development of
online learning algorithms that rely on channel feedback in the
absence of channel state information and channel statistics.
In this paper, we investigate the problem of dynamic channel
allocation for a single user in a multi-channel network with
deadline constraints and service costs in the absence of channel
statistics and CSI. Our main contribution is an online learning
algorithm that converges to the optimal solutions with small
regret by using only the channel feedback. In traditional
communication systems, efficient rate and power allocation
schemes that base the decisions on CSI and queue-lengths exist
[7]–[11]. However, these methods are built on the key assump-
tion that CSI is available at the time of decision, therefore they
are not applicable in the emerging communication scenarios
where CSI and channel statistics are unknown. There is an
interesting body of work which considers the online learning
problem for rate allocation based on success/fail feedback [12],
[13]. These works do not apply to our context since they do
not provide short-term performance guarantees, such as regret.
There is a large body of work in the design and analysis
of online learning algorithms that optimize short-term per-
formance in the context of multi-armed bandits (MAB) [17],
[18]. Our work deviates from the context of classical stochastic
bandits as the revenue of the activated arms are coupled, the
controller has the incentive to activate no channels due to the
cost, and there is a strong dependence on the queue-length. In
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2[20], learning problem is investigated with a regret definition
based on queueing-delay. This work does not apply to our
setting as it does not consider deadline-constrained traffic.
A preliminary version of this work was presented in [21],
where the deadline constraint is fixed at one time-slot and the
throughput is defined as the number of successfully transmitted
packets. In this paper, we generalize the results to any deadline
under an erasure coding scheme.
II. DYNAMIC CHANNEL ENCODING-DECODING AND
LEARNING PROBLEM
We consider a discrete-time multi-timescaled system con-
sisting of frames and time-slots. Time-slot is the smallest time
unit in this framework in which channel variations occur, and
each frame consists of T ≥ 1 time-slots.
Channel Process: We study a multi-channel system in
which the packets can be transmitted by K (possibly infinite)
independent fading channels. In frame n, the rate Cnk (t)
of channel k evolves in each time-slot according to an iid
Bernoulli process with mean µ, i.e., Cnk (t)
iid∼ Ber(µ∗) for
k = 1, 2, . . . ,K. This Bernoulli channel model reflects the
sharp difference between line-of-sight (LOS) and non-line-of-
sight channel (NLOS) states in millimeter-wave communica-
tions [2], [6]. Cnk (t) is revealed via ACK or NACK signals
after the transmission only if channel k is activated at time t.
In the learning problem, µ∗ is not known a priori, and learned
over time by using feedback. We assume that the belief about
µ∗ is updated only at the beginning of each frame.
Arrival Process: The packets arrive into the system only
at the beginning of each frame according to an arrival process
A(n) which is independent and identically distributed (iid)
over a finite set A = {0, 1, . . . , Amax} with probability
distribution P(A(n) = a) = αa for a ∈ A at frame n. The
packets have a lifetime of one frame, i.e. T time-slots, and
will be lost if they are not served within that interval.
The overall problem consists of two subproblems with dif-
ferent time-scales: a fast timescale problem of rate allocation
and a slow timescale problem of learning. The fast timescale
system is concerned about encoder-decoder couple selection
at each time-slot within a frame given a belief on the channel
statistics. The slow timescale system focuses on the learning
part, and the goal is to update the belief on the channel
statistics using the feedback so as to maximize performance.
The overall system model is illustrated in Figure 1.
Transmitter
Rate Allocation
Receiver
Learning
Traffic
Throughput
Channel Feedback
Belief
Fig. 1. The overall system model. The rate allocation policy provides the
ACK/NACK feedback to the learning policy, and receives the belief about
channel statistics in return.
In the next subsection, we investigate the dynamic chan-
nel encoding-decoding problem that takes place in the fast
timescale.
A. Dynamic Channel Encoding-Decoding Problem
In rate allocation, we focus on a single frame n given a
channel rate estimate µ. At each stage s ∈ {1, 2, . . . , T}, a
centralized controller selects xs packets from the queue, and
transmits them over ms channels by choosing an encoder-
decoder pair of an (ms, xs) code. The system is illustrated in
Figure 2.
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Fig. 2. The multi-channel network with symmetric Bernoulli channels. At
the end of each transmission, CSI of each activated channel is revealed to the
controller via ACK/NACK signals.
Each channel use incurs a constant cost of d ∈ [0, 1], which
measures the operational costs associated with each channel
use, such as power. It is assumed that d is known by the
controller. If m channels are activated and there are x packets
scheduled for transmission at time-slot t, the throughput is
denoted by τ(m,x)(t), and it is a function of the states of
the activated channels. With these definitions, the problem
corresponds to choosing an encoder-decoder couple for an
(m,x) code to maximize the total revenue in a frame. Let
V(m,x)(t) = τ(m,x)(t)−d·m be the revenue at time-slot t. The
process is a controlled Markov chain with controls (ms, xs) at
stage s, and state Xs, which denotes the number of remaining
packets at the beginning of stage s. The state transition occurs
in the following sense:
Xs−1 = Xs − τ(ms,xs)(T − s+ 1).
Assuming A(n) = a, the total revenue under a policy pia is
as follows:
J(a, pia) =
T∑
t=1
V(mt,xt)(t) + J0(a−
T∑
t=1
τ(mt,xt)(t)), (1)
where pia = (pi1a, pi
2
a, . . . , pi
T
a ) is a rate allocation policy and
J0 : A → R− is a negative and monotonically decreasing
penalty function for untransmitted packets. In this work, we
will consider a linear penalty function J0(X) = −λX for
some λ ≥ 0. This corresponds to penalizing each untransmit-
ted packet by λ.
Let Un(t) denote the set of channels activated at time-slot
t in frame n and ht = [(ms, xs,Un(s))]t−1s=1 be the history up
to time t. An admissible policy pi chooses an (mt, xt) code
based on the history ht at time-slot t, i.e., pita : ht 7→ (mt, xt).
Here, in the absence of the knowledge of µ∗, the rate allocation
3policy makes a decision based on a given belief µ about µ∗,
i.e., pia = pia(µ). Our goal is to find the admissible policy
that achieves the maximum total revenue based on the current
belief µ given A(n) = a, denoted by pi∗a(µ), which is the
solution to the following optimization problem:
max
pia
Epiaµ
[
J(a, pia)
]
, (2)
where the expectation is taken with respect to µ. In next
section, we will provide an optimal solution to the rate
allocation problem by using dynamic programming.
Throughout this paper, we will consider a specific com-
munication scenario that uses a near-optimal erasure coding
scheme with the following throughput function:
τ(mt,xt)(t) = xt · I{Smt (t)≥xt}. (3)
where Sm(t) = Cn1 (t) + C
n
2 (t) + . . . + C
n
m(t) is the number
of connected channels when m channels are activated. This
communication scenario applies to a broad variety of wire-
less and optical communication scenarios as well as storage
applications [14].
B. Learning Problem
In rate allocation, we assumed a given belief µ about the
channel parameter µ∗. Remember that we do not have an a
priori knowledge about µ∗ at the beginning, and we learn
the channel statistics by using the channel feedback. In order
to maximize the revenue over time, it is required to have a
reliable estimate on µ∗ for the rate allocation policy, which
necessitates a learning policy that leads to a fast convergence.
Let µ¯n be an estimator of µ∗. We say that µ¯n is admissible if
it is based on the knowledge of activated channel realizations
until and excluding frame n, and arrivals until and including
n:
I{µ¯n=µ} ∈ σ({Cki (s) : i ∈ Uk(s), s ≤ T, k < n},
{A(k) : k ≤ n}),
for all µ ∈ [0, 1], where I is the indicator function, Un(t)
denotes the set of channels activated at time-slot t in frame n
and σ({Xi}Ji=1) denotes the σ-field generated by a collection
of random variables Xi, i = 1, 2, . . . , J .
Therefore, we can define an admissible joint learning and
rate allocation policy as follows:
piA(n)(µ¯n) =
∑
a∈A
I{A(n)=a}pia(µ¯n), (4)
where µ¯n is an admissible estimator and pia is an admissible
rate allocation policy.
C. Regret of an Admissible Policy
Recall that if a genie reveals the mean µ∗ to the controller,
the optimal rate allocation policy that maximizes the revenue
given A(n) = a is pi∗a(µ
∗). As the a priori knowledge of µ is
absent, an algorithm has to learn the mean, and maximize the
revenue simultaneously. Pseudo-regret, which will be simply
referred to as regret throughout this paper, is a common
measure to evaluate the performance of learning algorithms
[17]–[19]. The regret under an admissible policy piA(n)(µ¯n)
for a horizon N is defined as follows:
R¯N = E
N∑
n=1
∑
a∈A
I{A(n)=a}(J(a, pi∗a(µ∗))− J(a, pia(µ¯n))).
In words, regret is defined as the cumulative difference be-
tween the maximum expected revenue given the mean µ∗ and
the expected revenue under policy pi in N frames.
By using the admissibility of the policy pi, the regret can
be found as follows:
R¯N =
∑
a∈A
αa · Eµ∗
[ N∑
n=1
(
J(a, pi∗a(µ
∗))− J(a, pia(µ¯n))
)]
.
(5)
The objective in this paper is to design policies that provide
low regret. In the following section, we first investigate the
optimal rate allocation policy along with its characteristics,
and then propose learning algorithms that provably achieve
low regret.
III. PROPERTIES OF OPTIMAL RATE ALLOCATION POLICY
In this section, we will investigate the optimal rate allocation
policy and provide some important characteristics under a
specific channel assumption. We first describe a method based
on dynamic programming to find the optimal rate allocation
policy.
A. Rate Allocation as a Dynamic Programming Problem
Assume that the the controller has the belief µ for the
channel mean. Let Pm,x(µ) = P(Snm(T − s + 1) ≥ x) be
the probability of successful transmission where Snm(t) is the
total number of connected channels to transmit x packets over
m channels. Then, the optimization problem in frame n in (2)
can be recast as Bellman-Ford recursions as follows:
Js(Xs) = max
x≤Xs,m
{−dm+ Pm,x(µ) · x
+ Pm,x(µ) · Js−1(X − x) + (1− Pm,x(µ)) · Js−1(X)},
(6)
where the terminal cost J0 is the penalty function for un-
transmitted packets as before, the state variable Xs denotes
the number of remaining packets at the beginning of stage s,
XT = A(n).
Therefore, the optimal rate allocation policy can be stated
in the following way [15]:
(ms, xs) = arg max
(m,x):x≤Xs
{−dm
+ Pm,x(µ)
(
x+ Js−1(Xs − x)− Js−1(Xs)
)
}, (7)
for s = 1, 2, . . . , T with the initial condition J0(X) = −λX
for all X ∈ A.
Remark 1. Note that the value function in (6) is not the actual
value function as it assumes that the channel mean is the belief
µ, which is generally different from the actual mean µ∗. The
4average performance of a rate allocation policy (mt, xt) at
frame n given a belief µ¯n becomes as follows:
E[J(A(n), piA(n)(µ¯n)] =
∑
a∈A
αaEµ∗ [J(a, pia(µ¯n))], (8)
where J is defined in (1).
B. Characteristics of the Optimal Policy
We now investigate some important characteristics of the
optimal rate allocation policy that will be crucial in the
performance analysis of the learning policy. Throughout this
discussion, we assume that µ∗ is provided by a genie.
Proposition 1 (Critical point). Under optimal rate allocation
policy, there exists a critical ζ ∈ [ d1+λ , 2d1+λ ] such that∑T
t=1mt > 0 if and only if µ
∗ ≥ ζ.
Proof of Proposition 1 is given in the Appendix.
In regret analysis, it is crucial to find upper bounds on
instantaneous regret, i.e., mean-independent lower bounds on
the expected revenue. The following proposition provides such
a finite lower bound on the expected revenue.
Proposition 2. For any a ∈ A, there exists Ba = Ba(µ∗) > 0
such that Eµ∗ [J(a, pia(µ))] ≥ −Ba for all µ ∈ (0, 1).
Proof. At any time-slot, the throughput is upper bounded by
a, therefore at most a/d channels are used. In that case, a very
crude lower bound would be when throughput is 0 although
all channels are used, which implies Eµ∗ [J(a, pia(µ))] ≥
−Ta/d− λa.
Remark 2. By the same argument as Proposition 2, it is
straightforward to show that
∑T
t=1mt is upper bounded if
A is bounded: ∑Tt=1mt ≤Mmax = TAmax/d.
These characteristics will be fundamental in the analysis of
learning algorithms that will be presented in the next section.
C. Case Study: Delay-Tolerant and Delay-Intolerant Systems
We now investigate two extreme cases that will provide
important insights about the characteristics of the optimal rate
allocation policy: delay-tolerant and delay-intolerant systems.
Case I: Delay-Tolerant System: In the first extreme case,
we assume that there is at most one packet in the queue,
i.e., Amax = 1, and multiple time-slots for the successful
transmission of that packet, i.e., T ≥ 1. This corresponds to
a delay-tolerant system where each packet has multiple time-
slots for transmission.
The optimal rate allocation policy can be found by solv-
ing the Bellman-Ford recursions given in (6). Starting with
J0(1) = −λ, the optimal rate allocation policy can be found
as follows:
mt =
{
0, if µ∗ < d1−Jt−1(1)
k, if (1− µ∗)kµ∗ < d1−Jt−1(1) < (1− µ∗)k−1µ∗
(9)
for k = 1, 2, . . ., where xt = 0 if mt = 0 and xt = 1
otherwise.
Example: In the following, we investigate how the optimal
rate allocation policy varies with different values of µ∗ ∈ [0, 1]
in a specific setting. Figure 3 demonstrates {mt : t =
1, 2, . . . , T} where T = 4, d = 0.25 and λ = 1.
0 0.2 0.4 0.6 0.8 1
*
0
1
2
3
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m2
m3
m4
Fig. 3. Optimal policy as a function of µ for the case Amax = 1, d = 0.25,
T = 4 and λ = 1. The channel use becomes more aggressive as the deadline
approaches.
From Figure 3, we first observe that the number of activated
channels increases as the deadline approaches for any µ∗.
Secondly, at any time-slot, the number of activated channels
increases up to a certain µ∗, and then monotonically decreases
with the increasing µ∗. This stems from the fact that an
additional channel is costly when the reliability of current
channels is high enough.
There are three important observations that stem from (6)
and (9).
Proposition 3. 1) The value function increases over time:
Jt(1) ≥ Jt−1(1) for t = 1, 2, . . . , T .
2) The number of channel uses increases as the deadline
approaches: mt ≤ mt−1 for t = 1, 2, . . . , T .
3) The critical point is ζ = d1+λ , which is the lower limit
given in Prop. 1.
Proof. The first claim follows since mt = 0, ∀t is among the
possible decisions. The second claim follows from (9), which
says that mt is monotonically decreasing with Jt, which is
monotonically increasing with t.
Case II: Delay-Intolerant System: In the delay-intolerant
case, there are bursty arrivals with Amax > 1 that required to
be transmitted in only one time-slot in each frame, i.e., T = 1.
In order to analyze the optimal rate allocation policy in
this case, we will assume that channel use is feasible, i.e.,
µ∗ > ζ where ζ is the critical point, and devise a continuous
approximation via central limit theorem. We first define the
continuous approximation of the value function.
Definition 1. Let m,x ∈ R and Φ(z) = P(Z < z) where
Z ∼ N (0, 1). For any a ∈ A and λ ≥ 0, the continuous
approximation of the value function J1(a) is defined as
follows:
J˜1(a) = −λa+ max
x≤a,m
ν(m,x), (10)
5where ν(m,x) = −dm+ xΦ
(
x−mµ√
mµ(1−µ)
)
(1 + λ).
Note that J˜1(X) is a good approximation of J1(X) if x1 is
large and µ∗  ζ, which together imply that m1 is large.
Also, it is straightforward to show that ν(m,x) is unimodal
in x for a fixed m and also unimodal in m for a fixed x.
In the following, we show that if µ∗  ζ, then x1 = a,
i.e., it is optimal to transmit all the packets in the queue,
and provide important characteristics of optimal coding rate.
For a given word-length x, the following lemma provides
a way to find the optimal block-length, which will be very
useful in finding the optimal word-length for transmission and
characterizing the code rate.
Lemma 1. For a given x, let M∗(x) = arg max
m
ν(m,x) be
the optimal set. If µ∗ ≥ ζ, M∗(x) consists of exactly one
element and the unique maximizer m ∈ M∗(x) satisfies the
following equation:
(1 + λ)
x√
mµ∗(1− µ∗)ϕ
( x−mµ∗√
mµ∗(1− µ∗)
)
=
2d
r + µ∗
,
(11)
where r = xm is the code rate and ϕ(z) =
d
dzΦ(z) is the
density function of a standard Gaussian random variable.
Proof. For a fixed x, it is straightforward to show that
ν(m,x) is a smooth and unimodal function of m. Therefore,
there is a unique maximizer which can be found by solving
∂
∂mν(m,x) = 0.
In the next proposition, we show that the optimal code rate
is strictly below µ∗.
Proposition 4 (Characterization of the Code Rate). Assume
that µ∗ ≥ 2d1+λ . For any x ≥ pi/2, let the optimal code rate be
denoted as r(x) = x/m for m ∈ M∗(x). Then, there exists
δ = δ(x) > 0 such that r(x) = µ∗ − δ.
Proof. Fix x ≥ 1. Note that the function ν(m,x) is unimodal
for m ≥ 0 and the assumption µ∗ ≥ 2d1+λ implies that
ν( xµ∗ , x) > 0 by Proposition 1. Then,
∂
∂m
ν(
x
µ∗
, x) = (1 + λ)µ∗
√
x
2pi(1− µ∗) − d,
≥ d ·
(√ 2x
pi(1− µ∗) − 1
)
,
> 0,
where the second line follows from the assumption µ∗ ≥ 2d1+λ
and the last line follows since x ≥ pi/2. Together with this, the
unimodality implies that the optimal point m is strictly above
x
µ∗ . Hence, r(x) < µ
∗, i.e., the optimal code rate is strictly
below µ∗.
Remark 3. The result of Proposition 4 is very intuitive:
for a fixed word-length x, a slight increase in the block-
length m beyond x/µ∗ leads to an exponential increase in the
probability of success at the expense of only a linear increase
in the cost, which makes a slightly lower code rate than µ∗
optimal.
Finally, we show that if µ∗ is sufficiently large, then it is
optimal to attempt the transmission of all packets in the queue.
Proposition 5. If µ∗ ≥ min{1, 4d1+λ}, then x1 = a where
(m1, x1) is the optimal code selection.
Proof. For any x > 0, let m = m(x) ∈ M∗(x) and q(x) =
ν(m(x), x). We will show that dq(x)/dx ≥ 0 for all x, which
says that x1 = a and m1 ∈ M∗(a). By Envelope Theorem
[16],
dq(x)
dx
=
∂
∂x
ν(m,x),
= (1 + λ)(1− Φ
( x−mµ∗√
mµ∗(1− µ∗)
)
)
−(1 + λ) x√
mµ∗(1− µ∗)ϕ
( x−mµ∗√
mµ∗(1− µ∗)
)
,
= (1 + λ)(1− Φ
( x−mµ∗√
mµ∗(1− µ∗)
)
)
− 2d
x/m+ µ∗
,
where the last equality follows from the optimality condition
in Lemma 1. By Proposition 4, we have x < mµ∗, which
indicates that (1− Φ
(
x−mµ∗√
mµ∗(1−µ∗)
)
) > 1/2. Therefore,
dq(x)
dx
>
1 + λ
2
− 2d
µ∗
,
≥ 0,
where the last line is true if µ∗ ≥ min{1, 4d1+λ}. Thus,
dq(x)/dx > 0 and the proof follows.
This result is particularly important as it eliminates one of the
constraints in (6).
Example: In Figure 4 and Figure 5, we investigate the
behavior of (m1, x1) and code rate r over all possible
µ∗ ∈ [0, 1] in the delay-intolerant setting under the continuous
approximation. In this example, we assume that a = 6,
d = 0.25, λ = 1.
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Fig. 4. The optimal (m1, x1) for µ∗ ∈ [0, 1]. It is optimal to transmit all
packets in the queue for large enough µ∗.
In this case, we first observe that r < µ∗ for µ∗ ≥ 2d1+λ
and x1 = a for µ∗ ≥ 4d1+λ , which verify Proposition 4 and
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Fig. 5. The optimal code rate r for µ∗ ∈ [0, 1]. Code rate is strictly below
µ∗ for µ∗ ≥ 2d
1+λ
.
Proposition 5, respectively. Secondly, similar to the delay-
tolerant case, the channel use becomes less favorable as
the reliability µ∗ increases beyond a certain level since an
additional channel is not required when the existing ones are
already reliable.
In the following, we will introduce an index-based learning
algorithm based on the optimal rate allocation algorithm, and
show that it achieves desirable performance.
IV. LEARNING ALGORITHM: UCB-DEADLINE
In this section, we will introduce an index-based algorithm
called that UCB-Deadline, which achieves order-optimal regret
performance for the exploration-and-exploitation problem at
hand. In this section, we first develop the algorithm, then find
regret upper bounds that will lead us to the optimality result.
A. UCB-Deadline
For the exploration-and-exploration problem at hand, learn-
ing must be reinforced when the confidence is low in order
to avoid linear regret in certain sample paths on which
exploration is stopped at an early stage, and the estimates
must converge to the true mean after a sufficiently long
time for achieving small regret in the long-run. Utilization
of upper confidence bound (UCB) in the absence of the true
mean reinforces learning through ”optimism in the face of
uncertainty” [17], therefore is a suitable strategy in algorithm
design. In the following, we define a policy named UCB-
Deadline that makes use of UCB to determine the number
of channels to be activated.
Definition 2 (UCB-Deadline). Let M(n) =
∑T
t=1mt be the
number of channels that are activated in frame n, Z(n) =∑n
k=1M(k) be the number of activated channels until frame
n, and
ξ(n) =
1
Z(n)
n∑
k=1
T∑
t=1
∑
i∈Uk(t)
Cki (t), (12)
be the sample mean of activated channels until frame n, and
cn,s =
√
β logn
2s for β > 0. UCB at frame n is defined as
follows:
µ¯Z(n−1)(n) = ξ(n− 1) + cn,Z(n−1). (13)
Let µˆs be the sample mean of channel realizations after
s channel uses. Since all channels are iid and symmetric,
ξ(n − 1) d= µˆZ(n−1), which will provide simplicity in the
performance analysis.
With these definitions, UCB-Deadline with parameter β,
denoted as UCB-Deadline(β), is summarized in Algorithm 1,
Algorithm 1: UCB-Deadline(β)
input: β > 0
Initialization: Z(0) = 1; ξ(0) ∼ Ber(µ∗);
for n = 1, 2, . . . , N do
µ¯Z(n−1)(n) = ξ(n− 1) + cn,Z(n−1);
XT = A(n);
for t = T, T − 1, . . . , 1 do
(mt, xt) = (pi
∗
A(n))
t(µ¯Z(n−1)(n));
if mt ≥ xt then
Xt−1 = Xt − xt;
else
Xt−1 = Xt;
Z(n) = Z(n− 1) +∑Tt=1mt;
ξ(n) = 1Z(n) ·
(
Z(n−1) ·ξ(n−1)+∑Tt=1 mt∑
i=1
Cni (t)
)
;
where (pi∗A(n))
t is the optimal policy defined in (2).
In the following subsection, performance guarantees under
UCB-Deadline will be presented in the form of regret upper
bounds.
B. Regret Analysis of UCB-Deadline
In this section, we will provide upper bounds for the regret
under UCB-Deadline. The strategy to accomplish this is as
follows: first we will provide two lemmas in a general setting,
and then use these lemmas to upper bound the regret under
UCB-Deadline.
Lemma 2. Consider a case where the optimal policy is pi∗a(µ∗)
makes decisions ma · I{µ∗>ζ} where ma = (mTa , . . . ,m1a).
Let Z0(n) =
∑n
t=1 I{pi∗A(n)(µ¯Z(n−1)(n))=(0,0)} be the number
of frames when all channels are idle under UCB-Deadline.
Under UCB-Deadline with β ≥ 3, the following upper bounds
are obtained for any a ∈ A:
1) If µ∗ > ζ, then E[Z0(N)] ≤ TMmax pi26 ,
2) If µ∗ ≤ ζ, then
E[N − Z0(N)] ≤ 2β logN
(ζ − µ∗)2 + TMmax
pi2
6
,
for all N ≥ 1.
Lemma 2 implies that in a binary decision case, UCB-Deadline
makes a bounded number of wrong decisions if the true mean
is higher than the critical point, and a logarithmically growing
number of wrong decisions over time otherwise in the expected
sense.
7Lemma 3. Fix a ∈ A. Let ζla < ζua be two given constants in
[0, 1]. Consider the following optimal policy:
(mt, xt) =

(0, 0), if µ∗ < ζla
(m∗t , x
∗
t ), if µ
∗ ∈ [ζla, ζua ]
(m˜t, x˜t), if µ∗ > ζua .
(14)
for some (m∗t , x
∗
t ) > 0 and (m˜t, x˜t) > 0. Assume µ
∗ ∈
[ζla, ζ
u
a ]. Under UCB-Deadline with β ≥ 4, the following upper
bounds hold for all n ≥ 1:
1) E[
∑N
n=1 I{pi∗A(n)(µ¯Z(n−1)(n))=(0,0)}] ≤ TMmax pi
2
6 .
2) E[
∑N
n=1 I{pi∗A(n)(µ¯Z(n−1)(n))=(m˜,x˜)}] ≤ TMmax pi
2
6 +
Ψ(
(µ∗−ζua )2
2β ) <∞, where
Ψ() = n + TMmax · pi
2
2
∞∑
n=1
1
(n− log(n+ 1)/)2
and n = inf{n : n− log(n+1) > 0}.
Lemma 3 says that if the true mean is in an interval with
nonempty interior so that the correct decision can be made
after sufficient concentration around the mean, then the num-
bers of wrong decisions under UCB-Deadline are bounded in
both directions in the expected sense.
Proofs of Lemma 2 and Lemma 3 will be given in Appendix.
The following theorem provides performance guarantees
under UCB-Deadline.
Theorem 1 (Regret Upper Bounds for UCB-Deadline). The
following upper bounds hold for the regret under UCB-
Deadline with parameter β ≥ 4.
1) If µ∗ < ζ, then
R¯N ≤
∑
a∈A
αa ·Ba ·
( 2β logN
(d− µ∗)2 + TMmax
pi2
6
)
. (15)
2) If µ∗ ≥ ζ, let ζla ≤ µ∗ ≤ ζua be the largest interval such
that pi∗a(µ) = pi
∗
a(µ
∗), ∀µ ∈ [ζla, ζua ] for any a ∈ A.
Then,
R¯N ≤
∑
a∈A
αa
(
E[J(a, pi∗a(µ∗))] +Ba
)
· (TMmaxpi
2
3
+ Ψ
( (µ∗ − ζua )2
2β
)
), (16)
for all N ≥ 1.
Proof. 1) Note that µ∗ < ζ implies that pi∗a(µ
∗) = (0,0)
and therefore J(a, pi∗a(µ
∗)) = 0, ∀a ∈ A. Thus, the
regret is upper bounded by using (5) as follows:
R¯N =
∑
a∈A
αa · E
[ N∑
n=1
−J(a, pi∗a(µ¯(n)))
]
≤
∑
a∈A
αa · E[
N∑
n=1
Ba · I{Ia(t)6=0}]
=
∑
a∈A
αaBa · E[N − Z0(N)]
(a)
≤
∑
a∈A
αaBa · ( 2β logN
(ζ − µ∗)2 + TMmax
pi2
6
),
where (a) follows from Lemma 2.
2) Let ∆Jmaxa = E[J(a, pi∗a(µ∗)) +Ba]. Note that ∆Jmaxa
is an upper bound for the instantaneous regret for any
a ∈ A. Then, the regret under UCB-Deadline can be
upper bounded as follows:
R¯N ≤
∑
a∈A
αa∆J
max
a
N∑
n=1
E
[
I{pi∗a(µ¯(n)) 6=pi∗a(µ∗)}
]
≤
∑
a∈A
αa∆J
max
a
N∑
n=1
E
[
I{µ¯(n)<ζla} + I{µ¯(n)>ζua }
]
(a)
≤
∑
a∈A
αa∆J
max
a
·
N∑
n=1
E
[
I{pi∗a(n)=0} + I{pi∗a(n)= min
µˆ>ζua
I∗a(µˆ)}
]
(b)
≤
∑
a∈A
αa∆J
max
a (TMmax
pi2
3
+ Ψ(
(ζua − µ∗)2
2β
)),
where (a) follows from the fact that minimal learning
and maximal possible regret per timeslot maximize the
overall regret, and (b) is a direct application of Lemma
3.
Theorem 1 implies that the regret under UCB-Deadline is
bounded if transmission is feasible, i.e., µ∗ ≥ ζ where ζ is
the critical point. This is an interesting result since in most
exploration-exploitation problems, the regret is logarithmic
[17], [18].
In the following theorem, we will state that UCB-Deadline
is order-optimal in all cases.
Theorem 2 (Optimality of UCB-Deadline). For the learning
problem, UCB-Deadline with parameter β ≥ 4 is order
optimal, i.e., no other admissible learning algorithm can
achieve better than Θ(logN) regret if µ∗ < ζ and Θ(1) regret
if µ∗ ≥ ζ.
Proof. It is clear that Θ(1) is the best any policy can achieve
if µ∗ ≥ ζ. If µ∗ < ζ, the optimal policy turns out to be
(mt, xt) = (0, 0), ∀t. This case is a straightforward instance
of a classical stochastic multi-armed bandit scenario with
two arms: (mt, xt) = (0, 0), ∀t corresponds to pulling a
hypothetical arm with higher yield, and any other decision
corresponds to pulling a suboptimal arm. Since no channel
is activated if (mt, xt) = (0, 0), ∀t, it is clearly a two-
arm classical MAB problem. It is well-known that the regret
is logarithmic in such cases, hence UCB-Deadline is order
optimal in all cases.
V. NUMERICAL RESULTS
In this section, we will provide simulation results for per-
formance analysis in a variety of scenarios. As a performance
benchmark, we will utilize a Bayesian learning policy based
on Thompson Sampling. We first introduce the learning policy.
In problems that involve exploration-and-exploitation trade-
off, Thompson Sampling provides effective solutions that re-
inforce learning through randomization [22]. In the following,
8we propose an algorithmic prescription to the learning problem
at hand based on Thompson Sampling, which is abbreviated
as TS-Deadline.
Definition 3 (TS-Deadline). Let Beta(θ0, θ1) denote the
beta distribution with parameters θi > 0 for i = 0, 1
whose probability density function is given by f(x; θ0, θ1) =
Γ(θ0+θ1)
Γ(θ0)Γ(θ1)
(1− x)θ0−1xθ1−1 [22]. TS-Deadline is described in
Algorithm 2.
Algorithm 2: TS-Deadline
Initialization: θ0(0) = 1, θ1(0) = 1
for n = 1, 2, . . . , N do
µ¯TS(n) ∼ Beta(θ0(n− 1), θ1(n− 1));
XT = A(n);
for t = T, T − 1, . . . , 1 do
(mt, xt) = (pi
∗
A(n))
t(µ¯TSZ(n−1)(n));
if mt ≥ xt then
Xt−1 = Xt − xt;
else
Xt−1 = Xt;
θk(n) = θk(n− 1) +
∑T
t=1
mt∑
i=1
I{Cni (t)=k}, k = 0, 1.
A. Regret Investigation in Extreme Cases
We first analyze the performance of UCB-Deadline and
compare with TS-Deadline for the delay-tolerant and delay-
intolerant systems investigated in Section III.
1) Performance in Delay-Tolerant Scenario: We analyze
the performance of the learning algorithms in the delay-
tolerant system for which we characterized the optimal rate
allocation policy in Section III. For A(n) = 1, ∀n, d = 0.25,
T = 4, λ = 1, recall that the optimal rate allocation algorithm
is illustrated in Figure 3. For this specific example, we choose
two µ∗ values, which are below and above the critical point,
and analyze the performances of UCB-Deadline and TS-
Deadline.
First, we consider µ∗ = 0.05, which is below the critical
point as it can be seen in Figure 3. For this case, m =
(0, 0, 0, 0) and JT (1) = −1 given the true mean µ∗. The
regrets and throughputs under UCB-Deadline and TS-Deadline
are given in Figure 6-7.
By Theorem 1, the upper bound for the regret under UCB-
Deadline is logarithmic over time, consistent with these sim-
ulation results. It is observed that TS-Deadline also has an
increasing regret, but it achieves lower regret than UCB-
Deadline in this case.
Since µ∗ < ζ in this case, it is optimal to stay idle, which
implies zero throughput. From Figure 7, we observe that
throughput under both algorithms decay, the decay rate is
higher under TS-Deadline.
In order to observe the behavior of the learning policies
above the critical point, we consider µ∗ = 0.7 in the
same delay-tolerant setting. The regret performances of UCB-
Deadline and TS-Deadline are given in Figure 8.
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Fig. 6. Regrets achieved by UCB-Deadline and TS-Deadline for the case
A(n) = 1, ∀n, d = 0.25, T = 4, λ = 1 and µ∗ = 0.05. Both algorithms
achieve logarithmic regret, and TS-Deadline provides faster convergence
compared to UCB-Deadline up to a coefficient.
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Fig. 7. Throughputs achieved by UCB-Deadline and TS-Deadline for the
case A(n) = 1, ∀n, d = 0.25, T = 4, λ = 1 and µ∗ = 0.05.
Both algorithms achieve logarithmic regret, and TS-Deadline provides faster
convergence compared to UCB-Deadline up to a coefficient.
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Fig. 8. The regret performances of UCB-Deadline and TS-Deadline for the
case A(n) = 1, ∀n, d = 0.25, T = 4, λ = 1 and µ∗ = 0.7. Both
algorithms achieve bounded regret.
9From Figure 8, it is observed that the regret stays bounded,
which is foreseen by Theorem 1.
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Fig. 9. Throughputs under UCB-Deadline and TS-Deadline for the case
A(n) = 1, ∀n, d = 0.25, T = 4, λ = 1 and µ∗ = 0.7. Throughput
converges to 1 in both cases.
Throughput under both algorithms converge to 1. TS-Deadline
provides faster convergence up to a coefficient in this case as
well.
B. Performance in Delay-Intolerant Scenario
In this subsection, we analyze the performance of UCB-
Deadline and TS-Deadline in a delay-intolerant scenario. In
these simulations, we assume that T = 1, λ = 0, d = 0.2
and Amax = 6. The arrival process is chosen as an iid
uniform distribution, which has the following probability mass
function:
P(A(n) = k) =
{
1
Amax+1
, if 0 ≤ k ≤ Amax
0, otherwise
(17)
where Amax is the maximum number of arrivals in a frame.
Performance results for µ∗ = 0.05 and d = 0.2 are
illustrated in Figure 10 with the same truncated Poisson
distribution for the arrival process. Note that µ∗ < ζ in this
case, and therefore channel usage is infeasible for any queue-
length. By Theorem 1, the upper bound for the regret under
UCB-Deadline is logarithmic over time, consistent with the
simulation results. It is observed that TS-Deadline also has
an increasing regret, but it achieves significantly lower regret
than UCB-Deadline in this case as well.
For µ∗ = 0.81 and d = 0.25, simulation results under UCB-
Deadline and TS-Deadline are provided in Figure 12. The
arrival distribution {αa}a∈A is chosen as a truncated Poisson
distribution with maximum element Amax = 6.
Since µ∗ > ζ in this case, the regret is bounded by Theorem 1,
which is verified by Figure 12. Also, it is noteworthy that TS-
Deadline achieves smaller regret than UCB-Deadline in this
case.
In both settings, we observed that TS-Deadline has a bet-
ter regret performance compared to UCB-Deadline up to a
coefficient. In the following, we present an example in which
UCB-Deadline performs significantly better than TS-Deadline.
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Fig. 10. The regret performances of UCB-Deadline and TS-Deadline for the
case Amax = 6, d = 0.25, T = 1, λ = 1 and µ∗ = 0.05. Both algorithms
have logarithmic regret.
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Fig. 11. The throughput performances of UCB-Deadline and TS-Deadline
for the case Amax = 6, d = 0.25, T = 1, λ = 1 and µ∗ = 0.05. Both
algorithms have logarithmic regret.
C. Disadvantage of TS-Deadline
As we saw in the previous cases, TS-Deadline provides
lower regret than UCB-Deadline as in many other exploration-
exploitation problems [22] due to its fast convergence rate.
In this subsection, we will provide an interesting case where
UCB-Deadline outperforms TS-Deadline.
Consider a delay-intolerant case where A(n) = 2, T = 1,
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Fig. 12. The regret and throughput performances of UCB-Deadline and TS-
Deadline for the case Amax = 6, d = 0.25, T = 1, λ = 1 and µ∗ = 0.81.
Both algorithms achieve bounded regret.
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Fig. 13. The regret and throughput performances of UCB-Deadline and TS-
Deadline for the case Amax = 6, d = 0.25, T = 1, λ = 1 and µ∗ = 0.81.
Both algorithms achieve bounded regret.
λ = 0 and d = 0.2, and the number of channels is limited
as m1 ≤ 2. In this specific case, the performance of each
algorithm for a horizon N = 10000 is illustrated in Figure
14.
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Fig. 14. The regret performances of UCB-Deadline and TS-Deadline for the
case A(n) = 2, ∀n, d = 0.2, T = 1, λ = 0 and N = 10000. UCB-
Deadline outperforms TS-Deadline if µ∗ > d.
In this example, we observe that if µ∗ > d, then UCB-
Deadline outperforms TS-Deadline significantly. This is be-
cause UCB-Deadline has a positive bias which provides bigger
advantage against TS-Deadline, which has a two-way bias
due to the randomization when µ∗ is slightly above the
critical point. This particular structure enables UCB-Deadline
to outperform TS-Deadline in this specific example.
VI. CONCLUSION
In this paper, we investigated the channel allocation problem
in a wireless network under a deadline-constrained traffic
when the channel statistics and channel state information
are unknown. We first identified the optimal rate allocation
policy assuming that the channel statistics are known by the
controller, and analyzed its important characteristics. Then,
we proposed an index-based learning algorithm named UCB-
Deadline. We proved that the regret under UCB-Deadline is
bounded in the likely case that channel use is feasible, and
logarithmic otherwise. This is an interesting result as the regret
is logarithmic in most MAB problems.
It is assumed that there is a single class of independent and
statistically symmetric channels in this work. UCB-Deadline
is proved to achieve a bounded regret by incorporating the
number of pending packets and utilizing the knowledge of
statistical symmetry of the channels. In an extension of this
setting where there are multiple classes of statistically symmet-
ric channels, a similar exploitation of statistical symmetry may
provide significant performance improvements. As a future
work, we would like to investigate the learning problem in
this extended setting.
As a performance benchmark, we introduced a Bayesian
learning policy named TS-Deadline, and investigated its per-
formance numerically. We observed that it achieves lower
regret than its UCB counterpart in some cases, but there exist
cases where UCB-Deadline outperforms TS-Deadline, i.e., TS-
Deadline is not uniformly better than UCB-Deadline.
On the side of the service, an interesting extension of
this work might be the learning problem where certain QoS
requirements such as delivery ratio and service regularity must
be met.
APPENDIX
A. Proof of Proposition 1
Proof. The proof stems from the following lemmas.
Lemma 4. If m1 = 0, then mt = 0 for all t > 0.
Proof. From (6), we observe that for any X ∈ A,
J1(X) = −λX + max
x≤X,m
{−dm+ xPm,x(µ∗)(1 + λ)} (18)
holds. If m1 = 0, it implies that −dm+xPm,x(µ∗)(1 +λ) <
0 for all m > 0, and J1(X) = J0(X) = −λX . Identical
situation arises in the next steps and the proof follows by
induction.
Lemma 5. If µ∗ < d1+λ , then mt = 0 for all t and X .
Proof. If X = 0, then the result trivially holds. If X > 0,
Markov inequality provides the following result:
Pm,x(µ
∗) ≤ mµ
∗
x
(19)
for any 0 < x ≤ X . Plugging this into the Bellman-Ford
recursion at stage s = 1,
J0(X) ≤ J1(X) ≤ J0(X) + max
x≤X,m
{−dm+ xmµ
∗
x
(1 + λ)}
(20)
which implies that m1 = 0 if µ∗ < d1+λ . By Lemma 4, mt = 0
for all t.
Lemma 6. If µ∗ ≥ 2d1+λ , then m1 > 0.
Proof. Setting x = mµ∗ and using the fact that x = mµ∗ is
the median of Binomial distribution provides the result.
Lemma 7. Let Λ = {µ∗ ∈ [0, 1] : ∑Tt=1mt = 0}. Then, Λ is
a connected set.
Proof. Take a non-zero µ0 ∈ Λ. Then, by definition, for any
m > 0, we know that −dm + xPm,x(µ0)(1 + λ) < 0. For
any µ < µ0, Pm,x(µ) < Pm,x(µ0) and therefore −dm +
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xPm,x(µ)(1 + λ) < 0, which implies that no channel is used
and thus µ ∈ Λ.
Lemma 7 states that the idle region is a continuum in the
unit interval. With this, Lemma 5 and Lemma 6 together
establish subsets of idle and non-idle regions, respectively.
Continuity of Pm,x(µ) provides the result.
B. Proof of Lemma 2
1) If µ ≥ d,
Z0(n) =
N∑
n=1
I{µ¯Z(n−1)(n)<d}
≤
N∑
n=1
I{min{µ¯s(n)<d: 1≤s≤TMmax·n}}
≤
N∑
n=1
TMmax·n∑
s=1
I{µ¯s(n)<d}
≤
N∑
n=1
TMmax·n∑
s=1
I{µ¯s(n)<µ∗}.
by following a similar path as [17]. Taking the expecta-
tion and using Chernoff-Hoeffding Bound, the following
is obtained if β ≥ 3:
E[Z0(n)] ≤ TMmax
N∑
n=1
n1−β
≤ TMmax
∞∑
n=1
n1−β ≤ TMmaxpi
2
6
.
2) The following claim is necessary for proving this part.
Claim 1. If
∑
tmt > 0, then at least one of the
following must hold:
a) µˆZ(n−1) ≥ µ∗ + cn,Z(n−1)
b) Z(n− 1) < 2β logN(d−µ∗)2 .
Proof of Claim 1. Suppose neither holds. Then,
µˆZ(n−1) + cn,Z(n−1) < µ∗ + 2cn,Z(n−1)
≤ µ∗ + 2cn,Z(n−1)
≤ µ∗ + (d− µ∗) = d.
Thus, pi∗A(n)(n) = (0,0).
Let l =
⌈
2β logN
(d−µ∗)2
⌉
. Then, by using a similar methodol-
ogy as [17],
N − Z0(N) ≤
N∑
n=1
I{µ¯Z(n−1)(n)>d,Z(n−1)≥l} + l
=
N∑
n=1
I{µˆZ(n−1)≥µ+cn,Z(n−1)} + l
≤
N∑
n=1
TMmaxn∑
s=1
I{µˆZ(n−1)≥µ+cn,Z(n−1)} + l,
where the first line holds with equality iff Z(n− 1) ≥ l
and the second line follows from Claim 1. Taking the
expectation and exploiting Chernoff-Hoeffding Bound,
the result is obtained.
C. Proof of Lemma 3
1) Proof of this part is similar to the proof of the first part
of Lemma 2.
2) The following claims play an essential role in the proof.
Claim 2. If mt = m˜t, ∀t, then at least one of the
following must hold:
a) µˆZ(n−1) > µ+ cn,Z(n−1),
b) cn,Z(n−1) >
ζua−µ∗
2 .
Claim 3. For any N ≥ 1, UCB-P with parameter β ≥ 4
provides the following:
E[Z20 (N)] ≤ TMmax
pi2
2
.
Claim 4. For any  > 0, UCB-P with β ≥ 4 implies the
following:
∞∑
t=0
P
( log(n+ 1)
Z(n)
> 
)
≤ Ψ() <∞
The proofs for Claim 2, Claim 3 and Claim 4 are given
at the end of this subsection.
Let Z˜(N) =
∑N
n=1 I{m=m˜}. Using Claim 2, Z˜(N) can
be upper bounded as follows:
Z˜(N) ≤
N∑
n=1
I{cn,Z(n−1)> ζ−µ∗2 or µˆZ(n−1)>µ∗+cn,Z(n−1)}
≤
N∑
n=1
I{cn,Z(n−1)> ζ−µ∗2 }
+
n∑
n=1
I{µˆZ(n−1)>µ+cn,Z(n−1)}
=
N∑
n=1
I{ logn
Z(n−1)>
(ζ−µ∗)2
2β }
+
N∑
n=1
I{µˆZ(n−1)>µ+cn,Z(n−1)}.
Thus, E[Z˜(N)] is upper bounded as follows:
E[Z˜(N)] ≤
N∑
n=1
P
( log(n)
Z(n− 1) >
(ζ − µ∗)2
2β
)
+
pi2
3
.
(21)
The first term on the right-hand side of (21) is upper
bounded by Claim 4 with  = (ζ−µ
∗)2
2β . Thus the proof
follows.
Proof of Claim 2. Suppose neither holds. Then,
µ¯Z(n−1) + cn,Z(n−1) ≤ µ+ 2 · cn,Z(n−1)
≤ µ∗ + 2 · ζ − µ
∗
2
= ζ.
Thus, m 6= m˜.
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Proof of Claim 3. The decomposition of Z20 (N) into diago-
nal and off-diagonal elements and union bound provide the
following upper bound:
Z20 (N) ≤
N∑
n=1
I{µ¯Z(n−1)(n)≤d} + 2
N−1∑
n=1
N∑
s=n+1
I{µ¯Z(s−1)(s)≤d}
≤
N∑
n=1
TMmaxn∑
r=1
I{µ¯r(n)≤d} + 2
N−1∑
n=1
N∑
s=n+1
I{µ¯r(s)≤d}.
Taking the expectation, and applying Chernoff-Hoeffding
Bound,
EZ20 (N) ≤ TMmax
N∑
n=1
n1−β + 2TMmax
N−1∑
n=1
N∑
s=n+1
s1−β
≤ TMmax
N∑
n=1
n1−β + 2TMmax ·
N∑
n=1
n2−β
≤ TMmax(pi
2
6
+
pi2
3
) = TMmax
pi2
2
.
Proof of Claim 4. Fix  > 0. Note that
Z(N) = N − Z0(N) + Z2(N)
≥ N − Z0(N).
Therefore,
P
( log(n+ 1)
Z(n)
> 
)
≤ P
(
Z0(n) > n− log(n+ 1)

)
. (22)
If t− log(n+1) > 0, Markov Inequality applied to the RHS
of (22) implies the following:
P
(
Z0(n) > n− log(n+ 1)

)
≤ EZ
2
0 (n)
(n− log(n+1) )2
. (23)
Let n = inf{n : n− log(n+1) > 0}. Then, by Claim 3,
∞∑
n=0
P
( log(n+ 1)
Z(n)
> 
)
≤ Ψ() <∞.
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