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Abstract
The notion of disjoint weighing matrices is introduced as a generalization of orthogo-
nal designs. A recursive construction along with a computer search lead to some infinite
classes of disjoint weighing matrices, which in turn are shown to form commutative asso-
ciation schemes with 3 or 4 classes.
1 Introduction
A weighing matrix of order n and weight w, denoted W (n,w), is an n × n (0, 1,−1)-
matrix W such that WW⊤ = wIn, where In denotes the identity matrix of order n. An
orthogonal design of order n and type (w1, . . . , wk) in variables x1, . . . , xk, denoted by
OD(n;w1, . . . , wk), is a square (0,±x1, . . . ,±xk)-matrix D, where x1, . . . , xk are distinct
commuting indeterminates, such that
DD⊤ = (w1x21 + · · ·+ wkx2k)In.
Splitting the matrix D =
∑k
i=1 xiWi, where each Wi is a weighing matrix W (n,wi), then∑k
i=1Wi is a (0, 1,−1)-matrix.
Furthermore, the weighing matrices Wi satisfy the antiamicability condition WiW
⊤
j +
WjW
⊤
i = On for any distinct pair i, j, where On denotes the zero matrix of order n. The
antiamicability condition imposes restrictions on the number of disjoint weighing matrices
stemming from orthogonal designs. Relaxing this condition provides a much larger class
of disjoint weighing matrices enjoying very nice properties. This has motivated us to
study these matrices. For a (0, 1,−1)-matrix X , denote by |X | the matrix obtained by
replacing −1 with 1 in X .
Definition 1.1. Let n, k, w1, . . . , wk be positive integers and let Wi be a weighing ma-
trix of order n and weight wi for i ∈ {1, . . . , k}. If Wi are disjoint, that is
∑k
i=1 |Wi|
is a (0, 1)-matrix, then we call W1, . . . ,Wk disjoint weighing matrices denoting it by
DW (n;w1, . . . , wk).
The variety of applications of disjoint weighing matrices includes their use in the
construction of Bush-type Hadamard matrices [8], their role as the building blocks of
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orthogonal designs and their use in the construction of symmetric group divisible designs
and association schemes [12]. Craigen [2] used these matrices in his study of disjoint
weighing designs.
The notation DW(n; [n−1
k
]k) will be used to show k disjoint weighing matrices of
order n and weight n−1
k
. The main focus of the paper is on the skew-symmetric disjoint
weighing matrices DW(km+ 1; [m]k) whose sum is the complete design Jkm+1 − Imk+1,
where Jn is the all one matrix of order n. . In Section 2, we construct skew-symmetric
DW(n; [n−13 ]
3) for n ∈ {7 · 4m, 10 · 4m, 17 · 4m} and also DW(2mn, [ 2mn−12n−1 ]2
n−1) by using
the Goethals-Seidel arrays and a new recursive method.
Imprimitive association schemes with few classes have been constructed from design
theoretic objects such as symmetric designs, linked systems of symmetric designs [3], [13],
those of symmetric group divisible designs [10], [12], and spherical designs [4]. In Section
3, we make use of the constructed disjoint skew weighing matrices and specific Hadamard
matrices to offer a generalization of symmetric group divisible designs. Furthermore, we
construct commutative association schemes with 3 or 4 classes from this.
2 A recursive construction
For circulant n× n (0, 1,−1)-matrices A,B,C,D, a Goethals-Seidel array is

A BR CR DR
−BR A D⊤R −C⊤R
−CR −D⊤R A B⊤R
−DR C⊤R −B⊤R A

 ,
where R is the back identity matrix of order n. If A is skew-symmetric and AA⊤+BB⊤+
CC⊤+DD⊤ = wIn, then the Goethals-Seidel array provides a skew-symmetric weighing
matrix of order 4n and weight w. Note that for w = n− 1, it must be that n is odd since
for even n, skew-symmetric matrix A has at least two zeros in each row. We use this
array to construct skew-symmetric DW(n; [n−13 ]
3) for some small values of n through a
computer search. This can be done only when n is 4 congruent modulo 12.
Lemma 2.1. There exist skew-symmetric DW(28; 9, 9, 9) and DW(52; 17, 17, 17).
Proof. The following row vectors ai, bi, ci, di (i = 1, 2, 3) are the first rows of circulant
matrices being used in Goethals-Seidel array in order to construct three skew-symmetric
weighing matrices of order 28 and weight 9:
a1 = (0, 1, 0, 0, 0, 0,−1), a2 = (0, 0, 0, 1,−1, 0, 0), a3 = (0, 0, 1, 0, 0,−1, 0),
b1 = (0, 0, 0, 1, 0, 1, 0), b2 = (0, 0, 0, 0, 0, 0, 1), b3 = (−1, 1, 1, 0, 1, 0, 0),
c1 = (0, 0, 0, 0, 0, 1, 0), c2 = (−1, 1, 1, 0, 1, 0, 0), c3 = (0, 0, 0, 1, 0, 0, 1),
d1 = (−1, 1, 1, 0, 1, 0, 0), d2 = (0, 0, 0, 0, 0, 1, 1), d3 = (0, 0, 0, 1, 0, 0, 0).
For the other case, we use the following row vectors ai, bi, ci, di (i = 1, 2, 3) as the first
rows of circulant matrices being used in Goethals-Seidel array in order to construct three
skew-symmetric weighing matrices of order 52 and weight 17:
a1 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), b1 = (1,−1,−1,−1,−1, 0,−1, 0, 0, 0, 0, 0, 0),
c1 = (1,−1, 1, 1,−1,−1, 0, 0, 0, 0, 0, 0, 0), d1 = (0, 0, 0, 0,−1, 0, 0, 1,−1, 0,−1, 0, 1),
a2 = (0, 1, 0, 1, 1,−1, 0, 0, 1,−1,−1, 0,−1), b2 = (0, 0, 0, 0, 0,−1, 0, 0, 1,−1, 0,−1, 0),
c2 = (0, 0, 0, 0, 0, 0,−1, 0, 0,−1,−1, 0, 0), d2 = (0, 0, 0, 0, 0, 0,−1, 0, 0, 0, 0,−1, 0),
a3 = (0, 0, 1, 0, 0, 0, 1,−1, 0, 0, 0,−1, 0), b3 = (0, 0, 0, 0, 0, 0, 0,−1, 0, 0,−1, 0,−1),
c3 = (0, 0, 0, 0, 0, 0, 0,−1, 1, 0, 0,−1,−1), d3 = (1, 1, 1,−1, 0, 1, 0, 0, 0,−1, 0, 0, 0).
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Remark 2.2. There is no compelling reason that an OD(52; 17, 17, 17) may exist and
an exhaustive computational search to find it requires a long time mainly due to the
antiamicability requirements of the three disjoint weighing matrices. In order to search
for any orthogonal design the first step is to find the corresponding disjoint weighing
matrices. The computer search for three disjoint weighing matrices was feasible and the
three disjoint W (52, 17) were found. We believe that there is a DW(3k + 1; k, k, k) for
every positive integer k ≡ 1 (mod 4).
By [7], an OD(40; 13, 13, 13) exists which results in the following.
Lemma 2.3. There exist skew-symmetric DW(40; 13, 13, 13).
We prepare the following lemma for a recursive construction.
Lemma 2.4. For any positive integer m, there exist symmetric Hadamard matrices
H1, . . . , H2m−1 of order 2m and skew-symmetric signed permutation matrices K1, . . . ,K2m−1
of order 2m satisfying
(1) HiK
⊤
i = KiH
⊤
i for i ∈ {1, . . . , 2m − 1}, and
(2)
∑2m−1
i=1 |Ki| = J2m − I2m .
Proof. For m = 1, the desired matrices are
H =
(
1 1
1 −1
)
, K =
(
0 1
−1 0
)
.
For m ≥ 2, we prove the statement by induction on m simultaneously with the follow-
ing fact that there exist symmetric Hadamard matrices L1, . . . , L2m−1 of order 2m and
symmetric signed permutation matrices M1, . . . ,M2m−1 of order 2m satisfying
(a) LiM
⊤
i =MiL
⊤
i for i ∈ {1, . . . , 2m − 1}, and
(b)
∑2m−1
i=1 |Mi| = J2m − I2m .
For m = 2, let Q =
(
1 0
0 −1
)
and R = J2 − I2. Then (Hi,Ki) (i = 1, 2, 3) are
(H ⊗H,K ⊗ I), (H ⊗H, I ⊗K), (I2 ⊗ (Q +R) +R⊗ (Q −R), R⊗K),
and (Li,Mi) (i = 1, 2, 3) are
(I2 ⊗ (Q+R) +R⊗ (Q−R), R⊗ I), ((Q +R)⊗ I2 + (Q−R)⊗R, I ⊗R), (H ⊗H,K ⊗K).
Assume that the case of m is true, namely there exist pairs (Hi,Ki) and (Li,Mi)
(i ∈ {1, . . . , 2m − 1}) satisfying (1), (2) and (a), (b) respectively. Then the following are
pairs of symmetric Hadamard matrices and skew-symmetric signed permutation matrices
satisfying (1) and (2):
• (H ⊗Hj , I2 ⊗Kj) for j ∈ {1, . . . , 2m − 1},
• (H ⊗ Lj,K ⊗Mj) for j ∈ {1, . . . , 2m − 1},
• (H⊗(m+1),K ⊗ I2m),
and the following are pairs of symmetric Hadamard matrices and symmetric signed per-
mutation matrices with diagonals 0 satisfying (a) and (b):
• (H ⊗Hj ,K ⊗Kj) for j ∈ {1, . . . , 2m − 1},
• (H ⊗ Lj, I ⊗Mj) for j ∈ {1, . . . , 2m − 1},
• ((I ⊗ (Q +R) +R⊗ (Q −R))⊗H⊗m, R⊗ I2m).
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This completes the proof.
We are now ready to present a recursive construction for skew-symmetric disjoint
weighing matrices.
Proposition 2.5. Let W1, . . . ,Wk be skew-symmetric DW(km + 1; [m]
k). Let Hi,Ki
(i ∈ {1, . . . , k}) be such that each Hi is a symmetric Hadamard matrix of order k + 1
and each Ki is a skew-symmetric signed permutation matrix of order k + 1 satisfying
HiK
⊤
i = KiH
⊤
i and
∑k
i=1 |Ki| = Jk+1−Ik+1. Then there exist skew-symmetric DW((k+
1)(km+ 1); [(k + 1)m+ 1]k).
Proof. Define
W˜i = Hi ⊗Wi +Ki ⊗ Ikm+1
for i ∈ {1, . . . , k}. By the definition of Hi,Wi,Ki, the matrix W˜i is a (0, 1,−1)-matrix.
For i ∈ {1, . . . , k},
W˜⊤i = H
⊤
i ⊗W⊤i +K⊤i ⊗ I⊤km+1 = Hi ⊗ (−Wi) + (−Ki)⊗ Ikm+1 = −W˜i.
Thus W˜i is skew-symmetric. Next we calculate W˜iW˜
⊤
i :
W˜iW˜
⊤
i = HiH
⊤
i ⊗WiW⊤i +HiK⊤i ⊗Wi +KiH⊤i ⊗W⊤i +KiK⊤i ⊗ Ikm+1
= (k + 1)mIk+1 ⊗ Ikm+1 +HiK⊤i ⊗ (Wi +W⊤i ) + Ik+1 ⊗ Ikm+1
= ((k + 1)m+ 1)I(k+1)(km+1),
which implies that W˜i is a weighing matrix of order (k+1)(km+1) and weight (k+1)m+1.
Finally, we have
k∑
i=1
|W˜i| =
k∑
i=1
(|Hi| ⊗ |Wi|+ |Ki| ⊗ Ikm+1)
= Jk+1 ⊗
k∑
i=1
|Wi|+
k∑
i=1
|Ki| ⊗ Ikm+1
= Jk+1 ⊗ (Jkm+1 − Ikm+1) + (Jk+1 − Ik+1)⊗ Ikm+1
= J(k+1)(km+1) − I(k+1)(km+1)
as desired.
Applying Proposition 2.5 to the constructed skew-symmetric disjoint weighing matri-
ces in Lemmas 2.1, 2.3 and 2.4 recursively, we obtain the following.
Theorem 2.6. For positive integers m and n such that n ≥ 2, the following exist:
(1) skew-symmetric DW(2mn; [ 2
mn−1
2n−1 ]
2n−1).
(2) skew-symmetric DW(7 · 4m; [ 7·4m−13 ]3).
(3) skew-symmetric DW(10 · 4m; [ 10·4m−13 ]3).
(4) skew-symmetric DW(13 · 4m; [ 13·4m−13 ]3).
Remark 2.7. (1) By taking m ≥ 2 in part 1 of the above theorem it is observed that the
number of disjoint weighing matrices by far exceeds the number of disjoint weighing
matrices obtained from an orthogonal design of the same order.
(2) The orthogonal designs OD(7 · 4m; [ 7·4m−13 ]3), OD(10 · 4m; [ 10·4
m−1
3 ]
3), and OD(13 ·
4m; [ 13·4
m−1
3 ]
3) are not known to exist for any m > 1.
(3) Note that part (1) is obtained by considering the family K1,K2, · · · ,K2n−1 from
Lemma 2.4.
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3 Association schemes
We make use of skew symmetric disjoint weighing matrices with Hadamard matrices to
obtain association schemes.
A (commutative) association scheme of d classes with vertex set X of size n is a set of
non-zero (0, 1)-matrices A0, . . . , Ad, which are called adjacency matrices, with rows and
columns indexed by X , such that:
(1) A0 = In.
(2)
∑d
i=0Ai = Jn.
(3) {A⊤1 , . . . , A⊤d } = {A1, . . . , Ad}.
(4) For any i, j ∈ {0, 1, . . . , d}, AiAj =
∑d
k=0 p
k
ijAk for some p
k
ij ’s.
(5) For any i, j ∈ {1, . . . , d}, AiAj = AjAi.
The vector space over R spanned by Ai’s forms a commutative algebra, denoted by
A and called the Bose-Mesner algebra. There exists a basis of A consisting of primitive
idempotents, say E0 = (1/n)Jn, E1, . . . , Ed. Since {A0, A1, . . . , Ad} and {E0, E1, . . . , Ed}
are two bases of A, there exist the change-of-bases matrices P = (Pij)di,j=0, Q = (Qij)di,j=0
so that
Aj =
d∑
i=0
PijEi, Ej =
1
n
d∑
i=0
QijAi.
The matrix P (Q respectively) is said to be the first (second respectively) eigenmatrix.
See [1] for details.
Let k, ℓ,m be positive integers such that there exist a Hadamard matrix H of order
kℓ + 1 and skew-symmetric DW(km + 1; [m]k) W1, . . . ,Wk. Let Wi,1,Wi,2 be disjoint
(0, 1)-matrices such that Wi =Wi,1 −Wi,2. Since Wi is a weighing matrix of weight m,
Wi,1Wi,2 +Wi,2Wi,1 −W 2i,1 −W 2i,2 = mI. (3.1)
Let H be normalized, that is, the first row of H is the all one row vector. For
i ∈ {1, . . . , kℓ}, let Ci be the auxiliary (1,−1)-matrix corresponding to the (i + 1)-th
row of H , that is Ci = r
⊤
i+1ri+1 where ri+1 is the (i + 1)-th row of H . Decompose Ci
into disjoint (0, 1)-matrices Di,1, Di,2 defined as Ci = Di,1 − Di,2. The following are
fundamental properties. We omit their routine proof.
Lemma 3.1. (1) For i ∈ {1, . . . , kℓ} and j ∈ {1, 2}, D⊤i,j = Di,j holds.
(2) For j ∈ {1, 2}, ∑kℓi=1Di,j = kℓ+12 Ikℓ+1 + kℓ−12 Jkℓ+1 holds.
(3) For i ∈ {1, . . . , kℓ} and j ∈ {1, 2}, D2i,j = kℓ+12 Di,1 holds.
(4) For i ∈ {1, . . . , kℓ} and distinct j, j′ ∈ {1, 2}, Di,jDi,j′ = kℓ+12 Di,2 holds.
(5) For distinct i, i′ ∈ {1, . . . , kℓ} and j, j′ ∈ {1, 2}, Di,jDi′,j′ = kℓ+14 Jkℓ+1 holds.
(6) For i ∈ {1, . . . , kℓ} and j ∈ {1, 2}, Di,jJkℓ+1 = Jkℓ+1Di,j = kℓ+12 Jkℓ+1 holds.
For square matrices X1, . . . , Xm of the same size, define the back-circulant matrix with
the first row blocks X1, . . . , Xm as
b-circ(X1, X2, . . . , Xm) =


X1 X2 · · · Xm−1 Xm
X2 Xm−1 Xm X1
... . .
.
Xm X1
...
Xm−1 . .
.
. .
.
Xm−2
Xm X1 · · · Xm−2 Xm−1


.
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For i ∈ {1, . . . , k} and j ∈ {1, 2}, setBi,j = b-circ(D1+(i−1)ℓ,j , D2+(i−1)ℓ,j, . . . , Dℓ+(i−1)ℓ,j).
Note that eachBi,j is symmetric. Then the following is an easy consequence of Lemma 3.1.
Lemma 3.2. (1) For i ∈ {1, . . . , k} and j ∈ {1, 2}, B2i,j = kℓ+12 Iℓ⊗
∑ℓ
h=1Dh+(i−1)ℓ,1+
ℓ(kℓ+1)
4 (Jℓ − Iℓ)⊗ Jkℓ+1 holds.
(2) For i ∈ {1, . . . , k} and distinct j, j′ ∈ {1, 2}, Bi,jBi,j′ = kℓ+12 Iℓ⊗
∑ℓ
h=1Dh+(i−1)ℓ,2+
ℓ(kℓ+1)
4 (Jℓ − Iℓ)⊗ Jkℓ+1 holds.
(3) For distinct i, i′ ∈ {1, . . . , k} and j, j′ ∈ {1, 2}, Bi,jBi′,j′ = ℓ(kℓ+1)4 Jℓ ⊗ Jkℓ+1 holds.
Define (0, 1)-matrices A1, A2 by
A1 =
k∑
i=1
(Wi,1 ⊗Bi,1 +Wi,2 ⊗Bi,2), A2 =
k∑
i=1
(Wi,1 ⊗Bi,2 +Wi,2 ⊗Bi,1).
Note that in the case ℓ = 1, A1 and A2 appeared in [12] as an example of symmetric
group divisible designs. Then A1 +A2 = (Jkm+1 − Ikm+1)⊗ Jℓ ⊗ Jkℓ+1 and
A⊤1 =
k∑
i=1
(W⊤i,1 ⊗B⊤i,1 +W⊤i,2 ⊗B⊤i,2) =
k∑
i=1
(Wi,2 ⊗Bi,1 +Wi,1 ⊗Bi,2) = A2.
Define symmetric (0, 1)-matrices A0, A3, A4 by
A0 = Ikm+1 ⊗ Iℓ ⊗ Ikℓ+1,
A3 = Ikm+1 ⊗ Iℓ ⊗ (Jkℓ+1 − Ikℓ+1),
A4 = Ikm+1 ⊗ (Jℓ − Iℓ)⊗ Jkℓ+1.
Note that A4 = O if and only if ℓ = 1.
Theorem 3.3. (1) If ℓ > 1, then the matrices A0, . . . , A4 form a commutative associ-
ation scheme with 4 classes.
(2) If ℓ = 1, then the matrices A0, . . . , A3 form a commutative association scheme with
3 classes.
Proof. We prove (1) and (2) simultaneously. It is enough to show thatA = span{A0, A1, . . . , A4}
is closed commutative under the matrix multiplication. Namely, we show that
AiAj = AjAi ∈ A for i, j ∈ {1, . . . , 4}. (3.2)
For i, j ∈ {3, 4}, (3.2) is easy to see. For i ∈ {1, 2}, j ∈ {3, 4} or i ∈ {3, 4}, j ∈ {1, 2}, it
suffices to see that
Ai · Ikm+1 ⊗ Iℓ ⊗ Jkℓ+1 = Ikm+1 ⊗ Iℓ ⊗ Jkℓ+1 · Ai ∈ A,
Ai · Ikm+1 ⊗ Jℓ ⊗ Jkℓ+1 = Ikm+1 ⊗ Jℓ ⊗ Jkℓ+1 ·Ai ∈ A
for i ∈ {1, 2}. By Lemma 3.1 (6), we have
Bi,j · Iℓ ⊗ Jkℓ+1 = Iℓ ⊗ Jkℓ+1 ·Bi,j = kℓ+ 1
2
Jℓ ⊗ Jkℓ+1,
Bi,j · Jℓ ⊗ Jkℓ+1 = Jℓ ⊗ Jkℓ+1 · Bi,j = ℓ(kℓ+ 1)
2
Jℓ ⊗ Jkℓ+1.
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Then
A1 · Ikm+1 ⊗ Iℓ ⊗ Jkℓ+1 =
k∑
i=1
(Wi,1 ⊗ (Bi,1 · Iℓ ⊗ Jkℓ+1) +Wi,2 ⊗ (Bi,2 · Iℓ ⊗ Jkℓ+1))
=
k∑
i=1
(Wi,1 ⊗ kℓ+ 1
2
Jℓ ⊗ Jkℓ+1 +Wi,2 ⊗ kℓ+ 1
2
Jℓ ⊗ Jkℓ+1)
=
kℓ+ 1
2
k∑
i=1
(Wi,1 +Wi,2)⊗ Jℓ ⊗ Jkℓ+1
=
kℓ+ 1
2
(Jkm+1 − Ikm+1)⊗ Jℓ ⊗ Jkℓ+1
∈ A.
Also, Ikm+1 ⊗ Iℓ ⊗ Jkℓ+1 · A1 satisfies the same equation and the other cases also follow
from the same calculation.
Finally we show the case i, j ∈ {1, 2}. By Lemma 3.2 (1), (2), (3),
(A1)
2 =
k∑
i,i′=1
2∑
j,j′=1
Wi,jWi′,j′ ⊗Bi,jBi′,j′
=
k∑
i=1
2∑
j=1
W 2i,j ⊗B2i,j +
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗Bi,jBi,j′ +
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗Bi,jBi′,j′
=
k∑
i=1
2∑
j=1
W 2i,j ⊗
(
kℓ+ 1
2
Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1 +
ℓ(kℓ+ 1)
4
(Jℓ − Iℓ)⊗ Jkℓ+1
)
+
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗
(
kℓ+ 1
2
Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,2 +
ℓ(kℓ+ 1)
4
(Jℓ − Iℓ)⊗ Jkℓ+1
)
+
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗
(
ℓ(kℓ+ 1)
4
Jℓ ⊗ Jkℓ+1
)
=
kℓ+ 1
2
k∑
i=1
2∑
j=1
W 2i,j ⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1 +
kℓ+ 1
2
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,2
+
ℓ(kℓ+ 1)
4
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ ⊗ (Jℓ − Iℓ)⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ ⊗ Jkℓ+1
=
kℓ+ 1
2
k∑
i=1
(W 2i,1 +W
2
i,2 −Wi,1Wi,2 −Wi,2Wi,1)⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1
+
ℓ(kℓ+ 1)
2
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗ Iℓ ⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ ⊗ (Jℓ − Iℓ)⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ ⊗ Jkℓ+1. (3.3)
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For the first terms in (3.3), by (3.1) and Lemma 3.1 (2),
k∑
i=1
(W 2i,1 +W
2
i,2 −Wi,1Wi,2 −Wi,2Wi,1)⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1
= −mIkm+1 ⊗ Iℓ ⊗
k∑
i=1
ℓ∑
h=1
Dh+(i−1)ℓ,1
= −mIkm+1 ⊗ Iℓ ⊗
(
kℓ+ 1
2
Ikℓ+1 +
kℓ− 1
2
Jkℓ+1
)
(3.4)
and for the last three terms in (3.3), by (3.1) and the fact thatWi,1+Wi,2 = Jkm+1−Ikm+1,
2
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗ Iℓ +
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ ⊗ (Jℓ − Iℓ) +
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ
=
k∑
i=1
(2
∑
j 6=j′
Wi,jWi,j′ −
2∑
j,j′=1
Wi,jWi,j′ )⊗ Iℓ + (
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ +
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′)⊗ Jℓ
=
k∑
i=1
(Wi,1Wi,2 +Wi,2Wi,1 −W 2i,1 −W 2i,2)⊗ Iℓ +
k∑
i,i′=1
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ
= kmIkm+1 ⊗ Iℓ +
k∑
i=1
(Wi,1 +Wi,2)
k∑
i′=1
(Wi′,1 +Wi′,2)⊗ Jℓ
= kmIkm+1 ⊗ Iℓ + (Jkm+1 − Ikm+1)2 ⊗ Jℓ
= kmIkm+1 ⊗ Iℓ + Ikm+1 ⊗ Jℓ + (km− 1)Jkm+1 ⊗ Jℓ. (3.5)
Putting (3.4) and (3.5) into (3.3), (3.3) implies that
(A1)
2 =− m(kℓ+ 1)
2
4
Ikm+1 ⊗ Iℓ ⊗ Ikℓ+1 + m(kℓ+ 1)
4
Ikm+1 ⊗ Iℓ ⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
Ikm+1 ⊗ Jℓ ⊗ Jkℓ+1 + ℓ(kℓ+ 1)(km− 1)
4
Jkm+1 ⊗ Jℓ ⊗ Jkℓ+1.
The same equation is true for A2.
In the following, the second index j, j′ are considered in modulo 2. By Lemma 3.2 (1),
(2), (3),
A1A2 =
k∑
i,i′=1
2∑
j,j′=1
Wi,jWi′,j′ ⊗Bi,jBi′,j′+1
=
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗B2i,j +
k∑
i=1
2∑
j=1
W 2i,j ⊗Bi,jBi,j+1 +
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗Bi,jBi′,j′+1
=
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗
(
kℓ+ 1
2
Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1 +
ℓ(kℓ+ 1)
4
(Jℓ − Iℓ)⊗ Jkℓ+1
)
+
k∑
i=1
2∑
j=1
W 2i,j ⊗
(
kℓ+ 1
2
Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,2 +
ℓ(kℓ+ 1)
4
(Jℓ − Iℓ)⊗ Jkℓ+1
)
+
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗
(
ℓ(kℓ+ 1)
4
Jℓ ⊗ Jkℓ+1
)
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=
kℓ+ 1
2
k∑
i=1
∑
j 6=j′
Wi,jWi,j′ ⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1 +
kℓ+ 1
2
k∑
i=1
2∑
j=1
W 2i,j ⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,2
+
ℓ(kℓ+ 1)
4
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ ⊗ (Jℓ − Iℓ)⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ ⊗ Jkℓ+1
=
kℓ+ 1
2
k∑
i=1
(Wi,1Wi,2 +Wi,2Wi,1 −W 2i,1 −W 2i,2)⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1
+
ℓ(kℓ+ 1)
2
k∑
i=1
2∑
j=1
W 2i,j ⊗ Iℓ ⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ ⊗ (Jℓ − Iℓ)⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ ⊗ Jkℓ+1. (3.6)
For the first terms in (3.6), by (3.1) and Lemma 3.1 (2),
k∑
i=1
(Wi,1Wi,2 +Wi,2Wi,1 −W 2i,1 −W 2i,2)⊗ Iℓ ⊗
ℓ∑
h=1
Dh+(i−1)ℓ,1
= mIkm+1 ⊗ Iℓ ⊗
k∑
i=1
ℓ∑
h=1
Dh+(i−1)ℓ,1
= mIkm+1 ⊗ Iℓ ⊗
(
kℓ+ 1
2
Ikℓ+1 +
kℓ− 1
2
Jkℓ+1
)
(3.7)
and for the last three terms in (3.6), by (3.1) and the fact thatWi,1+Wi,2 = Jkm+1−Ikm+1,
2
k∑
i=1
2∑
j=1
W 2i,j ⊗ Iℓ +
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ ⊗ (Jℓ − Iℓ) +
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ
=
k∑
i=1
(2
2∑
j=1
W 2i,j −
2∑
j,j′=1
Wi,jWi,j′ )⊗ Iℓ + (
k∑
i=1
2∑
j,j′=1
Wi,jWi,j′ +
∑
i6=i′
2∑
j,j′=1
Wi,jWi′,j′)⊗ Jℓ
=
k∑
i=1
(W 2i,1 +W
2
i,2 −Wi,1Wi,2 −Wi,2Wi,1)⊗ Iℓ +
k∑
i,i′=1
2∑
j,j′=1
Wi,jWi′,j′ ⊗ Jℓ
= −kmIkm+1 ⊗ Iℓ +
k∑
i=1
(Wi,1 +Wi,2)
k∑
i′=1
(Wi′,1 +Wi′,2)⊗ Jℓ
= −kmIkm+1 ⊗ Iℓ + (Jkm+1 − Ikm+1)2 ⊗ Jℓ
= −kmIkm+1 ⊗ Iℓ + Ikm+1 ⊗ Jℓ + (km− 1)Jkm+1 ⊗ Jℓ. (3.8)
Putting (3.7) and (3.8) into (3.6), (3.6) gives
A1A2 =
m(kℓ+ 1)2
4
Ikm+1 ⊗ Iℓ ⊗ Ikℓ+1 − m(kℓ+ 1)
4
Ikm+1 ⊗ Iℓ ⊗ Jkℓ+1
+
ℓ(kℓ+ 1)
4
Ikm+1 ⊗ Jℓ ⊗ Jkℓ+1 + ℓ(kℓ+ 1)(km− 1)
4
Jkm+1 ⊗ Jℓ ⊗ Jkℓ+1.
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The same equation is true for A2A1. This concludes that A is closed and commutative
under the matrix multiplication.
We determine the eigenmatrices depending on whether ℓ > 1 or ℓ = 1.
(1) The intersection matrix L1 = (p
k
1,j)
4
j,k=0 is
B1 =


0 1 0 0 0
0 14ℓ(kℓ+ 1)(km− 1) 14ℓ(kℓ+ 1)(km− 1) 14m(kℓ+ 1)2 14kℓm(kℓ+ 1)
1
2kℓm(kℓ+ 1)
1
4ℓ(kℓ+ 1)(km− 1) 14ℓ(kℓ+ 1)(km− 1) 14m
(
k2ℓ2 − 1) 14kℓm(kℓ+ 1)
0 12 (kℓ+ 1)− 1 12 (kℓ+ 1) 0 0
0 12 (ℓ− 1)(kℓ+ 1) 12 (ℓ− 1)(kℓ+ 1) 0 0

 ,
and thus the eigenmatrices are determined by [1, Theorem 4.1 (ii)] as
P =


1 kℓm(kℓ+1)2
kℓm(kℓ+1)
2 kℓ (ℓ− 1)(kℓ+ 1)
1 0 0 kℓ −kℓ− 1
1 − ℓ(kℓ+1)2 − ℓ(kℓ+1)2 kℓ (ℓ− 1)(kℓ+ 1)
1 −
√−m(kℓ+1)
2
√−m(kℓ+1)
2 −1 0
1
√−m(kℓ+1)
2 −
√−m(kℓ+1)
2 −1 0

 ,
Q =


1 (ℓ − 1)(km+ 1) km kℓ2(km+1)2 kℓ
2(km+1)
2
1 0 −1 −
√−mℓ(km+1)
2m
√−mℓ(km+1)
2m
1 0 −1
√−mℓ(km+1)
2m −
√−mℓ(km+1)
2m
1 (ℓ − 1)(km+ 1) km − ℓ(km+1)2 − ℓ(km+1)2
1 −km− 1 km 0 0

 .
(2) The intersection matrix L1 = (p
k
1,j)
3
j,k=0 is given as
B1 =


0 1 0 0
0 14 (k + 1)(km− 1) 14 (k + 1)(km− 1) 14 (k + 1)2m
1
2k(k + 1)m
1
4 (k + 1)(km− 1) 14 (k + 1)(km− 1) 14
(
k2 − 1)m
0 k−12
k+1
2 0

 ,
and thus the eigenmatrices are determined by [1, Theorem 4.1 (ii)] as
P =


1 12k(k + 1)m
1
2k(k + 1)m k
1 − 12 (k + 1)
√−m 12 (k + 1)
√−m −1
1 12 (k + 1)
√−m − 12 (k + 1)
√−m −1
1 12 (−k − 1) 12 (−k − 1) k

 ,
Q =


1 12k(km+ 1)
1
2k(km+ 1) km
1
√−1(km+1)
2
√
m
−
√−1(km+1)
2
√
m
−1
1 −
√−1(km+1)
2
√
m
√−1(km+1)
2
√
m
−1
1 12 (−km− 1) 12 (−km− 1) km

 .
Remark 3.4. (1) The commutative association schemes with 3 classes in Theorem 3.3
(2) are examples of [6, Theorem 5.5 (4)].
(2) The adjacency matrix A1 has the eigenvalues
kℓm(kℓ+1)
2 , 0,− ℓ(kℓ+1)2 ,±
√−m(kℓ+1)
2
and is normal. The upper bound of the size of cocliques in the regular graph whose
adjacency matrix A1 was shown in [9] to be
n(−θmin)
k1 − θmin = ℓ(kℓ+ 1),
where n is the number of vertices, k1 is the valency, and θmin = min{Re(θ) |
θ is an eigenvalue of A1}. The cocliques described A3+A4 attain this upper bound.
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