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ABSTRACT
Audio event localization and detection (SELD) have been
commonly tackled using multitask models. Such a model
usually consists of a multi-label event classification branch
with sigmoid cross-entropy loss for event activity detection
and a regression branch with mean squared error loss for
direction-of-arrival estimation. In this work, we propose a
multitask regressionmodel, in which both (multi-label) event
detection and localization are formulated as regression prob-
lems and use the mean squared error loss homogeneously for
model training. We show that the common combination of
heterogeneous loss functions causes the network to underfit
the data whereas the homogeneous mean squared error loss
leads to better convergence and performance. Experiments
on the development and validation sets of the DCASE 2020
SELD task demonstrate that the proposed system also out-
performs the DCASE 2020 SELD baseline across all the de-
tection and localization metrics, reducing the overall SELD
error (the combined metric) by approximately 10% absolute.
Index Terms— audio event detection, localization, mul-
titask loss, regression, classification
1. INTRODUCTION
Extended from active research on sound (audio) event de-
tection, sound event localization and detection (SELD) task
[1, 2] entangles the what and where questions about occur-
ring sound events. That is, it aims to determine the identities
of the events and their spatial locations/trajectories simulta-
neously. Solving the SELD task would enable a wide range
of novel applications in surveillance, human-machine inter-
action, bioacoustics, and healthcare monitoring, to mention
a few.
The joint SELD task can be divided and conquered in-
dividually by two separate models, one for sound event de-
tection (SED) [3, 4, 5] and the other for sound source lo-
calization (SSL) [6, 7]. The two-stage approach presented
in [8] can be also considered to belong to this line of work.
Dealing with the joint task in a single model has been known
to be more challenging. Three main approaches have been
proposed, including sound-type masked SSL [6], spatially
masked SED [9], and joint SELD modeling [10, 2]. Joint
sound event detection and localization modeling with multi-
task deep learning has been most commonly adopted in the
latest DCASE challenge [11, 12, 13, 2], demonstrating en-
couraging results.
In the joint modeling approach with a multitask model,
the sigmoid cross-entropy (CE) loss is typically used for
event detection (via classification) to handle possible multi-
label due to occurrences of multiple events while the mean
squared error (MSE) loss is often employed for direction-of-
arrival (DOA) estimation (via regression). These two losses
are usually associated with different weights and then com-
bined to make the total loss for network training. How-
ever, there exist no established rules to set the weights for
the losses; more often than not, they are set with some
trivial weights without a clear justification. For example,
while the DCASE 2019 baseline weighted the MSE loss 50
times larger than that of the sigmoid CE loss, the current
DCASE 2020 baseline even enlarges this multiplication to
1000 times. Furthermore, the two different types of loss
functions might progress at different rates and might not con-
verge synchronously, making the fixed weights suboptimal.
We will empirically show in a controlled experiment that, for
this joint modeling task, the classification based on the CE
loss usually experiences underfitting when being optimized
jointly with regression based on the MSE loss.
In order to avoid such an issue, we alternatively propose
to formulate both the SED and SSL subtasks as regression
problems and homogeneously use the MSE loss for both of
them. The proposed multitask-regression network features a
recurrent convolutional neural network (CRNN) architecture
coupled with self-attention mechanism [14]. Experiments on
the development set of the DCASE 2020 Task 3 show that
the proposed multitask-regression network results in better
generalization than the networks using the combination of
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the CE loss and theMSE loss. Furthermore, evaluation on the
development and evaluation data of the challenge shows that
the proposed network outperforms the DCASE 2020 SELD
baseline across all the evaluation metrics, some with a large
margin.
2. THE PROPOSED NETWORK
The proposed network is illustrated in Figure 1. The network
receives time-frequency input S ∈ RT×F×C of T frames,
F frequency bins, and C channels. The convolutional part
of the network consists of six convolutional layers each of
which is followed by a max pooling layer except the first one.
We assume that the early convolutional layers are crucial for
feature learning, the network is designed to have the first two
convolutional layers back-to-back. In order, the six convolu-
tional layers accommodate {64, 64, 128, 128, 256, 256} fil-
ters, respectively, with a common kernel size of 3 × 3 and
the stride of 1 × 1. The gradually increasing numbers of fil-
ters in the later convolutional layers are to compensate for
their smaller feature maps in the frequency dimension. Zero-
padding (i.e. SAME padding) is used in order to preserve the
temporal size. After convolution, batch normalization [15]
is applied on the feature maps, followed by Rectified Linear
Units (ReLU) activation [16].
The max pooling layers, except the first one, have a com-
mon kernel size of 1×2 to reduce the input size by half in the
frequency dimension and, by doing so, gain frequency equiv-
ariance in the induced feature maps while keeping the tem-
poral size unchanged. Particularly, the pooling kernel size of
the first max pooling layer (max pool 2, cf. Figure 1) is set
to 5× 2 in order to reduce the time dimension to T
5
to match
the frame resolution (100 ms) for computing the evaluation
metrics.
Passing through the convolutional block, the input is
transformed into a feature map of size T
5
× 2 × 256
which is reshaped to form a sequence of feature vectors
(x1,x2, . . . ,xT
5
) where xi ∈ R512, 1 ≤ i ≤ T5 . A bidirec-
tional recurrent neural network (biRNN) is then employed to
iterate through the sequence and encode it into a sequence
of output vectors (z1, z2, . . . , zT
5
). The biRNN is realized
by Gated Recurrent Unit (GRU) cells with the hidden size of
256. To further improve encoding the context around a fea-
ture zi, self-attention mechanism [14] is used. The vectors
(z1, z2, . . . , zT
5
) can be viewed as as a set of key-value pairs
(K,V). In the context of this work, both the keys and values
coincide to Z (the concatetation of the z1, z2, . . . , zT
5
vec-
tors). We adopt the scaled dot-product attention as in [14],
i.e. the attention output at a time index is a weighted sum of
z1, z2, . . . , zT
5
where the weights are determined as
Attention(Q,K,V) = softmax(
QKT√
dk
)V. (1)
R
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Figure 1: Overview of the proposed multitask regression
self-attention CRNN.
Here,Q is the query [14] and also coincides to Z in the con-
text of this work, i.e. Q ≡ K ≡ V ≡ Z. dk is the ex-
tra dimension into which Q, K are transformed before the
dot product to prevent the inner product from becoming too
large. dk is set to 64 in this work.
At each time index, the SED and SSL subtasks are ac-
complished via two network branches, each consisting of
two fully connected (fc) layers with 512 units each. The
first branch’s output layer has Y units with sigmoid activa-
tion to perform event activity classification/regression of Y
classes. The second branch has 3Y units with tanh activation
to regress for the target events’ DOA trajectories. Normally,
when the sigmoid CE loss is used for event activity classifi-
cation and the MSE loss is used for the DOA estimation, the
network is trained to minimize the following weighting loss:
LCE+MSE(Θ)=− wCE
N∑
n=1
T
5∑
t=1
(yntlog(yˆnt)+(1−ynt) log(1−yˆnt))
+ wMSE
N∑
n=1
T
5∑
t=1
||dˆnt(Θ)− dnt||
2
. (2)
Here, Θ denotes the network parameters and N denotes the
number of training examples. We use yˆ and y to denote the
event activity output and grouthtruth, respectively. In addi-
tion, we used dˆ = (xˆ, yˆ, zˆ) and d = (x, y, z) to denote the
DOA estimation output and groudtruth in terms of Cartesian
coordinates on the unit sphere, respectively. wCE and wMSE
indicate the weights given to the corresponding losses.
On the other hand, when the MSE loss is used for both
SED and SSL subtasks, the network is trained to minimize
the total MSE loss of the two network branches without
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weighting:
LMSE(Θ)=
N∑
n=1
T
5∑
t=1
(||yˆnt(Θ)−ynt||
2 + ||dˆnt(Θ)−dnt||
2). (3)
3. EXPERIMENTS
3.1. DCASE 2020 SELD dataset
The database used for the DCASE 2020 SELD task was
synthesized in two spatial sound formats: (1) MIC - 4-
channel microphone array extracted from a subset of 32-
channel Eigenmike format and (2) FOA - 4-channel first-
order Ambisonics extracted from a matrix of 4 × 32 con-
version filters. 714 sound examples from the published NI-
GENS General Sound Events Database 1 of 14 event classes,
including alarm, crying baby, crash, barking dog, running
engine, burning fire, footsteps, knocking on door, female &
male speech, female & male scream, ringing phone, and pi-
ano, were used for data creation. More information about
the data synthesis can be found in [1]. The database was split
into eight sets, six of which were used as the development set
and the remaining two were used as the evaluation set.
Experiments on the development set: We followed the
challenge setup to conduct experiments on the development
set. That is, the first set of the development data was used as
the unseen data for testing purpose, the second set was used
as the validation set for model selection, and the remaining
four sets were used as the training data.
Experiments on the evaluation set: To assess perfor-
mance on the evaluation set, two different systems were
trained and submitted to the challenge. The first was trained
using the first set of the development data as validation set
for model selection and the remaining five sets as the train-
ing data (Submission 1). The second was trained using the
entire development data as the training data (i.e. without val-
idation data for model selection) (Submission 2).
3.2. Feature extraction
We extracted log-Mel magnitude spectrogram with a win-
dow size of 40 ms, 20 ms overlap, and 64 Mel-bands. To
encode the phase information, for the FOA data, an acoustic
intensity vector was extracted for each Mel-band, whereas,
for the MIC data, generalized-cross-correlation with phase-
transform (GCC-PHAT) features were computed for each
Mel-band. Overall, multi-channel images of size 3000×64×
7 and 3000× 64× 10were resulted for one-minute FOA and
MIC recordings, respectively.
3.3. Parameters
Network implementation was based on Tensorflow frame-
work. We used spectrogram segments of size T = 600
(equivalent to 12 seconds) as inputs. Dropout rates of 0.5,
1https://zenodo.org/record/2535878
0.1, and 0.25 were employed to regularize the convolutional
layers, the biRNN, and the fully-connected layers, respec-
tively.
The network was trained using Adam optimizer [17] for
10000 epochs with a minibatch size of 64. Each spectro-
gram segment in a minibatch was randomly sampled from
a 1-minute recording and augmented using spectrogram aug-
mentation [18]. The learning rate was initially set to 2×10−4
and was exponentially reduced with a rate of 0.8 after 200,
600, and 1000 epochs. In addition, the first 10 epochs were
used as a warmup period in which the network was trained
with a small learning rate of 2× 10−5.
During training, the network snapshot that achieved the
lowest combined SELD error rate on the validation set was
retained for evaluation. The retained network was then eval-
uated on the test recordings with a 2-second segment at a
time without overlap. To be able to analyze the effect of us-
ing different loss combinations in a controllable manner, no
post-processing was carried out. Event activity was deter-
mined from the corresponding regression/classification out-
put using a threshold of 0.5.
3.4. Evaluation metrics
The DCASE 2020 challenge evaluated the performance of
the SED subtask using localization-aware detection error rate
(ER20◦ ) and F-score (F20◦ ) with a threshold of 20
◦ in one-
second non-overlapping segments. For sound event local-
ization, errors only between same-class predictions and ref-
erences were considered. The class-aware localization er-
ror (LECD) and its corresponding recall (LRCD) were em-
ployed for evaluating localization outputs and were also com-
puted in one-second non-overlapping segments. In addition,
we also computed the combined SELD error metric:
SELD=
1
4
(ER20◦ + (1−F20◦ ) +
LECD
180
+ (1−LRCD)) (4)
to give an overall picture about a system.
3.5. Experimental results
3.5.1. Influence of the loss functions
It is a rule of thumb that the CE loss is preferred over the
MSE loss for a classification task since it, in general, leads
to quicker learning through gradient descent, at least theoret-
ically [19]. However, when it is used in combination with
the MSE task as in (2) as commonly used for joint SELD,
it apparently underfits the data as evidenced in Figure 2.
When an equal weight is used for the two losses in (2), i.e.
wCE = wMSE = 1, the CE loss (cf. Figure 2 (c)) and the
SED error (cf. 2 (d)) are hard to be reduced on both the train-
ing and test data (note the scale of the CE loss in Figure 2
(c) is much larger than that of the MSE loss in Figure 2 (a)).
The underfitting effect on the SED subtask is even worse un-
der the skewed weighting scheme used in the DCASE 2020
baseline [1], i.e. the MSE loss was given a weight of 1000.0
and the CE loss was given a weight of 1.0, since in this case
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Table 1: Results obtained by the proposed system and the DCASE 2020 baseline on the development and evaluation sets.
DOA loss (weight) SED loss (weight)
FOA MIC
LECD LRCD ER20◦ F20◦ SELD LECD LRCD ER20◦ F20◦ SELD
Development results
Val (DCASE2020) MSE (1000) CE (1) 23.5◦ 62.0 0.72 37.7 0.46 27.0◦ 62.6 0.74 34.2 0.48
Val (CE+MSE) MSE (1000) CE (1) 16 .1◦ 51 .7 0 .83 41 .4 0 .50 16 .5◦ 51 .1 0 .82 42 .6 0 .49
Val (CE+MSE) MSE (1) CE (1) 24 .1◦ 67 .6 0 .78 42 .8 0 .45 27 .9◦ 66 .6 0 .86 34 .7 0 .50
Val (MSE) MSE MSE 17.7◦ 68.1 0.58 52.4 0.37 17.3◦ 66.0 0.56 53.9 0.37
Test (DCASE2020) MSE (1000) CE (1) 22.8◦ 60.7 0.72 37.4 0.47 27.3◦ 59.0 0.78 31.4 0.51
Test (CE+MSE) MSE (1000) CE (1) 18 .0◦ 50 .6 0 .88 38 .9 0 .53 16 .7◦ 53 .6 0 .81 44 .3 0 .48
Test (CE+MSE) MSE (1) CE (1) 26 .2◦ 62 .7 0 .82 39 .9 0 .49 28 .3◦ 60 .0 0 .93 31 .2 0 .54
Test (MSE) MSE MSE 19.0◦ 65.6 0.60 49.2 0.39 18.2◦ 64.1 0.59 50.8 0.38
Evaluation results
DCASE2020 MSE (1000) CE (1) 20.5◦ 65.0 0.66 43.3 0.42 21.8◦ 65.9 0.66 44.0 0.42
Submission 1 MSE MSE 16.8◦ 69.8 0.52 57.8 0.33 14.6◦ 68.2 0.55 58.8 0.34
Submission 2 MSE MSE 15.2◦ 72.4 0.49 61.7 0.31 14.6◦ 68.2 0.53 59.2 0.33
the network further prioritizes optimizing the MSE loss over
the CE one. We speculate that a similar phenomenon hap-
pened to the DCASE 2020 baseline as it results in limited
performance on the SED subtasks (cf. Table 1).
In contrast, when the MSE loss is used for both the SED
and SSL subtasks as in (3), the SED performance is improved
significantly (cf. Figure 2 (d)) while the DOA estimation per-
formance remains comparable to the case of MSE+CE com-
bination (cf. Figure 2 (b)). These results suggest that the
SELD multitask network learns easier when a homogeneous
loss is used for all the subtasks than when heterogeneous
losses are combined. Although we cannot conclude that the
MSE loss is the optimal loss for SELD multitask modeling,
these results urge the quest for one in future work.
3.5.2. SELD performance
The performance obtained by the studied systems on the de-
velopment and evaluation data are shown in Table 1. As ex-
pected, using the MSE error homogeneously consistently re-
sults in much better performance than the MSE+CE combi-
nations. In addition, the proposed system outperforms the
DCASE 2020 SELD baseline across the evaluation metrics,
particularly on the SED metrics. This is most likely due to
the underfitting effect on the SED subtask of the baseline,
making it underperforming on this subtask. Overall, using
FOA and MIC data, the proposed system reduces the com-
bined SELD error by 0.08 and 0.11 absolute on the develop-
ment data from that of the baseline, respectively. The corre-
sponding error reduction by Submission 2 on the evaluation
data reaches 0.11 and 0.09, respectively.
Our submission to the DCASE 2020 Task 3 was ranked
6th overall. This is an encouraging result given that the sub-
mission systems were compact and neither relied on ensem-
ble nor multiple microphone arrays 2.
2http://dcase.community/challenge2020/task-sound-event-localization-and-detection-results
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Figure 2: Variation of the MSE loss, the CE loss, the DOA
error, and the SED error on the training and test sets of the
DCASE 2020 development data with different loss combina-
tions. (a) The MSE loss, (b) the CE loss, (c) the DOA error,
and (d) the SED error. The number in bracket indicates the
weight assigned to the corresponding loss.
4. CONCLUSIONS
This work investigated the loss functions used for SELD
multitask modeling. We showed empirical evidence that the
combination of the sigmoid CE loss (for the SED subtask)
and the MSE loss (for the DOA estimation subtask), which
is commonly used, often results in underfitting effect on the
former. As an alternative, when the two subtasks were for-
mulated as regression problems and the MSE loss was used
for both, the multitask network was able to converge better,
resulting in better and balanced performance. Experimental
results on the development and evaluation set of the DCASE
2020 SELD task showed significant improvements over the
DCASE 2020 baseline across all the evaluation metrics.
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