Abstract. Bufetov, Bufetov-Forni and Bufetov-Solomyak have recently proved limit theorems for translation flows, horocycle flows and tiling flows, respectively. We present here analogous results for skew translations of a torus. §1. Bufetov [1] has recently established limit theorems for translation flows on flat surfaces and, in joint work with Forni [2], for horocycle flows on compact hyperbolic surfaces. Bufetov and Solomyak [3] have proved analogous theorems for tiling flows. The striking feature of these results is that the central limit theorem (a common feature of many "chaotic" dynamical systems) fails. The limit laws are instead characterised in terms of the corresponding renormalisation dynamics. The purpose of the present note is to point out that an analogous result holds in the simpler case of skew translations of the torus. Our approach uses the modular invariance of theta sums as in [14, 15, 16] . The limit theorems proved in these papers may be interpreted as limit theorems for random, rather than fixed, skew translations, cf. also [9, 10, 11] and [6]. The approach by Flaminio and Forni [8] developed for nilflows may yield an alternative route to our main result, but we have not explored this further. Another class of systems which exhibit non-normal limit laws are random translations of the torus; we refer the reader to Kesten's Cauchy limit theorem for circle rotations [12, 13] and the recent higher-dimensional generalisations by Dolgopyat and Fayad [4, 5] ; see also Sinai and Ulcigrai [17] for limit theorems for circle rotations with non-integrable test functions. §2. Given α ∈ R, a skew translation of the torus T 2 = R 2 /Z 2 is defined by (1)
§2. Given α ∈ R, a skew translation of the torus T 2 = R 2 /Z 2 is defined by (1) Λ α : T 2 → T 2 , (p, q) → (p + α, q + p).
The nth iterate of this map is
For α / ∈ Q, the map is uniquely ergodic with respect to Lebesgue measure on T 2 , and so for every ψ ∈ C(T 2 , C) (the space of continuous functions T 2 → C) and (p, q) ∈ T 2 (3) lim The rate of convergence in (3) depends on how well α is approximable by rationals, see [8] and [7] for the most recent results in this direction. By replacing ψ with ψ − ψ, we may assume without loss of generality that ψ has mean zero, so that the right hand side of (3) vanishes. To keep the presentation simple, we assume throughout that ψ is in fact a simple harmonic,
ψ(p, q) = ψ k, (p, q) = e(kp + q), e(x) := e 2πix , for k, ∈ Z. The case = 0 leads to a geometric sum and is elementary. We therefore assume in the following that = 0. We are interested in the distribution of the random variable
for large N, where (p, q) is uniformly distributed in T 2 with respect to Lebesgue measure. The normalisation of the Birkhoff sum by √ N ensures that the variance of X N,α is unity,
We also note that the distribution of X N,α in C is rotation-invariant.
Generalizing our results to arbitrary trigonometric polynomials ψ is possible following the discussion in [15] , but will involve replacing SL(2, R) by its metaplectic cover, R 2 by the Heisenberg group and the modular group SL(2, Z) by certain congruence subgroups. The extension to more general functions can presumably be achieved by an analogue of the approximation argument used in [15] . §3. To state our main result, let G = SL(2, R), Γ = SL(2, Z) and
We recall that Γ\G can be identified with the unit tangent bundle of the modular surface and the action of {Φ t } t∈R and {n(u)} u∈R by right multiplication on Γ\G yields the geodesic and horocycle flow on the unit tangent bundle of the modular surface.
Theorem 1.
Fix ψ = ψ k, as above. Then, for any bounded F ∈ C(C, R) there exists ν[F] ∈ C(Γ\G, R) so that for any α ∈ R, N = e t/2 ∈ N, k ∈ Z and ∈ Z \ {0},
For every M ∈ Γ\G, the linear functional ν M : F → ν [F] (M) defines a probability measure on C. We will see that
is the closure of the space of these probability measures (with respect to the weak topology), where δ 0 is the delta mass at zero. The sequence of probability measures ρ N,α describing the distribution of the X N,α is therefore relatively compact, i.e., every sequence of ρ N,α contains a converging subsequence. The following theorem, which is a corollary of Theorem 1 and standard distribution properties of the geodesic flow on Γ\G, provides a complete classification of all weak limits of subsequences in (ρ N,α ) N with α ∈ R. We denote weak convergence by
(ii) There is a null set N ⊂ R such that for every α ∈ R \ N the following holds. For every ν ∈ P there exists a convergent subsequence (ρ
The fact that ν = δ 0 may arise as a limit of certain subsequences raises the question whether a better normalisation will lead to a less singular limit. We will return to this point in the final sections, §9 onward. §4. For f ∈ S(R) (Schwartz class), τ = u + iv ∈ H = {z ∈ C : Im z > 0}, φ ∈ R and ξ = x y ∈ R 2 , we define the theta function
The function f φ is rapidly decaying for any φ if f ∈ S(R), and hence the series in (11) converges absolutely. The theta sum is connected to the Birkhoff sum via
where χ is the characteristic function of (0, 1], which is obviously not in the Schwartz class. Making sense of Θ χ for general values of φ will be one of the objectives of our analysis. §5. The point of using more variables (φ and y) than we originally need is that the function Θ f (τ, φ; ξ) is a natural automorphic function for f ∈ S(R). The following lemma shows that we only need to consider the absolute value of Θ f , which will lead to a simpler description of the invariance properties of the theta sum, cf. [16, Section 4.5].
Lemma 1. Let f = χ be the characteristic function of (0, 1], α ∈ R and N ∈ N. For (p, q) uniformly distributed in T 2 , the random variable
has the same distribution as the random variable
where (t, x, y) is uniformly distributed in T 3 .
Proof. The invariance of Lebesgue measure under translations shows that the random variable (14) has the same distribution as (set u = α)
which in turn has the same distribution as
for every fixed y. The lemma follows from the observation that
for 0 ≤ y < 1. §6. To state the invariance properties of |Θ f |, define the semi-direct product group
with multiplication law
We identify SL(2, R) with H × [0, 2π) as usual via the Iwasawa decomposition
With this identification, group multiplication in SL(2, R) becomes the group action of SL(2,
The following result is well known; for an explicit proof see [16] .
| is continuous on G and invariant under the left action of the discrete subgroup
In other words, we may view |Θ f | as a continuous function on Γ\ G. This implies that, for any bounded F ∈ C(C, R), the function
is bounded continuous. The following theorem notes that the same statement is true when we choose a more singular f .
is bounded continuous. §7. We will split the proof of Theorem 4 into several steps.
and (24)
Proof. The left hand side of (23) equals by Parseval's identity
and the claim follows from the fact that f φ 2 = f 2 (see e.g. [16] ). Inequality (24) follows from Hölder's inequality.
) (infinitely differentiable and compactly supported). Then there exists a constant
by (24).
Proof. This is immediate from (22).
Lemma 5. Let R > 0 and F ∈ C(C, R) be bounded, such that F(z) = 0 for all |z| ≤ R. Then, for all f ∈ L 2 (R),
Proof. We have
which proves the claim in view of (23).
Proof of Theorem 4. Let F be bounded continuous and f ∈ L 2 (R). In view of Lemma 4, it remains to be shown that ν f [F](M) is continuous. Given R > 0, we write
with support in the disc of radius 2R;
• F 2 ∈ C(C, R) bounded and supported outside the disk of radius R.
We may furthermore choosef ∈ S(R) such that f −f 2 < R −1 . The above lemmas imply that (by taking R sufficiently large) that, given any > 0, there exists f ∈ S(R) such that We will now conclude our study by explaining the remarks leading up to Theorem 2 and its proof.
Lemma 6.
(33) {ν M : M ∈ Γ\G} = P.
Proof. By the continuity of ν[F] = ν χ [F], all that remains is to show that if
In terms of the Iwasawa coordinates (19), we can parametrize such M i by M i = (τ i , φ i ), where divergence is equivalent to v i = Im τ i → ∞. In this limit we have (cf. [16, Prop. 4.10]) for f ∈ S(R)
for any T ≥ 1 and uniformly in ξ = t (x, y) ∈ T 2 . Hence
by the rapid decay of f . Inequality (32) shows that this also holds for f = χ, i.e.,
ν[F](M i ) → F(0).
Theorem 4 and Lemma 6 complete the proof of Theorem 2 (i). Theorem 2 (ii) follows from the well known fact that, for almost every u ∈ R, the orbit {Γn(u)Φ t } t≥0 is dense in Γ\G. §9. We now return to the question in §1, as to whether the appearance of δ 0 as a weak limit in Theorem 2 can be avoided by a different normalisation. We can give an immediate answer when α = 0. In this case
becomes a rotation in the second component; in fact a random rotation since (p, q) are uniformly distributed in T 2 . The Birkhoff sum is thus
Considered as a random variable, S N,0 [ψ k, ] has the same distribution as
with (t, x) uniformly distributed in T 2 , and therefore convergences in distribution, without any normalisation as N → ∞, to the random variable
with (t, x, y) uniformly distributed in T 3 . Note that the density of the radial distribution of (39) Instead of X N,α as in (6), we now consider the random variable
denote by ρ N,α its probability measure. We will show that the limit distributions that arise as certain subsequences of X N,α are described by the family of random variables parametrized by ω, ϕ ∈ R,
where (t, t , x, y) are uniformly distributed in T 4 . The probability measure associated with Y ω,ϕ is denoted by ν ω,ϕ . Note that Y ω,ϕ has the same distribution as Y ω+1,ϕ and Y ω,ϕ+1 . That is,
It follows from the definition of c N (u) that gcd(c N (u), d N (u)) = 1. We denote by a N (u) the inverse of d N (u) mod c N (u). We write {x} for the fractional part of x ∈ R. Theorem 5. Fix u = α ∈ R and consider a subsequence (N i ) i∈N such that
and
Note that for the above sequence we have
For every u which is not of bounded type, there is a sequence N i for which assumption (46) is satisfied. A geometric justification of this claim follows from Lemma 7 below. Hypothesis (45) can be obtained by passing to a suitable subsequence. Figures 1 and 2 show the value distribution of | X N,α | for α = u = π − 3 and two different values of N, compared with the distribution of |Y ω,ϕ |. §12. The proof of Theorem 5 will require the following lemmas. 
i , 0) we have the relations 
, which is bounded away from zero by assumption (46).
The above proof shows that (50) is in fact equivalent to (46). It is a well known fact that if u is not of bounded type, then the geodesic Γ{(u + ie −t , 0) : R ≥0 } is unbounded in Γ\G and therefore there is a subsequence of times t i ≥ 0 so that Γ(u + ie −t i , 0) = Γ(u i + iv i , φ i ) with v i → ∞ and sin φ i bounded away from zero. This shows that there exist subsequences N i satisfying (51) and thus (46) for all u ∈ R that are not of bounded type.
where
Using again integration by parts shows that the above integral is O(w −1 ):
Proof. Parseval's identity shows that the left hand side of (56) equals
which, by Lemma 8, is less or equal to C 2 v −3/2 ∑ n∈Z (n − y) −4 . §13. We conclude by outlining the remaining steps in the proof of Theorem 5. Lemma 1 shows that X N,α has the same distribution as the random variable 
