We propose a structure-preserving doubling algorithm for a quadratic eigenvalue problem arising from the stability analysis of time-delay systems. We are particularly interested in the eigenvalues on the unit circle, which are difficult to compute. The convergence and backward error of the algorithm are analyzed and three numerical examples are presented. Our experience shows that the algorithm is efficient in comparison to other approaches for small to medium size problems.
Introduction
In this paper, we consider the numerical solution of the quadratic eigenvalue problems (QEP) Q(λ)x ≡ (λ 2 B + λC + A)x = 0, (1.1a)
where A, B, C ∈ C n×n satisfy P BP = εA, P AP = εB, P CP = εC (1.1b) with ε = ±1, P ∈ C n×n being an idempotent matrix (P 2 = I n ), and B denoting the complex conjugate of B. (The matrix P will be a real involuntary matrix in the application for the time-delay system (1.4); more details later.) The scalar λ ∈ C and the vector x ∈ C n \ {0} are the eigenvalue and the associated eigenvector of the quadratic pencil Q(λ), and the pair (λ, x) is called an eigenpair of Q(λ).
We shall propose a structure-preserving doubling algorithm (SDA; [4, 5, 6, 7, 20] ) for the solution of (1.1).
As in [22] , we define the conjugate and the reverse of a matrix polynomial respectively by Q(λ) ≡ λ 2 B + λC + A, rev(Q(λ)) ≡ λ 2 A + λC + B.
( 1.2)
The QEP (1.1) is said to be (⋆, ε)-palindromic because it satisfies Q(λ) = ε P rev(Q(λ)) P.
(1.3)
From (1.3), it is easy to see that (λ, x) is an eigenpair of Q(λ) if and only if (1/λ, P x) is also an eigenpair [9] . Similar to the terminology of (⋆, ε)-palindromic QEPs (⋆= H or ⊤) [22] , the QEP (1.1) is referred to as (ε = +1) P-Conjugate-P-Palindromic QEP ( PCP QEP), or (ε = −1) anti-P-Conjugate-P-Palindromic QEP (−PCP QEP).
PCP QEPs as in (1.1) were first proposed in [18] from the stability analysis of retarded time-delay systems (TDS), and generalized in [9] for the more general neutral TDS (see [1, 2, 8, 13, 14, 25, 26, 31] and the references therein).
Consider a neutral linear time-delay system with m constant delays h 0 = 0 < h 1 < · · · < h m : A k e −h k s v = 0 (v = 0) (1.5) with eigenpairs (s, v) from the nonlinear eigenvalue problem. A TDS is said to be critical if and only if some eigenvalues s are purely imaginary. The set of all points (h 1 , · · · , h m ) in the delay-parameter space for which the TDS (1.4) is critical are called critical curves (m = 2) or surfaces (m > 2). Under certain continuity assumptions, the boundary of the stability domain of a TDS is a subset of the critical curves/surfaces. Consequently, purely imaginary eigenvalues of (1.5) are of great interest. See [18] and the references therein for approaches to compute critical surfaces. In [9] , the following parameterization of critical surfaces gives rise to an associated PCP QEP; detailed discussions on palindromic linearzations, a Schur-like canonical form and other useful results can also be found.
For a given eigenpair (s, v) of (1.5) with v 2 = 1, a point (h 1 , · · · , h m ) in the delayparameter space is critical if and only if there exist ϕ k ∈ [−π, π] (k = 1, · · · , m − 1) and ω ∈ R such that
giving rise to the QEP
where the unimodular eigenvalue z = e −iωhm and the corresponding eigenvector u = vec vv * = v ⊗ v with 8) and
As M 1 ⊗ M 2 and M 2 ⊗ M 1 both contain products of elements of M 1 and M 2 at different positions, we can find an involuntary matrix
j ∈ R N ×N and e i is the ith column of I N . Consequently from the structures in E, F and G, we can easily show that (1.7) is a PCP QEP because E = P GP and F = P F P . Remark 1.1 In [3] , it has been proved that unimodular eigenvalues occur quite often for PCP QEPs (and other palindromic eigenvalue problems with reciprocal eigenvalue pairs (λ, ±1/λ)). These eigenvalues can stay unimodular under perturbation, thus are numerically stable to compute. Furthermore, the probability of having too many of them is low and multiple unimodular eigenvalues are rare. This makes our problem of computing the unimodular eigenvalues z of (1.7) well-posed, unlike for complex-T palindromic eigenvalue problems.
Before proceeding further, we would like to highlight some recent developments in the numerical solution of palindromic eigenvalue problems. The QEP (1.1a) is said to be ⋆-palindromic if B ⋆ = A and C ⋆ = C, with ⋆ = ⊤ or H. The train vibration problem and the associated ⊤-palindromic QEP were discussed in [17, 21] and structure-preserving palindromic linearizations for (1.1a) were suggested in [22] . An SDA [6] and a backwardstable generalized (Arnaldi-)Patel algorithm [16] were proposed for the ⊤-palindromic QEP, easily extendable to H-palindromic QEPs. For other approaches for ⋆-palindromic QEPs, see [23, 27, 28] . In [5] , the SDA algorithm was generalized for the g-palindromic QEPs, which do not include the PCP QEP. For further information on the numerical solution of palindromic EVPs, see [7] . For general surveys of matrix polynomials, the associated eigenvalue problems and their applications, see [11, 30] .
Throughout this paper, C n×m is the set of all n×m complex matrices, C n = C n×1 , and C = C 1 ; I n (or I if there is no confusion) is the n×n identity matrix; and X H = X ⊤ denote the Hermitian (conjugate transpose) of X. We shall also adopt MATLAB-like convention to access the entries of vectors and matrices -X(i, j) is the (i, j)th entry, X(k : ℓ, i : j) the sub-matrix from rows k : ℓ and columns i : j, X(:, i : j) from columns i : j and X(k : ℓ, :) from rows k : ℓ.
In Section 2, we develop a SDA for solving the εPCP QEP. Convergence of the SDA is proved in Section 3. For the PCP QEP arisen from the stability analysis of TDSs, we develop a deflation technique for finding all unimodular eigenvalues in Section 4. A structured backward error analysis for PCP QEPs is presented in Section 5. Numerical examples of PCP QEPs arising from TDSs are given in Section 6. Concluding remarks are made in Section 7.
SDA for εPCP QEP
For a given PCP QEP (1.1), we define
With D = 0 in (2.1), we have
leading to
Multiplying (2.3b) by λ and substituting (2.3a) into it, we obtain
We have shown that the pencil M − λL is a linearization of PCP QEP (1.1) with D = 0. Based on the SDA algorithm proposed in [20] , we develope a SDA for solving the PCP QEP.
For the pencil M − λL defined in (2.1), we compute
where
and
The pencil M − λ L has the doubling property, i.e., if
where X 1 , X 2 ∈ C n×m and S ∈ C m×m , then
Proof From (2.6) and the relation M * L = L * M, we have
The iteration in (2.7) is structure-preserving for εPCP QEP, as shown in the following Theorem: Theorem 2.2 For a pencil M − λL given in (2.1), suppose that P AP = εB, P BP = εA, P KP = εK, (2.9)
where K = C − D. Then we have
where A, B, K are defined in (2.7).
Proof From (2.7b) and (2.9), we have
Similarly, from (2.7a) and (2.9), we have
and then P BP = ε A.
From Theorems 2.1 and 2.2, we restate the SDA for finding a basis for the stable invariant subspace of (M, L).
Algorithm SDA
Input: A, B, C, P ∈ C n×n with P AP = εB, P BP = εA, P CP = εC, P 2 = P ; a small positive tolerance τ ; Output: a basis
3 Convergence of SDA Consider the matrix pair (M, L) as in (2.1). In order to show that the SDA converges to a basis of the stable invariant subspace of (M, L), we suppose that all eigenvalues of (M, L) on the unit circle are semisimple (generically, multiple unimodular eigenvalues are rare; see [3] ).
From the Kronecker Canonical form [9, 10] , there exist nonsingular matrices Q and Z such that
and J s is the stable Jordan block of size m (i.e., ρ(J s ) < 1) with m = n − ℓ. Here ρ denotes the spectral radius and ⊕ the direct sum of matrices.
Since J M and J L commute with each other, it follows from (3.1) that
be the sequence with
where A k , B k , C k and D k = C k − K k are generated by the SDA. With M 0 = M and L 0 = L, it follows from (3.2) and Theorem 2.1 that
) with all its unimodular eigenvalues being semisimple. Write Z in (3.1a), (3.1b) in the form
Suppose that the sequence
generated by the SDA is well defined and {A k } ∞ k=1 is uniformed bounded. If Z 1 and Z 3 are invertible, we have
From (3.7), it follows that
Substituting (3.10) into (3.6), we get
Since Ω 2 k 1 and Ω 2 k 2 are uniformly bounded (independent of k) and ρ(J s ) < 1, we can rewrite (3.11) as
By the assumption that A k is uniformly bounded, we have
for some suitable a k ∈ C n×ℓ with a k being uniformly bounded. To prove (i), as k → ∞, we have
where Z 12 = Z 1 (:, ℓ + 1 : n) being orthogonal to ω 1 .
Since B k = P A k P by Theorem 2.2, from (3.8) we obtain
for some suitable C k ∈ C n×ℓ with C k being uniformly bounded.
To prove (ii), with k → ∞ and Z 22 = Z 2 (:, ℓ + 1 : n), we have
Similarly from (3.10), as k → ∞, we see that
where Z 32 ≡ Z 3 (:, ℓ + 1 : n) and Z 42 ≡ Z 4 (:, ℓ + 1 : n) for some uniformly bounded d k ∈ C n×ℓ .
Application to TDS
We are ready to solve PCP QEPs from TDSs. For a given PCP QEP or Q(λ) as in (1.1), we are interested in finding all eigenvalues on the unit circle and the associated eigenvectors. We first run the SDA until the null spaces of {A k } converge, in the sense of the following MATLAB [24] command (as in Algorithm SDA):
We then compute the SVD [12] of A k , such that
With ℓ denoting the number of unimodular eigenvalues, we have
where V k2 = V k (:, ℓ + 1 : · · · , n). From Theorems 2.1 and 3.1, it follows that
⊤ approximates a basis of the stable invariant subspace of (M, L).
From (3.1) and (4.2), we compute an approximate stable matrix S associated with
This implies that
are the computed stable eigenpairs of Q(λ). Furthermore, {(1/λ j , P X 1 ξ j )} n j=ℓ+1 are the computed unstable eigenpairs of Q(λ). Again from (3.1), (4.1)-(4.2) and Theorem 2.2, we have
Thus, from (4.3), (P X 1 ) ⊤ , −(D k P X 1 ) ⊤ ⊤ forms a basis for the unstable invariant subspace.
Let Φ 1 be an orthonormal basis of
. Then, applying deflation,
Approximations to the unimodular eigenvalues can be obtained by solving the matrix pair (R 0 , T 0 ) ≡ (Ψ H 0 MΦ 0 , Ψ H 0 LΦ 0 ) (e.g. using eig in MATLAB). To refine an approximate unimodular eigenvalue λ 0 of Q(λ) from (R 0 , T 0 ), we can apply Newton's method proposed by [19] :
If the Newton process in (4.8) converges, i.e., |λ k+1 − λ k |, |[L k ] nn | < T ol, then we stop (4.8) and set x = Q k e n (the last column of Q k ) to be the associated eigenvector of Q(λ) corresponding to λ ≡ λ k+1 .
We now study the total flop counts of the SDA+Newton algorithm as described in (4.1)-(4.8) for computing all (unimodular) eigenvalues of a PCP QEP. Since all computations are in complex arithmetic, the addition and the multiplication of two complex numbers require 2 flops and 6 flops (4 multiplications and 2 additions), respectively. The flop counts of the SDA+Newton algorithm are listed in Table 1 . From experience, at most eight iterations are required for the SDA to converge and only one iteration is required for the Newton refinement in (4.8).
Task
≈ flops (a) SDA We shall compare the SDA+Newton algorithm with the QZ algorithm [12] . In [9] , a "good" structured linearization for (1.1) has been proposed: 9) where P = 0 P P 0 . Thus, the eigenpairs for (1.1) can then be computed by the QZ algorithm on (X, − P X P ) or (M, L). In general, the QZ algorithm applied to (M, L) or (X, − P X P ) requires about 960n 3 flops for the computation of all eigenvalues and about 1600n 3 flops if, in additional, eigenvectors are needed. Consequently, computing only unimodular eigenvalues of PCP QEPs, the number of flops required by the SDA+Newton algorithm and the QZ+Newton algorithm are summarized in Table 2 (with the last column containing ratios between the flop counts of the SDA and the QZ algorithms). For a fairer comparison, Newton refinement is applied at the end of both algorithms to achieve a similar accuracy. The SDA+Newton algorithm needs about 42% of the flop count of the QZ+Newton algorithm (427n 3 : 1013n 3 ) when ℓ = 10. In general, the SDA+Newton algorithm is always more efficient, more so for smaller values of ℓ. Note from [3] that the expected value of ℓ equals E n (ℓ) = 5n 8 for random n × n linear palindromic pencil λZ + Z H . We have E 1000 (ℓ) ≈ 25, E 10000 (ℓ) ≈ 79 and E 100000 (ℓ) ≈ 250, so even for very large TDSs, ℓ will be manageably small and the SDA+Newton algorithm will always be substantially more efficient than the QZ+Newton algorithm. 
A Structured Backward Error Analysis of PCP QEP
Let ( λ, x) be an approximate eigenpair of Q(λ) in (1.1). A natural deinition of the normwise backward error of ( λ, x) for (1.1) is
where · 2 is the spectrum norm and
with ∆A, ∆B, ∆C ∈ C n×n being the perturbation matrices. An explicit expression for η( λ, x) with respect to the residual r = Q( λ) x is given by [29] :
where r = Q( λ) x and α = | λ| 2 B 2 + | λ| C 2 + A 2 .
It is of interest to consider a backward error in which the perturbations {∆B, ∆C, ∆A} preserve the PCP-structure in {B, C, A}. Therefore, we define the structured backward error of ( λ, x) by η S ( λ, x) = min δ Q( λ) + ∆Q( λ) x = 0, P ∆BP = ∆A, P ∆CP = ∆C,
For convenience, we shall only consider the case of ε = 1 in (1.1). It is clear that η S ( λ, x) ≥ η( λ, x). The optimal perturbations in (5.1) do not, in general, have the PCP-Structure. We first prove the following property.
Theorem 5.2 Let (λ, x) be an eigenpair of Q(λ) in (1.1) with ε = 1. If λ is a simple unimodular eigenvalue, then P x = x.
Proof From (1.1), we have
Since λ is simple, it follows that P x = x.
Based on the assertion of Theorem 5.2, the next theorem shows that requiring the perturbations to possess the PCP-structure has no effect on the backward error, provided that λ is on the unit circle and x satisfies P x = x. Theorem 5.3 Let ( λ, x) be an approximate eigenpair of Q(λ) as in (1.1) with λ = e iθ and P x = x. Then
Proof Let r = Q( λ) x be the residual of the pair ( λ, x). We first show that e −iθ x H r is real. Since P x = x and λ = e iθ , we have (1.1b) ).
Therefore, there exists a Householder transform [12] G of the form Take S = ( r 2 / x 2 )G, we arrive at
Again from (3.3) and P x = x, it follows that
From (5.7) and (5.5b), we have
Thus, S satisfies P SP = S. We now define 
Using (5.2), we obtain 12) and then from (5.9), we prove that η S ( λ, x) = η( λ, x).
In what follows, we shall focus on estimating or bounding Q( λ) x 1 , where ( λ, ( x ⊤ 1 , x ⊤ 2 ) ⊤ ) is an approximate eigenpair of (M, L). Proof For (M − λL) z = r, we have
So, λ x 2 = A x 1 − r 1 , and
Thus, Q( λ) x 1 = r 1 − λr 2 , which leads to (5.13).
Remark 5.1 From Theorem 5.3, we see that the residual of ( λ, x 1 ) for Q(λ) only depends on the associated residual r = (M − λL) z which is independent of B 2 , C 2 and A 2 .
Numerical Examples
We perform all computation in MATLAB R2007a with eps ≈ 2.22 × 10 −16 . Note, from Remark 1.1 and [3] , that computing unimodular eigenvalues for PCP QEPs is a wellposed problem, as unimodular eigenvalues can stay on the unit circle under perturbation. In addition, ℓ (the number of unimodular eigenvalues) is usually small which makes the refinement of unimodular eigenvalues inexpensive. From Table 2 , the SDA+Newton algorithm is then much more efficient that the QZ+Newton algorithm. Example 6.1 We consider a neutral TDS (1.4), with corrresponding characteristic equation (1.5) :
We are interested in the computation of all unimodular eigenpairs. We take m = 2, n = 10, where A k and D k are randomly generated with normally distributed entries in [−100, 100] for k = 0, 1, 2, ϕ 0 = 0 and ϕ 1 = −π : 0.1 : π.
In Figure 6 .1, we show the average of backward errors of approximate unimodular eigenpairs for Q(λ) computed by the SDA+Newton algorithm as well as the QZ+Newton algorithm on (M, L) and (X, − P X P ) [9] . The number of iterations for the SDA is about eight. For each unimodular eigenvalue only one refinement Newton step is needed. In Figure 6 .1, we see that the SDA+Newton algorithm as well as those by the QZ+Newton Example 6.2 We generate random A, C ∈ C 100×100 with B = P AP , P CP = C and min {|µ| − 1 : µ ∈ spectrum of Q(λ)} = 1.18 × 10 −6 .
In Figures 6.2 and 6 .3, we show the backward errors of all eigenpairs of Q(λ) and the reciprocity property of approximate λ and 1/λ (i.e. |λ i λ 2n+1−i | − 1). We see that the SDA and QZ (X, − P X P ) perform better than QZ (M, L), and the SDA has better reciprocity property than that of QZ (X, − P X P ) and QZ (M, L).
Example 6.3 Consider the delay-free-feedback version of the example in [26] , With the parameterization of critical curves (m = 2) from [9] as described in the Introduction, critical points (h 1 , h 2 ) can be calculated from (1.6), (1.7) and (1.8). With ϕ being 2π-periodic, we run ϕ through [−π, π].
Taking ϕ = −π : 0.01 : π, we compute 11,322 eigenpairs by the SDA+Newton algorithm. We plot the distribution of eigenvalues inside and on the unit circle in Fig 6.4 with different scales. In Fig 6.5 , we plot the critical curves of unimodular eigenvalues against h 1 and h 2 .
Conclusions
We have proposed a structure-preserving doubling algorithm to compute all the eigenvalues of a PCP QEP. When only the unimodular eigenvalues are required, as in the stability analysis of time-delay systems, Newton refinement is applied after doubling. The algorithm is efficient for small to medium size examples, as illustrated by our numerical simulations. For larger and more structured problems, modifications to the SDA+Newton algorithm or new algorithms may have to be devised.
For time-delay systems, the smaller nonlinear eigenvalue problem in (1.5) can be solved instead [18] . It is nontrivial to compare numerical techniques for such nonlinear eigenvalue problems with our algorithm. The nonlinear eigenvalue problems are smaller but more complicated, while the PCP QEPs are larger but more structured. Detailed comparison, especially with more properties from the actual time-delay system, will be interesting. 
