Pointing at something refers to orienting the hand, the arm, the head or the body in the direction of an object or an event. This skill constitutes a basic communicative ability for cognitive agents like, e.g. humanoid robots. The goal of this study is to show that approximate and, in particular, precise pointing can be learned as a direct mapping from the object's pixel coordinates in the visual field to hand positions or to joint angles. This highly nonlinear mapping defines the pose and orientation of a robot's arm. The study underlines that this is possible without calculating the object's depth and 3D position explicitly since only the direction is required. To this aim, three state-of-the-art neural network paradigms (multilayer perceptron, extreme learning machine and reservoir computing) are evaluated on real world data gathered from the humanoid robot iCub. Training data are interactively generated and recorded from kinesthetic teaching for the case of precise pointing. Successful generalization is verified on the iCub using a laser pointer attached to its hand.
Introduction
Learning of visually guided sensorimotor behaviors is an active field of research in cognitive robotics. In this regard, common approaches to sensorimotor learning relate sensory signals and motor commands, and the direction of the mapping plays an important role for defining the task of interest. A forward mapping transforms motor commands into sensory states, while an inverse mapping provides for a desired sensory state the motor commands to achieve this very state. The latter mapping typically is redundant and therefore not easy to learn globally. In visual servoing, however, the end-effector position of a robot (e.g. the gripper) is continuously updated based on visual information provided by cameras (see [1, 2] for a survey), a procedure that demands a feedback loop and is feasible because locally an inverse model can be well applied.
Approaches for dealing with sensorimotor coordination tasks can coarsely be divided into three major groups: model-based, model-free and hybrid approaches. In model-based approaches [3, 4] mathematical models of the robot and the cameras are derived. This approach typically involves separate stereomatching algorithms for depth calculation, which in turn require precise calibration of the camera system and computationally expensive search for the best stereo match. Alternatively, modelfree approaches involve learning of forward or inverse inputoutput mappings by means of supervised [5] [6] [7] or self-organizing neural networks [8] [9] [10] . Finally, hybrid approaches combine neural learning of the robot model with conventional mathematical modeling of the task of interest [11] or visual servoing through local corrections [12] .
Reaching a particular location in 3D space is a widely studied sensorimotor learning problem [13] [14] [15] [16] . Pointing, which corresponds to orienting one of the hands or arms, the head or the whole body in the direction of the object or event of interest, is much less studied than reaching. Nevertheless, pointing has been an important topic of research in cognitive science, especially in what concerns the development of infants' preverbal (i.e. prior to speech) communicative skills [17, 18] . It is a skill that is fully acquired by children around the age of 12 months and that is crucial for the development of further social and language abilities [19] .
Classically, infants are thought to point for two main reasons [19, 20] . Firstly, they point when they want a nearby adult to do something for them (e.g. give them something). This is called imperative pointing and consists in extending the arm as if reaching for an object. It has been proposed that children use imperative pointing as a result of not being able to reach objects that are too far away to grasp. Secondly, infants point when they want an adult to share attention with them to some interesting event or object.
It is worth mentioning, however, that orienting the hand to an object too distant to each is a fundamental component of a variety of behavioral responses. It is relevant as protective reflex (e.g. when intercepting an object that comes into the agent's direction [21] ) or to block something from the sight (e.g. a bright light, children's game peek-a-boo) [7, 22] . Besides, any cognitive and interacting agent needs to be able to perform pointing either by moving arms or hands in active gesturing or by orienting the body or the head towards a relevant direction in the environment, e.g. during handshaking or when speaking with a partner.
To the best of our knowledge, few studies have addressed the acquisition of pointing skills by robots [22, 23, 7] . Shademan et al. [22] and Marjanović et al. [7] use visual information to compute error signals in a closed loop control scheme. Marjanović et al. [7] implement two mappings (from images coordinates to the eye motors, and then to the coordinates of arm motors) using radial basis functions networks. Shademan et al. [22] do not rely on neural networks to learn the desired mappings, but rather on the locally least squares-based Jacobian estimation method [24] . These authors have demonstrated how a robot can learn primitive skills and how to augment them. The proposed approach was validated with real uncalibrated camera mounted on the endeffector (eye-in-hand scenario) of a 4-DOF robot.
Of particular interest to this paper is the work of Doniec et al. [23] . These authors address the task of pointing in order to accelerate the learning of joint attention by an upper torso humanoid robot, called Nico. Joint attention is achieved when one person alerts another to an object or event by means of eye-gazing, pointing or other verbal or non-verbal indications. Their approach to joint attention learning required three phases.
First, a neural network is trained by a fast method for learning iterative reaching through motor babbling [6] in order to learn the forward model of the arm, _ x ¼ JðhÞ _ h, where hAR 6 is the vector of joint angles, x A R 3 is the vector of Cartesian coordinates of the end-effector, and JðhÞ is the corresponding 3 Â 6 Jacobian matrix. Once trained, the desired arm displacement in joint angles can be computed by locally inverting the forward mapping
where x obj and x eff are, respectively, the current positions of the object and of the end-effector. Second, the forward model is used to produce imperative pointing, that is, the robot is commanded to approach an object that is out of reach. For this purpose, it has to stretch its elbow. However, by trying to do so, the robot arm movement will eventually stop as the elbow joint reaches singularity. The alternative found by Doniec et al. was to remove the elbow joints from the Jacobian matrix calculation at this point and continue iterative movement by simply using the shoulder joints. As a consequence, one should replace the original Jacobian matrix J 3Â6 in Eq. (1) with J 0 3Â4 , and the corresponding joint vector h 6Â1 with h 0 4Â1 . Finally, a second neural network is trained to associate head pose with the position of the object of interest.
It is worth emphasizing that, according to Doniec et al.'s approach, the neural forward model (and, by extension, the robot) is not explicitly trained to point to an object. The pointing skill, in this case, is a consequence of a clever adaptation of the forward model to cope with singularities arising when the robot stretches the elbow. Notwithstanding this fact, the resulting neural forward model is accurate enough to allow pointing without visual feedback.
In this paper we also deal with learning of pointing skills without resorting to visual feedback. However, we follow a different approach. We show that the first and second phases of Doniec et al.'s approach can be merged into a single phase in order to provide the robot with imperative pointing skills. For this purpose, we tackle this problem from the viewpoint of learning a sensorimotor mapping without visual feedback and without computing object's depth and 3D position, since this task does not require a completely accurate positioning of the robot's hand in order to give a correct indication of the direction of the object. Additionally, we take one step forward and show how to use kinesthetic teaching to improve robot's pointing accuracy considerably.
It is important to make the distinction clear between positioning the hand in the direction of an object without a precise orientation (a.k.a. imperative pointing) and precise pointing to an object. Imperative pointing has been previously approached in [25, 23] and the present work can be understood as an attempt to improve the accuracy of imperative pointing even further through kinesthetic teaching. This distinction is crucial because it leads to different task representations and different requirements for training data. Notwithstanding this distinction, an important common feature of both tasks is that computation of 3D information (e.g. object's depth and 3D position) reveals unnecessary, since only the orientation along some direction needs to be adjusted, as illustrated in Fig. 1(c) .
We aim at showing that both tasks, imperative and precise pointing, can be learned as a mapping from the object's pixel coordinates in the visual field directly to hand positions (or to joint angles) in an eye-to-hand configuration. This highly nonlinear mapping defines the pose and orientation of the robot's arm. To this aim, three state-of-the-art neural network paradigms (multilayer perceptron, extreme learning machine and static reservoir computing) are evaluated on data gathered from the humanoid robot iCub [26] . For the sake of data collection and testing, we use the simulated and real platforms of the iCub robot shown in Fig. 1(a) and (b), respectively. For both tasks, we record real world image data to serve as inputs and the arm's joint angles as targets for the neural network training.
The remainder of this paper is organized as follows. In Section 2 we discuss the different tasks and representation schemes to distinguish between direct and non-direct approaches, for both imperative and precise pointing. Section 3 describes the neural network paradigms evaluated in this work. In Section 4, we provide details on the data collection procedures for imperative pointing with hybrid data (Section 4.1) and for precise pointing with real data (Section 4.2), and respective results. Section 5 provides a final discussion of the results.
Representations for imperative and precise pointing
Despite the seemingly simple character of the everyday imperative and precise pointing tasks, there are substantial differences with respect to how the corresponding mapping may be represented and computed. Fig. 2 illustrates different options, which lead to different approaches. The lower right box represents the intrinsic visual coordinates given in pixel coordinates for the left and right camera image ði L ,j L ,i R ,j R Þ, which are provided as inputs. The lower left box represents the joint angles of the robot arm, whereas the upper low box represents the endeffector coordinates, i.e. the hand position. Different approaches are defined by concatenating partial mappings along the different paths starting from the lower right box and ending at the lower left box. We refer to all mappings which do not map directly from pixel coordinates to joint angles as non-direct. Non-direct mappings introduce an intermediate representational stage, reached by some partial mapping, before computing the joint angles. These joint angles then lead to a trajectory towards the target object. We first identify Mappings 1 and 2, as follows:
Mapping 1 is the direct mapping from pixels to joint angles ðy 1 , . . . ,y 7 Þ for fully controlled positioning of the arm, including orientation for exact pointing. Mapping 2 is the mapping from pixels to 3D hand positions in task space ðx e ,y e ,z e Þ for imperative pointing.
Mappings 1 and 2 can in principle be learned without knowledge of the 3D position of the object. However, there is a difference in complexity between Mappings 1 and 2. The former needs more information and must handle more precisely the redundancies in the arm to provide the correct orientation of the forearm pointing to the object. The latter just assumes that the hand is positioned at the point of the robot egosphere, 1 which is closest to the object of interest. That is, the projection of the 3D-object position along the pointing ray onto the egosphere of reachable positions is the learning target (cf. Fig. 1(c) ). This position can be reached with different redundancy resolutions of the arm and therefore different orientations and pointing directions. In comparison, less information needs to be provided for learning Mapping 2. As a consequence, precise pointing cannot be expected to emerge from Mapping 2, since standard inverse kinematics (Mapping 5) must be used to provide the actual joint angles for the positioning of the hand. In the absence of an explicit target for the orientation, these will use some unrelated criteria for resolving the redundancy and will not respect the precise pointing direction. Learning Mapping 2 from data will constitute one of the learning scenarios for imperative pointing as described in Section 4.1.
For the sake of comparison, Mappings 4a and 4b are then defined as follows:
Mapping 4a is the mapping from the object position in space to end-effector coordinates. Mapping 4b is the mapping from the object position in space to joint angles ðy 1 , . . . ,y 7 Þ.
It is worth emphasizing the differences between the proposed approaches (i.e. Mappings 1 and 2) and the standard approaches available in the literature (i.e. Mappings 4a and 4b e.g. [21] ). Learning of Mappings 4a and 4b would first require the computation of 3D-object positions ðx b ,y b ,z b Þ as defined by the Mapping 3 and then consider pointing as a kind of reaching towards these coordinates through Mappings 4a and 4b. This is feasible only if the 3D-coordinates of the objects can be inferred from the camera images, which require stereo matching and depth calculation (e.g. [28, 29] ). As compared to the direct approach, the depth calculation provides useful but dispensable information for pointing.
Neural network architectures
This section gives a brief overview of the three neural architectures, which are evaluated with respect to their performance in learning the Mappings 1 and 2. Section 3.1 presents the multilayer perceptron (MLP), the extreme learning machine (ELM) and the static reservoir computing (SRC) network. In Section 3.2 intrinsic plasticity is described, a technique to automatically tune neurons toward optimal processing w.r.t. their input distribution. Details about the learning setup and parameters are given in Section 3.3.
Neural architectures

Multilayer perceptron
The MLP is used as a baseline because of its widespread use. An MLP with p inputs, a hidden layer with q neurons, and an output layer with m neurons, hyperbolic tangent activation function, and linear output are employed. The MLP output vector vðkÞ A R m at iteration k is given by
where hðkÞ A R q is the vector of hidden states and W out is the q Â m weight matrix connecting the hidden to output neurons. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.) 1 As conceived by Albus [27] , the egosphere is a topological sphere surrounding an entity onto which external or internal events are projected. There are multiple egospheres for different components of a system, i.e. head egosphere, camera egosphere, body egosphere. The last is adopted in this paper.
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The superscript T denotes the transpose of a vector/matrix. The hidden state hðkÞ is computed as
where f ðÁÞ is the activation function, uðkÞ A R p is the input vector and W in is a p Â q weight matrix connecting the input units to the hidden neurons. Additionally, one bias unit is added to the inputand to the hidden layer.. A regularized version of the batch backpropagation algorithm [30, 31] is used to update the weights in epochs, i.e. after full presentation of all training data. The regularization parameter l40 is determined for each implementation of the MLP network, e.g. by line search.
Extreme learning machine
The extreme learning machine (ELM) is a fast feed-forward neural network with only one-hidden-layer proposed by Huang et al. [32, 33] . Compared to the MLP one major difference is that the ELM only adapts the read-out weights and effectively uses a random projection of the input onto the hidden state space. For a network with p inputs, q hidden and m output neurons, the ith output at time step k is given by
where W out is a q Â m weight matrix connecting the hidden to output neurons. For each input pattern uðkÞ A R p , the hidden state hðkÞ A R q is given by
where w 
where l40 is the regularization parameter and I q is an identity matrix of dimension q Â q.
Static reservoir computing
Static reservoir computing (SRC) was proposed in [34] [35] [36] . It is based on mapping input vectors to steady-state attractors of a reservoir network, which serve as hidden representation. SRC comprises a recurrent neural network with non-linear hidden neurons, with weight matrices W in and W res that are sparse and have entries which are initially drawn from a uniform distribution and remain unaffected by learning. The network's dynamics is given as
where f ðÁÞ is a sigmoid logistic activation function. The transients are removed by iterating the dynamics with a clamped input pattern uðkÞ until the network state change Dh ¼ JhðkÞÀhðkÀ1ÞJ 2 approaches zero. Then the converged hidden state is used to compute a linear weighted output function as before described by Eq. (4). Learning is performed like in the ELM approach. All hidden states for all inputs are harvested, i.e. collected in matrices H. W out is the regularized least squares solution as specified in Eq. (6). The SRC network is computationally more costly than the ELM, because of the iteration of the dynamics towards the attractor. However, due to its recurrency the SRC has a more complex hidden state representation and can have better mapping abilities than the ELM [34] .
Intrinsic plasticity
Intrinsic plasticity (IP [37] ) can be used for improving the performance of both the ELM and SRC networks [34] . IP is an unsupervised online learning rule that adapts simultaneously the bias b i and the slope a i of the neuron's activation function (e.g. the logistic sigmoid function 2 ):
where x i (k) denotes the total input to the neuron's activation function f i at time step k. The goal is to tune the parameters ða i ,b i Þ for each neuron i in a given network by maximizing information transmission of the neuron [37] . The respective learning rule adjusts the parameters ða i ,b i Þ in order to minimize the KullbackLeibler divergence of the neuron's output distribution with respect to an exponential distribution with prescribed mean activity level. In this study, a version of IP suitable for batch learning as proposed in [38] is used.
Training and testing the neural models
Some settings were constant across the learning tasks for both datasets, which are described in Section 4 below. All networks are trained and tested 50 times. Performance statistics over the repetitions are calculated and results for the best performing network are shown.
The parameters are determined by a grid search, where the number of hidden neurons ranged from 5 to 500 incremented by 10, the regularization factor and weight decay varied from 10 À1 until 10 À6 scaled by 10 À1 , the learning rate ranged from 0.1 to 0.005 scaled by 0.1, the density of input layers weights change from 20% to 100% increased by 10%, and the reservoir density varies from 10% to 20% increased by 5%.
MLP configuration
The inputs are normalized into the interval [ À 0.9,0.9]. The outputs are joint angles given in radians and therefore are scaled by 0.1. The best performance is achieved with 50 neurons in the hidden layer, using a learning rate of 10 À3 . The network needs 250 epochs for stabilizing the training error with the first dataset using a regularization parameter of l ¼ 10 À3 .
ELM configuration
Inputs do not need to be normalized because of the IP prelearning, which adjusts the a i and implicitly scales the inputs optimally. Output scaling is as mentioned above. The input weight matrix (W inp ) is initialized from a uniform distribution in the interval [ À 0.5, 0.5] with sparsity of 50%. The hidden layer consists of 30 neurons with activation functions adjusted by batch IP with the desired mean activity level m ¼ 0:2 and the regularization parameter is set to l ¼ 10 À2 .
SRC configuration
Input and output scaling are as for the ELM. The SRC's reservoir size is 50 neurons, with 20% connectivity. Values are initialized from a uniform distribution in the interval [ À 1, 1]. The weight matrix is then rescaled to have spectral radius 0.99 to ensure stability of the dynamical system, which is a common technique in reservoir computing. The W inp is initialized with uniform random values between [ À 0.5, 0.5] with full density and the regularization parameter is set to l ¼ 10 À6 .
Learning setup for imperative and precise pointing
Our objective is to investigate the feasibility of directly mapping the pixel coordinates obtained from binocular vision to joint angles. The methods for recording training data for imperative and precise pointing are described in Sections 4.1 and 4.2, respectively.
Imperative pointing
Imperative pointing was executed with the aid of the iCub's simulator, however, based on real images from a webcam. A red ball of approximately 6 cm of diameter (cf. Fig. 4) is the target object within the visual field of the robot. This is accomplished by recording the image of an user moving this ball freely in space with a webcam. The video is then projected on a screen inside the simulator, as shown in Fig. 3 . This configuration emulates a direct interaction with the real world, which is seen by the simulated robot with simulated camera eyes.
First, the 3D position of the ball is estimated from the simulated left camera image (pf3dTracker [39] ) by using an object tracker available on iCub's software repository. The tracker approximates the 3D position of an object from only one camera source, when the size and color of the object are specified beforehand. This 3D position is used as target for the iCub left end-effector and the iCub's controller selects the redundancy resolution for the arm posture. In the experiment, recorded training data comprise pixel coordinates of the ball from both eye-cameras (i L ,j L ) and (i R ,j R ), estimated ball coordinates (x b ,y b ,z b ), joint angles (y 1 , . . . ,y 7 ) and end-effector position (x e ,y e ,z e ).
The dataset resulted in 491 samples, which were divided into 391 for the training set and 100 for the test set.
Two measures are computed to evaluate the imperative pointing performance, illustrated in Fig. 5 . The first is the positioning error of the hand which is calculated as the Euclidean distance between the target hand position and the estimated endeffector position from the neural network. Since the network output are joint angles, they are transformed into task space using the forward kinematics provided by the iCub repository [41, 42] . The second measure is the pointing error, i.e. the distance between the points of intersection of the desired and estimated pointing rays with the ball plane. The ball plane is by definition a vertical plane in front of the robot. Here we compare the network output to the known recorded pointing ray at the same given visual input. Note that during data recording the redundancy resolution of the arm is not constant. Therefore, the recorded pointing ray may not precisely point to the ball, but we chose this measure to provide a fair comparison for the learner.
The pointing ray is aligned with the x-axis of the left hand reference frame, which is displayed as full and dashed arrows in Fig. 5 (in red) . It is defined in terms of the hand position (origin from the left hand reference frame, x e ) and a second point x 2 as p ¼ x e þ tðx 2 Àx e Þ, where x e ¼ ðx e ,y e ,z e Þ, x 2 ¼ ðx 2 ,y 2 ,z 2 Þ and p ¼ ðx p ,y p ,z p Þ. The ball plane is defined as a vertical plane in front of the robot, which means that the x coordinate value is fixed across the plane. The plane is parametrized by two arbitrary points x 3 and x 4 , where the x coordinate is equal to x b of the ball position. Then the normal vector is v ¼ ðx v ,y v ,z v Þ and the plane 
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to solve a linear system of equations in the variables t and p. Once the intersection points are calculated, the pointing error is the Euclidean distance between them.
We implemented positioning and pointing as a direct mapping from pixel coordinates to joint angles (Mapping 1 in Section 2) with all three neural network types MLP, ELM and SRC. The results are shown in Fig. 6 . The boxplots display the best result out of 50 repetitions for training and test in Fig. 6(a) and (b) and the overall performance for each network type in Fig. 6(c) and (d) .
The comparison between Fig. 6 (a) and (b) reveals no network type significantly better than the others, although the median errors of the ELM and SRC networks are slightly smaller (around 1 cm of difference) than the MLP median error. However, the overall results seen in Fig. 6(c) and (d) show a gap in performance in both measures of the MLP networks when compared to the other network types. Nonetheless, given the amount of noise from multiple sources in the data, all networks had shown reasonable results. Because of the unreachable target, the robot position controller works within limits and adds noise to the recorded data. Additionally, there is a large variance on the estimated object coordinates from the vision system, which creates another source of noise. Furthermore, even a small positioning error can create a significant error in pointing direction, which is clear from Fig. 5 and is reflected by the relatively large pointing error between 7 cm and 8 cm.
We further investigate other mappings introduced in Section 2 which use pixels (uðkÞ ¼ ði L ðkÞ,j L ðkÞ ,i R ðkÞ,j R ðkÞÞ T ) or ball coordinates as inputs (uðkÞ ¼ ðx b ðkÞ,y b ðkÞ,z b ðkÞÞ T ), and provide joint angles, endeffector coordinates, or ball coordinates as outputs. These were defined as Mappings 1-3 (for pixels as input), as Mappings 4a and 4b (for ball coordinates), illustrated in Fig. 2 . The third and sixth plots in Fig. 7(a) show the performance of training a mapping from pixels to object's 3D position. This emulates a stereo matching and was defined as Mapping 3. The median of positioning errors is 10-14 cm approximately, which demonstrates that the network is not capable of reconstructing the 3D positions directly (Fig. 8) . The output of this mapping is displayed in Fig. 9 in more detail. Blue circles indicate the desired ball coordinates and the red asterisks the SRC outputs. In Fig. 9(a) , (b) and (d) the estimated ball coordinates are concentrated on the average depth area, represented on x-axis. The depth information is poorly represented in the learned mapping which can be seen . SRC performance in centimeters of the stereo matching task, shows that the depth value is averaged (on the x-axis) over the training data, which effectively implements the desired projection of training data along the pointing ray.
from Fig. 9(a) and (b) . The points produced from the network are not distributed over the whole depth range [ À1 m,À0.38 m] of the training data. Whereas the approximated points cover the range of the y-z plane (Fig. 9(c) ) of the training data. Therefore, a mapping of pixels to 3D information is not well performed during the direct mapping. This substantiates the claim of this study that both, imperative and precise pointing skills, can be learned without calculation of the 3D position. Further, the panel of Fig. 7(a) and (b) shows that using ball coordinates significantly decrease the positioning error (in joint space). We attribute this to the fact that ball coordinates explicitly introduce the depth information. This also supports the claim that depth is not estimated in the direct mapping, because otherwise adding this information would provide redundant information and should not decrease the error substantially.
Precise pointing
The precise pointing task requires a more accurate positioning of the robot in order to orient the end-effector correctly towards the target outside the egosphere. This precision requirement is the main difference to the imperative pointing behavior. We therefore need to change the data acquisition and have to improve the data quality for learning. We rely on kinesthetic teaching on the real iCub for this purpose, as illustrated in Fig. 10(b) . The human tutor physically guides the iCub's arm in gravitation compensation mode, utilizing the active compliance controller implementation from the iCub software repository [43, 44] . This mode enables to move all joints of the arm while maneuvering the end-effector to the desired position. In a recording session, one person moves the object of interest (Fig. 4) in the visual field of the iCub. The other tutor guides the iCub's arm and hand where a laser pointer is mounted between the first and second finger. The tutor thereby has a visualization of the robot's pointing ray and can track the ball with the laser pointer. Training data are collected while moving the target in the iCub's visual plane at each several distances as shown in Fig. 10(a) .
The data comprise pixel coordinates from both cameras, the corresponding joint angles and the end-effector positions from the robot's arm. Subsets of the data for the three distances are referred to as layers 1-3 starting from the closest to the robot. We recorded 2371 samples for layer 1, 2739 samples for layer 2 and 2276 for layer 3. Only the ELM network is employed for learning since it yields results comparable to the SRC network but demands less computational effort, which is convenient in a real robot platform.
To measure performance, the angle between the recorded and estimated orientation is calculated. In Fig. 11(a) we divide the full dataset composed from all layers in 4924 samples for training and 2462 for testing, i.e. two-third for training and one-third for testing. The generalization ability, displayed layer-wise in illustrates the generalization ability of three ELM networks. Each network used training data composed of only two out of three layers for learning (e.g. the displayed error of the first box is the test error of the ELM network that used training data from layers 2 and 3 for learning). Fig. 11(a) is satisfying and in practice is sufficient to hit the ball with the laser pointer most of the time. Some interesting observations can be made on the generalization ability for interpolation and extrapolation. We test this by selecting training data from the three layers in a leave-one-layerout cross-validation fashion in Fig. 11(b) .
First, there is excellent interpolation to the intermediate layer if training is performed with the close and the distant data (middle box in Fig. 11(b) ). The basic learning approach is therefore feasible and our conclusions about the possibility of mapping without depth calculation are further supported. The other two cases actually consider extrapolation. Obviously this is much more difficult (note the different scales as compared to Fig. 11(a) ). Extrapolation from the two closer datasets to the distant one is possible, but already with a significant median error of 5.7751. Extrapolation from the two distant layers to the closer one, however, is basically impossible and results in very large errors (left hand boxplot in Fig. 11(b) ). The reason is that different redundancy resolutions need to be used in each layer. In the second layer, a straight arm configuration is dominant, which extrapolates rather well to the more distant layer which yields similar joint angles. However, the redundancy resolution in the first layer is quite different. The targets are so close to the robot's body that the arm of the robot needs to be bent significantly. This cannot be extrapolated from the straight arm conditions in the other layers. If the bending condition is not present in the data, generalization fails. The problem here is therefore not caused by a shortcoming of the learning method, but rather by a lack of training data. The latter, however, is a persistent issue in the proposed approach. Training always has to assure that all relevant joint angle configurations are present in the data.
Conclusion
In this study, different mappings to learn imperative and precise pointing tasks on the humanoid robot iCub have been developed and evaluated. In the first experiments we used a simulated environment to generate training data and tested three different data-driven and model-free learning approaches on this dataset. The static reservoir computing and extreme learning machine, both refined with intrinsic plasticity learning, have shown very good performance and are superior to a standard MLP approach. Imperative pointing skill can be learned with this setup and the results strongly advocate that it can be achieved without an intermediate depth calculation.
In the real world experiments, we use kinesthetic teaching on iCub to gather higher quality training data for pointing. We record training data in layers of different distances, which require different redundancy resolutions for precise pointing. The tutor demonstrates effortless a more complex redundancy resolution in the first layer, even without any deliberation or explicit knowledge of this higher complexity of the task in this region. This underlines the effectiveness of kinesthetic teaching, which prevents any explicit modeling of the robot's body or the task. Instead, it conveys the task constraint, here different redundancy resolutions, along with the task itself. If the training data are sufficient for all different conditions, the networks learn the task and generalize very well.
A major advantage of the proposed learning setup is its flexibility, because the data driven learning prevents explicit modeling and calibration of the camera and the robot. Adaptation to changes in the task, the robot's morphology (e.g. use a stick to point), or the environment can be achieved by relearning the mapping after providing new demonstrations. This takes overall only a few minutes, where the effort for the actual kinesthetic teaching is the most time consuming part. We conclude that the combination of the kinesthetic teaching procedure and the learning without depth calculation provides a very effective means for a flexible implementation of a basic and important skill for a humanoid robot-pointing precisely to an object or event.
