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The CubeSat standard was originally created to teach the students in and out of a satellite 
system. Today more than one thousand CubeSat has been launched and it is expected even 
more CubeSats will be launched in the coming years. With the growing number of CubeSats 
launched, we can safely assume the number of University based CubeSat will also grow in 
number. Unfortunately, a significant portion of CubeSats do not achieve full mission success. 
Of all the CubeSats that have been launched since 2003, only two-third of the CubeSat achieve 
success. For full mission success, both hardware and software of a CubeSat play an equal role. 
For larger satellites, software bugs, both major or minor may be fixed in-orbit with a software 
patch. Due to the nature of university based CubeSat project, we cannot upload updated 
software to the satellite in the operational phase. 
The CubeSat standard imposes design restrictions that the developers must follow. Due to the 
limitation of size and power, our choice of hardware is few. The additional restrictions come 
from the philosophy of University based CubeSat project. One of the primary objectives for 
such a project is that students should learn by direct involvement from the design until the 
operation phase of a CubeSat. If the system deployed is too complicated, it is an additional 
barrier for learning an already complex system. 
The aim of this research is to formulate a system enabling software upgrades without creating 
an additional challenge for the development team. This thesis is made of 6 chapters. Chapter 1 
gives an overview of the CubeSat history and the issue regarding firmware maintenance in-
orbit. Chapter 2 contains study of the state of art for CubeSat flight software. Chapter 3 
describes the detailed methodology used in this research. Chapter 4 contains the results 
obtained from this research. Chapter 5 contains the interpretation of the result and further 
discussions of the key findings of this research. Chapter 6 draws the conclusion of this thesis. 
Chapter 1 presents various design decisions and their trade-off related to CubeSat development 
challenges. Those challenges may be in regards to power limitation, volume limitation or 
thermal limitation. While a micro-controller is power efficient and easy to implement, 
sometimes we need processors with high level features to manage occasional complexity. 
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University based CubeSats typically use amateur radio band and operate in low earth orbit. As 
a result, we have a short window of communication. Each of these small design constrains 
affects our ability to make our CubeSat reprogrammable. 
Chapter 2 of this thesis dives deeper into the study of the state of art. Of all the one thousand 
and more CubeSats launched into space until now, only a few have attempted to reprogram 
their firmware in-orbit. Even fewer have attempted to reprogram the OBC. This thesis revisits 
some of the important lessons learned by the mankind during its brief but glorious history of 
space exploration. 
Chapter 3 discuss the methodology used in this research in-depth. This research proposes a 
hybrid system to enable in-orbit reprogramming of CubeSat. There are five distinct steps to be 
completed in order to reliably reprogram on-board microcontroller. A details discussion of 
what changes we must bring to our application code in order to keep our software patch size to 
a minimum. We must ensure software upgrade reliability in the harsh environment of space. 
Should a single even latch-up occur during the upgrade process, loss of operating code of an 
orbiting satellite will render the non-operational. Software checks must be in place to ensure 
the correct version is uploaded, programmed, and running on the satellite. In addition to 
addressing the technology behind firmware upgrade, this thesis contains a discussion and a 
short demonstration of how we can defend our CubeSat from hackers. 
Chapter 4 contains the result from the experiments that were conducted on BIRDS-3 tablesat. 
BIRDS is a human capacity building CubeSat project of Kyushu Institute of Technology. The 
fourth generation of the project, BIRDS-4 has improved their design based on BIRDS-3 in-
orbit operation experience. BIRDS-3 and BIRDS-4 use almost identical hardware. Using the 
system proposed in this research, it was demonstrated how BIRDS-3 software could have been 
upgraded in-orbit. 
Chapter 5 discusses the results which were obtained. As it was seen during experimentation, 
some of the reasons why modifying software is difficult is not always due to technological 
limitations, sometimes it is the limitation of the human beings. The experimentation revealed 
some of the short coming of student built flight software. 
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Chapter 6 summarizes the learning and the result obtained in this research. This research 
demonstrates how a hybrid system can be utilized to upgrade the firmware of a CubeSat safely 
in orbit; with the possibility of a software based CubeSat mission extension, even possibly 
repurposing CubeSat hardware in the coming future. 
Keyword: CubeSat, Firmware, Reprogramming, over-the-air.  
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1. Introduction 
Over time, we have seen the CubeSat is not just a low-cost platform for technology 
demonstration. CubeSats have evolved beyond their intended purpose, which was initially 
capacity building. Today CubeSats have brought down the entry cost barrier for developing 
nations. Now, developing nations have a way to experiment with space-grade technology on a 
budget they can afford. In the commercial sphere, the CubeSat has provided a way to do 
effective research and develop over-the-horizon technology for space, to test hardware and 
software before achieving a higher level of technological readiness. For university, it has 
provided the means to run real experiments in space.  
Unfortunately, in some cases, CubeSats are seen as disposable. Typically, educational 
CubeSats are deployed into orbit from the International Space Station (ISS) or they piggyback 
on the main satellite in a rocket. Due to their low orbit, they have a short lifespan. On one hand, 
the cheap cost of CubeSats enables many to run real experiments in space; on the other hand, 
(in some cases) it is deemed cheaper to build a second CubeSat instead of investing more time 
into extensively testing the original CubeSat’s reliability. In recent years, the number of 
CubeSats launched has increased significantly. Regretfully, only a portion of these satellites 
achieves full mission success [1]–[3]. Mission failure due to software errors cannot be 
overlooked. While in-orbit software updates are common for larger satellites or even 
commercial CubeSats, they are not as common for university-based human-capacity-building 
CubeSat projects. Transforming a test system into a practical tool often involves a software 
update, for reprogramming the on-board computing system.  
An over-the-air software update is a well-known practice in the modern world. We have it on 
our computers, smartphones, even in our cars. The benefit of such systems is easily understood. 
Such systems have also been used in larger satellites. Nevertheless, they are not so common in 
the CubeSat domain.  
As Dvorak has illustrated in his paper [4], spacecrafts have experienced exponential growth 
throughout the entire history of humanity’s endeavour to explore space. Despite thorough 
testing and code reviews by NASA, according to Dvorak, there is approximately one software 
bug per thousand lines of code tested. This residual defect remains even after other bugs have 
been detected and removed. More lines of code need to be added according to payload and/or 
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bus requirement. Therefore, over-the-air upgrades for CubeSats should not be viewed as 
complex systems; rather, they should be viewed as “incidental complexity.” 
1.1. Small satellite industry 
In the past few decades’ satellite industry have experience experienced growth beyond the 
major space powers. Government and other organization are realizing the immense benefit a 
satellite can provide. From letting us know whether or not to take an umbrella outside today to 
mapping rural routes, satellite technology has flowed seamlessly in our everyday life. Although 
we may not realize is all the time, but without satellites, our modern life will exponentially 
more difficult. We are using satellite communication to send our TV broadcasts globally, 
sending emails from one continent to another. Satellite imaging is providing us with minute by 
the minute weather forecast, crop yield and even historical data of greenhouse gases.  
One limitation we face with satellite technology is that it has to be built well advance in time. 
A geostationary satellite is typically designed for 15 years or continuous operation. With the 
growing number of space debris, it is customary to follow the 25 years rule. 25 years rule states 
that all satellites in earth orbit must deorbit within 25 years from their launch. It is common 
knowledge that satellites, once launched, cannot be repaired or refurbished. Therefore, satellite 
manufacturing is done keeping in mind the long operational life of a satellite. Naturally, the 
design phase of these satellites is also proportionally long. If the satellite is from a national 
government, additional time is necessary for funding and approval. It takes a long duration of 
time to finalize the design of a satellite. In the long course of satellite design, it is natural that 
the silicon technology, in general, will improve. Although the engineers have the desire to use 
the latest and greatest hardware for their satellite, by the time the satellite is ready for launch, 
some of the hardware may already be out developed by their respective manufacturer. 
Cost is another factor, building a satellite which weighs well over a ton requires supporting 
infrastructures. The assembly hall needs to accommodate the satellite and all other personal. 
The place of assembly needs to be clean, that is the cleanroom where the satellite will be housed 
needs to be sufficient volume and quality. All these factors add cost beyond the satellite 
hardware cost.  
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The industry has recognized the value small satellites bring. The definition of small satellites 
defers from one institute to another. Generally, a satellite below 500 kg weight is considered 
to be a small satellite. Ease of manufacturing, rapid prototyping and various other factors are 
bringing the cost associated with small satellite development down. It is now possible to rapidly 
design and flies a satellite for a specific need, following the lean satellite methodology. 
Delivering the satellite ‘Just in time’ it is possible to use relevant and updated technology 
onboard the satellite. 
 
Figure 1. Small satellites launched by year. 
The true enabler for space has been the CubeSat standard. Proposed by Prof. Twiggs and Prof. 
Puig-Suari in 1999 CubeSat is a satellite measured 10 cm on all sides [5]. CubeSat was 
proposed with a fixed dimension so a number of CubeSats could be launched together from 
CubeSat deployer. Also, CubeSat was intended for student projects. Students were to design 
and build CubeSat within their academic course timeline. Since then, The CubeSat standard 
has evolved into other defined form-factor satellites. Now there are 2U, 3U, 6U etc. CubeSats. 
A defined form factor has made a number of things possible. Satellite hardware can now be 
mass-produced. Several satellite payloads are mass-produced designed to fit CubeSats. Also, 
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Figure 2. Small satellites population by type. 
Figure 2 is a distribution chart showing the population of small satellites by satellite types [6]. 
1U CubeSats were first proposed. Gradually, other derivatives such as 3U and 6U satellites 
came into being. Where 1U CubeSat is 10 cm x 10 cm x 10 cm, a 3U satellite is three 1U 
CubeSats stacked on top of another. 6U CubeSat is two 3U CubeSats stacked by their sides. 
As the chart shows, the majority of the institutes have utilized 3U form factor.  
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Figure 3. Future prediction for Nanosatellites 
If we count only 1U CubeSat, there is already one thousand of them launched into space as of 
2020. Surely more are to follow. Figure 3 shows the prediction of Nanosatellite launch in the 
coming years. Regardless of which prediction model you look into, the number of 
nanosatellites launch in on the rise. Although the actual launch data might not line up with the 
predictions from previous years, their general trend of an increasing number of launch holds 
true. 
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Figure 4. Nanosatellite launches by organizations. 
A market research company, Euroconsult have projected that the small satellite market will be 
a $42.8 billion industry for the decade of 2019-2028 [7]. If we categorize all the nanosatellites 
launched so far by organizations, most of them are commercial companies (Figure 4). 
University operators have not fallen behind. Majority of the small satellite market belongs to 
academia as small satellites provide a unique opportunity to research on space science and 
improve technology readiness level (TRL) of different satellite technologies. As we can see 
from the infographics provided by Euroconsult (Figure 5), demand for communication 
satellites, earth observing (EO) satellites will continue to increase. Therefore, Research on 
better and more efficient satellite technology will continue. And this research is more likely to 
be experimented by means of a small satellite itself.  
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Figure 5. Small satellite market infographics provided by Euroconsult. 
1.2. Background 
 For designing a CubeSat, the most significant engineering constraint is its limited size and 
volume. Engineers need to be mindful of power consumption, chip dimensions and various 
other properties, such as thermal properties. For teams designing their hardware from the 
ground up, proven Commercial-Off-The-Shelf (COTS) microcontrollers are a popular choice 
for designing a CubeSat On-Board Computer (OBC) and Command & Data Handling (C&DH). 
Payloads are designed around simple communication protocols. Most of the academic projects 
use radios in amateur Very High Frequency (VHF) and Ultra–High Frequency (UHF) bands. 
Similarly, Ground Stations (GS) are also built using COTS amateur radio hardware.  
Development of a CubeSat is kept as simple as possible. Unnecessary complications are to be 
avoided and redundant systems are put in mission-critical points. For a research-based CubeSat, 
the priority is placed on instrument accuracy. For a capacity-development project, the priority 
is placed on covering the essentials. This could result in the exclusion of complex functionality 
for the sake of simplicity—features which may be common in commercial projects or projects 
running for a more extended period. The ability to patch hardware firmware in orbit is one such 
element. Currently, there is no simple way to implement a software update on a university 
CubeSat. 
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1.2. Bootloader system 
One of the solutions could be to implement bootloader systems for CubeSats. A bootloader is 
a system developed by microprocessor vendors so that a field technician may program the chip 
with updated firmware. A device which is already being used by the customer may be 
expensive to send back to the factory for a simple software update. In such cases, a field 
technician can reprogram the target device using a bootloader. The process of using a 
bootloader system to reprogram a processor is referred to as “bootload” or “bootloading.” Most 
bootloaders use common serial connection cables instead of expensive JTAG adapter. Since 




Figure 6. Example bootloader system 
 
Figure 6 shows an example of a bootloader system. In theory, the same technique could be 
modified to be used in space [see Figure 6]. By having additional steps for data validation, we 
can make software updates to our CubeSat running bare-bones code. 
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Figure 7. If a bootloader is used in a satellite, a backup version must be stored 
However, in doing so, there are two major concerns. Firstly, we cannot guarantee that the 
firmware upgrade process will not be interrupted by a computer hang-up caused by single-
event effects such as a single-event latch-up (SEL). Should the hang-up occur during the 
programming period, we could ultimately lose the OBC functionality, killing the satellite. 
Additional steps must be implemented so that we may recover from hang-up and attempt 
reprogramming the OBC firmware until successful. Though the task is not difficult to 
accomplish, it takes up valuable space within the program memory. Microcontroller program 
memory is typically measured in kilobytes. Much of that space is used by critical satellite 
functions. A solution can be engineered that has increased chances of successful 
reprogramming, but then the system would no longer be simple, defeating our original purpose.  
Secondly, it is challenging to upload the updated binary instruction set to the satellite. CubeSats 
operating in Low Earth Orbit (LEO) typically have 10 min or less of a communication window 
per pass. Within such a short time window, the amount of data that can be uplinked to the 
satellite is limited. Checking and correcting for data alteration during transmission is an added 
challenge.  
The biggest challenge for this kind of system is reliability. Figure 7 is an illustration of how 
the CubeSat system could look like if we tried to implement a bootloader. A backup version of 
the device firmware must always be present. To increase reliability, we have to sacrifice 
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program memory. Microcontrollers usually have a limited amount of program memory. If this 
is further reduced, it poses a challenge to the developing team.  
Let us imagine a hypothetical scenario. What happens when the semiconductor manufacturer 
stops production of a device/device family? Future is always unpredictable and due to the 
nature of the business, a company may go out of business, stop producing a particular product 
or any number of alternative possibilities. For example, recent US-China trade policy. 
Regulation imposed by the government of the United States of America left Chinese phone 
manufacturers in limbo [8]. They could no longer buy hardware and software products from 
their US-based manufacturers. Bootloader codes are unique to the device. Even if we can use 
the same code on another device, we must test extensively. Furthermore, if the new chip has 
never flown to space before, we are presented with an additional risk factor. Should we be 
forced to change the microcontroller to a different manufacturer, our development cycle returns 
to the beginning as the bootloader code has to be re-written and tested, thus wasting valuable 
time and resources.  
Although bootloaders are simple to implement on a terrestrial device, there is no 
straightforward method to apply for a satellite. To achieve a reliable system, much work would 
be necessary [9]. 
1.3. Embedded Linux 
An alternative solution could be using an embedded Linux environment. Embedded Linux 
systems provide us with features and tools comparable to our personal computers but at a much 
smaller size and price. Satellite instructions can be saved onto a memory chip. At each reboot 
of the system, we can then utilize the updated instruction set. Additionally, embedded Linux 
systems have interpreters and compilers available. Therefore, we can have satellite missions 
running as an “app.” Unfortunately, we cannot start implementing embedded Linux in 
CubeSats immediately. Although there are indeed COTS microprocessors available today 
which meet the power consumption requirement of a CubeSat, we still need other valuable 
resources for ensuring mission success. An OBC based on embedded Linux demands more 
technical expertise compared to an OBC based on microcontrollers. Because the underlying 
system is so complex, an expert must be hired to meet the constraints of a given project. 
Alternatively, the team must be large enough so that the tasks can be divided among individuals. 
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In short, an embedded Linux–based OBC is very resource-hungry in terms of human resources, 
money and electrical power [10]. 
With 27.8 million lines of code and growing [11], the Linux kernel is one of the most tested 
kernels available to all developers, free of cost. It has many features that are attractive for an 
engineer to base his solutions on. For example, the Linux kernel is compatible with the major 
architectures, including ARM, MIPS and RISC [12]. The same Linux systems can be run on a 
consumer-grade PC or a headless machine such as a CubeSat. Additionally, Linux systems are 
some of the most maintainable systems. It is of no surprise that Linux systems have found their 
way into spacecraft [10], [13]. Commercial projects have found a sustainable approach to push 
their projects forward, such as Planet Labs 3U CubeSats. Unfortunately, academic satellite 
operators have not enjoyed the same success. Our study indicates that academic projects have 
had more success without Linux [13], [14]. Linux’s greatest strength is also its most significant 
challenge. As mentioned earlier, Linux has a vast codebase. Although tested and reliable, it is 
not easy for a new programmer to understand everything. Changing a simple input-output 
operation could mean modifying/accessing one or more files in different directories—a 
daunting task for anyone who has not written any firmware before.  
The CubeSat was initially conceived of for training purposes. It will continue to be a platform 
for training and breaking barriers for entry into space. For that, it needs to be easy. We should 
not have any overly complex element. There are a few projects on the horizon to address this 
complex issue. NASA has studied all of their flight software and summarized the most basic 
operation in a single software package. The Core Flight Software (cFS) is an essential software 
package that helps NASA engineers as a base for their flight software [4], [15]. Although 
NASA has been successful at simplifying their flight software, which took them decades to 
develop, it is too complex for a beginner satellite engineer.  
KubOS is a similar solution but available on payment. It offers commercial software for 
commercial and government satellite operators. It provides flight software as well as GS 
software. There is also a project named the Yocto Project [16]. The Yocto Project helps you 
write an operating system in which the hardware and the expected output are unconventional. 
Similar to NASA’s cFS, the Yocto project may have made writing operating systems easier but 
not easy enough to be used in a CubeSat project.  
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As efforts grow toward projects like cFs and the Yocto Project, in the future they will be more 
accessible and it will be easier to learn about embedded Linux systems. Unfortunately, that is 
unlikely to happen soon. Therefore, a Linux-based CubeSat bus cannot be recommended for 
an academic, human resource development project, because it will be challenging to meet goals 
with the available resources. 
As we can see, of the two available solutions, none meets our requirement of being used in an 
educational CubeSat projects. In the first case, the system is not reliable enough. In the second 
case, the system is too complicated. 
1.4. Need for re-programmable satellites 
During development, once software bugs are identified and solved, it becomes a simple matter 
of recompiling and reprogramming the device. Often the errors would be very fundamental. It 
could be a result of fatigue from continuous coding, a faulty algorithm or lack of understanding 
of the topic. For building CubeSats, in most cases, the builders are students. Students learn 
more by making mistakes. Unfortunately, some software flaws may remain undiscovered 
unless a thorough end to end test is performed. During the development stage, bugs in the 
CubeSat OBC can easily be patched. That becomes almost impossible when the satellite has 
been handed over to the launch provider. From the day it has been launched, software updates 
are no longer possible. Should the CubeSats have the simple hardware and software capacity 
to self-patch firmware errors, that would be desirable. Flaws in satellite software are not 
uncommon. 
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Figure 8. A distribution of CubeSat success and failure distribution until 2019. 
It is true that small satellites have had a lot of success in the past two decades. However, on the 
other side of the coin, we have stories which are not so successful as we expected them to be. 
The Pie chart in Figure 8 has been taken from [17] shows the mission success distribution of 
all the university class mission success distribution. Only 22.6% of the missions have had full 
successes. 23.8% of the mission achieved a partial success. 11% of the missions experienced 
early failure. 21.7% of satellites were dead on arrival (DOA). That is a large number of 
satellites not even completing the minimum amount of achievements. Now we do not have a 
detailed view on why CubeSats fail or why they are dead on arrival. Or how much of those 
failures are due to hardware failure? Or how much of those failures are due to software 
malfunctioning? The accuracy of this survey is directly dependant on how much data on 
satellite success or failure has been shared publicly. A huge portion of the university class 
missions was not successful. Despite missing data, we can place a reasonable bet that not all 
of those failures were due to hardware reason. 
As Dvorak pointed out [4], software errors in satellite constellations have a multiplying 
negative impact on project success. Currently, we are witnessing the rapid growth of 
commercial satellite constellations. In relation, academic research into various aspects of 
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implementations to achieve a high level of functionality and complexity [18], [19]. More lines 
of code correlate to more software bugs.  
Furthermore, the operational aspects of a CubeSat need to be secure from a cybersecurity point 
of view. Nanosatellites orbiting the earth are increasingly using network protocols in space, 
creating an IoT network of satellites, expanding the possibilities for data hijacking, or in worst 
case damaging the satellite [20]. Fixing security loopholes in these satellites must be possible 
in orbit once they are discovered. Therefore, we can expect more dependency on our capability 
to perform software updates in-orbit. 
1.5. Challenges 
As we can see, it is desirable to have a CubeSat that can patch itself. Unfortunately, we are 
heavily limited by our available resources. With a CubeSat, we do not have the volume budget 
and the power budget to install a turnkey solution. We must utilize commercial off the shelf 
products. Commercial off the shelf products are very general and do not give us the opportunity 
to customize the product for our desired requirement of power consumption, volume 
consumption etc. In some cases, we can work around the limitation of commercial off the shelf 
products by working on a custom solution by our selves. Investing our time and knowledge to 
create the customized product necessary for our satellite mission to succeed. This will cost us 
more time to finish our project and may even overshoot our financial budget. As a university 
project, we cannot exceed our time and financial budget allocation either.  
As a capacity-building project, it is unlikely that participants will be experts in their respective 
fields [17], [21]. A student may be familiar with a particular field, say electronics design. But 
satellite building requires an understanding of space environment, satellite systems, propulsion, 
plasma physics, software engineering, mechanical design, thermal control, structure interface 
and many more. Of course, nobody can be an expert in all the fields. That is why we collaborate 
with a team. Team collaboration is a skill by itself. Therefore, student projects must be kept as 
simple as possible, so that the members can better communicate and learn from each other.  
As a student-run project, it is unwise to force them to follow a complicated standard. We cannot 
force them to follow a particular ISO standard or a particular software framework. If they are 
forced to learn everything perfectly, the project will overshoot the time budgeting.  
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The key challenges may be summarized in the following five points:  
1. Limited available volume: The volume budget for a CubeSat is well-defined. A 1U CubeSat 
is 10 cm on all the sides with little room for error. Additionally, the exterior surface of the 
CubeSat cannot be a protruding object and follow specific guidelines in order to fit in CubeSat 
launchers such as P-POD or J-SSOD. For example, the centre of gravity of 1U CubeSat needs 
to be close to the geometric centre. We need to give special consideration to what we can and 
cannot fly with the CubeSat.  
2. Low bandwidth: Although high bit-rate transmitter can be used in a CubeSat, they are 
typically fitted with UHF or VHF radio equipment [22]. Also, because of their launch 
opportunities, they are generally located in Low Earth Orbit, rarely exceeding 800-km sun-
synchronous orbit [23]. With both of these factors combined, CubeSats get a communication 
window of roughly less than 30 min every day. Low communication time and moderate bit-
rate transmitters mean the data transmitted between the satellite and the GS amount to a few 
kilobytes every day. This presents a challenge for software maintenance. The software patch 
cannot be more than a few kilobytes.  
3. Low power: CubeSats, due to their defined volume, have limited space for a solar panel. 
When the external face is used for placing a patch antenna, the available space for solar panels 
is further reduced. As a result, the power available for payload and bus system is limited. With 
this limited power, we need to carefully calculate the satellite power budget. Uplinking and 
processing a software update increase the risk factor associated with operating the satellite. To 
ensure mission success and reduce risk, designers may opt to exclude such circuitry from the 
CubeSat.  
4. Short time window: CubeSats from capacity-building projects are often released from the 
ISS. Using the robotic arm of the ISS, they are thrown in a 45° nadir direction. For piggyback 
satellites, the orbit is dependent on the main payload. For a CubeSat deployed by the ISS 
robotic hand, a very good pass gives about a 10-min communication window. Correcting for 
the practical aspect of operating these satellites, the effective time is less than 10 min. For 
example, BIRDS-1 CubeSats only had about 8 minutes of communication window (best case 
scenario). Often, due to transmission errors or background noise, that time window is further 
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reduced. Satellite operation at noon is often impossible as the sun creates a massive amount of 
background noise. The satellite signal is almost always faint in comparison to the solar 
radiations. Also, satellite operations can be interrupted if a truck or taxi drivers passing nearby 
uses their VHF / UHF radio. Within this short amount of time, it is not possible to uplink a big 
chunk of data. Even if the data transmission is successful we cannot confirm the software 
update. Due to the short amount of time, the satellite would have moved out of communication 
range. Direct monitoring from the ground will not always be available. Thee may not be any 
partner ground station helping us with the operations. This would mean the satellite has to 
operate autonomously if any fault occurs. The limited amount of time that we can communicate 
with our satellites, makes in-orbit software maintenance for a CubeSat challenging.  
5. Non-standard code architecture: Educational CubeSat projects are non-standard. Standard 
related to CubeSat is still in works. Even if we wanted to follow a standard, it would not be 
possible. An alternative would be other standards which are already defined in related 
industries. However, almost all of the development team members for university class satellites 
are students. As the goal of these projects, the CubeSats will be built by engineers who might 
be experts in their respective fields but are not familiar with space systems. As a result, at the 
system level, they are non-coherent. Electronic board design may not be parring with industrial 
standards. The code used in the OBCs may not be following the software engineering standards. 
The challenge would be to outline a procedure that is both flexible enough for any CubeSat 
project to adapt and rigid enough that we can address the known issues for an over-the-air 
software update for CubeSats. 
1.6. Proposed solution 
In order to build a system that is complex enough to implement version control, yet simple 
enough to be deployed by students who have no prior knowledge of satellites, we propose a 
hybrid system consisting of a Microcontroller Unit (MCU) and a System on a Chip (SoC). An 
MCU-based OBC is simple enough to be understood and modified within a span of a few weeks 
because of its simplicity. At the same time, an SoC gives such high-level functionality and 
features necessary to run a version-control system on a satellite. 
There are a few rationales for this decision. MCUs are easier to program and debug. Students 
who may not be familiar with microcontrollers can learn basics within a matter of hours. They 
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are easy to program and simple to debug. The cost of MCU is less, so damages are cheap to be 
replaced. They consume little power. MCU enables us to build efficient devices. Also, we can 
choose from a pool of space-proven COTS MCUs from different manufacturers. As SoC 
behaves like a computer. We can program SoC with python scripts, which are easy to learn. 
We can achieve our goals without modification of kernels. we do not need to make any 
significant changes to the manufacturer-provided bootloader code, hence, achieving 
manufacturer independence for such a system.  
Each manufacturer provides a basic working bootloader for each product. As an SoC behaves 
like a personal computer, we do not need to make any significant change to the manufacturer 
code. If by any chance we are also forced to choose a different SoC from a different 
manufacturer, the high-level codes can be easily ported to the next-generation system. 
Especially if high-level language interpreters are available, such as python. Interpreter based 
high-level language like python do not need to compile. In this thesis, the proposed system, the 
SoC is only handling the version control system. Hence, no further development is necessary 
on the SoC and the power budget can easily be satisfied. SoC will only be used during a 
firmware upgrade. Additionally, this SoC can be further utilized to do advanced onboard 
mission data processing if the team so desires. 
 
Figure 9. Proposed system to enable in-orbit firmware update. 
In our proposal, the OBC is based on an MCU from Microchip. An AM335X-based SoC from 
TI has been used as an SoC. The SoC communicates to the OBC MCU through a UART port. 
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The SoC has access to a radio, which receives commands from the GS. The SoC can store data 
in a memory chip connected to it. Additional processing is done on the ground to minimize the 
uplink data volumes, which are discussed in detail in “Methodology” (page 54). The SoC has 
access to the base firmware, the firmware with which the satellite is launched. It can store the 
patch files. The target firmware is then processed and programmed into the MCU by using the 
modified bootloader. In our demonstration, the SoC has no other connection. Its sole task is to 
manage different versions of OBC firmware and make sure the OBC is running on the desired 
firmware version. Figure 9 shows a simplified block diagram of our proposed system.  
As a demonstration of feasibility, we can look at the BIRDS-3 Tablesat, in which each satellite 
component is laid out on a table and BIRDS-4 OBC code was used. BIRDS-3 and BIRDS-4 
are 1U CubeSats using a PIC18F67J94 Microchip as the MCU for the OBC. The BIRDS 
project is a capacity-building multi-generation student-run satellite project from the Kyushu 
Institute of Technology. Several key aspects of the BIRDS project are mentioned in this paper, 
as the demonstration of the feasibility of this proposal was tested on BIRDS satellites. Detailed 
explanations are provided wherever necessary. For further details of BIRDS satellites, please 
refer to previous publications from the BIRDS project [24]–[27]. BIRDS-3 and BIRDS-4 are 
almost identical in terms of OBC design. There have been some minor corrections. However, 
for our purposes, we will ignore any minor differences. Any software upgrade brought to 
BIRDS-4 satellites OBC can also be implemented in the BIRDS-3 OBC. In this demonstration, 
we tried to see what features we need to add to the BIRDS-3 OBC design. How easy or difficult 
will it be to modify existing hardware or software? Can the Tablesat be remotely programmed 
within 5 min? The BIRDS-3 Tablesat is manually set up using modified hardware and software, 
which are discussed in detail in the chapter “3.1. Modifying the bootloader” (page 55). Using 
only wireless commands and data packets, the firmware of the OBC was successfully upgraded 
to a new (BIRDS-4) specification. 
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2. Study of State of Art 
Certainly, a software upgrade is possible for geostationary satellites and commercial satellite 
constellations such as Spire. However, for University CubeSat projects, that is not so common. 
Though a large number of CubeSat has been launched till date, very few attempted to patch 
their software while the satellite in-orbit. The projects which did have a system in place for in-
orbit satellite reprogramming avoided changing the software for the risk associated with it.  
In an attempt to conduct a study on the state of art on satellite flight systems, it was found that 
in order to achieve upgradable CubeSat onboard computer system we need to study multiple 
sectors. This chapter, study of the State of Art is therefore further segmented into 5 sections. 
the first section looks into the small satellites which have the capacity to change their 
operational software in-orbit. This study looks into how they achieved upgradable onboard 
computer and to what extent it could be relied upon. The third part is a review of history and 
the importance software plays behind mission success. The forth part briefly sheds light onto 
cybersecurity for cyberspace. The fifth and final section revisits the technology behind 
programmable IC and what could be done to reprogram them. 
2.1. Firmware upgrade in small satellites 
AeroCube4, a series of CubeSats built by the Aerospace Corporation, had the mission of 
demonstrating formation flying by utilizing differential drag. The CubeSats were equipped 
with reprogrammable microcontrollers. Operators of the satellite pushed a total of 150 software 
updates to their satellites in a span of 18 months. The researchers estimate several software 
upgrades replaced almost 75% of the initial binary instructions. The software updates allowed 
them to better their Attitude Determination and Control System (ADCS) and overcome in-orbit 
anomalies [28], [29]. However, these two papers do not address the risk factors associated with 
in-orbit upgrades. Also, it is not clear whether similar upgrades were made available to the 
main OBC, in addition to the ADCS. 
PolySat, a CubeSat from the Cal Poly CubeSat laboratory [30], is known to have a software 
upgrade process over the radio-link. Its OBC software is a version of Linux. However, the 
functionality was never used in-orbit. There is no further discussion on the topic in any of the 
PolySat-related papers.  
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ESTCube-1, CubeSat experimenting on the solar sail was designed to be reprogrammed in-
orbit. The team had 35 successful attempts in reprogramming the firmware. The firmware is 
only intended to be re-programmed in the sub-system of the CubeSat. ESTCube-1 has several 
different kinds of the microcontroller of different specification (Figure 11). Each of their 
subsystems was also running on an operating system, making the building stage complex. 
Although their principle algorithm for updating firmware by bootloader was simple (Figure 
10), they have designed four different variants to upgrade their software.  
 
Figure 10. Firmware upgrade sequence used in ESTCube-1. 
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Figure 11. ESTCube team had to design four different kinds of systems based on mission and 
hardware. 
STRaND-1 is a 3U satellite developed by Surrey University. The 3U CubeSat is said to be 
capable of upgrading software in-orbit. STRaND-1 uses a consumer-grade smartphone 
(Google Nexus One) to run “Space Apps” in-orbit. STRaND-1 uses a hybrid architecture of a 
microcontroller-based OBC as well as Android-based OBC (Figure 12) [31], [32].  
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Figure 12. System architecture for STRaND-1, 3U CubeSat. 
UWE-3, a CubeSat from the University of Wurzburg is known to have updated the satellite 
firmware in-orbit. In their news announcement [33], [34], it is narrated that 3 images of 
software were uploaded to nine microcontrollers. The software update was meant for both its 
ADCS and redundant OBC.  
Perseus-M, a 12U form-factor nanosatellite from a Silicon Valley startup company has also 
demonstrated in-orbit software updates. The Perseus-M team used Python scripts to upgrade 
its satellite functionality [35]. Please note that Perseus-M, being a 12U CubeSat, almost 
certainly has a greater power and volume budget.  
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2.2. State of Art of CubeSat flight software 
 
NASA has conducted a detailed study of their flight software heritage and condensed the core 
functionality in a single software known as core Flight System (cFS) [15]. cFS is openly 
available through the NASA website.  
KubOS corporation has developed a distribution of the Linux operating system only to be used 
a satellite flight software. Currently, under development, KubOS has the basic functionality 
that any CubeSat may require [36]. The same company also designed a companion ground 
station software, “Major Tom”. Although KubOS OS is currently available free of charge, their 
companion GS software is available on payment.  
There is also another project which hopes to simplify how developers write customized 
operating system for their custom-built hardware. The project is called Yocto project [16]. 
Yocto project envisions a future where operating system builds will be guided by ‘recipes’. It 
structures the codebase into modules and has scripts that bind all the modules as a whole 
operating system. As a benefit of using code base as segmented modules, the benefit is that 
everytime the programmer compiles the code, only the modified block of code gets recompiled. 
This also saves time for development. Yocto Project is yet to be accepted and adopted widely 
in the industry and it has not made any contributions in the space industry.  
Many CubeSat projects also attempt to build their own operating system for flight software. 
Aalto-1 team developed their own version of Linux-based flight software. It took 6 members 
Aalto-1 team one year to finish the work.  
A student satellite project from the Technical University of Munich has explored the concept 
of agile software development for spacecraft. Students did their experiments based on the 
MOVE-II satellite from the same university [37]. MOVE-II satellite also experimented with 
other software-based application. Application of micro-python was one of them [38]. 
Research related to state-of-the-art OBCs for nanosatellites tends to focus on either Linux 
kernel derivatives or customized Real-Time Operating Systems (RTOS) [39], [40]. Not only 
do such systems consume higher power, but we have also seen barebones code that is 
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statistically more likely to achieve full mission success for university projects [13]. Having to 
implement an operating system on their first attempt not only increases the time to deliver the 
satellite but also creates a challenge for the team, to do a proper quality assurance check on 
their software [10], [17], [21]. 
2.3. Importance of software validation 
For a successful spacecraft mission, hardware and software play an equal role. Both hardware 
and software must go through rigorous testing to ensure safety margin. Throughout history, we 
have seen accidents or mishaps that have caused a failure to a multi-million-dollar mission.  
In 1962 NASA engineers had to self-destruct Mariner 1 spacecraft bound for Venus. A missing 
hyphen is the flight software was causing Mariner 1 spacecraft steer dangerously [41]. Mariner 
1 is said to have cost $18 million at that time. 
In 1988, Phobos 1 failed to communicate to the ground station. Phobos 1 was a satellite on a 
mission to explore Mars and its moon. It was later discovered that a previous software update 
erased critical ADCS software. As a result of which the satellite lost its pointing capability [42]. 
Soon it’s battery was depleted.  
In 1998, Climate Orbiter, a spacecraft sent to Mars failed due to software error [43]. It was 
later revealed, engineers who were tasked with coding the ADCS, accidentally overlooked 
conversion between British metric unit and the international SI unit. The ADCS of Climate 
Orbiter failed to execute successful orbital insertion. The simple conversion mistake cost $125 
million. 
The explosion of Ariane 5 in 2002 December 11 was also due to software bug. Developers may 
be able to sympathize with the error made in Ariane 5 rocket. Arian 5 flight software was 
inherited from its predecessor Ariane 4. A proven code base. The defining factor became the 
upgrades that were brought to Ariane 5. The flight software incorrectly stored a 64-bit number 
in a 16-bit register [44], [45]. Number overflow eventually led to the destruction of Ariane 5. 
It cost nearly $8 billion to develop Ariane 5 and on the day, it was carrying another $500 million 
payloads.  
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Failure of JAXA’s ASTRO-H space telescope is one of the most recent incidents where 
software is to take partial blame. A sensor in ADCS malfunctioned which was misdiagnosed. 
Subsequent attempts of recovery resulted in the satellite spinning beyond recover [46]. It costed 
$286 million [47]. 
 
Figure 13. Mission success statistics for flagship universities. 
A survey carried out Michael Swartwout and et al. have compiled data on university class 
satellite mission success/failure. In their paper [17] they have compiled the data until 2018. For 
better classification of data, satellite mission success is divided into groups or level. The first 
level or group are the satellite which has been build but some failure occurred during the rocket 
launch. The second level is that when the satellite has been launched and deployed correctly 
but no beacon from the satellite has been received. The third level is when a minimum amount 
of communication has been done with the satellite. That could be either one uplink or downlink 
or reception of CW signal. The fourth level when The satellite has performed some mission on 
the orbit maybe not in full, but in partial. The fifth and final level is when the satellite has 
completed its mission and sent all the mission data to the GS. The satellite success level is 
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sponsored by the government, then the university is categorised into “Flagship University” 
(Figure 13). If the funding for the university is coming from a private source than they are 
coined as an independent university (Figure 14).  
 
Figure 14. Mission success statistics for independent universities. 
What we observe from the data provided by [17] is that for flagship or the government-
supported universities, the success level hasn’t improved much (Figure 13). Launch failures 
and early loss of satellites have reduced, but the success rate didn’t improve as we expect them 
to be. Similarly, for independent universities (Figure 14), the success rate has reduced a bit as 
they experienced more and more launch failure. In recent times, satellites are only achieving 
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Figure 15. Combined distribution for university satellite mission success. 
After compiling all the data, we that only a fraction of university made satellite mission achieve 
full success. Almost equal amount is a partial success. Even after combining “Full success” 
and “Partial success” the amount is less than 50%. In other words, more than 50% of the 
university made satellites never succeed in terms of their mission objectives. Unfortunately, 
we do not have any further categorization or any further data on why these satellites failed. Or, 
what kind of error caused mission loss. This survey conducted by Swartwout and et al. is done 
on articles published, conference and journal papers. In most of these papers, the reasons for 
failure is not pinpointed. As they are university class satellites, we may never be able to record 
a verified source of failures. This is because university class satellites are built by students. As 
more time passes, it is nearly impossible to recall why the mission failed or to investigate 
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2.4. Cyber-security for space 
Modifying the operational code while the CubeSat is in-orbit and functional not only possess 
operational risk but also creates a cyber-security risk. Although the probability is low, there is 
still a considerable amount of chance that an unauthorized party may alter the working code of 
the satellite and create chaos.  
A growing number of companies both big and small are increasingly relying on software 
implementation of a project in comparison to hardware implementation. Software 
implementation allows us to continually improve the system even share the same platform to 
achieve multiple goals. For example, OPS-SAT from ESA is called the “Flying Laboratory”. 
[48] With an aim to take down barriers to space-based experiment, OPS-SAT has powerful 
onboard computer, high-resolution camera, radio equipment and other specialized tools. 
Experimenters are required to come up with ideas and software implementation of their ideas. 
Similar to OPS-SAT, SmartSat from Lockheed Martin aims to be the operating system for 
satellites. In the experiment, Lockheed Martin hopes to demonstrate the technology for the next 
generation of satellite technology. They are hopeful that this demo will enable the era of 
software-defined satellites.  
Airbus has won contracts with Inmarsat to manufacture 3 geostationary satellites which are 
fully software configurable.  
Boeing’s 702X family of software-defined satellites includes a 1,900 kilogram (kg) GEO 
product, as well as a smaller Medium-Earth Orbit (MEO) platform. Boeing said the 702X could 
be delivered to customers within three years and would allow operators to distribute capacity 
to a variety of end-users.  
Thales Alenia group is not far behind. Their Inspired (Instant Space In-orbit Reconfiguration) 
satellite will adjust its functionality according to customer demand even after operational in-
orbit.  [49] 
OldSpace companies are not the only one who is going forward with Software-Defined 
satellites. Exodus Orbitals will launch their 3U CubeSats in 2021. Astranis, a company from 
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the USA is looking forward to building geostationary satellites that are only 350 and software-
defined. 
With a growing number of companies embracing the versatility of software-based application, 
experts are concerned about security risk associated with it. In a technical brief by Jose Nazario, 
Director of security research of Fastly has said that an IoT device once exposed to the internet 
is compromised by malware in an average of six minutes. [50] With IoT expanding into space, 
it is only a matter of time malicious actors will begin to take interest in spacecraft. As more 
and more satellites begin to utilize IoT protocols, space will be a lucrative domain for malicious 
actors. Cyber-security experts have already voiced their concerns. [20] 
While discussing the topic of cyber-security for satellites, we can broadly categorize our 
discussion into two categories.  
1. Data security  
2. Device authentication 
For data security, we do not want our proprietary satellite data to be received and decoded by 
any unauthorized person. For example, communication satellites. It is vital that the customer’s 
data or the information relayed through the satellite cannot be intercepted by any other third 
party. In such cased, typically the signal will be encrypted so that the transmitted data remains 
private only to the intended recipients. University CubeSat projects are mainly focused on the 
success of the mission and training the students. Data security is not necessarily a topmost 
priority. Furthermore, most of the University projects use amateur radio band for satellite data 
uplink and downlink. For those CubeSat, data encryption is not allowed. By the rules and 
regulation of amateur radio band, all data and voice communication in amateur radio band must 
be open and understandable. No secret communication cannot be done using an amateur radio 
band. It can be safely assumed that data encryption is not feasible for our purpose.  
Uplinking software patch can be done without radio link encryption. However, it is severely 
risky if we attempt to modify satellite software in-orbit without any kind of device 
authentication. Device authentication is a mean to verify that the message received from a said 
device is genuine. Device spoofing possesses a serious threat not only for the safety of mission 
but also for human life.  
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Figure 16. A typical example of device spoofing. If no precautions are taken, a malicious 
actor can easily spoof the device by transmitting a stronger signal. 
Device spoofing is when an unauthorized device pretends to be some other device with the sole 
objective of injecting false data into the system or gain access to restricted data on the network. 
For example, imagine a sensor deployed in a remote location (Figure 16). The data from the 
sensor will be transmitted by a radio signal. Because the sensor is placed in a remote location, 
naturally the signal will be weak when it reaches the receiving station. If no authentication 
protocol is enforced, any rogue device can pretend to be the remote sensor. By pretending to 
be a remote sensor and transmitting at higher power, it can easily fool the receiving station. 
Device spoofing is a serious threat to security and safety application.  
 
Device authentication can be done in multiple ways. Many people will know our computers 
have MAC addresses. When our computers connect with internet, the MAC address is 
sometimes used as a device authenticator. There are various other ways to authenticate a device 
or authenticate the source of the message. Any secured internet communication will use SSL 
certificates. SSL certificates ensure the source of the information is authentic. A very simple 
method to authenticate a message or a source of the message is by using a password. A secret 
password which is only known to the sender and the receiver. In our application, we could use 
a password with our software patch to authenticate that the patch is from a valid source. 
Unfortunately, passwords can only work over an encrypted communication channel.  
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When the password is transported through a network which is not encrypted, it is visible to 
everyone. Anyone can view the password and use it to their advantage. Some communication 
protocols use hashed passwords. Hash password is a long string of numbers and letters 
produced when the password is put in a one-way hash function. Even if the hashed passwords 
are leaked to malicious actors, it is difficult to guess the original password. Unfortunately, 
hashed passwords are not completely unbreakable. By using a powerful computer, hashed 
passwords can be broken. Even though it takes a considerable amount of time, it is possible to 
accelerate the process by using certain tricks.  
Hashed passwords cannot be used to authenticate software patch source for CubeSats. As for 
the same password, a hash password will always be the same, the process can easily be 
duplicated by a malicious actor. Therefore, neither password nor password hash is suitable for 
device authentication over an open network. 
Outside of the domain of satellite and space industry, we have seen the Internet of Things (IoT) 
devices have experienced a considerable amount of growth. As they are connected to the 
internet, IoT devices need to have considerable device security. Some of the technology IoT 







2.4.1. Asymmetric public key-based encryption 
For a successful device authentication over an open network, we must deploy asymmetric 
passwords. Pretty Good Privacy (PGP) is a public key based asymmetric encryption technology 
first developed by Phil Zimmermann in 1991 [51].  PGP encryption technology uses password 
pair. One of which is made public (public key). Another password is kept secret (secret key). 
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Two devices or person who wishes to communicate with each other securely must have a public 
key and a private key each.  
 
 
Figure 17. The basic workflow of asymmetric encryption. 
 
Because the PGP encrypted message is encrypted by using a large prime number, the 
mathematics supporting the technology ensures that it is practically impossible to reverse the 
cypher text. The public key is made available to anyone and everyone who wishes to send 
messages to each other. encryption. Figure 17 illustrates a simple workflow of how the message 
is encrypted and decrypted. To encrypt a message, User ‘A’ needs both of his keys and the 
public key of User ‘B’. The encrypted cypher text can then be transmitted through a public 
network. Any malicious actor who wishes to uncover the underlying message will never be 
able to do so as he/she doesn’t have the either of the secret keys. He/she will only see gibberish 
text (Figure 18). A mathematical example of how public key encryption works can be found at 
the end of this document (Appendix B: Basic algorithm behind an asymmetric password (PGP), 
page. 91). 
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Figure 18. "Hello world!" encrypted by PGP encryption. 
PGP encryption can also be used only to sign the message, not encrypting it. When a message 
is digitally signed using PGP, we can confirm the message, message source and message 
destination by using mathematical functions. However, as you can see from Figure 19 the 
message “Hello World!” although not encrypted, is not readable. Without using the correct 
parameters (source, destination, the public key of source, the public key of destination) the 
message is not immediately recognizable. To anyone uninformed, this may appear as an 
encrypted message. Therefore, although secure and proven, PGP is not the best option for 
CubeSat projects using amateur radio band. Even if the PGP signature is stored as a separate 
file, the signature itself may be misidentified. As it was the case for the BIRDS-3 satellite 
project. In BIRDS-3 satellite project, one of the mission was to demonstrate LoRa based radio 
transceiver. As the LoRa module used PKI (public key infrastructure), it was deemed the 
transceiver violated the rules of Amateur Radio.  
 
Figure 19. Message ("Hello World!") signed using PGP. 
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2.4.2. CRAM-MD5 
The best solution is offered by CRAM-MD5 (Challenge-Response Authentication Mechanism) 
method. In the CRAM-MD5 method, the password is never shared in the unsecured medium. 
Rather a token is generated and shared during the time of communication. CRAM-MD5 
authentication protocol is based on HMAC-MD5, which is DEFINED BY IETF document 
RFC2104 [52], [53]. CRAM-MD5 is defined by IETF standards-track document RFC 2195.   
 
Figure 20. Example of CRAM-MD5 authentication method. 
For CRAM-MD5 authentication method to work, the original password has to be shared via a 
secured means. Once both party/device has the password, the receiving device sends a 
“challenge” to the sending device. The sending device then calculates the resultant token using 
the “challenge”. The token is then transmitted via an open channel. For a new “challenge” the 
generated token will be different. Thus enabling us to authenticate a message without 
encryption or transmitting the actual password.  
 
Figure 21. CRAM-MD5 authentication method adapted for satellite. 
One limitation of CRAM-MD5 is, for the same “challenge” the resulting token will always be 
the same. So, if at any time “challenge” is repeated, the communication channel will be 
vulnerable at that moment for that particular transaction. Additionally, CRAM-MD5 protocol 
is vulnerable to offline brute force attack. Anyone with a sufficient amount of resources may 
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be able to guess the password. CRAM is now declared obsolete as of 20 November 2008 [54]. 
It is no longer used on the internet to reliably authenticate user sessions. For the use case where 
the frequency of authentication request is very low, CRAM-MD5 is good enough. It does not 
grant us the status of “unhackable” but allows us to place sufficient defence mechanism.  
2.5. Device programming technology 
For any programmable device, the instructions are saved on a programmable memory. Upon 
powerup, the device starts reading instruction from the starting location. Device program 
memory is built in a way that they are not easily erased. That is why in order to change program 
memory, a voltage higher than the nominal operating voltage is applied to put the device in 
“boot” mode. Of course, in the modern device, we have a wide range of options where the 
device can be program in low voltage programming (LVP) mode.  
To program microcontroller devices, special devices are used. Such as, for example, the PicKit 
programmer from Microchip corporation to program the microcontroller devices from 
Microchip company [55]. This device, PicKit, connects with the ICSP header pins or the In-
Circuit Serial Programming pins [56] of the device and apply a predetermined level of voltage 
to set the device in programming mode. Once the device is in programming mode, the user can 
start sending compiled programmed and write onto the program memory of the microcontroller 
device. PicKit is a dedicated programming device only for MicroChip corporation. For 
different devices, we have specified device programmer. Of course, different companies will 
have their own devices, it also possible that the user may need a different device programmer 
for a different device with in the same company.  
Device programmer is not the only way to program microcontrollers or microprocessors. As 
the technology evolved, so did the technique around device programming. We now have more 
than one way to program a particular device. There may be a case the device under 
consideration needs to be primed to receive programming code from alternative means. Chip 
manufacturers also offer microcontroller or microprocessor according to its customers need 
and desires. If desired, at present, microcontroller and microprocessors may be programmed 
by using flash memory devices, USB devices, SD card memory devices or even Ethernet [57]–
[60]. Please note that not all the features are available in all devices. As per the categorization 
of price and functionality, different technology is used in different processor family.  
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Figure 22. Different layer fo the embedded device running operating system. Image credit: 
"Linux Kernel Development" by Robert Love. 
For devices which use an operating system in its core, the changes can be put into the 
application layer. Many embedded devices nowadays run on Linux operating system. It runs 
bare minimum function and code from Linux for better resource management. If the 
programmer had previously chosen the application layer to save his instruction codes, the 
application layer can be easily changed by the device kernel. If instruction codes were written 
in kernel level, kernel code can also be changed by the bootloader portion of the device driver. 
Different silicon chip manufacturers use different processor architectures and have a different 
method of coding. Therefore, a programmer has to understand and implement these differences 
in their programming code. In modern times, this issue is no longer a major barrier. We owe 
our gratitude to Operating System Abstraction Layer (OSAL). All the device dependant codes 
are written and packaged. We call that package kernel. The kernel understands what the device 
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architecture is and how to interchange between machine language and human language. In 
Figure 22, the middle part is the kernel interface, where the translation happens [61]. As we 
climb above, we find the “user space”. In user space, the commands and instructions are more 
generic and human-readable. On the other hand, as the flow goes downstream from kernel 
space, we find more and more hardware dependant codes and instructions.  
Linux kernels are widely adopted by the developers. It is already 27.8 million lines of code and 
the codebase is growing every day [11]. The code of Linux is available in the public knowledge 
domain. Anyone can copy, modify and utilize Linux code for his or her own designs. This is 
why Linux is quite popular among the developers as it eliminates the necessity to reinvent the 
wheel. One can just copy the part he needs and apply on his project. Another very lucrative 
attraction for using the Linux codebase is the compatibility between different processors and 
their architecture. Linux kernel provides support for all the major processor architecture [12]. 
There are over 15 different types of processor architecture support in the Linux kernel. Some 
are even not widely used in the modern world. Due to the wide support of processor architecture 
such as RISC, ARM, x86 etc. Linux kernels can be run on consumer-grade personal computers 
as well as internet-connected smart devices.  
 By the natural flow of events, Linux is also used on spacecraft in modern times. Many satellite 
operators are now using Linux as their satellite operating system [10], [13]. Commercial 
operators have found Linux useful for their systems. The biggest example maybe Planet labs 
3U satellites. Planet labs have a large constellation of 3U CubeSat orbiting the earth with their 
cameras pointed towards the earth. It is reported the visits by Planet Labs satellites are so 
frequent that we can effectively get videos from space. Planet Labs is one of the many entities 
who have based their satellite system on the Linux system. 
Unfortunately, there is a major point that also needs to be mentioned in contrast to the benefits 
of Linux based satellite system. According to a statistical survey, it has been found that 
academic satellite operators do not share the same success story when their OBC is 
programmed or uses some variant of Linux [13]. In such case, when university projects opt to 
use Linux or any kind of operating system on their system they don’t always achieve success. 
The survey has seen that only those university who use barebone codes in their project have a 
higher likelihood to succeed. The reason for such an interesting effect maybe the complexity 
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of operating systems. Not all students understand and can navigate through the source code of 
an operating system. Whereas barebone codes are easy to write and modify. As barebone codes 
are short enough, one can easily read the entire codebase and understand what the code is doing. 
Perhaps make small changes to it. In operating systems, however, a student needs a systematic 
approach to change something simple in the code.   
By studying the working architecture of a Linux based embedded system, we can find that the 
advantage or the strength of embedded Linus based system lies with memory management and 
filesystem. Of course, for a small enough application Linux functionality may be emulated by 
additional lines of software, without a dedicated Memory Management Unit (MMU). It is 
possible to run Linux on a system whose RAM is less than 4 MB [62]. However, they do not 
have any practical benefit. The main benefit from using Linux kernel comes from MMU.  
2.6. Version Control System 
Software Version Control System (VCS) is an essential tool for software development in the 
modern world. Version control systems are extremely helpful to maintain software version, 
solve issues, collaborate on a feature, share codes etc. Historically version control system has 
really evolved from simple software maintaining system to distributed coding platform. SCCS, 
RCS, SVN are some of the historical version control systems. Although they are still available 
today, the most popular version control system at present is git [63]–[65].  
The origin of Git was from a practical problem. Linus Torvald, the creator of the Linux 
operating system, needed a flexible system that would allow him to collaborate with his 
colleagues. Then solutions for version control system were either expensive or didn’t allow 
online collaboration to a standard he desired. As a solution to his problem, he created git. Git 
is now a widely accepted version control system for software developer. People have also found 
git useful to manage document version, share their codes online or manage the version of their 
content. The strongest point of git is the power of collaboration. Multiple people can work on 
the same source code to make it better without creating a conflict. 
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Snapshot vs. Delta: 
In order to manage the version of the source files, there are two major techniques used. If the 
same files are saved over and over again to represent their state at a particular point in time, 
the memory will eventually run out. These two techniques enable us to store multiple version 
of the code without needing an enormous volume of the storage medium. First is to store the 
file versions as ‘delta’. Delta is calculated by taking the difference between two versions of the 
same file. Any change made to a source file will be stored as a delta. If no changes are made, 
nothing is stored. Figure 23 is a visual representation of how delta is stored to represent the 
version of the codebase. For File, A only changes are made in version 2 and version 4. 
Therefore, to observe version 5, we can calculate the files current state by adding up all the 
changes with the base file. A version control system which used this technique is known as 
delta-based version control. For example, CVS, Subversion, Perforce are some of the Delta-
based version control system [64].  
 
Figure 23. Version control systems, utilizing 'delta' [64].  
The second technique is to save the changes a snapshot. The system takes a picture of the 
project at the given time (Figure 24). For every change, a new snapshot of the file is saved. In 
the case where no changes are made, a previous version of the file is a reference. Snapshot 
based version control system can be considered as a filesystem. Because each version of the 
project can be considered as a filesystem, other tools can be used on the top of it, giving 
snapshot-based version control system some advantages [64].  
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Figure 24. Snapshot based version control system [64]. 
Despite underlying minute, technological differences, all version control system share some 
common functionalities. Some of the terms and concepts are shared across all version control 
system. Following are a few frequently used terms with the version control system.  
Branch: A working copy of the source codes. The intension of the copy is to implement special 
features or to fix a particular bug without interfering with the main code Figure 25. 
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Figure 25. 'Branching' in VCS helps the developer by isolating experimental code with 
working code. (Image credit: Link) 
Change: A change (or delta) is the difference between two comparing version of the source 
code. 
Checkout: Inspect a specific version in the code timeline without making any changes. 
Clone: Clone is a copy of the entire code base. A clone of a project is a separate entity. Any 
change done to ‘Clone’ does not affect the source. 
Commit: A ‘Commit’ is a term signifying a developer has made all the changes he intended 
and the code is ready to be considered as a new version.  
Fork: A ‘fork’ is a ‘clone’ of the original ‘repository’. By making a fork, you are allowed to 
make changes to the source code as if it is your own code. Once changes have been made, the 
forked repository can be merged with the original repository by a pull request.  
Head: Head is a pointer to the version of code which is currently being modified. 
Merge: A Merge action converges to branches in a repository.  
Pull: A pull is to download the latest version of the repository from the server. 
Pull Request: A pull request is a request to the original author of the code to accepted changes 
to the source code base made by a third party (the person who made the ‘pull request’).  
Push: A ‘push’ is to upload the local version of the repository to the server.  
Repo: ‘Repo’ or ‘Repository’ is the entire source code or the project which git is tracking. 
Tag: A ‘tag’ is a human-readable label assigned to a particular version of the code. 
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3. Methodology 
The goal of this thesis is to uplink, reprogram the satellite OBC and confirm the OBC status 
within ten minutes (usual communication window for CubeSats in Low Earth Orbit). This is 
the major constraint which shaped most of the design choices. A second assumption that has 
been made in this thesis is that the hardware and communication link which are running is not 
the best. Even though the equipment and the communication links used in the demonstration 
are capable of running at a higher speed, it was chosen to limit them to their lowest possible 
rate. For example, all the UART communications were capped to 9600 bits per second even 
though it could have been easily increased further. This was done to demonstrate feasibility 
regardless of hardware performance. For demonstration purposes, we connected a BeagleBone 
Black development board to a BIRDS-3 Tablesat via UART communication protocol. The 
Software Defined Radio (SDR) was connected directly to the BeagleBone Black development 
board.  
The methodology used in this demonstration can be divided into five distinct steps: 
1. Preparation: Modifying the OBC board 
2. Preparation: Preparing the software patch 
3. Uplink: Achieving a reliable uplink within the time window 
4. Validation: Validating that the uplinked data is not distorted in any way 
5. Reprogramming: Reprogramming the satellite OBC with the new firmware 
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Figure 26. Breakdown of the methodology used in this research. 
3.1. Modifying the bootloader 
The default manufacturer-provided bootloader can receive data from a personal computer and 
write its own program memory space. The MCU cannot tell the difference between a personal 
computer and a sufficiently programmed SoC. This fact can be used to automate the 
bootloading process from a connected device.  
Two modifications to the manufacturer bootloader code have been made. Usually, the 
bootloader code relies on the user to press the restart button on the board. This causes the MCU 
to restart and enter the bootloader mode. Occasionally, it needs another interaction from the 
user after the whole process to boot into its application mode, such as disconnecting the 
bootloader system before rebooting the device again.  
The first modification that has been made is to incorporate a restart command within the OBC 
MCU. Upon receiving the restart command the OBC MCU resets itself. This process is known 
as a soft restart. On MCU restart, the bootloader mode is activated and the MCU is ready to 
receive updated binary instruction from the connected device, in this case, SoC.  
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The second modification implemented is the exit behaviour of the bootloader. Upon finishing 
the entire process, the bootloader throws a message to the SoC and reboots the MCU. Another 
soft reboot. The message lets the SoC know the status of the operation.  
In this stage, the application code also needs a small adjustment. The application code is the 
instruction set tasked to run essential tasks on the satellite. In other words, the application code 
is the main program on the satellite. The application needs to check messages from the SoC for 
instructions so that, when necessary, the MCU can enter the programming mode (soft reboot) 
after finishing all higher priority tasks. On a successful reboot, the application code sends the 
current version number to the connected device, that is, the SoC.  
As stated previously, (page 20) bootloaders are not reliable enough and are highly device-
dependent. For which it is the main reason for being avoided for so long. The device 
manufacturer usually provides a generic bootloader for immediate, out of the box application. 
By making slight modifications mentioned above, we can avoid spending a long time on 
developing and testing. Since the version control and risk management is being done by the 
SoC, we do not need to program redundancy routines into the microcontroller itself. 
Redundancy routines are entirely offloaded to the SoC using higher-level languages.  
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3.2. Modifying the application code 
In the previous section (3.1. Modifying the bootloader) some modification to the application 
code has been mention. Modifications describe in 3.1. Modifying the bootloader is only to 
interface with the bootloader code. Mode modifications are necessary to keep the upgrade 
procedure safe.  
A programming language is a human-readable language. When they are compiled, they are 
reconverted to machine language. At present, program optimization is generally managed by 
the device compilers, where, in the past, engineers had to write code in assembly language to 
ensure firmware performance and accuracy. We no longer have to do this. The compiler we 
use has rules and advanced algorithms in place to allocate memory space and rearrange 
instruction sets intelligently. The goal of a compiler is to, 
 Preprocessing the code 
 Convert codes into machine language 
 Point out error (syntax and few of the logical execution) 
 Optimizing for speed 
 Optimizing for memory space 
Under normal circumstances, compiler features are very convenient to us. Unfortunately, in the 
presented scenario in this thesis, there is a problem. Because the compiler is optimizing the 
code the binary instructions are tightly packaged together. Even for the smallest amount of 
change, the binary instructions are changed entirely. Although the action of the code is not 
changed dramatically (apart from the intended change), the binary instructions are completely 
different. This is more evident when we do a byte by byte comparison.  
For example, in Figure 27, the binary instructions for BIRDS-3 OBC code is seen. For testing 
purpose, an additional function was added. It hypothesized that the change in the binary 
instruction will be in a single chunk or in a single memory location. However, a closer 
inspection revealed, almost the entire binary has changed to accommodate the new function. 
The change was deemed necessary by the compiler to make the entire program more efficient. 
Page 58 of 97 
 
 
Figure 27. A closer look at the compiled binary instructions. Red is what has been deleted. 
Green is what has been inserted in the place of the deleted instructions.  
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Figure 28. Patch file sizes comparison. 
As we begin to modify our existing code, re-compiling it changes the entire binary file to 
accommodate more efficient memory allocation and performance. Without any kind of 
modification, we tried to generate a patch file between four major versions of the BIRDS OBC 
code [see Figure 28]. In almost all cases, the generated patch file had a size more than twice 
the original binary instruction. Although the source code did not change dramatically, the 
optimization carried out by the compiler has resulted in a massive change in its binary file. This 
finding also coincides with the research put out by Iwinski & Sosnowski [66]. In their research, 
they proposed memory allocation and optimization be done manually so that any changes in 
the future do not trigger a massive rearrangement in the binary file. However, we have another 
way of achieving the same result: instead of manually setting the memory space for every 
variable, we can categorize system functions and allocate a memory block for a particular 
function. 
In the case of our demonstration, the BIRDS-4 OBC code was completely refactored. The 
entire OBC functionality was programmed using five files linked and compiled. In their 
original state, it was not possible to allocate memory to a specific function. In the process of 
refactoring the code, it was found that much of the functions had cyclic dependency and 
variables were dependants among each other. Some of the variables were almost always used 
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globally. In order to achieve the desired effect, the functions had to be re-organized and 
categorized. 
Function category Memory block allocation  
(start address) 
Flash memory 0x1800 
Memory operation 0x1800 
Reserve function 0x6800 
Satellite log 0x6800 
Flash operation 0x6800 
Main PIC function 0x9000 & 0xB800 
Auto mission 0xB800 
Mission Boss PIC 0x1800 
ADCS 0xE000 
Command analyze 0xE000 
CW 0xE000 
Table 1. Memory block allocation. 
According to the functionality, each category was allocated a memory block of 10,240 bytes. 
Table 1 shows the memory allocation for the refactored code. The size of the memory block 
was dictated by our design constraints. Any patch file being generated had to be transferrable 
in under 5 min, which gives us a maximum patch file size of 18 KB (approx.). The benefit of 
allocating blocks of memory to various system functions is when the system function is 
modified and re-compiled, in the final binary executable file, only the specific binary block is 
rearranged. In this case, as an example, if we modify the flash memory function, only the 
memory block starting from 0x1800 is affected. The rest of the memory block is unchanged. 
As a result, when we generate the patch file, the resulting patch file will most likely be twice 
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the block size. In our case, patch files will always be around 20 KB, which takes a little over 5 
min to transmit through the experimental setup. 
The exact procedure of assigning a memory block to a function will depend on the device 
compiler. An additional step might be necessary to achieve this effect, depending on the device 
compiler. For example, in our case, we used the CCS compiler by Custom Computer Services, 
Inc. Memory blocks were declared by the #ORG pre-processor. #ORG equivalent for XC8 
compiler is _section(), _at()  or @ qualifier. One of the requirements to use this pre-processor 
is that function prototypes1 cannot be used. This revealed some cyclic dependency errors and 
lack of utilization of proper programming conventions. This issue is further detailed in the 
discussion chapter.  
3.3. Version control 
Due to the uncertain nature of space communication, we must keep the number of data 
transaction as low as possible. This gives us more time to rectify any error, in an already very 
short communication window. If we want to upload our entire software, that is not feasible as 
it is almost always too big. By uploading a patch, or the difference between the target and 
operational firmware, we can minimize the amount of data to be uplinked. On the satellite side, 
using the base firmware and the patch file, the desired firmware version can be generated by 
the SoC.  
To generate and apply a patch, we used the tools provided by the Git version control system, 
both on the ground side and the satellite side. As already discussed in 2.6. Version Control 
System, Git is a popular version control system widely adopted by the industry. Its main feature 
is to record each version of the software using minimum memory and bandwidth, both of which 
are important for our application. The tools provided by Git were proven and open source and 
the source code is available to us free of cost. After the necessary changes are carried out, the 
                                                 
1 Function prototypes are used to declare a special function without defining what it does. That special function 
maybe defined much later in the code. This is sometimes done to bypass a compiler error message.  
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firmware is re-compiled. Using the ‘diff’ tool within Git, a patch file can be generated. On the 
satellite side, we can use the same toolkit provided by Git to construct the latest version of the 
firmware from the patch.  
At this point, it should be mentioned that there was another possible solution. In place of the 
binary instruction set, we could have taken the source code and compiled in-orbit. It can be 
argued that taking the difference in the code and compiling in-orbit is a much more efficient 
process. After careful consideration, it was chosen to compile and generate a patch on the 
ground as it was the reliable route to take. In this step, we traded a little bit of efficiency for 
reliability.  
For our demonstration case, there were no bugs to solve. We chose to add new functionality to 
the BIRDS-3 satellite instead. OBC function-wise, BIRDS-3 and BIRDS-4 are almost identical. 
As we can observe in Figure 29 and Figure 30, they run the same bus hardware. They even use 
the same model for OBC MCU and COM MCU. For the demonstration case, the BIRDS-4 
motherboard can be seen as an upgrade to BIRDS-3. Both BIRDS-3 and BIRDS-4 have a 
reserve command mode. In the reserve command mode, a mission is executed after a particular 
condition is met. In BIRDS-4, however, there is an additional mode: the “reserve downlink”. 
The reserve downlink mode allows a command to be uplinked from one GS and downlinked 
to another partner GS [27]. This mode does not exist in BIRDS-3 satellites, although the 
hardware capacity is there. Therefore, this mode was selected as a test case for our purpose. By 
comparing original BIRDS-3 flight software with the BIRDS-4 flight software, we then 
generated the patch file. This patch file was later used to upgrade the Tablesat through wireless 
commands.  
It should be mentioned that despite all the tools and processes mentioned in this research, there 
will be some exceptions where the result may not be as expected. If you recall from the previous 
discussion, the BIRDS OBC code was refactored into memory blocks. By our expectation, 
adding a new function in a single memory block should not make a big change. As per those 
expectations, a patch file at this point should have been no more than 20 KB. However, the 
generated patch file was 77 KB. Although this is less than the complete firmware, it is not 
possible to uplink with our available bandwidth. Further investigation found that the 
“Command Analyzer” module was also modified, which was not our intention. We had to re-
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write the “Command Analyzer” module in an alternative way (from a “switch: case” structure 
to an “if: else” chain) so that our firmware patch was indeed limited to 20 KB. Once this was 
done, the patch file was 13 KB, well within our budget. This was a compiler-related issue. The 
discussion chapter contains more details on this topic. 
 
Figure 29. BIRDS-3 system block diagram. Courtesy of BIRDS-3 team. 
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Figure 30. BIRDS-4 system block diagram. 
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3.4. Patch uplink 
One of the design criteria is that it should not depend on any specific architecture or hardware. 
The design considers a very low bitrate transceiver. It is assumed the radio link between the 
GS and satellite is reliable, although there might be packet drops and noises that interfere with 
the system. The software checks for missing data and requests for required data. Data validation 
is implemented in every step of the transmission. Our system should ensure that data is received 
on the satellite side in their intended sequence. 
 
Figure 31. Communication sequence used in the demonstration. 
For this demonstration, an in-house SDR was used [67]. The BIRDS-3 satellite project flew 
and tested this particular hardware in space [67]. The SDR uses LoRa modulation to achieve a 
more reliable communication link at the expense of speed. For demonstration, 1500-bps baud 
rate was chosen. Spread spectrum technology, such as LoRa, is a good candidate for a CubeSat 
communication link. Apart from the default Cyclic Redundancy Check (CRC), no other 
improvement or feature was used on the SDR side. For the demonstration purposes, this SDR 
will be considered as a simple wireless link. With any other transceiver, a similar result is 
expected. The SDR consumes only 92.4 mW of electrical power. For running experiments, the 
parameters listed in Table 2 were used. 
One transceiver was plugged into a computer to emulate GS functionality. Another identical 
transceiver was interfaced with the serial port of a BeagleBone Black development board. For 
each packet transmitted, data validation was done between each node. Figure 31 is a graphical 
representation of how acknowledgement was implemented between each step of the uplink 
process. Appendix C contains the decision-making flowchart for the transceivers. Figure 32 
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shows a testbed for the experiment. The two SDRs were placed at opposite ends of the desk, 
approximately 1 m apart.   
The data packet is generated at the GS and received by the SoC. Once the packet is received, 
the SoC acknowledges and relays the sequence number of the data packet back to the GS. If 
the GS does not receive the acknowledgement from SoC, with the correct sequence number, it 
transmits the previous packet again. We neither used an attenuator between the SDR and the 
antenna nor did we perform a stress test to check the radio link. We assumed the radio link 
would suffice and proceeded to validate all data in the software.  
Parameter Value 
Spreading factor 8 
Bandwidth 62.5 KHz 
Centre frequency 433 MHz 
Bitrate 1500 bps 
Transmission power 92 mW 
Table 2. Technical specification of the SDR. 
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Also, between the two SDRs, CRC is enabled. Therefore, the SoC is less likely to receive a 
partially mutated data packet. Once the total patch file is received, it is saved to a memory chip. 
 
Figure 32. (a) Ground Station (GS) representative setup - laptop connected with SDR; (b) 
BIRDS-3 Tablesat with only OBC attached. The OBC is connected to a BeagleBone Black 
development board (representative of the satellite) 
Through extensive measurement on our software side to ensure error-free transmission, the 
effective efficiency2 was found to be 33%. In testing, we could only get a 500-bps speed while 
transmitting. After further tuning, the efficiency could be improved to 50% or around 800 bps. 
In addition to successfully upload the patch file, it needs to be ensured that the uplink is coming 
from a valid source. This needs to be done because an unauthorized agent/sender may have 
malicious intent. Anyone familiar with the satellite onboard system and a significant amount 
of resources will be able to hijack the satellite or at least ‘brick’3 the satellite.  
                                                 
2 Effective efficiency in this case is defined as the achieved transmission rate in the experiment divided by the 
maximum transmission rate of the SDR (which is 1500 bps) 
3 “Bricking” a device refers to bootload a non-functional firmware to a device. As the firmware in non-functional, 
it is difficult to restore the device to its previous working state.  
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After uplink, the satellite issues a numerical challenge (Figure 20 & Figure 21) which only 
authorized operator will be able to solve. The numerical challenge is a CRAM-MD5 hash 
challenge explained in section 2.4.2. CRAM-MD5. CRAM-MD5 hashing algorithm can be 
used to authenticate a user without sending the password itself. Both the satellite and the GS 
will share a password and it has to be saved on the satellite memory at the time of assembly.  
The satellite issues a number to the GS and the GS must calculate the CRAM-MD5 result using 
that number and the password. The result can then be sent to the satellite. As the satellite will 
also do the same calculation, the numbers will match, indicating, that the GS operator is an 
authorized agent.  
As long as the satellite does not reuse the number used for issuing CRAM-MD5 challenge, the 
answer by the GS will always be different. It must be mentioned once again, that any malicious 
actor with sufficient resource may be able to guess the password after listening to or recording 
CRAM-MD5 hash exchange between the satellite and GS. Because the number of firmware 
uplink to a CubeSat is not expected to be more than a few times in its entire lifetime, CRAM-
MD5 user authentication is a good enough application for this thesis purpose.  
3.5. Validation 
A file stored on a memory chip in space is susceptible to radiation effects. At any point, the file 
itself might be damaged. Attempting to reprogram our OBC with invalid firmware will result 
in a catastrophic error. To make sure the generated binary executable has not been altered from 
our expectation, we used SHA-1 checksum. 
As it is commonly known, SHA-1 checksum is a cryptographic function and can be used to 
detect data alteration of a file during digital transfer. ⁠[68] Given any file, we can generate a 
160-bit hash value which we can use to see if the file has been affected by the effects of space 
radiation. When a new version of the firmware is compiled on the ground, we calculate its 
SHA-1 checksum value and save it in a different file. After the patch has been uplinked to the 
satellite, the SHA-1 value is also sent to the satellite immediately after patch file upload. Before 
initiating the reprograming, the SoC calculates the SHA-1 value and matches it with the one 
that was received from the GS. Only when the values match, the system proceed to the next 
step, which is programming the MCU. 
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3.6. Reprogramming 
Once the command is issued from the GS, the SoC sends a soft reboot command to the MCU. 
After completing higher priority tasks, the MCU then enters into the bootloading process. In 
the bootloading mode, the MCU receives updated instruction set line by line. Each line also 
has a checksum value, ensuring no error. The data is then written in the specified memory 
location.  
Once the reprogramming is complete, the MCU reboots and sends the operational version 
number of the instruction binary to the SoC, indicating the end of the process. In case no 
acknowledgement is received or the version number is not matched, the SoC rollback the 
firmware to the previous version.  
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4. Results 
Once the patch file was prepared to reprogram the MCU, that was attempted multiple times. 
The process was a success in all cases. The timing is shown in Table 3.  
After running the experiment from start to finish multiple times, it is evident that at present the 
programming process and validation stage consume the most time. the process is well within 
the time window, 10 minutes, which is the average pass time for CubeSats in LEO. It was a 
design assumption that all communication links are to run at the lowest possible speed. For 
minor bug-fixes, the size of the patch file will be even smaller. Unfortunately, from the result, 
it is clear that the MCU needs to run at a higher clock speed. Regardless of the patch file size, 
if the total firmware is large, such as in our test case, the total time cannot be within 5 minutes. 
Since the target MCU program memory space has to be rewritten, the time necessary will be 
more or less the same. As the size of the firmware increases, we must choose an adequately 
higher device clock and sufficient baud rates. 
Test run Uplink 
(minutes) 
Programming 




01 2.54 4.5 7.09 
02 2.53 4.45 6.98 
03 2.73 4.35 7.09 
04 2.63 4.36 6.99 
05 2.63 4.22 6.96 
Table 3. Results from experiments. 
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5. Discussion 
From this experiment and implementation, it is clear that hardware and software are not the 
only factors crucial for the success and sustainability of a project. Standard industry practices 
for software development positively impact a project’s success. One such practice is coding 
conventions. Most of the time, coding conventions change from one team to another or from 
one project from another. What we found during implementing this experiment was that 
adhering to coding conventions is beneficial when the codes are expected to be used in another 
project or with a new team, as we see in the case of BIRDS projects.  
Coding conventions 
Before diving into the detailed discussion, a brief introduction to coding conventions may be 
useful. In essence, coding conventions are a set of rules which are not enforced by the compiler. 
Coding conventions are set by the programming team or the company policy or the customer. 
For example, variable names in our code. To store a temporary value, we could choose the 
name “X”. As it is not a reserved word, it does not violate any compiler rules. However, this 
goes against the general coding conventions. It is significantly more helpful if the variable has 
a meaningful name, such as, “loop-counter”. Coding conventions are typically enforced by 
team leaders or quality assurance engineers. 
BIRDS project satellites are student-built satellites. None of the members are industry 
professionals. After a system has been programmed, the system goes through testing as per the 
project schedule. Fully assembled BIRDS satellites are run for at least 7 continuous days to 
find runtime bugs. Any anomaly is addressed after the long duration tests. Additionally, since 
BIRDS satellites are improved every generation, if any anomaly is observed in-orbit, it is 
reported for the next generation of BIRDS satellites. In the course of implementing the 
experiments in this research, it was found that there are no consistent coding conventions. 
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Figure 33. (a) Library dependency in BIRDS-3 OBC code; (b) Library dependency in the 
refactored BIRDS OBC code. 
In order to program the Tablesat wirelessly, BIRDS-3 and BIRDS-4 code had to be restructured 
and re-formatted. Some conventions had to be set in place for the firmware to be 
reprogrammable. In other places, some improvements had to be met. Some of the key points 
are covered in the subsequent sections.  
Comparing between different version of the same file helps us understand the improvement 
made over a course of time. Let us take BIRDS-3 and BIRDS-4 main code as an example. Both 
of the main OBC code was put through ‘diff’ tool. ‘diff’ tool helps us to compare the changes 
bought to a code line by line. Figure 34 is a screenshot of the result (from line 17 to line 36) 
from the ‘diff’ tool. As we can see in line number 21 and 22, some minor improvement has 
been made to the debug statement. At line number31 and 32, a logical change has been made. 
At line number 34 and 35 it may not appear any change has been made, but on a closer look, 
we see that a formatting change has been made. In BIRDS-3, code and comments were close 
together. But in BIRDS-4, there is a lot of separation between source code and comment to 
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make the code easy to read4. All of the 3 changes bring improvements to the code. However, 
as we are trying to keep the changes at a bare minimum, a set coding convention may help in 
this regard.  
Defining code dependency  
All of the BIRDS-3 and BIRDS-4 OBC code is written into five files. This made it very difficult 
to get an idea of the code dependency, separating the library function from the essential codes. 
The codebase was linked with function prototypes. All library functions are included in a single 
header file. Although this codebase is tested and has operated in-orbit, due to lack of 
organization, it is a challenge for the next generation. A visual representation of the code 
dependency is charted in Figure 16. It is not that the code dependency was intentionally 
ignored; the codebase was gradually developed for BIRDS-3, and the same structure was 
ported to BIRDS-4. If the BIRDS-4 team were to rectify this now, it would mean invalidating 
all the long duration tests they have performed until now. Therefore, a code-dependency chart 
and its relation to the library must be decided at the beginning of a project. 
 
Figure 34. Result of running 'diff' tool on BIRDS-3 vs. BIRDS-4 code. 
                                                 
4 It is possible to ignore white space, formatting change and comments in a ‘diff’ result. They have not been shown 
here.  
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Variables 
Another minor issue that had to be addressed in this demonstration was the variable declaration 
and its placement. It has already been mentioned that the BIRDS-3 and BIRDS-4 code was the 
result of a team effort over a period of time. Therefore, a new function was sometimes written 
in the middle of the file, along with new variables that were required. This made it time-
consuming to refactor the code. There is also a possibility to declare a variable which is not 
necessary or that might conflict with another function. In the refactored code, all variables were 
relocated in their respected header files.  
Cyclic dependency errors: 
This error is not an inherent fault of the BIRDS OBC code but rather an effect of refactoring 
the code. Since all of the codes were written in total for five files, it was challenging to separate 
the dependency of the functions. In a few cases, functions were mutually dependent on one 
another, resulting in a cyclic dependency error. This is a very common mistake and can be 
avoided by following standard conventions such as drawing the functions in the form of a flow 
chart. A clear visualization is helpful to avoid such cyclic dependency and worth the time for 
code that is intended for reuse.  
Data compression 
A good technique to reduce the amount of uplink time is to compress the data before uploading 
to the satellite and decompress the uplinked data later on the satellite. Data compression 
algorithms rely on a repeating pattern of a file and compress the digital file by substituting 
repeating streams of one’s and zero’s against a substitution table. There are several algorithms 
for data compression. ‘zip’ is a popular data compression used in windows environment. ‘tar’ 
is a commonly used file compression format in *Unix environment. Some other formats are, 
LZMA, LZMA2, BZip2, Gzip, PPMd, WIM.  
Few of these algorithms have variable dictionary size which allows the users to compress the 
file size further. The variable parameters offer the varying size of the compressed file at the 
different expense of CPU and RAM. Therefore, the selection of ‘dictionary size’ and ‘word 
size’ are equally important for selecting a data compression and decompression for embedded 
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devices. They will be especially critical for satellite communications. The data compression 
ratio depends on: 
 Compression algorithm 
 Dictionary size 
 Word size 
 File container 
 Solid block size 




















































































































































13.2 110% Unacceptable 
Table 4. Result of compressing the patch file. 
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When file compression is prioritized it may be possible to lose some data. Therefore, high 
compression is not advised for files which are to be archived. 
To achieve favourable data compression to the uploaded patch file, different data compression 
methods were experimented with. Almost all the algorithms compressed the file below 30% of 
the original size (Table 4). Out of seven tested algorithms, five of them have achieved below 
30% compression ratio. They are LZMA, BZip2, LZMA2, PPMd and GZip. Among these five, 
the most acceptable is GZip algorithm. GZip algorithm has fewer memory requirements. This 
also leads to faster compression/decompression time.  
The data compression will be very beneficial for a larger patch file. However, due to the 
extensive steps taken to reduce the amount of patch size, data compression adds an unnecessary 
step in the process. As you can see from Table 3, the major amount of time consumed by the 
system is to reprogram the MCU. When the binary instruction file is large, the time required to 
reprogram the MCU will also be large regardless of the patch file size.  
Reducing the reprogramming time 
It is evident from the result, there is room for improvement to reduce the satellite 
reprogramming time. Since we cannot reduce the final binary instruction set, there are two 
solutions.  
1. Partial reprogramming of the MCU 
2. Increasing the device clock speed 
Partial reprogramming of the MCU is where we program the MCU in steps. Low-cost devices 
(example: PIC16F1787) have EEPROM for data memory. Expensive devices and some special 
devices (example: PIC12F617) can load a program from flash memory. We can modify a 
bootloader to only erase and re-write affected pages. This way, we no longer need to program 
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the entire 150 KB5 program. We can only write the affected part. As the patch file was around 
13 KB, this would mean we would need to re-program around 20 KB6 program memory.  
Partial re-programming seems to be the logical approach to the solution to our problem. 
However, in practice, we have to significantly alter the bootloader. On the ground, we have to 
emulate the MCU memory pages and select which pages to be deleted and re-written. The 
increased amount of steps will only lead to more human error. Therefore the practical solution 
is to increased the device clock speed. The device clock needs to be upgraded to the maximum 
amount allowed by the configuration. In this thesis, the device clock in capped in order to run 
our test. To achieve the maximum benefit from this system, these artificial limits must be 
removed. The device clock must be set the maximum possible amount. The data 
communication baud rates should be improved as much as possible. Device clock for the MCU 
is running 1/8 of the full capacity. Communication baud rates are capped to 1/12 of the full 
capacity. If the artificial caps in this these were to be removed, we can expect to see about 8 
times speed improvement. Therefore, in theory, removing the device speed caps, we can expect 
device reprogramming to occur under a minute instead of 4.5 min.  
Miscellaneous: 
There were several other points in the BIRDS-4 that were corrected that were not necessary. 
For example, codes were not only separated by their dependency but also according to their 
functionality. Functions related to the ADCS and the electric power system were put in two 
different files to increase readability. Also, the BIRDS-3 and BIRDS-4 teams chose not to call 
functions by their reference but rather by value. A minor performance improvement could have 
been achieved by following different methods. Some of the code was untouched by the BIRDS-
4 team as there was nothing to improve. However, the team decided to improve the readability 
                                                 
5 The program used in the demonstration (BIRDS-3 OBC firmware) is nearly 150 KB long binary file.  
6 Rough value. Each re-written page would contain improved code and the portion which is unchanged but was 
deleted. Flash memory can only be written page-wise. We cannot modify individual line. That is why some 
other valid data will also get deleted. 
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of the code by inserting white space and comments. Although this is easier to the human eye, 
a tool like Git will detect a significant change, raising a false flag—another reason why teams 
must decide on the conventions at the beginning of their projects. 
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6. Conclusion 
As discussed in this previously, the designed system demonstrated in this thesis can reconfigure 
the satellite OBC within the given constraints. If the amount of uplink data is capped due to 
low bandwidth or a short pass, it is still feasible to uplink a patch following the discussed 
strategy. In an event where a majority of the firmware needs to be replaced, that can be done 
by dividing the task into a manageable size according to uplink capacity and performing 
multiple patches in succession. In practice, the majority of CubeSats operate well above 1500 
bps. For example, if a CubeSat is operating at 9600 bps, which is quite common among 
CubeSats operating in the amateur band, a patch can be uplinked six times faster. Similarly, 
the target MCU in this research was operating with an 8-MHz device clock. All inter-device 
communication was capped at a 9600 baud rate. Even with this slow baud rate, it was possible 
to confirm device reprogramming in about 4 min. As the size of the firmware increases, this 
will be the major bottleneck. Therefore, the use of a modest baud rate in the system is 
recommended. Please note that the optimization of the device clock was not considered in this 
research as it falls outside the goals of the experiment.  
As detailed in the discussion chapter, it is evident that the team’s intention to create 
maintainable code is equally important, if not more important. A software upgrade for a 
CubeSat will be challenging to achieve if the team does not pay equal attention to the codebase 
from Day 1. This experiment shows a reconfigurable CubeSat design and development process 
can still be simple, provided students pay sufficient attention to programming rules and 
conventions. Programming conventions may appear as a burden for the students; however, for 
the firmware to be patchable, conventions will prove vital. Of course, details of these coding 
conventions may vary from team to team, based on the project. 
This thesis demonstrated that the firmware of a 1U CubeSat can be changed in-orbit without 
increasing the complecation. The OBC can be based on simple, easy to use MCU, while the 
firmware management can be stored on SoC. The entire uplink, reprogram, verification can be 
performed well under 10 min.   
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Appendix 
Appendix A: HMAC_MD5 reference code/algorithm 
The following sample code is taken from IEFT reference document RFC2104 [53].  
/* 




hmac_md5(text, text_len, key, key_len, digest) 
unsigned char*  text;                /* pointer to data stream */ 
int             text_len;            /* length of data stream */ 
unsigned char*  key;                 /* pointer to authentication key */ 
int             key_len;             /* length of authentication key */ 
caddr_t         digest;              /* caller digest to be filled in */ 
 
{ 
        MD5_CTX context; 
        unsigned char k_ipad[65];    /* inner padding - 
                                      * key XORd with ipad 
                                      */ 
        unsigned char k_opad[65];    /* outer padding - 
                                      * key XORd with opad 
                                      */ 
        unsigned char tk[16]; 
        int i; 
        /* if key is longer than 64 bytes reset it to key=MD5(key) */ 
        if (key_len > 64) { 
 
                MD5_CTX      tctx; 
 
                MD5Init(&tctx); 
                MD5Update(&tctx, key, key_len); 
                MD5Final(tk, &tctx); 
 
                key = tk; 
                key_len = 16; 
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        } 
 
        /* 
         * the HMAC_MD5 transform looks like: 
         * 
         * MD5(K XOR opad, MD5(K XOR ipad, text)) 
         * 
         * where K is an n byte key 
         * ipad is the byte 0x36 repeated 64 times 
* opad is the byte 0x5c repeated 64 times 
         * and text is the data being protected 
         */ 
 
        /* start out by storing key in pads */ 
        bzero( k_ipad, sizeof k_ipad); 
        bzero( k_opad, sizeof k_opad); 
        bcopy( key, k_ipad, key_len); 
        bcopy( key, k_opad, key_len); 
 
        /* XOR key with ipad and opad values */ 
        for (i=0; i<64; i++) { 
                k_ipad[i] ^= 0x36; 
                k_opad[i] ^= 0x5c; 
        } 
        /* 
         * perform inner MD5 
         */ 
        MD5Init(&context);                   /* init context for 1st 
                                              * pass */ 
        MD5Update(&context, k_ipad, 64)      /* start with inner pad */ 
        MD5Update(&context, text, text_len); /* then text of datagram */ 
        MD5Final(digest, &context);          /* finish up 1st pass */ 
        /* 
         * perform outer MD5 
         */ 
        MD5Init(&context);                   /* init context for 2nd 
                                              * pass */ 
        MD5Update(&context, k_opad, 64);     /* start with outer pad */ 
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        MD5Update(&context, digest, 16);     /* then results of 1st 
                                              * hash */ 
        MD5Final(digest, &context);          /* finish up 2nd pass */ 
} 
 
Test Vectors (Trailing '\0' of a character string not included in test): 
 
  key =         0x0b0b0b0b0b0b0b0b0b0b0b0b0b0b0b0b 
  key_len =     16 bytes 
  data =        "Hi There" 
  data_len =    8  bytes 
  digest =      0x9294727a3638bb1c13f48ef8158bfc9d 
 
  key =         "Jefe" 
  data =        "what do ya want for nothing?" 
  data_len =    28 bytes 
  digest =      0x750c783e6ab0b503eaa86e310a5db738 
 
  key =         0xAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 
key_len       16 bytes 
  data =        0xDDDDDDDDDDDDDDDDDDDD... 
                ..DDDDDDDDDDDDDDDDDDDD... 
                ..DDDDDDDDDDDDDDDDDDDD... 
                ..DDDDDDDDDDDDDDDDDDDD... 
                ..DDDDDDDDDDDDDDDDDDDD 
  data_len =    50 bytes 
  digest =      0x56be34521d144c88dbb8c733f0e8b3f6 
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Appendix B: Basic algorithm behind an asymmetric password (PGP) 
Asymmetric password authentication allows two users to communicate with each other without 
ever sharing the complete password. Usually, this is done using Public Key Infrastructure (PKI). 
In public-key encryption, each user has a pair of password or key. Among the pair, one is to be 
shared publicly and the other is to remain secret.  
For example, let us see how two users, say, Alice and Bob can password protect a file without 
ever sharing the password with one another. Let us Assume the following parameters, 
 Private key Public key 
Alice Aliceprivate = 15 Alicepublic = 4  
Bob Bobprivate = 13 Bobpublic = 7 
Table 5. Example; private and public keys of two users. 
Let us assume, all the public keys of all the users are available to each other and the means of 
communication (internet) is unsecured and being monitored by malicious actors. Asymmetric 
password security is facilitated by something known as one way hash function.  
A hash function is a function that will generate a numerical output for a given numerical input. 
A one-way hash function is a function, where the result is easy to calculate but with a known 
result, it is difficult to find out the input. The modulus operator is a good example of a one-way 
hash function. With a given result and know function it is not possible to predict the input of a 
modulus function with a high level of certainty.  
 
𝑓(𝑥) = 𝑥 𝑚𝑜𝑑 3 
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Let us take the equation above. If x = 13, the result is easy to calculate, which is 1. But for a 
given output we cannot calculate the input, even if we know the mathematical function. For an 
output 1, the input could have been 1,4,7,10… 
Asymmetric password protection is done by following the idea presented above. For small 
numbers, we could try to brute force and try to guess the original input. But any brute force 
method will be impractical for very large prime numbers. For PGP encryption, a prime modulus 
and generator are first selected and shared with both parties. Let us chose 3 and 17 as our 
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Now, let us define our hash function as, 
 
𝑓(𝑥) = 3𝑛 𝑚𝑜𝑑 17 
 
 Action Mathematica operation Numerical Example 
Step 1 Both Alice and 
Bob will calculate 
the hash function 















Step 2 They exchange 












Step 3 Both Bob and 
Alice will take 
each other’s result 
and replace the 
prime modulus 
with the other 
person result. And 




17)Aliceprivate) mod 17 
((3Aliceprivate mod 
















Table 6. Step by step example of public key based asymmetric encryption. 
Hence, both Alice and Bob have derived the same result which can now be used as a password. 
This is the basic idea behind Public Key based encryption.  
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Appendix C: Flowchart 
 
Figure 35. Flowchart for the transmitter. 
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Figure 36. Flowchart for the receiver. 
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Appendix D:  
The only segment of code that could not be effectively confined within the defined memory 
block is the function responsible for analyzing the command and executing it. Once the 
structure of the code was changed for “Switch..case” format to “If..Else” chanin, the binary 
instructions could be confined within the defined memory block. For more explanation the 
first 50 lines of the diff result is below: 
diff --git "a/C:\\MAIN_PIC_FM\\analyze_command.c" 
"b/C:\\orgFuncWithoutRes\\analyze_command.c" 
index 6b8872f..d2da95f 100644 
--- "a/C:\\MAIN_PIC_FM\\analyze_command.c" 
+++ "b/C:\\orgFuncWithoutRes\\analyze_command.c" 





@@ -11,0 +16 @@ void UPLINK_SUCCESS_CHECK() 
+#ORG 0x0001E000 
@@ -27,0 +33 @@ void UPLINK_SUCCESS_ADCS() 
+#ORG 0x0001E000 
@@ -43,0 +50 @@ void UPLINK_SUCCESS_HSSC() 
+#ORG 0x0001E000 
@@ -75,0 +83 @@ void UPLINK_SUCCESS_CAM() 
+#ORG 0x0000C800 
@@ -78 +86 @@ void EXECUTE_MISSION_from_COM(int8 CMD1,int8 CMD2,int8 
CMD3,int8 CMD4,int8 CMD5, 
-   switch(CMD1) 
+   if (CMD1 == 0xc0) 
@@ -80,5 +88,4 @@ void EXECUTE_MISSION_from_COM(int8 CMD1,int8 CMD2,int8 
CMD3,int8 CMD4,int8 CMD5, 
-      case 0xC0: 
-         REPLY_TO_COM(0x66,0); 
-         SAVE_SAT_LOG(CMD1, 0, CMD2);                                            //save 
reset data          
-         UPLINK_SUCCESS_CAM();                                                   //put 
uplink succes flag in high and store flags 
-         ACK_for_COM[14] = 0x00;         
+      REPLY_TO_COM(0x66,0); 
+      SAVE_SAT_LOG(CMD1, 0, CMD2);                                            //save 
reset data          
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+      UPLINK_SUCCESS_CAM();                                                   //put 
uplink succes flag in high and store flags 
+      ACK_for_COM[14] = 0x00;         
@@ -87,2 +94,2 @@ void EXECUTE_MISSION_from_COM(int8 CMD1,int8 CMD2,int8 
CMD3,int8 CMD4,int8 CMD5, 
-         break; 
-      case 0xA0: 
+      } 
+      else if(CMD1 == 0xA0){ 
@@ -94 +100,0 @@ void EXECUTE_MISSION_from_COM(int8 CMD1,int8 CMD2,int8 
CMD3,int8 CMD4,int8 CMD5, 
-         //ADCS_TEST_OPERATION(op_duration,NOMAL_ADCS_MSN); 
@@ -97,2 +103,2 @@ void EXECUTE_MISSION_from_COM(int8 CMD1,int8 CMD2,int8 
CMD3,int8 CMD4,int8 CMD5, 
-         break; 
-      case 0xA1:                                                                 //TLE 
data reception  
+      } 
+      else if(CMD1 ==  
0xA1){                                                                 //TLE 
data reception  
@@ -104,2 +110,2 @@ void EXECUTE_MISSION_from_COM(int8 CMD1,int8 CMD2,int8 
CMD3,int8 CMD4,int8 CMD5, 
-         break; 
-      case 0xA2:                                                                 //TLE 
data reception  
+      } 
+      else if(CMD1 ==  
0xA2){                                                                 //TLE 
data reception  
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