In this paper, we present a durational process algebra incorporating syntactic action refinement. We study its correctness with respect to the semantic refinement in an interleaving model, namely the labelled transition systems. This defined refinement is compositional over the language operators and may provide at a given level of abstraction a timed efficient implementation for a specification.
Introduction
The hierarchical program design consists of constructing a program by a top-down analysis. Where at each analysis step, an abstract program is replaced by a concrete one. This technique is known as program refinement. A similar notion called action refinement has been proposed as a means of relating descriptions of concurrent systems at different levels of abstraction. It consists in implementing an abstract action in terms of a more concrete behaviour. This is generally expressed in a process algebraic setting by the term P[a Q] or P[] that is a more general form, with a refinement function that maps actions to behaviours.
The action refinement has been investigated in depth previous years. The first attempts have considered the mathematical models. Indeed, it has been studied on three different models approaches, namely the interleaving [7, 14] , causality [12, 30, 5, 6] and ST-models [13, 10, 11] . It has been also investigated in a linguistic approach. Where even in this framework, we distinguish two kinds of action refinement, which we call semantic and syntactic. In the former approach, consider for instance the transition systems as a semantics domain. The term P[a Q] is interpreted as a labelled transition system where every a-labelled action in the transition system of P is replaced by the transition system of Q. The syntactic approach interprets P[a Q] as a term obtained from P by replacing each a-action symbol by the term Q. Many examples show that the two approaches do not coincide. This is due to the interplay between refinement and parallel composition with communication (see [13, 23, 15, 29, 9] ).
Pursuing the investigations on syntactic and semantic action refinement, here in this paper we explore them on a timed process algebraic setting. We will focus more on the syntactic action refinement. In fact, in the last few years many timed process algebras [21, 31, 4, 26, 17, 22, 18, 8] were developed in order to specify rigourously the timed behaviours of timed concurrent systems. These languages enable an explicit description of timing properties such as time delay or time response and most of them assume the instantaneity of actions. However, if we endow such languages with an operator that performs action refinement, it will be counter-intuitive to refine (for instance syntactically) an instantaneous action by a behaviour that contains explicit positive delays.
For any remark or suggestion, contact please Abdelkader Dekdouk {email : dekdouk@loria.fr} Consequently we need to have a language based on the assumption of actions non-instantaneity. Effectively, in this paper we begin by defining a durational actions process algebra with ACP sequential composition, TCSP multiway synchronisation and time delay. Then, we investigate the timed syntactic action refinement on this language. As already pointed out, when performing syntactic action refinement interpreted as a syntactic substitution, in a linguistic approach containing a parallel composition with communication mechanisms, we are faced with problems that consist in obtaining undesirable results. In other words, the syntactic substitution is not compositional over the multiway synchronisation. To ensure that, we constraint the semantics of parallel composition and propose a more disciplined version of syntactic substitution by introducing an new operator called atomicity operator. The disciplined syntactic refinement respects not only the functional behaviour of a system at a given level of abstraction but also its temporal behaviour, by requiring that any duration of execution of a behaviour refining an action is at most equal to the duration of this action. This defined syntactic refinement permits to provide compositionally at any design step an efficient implementation of a given specification.
The rest of the paper is organised as follows: the next section is devoted to the description of the durational actions process algebra, while the following investigates the action refinement on this timed language and the definition of a compositional and timed efficient syntactic action refinement. The investigation of the correctness of this disciplined timed syntactic action refinement with respect to the semantic one is done in section 3. Finally we draw some conclusions and discuss related work.
The description of L
L is a process algebraic language for the description of timed distributed behaviours with durational actions [3, 16] . Conceptually, L is principally based on ACP and TCSP constructs. Indeed, in addition to the new concept of time delay, we can find the classic ones such as deadlock, successful termination, elementary visible action, sequential composition, choice, action hiding, parallel composition with multiway synchronisation, sequential composition and recursion. Note, that there is no construct to express the timeouts or watchdogs since the real-time expressivity is not the principal issue of the paper.
Syntax
Let ranged over by ; ; : : : be an arbitrary set of action labels and containing respectively special elements i and p 2 which represent the "invisible action" and the successful termination. Let also A be the set of visible actions ranged over by a ; b ; : : : . The set of L process expressions is generated by the following BNF definition:
where X ranges over x ; y ; z ; : : : is a set of process variables. The constant d belonging to time domain R + ? (the set of positive reals) is the duration of time delay, S and H A are respectively the finite set of synchronising actions and the finite set of hidden actions.
An occurrence of variable x is said to be bound when it appears in the scope of the binder x[], otherwise it is said to be free. E is said to be a closed term when the set of free variables in E is empty.
A variable x is guarded if its occurrence is sequentially preceded by an occurrence of an action or a delay in [E]. So we say that E is guarded if all its free variables are guarded. In the following, to avoid any technical problem, we will consider only closed and guarded terms denoted by P ; Q ; R ; : : : .
Convention
For reasons of convenience, we will use the symbols jjj and jj to denote particular cases of the general parallel composition combinator jj S , respectively when S = ; and S = A. Moreover to avoid using cumbersome terms with parentheses, we assume the known operators precedences namely sequential composition > choice > parallel composition > hiding.
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Semantics

Basic intuitions
The semantics of the language L is much related to the ones attributed to the classic process algebras mentioned previously. However, there are some characteristics that are proper to it and that can be summarised in two issues:
Any visible action a has a fixed duration (a) given by the mapping : A ! R + ? . The mapping is extended to the successful termination by : p 7 ! 0. L does not consider the process consisting in an elementary invisible action. However there is another way to express it, in fact we consider a refined version of this particular process that consist in assuming that time delay corresponds exactly to an internal execution or vice versa.
Operational semantics
The following rules present the operational semantics of L in the SOS style [25] , associating to each process term P a transition system called durational transition system (P; A; !; P 0 ) , where P L is the set of states reached from the initial state P 0 that corresponds in fact to the process P, A R + the set of labels and a transition relation ! PAPwhich respects the laws of Table 1 . Instead of (P; ; '; Q) 2! we write P ! ' Q to mean that process P executes an action of duration ' and then evolves to process Q. We feel free to suppress the duration information from the transition relation each time, it is not relevant to consider it. 
Action refinement
In this section we tackle the technique of syntactic action refinement of the functional and temporal behaviour of a system. First of all we focus only on action refinement of the system functional behaviour. Then we treat the action The Seventh Refinement Workshop Theory and Practice of System Design, 1996refinement of its temporal behaviour. So we have now a language denoted RL which is the one of L enriched with the action refinement operator.
P ::= : : : jP [ ]
Where : A ! finite(RL " ) is a refinement function which is explicitly extended to all visible actions by : p 7 ! ". Note that sometimes the action refinement will be expressed by terms of the form [a i Q i ] i=1:::n . We assume that when an action has started it must finish after a positive duration, so our refining process is supposed to be finite, non-deadlocking and different from the empty or immediately terminating process.
Intuitively the action refinement P[a Q] consist in the execution of process P in which whenever a should be executed; the process Q of execution duration at most equal to the duration of a, is executed instead. In other words the semantics of P[a Q] represents a labelled transition system where every a-labelled transition is replaced by the labelled transition system of Q. 
Syntactic action refinement of functional behaviour
Roughly speaking, the syntactic action refinement P[a Q] corresponds to the operation of syntactic substitution of process term Q for a-action symbol in process term P (i.e. by definition P[a Q] = P f Q=ag see Table 2 ).
Unfortunately, this approach does not coincide in general with the intuitive one. More precisely when dealing with terms having parallel composition, i.e. namely in our case the TCSP-like multiway synchronisation. Where label(P ) is the set of action labels occuring in P .
Refining the non-synchronising actions
The more obvious example that illustrates the non agreement of the syntactic substitution with the intuitive action refinement (i.e. the semantic action refinement) is: consider the terms (ajjjb)[a a 1 ; a 2 ] and a[a a 1 ; a 2 ]jjjb[a a 1 ; a 2 ]. These terms are not equivalent upto the more reasonable equivalence, because intuitively the latter can perform the sequence ha 1 ; b ; a 2 i , while the former cannot. This example shows clearly the non-compositionality of the general syntactic substitution when operating on processes with parallel composition. We would propose an action refinement that behaves like a syntactic substitution and that respects the intuitive meaning of action refinement. To this aim, we begin by considering the general syntactic substitution and step by step present the different problems that may appear when this operation operates on multiway synchronisation. By remedying these problems, we obtain a disciplined version of syntactic substitution. This syntactic action refinement is compositional modulo a constrained version of multiway synchronisation.
Let us first begin by the example just presented above. To preserve the intuitive meaning of action refinement we constrain the refining process to be executed atomically, i.e. it cannot be interleaved with the action of other concurrent processes. To do so, we introduce a new operator of atomicity denoted dQe`where`2 f ? ; >g (Let RL at denote RL endowed with the atomicity operator). When`= >, it means that the refining process is active i.e. an action has been offered by it and therefore no other concurrent process must offer an action. Otherwise`= ? and it means that the refinement is at its initial phase. For instance (ajjjb)[a a 1 ; a 2 ] = d a 1 ; a 2 e ? jjjb and after offering a 1 -action becomes d"; a 2 e > jjjb. The latter process cannot carry out the b-action since the refining process has not yet finished its atomic execution. More generally, if we consider the concurrent process P = QjjjR and suppose that Q has the possibility to offer an action then P performs this action when R has no active refining sub-process. To ensure that, we introduce a predicate not is active(R) that permits to test if the set of the active refining sub-processes of R is empty. This predicate is defined more formally in detail subsequently.
Refining the synchronising actions
The situation becomes much more difficult if we allow the refinement of synchronising actions. Take for instance, the term P = ajj fag a. Naturally P can offer a synchronisation action a and then terminates successfully, yielding the transition P a ! p ! . However if we refine syntactically the a-action with a non-deterministic process b; c + b; d
we will obtain the process term P 1 jj fb;c;dg P 2 = db; c + b; de ? jj fb;c;dg db; c + b;de ? which may offer the b-action synchronisation yielding the transition P b ! P 0 1 jj S P 0 2 = d"; ce > jj fb;c;dg d"; de > and then falls in a deadlock state where no further action is possible. We notice that the syntactic refinement as it is actually defined may alter the structure of the communication channels and so the control structure of the refined process due to the interplay between the synchronisation and non-deterministic situation.
To solve such problem we constrain the semantics of the multiway synchronisation when refining processes communication. The condition consists of saying that a synchronisation action stemming from refining processes is allowed if after its appearance the residuals of these refining processes are syntactically equal. Therefore we introduce a predicate is res eq(P 0 1 ; P 0 2 ; a ) which test the syntactic equality of residuals of processes refining the a-action that appear in both synchronising processes P 0 1 and P 0 2 . However, when a refinement synchronisation is offered we have no information from which refining process it has stemmed. In other words we do not know the abstract action that has yielded this refinement synchronisation. To determine that, we label the atomicity operator by the name of the abstract action to refine, in order to keep track of the actions to carry out. So the syntactic action refinement can be Now, consider the process term P = ( a jjja)jj fag a. P[a a 1 ; a 2 ] = P 1 jj fag P 2 where P 1 = da 1 ; a 2 e a ? jjj da 1 ; a 2 e a ? and P 2 = da 1 ; a 2 e a ? . P 1 may offer the sub-action da 1 e a and then turns into P 0 1 = d"; a 2 e a > jjjda 1 ; a 2 e a ? .
Also P 2 may show its ability in communicating with P 1 by offering the same sub-action and then turns into P 2 = d"; a 2 e a > . However the synchronisation on da 1 e a may not be produced by the whole process P[a a 1 ; a 2 ] because the synchronisation condition may evaluate to false (i.e is res eq(P 0 1 ; P 0 2 ; a ) = false). As, rather than comparing the residual "; a 2 of P 0 2 with "; a 2 of P 0 1 , we establish the comparison between the former and a 1 ; a 2 which are effectively syntactically different. The problem here is that we confuse two different abstract events of sub-process (ajjja) that are labelled by the same a action label. To avoid this mismatching we have to reason in term of events execution rather than actions execution, by the refined process. In other words when a sub-action is offered, we must annotate it and then glue the annotation to the abstract action that has effectively offered it. Let us illustrate this issue on our previous example. We have P 1 = da 1 ; a 2 e a ? jjjda 1 ; a 2 e a ? that executes the event da 1 e a ! and evolves to P 0 1 = d"; a 2 e a ! jjjda 1 ; a 2 e a ? . Also P 2 offers the event da 1 e a and turns into d"; a 2 e a . The synchronisation condition is now parametrised by the two abstract synchronising events rather than a single abstract action label. Concerning our example, we have is res eq(P 0 1 ; P 0 2 ; ! ; ) = true because the residual of event ! is "; a 2 and it equates the residual of event .
To ensure the soundness of the annotation, in the sense that different events are annotated differently we use a technique that exploits the syntactic structure of the term. Indeed on the basis of this technique, we can easily show that two different abstract events can never be represented by the same annotations. This is due simply to the fact that they have not the same locations (w.r.t the combinators of parallel composition, choice, sequential composition) and do not belong to the same abstract design level (atomicity operator) in the process term. These annotations are sets of terms generated by the following grammar:
(L 3 ) ::= j j j
We shall use the set }(L) ranged over by ! ; ; : : : to represent these annotations (events). Intuitively fg represents an event offered by a process that consists in either a single elementary action or a successful termination. expresses the change of abstraction level. An event represented by ! = f`j`2 !g means that it is offered by the component P of P Q where 2 f ; ; + ; jjjgand conversely for !. We also use the expression ! 1 jj! 2 = ! 1 [! 2 to point out the synchronisation of two events represented by ! 1 and ! 2 .
Finally, we close this section by defining formally the predicates not is active : L at ! f true; falseg and is res eq : L at L at }(L) }(L) ! f true; falseg. Concerning the former, note that when a refining process is active then it is annotated by ! 2 }(L), therefore we do not need to use the symbol > to show that it is active. Let us first define the set of annotations occuring in a process. This is given by the function ann : L at ! }(}(L)) which is defined as follows:
ann ( Table 3 . The definition of the set of a process annotations not is active(P) , ann(P) = ; . is res eq(P;Q;!;) , P[!] Q[]where P [!] represents the sub-term R of the abstract event dRe a ! of process P and P Q , P [] Q such that : ann(P) ! ann(Q) is an isomorphism. P Q is defined inductively on the syntactic structure of the process term thus: P Q ) P Q dPe a ! d Q e a ,( ! ) and(P Q) P Q R S , (P R) and (Q S) where 2 f ; ; + ; jj S g @ H P @ H Q , P Q Table 4 . The process syntactic equivalence upto an annotations renaming
Syntactic action refinement of temporal behaviour
The action refinement we have developed to this point considers only the system functional behaviour and does not take into account its timed behaviour which can be modestly described by our language. To define an action refinement that respects also the timed behaviour of the system to refine, we need to constrain further this operation. To do so, we require that the refining process lasts no longer than the action it refines. Therefore, we need to introduce a means that permits computing the duration of a refining process. This is realized by the function dur : finite(RL )
) which is defined inductively on the syntactic structure of the process as follows: 
t (a)
The fact that the duration of the refining process must at most be equal to the duration of the action it refines seems to us intuitive. Indeed at early system design stage we have no sufficient information on how much exactly a given activity may last. This information becomes more precise when we concretise the abstract action stepwise by the refining processes.
Before defining the operational semantics of our L at processes, we establish syntactically the meaning of the refinement term P []. To do so, we introduce a mapping : RL at ! L at that removes refinement operators from the given expression, so that the disciplined syntactic substitution fg ? : L at ! L at is only applied to terms already reduced (also called flat terms The operator of timed syntactic action refinement is distributive over the operators of the language especially over the parallel composition with communications. It is modulo an observational (i.e. without considering the origins of sub-actions) isomorphism. However, to prove the correctness of these equations we are content only with the strong bisimulation-like equivalence that is defined in the section of semantic equivalence.
Operational semantics
We proceed with the definition of the meaning of L at terms using the SOS style. As previously stated the model associated to each term is a durational labelled transition system (P 1 ; A 0 ; ! 1; P 0 ) . With respect to transition system defined in Table 1 . The difference here, is that the labels are enriched with information to deal with syntactic action refinement, in order to ensure the compositionality of this operation. So, a transition is written as P 
Equivalence semantic and soundness of timed syntactic action refinement
In this section we are interested in proving formally the correctness of timed syntactic action refinement w.r.t the semantic action refinement. The temporal soundness of timed syntactic refinement is obtained by definition of the latter. However the case of the functional refinement is not direct. We introduce an equivalence relation based on the well known notion of bisimulation [24, 19] as a comparison means. The formal comparison of these two kinds of action refinement needs to define formally in an operational style the meaning P []. Its definition is based on a restricted form of atomicity operator. The complete formal system defining the operational semantics of the corresponding language Proof. It is similar to the one given in [20] .
Proposition 3.2 is a I-durational bisimulation.
Proof. We have to show that {(P;Q) j P Q P ; Q 2 L at } [ 1 is I-durational bisimulation.
Definition 3.5 Let P;Q2L at and R; S 2 RL b
at . Then
In the sequel we suppose that all transition system is transformed to the one with the transition relation 
Proposition 3.3 = is an equivalence.
Proof. (see [20] Proof. We have to prove that R = f(P;P) j P 2 P 1 [ P 2 g[ = is a bisimulation. The complete proofs are given in the full version of the paper.
Conclusion and related work
In this paper we have reported a durational actions process algebra equipped with action refinement combinator. This latter has been investigated in its two sides, syntactic and semantic. We have defined a timed syntactic action refinement that is based on a disciplined timed syntactic substitution, which is correct w.r.t the timed semantic action refinement. This result is interesting for applications of action refinement a) to know how to implement a timed semantic action refinement by a disciplined timed syntactic substitution, and b) how a syntactically refined specification can be implemented in a distributed and timed efficient way. This work is considered as a follow-up to the various studies done on this topic. Here in the following, we are going to compare our contribution to only some of them that are much related to it.
In [15] , the authors study the same question for an un-timed language interpreted on flow event structures. Consequently, the approach they consider is denotational and of causality-oriented model. Then, they establish the necessary and sufficient semantic and sufficient syntactic conditions for that the syntactic refinement based on the general syntactic substitution coincides with the semantic refinement. Indeed we can say that they have showed the reasons of the problem but they have not remedy it, since they have not proposed any syntactic refinement that considers the terms that do not satisfy the condition and that agrees with the semantic refinement.
In [28] , the authors tackle the problem of syntactic action refinement in presence of multiway synchronisation. This constitutes the common issue and the starting point for our study of the equivalence between the timed syntactic and semantic action refinement.
The approach of syntactic refinement, as it is investigated in [1, 2] for a CCS-like language, is fundamentally different from ours. Indeed, they consider the syntactic substitution without limitations and try to find the equivalence relation that is congruent w.r.t the syntactic refinement operator. Their approach allows refinements that are not intuitive and therefore not correct w.r.t to the semantic refinement. Consider for instance, the process P = ( a:nilj a:nil).
P can behave either asynchronously by executing the sequence ha; ai or h a; ai or in a synchronous way by executing hi. If we refine syntactically a-action with a 1 ; a 2 and following the approach in [1] , we obtain (a 1 :a 2 :nilj a 1 : a 2 :nil) that may carry out the sequence ha 1 ; a 1 ; ithat we consider as an non-intuitive execution. Their syntactic refinement does not respect the semantics of parallelism and so that of process term in hight abstract level. The above execution is not allowed by our syntactic refinement. Indeed, following our approach, the possible execution sequences are: ha 1 ; a 2 ; a 1 ; a 2 i , h a 1 ; a 2 ; a 1 ; a 2 ior h;i.
We have defined a timed syntactic action refinement on a durational process algebra, we have not shown that it is monotone w.r.t to the I-durational bisimulation but we conjecture that it is so. An important issue to study is to find the appropriate vertical implementation relation - [27] which is formally a triple consisting of specification, implementation and refinement function. This relation may be a formalisation of the notion of vertical design step for the timed efficient transformation of timed specifications. 
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