We obtain sharp pointwise error estimates for relaxation approximation to scalar conservation laws with piecewise smooth solutions. We rst prove that the rst order partial derivatives for the perturbation solutions are uniformly upper bounded (the so-called Lip + stability). An one-sided interpolation inequality between classical L 1 error estimates and Lip + stability bounds enables us to convert a global L 1 result into a (non-optimal) local estimate. Optimal error bounds on the weighted error then follow from the maximum principle for weakly coupled hyperbolic systems. The main di culties in obtaining the Lip + stability and the optimal pointwise errors are how to construct appropriate \di erence functions" so that the maximum principle can be applied.
The system (1.1) can be regarded as a singular perturbation problem, and the solutions are expected to converge, as tends to zero, to the entropy solutions of the equilibrium equation The relaxation limit for 2 2 nonlinear systems of conservation laws was rst studied by Liu 6] , who justi ed some nonlinear stability criteria for di usion waves, expansion waves and traveling waves. A general mathematical framework was analyzed for the nonlinear systems by Chen, Levermore and Liu 1] . Consult 12] for a bird's eye view of recent results in this direction.
The presence of relaxation mechanisms is widespread in both the continuum mechanics as well as the kinetic theory contexts. Relaxation is known to provide a subtle dissipative mechanism for discontinuities against the destabilizing e ect of nonlinear response 6] . The relaxation models can be loosely interpreted as discrete velocity kinetic equations. The relaxation parameter, , plays the role of the mean free path and the system models the macroscopic conservation law. In that sense they are a discrete velocity analogue of the kinetic equations introduced by Perthame and Tadmor 15] and Lions et al. 11] .
The relaxation approximation can also be used to construct numerical approximations to the equilibrium conservation laws. In 7], Jin and Xin developed a class of rst-and second-order nonoscillatory numerical schemes for the conservation law (1.3), based on the relaxation approximation (1.1). Since the relaxation approximation (1.1) is formally an O( ) perturbation to (1.3), they can compute (1.1) without resolving the computational grid to O( ). Indeed, in their nal form, it is seen that the relaxation parameter in these relaxation schemes plays no role. In particular, their = 0-limit in the rst order case coincide with the central Lax-Friedrichs scheme, and their =0-limit in the second-order version corresponds to the central scheme of Nessyahu & Tadmor 13]. The nonoscillatory central schemes introduced in 13] is based on staggered evolution of the reconstructed averages { a high-order sequel to the celebrated rst-order Lax-Friedrichs (staggered) scheme. An extension of the high-resolution central scheme to multidimensional problems can be found in 5]. The central schemes are simple, e cient, stable and enjoy the main advantage of avoiding costly (upwind) Riemann solvers. In this context, relaxation schemes o er yet another way to derive a whole class of high-resolution Riemann-solvers-free central schemes. The key is how to discretize the relaxation, as outlined in 7] .
There have been many recent studies concerning the asymptotic convergence of the relaxation systems to the corresponding equilibrium conservation laws as the rate of the relaxation tends to zero. Most of these results deal with either large-time, nonlinear asymptotic stability or the zero relaxation limit for Cauchy problems. Tveito and Winther 18, 26] provided an O( 1=3 )-rate of convergence for some relaxation systems with nonlinear convection arising in chromatography. Katsoulakis and Tzavaras 8] introduced a class of relaxation systems, the contractive relaxation systems, and established an O( p ) error bound in the case that the equilibrium equation is a scalar multi-dimensional one. The approaches in 8, 18, 26] are based on the extensions of Kruzhkov and Kuznentzov-type error estimates 10]. Kurganov and Tadmor 9] studied convergence and error estimates for a class of relaxation systems, including (1.1) and the one arising in chromatography, and concluded an O( ) order of convergence for scalar convex conversation laws. The novelty of their approach is the use of a weak Lip 0 -measure of the error, which allow them to obtain sharp error estimates 1 . For the relaxation system (1.1), Natalini 12] proved that the solutions to the relaxation system converges strongly to the unique entropy solution of (1.2) as ! 0. Based on a general framework developed in 23, 25] , the rst-order rate of convergence for (1.1) is established in the case when its equilibrium solutions are piecewise smooth 24], which is an improvement on the O( p ) error bounds 8, 9] . The boundary layer e ect in the small relaxation limit to the equilibrium scalar conservation laws was investigated in 27]. The existence and uniqueness for the initial-boundary value problems are established.
The The question that we address in this paper is concerned with the rate of pointwise convergence for the relaxation approximation (1.1). The main purpose is to establish the optimal pointwise convergence. The proof of our results is based on two ingredients:
An one-sided interpolation inequality between the L 1 error estimates and Lip + stability bounds; and A comparison theorem (the maximum principle) for weakly coupled hyperbolic systems. In Section 2, we will review some existed results and theory useful for obtaining our error bounds. As mentioned earlier, the L 1 error bounds for the relaxation approximation have been established by several authors. A rigorous Lip + stability bounds for the relaxation approximation will be established in Section 3. In Section 4 we rst consider the case when there is only one shock for the solutions to the equilibrium equation (1.3) , i.e. the set of shock S consists only one smooth curve. In this case, we show that dist(x; S)ju(x; t) ? u (x; t)j C : (1.4) It implies that ju(x; t)?u (x; t)j C(h) for (x; t) with O(h) distance away from the set of shocks.
The result (1.4) can be generalized to nitely many shocks with possible collisions. In the nal section, we discuss the possible extensions of the results obtained in this work.
Preliminaries
Several useful results for the relaxation approximation will be reviewed in this section. We begin by introducing the sub-characteristic condition.
Sub-characteristic condition
The main stability criterion can be (formally) derived by using the Chapman-Enskog expansion for the sti relaxation system (1.1)
The above equation will be of parabolic type under the following stability condition, i.e. the sub-characteristic condition 28]:
In a recent paper, Natalini 12 ] provided a rigorous analysis for (1.1) that leads to the subcharacteristic condition (2.2) under some assumptions on and the initial data u 0 . More precisely, we state his results as follows. ju (x; t)j B(N 0 ); jv (x; t)j p B(N 0 ) for (x; t) 2 R (0; 1):
Throughout of this paper we will assume that the condition (2.3) is satis ed. Under this assumption, the sub-characteristic inequality is guaranteed and will be used to establish the Lip + stability and the pointwise error bounds.
Global
-rate is overviewed in x3.2, based on the Lip 0 approach taken in 9] (for a more general class of relaxation models). For piecewise-smooth data, the optimal O( ) L 1 -convergence rate was recently obtained by Teng 24] . We state his results as follows. 
We shall utilize these 
An interpolation inequality
We let k k Lip 
A comparison lemma
The following maximum principle for weakly coupled hyperbolic systems plays an important role in this work. Consider the following system 8 > < > : @ t u 1 + 1 (x; t)@ x u 1 = 11 (x; t)u 1 + 12 (x; t)u 2 + 1 (x; t) ; @ t u 2 + 2 (x; t)@ x u 2 = 21 (x; t)u 1 + 22 (x; t)u 2 + 2 (x; t) ; (2.11) where ij , 1 i; j 2, are also of functions of x and t. The initial conditions u j (x; 0) are given, j = 1; 2. The following lemma can be found in 16].
Lemma 2.4 Consider the Cauchy problem for the weakly coupled hyperbolic systems (2.11) in a domain E := D (0; T ). If the coe cient functions and the initial conditions for (2.11) satisfy
12 (x; t) 0; 21 It follows from the sub-characteristic condition (2.2) that (3.9)-(3.10) is a weakly coupled hyperbolic system and its coe cients satisfy the requirements in (2.12) provided that is su ciently small. We now check the initial conditions. Similarly Using the above proof we know that there exists a T > 0, such that ku ; ( ; t)k Lip -and local error bounds using the Lip 0 theory presented in 19] . The case for a general family of relaxation models was outlined in 9]; here is a brief overview for the particular case of the relaxation model (1.1).
To begin with, we derive the modi ed equation satis ed by u . The Lip + stability of u enables us to convert this global estimate into a local one: using Lemma 2.3 with (z; w) = (u ; u) we nd, consult (2.10) ju (x; t) ? u(x; t)j Const: juj C 
A non-optimal pointwise error estimate
In the following section, we will consider the case that the entropy solution for (1.3) is piecewise smooth, with nitely many shock discontinuities. Thus, if we let S(t) denote the singular support of u( ; t), then it consists of nitely many shocks, S(t) := f(x; t) j x = X k (t)g, each of which satis es the Rankine-Hugoniot and the Lax conditions:
We note in passing that many practical initial data lead to nite number of shocks (see, e.g. ju (x; t) ? u(x; t)j C p ; jv (x; t) ? f(u(x; t))j C p ; for dist(x; S(t)) p : (3.26) Although the above pointwise local estimate is not optimal, it will su ce to derive the optimal error bound by a bootstrap argument which employs the comparison Lemma 2.4.
and those conditions listed in the lemma. To illustrate the main idea of our proof, we rst concentrate on the case that there is only one shock curve.
The case of a single shock
We assume that there is a smooth curve, S(t) := f(x; t) j xX(t)g, so that u(x; t) is C 2 -smooth at any point x 6 = X(t). There are two smooth regions x > X(t) and x < X(t). We consider the pointwise error estimate in the region x > X(t); the results for x < X(t) can be obtained in a we show that (C3) is satis ed by choosing su ciently large .
After showing that (C1)-(C3) are veri ed for t 2 0; T 1 ], we know that the error bounds for u and v can be established for 0 t T 1 . We can then use u (x; T 1 ) and u(x; T 1 ) as new initial data and repeat the same procedure to obtain the local error bounds for T 1 < t T 2 . By this standard continuation arguments, we can obtain the error bounds up to t = T . From the de nition of we have = e ? t =d C =d. This, together with (4.12), gives 1 (x; t) C ? C 1 + C=d 0; for x X(t) + p (4.13) provided that is su ciently large. (4.14)
4.1.2: The veri cation for (C1)
It is seen that 21 Similarly, by changing (x ? X(t)) in (4.3) to (X(t) ? x) will handle the case for x X(t) ? p .
We will then obtain the following results Then we consider the error functions similar to (4.3). We can apply the same techniques as used in the last subsection to obtain the optimal error bounds. We omit the detail procedure, but state our main result as following. Theorem 4.1 Let u (x; t) be the relaxation solutions of (1.1)-(1.2) and u(x; t) be the entropy solution of (1.3) . If the entropy solution has nitely many shock discontinuities, S(t) = f(x; t)jx = X k (t)g K k=1 , then the following error estimates hold:
For a weighted distance function , (x) min(jxj; 1), j(u ? u)(x; t)j In particular, if (x; t) is away from the singular support, then j(u ? u)(x; t)j C(h) ; dist(x; S(t)) h: (4.25) In this work, we have obtained the pointwise error bounds for relaxation approximations to scalar conservation laws with piecewise smooth solutions. The proof of our results is based on two ingredients: an one-sided interpolation inequality between the L 
