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We find that a donor-doped band-gap material can enhance the overall high-order harmonic
generation (HHG) efficiency by several orders of magnitude, compared with undoped and acceptor-
doped materials. This significant enhancement, predicted by time-dependent density functional
theory simulations, originates from the highest occupied impurity state which has an isolated energy
located within the band gap. The impurity-state HHG is rationalized by a three-step model, taking
into account that the impurity-state electron tunnels into the conduction band and then moves
according to its band structure until recombination. In addition to the improvement of the HHG
efficiency, the donor-type doping results in a harmonic cutoff different from that in the undoped and
acceptor-doped cases, explained by semiclassical analysis for the impurity-state HHG.
I. INTRODUCTION
High-order harmonic generation (HHG) in gases [1, 2]
is not only one of the fundamental strong-field phenom-
ena in laser-matter interactions. It is also a powerful
technique to produce sub-femtosecond laser pulses, pro-
viding the opportunity to explore ultrafast dynamics in
matter on femto- and attosecond timescales [3]. Recently,
HHG in solids was demonstrated [4–9] with potential ap-
plications for novel VUV and XUV light sources and for
probing ultrafast dynamics in condensed-matter systems
[10]. Compared with gas-phase systems, solids can pos-
sibly produce HHG more efficiently due to their periodic
structure and high density. Also, laser-induced processes
in bulk and nanostructured materials attract theoretical
interests in this new research area where strong-field laser
physics meets condensed matter. It has been demon-
strated that some strong-field concepts, such as the three-
step model for HHG [11], can be generalized to describe
laser-solid interactions when the band structure is taken
into account [12, 13]. Although the understanding of
HHG in solids is rapidly expanding [12–33], many open
questions remain to be explored.
For applications of HHG in solids as a coherent VUV
or XUV source, a key question is how to control the har-
monic yield. A recent experiment has demonstrated en-
hanced HHG emission in tailored semiconductors [34].
Theoretical studies have proposed possibilities to en-
hance HHG in solids by quantum confinement [35], inho-
mogeneous fields [36], or substitutional doping [37]. In-
deed, impurities typically influence the physical proper-
ties of a solid, allowing one to control processes in the tar-
get material for various applications (see, e.g., the recent
works [38, 39]). Doping-induced impurities are therefore
expected to have impact on HHG in solids. The specific
influence of doping-induced impurities, however, still re-
quires further exploration, even in the case of substitu-
tional doping [40]. Here, to elucidate effects of substitu-
tional doping on HHG in solids, we consider a model
of undoped and doped band-gap materials interacting
with a mid-infrared laser pulse, use time-dependent den-
sity functional theory (TDDFT) [41, 42] to perform self-
consistent calculations, and provide a semiclassical anal-
ysis for the impurity-state HHG cutoff.
This paper is organized as follows. In Sec. II, we de-
scribe the theoretical model and methods used in this
work. The results of our theoretical calculations are pre-
sented and discussed in Sec. III. Finally we conclude with
a brief summary in Sec. IV. Atomic units (a.u.) are used
throughout unless stated otherwise.
II. THEORETICAL MODEL AND METHODS
Our model employs a finite system so large that it be-
haves like a solid [28–30]. We consider a linear chain
of N nuclei with a separation a and located at xj =
[j − (N + 1)/2]a, (j = 1, · · · , N). The ionic potential
reads vion(x) = −
∑N
j=1 Zj [(x − xj)2 + ]−1/2, where Zj
is the nuclear charge of the j-th ion and  is a soften-
ing parameter which smoothens the Coulomb singular-
ity. We set  = 2.25 and a = 7 throughout, and use
Zj = 4 (j = 1, · · · , N) to qualitatively model an un-
doped band-gap material. For a convenient description of
substitutional doping, we choose an odd number of nuclei
(N = 2M−1 = 101 in this work) and introduce an impu-
rity in the center by choosing a different nuclear charge
of the M -th ion. As we will see below, such a doping
rate of ∼ 1% does not change the band structures signif-
icantly, but introduces new states that are energetically
isolated. Also, our discussion of doping effects is insen-
sitive to the model size, once a sufficiently large number
of nuclei (& 80) is considered (see the Appendix). In our
simulations, two doping cases are considered: ZM = 2 for
modeling a double acceptor and ZM = 6 for modeling a
double donor [43]. All the considered systems are charge
and spin neutral. Thus the number of electrons with op-
posite spin is N↓ = N↑ = 2N for the undoped case, and
N↓ = N↑ = 2N ± 1 for the systems with a doped center
(ZM = 4±2). We treat the field-free electronic states for
these systems with density functional theory (DFT). In
the Kohn-Sham (KS) scheme, we find a set of KS orbitals
determined by{
−1
2
∂2
∂x2
+ vKS[{nσ}](x)
}
ϕj,σ(x) = εj,σϕj,σ(x), (1)
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2with the static KS potential vKS[{nσ}](x) = vion(x) +
vH[n](x) + vxc[{nσ}](x). The Hartree potential reads
vH[n](x) =
∫
dx′n(x′)[(x − x′)2 + ]−1/2, and the
exchange-correlation potential is treated in a local
spin-density approximation vxc[nσ](x) ' vx[nσ](x) =
−[6nσ(x)/pi]1/3. The spin densities are nσ(x) =∑Nσ
j=1 |ϕj,σ(x)|2 for spin σ = ↓, ↑, and the total density is
n(x) =
∑
σ=↓,↑ nσ(x).
For the driving laser pulse linearly polarized along
the x-axis, we use the vector potential A(t) =
A0 sin
2[ω0t/(2Nc)] sin(ω0t) for 0 ≤ t ≤ 2piNc/ω0, with ω0
the angular frequency (photon energy) and Nc the num-
ber of cycles. The laser-driven many-electron system is
governed by the time-dependent KS equations
i
∂
∂t
ϕj,σ(x, t)
=
{
−1
2
∂2
∂x2
− iA(t) ∂
∂x
+ v˜KS[{nσ}](x, t)
}
ϕj,σ(x, t),
(2)
where the KS potential v˜KS[{nσ}](x, t) = vion(x) +
vH[n](x, t) + vxc[{nσ}](x, t) is time-dependent due to the
time dependence of n(x, t) and nσ(x, t). We propagate
the time-dependent KS orbitals using the Crank-Nicolson
approach with a predictor-corrector step for updating the
KS potential [42, 44]. The initial conditions for TDDFT
calculations, i.e., the field-free ground-state KS orbitals
are found via imaginary time propagation with orthogo-
nalization in each time step [44]. The numerical calcula-
tions are performed on an equidistant spatial grid with
spacing ∆x = 0.1 and 21000 grid points. A fixed step size
∆t = 0.1 is used for time propagation, and a convergence
check is performed by using ∆t = 0.05.
III. RESULTS AND DISCUSSION
In this section, we first describe the influence of dop-
ing on the field-free potentials, orbital energies and band
structures within the KS scheme. Then we discuss effects
of doping on the HHG spectrum based on the TDDFT
calculations, and identify the contribution from a single
impurity orbital in the donor-doped case. Finally, the
HHG cutoff is explained by semiclassical analysis.
A. Doping effects in the DFT description
We first take a view on the doping-induced change of
the field-free properties in the DFT language. The un-
doped model was studied in Refs. [28, 29]. Here we first
emphasize the differences between the doped and un-
doped systems in terms of the static KS potential which
is obtained by imaginary time propagation. The impact
of the impurity is restricted in real space to a small re-
gion around its position, the center of the system in this
case, as shown in Fig. 1(a). Compared with the undoped
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FIG. 1. Comparisons of undoped and doped systems in the
KS scheme. (a) The KS potentials around the impurity for
the undoped and doped systems. The separation between
two neighboring ions is a = 7 in our model. (b) The negative-
valued KS orbital energies in ascending order, including two
valence bands (VB1 and VB2) and part of a conduction band
(CB1). For the undoped, acceptor-doped and donor-doped
systems, the number of occupied orbitals is N↓ = N↑ = 202,
201 and 203, respectively (indicated by solid black, dashed
blue and dotted red lines with arrows). In the doped cases,
isolated orbital energies appear, which cannot be classified
into any band.
system, the acceptor- and donor-type doping results in a
shallower and deeper effective potential around the im-
purity ion, respectively. Unlike the single-active-electron
approach using a parametrized potential [37], the effec-
tive potential in the DFT description is self-consistently
found in a many-electron model.
With the static KS potential at hand, one can find
the occupied and unoccupied orbitals by diagonalization,
together with their corresponding energies. Note that
in the KS scheme, the classification into occupied and
unoccupied orbitals is automatically determined by the
number of electrons with the Pauli exclusion principle
satisfied, which is another advantage over the frequently-
used single-active-electron approach (see, e.g., Refs. [17–
23, 36, 37]). To illustrate the doping effects on the KS
orbitals, we present in Fig. 1(b) the negative-valued or-
bital energies in ascending order. The energies include
two valence bands (VB1 and VB2) and part of a con-
duction band (CB1), and the “in-band” energies remain
almost unchanged by doping. Here we classify the or-
bital energies into bands, since our model behaves like a
solid for a sufficiently large system size [29]. The visible
band gap (BG) allows us to identify the doping-induced
impurity orbitals with isolated energies. In addition to
their isolated energies, the impurity orbitals are spatially
localized around the impurity ion (see the Appendix).
3FIG. 2. Band structures (VB1, VB2, CB1 and CB2) for undoped and doped systems with N = 101 nuclei, displayed by norm
square of the Fourier-transformed KS orbitals. The free-space (FS) dispersion k2/2 is also visable due to the finiteness of the
simulation box (see text). In the doped cases, the isolated horizontal lines correspond to impurity orbitals, which are also
indicated by arrows. The first-Brillouin-zone boundary is at k = pi/a = 0.449.
In the case of acceptor- (donor-) type doping, the impu-
rity orbital energetically located between VB2 and CB1
is unoccupied (occupied). It is worth noting that the im-
purity KS orbitals can be seen as a self-consistent DFT
description of the “impurity states” introduced in the
pioneering works [45, 46], see also reviews [43, 47, 48].
For our purpose of exploring doping effects on HHG, it
is straightforward to perform self-consistent simulations
without resorting to additional assumptions. Thus both
“in-band” and impurity orbitals are taken into account,
and one can investigate their respective contributions in
the many-electron processes. Whether an impurity or-
bital (state) plays a particular role in HHG will be stud-
ied in Sec. III C.
The band structures can be constructed from the
Fourier-transformed orbitals (in k-space), as done in
Refs. [28, 29]. Figure 2 shows the norm square of the
k-space KS orbitals for the undoped and doped systems
with N = 101 nuclei. The energy range in this plot
includes two valence bands (VB1 and VB2) and two con-
duction band (CB1 and CB2). Since our simulations are
performed in a finite box, the free-space (FS) dispersion
k2/2 is also present in Fig. 2. For HHG in solids, how-
ever, the FS parabola does not play any noticeable role
[28, 29]. We find that the band structures are almost not
affected by doping, except that the energy range of VB1
becomes wider when the system is donor-doped. The
role of VB1 in HHG processes, however, is negligible be-
cause of the flat band structure and the low orbital ener-
gies, which has been demonstrated in Ref. [28]. Figure 2
clearly shows that the considered doping scenarios gener-
ate energetically isolated orbitals which do not belong to
any band. One can identify two impurity orbitals from
Fig. 2(b) in the acceptor-type doping case, and three im-
purity orbitals from Fig. 2(c) in the donor-type doping
case. A detailed view of these impurity orbitals in real
space is presented in the Appendix.
B. Doping effects on the HHG spectrum
Using the ground-state occupied KS orbitals as the ini-
tial state, we perform TDDFT calculations for the sys-
tems interacting with a 6-cycle laser pulse of frequency
ω0 = 0.0114 corresponding to a wavelength of ∼ 4000
nm. We compute the time-dependent current
J(t) =
∑
j,σ
∫
dx Re
[
ϕ∗j,σ(x, t)
(
−i ∂
∂x
+A(t)
)
ϕj,σ(x, t)
]
,
(3)
and evaluate the HHG spectral intensity as the modulus
square of the Fourier-transformed current, i.e., S(ω) ∝
| ∫ dtJ(t) exp(−iωt)|2. Here we do not account for macro-
scopic propagation effects, which may modify the HHG
spectra via absorption and phase mismatch. Such prop-
agation effects, however, can be mitigated by controlling
the thickness of target materials [9]. Therefore we expect
our conclusions to hold for a thin target material.
Figure 3(a) shows HHG spectra for the undoped and
doped systems obtained from TDDFT calculations, for
A0 = 0.22 which corresponds to an intensity of ∼
2.2 × 1011 W/cm2. The BG between CB1 and VB2 is
0.235 ∼ 6.4 eV typical for a dielectric, implying that har-
monics up to order 20 are in the sub-BG regime for the
undoped system. The spectral minimum in the sub-BG
region stems from the fact that the intensity of intraband
harmonics decreases with increasing order and the inter-
band harmonics become dominant when going into the
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FIG. 3. HHG spectra for undoped and doped systems ob-
tained from (a) TDDFT calculations with the KS potential
dynamically updated according to the time-dependent densi-
ties, and (b) calculations with the KS potential frozen to its
field-free ground-state form. In both panels, the donor-doped
system gives the highest yield. The laser parameters corre-
spond to a wavelength of ∼ 4000 nm and a peak intensity of
∼ 2.2× 1011 W/cm2 (see text). The vertical dashed lines in-
dicate the first cutoffs: a cutoff of order 45 is observed for the
undoped and acceptor-doped systems while a cutoff of order
25 is observed for the donor-doped system.
above-BG regime. The HHG spectrum for the acceptor-
doped system is very similar to that for the undoped
system. In contrast, the overall HHG for the donor-
doped system is enhanced by ∼ 2 − 6 orders of magni-
tude. This significant enhancement of the HHG efficiency
would be favorable for applications as a coherent source
of VUV and XUV radiation. We also perform calcula-
tions with a frozen ground-state KS potential. Such a
frozen-KS-potential approach is applicable for moderate
intensities well below the damage threshold of solids [28].
The spectra obtained from these calculations are shown
in Fig. 3(b). The considerable enhancement of HHG in
the donor-type doping case and the similarity of the un-
doped and acceptor-doped cases are also found with this
approach. As will be shown in Sec. III C, the frozen-KS-
potential approach offers the possibility to identify the
contribution from a single impurity orbital, which pro-
vides insights into the observed enhancement of HHG in
the donor-type doping case. In addition, a different cut-
off for the donor-doped system is found in Fig. 3, which
will be analyzed in Sec. III D.
C. Role of a single impurity orbital
To understand the doping effects on HHG, we link our
findings in Fig. 3 to the doping-induced changes of the
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FIG. 4. HHG spectra for the donor-doped system obtained
from calculations with the frozen KS potential [the thick grey
curve, which is the same as the upper red curve in Fig. 3(b)].
The thin purple curve and the thin green curve are obtained
by Fourier transforming the partial current calculated with
only the highest occupied KS orbital and without this orbital,
respectively.
field-free properties displayed in Fig. 1 and Fig. 2. Let
us first revisit the intra- and interband contributions of
HHG in undoped solids [12, 13]. Intraband HHG stems
from the laser-driven electron motion in bands due to the
anharmonicity of the band structure. Interband HHG is
described by the generalized three-step model for band-
gap materials: first an electron tunnels into the conduc-
tion band, leaving a hole in the valence band; then the
electron and hole move in their respective bands and may
recombine at a later time, emitting a photon with energy
above the BG. Thus the BG energy plays a similar role
as the ionization potential in atomic HHG. If the en-
ergy of the highest occupied orbital is close to the lowest
conduction-band energy, the electron has a high proba-
bility to tunnel into the conduction band, since the tun-
neling rate is exponentially sensitive to the energy gap
[49]. As shown in Fig. 1(b) and Fig. 2, the considered
doping causes no obvious change to the band structures,
except for introducing the impurity orbitals. The similar-
ity of HHG spectra for the acceptor-doped and undoped
systems can then be understood by noting that the high-
est occupied orbital in both cases is at the top of VB2
[see Fig. 1(b)]. For the donor-doped system, we expect
that the highest occupied impurity orbital within the BG
is responsible for the enhancement of HHG observed in
Fig. 3.
The role of the highest occupied impurity orbital in
the donor-doped system can be highlighted within the
frozen-KS-potential approach. To this end, we calculate
the current from the highest occupied orbital by restrict-
ing the sum in Eq. (3) to that orbital, and compare the
resulting HHG spectrum with the total one in Fig. 4.
One can see that for a wide range of harmonic orders,
from ∼ 10 to ∼ 160, the contribution from the single
impurity orbital agrees with the total spectrum. There-
fore we attribute the enhancement of HHG in the donor-
doped system to the highest occupied impurity orbital
that has an isolated energy within the BG. We note that
impurity-state HHG was modeled in a recent work [50]
taking only the impurity-state contribution into account
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FIG. 5. (a) A three-step model for HHG from the impurity-
state electron, illustrated in k-space. The horizontal dot-
dashed line indicates the donor state within the BG, i.e., the
highest occupied impurity orbital for the donor-doped system.
The (green) curves show the band structures of CB1 and VB2.
The three steps for HHG are indicated by (black) lines with
arrows. For the considered system and laser frequency, it re-
quires at least 9 photons to excite the impurity-state electron
to CB1, which is in the tunneling regime. (b) The k-space
probability distribution of the impurity orbital depicted in
(a). The first-Brillouin-zone boundary is at k = pi/a = 0.449.
when evaluating the HHG spectrum. Based on the self-
consistent many-electron calculations, our present work
evidences that the impurity-state HHG signal may agree
with the total signal for a wide range of harmonic orders
in a donor-doped band-gap material.
D. Semiclassical analysis of the cutoff
Having demonstrated that HHG from the highest oc-
cupied impurity orbital is dominant for the donor-doped
system, we now elucidate the corresponding mechanism
by a semiclassical analysis. HHG from the donor-state
electron can be described by a three-step model: the
impurity-state electron tunnels into the conduction band,
moving according to the band structure, and recombines
with the impurity state when driven back by the exter-
nal field. This mechanism is illustrated in k-space in
Fig. 5(a) [51]. Here the band-structure curves are ex-
tracted from Fig. 2 and fitted to be continuous, as done in
Ref. [29]. The impurity state is depicted as a completely
flat band, since its k-space distribution spreads over the
first Brillouin zone [see Fig. 5(b)]. Similarly to the semi-
classical model of interband HHG in solids [13, 15], we
estimate the cutoff for HHG from the impurity-state elec-
tron. First, the tunneling step is considered to occur at
k0 = 0 corresponding to the minimum of the conduction
band energy. With the tunneling time denoted by ti, the
electron trajectory after tunneling is given as [13, 15]
x(t)−xi =
∫ t
ti
dτ∇kEc[k(τ)], k(τ) = A(τ)−A(ti), (4)
where Ec[k(τ)] is the band structure of CB1 and xi = 0 is
the initial position of the electron. When the electron re-
turns to its initial position at time tr, it recombines to the
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FIG. 6. (a) The mapping between recombination energies (in
units of ω0 = 0.0114) and semiclassical trajectories (charac-
terized by tunneling and returning times), within one cycle of
a sinusoidal vector potential with amplitude A0 = 0.22. Zero
on the vertical axis means a time at which the vector poten-
tial is 0. A recombination energy is associated with a pair of
trajectories (referred to as long and short, in terms of the time
difference between tunneling and returning). An example of
long (short) trajectories is indicated by the empty (filled) cir-
cles. The horizontal lines indicate a pair of tunneling and
returning times that produce the maximum recombination
energy, i.e., the cutoff trajectory. (b) A real-space view of the
cutoff trajectory and the example pair of long and short tra-
jectories indicated in (a). The tunneling and returning times
are marked on the vertical line x = 0 corresponding to the im-
purity center. The separation between two neighboring nuclei
is a = 7 in our model.
impurity state, emitting an energy of Ec[k(tr)]−εi with εi
the impurity-state energy. Since there is no hole motion
in the valence band, the three-step model for impurity-
state HHG is more atomiclike than that for solid HHG.
The only difference compared with the three-step model
for atomic HHG is that the electron motion after tun-
neling is determined by the band structure Ec(k), rather
than the free-space dispersion relation E(k) = k2/2.
By searching for the maximum recombination energy
with different tunneling times taken into consideration,
we estimate the cutoff of impurity-state HHG. Note that
the trajectories in the semiclassical analysis are charac-
terized by tunneling and returning times, and a recombi-
nation energy is associated with a pair of trajectories (re-
ferred to as long and short, in terms of the time difference
between tunneling and returning of the electron). As an
illustration, we show in Fig. 6(a) the mapping between re-
combination energies and trajectories, for the considered
laser parameters. The maximum recombination energy
found by the semiclassical analysis corresponds to the 25-
th harmonic, which agrees well with the observed cutoff
for the donor-doped system in Fig. 3. We also present in
Fig. 6(b) a real-space view of the cutoff trajectory and
a pair of long and short trajectories. One can see that
the impurity-state electron can move many unit-cell dis-
tances away from the impurity ion.
We mention in passing that a cutoff analysis based on
the three-step model for solid HHG was also performed
for the undoped system, and the corresponding cutoff
6estimated from the semiclassical electron-hole dynamics
also agrees with that observed for the undoped system in
Fig. 3. Here we focus on the first cutoff in the semiclassi-
cal analysis, since the harmonics up to the first cutoff are
of more practical interest due to their relatively stronger
signals. Explanation for higher cutoffs would require a
model accounting for more complicated processes, which
is beyond the scope of this work. So far the harmonics be-
yond the first cutoff are seldom measured experimentally
[9]. Our work indicates that experimental observation
of such high-order harmonics might be less difficult for
donor-doped materials.
IV. CONCLUSION
In summary, we found that a donor-doped band-gap
material can produce HHG much more efficiently than
undoped and acceptor-doped materials. This significant
enhancement of HHG stems from the highest occupied
impurity state with an isolated energy within the BG. In
contrast to HHG described by electron-hole dynamics in
undoped solids, HHG from the impurity-state electron is
more atomiclike, i.e., the electron moving in the conduc-
tion band will recombine with the impurity state rather
than a moving hole in the valence band. The mecha-
nism of the impurity-state HHG can be described by a
three-step model where the impurity-state electron tun-
nels into the conduction band and then moves according
to the conduction band structure until recombination.
This leads to a harmonic cutoff different from that in
the undoped case, which can be explained by semiclas-
sical analysis based on the band structure. Our present
work implies that donor-doped band-gap materials would
be suitable for efficient generation of coherent VUV and
XUV radiation. Exploring ultrafast processes in doped
materials with HHG will be interesting for future work.
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Appendix: Impurity orbitals in real space
The KS orbitals obtained from the field-free calcula-
tions can be chosen to be real-valued. In Figs. 7(a) and
(b), we provide a real-space view of the energy-isolated
orbitals identified from Figs. 2(b) and (c). For the consid-
ered model with N = 101 nuclei, the number of occupied
orbitals is N↓ = N↑ = 202, 201 and 203 for the undoped,
acceptor-doped and donor-doped systems, respectively.
Thus the orbital with index j = 202 in Fig. 7(a) is the
lowest-unoccupied for the acceptor-doped system while
the orbital with index j = 203 in Fig. 7(b) is the highest
occupied for the donor-doped system. One can see that
the impurity orbitals are located around the impurity ion,
spreading over a few neighboring ions.
We also show the impurity orbitals for smaller doped
systems with N = 81 nuclei in Figs. 7(c) and (d). Com-
pared with Figs. 7(a) and (b), this variation of the sys-
tem size does not cause any discernible change of the KS
potential and the impurity orbitals. Note that for the
model with N = 81 nuclei, the number of occupied or-
bitals is N↓ = N↑ = 162, 161 and 163 for the undoped,
acceptor-doped and donor-doped systems, respectively.
The indexes of the impurity orbitals in Figs. 7(c) and (d)
are therefore different from those in Figs. 7(a) and (b).
The energies of the impurity orbitals are, however, not af-
fected, because of the negligible change of the KS poten-
tial and the impurity orbitals. In the frozen-KS-potential
approach, the HHG processes are simulated by propagat-
ing the KS orbitals in the frozen KS potential, and it is
shown in Fig. 4 that the highest occupied impurity-state
orbital determines the total HHG spectrum for a wide
range of harmonic orders in the case of donor-type dop-
ing. Thus we infer that our discussion of the impurity
effects is insensitive to the system size considered in our
simulations, as long as the system is sufficiently large
(e.g., with more than ∼ 80 nuclei) such that it behaves
like a solid and contains the real-space motion of the
impurity-state electron.
Although our discussion of doping effects is based on
TDDFT simulations in a model, the underlying physics
of the impurity-state HHG should be true for a real band-
gap material. Since the doping-induced impurity orbitals
are spatially localized around the impurity ion, we expect
our results to be qualitatively valid for a target system
with more than one impurity ion, as long as the impurity
ions are many unit-cell distances away from each other.
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FIG. 7. (a) A real-space view of the energy-isolated orbitals for the acceptor-doped system with N = 101 nuclei. The orbitals
with index j = 101 and j = 202 correspond to the lower and upper isolated energies in Fig. 2(b), respectively. (b) A real-space
view of the energy-isolated orbitals for the donor-doped system. The orbitals with index j = 1, j = 102 and j = 203 correspond
to the isolated energies marked by arrows in Fig. 2(c), from bottom to top. In both acceptor- and donor-type doping cases,
the corresponding KS potentials are shown for an illustrative view of the impurity and its neighboring ions. The lower panels
(c) and (d) present the impurity orbitals for smaller doped systems with N = 81 nuclei. In our model, the separation between
two neighboring nuclei, i.e., the unit-cell length, is a = 7.
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