The high cost of wind tunnel testing and the ongoing reduction in national wind tunnel facilities are forcing the aerospace engineering community to increasingly rely on computational fluid dynamics (CFD) to predict the performance of new aircraft designs. However, most aerospace applications are characterized by flows that exhibit large-scale unsteady turbulence and the accurate prediction of these flows is often critical to predicting overall performance. Unfortunately, the turbulence modeling approaches used in existing industrial CFD simulation tools often do not accurately predict large-scale turbulent flows which limits their utility. This paper introduces a new paradigm, called the DG/VMS method, for CFD that is specifically designed to accurately and efficiently predict complex flows dominated by large-scale turbulence. Here, the DG/VMS formulation is presented along with results for several laminar validation tests. Our future work will apply the DG/VMS to turbulent flows.
Introduction
Turbulence simulation has traditionally taken one of three forms: Direct Numerical Simulation (DNS) where all scales in space and time are resolved, Large Eddy Simulation (LES) where only the large scales are represented, and Reynolds Averaged Navier-Stokes (RANS) where all turbulent motions are modeled and only the mean flow is predicted. However, in recent years the distinction between these approaches has become fuzzy as researchers have simultaneously searched for more efficient and higher fidelity methods for predicting turbulent flows. A unifying theme to these approaches is that the dynamics of many turbulent flows are dominated by a few large-scale coherent structures. A classical example is a turbulent mixing layer, shown in Fig. 1a , where large-scale Kelvin-Helmholtz rollers interact with broadband, smaller-scale turbulence and it is the large-scale structures that are responsible for increased momentum transport, scalar mixing, and sound generation. A similar separation of scales occurs in wallbounded turbulence (see Fig. 1b ) where coherent structures in the near-wall region (rolls and streaks) are largely responsible for the increased momentum transport associated with turbulence induced drag as well as the self-sustained process of turbulence production. As these examples show, the dynamics of turbulent shear flows are often dominated by the motions of a small number of relatively large-scale structures and the separation in scale between the large, energy-containing scales and the smallest turbulent scales increases as Reynolds number increases.
It is this increase in range of scales that prevents DNS from being a viable tool for anything beyond very simple flows at low Reynolds numbers. Conversely, LES attempts to exploit the scale separation in turbulent shear flows to limit expense by representing the largest scales on the com- putational mesh and using a model to account for the influence of the unresolved smaller scales. Although important progress in turbulence simulation was made in the 1990's using LES, primarily with the so-called dynamic model (see e.g. Refs. [3] [4] [5] [6] , it was soon recognized that Reynolds numbers are still far too high to make LES economically feasible for the vast majority of engineering flows. Likewise, there are other serious impediments to standard LES approaches when applied in complex flows including commutativity and homogeneity issues in spatial filtering [7] . On the other end of the fidelity hierarchy are the RANS methods that completely model all turbulent motions, predicting only the mean flow. There has been a tremendous amount of research and application of RANS models that run the gamut from simple algebraic models to complex Reynolds stress closure models (see e.g. Refs. 8, 9) . RANS simulations are the work horse of industrial fluid dynamics simulation. Unfortunately, by modeling away the largescale unsteady structures, RANS mean-flow solutions may not resemble what one would obtain in a time-averaged experiment.
Pressured by the need to predict the largest scales of turbulent motions, there have recently been a number of efforts that attempt to merge RANS with LES. These methods go by a variety of names including: Very Large-Eddy Simulation (VLES), Unsteady Reynolds Averaged NavierStokes (URANS), and Detached Eddy Simulation (DES) (see e.g., Refs. [10] [11] [12] [13] [14] [15] . These methods either start from an LES approach utilizing a more complex and presumably powerful subgrid scale model, or they start from a RANS approach and allow for unsteadiness combined, perhaps, with less dissipative Reynolds stress models. Some recent approaches [12] attempt to blend RANS type methods for use near solid walls with LES methods for free shear flows. However, all these approaches, to varying degrees, are unsatisfactory for the following reasons: 1) The models are often developed and tuned for mean-flow solutions.
2) The models are typically developed without regard to numerical discretization. 3) Solutions do not converge in any meaningful way to the exact solution (DNS). 4) Ad hoc modeling techniques may be used such as blending functions between RANS regions and LES regions. 5) Spatial filters are often required which present difficulties for flows near boundaries and for unstructured meshes. 6) Complex subgrid scale models may be used which can limit efficiency. And, 7) low-order numerical methods are often used that are known to hinder accuracy for unsteady flows and subgrid scale models.
An approach is needed that overcomes the weaknesses of LES and RANS while providing consistency with DNS.
To meet this need, we present the Discontinuous Galerkin / Variational Multi-Scale (DG/VMS) method which merges variational multi-scale (VMS) turbulence modeling with a high-order accurate discontinuous Galerkin (DG) spatial discretization. This is a particularly synergistic combination that engenders the DG/VMS method with a number of advantages over traditional methods: 1) Variational projection with a priori scale separation avoids the problems associated with spatial filters. 2) The method converges to the exact solution (DNS).
3) The method is high-order accurate with the potential for exponential (spectral) convergence. 4) The method is insensitive to grid quality so that standard unstructured grids can be utilized in complex domains. 5) The method allows for a hierarchy of turbulence simulations ranging from DNS to LES to RANS. 6) The method allows for different models to be used in different regions of a flow while still retaining formal convergence to the exact solution. 7) The method is based on a solid mathematical foundation. And, 8) the method is highly local making parallel execution efficient. In the following, we describe the DG/VMS approach to turbulence simulation that unifies traditional DNS, LES, and RANS approaches in a single computational tool. The paper concludes by presenting early results from our DG/VMS implementation for a suite of laminar validation problems. In future papers, we will report results on the application of DG/VMS to turbulent flows.
Formulation
Consider the compressible Navier-Stokes equations in strong form
where U = {ρ, ρu, ρe} T is the vector of conserved variables, ρ is the fluid density, u is the fluid velocity vector, and e is the total energy per unit mass. The inviscid and viscous flux vectors in the ith coordinate direction are F i (U ) and F v i (U ), and S is a source term including body forces in the momentum equations and a heat source in the energy equation. Equation (1a) is solved subject to appropriate boundary conditions, which must be specified for each problem of interest; a state equation, such as the ideal gas equation; and constitutive laws that define fluid properties such as viscosity and thermal conductivity as a function of the conserved variables. Due to space limitations, we do not explicitly define the flux vectors, state equation, or constitutive relations, but instead refer the reader to standard texts such as [16] .
The fixed spatial domain for the problem is denoted by Ω, which is an open, connected, bounded subset of Starting from the strong form of the compressible Navier-Stokes equations (1a), we consider a single subdomain, Ω e , multiply by a weighting function W which is continuous in Ω e and integrate by parts. Doing so leads to
where F n = F i n i and n e is the outward unit normal vector on ∂Ω e . Equation (3) can be written compactly as
If this equation were summed over all the elements in P h , then we would obtain the standard expression for the weak form of the compressible Navier-Stokes equations. For reasons to become clear later, it is advantageous here to first consider just a single typical subdomain, Ω e .
Variational Multi-Scale Method
The DG/VMS method introduced here utilizes the multiscale method of turbulence modeling first introduced in the computational mechanics and mathematics communities [17, 18] and recently clarified by the author for LES type models [19] . Our approach uses a three-level multiscale framework that allows direct monitoring of unresolved scales. Thus, the exact solution is partitioned as U = U + U + U where U are the large scales, U are the small scales, and U are the unresolved scales. We leave the specific representations used for each scale range till later, but this is an important issue. In the interim, it may be useful to think of each scale as a range of Fourier modes in wavespace as depicted in Figure 2 . In the following analysis, the exact equations of motion are written for each scale range and appropriate modeling assumptions are introduced for each equation. To give an idea of the direction that we take, it is shown in below that the large scale equations have no direct modeling terms while the small scales have modeling terms that can range from a simple Smagorinsky closure to a full Reynolds stress model. Roughly speaking, you can think of this as a hybrid between DNS on the large scales, and LES/RANS on the small scales although, in practice, you may not want to use traditional Reynolds stress closures.
We emphasize that the solution U should, at this point, be thought of as the exact solution to the Navier-Stokes equations within the subdomain Ω e . However, practically only a fraction of the complete range of scales can be retained in a model. These scales are referred to here as the resolved scales of motion, U + U , and we explicitly keep track of the influence of the unresolved scales on the resolved scales. The reason for splitting the resolved scales into large and small components will become clear when the effect of the unresolved scales is modeled.
For brevity, we forego the general analysis for nonorthogonal bases (which can be found in [19] ) and instead assume that the bases used to span the solution space is orthogonal, which is the case for the methods we use. With this assumption, the formulation simplifies considerably and the role of particular terms in the large and small scale equations is elucidated. Under these conditions, the exact large-scale equation is
and the exact small-scale equation is
In these expressions R(W , U ) is the generalized Reynolds stress, C(w, u, u) is the generalized cross stress, and B (W , U , U ) is the operator B(W , U ) linearized about U for a linear perturbation U . For incompressible flow, R(W , U ) and C(W , U , U ) are identically the projection of the Reynolds and cross stresses onto the large scales (see Ref. 19 ). For compressible flows, these terms are significantly more complicated due to the additional nonlinearity of the Euler fluxes and the presence of the energy equation. For brevity, we do not write out these terms explicitly here, but the current notation suffices to demonstrate the main ideas.
The effect of the unresolved scales on the large scales is clearly seen from (5) which contains the unresolved generalized Reynolds stress projected onto the large scales as well as the large-unresolved and small-unresolved generalized cross stresses projected onto the large scales. The small-scale equation also contains the unresolved generalized Reynolds and cross stresses. Since we are eventually interested in truncated or discrete approximations, the combined large and small scales are identified as the resolved scales and are denoted as U = U + U so that the combined resolved-scale equations can be written compactly as
which clearly indicates the need to model the unresolved generalized Reynolds and cross stress terms appearing on the right-hand-side.
Turbulence Modeling
We now consider modeling of the large (5) and small (6) scale equations where the primary modeling assumptions introduced here are:
1. The unresolved scales have negligible direct influence on the dynamic evolution of the large scales, due to the a priori scale separation. With sufficient scale separation, the second line of (5) is assumed small.
2. The unresolved scales are expected to significantly influence the small scales so that we replace the second line of (6) with an appropriate model. As discussed in more detail below, the model used depends on the particular flow, the desired fidelity, and the location of the particular subdomain Ω e under consideration. The fact that the formulation can support a wide range of models as well as different models in different spatial locations is a key feature of the method.
With these assumptions, the modeled large and small equations become
A subscript h is a reminder that if these equations are solved, subject to appropriate boundary conditions, the solution is an approximation that contains modeling/discretization errors. Note that the large-scale equation is modeled since the effect of the unresolved scales has been ignored. In fact, the modeled large-scale equation only takes the form of the exact equation when all scales of motion are contained within the resolved scales. However, by neglecting the influence of the unresolved scales on the large scales, the modeled large scale equation has no direct modeling terms. Instead, the large scales are indirectly influenced by the model in the small scales through the small-scale Reynolds and cross stresses. Thus, if the exact solution is fully represented by the large scales, then the solution to the modeled equations (8) is exact. This consistency is an important advantage over classical methods [17] . The model applied to the large-scale equation is nothing more than the standard approach used in a Galerkin method -the projection of the residual of the unresolved scales onto the large scales is zero. Considering the simplified case where the bases are orthogonal, this amounts to weak enforcement of zero unresolved Reynolds/cross stresses on the large scales. Note that this clearly indicates the role particular discretizations have in altering the model and therefore the results.
In the small-scale equation, it is the projection of the unresolved Reynolds and cross stresses onto the small scales that is modeled used a weak implementation of a subgridscale model. Again, different small-scale discretizations clearly alter the model. This is an advantage of the VMS framework. Although the model is specified without regard to the specific discretization, the influence of discretization is obvious in the modeled equations. This fact has not been completely appreciated in the traditional turbulence modeling community until recently when it was realized that differences between the discretization with the "same model" may be as large or larger than differences in "models" using the same discretization. In the VMS framework, the influence of different discretizations is evident and the choice of discretization clearly plays an important role in the success of particular models. An important area for future research is to explore different bases for use in defining large and small scales.
However, before doing so, we first combine the modeled large and small scale equations (8) which leads to
Thus, the model can be implemented within a variational method solely by adding an additional model term into the small scale equations. This model term can depend on both the large and small scales and can take forms ranging from a classical Smagorinsky model to methods similar to those used in Detached Eddy Simulation [11, 15] .
The Discontinuous Galerkin/Variational Multiscale Method
In the proceeding section, the variational multiscale method was presented for a typical subdomain Ω e . If equation (9) is summed over all the subdomains in the partition P h of Ω and typical C 0 or smoother finite-dimensional spaces are introduced for the trial U h and test W h functions then, subject to appropriate boundary conditions and the particular choice of model, this leads to the standard variational multiscale method for classical finite elements, spectral elements, or global spectral methods (see e.g., Refs. 17, [20] [21] [22] . While results from these methods are quite new, they have shown tremendous potential including the ability to accurately simulate wall-bounded and non-equilibrium turbulence using a very simple constant coefficient Smagorinsky model on the small scales [22] . However, most of the results presented to date use global spectral methods which have a rich function space but are only feasible for very simple geometries [21, 22] . The preliminary work of Jansen [20] and co-workers offsets this by using a low-order (cubic and lower) hierarchal basis within a C 0 finite element method. While this method can be applied to complex geometries, the relatively low-order function spaces may not have a sufficient scale separation for effective turbulence simulation. Perhaps of even greater importance however, is that the reliance of prior approaches on C 0 or smoother function spaces limits ones ability to alter the large/small partition or change the form of the model as a function of space. For example, in laminar regions of a flow no model should be used, while in boundary layers a RANS type model may be appropriate (if you only are concerned with the mean flow) while in a wake region an LES type model may be used to capture the large-scale unsteadiness.
To address these limitations, the DG/VMS method introduced here combines VMS turbulence modeling with a discontinuous Galerkin method in space. These two methods are particularly synergistic and the combined DG/VMS method possesses the following characteristics:
• high-order (even exponential) convergence on highly irregular unstructured meshes;
• discretization, large/small partitioning, and model equations can be changed on each subdomain, Ω e ;
• all boundary conditions are set weakly through boundary fluxes including fluxes of turbulence stress. This enables one to directly enforce zero turbulent stress at solid walls -a feature not present in prior approaches;
• the method is highly localized leading to a great degree of parallelism which is required for the largescale turbulence simulations we are targeting.
Before discussing the details of the method, we first present a very brief review of prior research concerning the discontinuous Galerkin method. This review focuses on the recent results that are of particular importance to our work. For general reference, a very thorough review article by B. Cockburn is recommended [23] . The discontinuous Galerkin method dates back to the work of Reed & Hill (1973) [24] on the linear neutron transport equation. Since then the method has been systematically extended to include non-linearities, systems of hyperbolic equations, and multidimensional systems (see [23] for a thorough history and references). However, it has only been recently that the method has been applied to convection-diffusion type problems. The typical approach for diffusive problems has been to introduce auxiliary variables for the viscous fluxes and re-write the equations of motion as an extended first-order system of equations [25] . This mixed approach has been demonstrated by Lomtev et al. [26] for two-and three-dimensional unsteady flows. Unfortunately, the mixed approach in three-dimensions requires 6 additional unknowns and equations for three-dimensional Navier-Stokes flows. Furthermore, in our applications, the model terms, M ( W , U , U ), often takes the form of diffusive terms (eddy diffusivity models) that may require the addition of even more unknowns.
Fortunately, over the past few years, there has been extensive research on the use of DG methods for elliptic and mixed hyperbolic/elliptic problems (see e.g. [25, [27] [28] [29] ). These issues are considered by Arnold et al. [30] who present a unified analysis of nine methods for elliptic problems that have appeared in the literature. In this analysis, the more recent flux based DG methods of Bassi & Rebay [27] and Baumann & Oden [29] are shown to be related to the circa 1970's interior penalty (IP) formulations (see e.g. [31] [32] [33] ). In relating these methods, Arnold et al. show that the flux formulation, commonly used in DG methods, can be readily converted to the primal formulation traditionally used in IP methods and with this transformation, they provide detailed stability and convergence estimates for each method. From their analysis, several of the methods considered are shown to provide consistent, stable, and optimal convergence properties while preserving a sparse and well conditioned stiffness matrix. These methods include the classical interior penalty formulation [33] and the recent methods of Bassi & Rebay [27] and Oden, Bakuska, and Baumann [28] .
With this background, we now merge the variational multiscale method described above with a DG method. We denote the boundary of the domain Ω as ∂Ω = Γ D ∪ Γ N where Γ D is the portion of the boundary where Dirichlet conditions are specified and Γ N is the portion of the boundary where Neumann conditions are set. The element boundary is denoted as Γ = {Γ D , Γ N , Γ 0 } where Γ 0 are the inter-element boundaries. Let Ω 1 and Ω 2 be two adjacent elements; let Γ 12 = ∂Ω 1 ∩ ∂Ω 2 ; and let n (1) and n (2) be the corresponding outward unit normal vectors at that point. Let U (e) and F (e) i be the trace of a state vector U and flux vectors F i , respectively, on Γ 12 from the interior of subdomain Ω e . Then, we define the average · and jump [·] operators on Γ 12 as
where F n = F i n i . With this notation, we return to equation (9) and introduce a discontinuous Galerkin formulation of the B(W , U ) term, defined in equation (4), where for simplicity the resolved scales are now simply denoted W , U . The primal formulation for discontinuous Galerkin applied to the Navier-Stokes equations is
where
Quantities with a hat · in (11) are numerical fluxes that must be appropriately defined. For example, The term
is an appropriate approximate Riemann flux (see [23] for a description of the various options). The particular choice of Riemann flux plays an important role in determining the dispersion/dissipation characteristics of the method [34] . For illustrative purposes, we use the Steger-Warming flux-vector splitting where F n (U ) is split into inflow and outflow components F − n and F + n :
and the approximate Riemann flux in this case is simply
Similarly, various options are available for the numerical viscous fluxes [30] and a particularly simple approach is the interior penalty method U = U ,
where µ > 0 is a stabilization parameter [31] [32] [33] .
Thus, the discontinuous Galerkin method is: Given
∀W ∈ V (P h ) where V (P h ) is the broken space defined in [29] . If V (P h ) is restricted to a space of continuous functions, then one recovers the classical Galerkin approximation.
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Turbulence Modeling
It remains to define the the model term M DG ( W , U , U ) appearing the (15). If we consider an orthogonal bases, then it is shown in (7) that the model must represent the projection of the generalized Reynolds and cross stresses onto the small scales. For incompressible flows, this simplifies directly to the Reynolds and cross stresses. For compressible flows, there are additional terms arising from the variable density in the Reynolds stresses as well as from terms in the energy equation. For a thorough discussion of LES modeling issues in compressible flows see [35] . Here, we illustrate the general approach, by assuming that the model takes the form of an generalized eddy diffusivity on each subdomain, Ω e , of the form
where the model flux
is a, possibly nonlinear, differential operator. The standard eddy diffusivity model can be put in this form
where ∇ s u is the symmetric part of the gradient tensor [i.e., (∇ s u) ji = (u i,j +u j,i )/2] and (∇ s u) :i is the ith column of this tensor. The Smagorinsky eddy diffusivity defined on the small-scales is ν T = (C S ∆)
2 |∇ s u| where C S is the Smagorinsky coefficient, ∆ is a representative length scale for the small scales, and P r t is the turbulent Prandtl number. In a simple implementation, the Smagorinsky coefficient and the turbulent Prandtl number may be set as constants. It is also possible to use an appropriate dynamic procedure similar to [35] and we are currently devising such a method. In practice, the scale-similar and mixedmodels appear advantageous for compressible flows [35] and VMS versions of these models can also be devised. Extending equation (16) to a form compatible with discontinuous Galerkin leads to
which clearly simplifies to a classical weak Galerkin approximation for continuous functions. On inter-element boundaries, an averaged flux is used while on the domain boundary one obtains a weighted integral of the modeled turbulent flux across the boundary. This last integral marks a dramatic difference between discontinuous Galerkin and standard Galerkin approximations [17, 19] on solid surfaces. In a standard Galerkin formulation the trial functions are assumed to satisfy the Dirichlet boundary conditions and so the weighting functions for velocity on a wall boundary would be zero which prevents us from setting the flux of modeled turbulent stress to be zero on the wall. The fact that Hughes et al. [22] obtain reasonable solutions for solid surfaces using such a method is a matter open research. However, in the discontinuous Galerkin framework, since all boundary conditions are treated weakly through boundary flux integrals, we are able to weakly enforce zero turbulent flux by setting the second integral in (18) to zero on solid surfaces. Likewise, this integral can be set to particular values on inflow domains to represent the inflow of unresolved turbulent stress if desired.
From (18) we seen that one can easily change the partition between large and small scales on different subdomains. Likewise, the particular model for the turbulent flux can be changed on each domain. Thus, the model term can be written as
where the modeled turbulent flux and the solution space partitioning are dependent on the element index e. Across element boundaries, the first integral communicates the unresolved turbulent flux between neighboring elements thereby automatically converting from one partitioning to another and from one turbulent flux model to another. It is this novel capability of the DG/VMS that makes it particularly attractive for turbulence modeling in complex flows.
Discretization and Implementation
For every element Ω e ∈ P h we define the finitedimensional space P pe (Ω) of polynomials of degree ≤ p e defined on a master elementΩ. Then
where J Ωe is the Jacobian of the transformation of element Ω e to the master element and
where m is the number of conserved variables, m = 5.
Thus, the semi-discrete discontinuous Galerkin method is:
In practice, one can use a variety of polynomial bases to approximate the functions in (15) which offer different advantages and disadvantages. A number of options are presented in [36] including monomials, tensor products of Legendre polynomials, and warped product bases introduced by Dubiner [37] . For the VMS method, the use of orthogonal bases greatly simplifies the form of the unclosed terms in the equations. Therefore we utilize the family of orthogonal, hierarchical bases formed from tensor products of Jacobi polynomials as described in [38] which are supported in a wide range of elements types in two-and three-dimensions.
Current Status
Presently a prototype DG/VMS code has been implemented using object-oriented programming in fully modern ANSI/ISO C++ using the Standard Template Library and generic programming concepts. The code runs on a number of operating systems including Linux, Windows, and Irix. Due to the inherent locality in the discontinuous Galerkin discretization, the parallel implementation is particularly easy and efficient. We use the MPI-2 library (including parallel MPI-IO) and preliminary parallel efficiency results are shown in Figure 3 for both an SGI Origin 2000 and our new Pentium IV Beowulf cluster. As seen in Figure 3 , the initial scaling results for our DG/VMS code are very promising with a 66 times speedup when running on 78 processors. The OO design of the code is based on the fundamental concepts and notation associated with fluid simulation and the discontinuous Galerkin method thereby greatly simplifying the structure of the code compared to traditional procedural flow solvers and making it more accessible to new students and effective as both a research and learning tool. The major object types in our OO design include.
• Process: encapsulates parallel implementation making it easy to convert from MPI to PVM or any other parallel API that may be desired.
• Problem: an abstract class that defines the type of problem to solve: advection-diffusion, Burgers, Euler, Navier-Stokes (i.e. DNS), RANS, LES, etc. Each derived problem type has a constructor that performs all necessary allocation and initialization for that problem type making it easy to setup multiple problems for a given application problem. In a hybrid turbulence simulation one could construct a DNS problem object for the flow near the object of interest, and LES problem for the near wake, and Navier-Stokes (or even Euler) far from the solid surface. Each problem object holds the required information necessary to couple adjacent problems. Classes derived from Problem share a uniform set of methods such as solve, analyze, read, write that provide a simple an consistent interface making it easy to adapt the software to new applications.
• Domain: Each problem object holds one or more Domain objects. The domain class represents the mathematical concept of the domain, Ω. Thus the Domain contains all information required to specify the global problem domain and its discretization. In particular, the Domain holds one or more Fields that completely describe the discrete solution.
• Field: is a container class that holds a scalar field represented by a collection of elements used to discretize a Domain. It's implementation is based on the the STL vector<Element*> class so that all the standard methods provided by the STL, such as sorting, adding, and erasing of elements are available. This greatly simplifies many complex implementational issues associated with local refinement and other forms of mesh updating. For solving systems of equations, such as the Navier-Stokes equations, a Vector Field class is provided that is built upon the scalar Field class.
• Element: is the primary building block for all discretizations.
The Element class fully describes the discretization at the element level including the location, size, polynomial order, quadrature order, partitioning for multi-scale, along with storage for the solution and mesh transformations. Element is an polymorphic base class that provides a consistent interface for all types of elements from one to three spatial dimensions. The Element class serves as the base class for Line, Quadrilateral, Triangle, Slab, Hexahedra, and Tetrahedral elements. Of particular importance in DGM are the sides of an element on which surface integration of the numerical fluxes is performed. Each element holds an STL vector of Side objects for this purpose.
• Side: is a polymorphic abstract class that provides a consistent set of methods for dealing with the surface integrals that appear in DGM that is independent of the number of spatial coordinates. For example, in 1-d the "surface" integrals require the evaluation of the flux at a single point, while in 2-d it is a line integral and in 3-d a surface integral. The Side class serves as a base for Vertex, Edge, and Face classes for one, two, and threedimensional elements. Thus, with a single method Side::add side contribution() the surface integral in the DGM is computed correctly independent of the number of spatial dimensions.
Preliminary results are available for one-and twodimensional advection-diffusion, Burgers, linearized Euler, Euler, and Navier-Stokes flows. To highlight the capabilities of our approach, we now present results for several two-dimensional model problems. Figure 4 shows a quadrature grid and the resulting contours of pressure for the superposition of two acoustic waves in a periodic domain -one traveling to the right at the speed of sound c = 1 and one traveling upwards at the speed of sound so that the interference pattern effectively travels at an angle of 45
• up from the horizontal. This simulation is performed with only four DGM elements using 10th order tensor-product Legendre polynomials on each element as shown by the quadrature grid in Figure 4(a) . At the time shown, the wave pattern has propagated 10 times through the domain which means that the individual waves have traveled 20 wavelengths. The accuracy is such that the solution is indistinguishable from the initial condition. To highlight the flexibility of the DGM method, Figure 5 shows a similar solution, but where the polynomial order of the bottom left element has been reduced to 7. Again the solution is for t = 40 and while the solution in the bottom left element is clearly less resolved than that in the other elements, comparison with Figure 4(b) shows that the quality of the solution in the remaining elements is largely unaffected by the local change in element order.
It should be emphasized that the solutions shown here are indeed discontinuous between element interfaces (no post-processing is done to project the solutions to a continuous function space). However, due to the spectral convergence of the method, the jumps in the solution decay exponentially as element order is increased which explains why jumps are not visible in Figure 4 . When a locally lowerorder element is used ( Figure 5 ), jumps in the solution are observed on the boundaries between the low-and highorder elements. The jumps are what gives DG/VMS the extensive flexibility to locally refine (and, in the future, locally change turbulence models) on an element-by-element basis. Importantly, the jumps do not adversely affect the quality of the overall solution and, in fact, the jumps contain vital information about the derivative of the solution across element interfaces that must be accounted for when computing derivative based quantities from a DG/VMS solution and that can also be used to guide local mesh refinement. Our DG/VMS method also directly supports unstructured triangular (and in the future tetrahedral) grids. Results for the same model problem but using 10th order polynomials on triangular elements are shown in Figure 6 . Again, the solution is indistinguishable from the initial condition. Figure 7 shows contours of u-velocity for Euler flow Mach 0.3 flow over a circular cylinder, again using an unstructured triangular mesh.
Our code currently also supports two-dimensional compressible viscous flows and a representative example is given in Figure 8 which shows the propagation of a vortex pair starting from the superposition of two compressible free-vortices [39] within a periodic domain. The flexibility of the DG/VMS method is highlighted in this example where high-order elements (10th order polynomials) are placed in the path of the vortex pair while 3rd order elements are used further away from the vortex pair. The quadrature grid, initial condition, and final solution (after the vortex pair propagates back to its approximate starting location) are shown in Figure 8 . While the vortices eventually diffuse into the region of lower resolution, the quality of the solution is excellent with no adverse effects observed due to the discontinuous element interfaces.
The flexibility of the DG/VMS implementation is also demonstrated in Figure 9 which shows simulation results for a vortex interacting with a circular cylinder in a uni- form Mach 0.3 flow. The collocation mesh, shown in Fig. 9(b) shows how one can easily tailor the local accuracy of the solution without changing the overall mesh topology [ Fig. 9(a) ]. With this approach, the DG/VMS method can accurately capture the evolution of the inviscid vortex while efficiently resolving the acoustic field away from the cylin- 
der.
A key aspect in applying DG/VMS to turbulent flows is the implementation and evaluation of the VMS approach to subgrid-scale modeling. While we have not yet experimented with VMS models in our prototype code, as an interim step, we have implemented a VMS based model in our existing spectral/finite-volume channel code (see [40, 41] ). This VMS approach is distinguished from prior VMS models [22] in that the multi-scale decomposition is only applied in the planes. While the analogous technique is commonly used in traditional filter-based LES, our results show (see Figure 10 ) that VMS also yields excellent results (equal to or better than the dynamic model) when applied only in the homogeneous directions. Likewise, we have utilized VMS at considerably higher Reynolds numbers than prior investigations and have even used VMS for turbulence control simulations [42] . In each case, VMS has yielded excellent results indicating that our combined DG/VMS approach has great potential. 
