In order to reduce the influence on cover image caused by embedding algorithm, while keeping the histogram characteristics of cover image, in this paper a histogram preserving steganography algorithm is proposed based on dividing a secret message into blocks. The secret message and cover image are divided into blocks and the hamming distance of least significant bits is calculated, and then secret message block and mark-bit of cover image block are processed according to the hamming distance. In terms of histogram profit-lost compensation, the processed secret message block is then embedded into the cover image block. Theoretical derivation of modification gain and embedding efficiency in the algorithm is well verified by tests. Compared with the matrix coding steganography algorithm, which also has less unwanted effect on the cover image, the steganography algorithm proposed in this paper achieves higher embedding efficiency, higher capacity, and lower computational complexity other than high histogram consistency. A tradeoff control between embedding capacity and image distortion can be flexibly manipulated at nearly no or little cost of compromising the histogram characteristics.
Introduction
With the development of modern society, the information security problems identified with various communication means are attention-drawing in the research communities. As an important branch of information security domains, steganography [1] [2] [3] [4] takes advantage of redundancy in digital media for information-hiding to better secure secret information transmission.
To mainly improve the embedding capacity and efficiency, the matrix embedding was introduced by Ron [5] . The linear coding is a type of steganography scheme based on matrix embedding [5] [6] [7] , which explores the linear relation between the cover image matrix and the secret information matrix to implement the concealment of secret information. Due to its embedding efficiency and easiness for implementation, the matrix embedding is adopted by mainstream steganography algorithms such as F5 [7] and edge adaptive image steganography based on least significant bit matching revisited (EALSBMR) [8] . The good performance by steganography algorithm reduces the alterations of the cover image, including the distortion, to its minimal level when embedding the secret information of the same size. Ron [5] first proposed a steganography scheme based on binary hamming code. In this scheme, more than one binary bit of the secret information can be embedded by modifying only one binary bit of the cover image, and the advantage is noted for high embedding efficiency and large embedding capacity. However, the merits come along with the side effect of significant distortion. To tackle this issue, on the basis of matrix embedding algorithm, in Ref. [2, 6, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] , the researchers attempted to improve the coding scheme aiming at reducing the additive embedding distortion and computational complexity. In Ref. [9] , Fridrich et al. proposed the wet paper coding scheme based on linear matrix embedding, which selects those bits of cover image to be modified according to some specific rules. To a certain extent, this coding scheme reduces the distortion degree. However, the embedding efficiency is compromised as a result. In the literature [13] , the Reed-Muller encoding is used for matrix embedding in the binary image, and the higher embedding efficiency is achieved. When using [13] to execute the matrix embedding algorithm, selecting the suitable embedding position on the cover image is also considered a way to reduce distortion. Literature [26] applies the graph matching theory to determine the modification position and modification mode of the cover image. In literature [27] , edge detection is used to extract the boundary pixels in the cover image, and the bits of which are tagged as modifiable ones. Compared with Ron's hamming code embedding, the above two methods can well dampen the distortion of image, but the performance of the algorithm is sensitive to the properties of cover image, which may lead to a sharp decline in embedding capacity and a notable increase in algorithm complexity. In [11] , parity check matrix using hamming code is rearranged among the columns in the matrix to lower the computational complexity to the satisfying degree. However, the embedding rate is fixed and the embedding capacity is not as high as expected.
On the other hand, in order to reduce the data embedding distortion, some steganographic schemes capable of preserving original data characteristics have been also developed [28] [29] [30] [31] [32] . Using the techniques described in [31, 32] , the secret message can be embedded into least significant bits of cover image when keeping the original histogram distribution intact. In [30] , the model-based steganography ensures that the distribution model of stego data is consistent with that of cover data. Furthermore, the maximization of payload with a low distortion level is taken into account in Ref. [28, 29] . On the premise of the correlation between the flip probability and the original value, the payload-distortion performance approaches the theoretical limit in [29] . At the cost of high computational complexity, steganographic scheme in [28] maximizes the payload without compromising the histogram of original data and image fidelity.
Inspired by these afore-mentioned works, we propose a type of steganography algorithm with high efficiency and low complexity. In order to keep the statistical features of images, we exploit histogram-preserving steganography (HPS) [33] , in the process of steganography. The remainder of this paper is organized as follows: Section 2 briefly introduces related works, such as matrix embedding, matrix extending method, revised hamming code embedding, and histogram-preserving embedding; the proposed histogram-preserving steganography based on block (HPSB) is described in Section 3 in detail. Theoretic derivations are presented in Section 4. Experimental results and discussion are covered in Section 5. Conclusion is made and some prospective works are suggested in Section 6.
Related work

Matrix embedding
Let H[n − k, n] denote parity check matrix (PCM) of a binary linear [n, k] code C of length n, where k is the length of one dimension binary vector [5, 7] . Use c T = (c 1 , c 2 , ⋯, c n ) ∈ F n (2) to denote cover bits, where F n (2) represents the Galois field of order 2 and length n, i.e., a space of all n-bit column vectors, e.g., x = (x, x, ⋯, x n ), where c T means transpose of matrix c. In the same way, use m T = (m 1 , m 2 , ⋯, m n − k ) ∈ F n − k (2) to denote secret bits. As assumed above, the matrix embedding is performed using the following means. Firstly, calculate the difference between Hc and m with exclusive-or operation, i.e., u ≝ Hc ⊕ m, namely syndrome. Secondly, solve the system of linear eq. Hx = Hc ⊕ m to find a solution vector x min , namely coset leader, such that
ωðxÞ , where ω(x) is hamming weight of vector x. The final stego bits of s can be obtained using s = c ⊕ x min . The secret message m can be extracted correctly by using the formula (1).
Since the algorithm must solve a set of n − k linear equations with n unknowns in F n (2), thus the computational complexity is very high.
Fast algorithm using hamming code
Because the computational complexity of matrix embedding is O(n2 k ), it is a real nondeterministic polynomial problem when n and k is considerably large. In Ref. [11] , Mao pointed out that for the random linear code [9] , since there is an identity matrix of n − k × n − k in the left part of its parity check matrix H, the form of which is the same as denoted in Section 2.1, some coset leaders in the form of [u T , z] can be identified by the syndromes themselves, where u is syndrome as mentioned in Section 2.1 and z is 1 × k vector, the elements of which are all zeroes. So, the computational complexity of embedding algorithm using random linear code can be mitigated to a certain degree.
For hamming code part, Mao also took advantage of two criterions to simplify matrix embedding. Here are the criterions:
(1) The syndromes and their coset leaders are one to one correspondent. (2) Changing the positions of any two columns of the parity check matrix H does not change the characteristics of the Hamming code.
On account of ergodic property of the columns of the parity check matrix H of a hamming code, which takes all the possible permutations of 0 and 1 (except all zeros), Mao rearranged H by the decimal forms of matrix H's column running from 1 to 2 n − k − 1. For instance, rearranged parity check matrix H of [7, 4] hamming code is in the following form: In so doing, the syndromes themselves indicate the coset leaders; therefore, the computational complexity of Mao's algorithm is reduced to O(1) perfectly. Other than the obvious advantage, in terms of the design nature, the embedding rate is fixed and the embedding capacity is not as high as expected.
Histogram-preserving algorithm
In [28] , Zhang proposed a method of efficient data-embedding in binary sequence. The steps of embedding secret k bits into cover k + 16 bits are as follows:
(1) Divide the secret sequence into a series of bit blocks, each of which contains k bits, e.g., s = [s 1 ,
, where Q is a 16 × k pseudo-random binary matrix and I 16 is a 16 × 16 identity matrix; (3) According to the following formula:
where s is secret k bits, 0 16 is zero array of length 16, and b i ∈ F 16 (2), i = 0, 1, ⋯, 2 16 − 1, the algorithm produces 2 16 different types of binary candidate vectors, the length of which are k + 16. Denote matrix H as
, where I k is a k × k identity matrix and T-operation is matrix transpose. So, s can be derived from formula of s ¼ H•v 
Here, n i, 1 is the number of positions where the cover bit is 1 and the bit in v that has r min . In the meantime, update S 1 and S 0 .
By using opposite operation, data extraction is easier than embedding. In fact, Zhang's algorithm commendably maintains the statistical characteristics of histogram of stego image. The algorithm well controls the distortion level while preserving the original distribution of each cover sequence, while obtains high payload. Nevertheless, when embedding secret k bits into cover k + 16 bits at every turn, it is substantially time-consuming to find out the most optimal vector v 0 opt that satisfies r min among 2 16 candidate vectors, along with executing k + 16 calculations in order to convert v i to v 0 i for each v i .
Proposed method
This section introduces histogram-preserving steganography based on block (HPSB). HPSB algorithm implementation process: firstly, both secret message and cover image are divided into blocks; then by considering hamming distance of least significant bit, the secret message and cover image are preprocessed respectively; next, in terms of histogram profit-lost compensation, the preprocessed secret message is embedded into the preprocessed cover image. Before applying HPSB algorithm, the tracker of histogram profit-lost compensation should be initialized. While embedding each bit, the tracker makes embedding decision, and the value of the tracker is constantly updated simultaneously. Block by block, the secret message is embedded into cover image until steganographic procedure is completed (Figs. 1, 2, 3 , 4, 5 and 6). HPSB algorithm is presented in detail as follows: In detail, the above embedding algorithm consists of two sub-functions as follows:
(3-a) For (m i, 1 , m i, 2 , …, m i, l ) and (lsb i, 1 , lsb i, 2 , …, lsb i, l ), calculate δ(lsb i, j , m i, j ) using the following formula (6). Cheng
is satisfied, otherwise is f ðg i; j ; m i; j Þ ¼ g i; j þ δðlsb i; j ; m i; j Þ, where f(g i, j , m i, j ) represents stego pixel value, and δ(lsb i, j , m i, j ) represents indicator of profit-lost compensation.
(4) Histogram-preserving algorithm exploits statistics of pixels value to add one to δ(lsb i, j , m i, j ) or conversely subtract one from δ(lsb i, j , m i, j ). Strategy of histogram-preserving algorithm is to minimize the histogram discrepancy between cover image and stego image. Use histogram-preserving strategy to determine the + 1 or − 1 operation, so that histogram deviation caused by previous embedding process, i.e., the number of pixels whose value is decreased is much more than that is increased, can be The value of h k indicates the increase or decrease in the number of pixels with a value of k. For example, if h 33 is 2 or − 1, this means that after embedding the secret message the number of pixels with the value of 33 is increased by 2 or decreased by 1 compared to the original cover image. The closer the value of h k is to 0, the less the histogram changes. Assuming the value of pixel g i, j is 33, when lsb i, j = m i, j , the value of h 33 remains unchanged, and when lsb i, j ≠ m i, j , the value of h 33 is decrease by 1 since the value of pixel g i, j is to be altered. If the value of pixel g i, j is either decreased to 32 or increased to 34, the value of either h 32 or h 34 is increased by 1. Either + 1 or − 1 to g i, j depends on the following strategy: (1) If the two elements adjacent to h k have opposite signs, the value of g i, j is altered towards the negative element. For instance, if h 32 is − 2 and h 34 is 1, g i, j is altered to 32 and h 32 is increased by 1. (2) If the two elements adjacent to h k have the same signs, the value of g i, j is altered towards the smaller element. For instance, if h 32 is 2 and h 34 is 1, g i, j is altered to 34 and h 34 is increased by 1. (3) If the two elements adjacent to h k have the same value, the modification direction is random
The embedding flow is shown in Fig. 7 . The extraction operation is an inverse process and is convenient to perform. Decompose the stego data into blocks and pick out the mark-bit to determine whether applying non-operation on least significant bits or not. The extraction flow is shown in Fig. 8 . In this way, receiver can extract secret data from stego data. In addition, because of histogram distribution preserved, the secret data is more secure and the stego data has better immunity to attack of steganalysis. . ER denotes the ratio of the quantity of embedded secret data to that of cover data. DR denotes the ratio of the quantity of modified bits to that of cover bits. The higher the embedding rate, the more secret information is embedded. However, as embedding rate goes up, visual imperceptible and anti-statistical detection performance is compromised. In order to improve the security, it is worthy of consideration that the embedding efficiency should be as high as possible at a given embedding rate. Obviously, in accordance with the presented method in Section 3, the number of modification of cover image pixels is reduced and the embedding efficiency is improved. As a result, at nearly no or little cost of reducing embedding capacity, the average distortion is also decreased.
The rest of this section is the analysis of the proposed algorithm. In general, suppose that set of pseudo random binary bit sequence is embedded into cover image using the least significant bit (LSB) method, since the number of difference between bits in the secret sequence and corresponding least significant bits in the image pixel is approximately equal to 50% of total, the probability of LSB modification is nearly half. In other words, the number of equivalence between bits in the secret sequence and corresponding least significant bits in the image pixel obeys binomial distribution B(l, 0.5), where l is the length of block. Thus, for the same length l of bits, the modification expectancy of LSB-based algorithm is formula (7) md ¼
and that of HPSB algorithm is formula (8) 
where [•] denotes floor operator. Then the excepted decrement of bit modifications, i.e., E(Δd) ≝ md − md ′ , is depicted in detail as follows:
(a) When l is an odd number, i.e., l = 2m + 1, the binomial expansion can be calculated:
then formula (9) can be simplified to formula (12) as follows:
(b) When l is an even number, i.e., l = 2m, the binomial expansion can be calculated: 
then formula (9) can be simplified to formula (15) as follows:
So for any l value,
where m ¼ ½ (17) to simplify computation.
Thus, formula (16) can be further simplified to formula (18) as follows:
To conceal the secret information of length l, when using the LSB embedding method, the average modification quantity of the pixel value is 1 2 l, and as a comparison, when using embedding scheme proposed in this paper, the quantity of modification is reduced by at the tiny cost of one bit of the additional mark-bit, which results in embedding rate decreased by l lþ1 in terms of percentage and extra modification quantity increased by 0.5. So, the embedding efficiency of the presented method here is EE, as formula (20) shown.
Experimental results and discussion
Simulation environment is Intel Core i5, 2.67 GHz CPU, 4 GB memory, and the compiler environment is Microsoft Visual Studio 2008, VC++6.0, in operating system Windows 7. Secret information is a binary bit stream generated by a pseudorandom generator. The experimental images are downloaded from BOSSBase which are natural images of 5000 different content, hue, and texture complexity taken from different digital cameras. They are converted into a gray scale image of 512 × 512 in size. Table 1 lists the performance of the proposed steganography algorithm under the different block length l in the embedding process. The embedding rate and the distortion rate increase as l goes up as shown in Fig. 9a, b . Therefore, the improvement of distortion rate is at the expense of reducing embedding rate, and l can be used as a tradeoff control between embedding rate and distortion rate.
Compared with the LSB-based embedding algorithm, the signal-to-noise ratio is improved significantly. But with the change of block length l, the peak signal-to-noise ratio (PSNR) remains almost unchanged. Matrix embedding algorithms in [9, 26] improve embedding efficiency at considerable expense of reducing embedding rate. By contrast, the proposed HPSB algorithm well balances embedding rate and embedding efficiency. From experimental results, it is noted that with l increasing the embedding rate is improved while embedding efficiency remains 2.3 above as shown in Fig. 9c .
Under different block length of l, Table 2 compares the theoretical value of modification gain rate and embedding efficiency with the actual value. The actual value in the table is the average of the experimental data of the 5000 test images. From Table 2 , it is an astonishing coincidence that the experimental data of modification gain rate and embedding efficiency are in line with the theoretical value.
It is revealed that in the course of embedding secret information, the change of the least significant bit is a discrete stationary stochastic process. Meanwhile, it is found that In addition, as formula (19) shows, the expression is some complicated and the computational complexity of MGR increases rapidly as m goes up, where the meaning of m is as same as formula (16) . To be convenient for analysis, formula (19) is simplified to 1 ffiffiffiffiffi πm p using the Stirling formula (17) . From this simplified expression, it can be clearly noticed that the MGR slowly decreases with the increase of m as shown in Fig. 10 . Under the experimental circumstance of this paper, that l is 8 can well balance embedding rate and histogram distortion.
The fast algorithm of matrix embedding proposed by Mao Qian in Ref. [11] is also based on minimizing the modification of pixel value to achieve higher embedding efficiency. In terms of embedding rate, embedding time, and embedding efficiency, the performance of HPSB algorithm is compared with that of [11] side by side in Table 3 . In the comparison, the block length of the HPSB algorithm is 8. From the data in the table, it can be concluded that the embedding rate and embedding efficiency of HPSB steganography algorithm are higher than those of [11] , other than the embedding time which is much less than that of [11] . In addition, the algorithm in [11] does not implement histogram preserving. Therefore, compared with the algorithm in [11] , the proposed algorithm has the extra advantage of histogram preservation. As mentioned in Section 2.3, since algorithm in [28] is of high computational complexity, the corresponding comparison is omitted.
The data in Table 4 are the comparison between the HPS algorithm [33] and the proposed HPSB algorithm, in which the block length of the HPSB steganography algorithm is 8. The images used for comparison are shown in Fig. 11 .
Relative entropy (RE) is defined as follows:
DðP c j P s j Þ ¼ X q∈Q P c q ð Þ log 2 P c q ð Þ P s q ð Þ ð21Þ
where P c and P s are probability distribution of cover data and stego data respectively, and Q is the set of all possible values of cover data and stego data. For gray scale image, the formula can be described as:
DðP c j P s j Þ ¼ X 255 n¼0 P c n ½ log P c n ½ P s n ½ ð22Þ
Histogram distortion (HD) is defined as follows:
where h c [n] and h s [n] respectively represent the number of cover pixels and stego pixels whose value is n. The results in Table 4 demonstrate that the PSNR, RE, and HD of the HPSB steganography algorithm are superior to those of the HPS algorithm, but the HPSB Fig. 11 The images in Table 4 steganography algorithm achieves this performance superiority at the cost of discounting the embedding capacity.
Conclusions
In this paper, the mathematical derivations of the HPSB algorithm are presented and the formulas exploited are verified by experimental data. Compared with other histogram feature-preserving steganography algorithms, the HPSB algorithm achieves higher peak signal-to-noise ratio, lower relative entropy, and lower histogram distortion, at the cost of insignificant reduction in embedding capacity. Compared with the given existing matrix embedding algorithms, with the same embedding capacity, HPSB algorithm attains higher embedding efficiency. Especially, when embedding capacity increases up to the upper limit, the embedding efficiency remains stable and the computational complexity stays low in HPSB. These advantages make HPSB steganography algorithm easier to use when applied on the devices with limited resources, e.g., mobile terminals. The further research is set to explore the adjustability of the embedding efficiency of HPSB algorithm. In addition, applying the proposed algorithm to video or audio domain is also worth investigating in the future. 
