Voice over IP (VoIP) 
Service [6] . As VoIP is very sensitive to delay (delayed -sensitive), a well-engineered, end-to end network is necessary to use VoIP successfully [6] . There are several methods and algorithms developed to evaluate the QoS: PSQM (ITU P.861), PAMS (BT) and PESQ. Each offers a specific level of QoS. The quality of transmitted speech is a subjective response of the listener. A common measurement used to determine the quality of sound produced by specific CODECs is the mean opinion score (MOS) [6] . With MOS, a wide range of listeners judge the quality of a voice sample (corresponding to a particular CODEC) on a scale of 1 (bad) to 5 (excellent).
Services:
The following are examples of services provided by a Voice over IP network according to the market.
Requirements:
Phone to phone, PC to phone, phone to PC, fax to e-mail, e-mail to fax, fax to fax, voice to e mail, IP Phone, transparent CCS (TCCS), toll free number (1-800), class services, call centre applications, VPN, Unified Messaging, Wireless Connectivity, IN Applications using SS7, IP PABX and soft switch implementations [4 ] . 
VOIP ARCHITECTURES
When using IP protocol, three different types of connections can be used to set up a call: (1) PC to PC, where nodes talk online using their PCs; (2) PC to telephone, where nodes make and receive voice calls and messages while on the Internet; and (3) telephone to telephone, where calls are made and received using phones connected to the Public Switched Telephone Network (PSTN) or IP telephones connected to a data net [3] . VoIP uses the Real-Time Protocol (RTP) for transport, the Real-Time Transport Protocol (RTTP) for reporting Quality of Service (QoS), and H.323, SIP, MGCP (Media Gateway Control Protocol/Megaco) for signalling [8] . These protocols operate in the application layer; that is, on top of the IP protocol. Most current VoIP implementations use the H.323 protocol, the same protocol used for IP video. Below are the UML models for the architectures implied by these standards [4] . 
VoIP data processing
The VoIP data processing consists of the following four steps: signalling, encoding, transport, and gateway control [1] .
• Signalling: The main purpose of the signalling protocol is to create and manage connections or calls between endpoints. H.323 and the session initiation protocol (SIP) are two widely used signalling standards for call setup and management.
• Encoding and Transport: Once a connection is set up, the voice must be transmitted by converting it into digitised form, then segmenting the voice signal into a stream of packets. The first step in this process is converting analogue voice signals to digital, using an analogue-to digital converter. Here a compression algorithm can be used to reduce the volume of data to be transmitted. Next, voice samples are inserted into data packets to be carried on the Internet using typically the real-time transport protocol (RTP) [3] . RTP packets have header fields that hold the data needed to correctly reassemble the packets into a voice signal at the other end. Lastly, the encapsulated voice packets are carried as payload by the user datagram protocol (UDP) for ordinary data transmission. At the other end, the process is reversed: the packets are disassembled and put into the proper order, and then the digitised voice is processed by a digital-to-analogue converter to render it into analogue signals for the called party's handset speaker. Fig. 1 illustrates the basic flow of voice data in a VoIP system [2] .
• Gateway Control: The IP network itself must then ensure that the real-time conversation is transported across the telephony system to be converted by a gateway to another format-either for interoperation with a different IP-based multimedia scheme or because the call is being placed onto the PSTN. With the switch to the Internet as a carrier for voice traffic, we see some of the same security issues that are prevalent in the circuit switched telephone network, such as eavesdropping and toll fraud. We are also exposed to new types of attacks that are more prevalent in the data world of the Internet, such as denial-of-service (DoS) attacks [7] . 
SIP PROTOCOL
SIP [11] is an application layer protocol used for establishing and tearing down multimedia sessions, both unicast and multicast. It has been standardised within the IETF for the invitation to multicast conferences and VoIP services. The SIP user agent has two basic functions:
• Listening to the incoming SIP messages
• Sending SIP messages upon user actions or signalling protocol used for creating, modifying and terminating sessions with one or more nodes. User Agents (UA) represent phone devices or software modems. SIP users are not bound to specific devices: nodes register with the registrar and use an address in a special form to identify other users [6] . SIP URI special type of Uniform Resource Identifier (URI) to identify SIP users, similar to email addresses. A location server stores the address bindings of users when they register themselves with the registrar. Proxy mode or Redirect mode are SIP server use one of them. In the proxy mode, the server intercepts messages from the end points, and will inspects : field, contacts the location server to get the username into an address and send the message to the end point or another server. Forking proxies receive a single request and send it to multiple recipients (this makes SIP potentially vulnerable to denial of service attacks). In the redirect mode the only difference is that, instead of forwarding the packet, the redirected server returns the address to the end points and the responsibility for transmitting packets is put on the end points [2] .
SIP uses a HTTP-like request-response mechanism for initiating a two-way communication session. The protocol itself is modelled on the three-way TCP handshake. In order to set up a connection between Alice's and Bob's UAs, Alice's SIP URI is first resolved into the IP address of the UA under which Alice is currently registered. SIP address resolution and routing is usually not done by the UA itself, but rather delegated to the proxy server for the UA's domain. In our example, Bob's proxy will make a DNS lookup to determine the address of Alice's proxy server. 
SIP Message Flow
We assume that the MN and foreign network use Dynamic Host Configuration Protocol (DHCP) or one of its variants to configure its sub network. The MN broadcasts DHCP_DISCOVER message to the DHCP servers. Several servers may offer a new address to the MN via DHCP_OFFER that contains an IP address, the address of a default gateway, subnet mask, and so on. (There is a proposal that DHCP_OFFER can also include SIP information [13] ). The MN then selects one DHCP server (and an IP address) and sends DHCP_REQUEST to the selected server. The DHCP server sends DHCP_ACK to confirm the assignment of the address to the MN. After the MN is assigned an IP address from the DHCP server, the MN will initiate the signalling flow for SIP complete registration in a visited network, as depicted in Fig. 4 Fig. 4 .) Here, we assume that the CN is located in its home network. For a detailed description of the signalling messages in SIP, please refer to [11] .
In the case of micro mobility, there is no need to verify the user's credentials via the AAA server. The MN (SIP client) sends a SIP REGISTER message with the new MN's address. Then the VR verifies the user's credentials and registers the user of the MN in its contact database, and updates its contact list, which is called expedited registration. And then the VR replies with a SIP OK message. In the case of macro mobility, the signalling message flow is the same as the SIP registration (Fig. 4 ). 
SKINNY CLIENT CONTROL PROTOCOL (SCCP)
Skinny
Cisco Unified Call Manager (CUCM):
Cisco Unified Call Manager (CUCM) is the call processing component of the Cisco IP telephony solution which extends enterprise telephony features and functions to packet telephony network devices such as IP phones, media processing devices, voice-over-IP (VoIP) gateways, and multimedia applications.
Cisco Unified Presence Server (CUPS):
Cisco Unified Presence Server (CUPS) is the identity tracking component of the Cisco IP telephony solution which collects information about a user's availability status, such as whether or not you are using a communications device such as a phone at a particular time. It also collects information regarding a user's communications capabilities, such as whether Web collaboration or video conferencing is enabled.
Skinny Call Control Protocol (SCCP)
Skinny Call Control Protocol (SCCP) is a Cisco proprietary voice protocol used to facilitate call management functions between Call Manager systems and IP phones. SCCP uses TCP port 2000 for communications and Secure SCCP (SCCPS) running on TCP port 2443. 
How it Works

MY CONTRIBUTIONS
I am analysing the security of VoIP protocols mainly in SIP protocol, which is the main protocol in VoIP these days. Moreover, I am suggesting a solution for some problems regarding SIP and common security problems.
ATTACKS AND VULNERABILITIES
Attacks and Vulnerabilities in SIP :
SIP deployment in an IP network is exposed to a large variety of different threats, for example ID and Internet. ID: Displaying the right ID of a caller is a legal requirement for phone companies. What happens if someone fakes their ID? The main reason why the Internet is not safe is that there have never been enough safeguards and equipment to keep a network totally safe on the Internet. A SIP-based network will face two different threats. These are internal and external threats. The external threats are attacks launched by an aggressor who is not participating in the actual SIP-based communication. The external threats arise when the information crosses boundaries/networks which involve a third-party or untrustworthy networks. The other threat is the internal threat. This is often a threat launched by an SIPsession participant. Because an SIP session participant is launching the attack the participant can no longer be trusted. Because the network is protected by firewalls and so no one expects attacks from the inside, these attacks are more complex and it is much more difficult to find the source of the attack.
Denial of Service attacks:
This kind of attack works by sending lot of strange, malformed or other types of packets to a server or gateway, and then the huge traffic is redirected to the victim node to make this stop responding. SIP architecture that gives the attacker the advantage of using this kind of attack, by using a spoofing router header request and but the IP address of the targeted node in this request and sending it to forking proxies, so the proxies will send a huge number of reflected messages to that node [5] . Another approach could be used in the same type of attacks called Reflection in which the attacker can send a spoofed request to many nodes and proxies and but the victim's address in the header so each one of those nodes and proxies will replay and overwhelm that node. The Domain Name Service has the main role in all SIP networks with the three following factors [15] .
1. Qualified Domain Names (FQDN) that need further processing from SIP entity.
2. Allows the mapping of a PSTN telephone number to SIP number, when this mapping has been done previously using the domain name service to make interconnection between the Public Switched Telephone Network (PSTN) and an SIP network.
3. SIP entity issues a DNS SRV [17] request for the domain regarding SIP URI to find its right contact server. This kind of attack could be done at any kind of SIP entity (user agent, proxy, registrar, and redirect and mostly it targeted proxies or registrars/redirectors [2] . When an SIP server meets a fully qualified URI in a header field required for routing, it sends a query to the name server to receive address mapping. 1.3 DNS queries in SIP encounter less than 100ms until they receive an answer, but unfortunately SIP can suffer from considerably higher latency due to configuration errors [19] . Disturbing an SIP server with a high processing request is the main goal in DNS attack, while using a special SIP request containing URI which mostly is not cached in DNS server and requires a high processing time, where these uncached URI will be directed to an authoritative name server which actually has a low response time. The DNS attack is easy to generate by modifying the SIP packet header, by adding random host names to the left side of the address domain. The latter case can be easily discovered by querying different name servers and measuring reply times. As an example of an SIP message that meets with the SIP standard and such messages cannot be easily detected by an Intrusion Detection System or filtered out by a SIP server [7] .
Establishing SIP queries with a different of URIs (SIP Message with Unresolvable URIs) will stop operation at a SIP server for a respectable time, so the SIP server can only continue its operation after having received an answer from the DNS server. For example, the SIP server will wait up to five seconds from a BIND DNS server [20] which is commonly used to resolve a request. If it does not receive any answer from the BIND DNS server within five seconds, this domain name will be marked as unresolvable and the SIP server will continue to deal with the next one. 
Eavesdropping:
This type happens when the attacker have access data transmit between both nodes .Moreover these data could be used to replay an attack or for illegal usage and not only voice data could be used but also all the data services offered by VoIP, such as Fax, Password exchange during sessions and maybe dual-tone multi-frequency (DTMF) to get a bank or credit card password in voice banking services [8] . It is possible to get an MITM attack in a wired network via known approaches. using an ARP harmful attack to force the SIP proxy, and the VoIP telephones to join a communication with a malicious third party [4] . The Ethereal sniffer offers functions to recognize the VoIP calls in the sniffed packets, using the SIP protocol, and to resemble the audio stream starting from the payload of the captured RTP packets. Ethereal is able to rebuild graphically all the exchanges between the two communication parties in the selected call ( Figure 6 ). Figure 6 : Ethereal, graphic analysis of a VoIP call. Furthermore, Ethereal is able to recognise the various RTP streams in the captured packets. Figure (6 ) Analysis VoIP call using Ethereal.
Authentication:
Authentication provides a mechanism to verify the legitimacy of a user or a client. In an SIP network, the authentication can be placed between the user agent and the proxy, where the proxy server requires a user agent to authenticate itself before processing an "invite" message from it. In the same way, a user agent can request authentication of a proxy or redirect server.
Cancel Attack
SIP uses INVITE message to initiate a call, however the INVITE message is not usually encrypted and attackers could modify fields necessary to recreate the forged SIP CANCEL message for the sniffing SIP INVITE Packets. Moreover, we cannot differentiate between the normal SIP CANCEL message and the faked one, because the faked CANCEL packet includes the normal fields that come from the SIP INVITE message. The goal of the SIP CANCEL attack is to prevent the normal call from begin initiate. When a victim is waiting for calls, as soon as the attacker catches a call invitation message for a targeted node, it will send an SIP CANCEL message (faked message ) using sniffed a INVITE SIP message, which makes the call establishment fail. 
BYE Attack
BYE DoS Anomaly Traffic Detection SIP uses the BYE messages field as the same authentication field is in the SIP INVITE message for security and accounting issues. However, attackers can recreate BYE packets by sniffing SIP INVITE packets. The faked SIP BYE message is the same as the normal SIP BYE. The attacker can terminate a normal call between two nodes using a sniffed SIP INVITE message, then generating a BYE message to the SIP proxy server. In the SIP BYE attack, it is not easy to differentiate between normal call termination procedure and BYE attack.
Man-in-the-Middle Attack
This kind of attack works when the attacker has access to both nodes, and the attacker can change the content of the conversion by Play-back of another sniffed call. It works as follows: when Alice is inviting Bob, Eve redirects the request to her phone. Her response to the call to Alice and at the same time sends another invite to Bob. Eve uses a Diffie-Hellman key exchange with Alice and Bob and establishes two different keys for encrypting the media stream. Alice thinks she is talking to Bob and Bob thinks that he is talking to Alice, but they are talking to Eve, where Eve has the ability to change the conversation. When anyone requests an SAS confirmation, Eve also relays the SAS and confirms the two different Sass, which grants to two spate keys for Alice and Bob. This type of attack will succeed only if the Diffie-Hellman public values are not authenticated.
RTP Payload / Tampering attack
RTP is a UDP extension which adds sequencing information. The VoIP RTP protocol used to carry encoded voice messages between two communication nodes. In the man-in-the-middle attack, to get access to the RTP message transfer between two nodes, an attacker can listen or modify the payload of the message. In this case if an attacker can modify the payload of messages, they can either add noise or put their own information into the packet. This will jam or make impossible conversation between the nodes on the call. The RTP Tampering is the same as an eavesdropping attack, where it happened If the attacker resequanced or made the packets not useful by modifying the sequence number and timestamp fields in the RTP packet header.
This attack can either make the conversation unclear, or in some protocol stacks, it cuts off the node receiving the packets, which switches the node offline until the software is restarted [7] . Figure 9 shows an attack on SRTP when used in combination with SDES key exchange. When Alice and Bob have completed their call using VoIP , but there were attacker who is passively eavesdropping , without knowing the session key, so he is not able to decrypt the streamed data. We assume Bob who initiates the call, and SRTP uses SDES transport key material. To provide confidentiality for the SDES message, S/MIME was used to encrypt the payload. S/MIME, in general, is preferred over TLS for protecting SDP messages because (I) S/MIME provides end-to end integrity and confidentiality protection, and (ii) S/MIME does not require the intermediate proxies to be trusted. S/MIME does not provide any anti-replay protection. After the original call has been finished, the attacker can start a new call (replay) using Bob's INVITE message to Alice. This INVITE message will have an S/MIME-encrypted SDP attachment with the SDES key transfer message. (Fig. 4 shows the sessions running concurrently, but the attack need not be adaptive; one session can be executed after the other.) However, Alice does not maintain state info for SDP, so Alice will not be able to discover if it is a new call or just a replay. Using the session key for the old call as Eve's HMAC key, she will get the same master and Salt in the first call. The SSRC and sequence number are the same as the old call, and the keystream created by using AES to the (key, SSRC, SEQ) triple will be the same as in the original previous call. SRTP encryption simply is xor of the data stream with the keystream. Then if Alice sends a datagram in the new call that she thinks she is calling Bob, the attacker can xor the encrypted data stream with the data stream he collected in the previous call. The keystream will cancel out, and the result will be the xor of two data streams. The amount of redundancy and the ability of guessing for the attacker will specify if the attacker will able to resemble partially or completely the stream of both calls. 
Attack on SDES/SRTP
ZRTP Attack
ZRTP suffers from two types of attack. The first one is Denial of Service (which is described above). ZRTP is vulnerable to denial of service attacks. This type of attack is caused when the attackers send fake HELLO messages to the end victim. ZRTP node (the victim) will create a half-open connection in response to each HELLO message, and keep their parameters in memory. After a long period, the victim will run out of memory, and requests from legitimate clients will be dropped.
Authentication
This is the second vulnerability in ZRTP. The main advantage of ZRTP is that it has no need for the global trust associated with a public key Infrastructure. ZRTP idea depends on a Short Authentication String (SAS), which is a (keyed) cryptographic hash of Diffie-Hellman values with pre-shared secrets. At the end of each session, nodes using update and keep shared secrets for the next session of authentication [7] .
ZRTP Man-in-the-Middle
This attack happens when two nodes that have already had several sessions, the attacker must be present from the beginning and on each session. Each ZRTP user keeps shared secrets rs1 and rs2 for users with whom he previously communicated. When starting a new session, the user sends his ZID, which is used by the recipient to resolve the set of shared secrets linked with ZID. The attacker can compute the session key now by hashing the Diffie-Hellman value concatenated with the shared secrets. However, if the attacker compromises the Diffie-Hellman value, he cannot compute the session key because he does not know the shared secrets (shared secrets are recomputed after each session), the attacker must sniff every session. So ZIDs is the main problem with the ZRTP, since ZIDs are used by recipients to retrieve shared secrets, and are not authenticated early in the protocol exchange. The attacker sniffs a session between Alice and Bob and learns Bob's ZID. He then starts a Man-in-the-Middle attack as shown in Figure (? ).x = gx' mod p and y = gy' mod p are two random exponents x', y' chosen by the attacker.
Then the attacker hash x concatenated with the set of algorithms chosen by Bob for the ZRTP session to get z. The attacker also changes all shared-secret IDs with random numbers. When Alice receives the DHPART2 message from Bob, she retrieves the set of secrets that she shares with Bob and computes the set of IDs, so they do not match because the attacker has changed all the IDs. However, ZRTP specification allows the set of shared secrets to be empty: "the final shared secret, s0, is calculated by hashing the concatenation of the Diffie-Hellman shared secret (DHSS) followed by the (possibly empty) set of shared secrets that are actually shared between the initiator and responder" [31, p. 12]. The specification does not need Alice to stop the protocol, but it instructs her to compute the joint Diffie-Hellman value, such as sir mod p (=gy'.svr mod p). The session key is now computed as the hash of the joint Diffie-Hellman value alone because Alice believes that she does not have any shared secrets with Bob anymore. Similarly, Bob computes the session key as the hash of the Diffie-Hellman value g'x.svi mod p. The attacker knows both values, so he can compute SRTP master key and salt, and completely break the SRTP encryption [9] .
Attacks and Vulnerabilities in Skinny
Cisco also suffers from some attacks and vulnerabilities that affect the services and the security of users, such as:
Skinny Client Control Protocol (SCCP) firmware buffer-overflow vulnerability:
This attack happens when parsing DNS responses. An attacker can exploit this vulnerability using a specially crafted DNS request using TCP/UDP port 53 to the victim devices. 
The IPsec Manager DoS:
The IPsec Manager Service could also be targeted by a remote user using a specially crafted UDP packet to the IPsec Manager service on UDP port 8500 to cause the service to fail. This would impact advanced call features such as call forwarding and the ability to deploy configuration changes to CUCM / CUPS systems in a cluster. On the other hand, standard call operations are not affected. The CUCM vulnerabilities are documented in Cisco Bug ID CSCsg20143. The CUPS vulnerabilities are documented in Cisco Bug ID CSCsg60949 [19].
HTTP server DoS:
A denial-of-service vulnerability affects phones running the SCCP protocol. This vulnerability happens when handling the internal HTTP server. By sending a specially crafted HTTP request via TCP Port 80 to the affected devices the attacker could crash phones running SCCP, and this will cause affected devices to reboot. The motivation of an attacker behind this is to execute arbitrary code with super user privileges or crash the affected device, denying service to legitimate users. The vulnerability is being tracked by CVE-2008-0527 and Cisco Bug IDCSCsk20026 [18].
FURTHER WORK
For future work, more analysis is required for security problems on both systems and simulations need to be done for proposed solutions, measuring the solution effectiveness and performance stability of both systems.
CONCLUSION
In this paper we addressed the security issues arising in the main VoIP systems available on the market. We compared SIP and Cisco SKINNY to ensure confidentiality, integrity and authentication requirements. We have presented several attacks that will stop or cause high damage to services and performance in both studied systems. Those vulnerabilities which both systems suffer from are our comparison and the judgement between them. We conclude that both systems suffer from different security problems and the selection between them may need to involve other points, such as cost, scalability and support. Our analysis uncovered several serious vulnerabilities. The first is a replay attack on SDES key exchange which causes SRTP to use the same key stream in multiple sessions, thus allowing the attacker to remove encryption from SRTP-protected data streams. The second is an attack on ZRTP caused by unauthenticated user IDs, which allows the attacker to disable authentication mechanisms and either trick a ZRTP participant into establishing a shared key with the attacker, or cause the protocol to terminate prematurely. The third is a "certification" issue.
