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Abstract
We analyse a predator-prey model with cubic growth in which animal movement are
incorporated. We focus on the behaviour of the bands of animals to understand the
global dynamic of the system. Travelling waves analyses are used to describe the time
evolution of the system and to examine the interplay between the bands. We also
highlight the inﬂuence of individuals behaviours on the collective behaviour of the
bands. More importantly, we show the multi-dynamics that diﬀusion can cause, and
we illustrate the patterns formed in the model as a result of a new phenomenon
called transport-driven instability. This study shows how sustainable ecosystems
could manipulate their movement characteristics to remain stable and viable.
Keywords: travelling waves; pattern formation; predator-prey model; transport
equation; cubic growth
1 Introduction
The development of mathematical modelling has proved important in understanding and
predicting natural phenomena. In population dynamics, mathematical modelling is used
to study the time evolution of population sizes. The ﬁrst model for population dynamics
was proposed by Malthus [], and its formulation is considered a ﬁrst principle of popu-
lation dynamics, known as the Malthusian growth model []. The model was formulated
on the assumption that a population grows at a constant rate. This resulted generally in
unrealistic exponential growth with the explosion of a population over time. To improve
the Malthusian growth model, Verhulst [] incorporated a logistic term. He assumed that
growth at an early stage is approximately exponential, then slows with saturation, and
stops at maturity. His model is known as the logistic growth model, and has been widely
used in ecological modelling to study the diﬀerent dynamics observed in ecological sys-
tems [–]. The logistic growthmodel also has limitations, for it does not consider under
or over crowding eﬀects which are important factors. It has been shown that overcrowd-
ing eﬀects can aﬀect the psychological responses and health of the system and hence its
dynamics [, ]. Gilpin (see []) proposed a model with a cubic growth function of the
form f (x) = ax – bx + cx (where the parameters a, b and c are positive) to represent the
overcrowding eﬀect in a prey population. Others forms of f (x) have been proposed [–
]. The cases of systems with oscillatory growth and environment dependent growths
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have also been explored [, ]. We will use the form of f (x) proposed by Huang et al.
[, ] to study the dynamics in a predator-prey system. Their model is given by
dx
dt = xf (x) – g(x, y) = x
(




dt = αg(x, y) – yi(y) = αxy – y(βy + c),
()
where x and y are, respectively, the density of prey and predator, the coeﬃcients b, b, c,
α, β are positive, b is non-negative, and the sign of b is undetermined. The function f
stands for the per capita growth rate of the prey in the absence of predators, g is the prey
death rate due to predation, i is the per capita death rate of predators, andα is the predator
eﬃciency rate.
One of the advantages of the model () is that it considers the (weak) allee eﬀect in the
prey population (the per capital growth rate of the prey can be written in the form f (x) =
γ (x–K)(K –x), where γ > ,K >  andK < ) [–]. The allee eﬀect is a phenomenon
in which the ﬁtness of a population decreases as the population size declines [–].
The allee eﬀect can be generated through cooperative anti-predator behaviours, predator
dilution, or exploitation [].
Using the transformation x = c
α
u, y = c
β
v and dt = c dτ , the system () can be rewritten
as follows:
du
dτ = au + au
 – au – kuv,
dv
dτ = –v + uv – v
,
()
where a = bc , a =
b
α




Huang et al. [] investigated uniqueness conditions and the relative positions of limit
cycles solutions for (). Huang et al. [] also studied the conditions for the existence of
multiple limit cycles. Bie [] introduced diﬀusion in (), and investigated the global ex-
istence of constant steady states. He also established the conditions for the existence and
non-existence of non-constant stationary solutions, using the energy method. Wang []
used a Lyapunov function to prove the global stability of the positive steady state. More-
over, he illustrated numerically, how the diﬀusion of predators aﬀects the pattern dynam-
ics.
It is observed that animals in nature move in groups or bands []. Studying the dy-
namic of each band of species in an ecological system, can help to understand the overall
dynamic of the system.Mathematically, travellingwave solutions are employed to describe
the bands behaviour and themassmotion. In cell biology, bands have beenused to describe
the aggregation of bacteria via chemotaxis [–]. They have also been used to under-
stand and control wound healing processes through the collectivemotion of cells [–].
In ecology, travellingwave solutions have beenused to study the swarming behaviour of in-
sects []. They have been used less to study the dynamics in other classes of animals (such
as mammals, etc.), and their interaction with their environment. This is due to the fact
that the distribution of the travelling wave solutions is usually interpreted as a dispersion.
In this work, we contribute to understanding the dynamics of predator-prey model with
cubic growth. We focus on each band of players in the system, and we speciﬁcally investi-
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gate their asymptotic behaviour (mainly the temporal change) via a travelling waves anal-
ysis. We also examine the eﬀects of the interactions between the prey and the predators
on the ecological system. More importantly, we account for the individual behaviour of
each player of the system, by introducing a velocity to each players movement. We inves-
tigate the impact of the microscale parameters (representing individual behaviour) on the
behaviour of the bands. From a band point of view, we consider the diﬀusion to describe
the spatial distribution. We illustrate the types of patterns (resulting from the transport-
driven instability) that can be observed in our models.
2 Preliminary results
The system () has two steady states D = (, ) and D = (u, ), and another (positive)






, u∗ = a – k +
√
(a – k) + a(a + k)
a
,
v∗ = u∗ – . ()
The stability analysis of () is given in the following theorem [, ].
Theorem .
(i) The trivial steady state D is a saddle point.
(ii) The steady state D is globally stable if a + a ≤ a, and a saddle point otherwise.
(iii) For a < a + a, the positive steady state D is stable if p < , and unstable if p > ,
where p = (– – a + k)u∗ + ( – a – k).
3 Microscale analysis driven by transport
Here, we investigate, froman individual perspective, the formation and behaviour of bands
of animals in a predator-prey model, via the study of the travelling wave solutions. To
represent themovement, we introduce a velocity for each player in the system. Ourmodel
is given by
∂u
∂t + s.∇u = au + au
 – au – kuv,
∂v
∂t + s.∇v = –v + uv – v
,
()
where u(r, t) and v(r, t) are, respectively, the densities of prey and predator population at
the position r = (x, y) and time t. The operator ∇ = (∂/∂x, ∂/∂y), the parameters s = (s, s )
and s = (s, s) are the average velocity of each (individual) prey and predator, respectively,
the coeﬃcients a, a and k are positive, and a is arbitrary.
We consider the following invariants for the travelling wave analysis:
z = –κ .r + ct, u(x, t) =U(z), v(x, t) = V (z), ()
where κ = (κ,κ) is the wave vector, and c is the wave speed. Then () becomes
(c – κ .s)U ′ = aU + aU – aU – kUV ,
(c – κ .s)V ′ = –V +UV –V ,
()
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where the superscript ′ represents the total derivative with respect to z. We note that the
formation of bands in the model () is equivalent to demonstrating the existence of the
converging travellingwave solutionsU(z) andV (z). The travellingwave solutionsU(z) can
be interpreted as the density of the band of prey moving with the speed c, and V (z) the
density of the band of predator catching the prey at the speed c. We note that the steady
states D, D and D introduced in Section  are also steady states of () and ().
Theorem .
(i) The trivial steady state D is stable if κ .s < c and c < κ .s, and unstable otherwise.
(ii) The steady state D is stable if c > max(κ .s,κ .s) and a + a ≤ a, or κ .s < c < κ .s
and a < a + a, and unstable otherwise.
(iii) For a < a + a, the positive steady state D is stable if p <  and either
c < min(κ .s,κ .s), or c > max(κ .s,κ .s), and unstable otherwise, where
p = α/(c – k.s) – v∗/(c – k.s), and α = –(a + k) + (k – a)u∗.
Proof When c > max(κ .s,κ .s), the systems () and () behave the same asymptotically
in the vicinity of the steady states (we note that the eigenvalues of the Jacobian matrix
to () evaluated at the steady state are the product of (c – κ .si)–, which is positive, and
the eigenvalues of () at that steady state). As a result, the stability analysis in Theorem .
applies.
Now we assume c < κ .s or c < κ .s.








For c < κ .s or c > κ .s, D is unstable (since at least one eigenvalue will be positive). How-
ever, for c > κ .s and c < κ .s, the steady state D is stable.










where α = –a – au + au > . The determinant and the trace of JD are given by
 =
–α(u – )
(c – κ .s)(c – κ .s)
, τ =
–α
c – κ .s
+ u – c – κ .s
. ()
For c < min(κ .s,κ .s) or κ .s < c < κ .s, the steady state D is unstable (since either  < 
or τ > ). However, for κ .s < c and c < κ .s, the steady state D is stable if u >  (i.e.,
a < a + a), and unstable if u < .
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where α = a + au∗ –a(u∗) – kv∗ = –(a + k) + (k –a)u∗. The determinant and the
trace of JD are given by
 =
v∗(ku∗ – α)
(c – κ .s)(c – κ .s)
, τ = p =
α
c – κ .s
– v
∗
c – κ .s
, ()
respectively. We note that ku∗ – α > .
If κ .s < c < κ .s or κ .s < c < κ .s, then  <  and D is unstable. For c < min(κ .s,κ .s),
the steady state D is stable if p < , and unstable if p > . 
To simplify an understanding and interpretation of results from Theorem ., we con-
sider one dimensional space and we scale κ to one. Then s and s are the average speed
of each individual prey and predator, respectively. We deﬁne slow movement as the case
where the speed at which a band of prey moves is less than the average speed of each prey
(i.e., c < s), and fast movement otherwise. We also deﬁne weak predation as the situation
where the speed at which a band of predator catches a prey is less than the average speed
of each predator (i.e., c < s), and strong predation otherwise. We note that the solutions
behave the same as z → ∞ or as t → ∞.
FromTheorem., we observe in the case of slowmovement and strong predation (c < s
and c > s), the possibility of pure extinction (of both prey and predators) in the system.
This situation can occur when the prey are less sensitive to the predators. They are under
no pressure (c < s) and are less interested in their security. However, hungry predators
move rapidly (c > s). As a result, predators catch prey and deplete them all in time, starve
and die oﬀ. This justiﬁes the stability of the steady stateD in this scenario. An illustration
of the phase portrait can be seen in Figure (a) (we set a = , a = , a = , k = , c = ,
s = , s = ).
Figure 1 Phase portrait of the travelling wave solutions to (6). The model predicts pure extinction in (a),
the extinction of predators only in (c) and (e), and coexistence of both prey and predators in (b) and (d).
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In the case of slow movement and weak predation (c < s and c < s), we observe coexis-
tence of both predators and prey in the system (since D is the only stable steady state in
this situation). Here, predators are satiated and under no environmental inﬂuence (such as
hunting, extreme weather conditions, etc.), and prey are not too sensitive to the presence
of predators. The prey population cannot become extinct as they (individually) can run
at a speed faster than they can be caught (c < s). The phase portrait of the solutions in
this case are illustrated in Figure (b) (we set a = ., a = ., a = ., k = ., c = ,
s = , s = ).
In the case of fast movement and strong predation (c > s and c > s), D and D are the
only possible stable steady states of the system. Here, predators and prey can be under
environmental inﬂuence (such as hunting, predation, extreme weather conditions, etc.) to
move rapidly. When they are more concerned in movement than consumption, they die
oﬀ as time goes on. As a result, the prey population will reach a certain capacity in the
absence of predators. This justiﬁes the stability of D. However, when predators are more
interested in consumption than movement, coexistence of both predators and prey can
be observed in the system. An illustration of the phase portrait of the solutions are given
in Figure (c) (here a = , a = ., a = , k = , c = , s = , s = ) and Figure (d)
(here a = , a = , a = , k = , c = , s = , s = ).
In the case of fast movement and weak predation (c > s and c < s), provided a < a +
a, D is the only stable steady state. This scenario could occur when predators are in a
survival mode (due to hunting, extreme weather conditions, lack of water, infection by an
epidemic etc.). They are less interested in food. As time goes on, they become extinct. As
a result, prey freely grow until they reach saturation. We illustrate the phase portrait of
the solutions in Figure (e) (here a = , a = , a = , k = , c = , s = , s = ).
4 Macroscale analysis driven by diffusion
In this section, we approach the problem from a band (and population) point of view. We
assume that each band of prey and predator diﬀuse at constant rates d and d, respec-
tively. The diﬀusion model is given by
∂u
∂t = au + au
 – au – kuv + d∇u,
∂v
∂t = –v + uv – v
 + d∇v,
()
where u(r, t) and v(r, t) are, respectively, the densities of prey and predator population at




Again we consider the invariants:
z = –κ .r + ct, u(x, t) =U(z), v(x, t) = V (z). ()
Then () can be reduced to
cU ′ = aU + aU – aU – kUV + δU ′′,
cV ′ = –V +UV –V  + δV ′′,
()
where the superscript ′ represents the total derivative with respect to z, κ = (κ,κ) is the
wave vector, c is the wave speed, and δ = dκ and δ = dκ.
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Setting
U =U ′ and V = V ′, ()














































and admits G = (, , , ), G = (u, , , ) and G = (u∗, , v∗, ) as steady states, where
u, u∗ and v∗ are given in (). We note that the non-negative steady state G exists if a <
a + a.
Theorem . The three constant steady states G, G and G are unstable.

























and the associated eigenvalues to JG are given by
λ, =
c∓ √c – aδ
δ
, λ, =
c∓ √c + δ
δ
. ()
Since λ >  and λ > , then the trivial steady state G is unstable. Moreover, it is an
unstable node given that 
(λ) > .


























where α = –a – au + au > , and the corresponding eigenvalues are given by
λ, =
c∓ √c + αδ
δ
, λ, =
c∓ √c + δ( – u)
δ
. ()
Clearly, the steady state G is unstable.
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where α = –a – au∗ + a(u∗) + kv∗. The characteristic polynomial associated to JG
is given by
p(λ) = λ + aλ + aλ + aλ + a, ()
where a = –c(δ + δ)/(δδ), a = (c – δv∗ – δα)/(δδ), a = c(v∗ + α)/(δδ) and α =
G . Since a < , from the Routh-Hurwitz criterion for stability [], the positive steady
state G is unstable. 
Unlike the results in Theorem . and Theorem ., we observe in Theorem . using
the invariants () that diﬀusion creates instability in the system. However, looking from
a population perspective, if we assume that the solutions of () are separable and of the
form
u(x, y, t) = A(t)ej(κx+κy), v(x, y, t) = B(t)ej(κx+κy), ()
then
∇u = –κu, ∇v = –κv. ()












v + uv – v.
()
For a < dκ, the trivial steady state D is stable. Likewise it can be shown that the steady
statesD andD can be stable. Therefore, the presence of diﬀusion can stabilise the system
(or conserve the stability), or can destabilise the system. This type of multi-dynamics is
most often observed inmodels employing partial diﬀerential equations (PDEs). PDEswith
the same initials conditions can have diﬀerent solutions resulting to diﬀerent behaviours,
dependent on the type of invariants employed.
5 Pattern formation
In this section, numerical simulations are made to illustrate patterns that can be observed
in the models. We used the Exponential Time Diﬀerencing (ETD) Euler Method for the
discretisation in time (with the exponential ﬁve Runge-Kutta scheme of stiﬀ order for been
used in the computation). We also used the Pseudospectral discretisation in space. We
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considered a bounded subset of R as our spatial domain, and Dirichlet boundary condi-
tions.
From the stability analysis in Theorem ., the presence of the diﬀusion played a desta-
bilizing role in the system. ATuring instability can be observed in this situation generating
the formation of patterns [, ]. We will focus here on the transport model ().
In contrast to the results obtained in the non-spatial model () (refer to Theorem .,
with a + a ≤ a), the steady state D becomes unstable if the transport parameters are
such that c < κ .s or c < κ .s. Likewise, when a < a + a and p < , the positive steady
state D becomes unstable in the presence of transport for κ .s < c < κ .s or κ .s < c < κ .s.
Thus, an analogous phenomenon to that of Turing instability, caused here by transport,
can be observed in the model (), and also generates the formation of patterns. This phe-
nomenon has been labelled by Tchepmo Djomegni et al. [] transport-driven instability
and the general conditions for transport-driven instability are presented in that paper.
There transport-driven instability is deﬁned as a situation in which a stable steady state
in the absence of a spatial distribution becomes unstable when transport is introduced in
the model. An illustration of the types of patterns formed using the model () can be seen
in Figure  and Figure .
Of interest is the fact that, while for s < s extinction is possible (see Figure (a)-(h)),
for s > s cycles and coexistence are possible (see Figures (a)-(h)). These cycles also in-
troduce patterns of diﬀering densities of prey and predator.
6 Conclusion
In this study, the dynamics for predator-prey models with a cubic growth rate are consid-
ered with animal movement introduced to the system. The behaviour of bands of animals
in the system and interplay between the bands are examined using a travelling wave anal-
ysis. Travelling wave analyses have been less exploited to describe the dynamics of ecosys-
Figure 2 Spatial patterns observed in the transport model (4) when s2 < s1 (we set a1 = 1, a2 = 3,
a3 = 2, k = 2, s1 = 60, s2 = 10). The ﬁrst row represents the patterns of prey, and the second row represents
the patterns of predators. Pure extinction of both predators and prey is observed in the model.
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Figure 3 Spatial patterns observed in the transport model (4) when s1 < s2 (we set a1 = 1, a2 = 3,
a3 = 2, k = 2, s1 = 10, s2 = 60). The ﬁrst row describes the patterns of prey, and the second row describes the
patterns of predators. Coexistence is observed in the model.
tems because they are seen as representing spatial distribution studies, which physically
depicts dispersion rather than groupings (or gatherings). While real ecological systems
are unlikely to display simple density wave bands, as described here, our analyses illus-
trate how this approach can be used to consider the formation of density patterns. At this
ﬁrst approximation (bands of movement) we show how ecosystem stability can be depen-
dent on animal movement velocities. We also show how density patterns can form in the
presence of diﬀerent movement velocities.
Unlike previous approaches, we used travelling wave invariants to describe the time dis-
tribution of the bands of animals in the system. From a local point of view, we accounted
for the average individual speed of each predator and prey. We looked at the inﬂuence of
individual behaviours on the collective behaviour of the bands. We also proved the exis-
tence of the travelling wave solutions, which justiﬁes the formation of bands in the model.
From a global point of view, we found that diﬀusion can create instability of the bands but
conserve the stability of the population as a whole. This is also observed in populations
of insects and ﬂies in which the dispersion (coming in and out) can characterise (local)
instability of bands []. However, the global movement is synchronised. We also illustrate
the patterns formed using our spatial models.
In contrast to the previous ﬁndings [, , ], we show the important (and suﬃcient)
role that transport parameters s, s and c play in the preservation of species in the ecosys-
tem. For instance, we predict the possibility of pure extinction in the case of slow move-
ment of prey (c < s) and strong predation (c > s). Then over time all prey will be depleted
by the predators, which in turn will starve and die.
Overall, this study shows the importance of considering individual behaviour such as
movement. It also shows how sustainable ecosystems could manipulate their movement
characteristics to remain stable and viable. In other words, the diﬀerent species have
evolved movement and predation strategies that enable co-dependent stable interactions.
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It also points to management strategies that should take movements into account. For ex-
ample, game sanctuaries and reserves need to be large enough for the particular predators
and prey to have movement characteristics that enable sustainability. Where the reserve
is too small, strong predation and relatively slow movement of prey (or not being able to
escape) might occur and, as predicted, prey and predators could die out. The models de-
veloped here could be extended to help with predictions of actual reserves and help man-
agement practices. For future work, we will consider a food chain in the ecology and we
will explicitly incorporate some external factors (such as logistics, weather, or resource).
However, the importance of considering the individual movement strategies of animals
for understanding ecosystem dynamics is highlighted here.
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