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論文概要
組織病理学ʆʎ, 顕微鏡ʆ観察ɴʫʪʘɬ細胞組織ʍ特徴ʊ応ɷʅ様々ʉ病理染
色ɫ行わʫʪ. ɶɪɶ, 病理染色ʎ不可逆ʆあʩ, 一度染色ɴʫɾˋ˻ʶˋʊ対ɶʅ
別ʍ染色を施ɸɲʇʎʆɬʉい. 本研究ʆʎ, Fully Convolutional Neural Network
(FCNN)を用いʅ, 染色ɴʫɾˋ˻ʶˋʍ画像を別ʍ染色ʍˋ˻ʶˋʍ画像ʗʍ変換
を行い, 単一ʍ染色ɪʨʍ複数ʍ染色結果ʍ再現を実現ɸʪ. FCNN ʍ学習ʊʎ, 入
力画像ʇ教師画像ʍ間ʆ位置関係ɫ完全ʊ合ʂʅいʪ˙ーˑɫ望ʝɶいɫ, 同一ʍ検
体ʊ対ɶʅ複数ʍ染色方法を適用ɸʪɲʇʎʆɬʉいɾʠ, ɲʍʧうʉ˙ーˑʍ作成
ʎ原理上不可能ʆあʪ. ɼɲʆ, FCNN ʍ学習ʊʎ別々ʊ染色ɶɾ隣接ɶɾ 2 ˋ˻
ʶˋʍ画像ʍ小領域を用い, 2 ˋ˻ʶˋ画像ʍ形状ʍ類似ɶɾʡʍを学習˙ーˑʇɶ
ʅ用いʪɲʇʊʧʩ, ɲʍ問題を解消ɶɾ. 本手法を用いʅ, HE (Haematoxylin &
Eosin)染色ʍɶɾˋ˻ʶˋʍ画像ɪʨ, MT (Masson & Trichrome)染色を施ɶɾ場
合ˋ˻ʶˋʍ画像ʍ生成ɩʧびMT染色ɪʨ HE染色ʗ変換ɶ画像生成を行い, 本手
法ʍ有用性を証明ɶɾ.
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第 1章
ʎɷʠに
1.1 研究背景
患者ʍ病状を把握ɸʪɾʠʊ, 患者ɪʨ採取ɶɾ検体ɪʨ標本を作製ɶ, 顕微鏡等を
用いʅ細胞˾˫˽ʆʍ診断をɸʪ病理診断ɫ行わʫʅいʪ. 図 1.1 ʊ示ɸʧうʊ, 検
体を薄切ʩʊɶʅˋ˻ʶˋを作成ɶ, ˋ˻ʶˋʊ染色を施ɶ, ˋ˻ʶˋを顕微鏡ʆ撮影
ɶʅ病理画像を作成ɸʪ. 病理染色ʎ, 検体ɪʨ標本を作製ɸʪ際ʊ, 特定ʍ組織を目
立ɾɺʪɾʠ, あʪいʎ患部を明確ʊɸʪɾʠʊ行わʫʪ.
病理染色ʊʎ, 細胞組織ʍ形態情報ʍ獲得を目的ʇɸʪ Hematoxylin & Eosin染色
(HE染色)や, 膠原繊維ʍ強調を目的ʇɸʪMasson & Trichrome染色 (MT染色)ʉ
検体
スライス 染色 顕微鏡で撮影 病理画像
図 1.1 病理画像作成ʍ流ʫ
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ʈ, 目的ʊ応ɷɾ様々ʉ方法ɫあʪ. HE染色ʎ主ʊ細胞核を青紫色ʊ染色ɶ, 細胞質
ʉʈʍ部分を˦ンˁ色ʊ染色ɸʪ. MT 染色ʎ主ʊ細胞核を黒紫色ʊ, 細胞質を赤紫
色ʊ, 膠原繊維を青色ʊ染色ɸʪ.
検体ɪʨ作製ɶɾˋ˻ʶˋʗ病理染色を施ɸʇ, 染色液ʍ色素ɫˋ˻ʶˋ内ʍ細胞
組織ʊ反応ɶʅ色を示ɸ. ɼʍɾʠ, 同ɷˋ˻ʶˋを用いʅ他ʍ病理染色方法ʆʍ染
色を施ɶʅ, 目的ʊ沿ʂɾ染色を行うɲʇʎ不可能ʆあʪ. 医療現場ʆʎ, 一度染色ɶ
ɾ組織ʊʃいʅ, 施ɶɾ病理染色ʊʧʂʅ得ʨʫʉい特徴ʎ病理学者ʍ経験ɪʨ推定
ɴʫʪ.
染色を施ɶɾˋ˻ʶˋʍ画像ɪʨ別ʍ染色を施ɶɾ場合ʍˋ˻ʶˋʍ画像を出力ɸ
ʪɲʇɫʆɬʫʏ, 1 ʃʍˋ˻ʶˋɪʨʧʩ多ɮʍ組織ʍ情報を視覚上ʆ得ʪɲʇɫ
ʆɬʪ上ʊ, 1 ʃʍ検体ʊ対ɶʅ複数ʍ染色液ʍ調整を行う時間や˅ˋ˚を削減ɸʪ
ɲʇɫʆɬʪɾʠ, 病理診断を効率的ʊ行うɲʇɫʆɬʪ.
従来研究ʆʎ, 物体ʍɴʝɵʝʉˋˬˁ˚˽特性を記録ɶɾ˰˽˓ˋˬˁ˚˽画像
ɪʨ, HE染色ɪʨMT染色ʗʍ変換を行ʂʅいʪ. 橋本ʍ手法 [4]ʆʎ, ˪˰˚ʿˉ
˼ン単色染色 (H単色染色)を施ɶɾ顕微鏡画像ɪʨ, 各染色方法ʊʃいʅ, 細胞組織
ɳʇʊ吸光ˋˬˁ˚˽特徴をʇʩ, 最適ʉ色情報成分を求ʠɾ上ʆ, HE 染色や MT
染色ʗʍ画像変換を行う. ɲʍ手法ʎ, ˰˽˓ˋˬˁ˚˽画像ʍʚɪ, 染色液ɪʨ事前
ʊ吸光係数を求ʠʪ必要ɫあʪ.
ʝɾ, Bejnordi ʨʍ研究 [1] ʆʎ, 染色ɴʫɾˋ˻ʶˋʍ顕微鏡画像ʍ色変換を,
RGB画像を入力ʇɶʅ行ʂʅいʪ. ɲʍ研究ʎ HE染色ʍ試料ʍ調整方法ʊʧʩ異
ʉʪ色ʍ˲˻を正規化ɸʪɲʇɫ目的ʆあʪ. 詳細ʎ 2章ʊʅ述ʘʪ.
病理画像ʊʃいʅ, 同ɷˋ˻ʶˋʊ別ʍ染色を用いɾ場合ʍ病理画像ʍ推測を実現
ɸʫʏ, 1回ʍ染色ɪʨ複数ʍ組織ʍ情報を得ʪɲʇɫʆɬʪɾʠ, 臨床上大ɬʉ意味
を持ʃ.
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1.2 目的
本研究ʍ目的ʎ, 図 1.2 ʍʧうʊ, 1 枚ʍ染色済ʞˋ˻ʶˋʍ顕微鏡画像を入力ʇ
ɶ, ˋ˻ʶˋʊ別ʍ染色方法ʆ染色ɶɾ場合ʍ予測画像を自動的ʊ出力ɸʪɲʇʆあ
ʪ. 入力ʎˋ˻ʶˋを HE 染色ɶɾʡʍを顕微鏡ʆ撮影ɶɾ画像ʆあʩ, 出力ʎ同
一ʍˋ˻ʶˋʊ MT 染色を施ɶɾ場合ʍ顕微鏡画像ʆあʪ. ɲʍˉˋ˘˲ʆʎ, 顕
微鏡画像処理ʊ適ɶɾ色空間ʆあʪ HSD 色空間 [9], ɩʧび深層学習ʍ一種ʆあʪ
Convolutional Neural Network(CNN)を用いʪ.
HSD 色空間ʇʎ, 吸光度ʇʧʏʫʪ物質ʊ対ɸʪ光ʍ吸収度合いを示ɸ指標ʊ基
ʄいɾ色空間ʆあʩ, 染色液ʍ濃度ʍ違いʊ頑健ʉ染色成分ʍ分類を可能ʇɶʅいʪ.
CNNʎ, 画像ʍ特徴ʍ学習ʊ適ɶɾ多層˝˷ー˻˽˟ッ˚ワーˁʆあʩ, ɲʫを用い
ʪɲʇʆ画素ʍ特徴ʍ他, 形状や˘ˁˋ˓˵ʍ特徴を利用ɶɾ色ʍ変換を行うɲʇɫ
ʆɬʪ. 本研究ʆʎ画像を入力ʇɶʅ, 画像あʪいʎ画像ʍ一部˓˵ン˟˽を出力ɸ
ʪ˝˷ー˻˽˟ッ˚を構成ɶɾ. ɼʫɽʫʍ詳細ʎ 2章ʆ述ʘʪ. 学習˙ーˑʇɶʅ
連続ɶɾˋ˻ʶˋʊ対ɶ, HE染色, MT染色ʍ順ʊ染色ɫ施ɴʫɾʡʍを顕微鏡ʆ撮
影ɶɾ画像を使用ɶ, 隣あʂɾ HE染色ʇMT染色ʍ画像ʍ組を˙ーˑʇɶʅ用いʪ.
提案手法ʍ詳細ʊʃいʅʎ 3章ʆ述ʘʪ.
図 1.2 本研究ʍ目的. 入出力ʎいɹʫʡ RGB画像ʆあʪ.
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第 2章
関連研究
2.1 HSD色空間
HSD (Hue-Saturation-Density)色空間 [9] ʎ, 顕微鏡画像ʊɩいʅ, 染色液ʍ色素
ʍ分類を目的ʇɶʅ提案ɴʫɾ色空間ʆあʩ, RGB色空間ʍ各˓˵ン˟˽ʍ吸光度ɪ
ʨ, 染色液ʍ色素を表ɸ染色成分 (cx, cy), 染色液ʍ濃度を表ɸ濃度成分 D を求ʠ, 3
次元空間 (cx, cy, D)ʇɶʅ表ɴʫʪ. [9]ʍ Fig.4ʍ左列ʊɩいʅ, RGB色空間, HSI
色空間, HSD 色空間ʍうʀʍ 2 次元ʊɩいʅ 3 ʃʍ染色液ʍ成分ʍ分布を示ɶʅい
ʪ. ɲʍ色空間ʍ表現ʊʧʩ, 単一ʍ染色液ʍ成分ɫɼʫɽʫ局所的ʉ領域ʊ分布ɶ
ʅいʪɾʠ, 色相彩度成分ʍ二次元平面ʊɩɰʪ染色液ʍ成分ʍ分類ɫ容易ʊʉʪ.ʝ
ɾ, [9]ʍ Fig.4ʍ→列ʊɩいʅ, 1ʃʍ染色液ʍ成分 (Fast Red)ʊʃいʅ濃度を変え
ɾ場合ʍ, 各色空間ʊɩɰʪ分布を示ɶʅいʪ. 染色液ʍ濃度ʍ違いʊɪɪわʨɹ局
所的ʉ領域内ʆ分布ɶʅいʪɾʠ, 染色液ʍ濃度ʊ依存ɶʉい染色液ʍ成分ʍ分類ɫ
可能ʆあʪ.
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RGB色空間ɪʨ HSD色空間ʗʍ変換ʎ以下ʍ式ʆ表ɴʫʪ.
D =
Dr +Dg +Db
3
cx =
Dr
D
− 1
cy =
Dg −Db√
3D
ɲɲʆ,Dch = − ln
(
Ich
Io,ch
)
(2.1)
Ich ʎ RGB各˓˵ン˟˽ chʊɩɰʪ強度, Dch ʎ˓˵ン˟˽ chʊɩɰʪ吸光度を,
Io,ch ʎ染色をɶʅいʉい場合ʍ˓˵ン˟˽強度, ʃʝʩ実験時ʊ空ʍˍ˽を写ɶɾ場
合ʍ画像ʊɩɰʪ˓˵ン˟˽強度を表ɸ.
2.2 病理画像ʍ染色変換に関ɸʪ研究
HSD 色空間を用いɾ染色液ʍ成分ʍ分類を行ʂɾ上ʆ, 顕微鏡画像ʍ色ʍ変換を
行ʂʅいʪ研究ʍ例をあɱʪ. [8], [1], [3] ʆʎ, 異ʉʪˋ˻ʶˋ間ʍ同一染色ʍ正規
化を行う手法を提案ɶʅいʪ. ʝɹ, 各˦ˁˍ˽を Hematoxilyn成分, Eosin成分, 背
景成分ʊ分類ɶɾ後, 各成分ˁ˻ˋʊʃいʅ染色分布ʍ変換を行う. [5]ʆʎ, 複数染
色成分ɪʨʉʪʍ合成染色を画像処理ʊʧʩ分離ɸʪ研究ʆあʩ, HE染色を H染色,
E染色ʊ分類ɶʅいʪ. ɲʍ研究ʆʎ, 入力ʍ染色画像を各染色色素ʍ色を表ɸ RGB
˓˵ン˟˽値ʇ色素ʍ量ʊ分割ɸʪ手法を提案ɶʅいʪ. ɲʍ方法ʆʎ, 元ʍ染色を
分類ɶ復元ɸʪɲʇʎʆɬʪɫ, 今回ʍ染色変換を行うʊあɾʩ, 元ʍ色素以上ʍ情報
ɫ必要ʉ例ʆʎ達成ɫ難ɶい.
2.3 CNNを用いた病理画像に関ɸʪ研究
病理画像処理ʎ, 色変換ʍ他, CNN を用いɾ病理画像解析ʍ研究ɫ行わʫʅいʪ.
[2]ʆʎ, CNNを用いʅ, 腺ʍ領域分割をɶʅいʪ. ɲʍ手法ʆʎ, CNNʧʩ腺ɼʍ
ʡʍʍ確率分布ʇ腺ʍ輪郭ʍ抽出を出力ɶ, ɲʍ 2ʃʍ情報を用いʅ腺ʍ領域分割性
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能を向上ɶʅいʪ. [12]ʆʎ, 病理画像を用いʅ, 生存分析ʇ呼ʏʫʪ, 患者ʍ生存可
能性を推測ɸʪ研究ɫ行わʫʅいʪ. ɲʍ研究ʆʎ, 計算容量上画像を一括ʆ CNN
ʍ学習, 入力ʊ用いʪʍʎ困難ʆあʪɾʠ, 画像全体をˣッ˓ʊ分割ɶ, ˣッ˓ɳʇʊ
予ʠˁ˻ˋˑ˼ン˂を行ʂɾ上ʆ, ɼʫɽʫ CNN学習を行う˴˙˽を提案ɶʅいʪ.
[11]ʆʎ, 病理画像を入力ɶ, 診断根拠ʇʉʪ文章を出力ɸʪ手法を提案ɶʅいʪ.
ɲʍʧうʊ, 近年ʆʎ病理画像研究ʊʡ CNNを用いɾ手法ɫ増えʅɬʅいʪɫ, ɲ
ʍʧうʉ研究ʆʎ, 病理画像ʍ解像度ʍ大ɬɴɩʧび限ʨʫɾ正解˙ーˑʍ扱いʊʃ
いʅʡ考慮ɶʉɫʨ手法を提案ɶʅいʪ.
2.4 従来ʍ病理画像ʍ染色変換
著者ʍ従来ʍ病理画像ʍ染色変換手法 [14] ʆʎ, CNN を用いɾ染色変換手法を提
案ɶʅいʪ. ɲɲʆ, CNNʍ学習ʊʎ同一ˋ˻ʶˋʍ異ʉʪ染色結果を教師˙ーˑʇ
ɶʅ準備ɸʪ必要ɫあʪɫ, 原理上同一ˋ˻ʶˋɪʨ複数ʍ染色結果を出ɸɲʇʎʆ
ɬʉいɾʠ, ʉʪ染色ʍ隣接ˋ˻ʶˋʆ代用ɶɾ. 隣接ˋ˻ʶˋʆあʂʅʡ大ɬɮ組
織ʍ位置ɫɹʫʅいʪ可能性ɫあʪɾʠʆ, 学習用ʍ˙ーˑˍッ˚ʊʎ 2染色間ʆ十
分類似ɶɾ画像対ʍʞを用いɾ. ɾɿɶ, 隣接ɶɾˋ˻ʶˋʎ染色ɫ異ʉʩ, 類似度評
価ʎ困難ʆあʪ. ɼʍɾʠ, 隣接ɶɾ 2種類ʍ染色ʍˬʴʍˋ˻ʶˋʍʚɪ, ɲʫʊ隣
接ɶɾˋ˻ʶˋʊ入力画像ʇ同ɷ種類ʍ染色を施ɶɾ画像を用意ɶɾ. ɲʍ 3枚 1組
ʍ画像ʍうʀ, 同一ʍ染色ʆあʪ 2 枚ʍ画像ɪʨ類似性を評価ɶ, ɼʍ間ʊあʪ教師
˙ーˑʍ染色画像ʍ類似度ʇɶʅ評価ɶ, ˙ーˑˍッ˚ʍ選別を行ʂɾ. ɲʍ一連ʍ
学習˩˿ˍˋを図 2.1ʊ示ɸ.
ɶɪɶ, ɲʍ場合, 高い解像度ʆʎˋ˻ʶˋ間ʍˌ˾ɫ大ɬɮ学習˙ーˑʇɶʅʍ質
ʊ問題ɫあʪ. ʝɾ学習˙ーˑʇɶʅ使用ɸʪ˙ーˑˍッ˚ʍ作成ʊ手間ɫɪɪʪɲ
ʇɫ, 大ɬʉ制約ʇʉʂʅいʪ. ɼʍɾʠ, 本研究ʆʎ, 2種類ʍ染色画像 2枚ʍʞを
用いʅ学習˙ーˑを作成ɸʪ手法を提案ɶʅいʪ.
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類似性の高い
ペアを学習प用いॊ
入力 教師 CNN
類似性を評価
2つが類似しथいोय
その間のスライスも
類似しथいॊधみऩす
検体
HE染色 MT染色スライス
入力 教師
HE染色
染色の異ऩॊ画像
同士での比較म困難
図 2.1 従来ʍ病理画像ʍ染色変換 [14]ʊɩɰʪ, 色変換を行う CNNʍ学習方法
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第 3章
提案手法
3.1 手法概要
本手法ʍ目的ʎ, HE 染色ɫ施ɴʫɾ顕微鏡画像ɪʨ, MT 染色を施ɶɾ場合ʍ顕
微鏡画像を出力ɸʪɲʇʆあʪ. 図 3.1 ʆ示ɸ HE 染色画像ʍ変換処理ʆʎ, 入力ʍ
HE染色画像ʊ対ɶʅ Convolutional Neural Network(CNN)を用いʅ色変換を行い,
MT染色を行ʂɾ場合ʍ画像を出力ɸʪ. ɲʍ CNNʎ, Fully Convolutional Neural
Network(FCNN) ʆあʩ, HSD 色空間ʍ画像を変換ɶ, HSD 色空間ʍ画像を出力ʇ
ɸʪʡʍʆあʪ. ɾɿɶ, HSD 色空間ʍ染色成分 (cx, cy) ʍʞを CNN ʍ出力ʇɶ,
入力画像ʇ同ɷ濃度成分 D を用いʪ. CNNʍ教師˙ーˑʇɶʅ HSD色空間ʍ画像
ʍ染色成分 (cx, cy)ʍʞを用いʪ. HSD色空間ʎ色相ʇ彩度ʍ成分ʍʞʆ染色液ʍ成
分を分離ʆɬʪɾʠ, 染色液ʍ濃度ʊ影響ɴʫʉい染色ʍ色変換ɫ可能ʆあʪʇ考え
ʪ. 濃度成分ʎ染色液ʍ濃度ʊ依存ɸʪɲʇを利用ɶ, HSD色空間ʍ成分ʍうʀ, 濃
度成分以外ʍ 2ʃʍ成分 (染色成分)ʍʞを CNNʍ出力ʇɶ, 出力画像ʍ濃度成分ʊ
ʎ入力画像ʇ同ɷ成分を用いʪ. HSD色空間ʆ色変換を行う場合, 入力画像ʊ対ɶʅ
CNNʊ入力ɸʪ前ʊ RGB色空間ɪʨ HSD色空間ʊ変換ɶ, CNNɪʨʍ出力画像
ʊ対ɶʅ HSD色空間ɪʨ RGB色空間ʊ変換ɸʪ.
色変換を行う CNN ʍ学習ʆʎ, HE 染色画像を入力ʇɶ, MT 染色ʆ染色ɴʫɾ
場合ʍ画像を出力ʇɸʪ CNN˴˙˽ʆ色ʍ変換を学習ɴɺʪ. 提案ɸʪ CNN˴˙
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入力画像
HE染色 MT染色
RGBIrIgcxRGBIrIg
HSD
[Van der laak
et al. 2000]
染色液の色相・彩度
を表す2チャンネル
染色液の濃度を
表す1チャンネル
cx学習済
CNN
HSD
出力画像
図 3.1 色変換処理ʍ流ʫ
˽ʎ, 全ʅʍ中間層ɫ畳ʞ込ʞ層ʆ構成ɴʫɾ˴˙˽ʆあʪ. ɲʍ CNNʍ学習ʊʎ,
HE染色画像 I1, MT染色画像 I2 ʍˋ˻ʶˋ画像 2枚一組ʍ˙ーˑ D = {I1, I2}を
用いʪ. ˙ーˑˍッ˚内ʊ含ʝʫʪ˙ーˑ D を無作為ʊ選択ɶ, D ʊ含ʝʫʪ I1 ʇ
I2 ɪʨɼʫɽʫˣッ˓ I1(p), I2(p)を抽出ɶ, 2ʃʍˣッ˓ʍ類似性を評価ɶ, 類似性
ʍ高い場合ʍʞ, ˣッ˓ I1(p)を入力画像ʇɶ, ˣッ˓ I2(p)を教師画像ʇɶʅ学習用
˙ーˑˍッ˚を作成ɸʪ. 採用ɴʫɾ両ˣッ˓を RGB 色空間ɪʨ HSD 色空間ʊ変
換ɶɾ画像を用いʅ CNNを学習ɴɺʪ.
3.2 CNNを用いた色変換
3.2.1 通常画像ʍ変換
色変換ʊʎ CNN を用いʪ. 今回ʎ, HE 染色画像 I1 ɪʨ MT 染色を施ɶɾ場合
I1o を出力ɸʪ CNN˴˙˽を提案ɸʪ. 提案ɸʪ CNN構造を表 3.1ʊ, CNN構造
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ʍ概要図を図 3.2ʊ表ɸ.
図 3.2 色変換ʊ用いʪ CNN構造
当 CNN˴˙˽ʎ, 中間層ɫ全ʅ畳ʞ込ʞ層ʆ構成ɴʫʅいʪ. 畳ʞ込ʞ層ʊʎ, 以
下ʍ三種類ʍ層を用いɾ.
• down-convolution
ˋ˚˻ʶ˛幅 s = 2ʍ畳ʞ込ʞ層. 出力ˇʶˌʎ元ʍˇʶˌʍ 1/4ʇʉʪ.
• flat-convolution
ˋ˚˻ʶ˛幅 s = 1ʍ畳ʞ込ʞ層. 出力ˇʶˌʎ元ʍˇʶˌʇ同ɷʆあʪ.
• up-convolution
ˋ˚˻ʶ˛幅 s = 1/2ʍ畳ʞ込ʞ層. 出力ˇʶˌʎ元ʍˇʶˌʍ 4倍ʇʉʪ.
各層ʍ入出力ˇʶˌを合わɺʪɾʠ, 入力ʍ各˓˵˟˽ʍ˙ーˑʊ対ɶʅ周ʩʊ 0ʍ
値を埋ʠʪˎ˿ˣ˙ʵン˂を行う. ɲɲʆʎ畳ʞ込ʞを行う˧ʵ˽ˑʽー˟˽ʍˇʶ
ˌɫ 5× 5ʍ場合 2pixels分, 4× 4ɩʧび 3× 3ʍ場合 1pixel分ʍˎ˿ˣ˘ʵン˂を
行う. ʝɾ, 図 3.3ʍʧうʊ, 最後ʍ層を除ɬ, 各層ʊ Batch Normalization[6]を施ɶ
ɾ後, 活性化関数ʇɶʅ ReLUを用いʪ. 最後ʍ層ʍʞ, 活性化関数ʊ Sigmoidを用
いʅいʪ. ʝɾ, ˱˝ˢッ˓ʇɶʅ 16組ʍˣッ˓ʍ組を用いʅ学習を行う.
活性化関数 ReLUʎ以下ʍʧうʊ表ɴʫʪ.
σ(x) = max(0, x) (3.1)
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図 3.3 CNN 各中間層ʊɩɰʪ処理, 図中ʍ Conv ʎいɹʫɪʍ畳ʞ込ʞʍ処理,
BNʎ Batch Normilizationを表ɸ.
ʝɾ, 活性化関数 Sigmoidʎ以下ʍʧうʊ表ɴʫʪ.
σ(x) =
1
1 + e−x
(3.2)
表 3.1 各色変換方法ʊɩɰʪ˟ッ˚ワーˁ構造
type kernel stride size
input 3×W ×H
down-convolution 5× 5 2× 2 48×W/2×H/2
flat-convolution 3× 3 1× 1 128×W/2×H/2
down-convolution 3× 3 2× 2 256×W/4×H/4
flat-convolution 3× 3 1× 1 256×W/4×H/4
down-convolution 3× 3 2× 2 256×W/8×H/8
flat-convolution 3× 3 1× 1 512×W/8×H/8
flat-convolution 3× 3 1× 1 256×W/8×H/8
up-convolution 4× 4 2× 2 256×W/4×H/4
flat-convolution 3× 3 1× 1 128×W/4×H/4
up-convolution 4× 4 2× 2 128×W/2×H/2
flat-convolution 3× 3 1× 1 48×W/2×H/2
up-convolution 4× 4 2× 2 48×W ×H
flat-convolution 3× 3 1× 1 24×W ×H
flat-convolution 3× 3 1× 1 3×W ×H
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3.2.2 巨大画像全体ʍ変換
理論上ʆʎ, 学習済ʞʍ CNNʊ画像を入力ɸʫʏ染色変換ɴʫɾ画像ɫ出力ɴʫ
ʪɫ, 医用画像ʍ場合, 1ʃʍˋ˻ʶˋ画像あɾʩ 100000× 60000程度ʍ巨大ʉ解像
度ʍ画像ɫ存在ɶʅɩʩ, ɲʍ画像をɼʍʝʝ CNNʊ入力ɶ, 変換を行うɲʇʎ計算
容量上困難ʆあʪ. ɼʍɾʠ, 画像全体を変換ɸʪ場合ʎ, 予ʠ画像を部分画像ʊ分割
ɶ, ɼʫɽʫʍ部分画像を変換ɶ, 最終的ʊ元ʍ画像ʇ同ɷ解像度ʊ戻ɶʅいʪ. ɶɪ
ɶ, 単純ʊ分割ɶɾ画像を変換ɶ再結合ɸʪʇ分割ɶɾ境界ɫʎʂɬʩʇ表ʫʅɶʝ
う. ɼʍɾʠ, 部分画像ʎ各画像 CNNʍ spatial support分を考慮ɶ互いʍ部分画像
ʆ重複ɸʪʧうʊ作成ɸʪ. 図 3.4ʆʎ, 単純分割ʇ重複を考慮ɶɾ分割ʍ 2通ʩʊ
ʃいʅ, 4枚ʍ部分画像を変換ɶɾ結果を示ɶʅいʪ. 分割ɺɹʊ 1枚ʍ画像ʆ変換を
行ʂɾ場合ʇ比較ɸʪʇ, 重複を考慮ɶɾ部分画像ʇ出力結果ʍ差異ɫʉいɲʇを示
ɶʅいʪ.
600×600 2×2枚 1200×1200 1枚 600×600 2×2枚
(各辺+100しथ変換)
赤:2画像間द
異なる部分
1200×1200 1枚
(各辺+100しथ変換)
分割方法
(単位 pixel)
図 3.4 各分割方法ʊʧʪ出力画像結合. 重複を考慮ɶʅ 4 枚部分画像ɳʇʊ出力
ɶ結合ɶɾ画像ʇ 1枚出力結果ʍ差異ɫʉいɲʇを示ɶʅいʪ.
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3.3 HSD色空間変換
第 2章ʆ述ʘɾʧうʊ, 染色成分 (cx, cy)ʆ染色液ʍ色素ʍ色特徴を, HSD色空間
ʊɩいʅ濃度成分 D ʎ染色液ʍ濃度を表ɸ. 染色成分 (cx, cy)平面ʊɩいʅ, 染色液
ʍ濃度ʍ違いʊɪɪわʨɹ, 染色液ʍ色素ɳʇʊ局所的ʉ領域ʊ分布ɸʪɾʠ, 染色液
ʍ濃度ʊ依存ɺɹ染色液を分類ɸʪɲʇɫ可能ʆあʪ. ɲʍɲʇɪʨ, 色変換方法ʇ
ɶʅ, CNNʍ出力を染色成分 (cx, cy)ʇɶ, 濃度成分Dを入力画像ɪʨɼʍʝʝ用い
ʅ出力画像を生成ɸʪʇいう手法を提案ɸʪ. RGB 色空間ʍ入力画像ʊ対ɶ, HSD
色空間ʊ変換を行ʂɾ上ʆ CNNʊ入力ɸʪ. 各˦ˁˍ˽値を RGB色空間ɪʨ HSD
色空間ʊ変換ɸʪ方法を述ʘʪ. 本手法ʆʎ CNNʍ出力値ʍ範囲ɫ [0, 1]ʆあʪɾʠ
, 各成分を [0,1]ʊ正規化ɸʪɾʠʊ, 第 2章ʆ述ʘɾ式 (2.1)を元ʊ成分 (c′x, c′y, D′)
を以下ʍʧうʊ定義ɸʪ.
c′x =
1
3
(cx + 1)
c′y =
cy
2
√
3
D′ = D
(3.3)
以上ʧʩ, RGB色空間ʍ画像 I ʍ˦ˁˍ˽値 I(p) = (ir, ig, ib)ɪʨ, HSD色空間ʍ
画像 I ′ ʍ˦ˁˍ˽値 I ′(p) = (cx, cy, D) ʊ変換ɸʪ関数 φ(I(p)) ʎ以下ʍʧうʊʉ
ʪ. ɾɿɶ, ich ∈ [0, 1]ʆあʪ. ʝɾ, 本研究ʆʎ Io,ch = 1ʇɶʅいʪ.
φ((ir, ig, ib)) = (cx, cy, D)
D =
Dr +Dg +Db
3
cx =
Dr
3D
cy =
Dg −Db
6D
+
1
2
ɲɲʆ,Dch = − ln
(
ich
io,ch
)
(ch ∈ {r, g, b})
(3.4)
以上ʍ変換を用いʅ, HE 染色画像ɩʧび MT 染色画像ʊɩɰʪ, ɼʫɽʫʍ染色
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液ʍ色素ɫ反応ɶʅいʪ˦ˁˍ˽を抽出ɶʅ得ɾ染色成分平面上ʍ分布を図 3.5ʊ示
ɸ. HE染色, MT染色ʇʡʊ, 染色液ʍ色素ɫɼʫɽʫ局所的ʉ領域ʊ概ʌ分布ɶʅ
いʪ. 同様ʊ, 濃度成分ʍ分布を図 3.6ʊ示ɸ. ɲʍ分布ɪʨ, 単一ʍˋ˻ʶˋ内ʊɩ
図 3.5 HE染色, MT染色ʊɩɰʪ各染色液ʍ色素ʍ染色成分ʊɩɰʪ分布,横軸
ɫ cx, 縦軸ɫ cy ʆあʪ.
ɰʪ相対的ʉ濃度成分ʎ染色ʊʧʨɹ反応ɸʪ組織ʊ比例ɸʪʇ考え, 濃度成分をɼ
ʍʝʝ用いʪ手法を提案ɶɾ.
図 3.6 HE染色, MT染色ʊɩɰʪ各染色液ʍ色素ʍ濃度成分ʊɩɰʪ分布, 縦軸
ɫ D ʆあʪ.
ʝɾ, HSD色空間ɪʨ RGB色空間ʗʍ変換ʎ, HSD色空間ʍ画像 I ′ ʍ˦ˁˍ˽
値 I ′(p) = (cx, cy, D)ɪʨ RGB色空間ʍ画像 I ʍ˦ˁˍ˽値 I(p) = (ir, ig, ib)ʊ変
14
換ɸʪ関数を φ′(I’(p))ʇɶʅ, 以下ʍʧうʊʉʪ.
φ((cx, cy, D)) = (ir, ig, ib)
ich = e
−Dch (ch ∈ {r, g, b})
ɲɲʆ,Dr = 3Dcx
Dg = −3
2
D(cx − 2cy)
Db = −3
2
D(cx + 2cy + 2)
(3.5)
3.4 色変換 CNN学習用˙ータセッ˚ʍ作成
CNNʍ学習ʊ用いʪ学習用˙ーˑˍッ˚ʍ作成方法ʊʃいʅ述ʘʪ. 第 1章ʆ述
ʘɾʧうʊ, 同一ʍ検体ʊ対ɶʅ複数ʍ染色方法を適用ɸʪɲʇʎʆɬʉいɾʠ, 細
胞組織ʍ位置関係ɫ完全ʊ合ʂʅいʪ顕微鏡画像ʍ正解˙ーˑʍ作成ʎ不可能ʆあʪ.
ɼɲʆ, 検体ɪʨɼʍˋ˻ʶˋを取ʩ出ɶɾ場所ɪʨ近い部位ɪʨˋ˻ʶˋを作成ɶ,
別ʍ染色方法ʆ染色ɶʅ顕微鏡画像を作成ɸʪ, ɲʍˋ˻ʶˋを隣接ˋ˻ʶˋʇ呼び
ぶ. 図 3.7ʍʧうʊ, 隣接ˋ˻ʶˋʎ入力ˋ˻ʶˋʇ組織構造ɫ類似ɶʅいʪ部分ʡあ
ʫʏ, 類似ɶʅいʉい部分ʡあʪ. 色変換 CNNʍ学習ʍ際ʊ入力画像ʇ組織構造ʍ類
似ɶʅいʉい隣接ˋ˻ʶˋʍ画像を教師ʇɶʅ学習ɸʪʇ, 精度ʍ悪化ʊʃʉɫʪ.
ɼɲʆ, CNN学習用˙ーˑʍ作成ʍ際ʊ, 入力画像ʇ隣接ˋ˻ʶˋ画像ʍˣッ˓間
ʍ類似性を評価ɶ, 類似性ʍ高い˙ーˑを学習ʊ用いʪ. ɲɲʆ, 染色ʍ異ʉʪˋ˻ʶ
ˋ同士ʆʍ類似性ʍ比較ʎ困難ʆあʪɾʠ, 隣接ˋ˻ʶˋʊ対ɶɴʨʊ隣接ɶɾˋ˻
ʶˋを採取ɶ, 入力画像ʇ同ɷ染色を施ɶɾ上ʆ画像を生成ɶ, ɲʍ画像ʇ入力画像ʍ
ˣッ˓間ʆ類似度を評価ɸʪ.
学習用˙ーˑˍッ˚ʍ作成ʊ用いʪ˙ーˑʎ, HE染色画像 I1, MT染色画像 I2 ʍ
2枚一組ʆあʩ, ɲʫを D = {I1, I2}ʇ表ɸ. ˙ーˑˍッ˚内ʊʎɲʍ組ɫ複数含ʝ
ʫʅいʪ. [7]ʍ手法ʊʧʪ I2 ʎ I1 を教師画像ʇɶɾ非剛体位置合わɺɫ施ɴʫʅい
ʪ. ˾ˊˋ˚˾ーˉ˹ン手法ʍ概略を以下ʊ記ɸ. ɲɲʆʎ, 浮動画像を IF , 参照画像
を IR ʇɸʪ.
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図 3.7 隣接ˋ˻ʶˋʍˣッ˓ʍ例. 上段ʎ隣接ˋ˻ʶˋʆ位置ɫ合ʂʅいʪ例, 下
段ʎ位置ɫ合ʂʅʉい例ʆあʪ. 類似度評価ʊʧʂʅ, 下段ʍʧうʉˣッ˓を学習
用˙ーˑˍッ˚ʊ含ʝʉいʧうʊɸʪ.
(1) 低解像度画像ʆ求ʠɾ˻ン˛˰ーˁ点座標を高解像度画像ʍ座標ʊ変換ɶ, ˩
˿ˁ˻ˋ˘ˋ解析ʊʧʩ並進, 回転を求ʠ, IR を IF ʍ空間ʊ変形, 変形後ʍ画
像を I ′R ʇɸʪ.
(2) IF 上ʍ各˻ン˛˰ーˁ点ʊʃいʅ, I ′R 上ʆ対応ɸʪ点を探索.
(3) I ′R 上ʍ対応点を (1)ʆ求ʠɾ変換ʍ逆変換を用いʅ IR ʍ空間ʊ写像.
(4) 対応点を用いʅ RBF変形.
3.4.1 ˣッチʍ作成
入力画像ɩʧび教師画像をɼʍʝʝ学習ʊ用いʪʇ, 学習ʊ用いʪ˙ーˑʍ多様性
ʊ欠ɰʪ上ʊ, 学習ʊɪɪʪ時間ɫ増大ɸʪ. ɼʍɾʠ, 入力画像ʇ教師画像ɪʨ同一
座標ʆˣッ˓をɼʫɽʫ抽出ɶɾ上ʆ学習を行う. 使用ɸʪ˙ーˑ D ʇ座標 (rx, ry)
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を˻ン˒˲ʊ選択ɶ, If ʇ Im ɪʨ, (rx, ry) 頂点ʇɶʅˇʶˌ s × s ʍ正方領域ʍ
ˣッ˓をɼʫɽʫ抽出ɸʪ. 画像ʍ解像度ɫ大ɬいɾʠ, 予ʠ画像˧ʳʶ˽を等間隔
ʊ分割ɶ, 指定ɴʫɾ座標 (rx, ry)を頂点ʇɸʪˇʶˌ s× sʍ正方領域ʍˣッ˓ʍ作
成ʊ必要ʉ画像˙ーˑʍʞを読ʞ込ʟ.
ɼʍ後, 背景を多ɮ含ʟˣッ˓を除去ɸʪɾʠ, 画像ʍ白い部分ʍ˦ˁˍ˽ɫ画像ʍ
50%以上ʍˣッ˓を除外ɶ, 後述ʍˣッ˓類似度評価を行い, 学習用˙ーˑˍッ˚ʊ
含ʟˣッ˓ʍ組を選別ɸʪ.
3.4.2 ˣッチ類似度評価
本研究ʆʎ, 染色ʍ異ʉʪ 2 隣接ˋ˻ʶˋを用いʅ直接類似度判定を行う手法を提
案ɸʪ.
濃度成分ʍ正規化
2.1 節ʆ述ʘɾʇɩʩ, HSD 色空間ʆʎ D 成分ʎ染色ʍ種類ʊ影響ɴʫʉい. ɾ
ɿɶ, 染色液ʍ濃度や撮影環境ʊʧʂʅ一定ʍ影響を受ɰʅɩʩ, 同ɷ染色ʆʡ一致ɶ
ʅいʪʇʎ限ʨʉい. ɶɪɶ, HSD ʍ濃度成分ʍ定義 [9] ɪʨ, 定数倍ʍ変化ʆあʪ
ʇ考えʨʫʪ.
図 3.8 ʎ, 隣接ɶɾ HE 染色画像 I1 ʇ MT 染色画像 I2 ʍ D 成分ʍˤˋ˚˂˻
˲を比較ɶɾʡʍʆあʪ. 適当ʉ k を与えʪɲʇʆ, kI1 ʇ I2 ʍˤˋ˚˂˻˲を一致
ɴɺʪɲʇɫʆɬ, 図 3.9 ʍʧうʊ D 成分画像ʇɶʅ比較ɸʪʇʚʛ類似ɶɾʡʍʊ
ʉʪɲʇɫ分ɪʂɾ.
2 枚ʍ D 成分画像 ID1 , ID2 ʊ対ɸʪ比例定数 k ʎ以下ʍ式ʆ計算ɸʪɲʇɫʆ
ɬʪ.
k = argmin
k′
∑
i≥i0
∣∣Histi(k′ID1 )−Histi(ID2 )∣∣2 . (3.6)
ɲɲʆ, Histi(I) ʎ画像 I ʍˤˋ˚˂˻˲ʍ i 番目ʍ˥ンを表ɸ. 通常染色画像ʊʎ
余白部分ɫ存在ɶ, D 成分ɫʚʛ 0 ʇʉʪʍʆ, i0 ʎɼʫを除ɮɾʠʍ制限ʆあʪ.
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図 3.8 HE 染色, MT 染色ʊɩɰʪ各染色液ʍ色素ʍ濃度成分ʊɩɰʪ分布ʇ適
当ʉ定数倍ʊʧʩ一致ɴɺɾ結果.
I1(HE) k1,2I1(HE→MT) I2(MT)
図 3.9 各画像ʍ濃度成分 (k1,2 = 1.88)
ɲʍ手法を用いʅ濃度成分を正規化ɶɾ例を図 3.10ʊ示ɸ.
隣接ス˻イスʍ類似度評価
異ʉʪ染色ʍ隣接ˋ˻ʶˋ画像を学習˙ーˑʇɶʅ利用ɸʪ際, 複数ʍ小領域を切
ʩ出ɶʅ, ɼʫɽʫʍ隣接対を˱˝ˢッ˓ʇɶʅ利用ɸʪ. ɲʍʇɬ隣接ˋ˻ʶˋʍ
距離ɫ十分近いʇɶʅʡ, 実際ʊʎ多少ʍˌ˾ɫ生ɷʪ. ɲʫʎ, 全体的ʉ非剛体˾ˊ
ˋ˚˾ーˉ˹ンʊʧʩあʪ程度軽減ɸʪɲʇɫʆɬʪʡʍʍ, 解像度ɫ高いʇɼʍˌ
˾ʎ無視ʆɬʉい. ɼɲʆ, 各小領域ɳʇʊˋ˻ʶˋ間ʍ類似度を測ʩ, 一定以上ʍʡ
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図 3.10 HE・MT染色間ʍ濃度成分を正規化ʍ例
ʍʍʞを採用ɸʪɲʇʆ学習˙ーˑʍ品質を高ʠʪɲʇɫʆɬʪ. 一方, 正規化ɴʫ
ɾ D 成分画像を用いʪɲʇʆ, 隣接ˋ˻ʶˋ I1, I2 ʍ染色ɫ異ʉʂʅいʅʡ, 小領域
ʍ類似度を直接測ʪɲʇɫʆɬʪ. ɼɲʆ本手法ʆʎ, ɲʍ類似度ɫ高い部分を学習
˙ーˑʇɶʅ採用ɸʪ. 本手法ʍ大ʝɪʉ流ʫを図 3.11 ʊ示ɸ. 図 3.11ʍʧうʊ, 本
手法ʆʎ, D ʊ含ʝʫʪ I1 ʇ I2 ɪʨɼʫɽʫˣッ˓ P1, P2 を抽出ɶ, 2ʃʍˣッ˓
ʍ類似性を評価ɶ, 類似性ʍ高い場合ʍʞ, ˣッ˓ P1 を入力画像ʇɶ, ˣッ˓ P2 を
教師画像ʇɶʅ学習用˙ーˑˍッ˚を作成ɸʪ. 採用ɴʫɾ両ˣッ˓を RGB色空間
ɪʨ HSD色空間ʊ変換ɶɾ画像を用いʅ CNNを学習ɴɺʪ.
隣接ˋ˻ʶˋʎ非剛体˾ˊˋ˚˾ーˉ˹ンʊʧʩ位置合わɺɫɴʫʅいʪʇɸʪ.
ʝɾ ID1 , ID2 ʎ D 成分画像ʆあʪ. ɲʍ時, 矩形小領域 P ʆʍ非類似度を以下ʍ式
ʆ定義ɸʪ.
dP (I
D
1 , I
D
2 ) =
1
|P |
∑
p∈P
∥∥kID1 (p)− ID2 (p)∥∥22 . (3.7)
ɲɲʆ, |P | ʎ小領域内ʍ画素数ʆあʩ, k ʎ ID1 ʇ ID2 間ʍ正規化係数ʆあʪ. ɲʍ
非類似度ɫ十分小ɴʉ領域 P ʆ切ʩ出ɶɾ画像対を学習˙ーˑʇɶʅ採用ɸʪ.
19
�� < � �ଵ�ଶ
�ଵ
�ଶ �ଶ�
��ଵ�
Extract Patches Training Data
Specimen
yes��
Calculate ��
図 3.11 2 隣接ˋ˻ʶˋʍʞを用いɾ学習˙ーˑʍ作成
3.4.3 位置合わせを含ʟˣッチ作成
˙ーˑˍッ˚ʊ隣接ˋ˻ʶˋを用いʅいʪɾʠ, 各ˋ˻ʶˋ間ʆ同一ʍ細胞核ɫ存
在ɶʉい例ɫ存在ɸʪɲʇや, 細胞核˾˫˽ʝʆ位置合わɺɫʆɬʅいʉい場合ɫあ
ʪɲʇɫ要因ʇɶʅ挙ɱʨʫʪ. ʝɾ, 図 3.12ʆ示ɸʧうʊ, 同一座標ʆ˙ーˑ対を
作成ɸʪ方法ʆ, 誤差ʍ閾値を低ɮɸʪʇ, ˙ーˑ対ʍ採用ɴʫʪ座標ʊ偏ʩɫ出ʅɶ
ʝう.
ɼɲʆ, ˙ーˑˍッ˚作成ʍ際ʊ, 隣接ˋ˻ʶˋʇ位置合わɺɶɾ画像を用いʅ
CNNʍ学習˙ーˑʇɶʅ用いʪ. 今回ʎ, 以下ʍ 3通ʩʍ位置合わɺ手法を提案ɶɾ.
(1) 2 画像共ʊ濃度画像を用いʅ, 平均二乗誤差ɫ最小ʇʉʪ位置ʆ˙ーˑˍッ˚
を作成
(2) 2画像共ʊ濃度画像を用いʅ, 閾値以上ʍ画素値ʊʃいʅ, 平均二乗誤差ɫ最小
ʇʉʪ位置ʆ˙ーˑˍッ˚を作成
(3) 2 画像共ʊ濃度画像を用いʅ, 細胞核を多ɮ含ʟ濃度を閾値ʇɶʅ˝値化画像
を作成ɶ, ɲʫʨʍ画像ʆ平均二乗誤差ɫ最小ʇʉʪ位置ʆ˙ーˑˍッ˚を
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■ HE染色画像 学習データに採用された
パッチの分布
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図 3.12 CNN 学習用画像ʇ, ɲʍ画像ɪʨ実際ʊ学習˙ーˑʇɶʅ採取ɴʫɾ
ˣッ˓ʍ分布図.
作成
位置合わɺ手法 (2),(3)ʊɩɰʪ画像例を図 3.13ʊ表ɸ
以上ʍ 3手法ʆ位置合わɺɶ, 採取ɴʫɾ˙ーˑˍッ˚ʍ例を図 3.14ʊ示ɸ.
3.5 CNN ʍ学習
学習用ʍˋ˻ʶˋ対ɪʨ˻ン˒˲ʊ小領域 P を選択ɶ, 類似度 dP ɫ閾値 θ 以下
ʍ画像対 P1, P2 を繰ʩ返ɶ生成ɶ, ˱˝ˢッ˓学習を行う. P1 を CNN ʍ入力ʇɶ,
ɼʍ出力を P1o ʇɸʪ. 損失関数ʎ, 色相・彩度を表ɸ cx, cy ʍ 2成分ʍ平均二乗誤
差ʧʩ求ʠʪ. cʎ HSD色空間ʊɩɰʪ˓˵ン˟˽を表ɸ.
L(P ′1, P2) =
1
|P |
∑
{cx,cy}∈c
‖P c1o − P c2‖2 . (3.8)
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図 3.13 位置合わɺ手法 (2),(3)ʊɩɰʪ画像例
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図 3.14 各位置合わɺ手法ʆ生成ɴʫɾ画像ʍ比較
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第 4章
実験
4.1 ˙ータセッ˚
˰ʸˋʍ膵臓を約 4 [µm]ɳʇʊˋ˻ʶˋɶ, あʪˋ˻ʶˋʊ HE染色を施ɶ, ɼʍ
隣接ˋ˻ʶˋʊ MT 染色を施ɸ, ɼʫʨを順ʊ HE 染色画像 I1, MT 染色画像 Ic ʇ
ɶ, 2枚一組ʍ˙ーˑをDi = {I1, I2}ʇɸʪ, i番目ʍ˙ーˑʍ組をDi ʇɸʪ. I2 ʎ
I1 を教師画像ʇɶʅ, [7]ʍ手法ʊʧʪ非剛体位置合わɺɫ施ɴʫʅいʪ. 各組ʍˋ˻
ʶˋ位置ʎ連続ɶʅいʉい, ʃʝʩ, Di ʍ I2 ʇ Di+1 ʍ I1 ʎ連続ɶɾˋ˻ʶˋʆʉ
ɮ, ɼʍ間ʊあʪˋ˻ʶˋ数枚ʎ˙ーˑˍッ˚ʊ含ʝʫʅいʉい. 画像 1枚ʍ解像度
ʎ約 98000× 60000 pixelsʍʡʍ (高解像度画像) ʇ, 高解像度画像を 15%ʊ縮小ɶ
ɾ 15000× 10000 pixelsʍ画像 (低解像度画像) ʍʡʍʍ 2種類あʩ, 共ʊ 64組 (HE
染色画像,隣接MT染色画像)ʍ˙ーˑを用いʪ. 解像度ʎ約 98000 × 60000ʍ画像
ʊʃいʅʎ, 1pixelあɾʩʍ幅ʎ 4[µm]ʆあʪ.
4.2 実験環境
• CPU: Core i7-6700K, 8 cores
• GPU: NVIDIA GeForce GTX1080
• ˳˴˼:32GB
24
• OS: Ubuntu 16.10 LTS 64bits
• 実装˧˾ー˲ワーˁ: Torch7
• 実装言語: Lua
4.3 色変換 CNNʍ学習
˙ーˑˍッ˚ 64組ʍうʀ, 58組を色変換を行う CNNʍ学習用˙ーˑʊ用いʅ学
習を行う. 残ʩ 6組を˘ˋ˚用˙ーˑʇɸʪ. 学習ʊ用いɾ小領域ʍˇʶˌʎ高解像
度画像ɫ 256× 256 pixels, 低解像度画像ɫ 128× 128 pixelsʆあʩ, 画像, 座標ʇʡ
ʊ˻ン˒˲ʊ採取ɶɾ 16 組ʍˣッ˓を˱˝ˢッ˓ʇɶ, ˱˝ˢッ˓ 1 回ʍ学習を 1
iterationʇɸʪ. 損失関数ʎ式 (3.8) ʇɶ, 最適化手法ʊʎ AdaDelta[10]を用いʪ.
4.4 実験結果
4.4.1 HE染色かʨMT染色へʍ変換
高解像度˙ーˑˍッ˚を用いʅ学習ɴɺɾ CNN を用いʅ色変換ɶɾ場合ʍ出力
I1o ʇ隣接ˋ˻ʶˋ I2 ʍ比較を図 4.1ʊ示ɸ. 解像度ʎ全ʅ 1200× 1200 pixelsʆあ
ʪ. ɲɲʆʎ, 入力ʇ同ɷ濃度成分を合成ɶɾ画像ʇ, 入力ˋ˻ʶˋʇ隣接ˋ˻ʶˋ間
ʍ濃度ʍ定数倍 ki,c を求ʠ, 入力画像ʍ濃度成分を ki,c ɶʅ出力画像ʊ合成ɶɾʡʍ
を示ɶʅいʪ. ʝɾ, 低解像度˙ーˑˍッ˚ʆ学習ɶɾ CNNを用いʅ, 病理画像 I1o
全体を変換ɶɾ出力ʇ, ʇ隣接ˋ˻ʶˋ I2 ʍ比較を図 4.2ʊ示ɸ. 出力画像ʎ濃度成
分をɼʫɽʫ ki,c 倍ɶʅいʪ.
[9] ʊɩいʅ, 筆者ʨʎ HSD 色空間ʊɩいʅʎ, 染色液ʍ色素ʍ分類ʊʎ 2D 色成
分ʍʞɫ必要ʆあʪɲʇを示ɶɾ. ɶɾɫʂʅ, 図 4.1ʍ例 1ʍ, 入力, 出力, ɩʧび隣
接ɸʪˋ˻ʶˋʍ色成分ʍ分布を比較ɶ, 図 4.3 ʍ左図ʊ示ɴʫʅいʪ. 出力ʍ色分
布ʎ実際ʍMT染色標本ʍ中央ʊあʩ, 染色変換ʊʧʩ色分布ɫ実物ʍMT染色画像
ʊ近ʄいʅいʪɲʇɫわɪʪ.
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ʝɾ, 隣接ˋ˻ʶˋʍMT染色画像ʇ本手法ʊʧʩ生成ɴʫɾMT染色画像ʍ高解
像度画像ʆ比較ɶ, 図 4.3 ʍ右側ʍ˩˿ッ˚ʊ示ɸ. 赤い点ʎ, 隣接ˋ˻ʶˋʇ出力
画像ʍMT染色ʇʍ間ʍ平均二乗誤差, ɸʉわʀˋ˻ʶˋ数ʊʧʂʅ参照ˋ˻ʶˋɪ
ʨ除去ɴʫɾ HE染色ˋ˻ʶˋɪʨʍ出力を示ɸ. 緑ʍ点ʎ, 基準ʍˋ˻ʶˋʇ他ʍ
MT染色ɴʫɾ実ˋ˻ʶˋʇʍ間ʍ平均二乗誤差を示ɶ, 基準ˋ˻ʶˋɪʨ水平軸上
ʊ見ʨʫʪ距離Ƹˋ˻ʶˋ数ƹɿɰ除去ɴʫʅいʪ. 位置合わɺ誤差ʍ影響を見ʪɾ
ʠʊ, 変換ʊʧʩ生成ɶɾMT染色ʇ実ˋ˻ʶˋʍMT染色画像を左ʊ 100pixel平
行移動ɶɾ画像ʇʍ誤差ʆあʪ紫ʍ点ʡ示ɶʅいʪ. ɲʫʎ, 出力画像ɫ, 隣接ɸʪˋ
˻ʶˋʇ比較ɶʅ十分ʊ類似ɶɾ画像ʆあʪɲʇを示ɸ.
ʝɾ, 図 4.4ʆʎ, 入力画像ʇ出力画像ʍ cx,cy 各成分ʊɩɰʪ画素値ʍ対応を表ɶ
ʅいʪ. ɲʫʎ, CNN ʊʧʪ染色変換ɫ, 画素値ʊʧʪ変換ʆʎʉɮ, 周辺ʍ形状や
˘ˁˋ˓˵を考慮ɶɾうえʆʍ変換を行ʂʅいʪɲʇを示ɶʅいʪ.
4.4.2 MT染色かʨ HE染色へʍ変換
本手法ʆ, HE染色ɪʨ MT染色ʗʍ変換手法ʇ同様ʊ, MT染色ɪʨ HE染色ʗ
ʍ染色変換を行ʂɾ. MT染色ɪʨ HE染色ʗʍ変換ʎ, HE染色ɪʨMT染色ʗʍ
変換ʊ比ʘ実用上ʆʍ有用性ʎ低ɮ, 色素ʍ情報ʡ減少ɸʪɾʠ変換ʍ難易度ʡ下ɫ
ʪɫ, 本手法ʍ頑健性を調ʘʪɾʠ, ɲʍ実験を行ʂɾ. CNNʍ学習方法ʎ HE染色
ɪʨ MT 染色ʗʍ変換ʇ同様ʆ, 58 組ʍ MT 染色-HE 染色ʍ画像対を学習用, 6 組
を˘ˋ˚用ʇɶɾ. 100,000 iteration学習ɴɺɾ CNNを用いɾ変換結果を図 4.5ʊ
示ɸ.
ʝɾ, MT染色ɪʨ変換ɶʅ作成ɶɾ HE染色画像を入力ʇɶʅ, 再びMT染色画
像を生成ɶ, 変換ʍ頑健性を検証ɶɾ. 変換結果を図 4.6ʊ示ɸ.
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入力 Ii (HE) 出力 Io (HE→MT) 出力 Io (HE → MT:
濃度 ki,c 倍)
隣 接 ˋ ˻ ʶ ˋ Ic
(MT)
入力 1
入力 2
入力 3
図 4.1 色変換方法ʍ出力結果ʍ比較. 色変換 CNNʎ 200,000 iteration時ʍʡʍ
を用いʅいʪ.
4.4.3 学習˙ータʍ採取方法ɳʇʍ出力結果
ɲɲʆʎ, 第 3章ʆ示ɶɾ学習˙ーˑ採取方法ɳʇʍ出力結果ʊʃいʅ記ɸ. 実験
ʇɶʅ, HE染色ɪʨMT染色ʗʍ変換を行い, 出力画像ʊʃいʅ評価を行う. ˙ーˑ
ˍッ˚ʊ用いʪ画像 58枚ɩʧび˘ˋ˚画像 6枚ʍ組ʞ合わɺʎ全ʅ同ɷʡʍを用い,
学習用˙ーˑʍ画像対ʍ採取方法ʍʞを変えʅ学習を行い, 同ɷ反復回数ʍ CNNを
用いʅ HE染色ɪʨMT染色ʗʍ変換を行う. 学習用˙ーˑʍ採取方法ʎ以下ʍ 3通
ʩʊʃいʅ比較を行う.
(1) 2 画像共ʊ濃度画像を用いʅ, 平均二乗誤差ɫ最小ʇʉʪ位置ʆ˙ーˑˍッ˚
を作成
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入力 Ii(HE) Ə出力 Io(HE→MT) Ə隣接ˋ˻ʶˋ Ic(MT)
入力 1
入力 2
入力 3
図 4.2 画像全体ʍ色変換ʍ出力結果ʍ比較. 色変換 CNNʎ 200,000 iteration時
ʍʡʍを用いʅいʪ.
(2) 2画像共ʊ濃度画像を用いʅ, 閾値以上ʍ画素値ʊʃいʅ, 平均二乗誤差ɫ最小
ʇʉʪ位置ʆ˙ーˑˍッ˚を作成
実験ʊʎ, 解像度 600× 600ʍ HE染色 8枚ʊʃいʅʍ検証結果を示ɸ. ɲʍ 8枚
ʍ画像を画像ʍ見ɾ目ʍ特徴ɳʇʊ以下ʍ 3種類ʍ分類をɶɾ上ʆ結果を示ɸ.
(i) 膠原繊維ɫ比較的少ʉい部分
(ii) 膠原繊維ɫ比較的多い部分
(iii) 組織構造ʍ細ɪい部分
(i)ʍ結果を図 4.8ʊ, (ii)ʍ結果を 4.7, (iii)ʍ結果を 4.9ʊ示ɸ.
3通ʩʍ位置あわɺ手法ʍ学習結果ʊʃいʅ HE染色ɪʨMT染色ʍ変換を行ʂɾ
ɫ, 概ʌ, 手法ɳʇʊ変換ʍ得意, 不得意ʉ特徴ɫ分ɪʫʪ結果ʇʉʂɾ. 今回ʎ HE
染色ʇMT染色ʍʞʍ組ʞ合わɺʆ実験を行ʂɾɫ, MT染色以外ʍ様々ʉ染色方法
ʍ変換ʍ際ʊʎ, 染色ʍ特徴ʊ応ɷɾ学習˙ーˑʍ採取方法を用いʪɲʇʆƐ変換精
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Input (H&E)
Neighboring slice (M&T)
Output (H&E→M&T)
cy
cx Distance (number of slices)
MSE
図 4.3 左:図 4.1ʍ例 1ʍ 3画像についʅ, 色相彩度を表ɸ cx, cy2成分上ʆʍ分
布を示ɶたʡʍ. 右:変換にʧʩ生成ɶたMT 染色ʇ実ス˻イスʍMT 染色画像
についʅʍ cx, cy2成分ʍ平均二乗誤差 (MSE).赤い点ʎ, 隣接ス˻イスʇ出力画
像ʍMT染色ʇʍ間ʍ平均二乗誤差, 緑ʍ点ʎ, 基準ʍMT染色ス˻イスʇ他ʍ
MT 染色ɴʫた実ス˻イスʇʍ間ʍMSE, 位置合わせ誤差ʍ影響を見ʪたʠに,
変換にʧʩ生成ɶたMT 染色ʇ実ス˻イスʍMT 染色画像を左に 100pixel 平
行移動ɶた画像ʇʍ誤差ʆあʪ紫ʍ点ʡ示ɶʅいʪ.�௫成分の変化 �௬成分の変化
図 4.4 入力画像ʇ出力画像ʍ cx,cy 各成分ʊɩɰʪ画素値ʍ対応. CNN ʊʧʪ
染色変換ɫ周辺ʍ形状や˘ˁˋ˓˵を考慮ɶɾうえʆʍ変換を行ʂʅいʪɲʇを
示ɸ.
度ɫ向上ɸʪʍʆʎʉいɪʇ考えʨʫʪ.
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入力 Ii (MT) 出力 Io (HE → MT:濃度
1/ki,c 倍)
隣接ˋ˻ʶˋ Ic (HE)
入力 1
入力 2
入力 3
図 4.5 MT 染色ɪʨ HE 染色ʗʍ出力結果ʍ比較. 色変換 CNN ʎ 100,000
iteration時ʍʡʍを用いʅいʪ.
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入力 Ii (MT) 出力 Io (HE → MT:濃度
1/ki,c 倍)
隣接ˋ˻ʶˋ Ic (HE)
入力 1
入力 2
入力 3
図 4.6 MT 染色ɪʨ HE 染色ʗʍ出力結果ʍ比較. 色変換 CNN ʎ 100,000
iteration時ʍʡʍを用いʅいʪ.
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画像 1 画像 2 画像 3
入力画像
同一座標
(1) 通常画像
位置合わɺ
(2) 閾値画像
位置合わɺ
隣接ˋ˻ʶˋ
図 4.7 各学習˙ーˑ採取方法ʊʧʩ学習ɶɾ CNN を用いɾ画像変換ʍうʀ, 膠
原繊維ɫ比較的少ʉい部分
32
画像 4 画像 5 画像 6
入力画像
同一座標
(1) 通常画像
位置合わɺ
(2) 閾値画像
位置合わɺ
隣接ˋ˻ʶˋ
図 4.8 各学習˙ーˑ採取方法ʊʧʩ学習ɶɾ CNN を用いɾ画像変換ʍうʀ, 膠
原繊維ɫ比較的多い部分
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画像 2 画像 7 画像 8
入力画像
同一座標
(1) 通常画像
位置合わɺ
(2) 閾値画像
位置合わɺ
隣接ˋ˻ʶˋ
図 4.9 各学習˙ーˑ採取方法ʊʧʩ学習ɶɾ CNN を用いɾ画像変換ʍうʀ, 組
織構造ʍ細ɪい部分
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表 4.1 各位置あわɺ手法ʆ学習ɶɾ CNNを用いʅ変換ɶɾ画像ʇ隣接ˋ˻ʶˋ
画像ʇʍ平均二乗誤差
位置あわɺ無ɶ 位置あわɺ (1) 位置あわɺ (2)
画像 1 0.007331 0.006880 0.006662
画像 2 0.008199 0.008132 0.007611
画像 3 0.004956 0.004870 0.004842
画像 4 0.005090 0.005101 0.005283
画像 5 0.008375 0.008362 0.008367
画像 6 0.005893 0.005486 0.005767
画像 7 0.007505 0.007401 0.007278
画像 8 0.001279 0.001338 0.001270
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第 5章
終わʩに
本研究ʆʎ, 染色ɫ施ɴʫɾ検体ʍˋ˻ʶˋʍ顕微鏡画像 1 枚ɪʨ, 同ɷˋ˻ʶˋ
ʊ対ɶʅ別ʍ染色を施ɶɾ場合ʍ顕微鏡画像を出力ɸʪˉˋ˘˲を作成ɶɾ. ˙ーˑ
ˍッ˚ɪʨ学習ʊ用いʪ˙ーˑˍッ˚を選別ɶɾ上ʆ, 顕微鏡画像処理ʊ適ɶɾ色空
間ʊ変換ɶɾ上ʆ, 画像を入力ʇɶ画像を出力ɸʪ CNN˴˙˽を用いʅ学習を行ʂ
ɾ. ɲʍ CNN˴˙˽を用いʅ, RGB画像ʍ˦ˁˍ˽値ʍ情報ʍʞʆ別ʍ染色結果ʍ
画像を出力ɸʪɲʇɫʆɬɾ. Ə本研究ʆʎ, 従来 3 枚ʍˋ˻ʶˋを要ɶɾ染色変換
CNNʍ学習を, 2枚ʍˋ˻ʶˋ間ʆ学習ʆɬʪʧうʊ改善ɶ, HE染色ɪʨMT染色,
MT染色ɪʨ HE染色ʗʍ変換を遂行ɶɾ.Ə今回ʎɲʍ 2種類ʍ変換ʍʞʍ遂行ʇ
ʉʂɾɫ, ɼʍ他ʍ染色方法ʗʍ変換ʊʎ, ʧʩ厳密ʉ˙ーˑˍッ˚ʍ選別方法を検討
ɸʪ必要ɫあʪʇ考えʨʫʪ.
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付録 A
Deep Learning
A.1 Neural Networkʍ基礎理論
Deap Learning ʇʎ, 生物ʍ˝˷ー˿ンʇˉ˜˩ˋを働ɬを模擬ɶʅ, 多ɮʍ層ʆ
構成ɴʫɾ˴˙˽ʆ Deap Learning あʪ多層˝˷ー˻˽˟ッ˚ワーˁを用いɾ学習
ʍ総称ʆあʪ [13]. 多層˝˷ー˻˽˟ッ˚ワーˁ (以下多層 NN)ʍ構造ʎ, 図 A.1ʍ
ʧうʊ入力層ɪʨ出力層ʍ間ʊ多入力-1出力ʍ˸˝ッ˚を複数並列ʊ配置ɶɾ層ɫ複
数ʃʉɭあわɴʂʅ構成ɴʫʅいʪ. ɲʫʨʍ層を中間層ʇ呼ぶ.
例ʇɶʅ図 A.2ʍʧうʉ NNを考えʪ, 第 l− 1層ʍ˸˝ッ˚ iɪʨ第 l層ʍ˸˝ッ
˚ j ʗʍ入力を xi, 重ʞを w(l)ji ʇɸʪ. 第 l 層ʍ˸˝ッ˚ j ʗʍ入力を u(l)j , 第 l 層
ʍ˸˝ッ˚ j ɪʨ第 l + 1層ʗʍ出力 yj ʎ以下ʍʧうʊʉʪ.
u
(l)
j =
∑
i
w
(l)
ji x
(l)
i + b
(l)
j
y
(l)
j = σ(u
(l)
j )
(A.1)
ɲɲʆ bj ʎˢʶʴˋ, σ(u(l)j ) ʎ活性化関数ʆあʪ. ʃʝʩ, 第 l − 1 層ʍ出力ʇ第 l
層ʍ関係ʎ.
y
(l)
j = σ
(∑
i
w
(l)
ji y
(l−1)
i + b
(l)
j
)
(A.2)
ʇʉʪ. 活性化関数ʊʎ, 主ʊ以下ʍ関数ɫ使わʫʪ.
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図 A.1 全ʅʍ隣接˸˝ッ˚ɫ結合ɶʅいʪ多層˝˷ー˻˽˟ッ˚ワーˁʍ例, 灰
色ʍˠー˛ʎˢʶʴˋ項を表ɸ.
図 A.2 今回考えʪ NNʍ例, 左図ʍ赤い˸˝ッ˚ʍ入出力を右図ʊ示ɶʅいʪ.
σ(x) = tanh(x) (A.3)
σ(x) = max(0, x) (A.4)
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A.1.1 勾配降下法
勾配降下法ʎ, ˙ーˑˍッ˚内ʍ全ʅʍˇン˩˽を用いʪˣ˻˳ˑʍ最適化手法ʆ
あʪ. 多層 NNʍ学習時ʊɩɰʪ重ʞや活性化関数中ʍˣ˻˳ˑを表ɸˣ˻˳ˑを θ
ʇɸʪ. ʝɾ, ˣ˻˳ˑ θ ʊɩɰʪ教師˙ーˑʇʍ誤差を表ɸ関数を損失関数ʇ呼ぶ.
ɲʍ損失関数を最小化ɸʪˣ˻˳ˑ θ∗ を求ʠʪɲʇɫ学習ʍ目的ʆあʪ. ɲʍ θ∗ を
求ʠʪ最適化手法ʇɶʅ勾配降下法を用いʪ. ˑʶ˲ˋ˘ッ˩ tʊɩɰʪ NNʍˣ˻
˳ˑを θ(t), 損失関数を L(θ)ʇɶʅ, 以下ʍ式ʆ表ɴʫʪ.
θ(t+1) ← θ(t) − τ ∂L(θ)
∂θ
∣∣∣∣
θ=θ(t)
(A.5)
τ ʎ学習率を表ɶ, 最適化ʍ際ʊ適宜調整ɴʫʪ.
A.1.2 ミニˢッチ勾配降下法
勾配降下法ʆʎ, ˙ーˑˍッ˚内ʍ全ʅʍˇン˩˽を用いʪˣ˻˳ˑʍ最適化手法
ʆあʪʍʊ対ɶ, ˱˝ˢッ˓勾配降下法ʆʎ, ˙ーˑˍッ˚内ʍˇン˩˽ʍ一部を用
いʅˣ˻˳ˑʍ最適化を行う. ɲɲʆ˙ーˑˍッ˚ʍˇン˩˽ʍ一部をʇʩɿɶʅ集
合 Dt を作成ɸʪ. ɲʍ Dt を˱˝ˢッ˓ʇ呼ぶ. ɲʍʇɬ, ˱˝ˢッ˓ Dt ʊɩɰʪ
全ˇン˩˽ʍ誤差関数ʎ
Lt(θ) =
1
Nt
∑
n∈Dt
Ln(θ) (A.6)
ʇ計算ɴʫʪ. ɲɲʆ, Nt = |Dt|, Ln(θ)ʎ 1ʃʍˇン˩˽ nɪʨ求ʠʨʫɾ誤差関
数を表ɸ. ɲʍ誤差関数 Lt(θ)を用いʅ,
θ(t+1) ← θ(t) − τ ∂Lt(θ)
∂θ
∣∣∣∣
θ=θ(t)
(A.7)
を求ʠʪ. ɸʉわʀ, ˱˝ˢッ˓ Dt ɳʇʊˣ˻˳ˑʍ重ʞを更新ɸʪ.
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A.1.3 AdaDelta
AdaDelta[10]ʎ, 勾配を基ʊɶɾˣ˻˳ˑʍ最適化ʴ˽ˆ˼ˌ˲ʍ一種ʆあʪ.Ə
AdaDeltaʍ利点ʎ, 学習率 τ ɼʍʡʍɫ式ʊ含ʝʫʉいɾʠ, τ ʍ初期値ʍ設定や調
整ɫ必要ʍʉいʇɲʬʆあʪ. AdaDeltaʊɩɰʪˣ˻˳ˑʍ更新ʎ以下ʍʧうʊ表
ɴʫʪ.
∆θ(t) = −RMS[∆θ]t−1
RMS[g]t
gt
θ(t+1) ← θ(t) +∆θ(t)
(A.8)
ɲɲʆ,
RMS[∆θ]t =
√
E[∆θ2]t + ǫ
E[∆θ2]t = ρE[∆θ
2]t−1 + (1− ρ)∆θ(t)2
(A.9)
ʆあʪ.Ə gt ʎˑʶ˲ˋ˘ッ˩ tʊɩɰʪ勾配を, E[g2]t ʎˑʶ˲ˋ˘ッ˩ tʝʆʍ
ˋ˘ッ˩ʍ勾配ʍ二乗平均を表ɶ, ρʎ減衰率を表ɸ.
A.1.4 Batch Normalization
Batch Normalization[6] ʎ, NNʍ学習ʊɩいʅ損失関数ʍ収束を高速化ɸʪʴ˽
ˆ˼ˌ˲ʍ一種ʆあʩ, ˱˝ˢッ˓ʍ入力ʍ集合 B = {x1, x2, ..., xm}ʊɩいʅ, ˙ー
ˑʍ平均 µB = 0, 分散 σ2B = 1 ʊʉʪʧうʊ正規化ɴʫɾ値 xˆi を求ʠ, ɼɲɪʨˋ
˃ー˼ン˂ γ やˉ˧˚ β を調整ɶɾ出力 yi を求ʠʪ.
µB ← 1
m
m∑
i=1
xi
σ2
B
← 1
m
m∑
i=1
(µB − xi)2
xˆi ← xi − µB√
σ2
B
+ ǫ
yi ← γxˆi + β
(A.10)
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ˋ˃ー˼ン˂ γ ɩʧびˉ˧˚ β ʍ値ʎ誤差逆伝播法ʆʍ学習ʊʧʩ求ʠʨʫʪ.
A.2 CNN
CNN(Convolutional Neural Network)ʎ, Deep Leaningʊɩɰʪ手法ʍ一種ʆあ
ʩ, 畳ʞ込ʞ層ʇ˩ー˼ン˂層ʊʧʂʅ構成ɴʫɾ˝˷ー˻˽˟ッ˚ワーˁ˴˙˽ʆ
あʪ. 図 A.3ʆʎ, 多ˁ˻ˋ認識問題ʊɩɰʪ CNNʍ構造例を示ɶʅいʪ. 中間層ʎ
, 畳ʞ込ʞʇ˩ー˼ン˂を繰ʩ返ɶɾ後, 全結合層ʇ呼ʏʫʪ層ʆ全ʅʍ˸˝ッ˚ɪʨ
ʍ情報を集約ɶ, Softmaxʆˁ˻ˋ確率を出力ɸʪ仕組ʞʇʉʂʅいʪ. 学習時ʊʎ,
学習˙ーˑを CNNʊ入力ɶ, 教師˙ーˑʇʍ比較を損失関数を用いʅ評価ɶ, 損失関
数ɫ最小ʊʉʪʧうʊ CNN内ʍ各ˣ˻˳ˑを更新ɸʪ. ɲʍ行程ʊʎ勾配降下法ɫ
用いʨʫ, 勾配計算ʍ最適化手法ʇɶʅ誤差逆伝播法ɫ用いʨʫʪ.
図 A.3 多ˁ˻ˋ認識問題ʊɩɰʪ CNNʍ構造例
A.2.1 畳ʞ込ʞ層
畳ʞ込ʞ層ʆʎ, 入力ʊ対ɶʅ複数ʍ˧ʵ˽ˑをɪɰ, ɼʫɽʫʍ˧ʵ˽ˑʊ応ɷɾ
特徴を出力ɸʪ. ˇʶˌɫW ×H, ˓˵ン˟˽数N ʍ入力画像ʊ対ɶ, ˇʶˌK×K
ʍ˧ʵ˽ˑ ω を畳ʞ込ʟɲʇʆ局所的ʉ特徴量をʇʪ, ɴʨʊ以降ʍ層ʆʡ同様ʍ処
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理を繰ʩ返ɸɲʇʊʧʩ, 全体的ʉ特徴をʇʪɲʇɫʆɬʪ. 入力 xʊ対ɶ局所特徴
量 uij を出力ɸʪ処理ʎ以下ʍ式ʆ表ɴʫʪ.
uij =
N∑
k=1


∑
(p,q)∈Pij
xpqkω(p−i)(q−j)k

+ bk (A.11)
ɲɲʆ, bk ʎˢʶʴˋ項, Pij ʎ座標 (i, j)を頂点ʇɶɾˇʶˌ K ×K ʍ正方領域ʆ
あʩ,
Pij = {(is+ i′, js+ j′)|i′ ∈ {0, 1, ...,K − 1}, j′ ∈ {0, 1, ...,K − 1}} (A.12)
ʆあʪ. sʎˋ˚˻ʶ˛ʇ呼び, 正方領域を取ʩ出ɸ間隔を表ɸ. 間隔 sɳʇʊ正方領
域 P ∗ij をʇʪɲʇʆ出力層ʍ˸˝ッ˚数を入力層ʍ (1/s)2 ʊ抑え, ˟ッ˚ワーˁʍˇ
ʶˌを抑えʅいʪ. ɲʍ処理を入力全体ʊわɾʂʅ行うɲʇʆ, 畳ʞ込ʞʍ処理ʇʉ
ʪ. 全体的ʉ処理ʎ図 A.4ʍʧうʊʉʩ, 畳ʞ込ʞを複数ʍ˧ʵ˽ˑを用いʅ行うɲ
ʇʊʧʩ, 多ɮʍ特徴を記述ɸʪʧうʊɶʅいʪ.
A.2.2 プー˼ング層
˩ー˼ン˂層ʆʎ, 入力中ʍ情報ʍ一部を取ʩ出ɸ作業を行う. 複数ʊわɾʪ˸
˝ッ˚ʍ情報を後述ʍ方法ʊʧʩ集約ɶʅ出力をɸʪ役割を担い, 入力˙ーˑ内ʍ微
小変化ʊ頑健ʉ˟ッ˚ワーˁʍ構成を実現ɶʅいʪ.
座標 (i, j)を頂点ʇɶɾˇʶˌK ×K ʍ正方領域を Pij ʇɸʪ. ˩ー˼ン˂層ʆʎ
入力 x ʊ対ɶ, 正方領域 Pij ʊ含ʝʫʪ情報を集約ɶɾ yijk を出力ɸʪ処理を行う.
主ʉ˩ー˼ン˂ʍ方法ʇɶʅ, 最大˩ー˼ン˂ʇ平均˩ー˼ン˂ɫ挙ɱʨʫʪ. 最大
˩ー˼ン˂ʍ処理ʎ以下ʍʧうʊ表ɴʫʪ.
yijk = max
(p,q)∈Pij
xpqk (A.13)
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図 A.4 畳ʞ込ʞ層ʊɩɰʪ処理, ɲʍ場合ʆʎ N ˓˵ン˟˽ʍ入力ʊ対ɶ, K 種
ʍ˧ʵ˽ˑを畳ʞ込ʟɲʇʆ, 出力ʎK ˓˵ン˟˽ʇʉʪ.
ʝɾ, 平均˩ー˼ン˂ʍ処理ʎ以下ʍʧうʊ表ɴʫʪ.
yijk =
1
|Pij |
∑
(p,q)∈Pij
xpqk (A.14)
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