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A WEAK SECOND TERM IDENTITY OF THE REGULARIZED
SIEGEL-WEIL FORMULA FOR UNITARY GROUPS
WEI XIONG
Abstract. Following W.T.Gan and S.Takeda, we obtain a weak second term identity of the
regularized Siegel-Weil formula for the unitary dual pair (U(n, n), U(V )), where V is a split
hermitian space of dimension 2r with r + 1 ≤ n ≤ 2r − 1. As an application, we obtain a
Rallis inner product formula for theta lifts from U(W ) to U(V ) for a skew-hermitian space
W of dimension n.
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1. Introduction
Let F be a totally real number field with adele ring A, and let E be a totally imaginary
quadratic field extension of F . Let G = U(n, n) be the quasi-split unitary group in 2n variables
and let H = U(V ) be the unitary group of a split hermitian space V of dimension 2r over E.
Then G and H form a unitary dual pair. Fix a non-trivial additive character ψ : A/F → C×,
then G(A) ×H(A) acts on the Schwartz space S(V n(A)) via the Weil representation ω = ωψ.
Let S(V n(A)) be the subspace of S(V n(A)) consisting of Schwartz functions on V n(A) which
correspond to polynomials in the Fock model at every archimedean place of F .
Let P be the Siegel parabolic subgroup of G and let KG be the standard maximal compact
subgroup of G(A). For ϕ ∈ S(V n(A)), define the Siegel Eisenstein series on G(A) by
E(n,n)(g, s; Φϕ) =
∑
γ∈P (F )\G(F )
Φϕ(γg, s)
for g ∈ G(A), where Φϕ ∈ Ind
G(A)
P (A)| · |
s is the standard section associated to ϕ.
On the other hand, for ϕ ∈ S(V n(A)), define the theta integral on G(A) by
I(g, ϕ) =
∫
H(F )\H(A)
θ(g, h;ϕ)dh,
where
θ(g, h;ϕ) =
∑
x∈V n(F )
ω(g, h)ϕ(x).
Weil [W] showed that the theta integral converges absolutely for all ϕ if and only if n < r.
Moreover, if n < r, then the Siegel Eisenstein series E(n,n)(g, s; Φϕ) is holomorphic at s =
ρn,r = (2r − n)/2, and Weil [W] proved the following so-called Siegel-Weil formula which
identifies the value at s = ρn,r of the Siegel Eisenstein series with the theta integral:
E(n,n)(g, ρn,r; Φϕ) = I(g, ϕ).
On the other hand, if n ≥ r, then the theta integral may not converge. Following the ideas
of Kudla-Rallis [KR2] and Ichino [Ich], we will define a regularized theta integral E(n,r)(g, s;ϕ)
whose behavior at s = r/2 recovers the theta integral for good ϕ.
Suppose that n ≥ 2r. Then the regularized theta integral has a simple pole at s = ρr = r/2,
while the Siegel Eisenstein series is holomorphic at s = ρn,r = (2r − n)/2. Ichino [Ich] and
Yamana [Yam] proved the following regularized Siegel-Weil formula:
E(n,n)(g, ρn,r; Φϕ) = 2 Ress=ρrE
(n,r)(g, s;ϕ).
3Now suppose that r + 1 ≤ n ≤ 2r − 1 and fix ϕ ∈ S(V n(A)). Then the regularized theta
integral E(n,r)(g, s;ϕ) has a double pole at s = ρr = r/2, and we write its Laurent expansion
at s = ρr as
E(n,r)(g, s;ϕ) =
B
(n,r)
−2 (ϕ)(g)
(s− ρr)2
+
B
(n,r)
−1 (ϕ)(g)
s− ρr
+B
(n,r)
0 (ϕ)(g) +O(s− ρr).
On the other hand, the Siegel Eisenstein series E(n,n)(g, s; Φϕ) has a simple pole at s =
ρn,r = (2r − n)/2, and we write its Laurent expansion there as
E(n,n)(g, s; Φϕ) =
A
(n,r)
−1 (ϕ)(g)
s− ρn,r
+A
(n,r)
0 (ϕ)(g) +O(s − ρn,r).
Note that each B
(n,r)
d and each A
(n,r)
d defines a map from S(V
n(A)) to the space of automorphic
forms on G respectively. The regularized Siegel-Weil formula predicts that there is a first term
identity which relates B
(n,r)
−2 (ϕ) with A
(n,r)
−1 (ϕ), and more importantly, there is a second term
identity which relates A
(n,r)
0 (ϕ) with B
(n,r)
−1 (ϕ). In this paper, we prove such identities for some
good Schwartz functions. The results are as follows.
We first obtain a weak first term identity. See Section 2.5 for the definition of the spherical
Schwartz function.
Weak first term identity (see Propsition 5.3): Suppose r+1 ≤ n ≤ 2r−1. If ϕ ∈ S(V n(A))
is in the G(A)-span of the spherical Schwartz function, then
A
(n,r)
−1 (ϕ) = bn,rB
(n,r)
−2 (ϕ)
for some non-zero constant bn,r.
We also obtain a weak second term identity. See Section 2.6 for the definition of Ikeda map.
Weak second term identity (see Theorem 5.4): Suppose r + 1 ≤ n ≤ 2r − 1. If ϕ ∈
S(V n(A)) is in the G(A)-span of the spherical Schwartz function, then
B
(n,r)
−1 (ϕ) + |DE |
n(n−2r)
2
2r−n−1∏
i=0
(
ξE(−i)
ξF (2r − 2i− 1, η)ξF (2r − 2i)
)
B
(n,n−r)
0 (Ik(ϕ))
≡ A
(n,r)
0 (ϕ) mod Im(A
(n,r)
−1 ),
where Ik(ϕ) ∈ S(V nc (A)) is the image of ϕ under the Ikeda map, Vc is the split hermitian space
of dimension 2(n− r), and Im(A
(n,r)
−1 ) is the image of the A
(n,r)
−1 map.
As an application of the weak second term identity of the regularized Siegel-Weil formula,
we obtain a Rallis inner product formula for theta lifts from unitary groups.
Consider the theta lifting from U(W ) to U(V ), whereW is a skew-hermitian space of dimen-
sion n. Suppose the Weil representation of U(W )(A) × U(V )(A) acts on the space S(X(A)),
where X is a vector space of dimension nr over E. Let π be a cuspidal automorphic represen-
tation of U(W )(A). For f ∈ π and φ ∈ S(X(A)), the theta lift θ2r(f, φ) of f to U(V )(A) (with
4respect to φ) is the function on U(V )(A) given by
θ2r(f, φ)(h) =
∫
U(W )(F )\U(W )(A)

 ∑
x∈X(F )
ω(g, h)φ(x)

 f(g)dg
for h ∈ U(V )(A). The global theta lift of π to U(V ), denoted by Θ2r(π), is the space of all the
functions θ2r(f, φ) for all f ∈ π and φ ∈ S(X(A)).
We obtain the following inner product formula for r+1 ≤ n ≤ 2r−1. See Section 6 for more
notation.
Inner product formula (see Theorem 6.7): Suppose r + 1 ≤ n ≤ 2r − 1. Let π be a
cuspidal automorphic representation of U(W )(A) with Θ2(r−1)(π) = 0. Let ϕ ∈ S(V
n(A)) be
such that Φϕ is factorizable as ⊗
′Φv. Write ϕ =
∑
i σ(φ1,i ⊗ φ2,i), where each φ1,i or φ2,i is in
S(X(A)). Then for f1, f2 ∈ π, we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
1
dSn(ρn,r)
Vals=ρn,r
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
,
where Vals=s0 means the constant term of the Laurent expansion at s = s0, and S can be
chosen to be any finite set of places of F such that if v /∈ S, then v is finite and everything is
unramified at v.
These results are analogs of the results of Gan-Takeda [GT] for the orthogonal-symplectic
dual pair. As early as in 1989, Kudla [K2] found a spherical second term identity for the
symplectic-orthogonal dual pair, but the proof has never appeared. Subsequently, the sec-
ond term identities of the regularized Siegel-Weil formula have been established for some
small groups. For example, Kudla-Rallis-Soudry [KRS] obtained a second term identity for
the symplectic-orthogonal dual pair (Sp(4), O(4)), and V.Tan [Tan1] obtained a second term
identity for the unitary dual pair (U(2, 2), U(3)). In 2009, Gan and Takeda [GT] proved a
weak second term identity for the orthogonal-symplectic dual pair. Motivated by studying
theta lifting from U(1) to U(1, 1), we proved a second term identity for the unitary dual pair
(U(1, 1), U(1, 1)) in December 2011 (see [X1]). Then we started to study the second term iden-
tity for a general unitary dual pair, and we succeeded in proving a weak second term identity
for split unitary groups by following the method of Gan-Takeda [GT]. After we posted the first
version of this paper on arXiv in May 2012, W.T.Gan and S.Takeda informed us that, together
with Y.Qiu, they have established the second term identity for all classical groups! 1 Thus
our results are just special cases of their results. Nevertheless, we hope that our results, being
independent, may serve as a check on their general results.
The contents of this paper are as follows. In Section 2, we give some notation and preliminar-
ies. In Section 3, we define the regularized theta integral and review the regularized Siegel-Weil
formula in the case n ≥ 2r. In Section 4, we prove the second term identity of the regularized
Siegl-Weil formula for the spherical Schwartz function in the case r+1 ≤ n ≤ 2r−1. In Section
1Their results have appeared as [GQT].
55, we prove the weak second term identity. In Section 6, we prove the inner product formulae.
The last section, Section 7, is an appendix in which we prove Proposition 4.1.
Before concluding this Introduction, we emphasize that this paper is greatly indebted to the
works of Gan-Takeda [GT], Kudla-Rallis [KR2], and Ichino [Ich]. Precisely, we follow Gan-
Takeda’s inductive method to establish the weak second term identity, and we follow Kudla-
Rallis and Ichino to define the regularized theta integral.
Acknowledgements. I would like to thank Professor Ye Tian, Professor Song Wang, and
Professor Linsheng Yin for their kind advice and constant encouragement. And I would like
to thank Professor Wee Teck Gan for encouragement and suggestions after the first version
of this paper appeared. In addition, I would like to thank an anonymous referee of Math.Z.
for a very careful reading of the manuscript and many comments leading to a much improved
exposition. During the preparation of the final version of this paper, I was supported by The
Young Teachers Program of Hunan University.
2. Notation and preliminaries
2.1. Spaces and groups. We assume throughout this paper that F is a totally real number
field and E is a totally imaginary quadratic field extension of F , as in Ichino’s paper [Ich], in
order to use several results in [Ich] directly. Let x 7→ x¯ be the non-trivial automorphism of E
over F .
Let W be the space of row vectors M1,2n(E) with a skew-hermitian form 〈,〉 :W ×W → E
given by
〈w1, w2〉 = w1
(
1n
−1n
)
tw¯2
for w1, w2 ∈ W , where
tw denotes the transpose of the matrix w.
The unitary group U(W) of W is given by
U(W) =
{
g ∈ RE/FGL2n|g
(
1n
−1n
)
tg¯ =
(
1n
−1n
)}
.
Let V = M2r,1(E) be the space of column vectors with a hermitian form (, ) : V × V → E
given by
(v1, v2) =
tv¯1
(
1r
1r
)
v2
for v1, v2 ∈ V . Then the unitary group U(V ) of V is given by
U(V ) =
{
h ∈ RE/FGL2r|
t¯h
(
1r
1r
)
h =
(
1r
1r
)}
.
For simplicity, we often write G = U(W) = U(n, n) and H = U(V ).
Let P = MnNn be the Siegel parabolic subgroup of G = U(n, n), where the Levi factor Mn
is
Mn =
{
m(a) =
(
a
ta¯−1
)
|a ∈ RE/FGLn
}
,
6and the unipotent radical Nn is
Nn =
{
u(b) =
(
1n b
1n
)
|b ∈ Hern
}
,
where Hern = {x ∈ RE/FMn|
tx¯ = x} is the space of n× n hermitian matrices.
For each place v of F , let Fv be the completion of F at v, and let Ev = E ⊗F Fv. Then Ev
is a quadratic field extension of Fv if v is inert, and Ev = Fv ⊕Fv if v is split. For a finite place
v of F , let Ov be the ring of integers of Fv, pv the maximal ideal of Ov, and qv the cardinality
of the residue field of Fv. If Ev is a quadratic field extension of Fv, let OEv be the ring of
integers of Ev, pEv the maximal ideal of OEv , and qEv the cardinality of the residue field of Ev.
If Ev = Fv ⊕ Fv, put OEv = Ov ⊕Ov, pEv = pv ⊕ pv, and qEv = q
2
v.
Let A be the adele ring of F , and AE the adele ring of E. Fix a non-trivial additive character
ψ = ⊗′ψv : A/F → C
×. We choose various measures as follows. For any place v of F , fix the
Haar measure dxv on Fv to be self-dual with respect to ψv. If v is finite, then vol(Ov) = q
−cv/2
v ,
where cv = ord(ψv) is the order of ψv (i.e. the largest integer d such that ψv is trivial on
p−dv ). If Ev is a quadratic field extension of Fv, fix the Haar measure on Ev to be self-dual
with respect to ψEv := ψv ◦ trEv/Fv . If Ev = Fv ⊕ Fv, fix the Haar measure on Ev to be the
product of the fixed measures on Fv. We take the Haar measures on A and on AE to be the
product measure. Then the measure on A is self-dual with respect to ψ, and the measure on
AE is self-dual with respect to ψE := ψ ◦ trE/F .
For a place v of F , let | |v be the standard absolute value on Fv. If v is a finite place and ̟v
is a uniformizer of Fv, then |̟v|v = q
−1
v ; if v is a real place, then | |v is the usual absolute value
on R. Define an absolute value on Ev by ‖x‖Ev = |xx¯|v. Denote the corresponding absolute
value on A by | |, and the absolute value on AE by ‖ ‖.
For each place v of F , let KGv be the standard maximal compact subgroup of Gv := G(Fv)
given by
KGv =

Gv ∩GL2n(OEv ) if v is finite,Gv ∩ U(2n) if v is real,
where U(m) = {g ∈ GLm(C) :
tg¯g = 1m} is the usual unitary group of rank m.
Let KG =
∏
vKGv be the standard maximal compact subgroup of G(A). Then there is
Iwasawa decomposition G(A) = P (A)KG.
For g = pk ∈ G(A) with p = m(a)u(b) ∈ P (A) and k ∈ KG, put
|a(g)| = ‖ deta‖.
For an algebraic group G over F , we often write [G] for the quotient group G(F )\G(A). We
write A(G) for the space of automorphic forms on G (without the KG-finite condition).
2.2. Zeta functions. For a number field k, let
ζk(s) = ΓR(s)
r1ΓC(s)
r2
∏
v∤∞
(1− q−sv )
−1
7be the complete zeta function of k, where qv is the cardinality of the residue field of k at a finite
place v, r1 (resp. r2) is the number of real (resp. complex) places of k,
ΓR(s) = π
−s/2Γ(s/2),
and
ΓC(s) = 2(2π)
−sΓ(s).
Let
ξk(s) = |Dk|
s/2ζk(s)
be the normalized zeta function of k, where Dk is the discriminant of k.
Then there is functional equation
ξk(s) = ξk(1− s).
Note that ξk(s) is holomorphic in s except for s = 0 and s = 1, at which it has simple poles.
By abuse of notation, we write ξk(0) = Ress=0ξk(s) and ξk(1) = Ress=1ξk(s).
A Hecke character χ of k is a (unitary) character χ : A×k /k
× → C1, where Ak is the adele
ring of A and C1 = {z ∈ C : |z| = 1}.
Return to the quadratic extension E/F . Let η = ηE/F : A
×/F× → {±1} be the quadratic
Hecke character of F associated to E/F by class field theory. Let LF (s, η) =
∏
v≤∞ L(s, ηv) be
the complete Hecke L-function of η. Put ξF (s, η) = |DFNF/Q(fη)|
s/2LF (s, η), where fη is the
conductor of η. Then ξE(s) = ξF (s)ξF (s, η).
2.3. Weil representation. We use the trivial Hecke character of E to construct the Weil
representation of U(W) × U(V ), since both W and V are of even dimension (see [HKS, K1]).
Then the Weil representation ω of G(A) × H(A) can be realized in the Schrodinger model
S(V n(A)), or in the mixed model S(Wr(A)). Note that V n =M2r,n(E) and W
r =Mr,2n(E).
These two models of the Weil representaion are related by the partial Fourier transform
S(V n(A))→ S(Wr(A)),
ϕ 7→ ϕˆ,
where
ϕˆ(a, b) =
∫
Mr,n(AE)
ϕ
(
x
a
)
ψ(trE/F tr(b
tx¯))dx
for (a, b) ∈ Mr,2n(AE) with a, b ∈ Mr,n(AE) (see [Ich] p.250), and we take the self-dual Haar
measure on AE with respect to the character ψE := ψ ◦ trE/F .
2.4. Degenerate principal series. For 1 ≤ r ≤ n, let Pr be the parabolic subgroup of
G = U(W) stabilizing the totally isotropic subspace {(0n, a1, . . . , ar, 0n−r|ai ∈ E} of W . Then
Pr has Levi decomposition Pr = NrMr with Levi factor Mr ∼= RE/FGLr × U(n − r, n − r).
For p = umr(a, g) ∈ Pr(A), let |ar(p)| = ‖ det a‖. We have G(A) = Pr(A)KG, where KG is the
standard maximal compact subgroup of G(A).
For s ∈ C, the degenerate principal series In,r(s) = Ind
G(A)
Pr(A)
| · |s consists of smooth functions
f(−, s) : G(A)→ C such that
• f(pg, s) = |ar(p)|
s+ 2n−r2 f(g, s) for p ∈ Pr(A), g ∈ G(A);
8• f(−, s) is right KG-finite.
An element in In,r(s) is called a section. A standard section is one whose restriction to KG
is independent of s. A spherical section is one whose restriction to KG is a constant. A
holomorphic section is one which is holomorphic with respect to s ∈ C, i.e. f(g, s) is holomorphic
in s for every g ∈ G(A).
2.5. Spherical Schwartz function. Following [GT] (see also [GI] p.39), we define the spher-
ical Schwartz function
ϕ0 = ⊗vϕ
0
v ∈ S(V
n(A)) = S(M2r,n(AE))
to be such that the partial Fourier transform ϕˆ0v is
• the characteristic function of Mr,2n(OEv ) if v is finite,
• the Gaussian if v is archimedean, i.e. ϕˆ0v(x) = exp(−2πtr(x
tx¯)) for x ∈Mr,2n(C).
It is easy to see that if v is finite, then ϕ0v is equal to
q
−rn·cEv/2
Ev
× the characteristic function of Mr,n(p
−cEv
Ev
)⊕Mr,n(OEv ),
where cEv is the order of ψEv := ψv ◦ trEv/Fv is v is finite inert, and cEv = cv is the order of ψv
if v is finite split; and if v is archimedean, then ϕ0v is the Gaussian given by
ϕ0v(x) = exp(−2πtr(
tx¯x)), for x ∈M2r,n(C).
Note that ϕ0(0) = D
−rn/2
E/F |DF |
−rn = |DE |
−rn/2.
Following [Yam], let S(V n(A)) be the subspace of S(V n(A)) consisting of Schwartz functions
on V n(A) which correspond to polynomials in the Fock model of the Weil representation at every
archimedean place of F . Then S(V n(A)) = ⊗′S(V nv ), where S(V
n
v ) = S(V
n
v ) is the space of
locally constant functions on V nv if v is non-archimedean, and S(V
n
v ) is the space of polynomials
in the Fock model if v is real.
For convenience, we explain the space S(V nv ) of polynomials in the Fock model if v is real.
See [Ad] for relevant material on the Fock model. Suppose Vv is a hermitian space over C
of signature (p, q). Let {e1, . . . , ep, f1, . . . , fq} be a standard basis of Vv with (ei, ej) = δij ,
(fi, fj) = δij , and (ei, fj) = 0, and write Vv = V+ ⊕ V−, where V+ = span{e1, . . . , ep} and
V− = span{f1, . . . , fq}. Define
(x, x)+ =

(x, x) if x ∈ V+−(x, x) if x ∈ V− ,
and let ϕ0v be the Gaussian given by ϕ
0
v(x) = exp(−πtr((x, x)+)) for x ∈ V
n
v . Then S(V
n
v ) is
the space of functions of the form P (x)ϕ0v(x), where P is a polynomial on V
n
v and ϕ
0
v is the
Gaussian. See [KRS] p.489 for the case of a quadratic space. In our case where Vv is split (so
p = q = r), tr((x, x)+) = 2tr(
tx¯x) for x ∈ V nv , so ϕ
0
v(x) = exp(−2πtr(
tx¯x)) for x ∈ V nv .
Note that G(A) acts on ϕ0 via the Weil representation. Define
S(V n(A))◦= the G(A)-span of ϕ0 in S(V n(A)).
92.6. The complementary space and Ikeda’s map. Assume that n ≥ r as before. Recall
that V is the split hermitian space of dimension 2r over E. The complementary space Vc of V
with respect to W is defined to be the split hermitian space of dimension 2(n− r) over E, i.e.
Vc is the space of column vectors M2n−2r,1(E) with the hermitian form given by the matrix(
1n−r
1n−r
)
.
For H = U(V ), we choose a maximal compact subgroup K =
∏
vKv of H(A) as follows:
Kv =

the stabilizer of (p
−cEv
Ev
)r ⊕ (OEv )
r if v is finite,
Hv ∩ U(2r) if v is infinite.
Then ω(k)ϕ0 = ϕ0 for all k ∈ K.
Now assume that dimVc > dimV , namely n > 2r.
For ϕ ∈ S(V nc (A)) and x ∈ V
n(A), put
Ik(n,r)(ϕ)(x) =
∫
Mn−2r,n(AE)
ϕKc

yx
0

 dy,
where the Haar measure dy on Mn−2r,n(AE) is the product of the self-dual Haar measures on
AE with respect to ψ ◦ trE/F , Kc is a maximal compact subgroup of U(Vc)(A) defined for the
split hermitian space Vc as above, and
ϕKc(v) =
∫
Kc
ϕ(kv)dk
for v ∈ Vc(A), where the Haar measure dk on Kc is such that vol(Kc) = 1.
The map Ik(n,r) is defined by Ichino in [Ich] pp.252-253, and we call it Ikeda’s map following
Gan-Takeda [GT].
It is easy to see that Ikeda’s map
Ik = Ik(n,r) : S(V nc (A))→ S(V
n(A))
is G(A)-intertwining, i.e.,
ω(g)Ik(ϕ) = Ik(ω(g)ϕ), for g ∈ G(A).
If ϕ0c is the spherical Schwartz function in S(V
n
c (A)), then Ik(ϕ
0
c) = ϕ
0 is the spherical
Schwartz function in S(V n(A)).
If dimV > dimVc, i.e. n < 2r, we can also define Ikeda’s map
Ik = Ik(n,n−r) : S(V n(A))→ S(V nc (A)),
which is given by
Ik(ϕ)(x) =
∫
M2r−n,n(AE)
ϕK

yx
0

 dy
10
for ϕ ∈ S(V n(A)) and x ∈ V nc (A), where
ϕK(v) =
∫
K
ϕ(kv)dk
for v ∈ V n(A).
3. The regularized Siegel-Weil formula
3.1. Eisenstein series. Suppose 1 ≤ r ≤ n. For a holomorphic section f ∈ In,r(s), define the
associated Eisenstein series on G(A) by
E(n,r)(g, s; f) =
∑
γ∈Pr(F )\G(F )
f(γg, s), for g ∈ G(A).
It is known that this series converges absolutely for Re(s) ≫ 0 and admits a meromorphic
continuation to the whole s-plane.
We call E(n,r)(g, s; f) a Siegel Eisenstein series if r = n, and a non-Siegel Eisenstein series
otherwise. We write E(n,r)(g, s) for the Eisenstein series corresponding to the spherical section
f0 in In,r(s) with f0(1) = 1, and call it the spherical Eisenstein series.
For a holomorphic section Φ ∈ In,n(s), the Siegel Eisenstein series E(n,n)(g, s; Φ) has a
functional equation
E(n,n)(g, s; Φ) = E(n,n)(g,−s;M(s)Φ),
where
M(s)Φ(g, s) =
∫
Nn(A)
Φ(wnug, s)du
for Re(s)≫ 0 and is given by meromorphic continuation in general, and
wn =
(
0 1n
−1n 0
)
.
The location of the poles of E(n,n)(g, s; Φ) is determined by V.Tan [Tan2].
Proposition 3.1. Let Φ be a standard section in In,n(s). Then E(n,n)(g, s; Φ) is holomorphic
in Re(s) ≥ 0 except for simple poles at
s0 ∈ {
n
2
− j|j ∈ Z, 0 ≤ j <
n
2
}.
Note that the same is true for a holomorphic section since it is a finite linear combination of
standard sections with holomorphic coefficients.
The behavior of E(n,n)(g, s; Φ) at s = ρn,r = (2r− n)/2 is of great interest to us. The Siegel
Eisenstein series E(n,n)(g, s; Φ) has at most a simple pole at s = ρn,r, and we write its Laurent
expansion at ρn,r as
E(n,n)(g, s; Φ) =
A
(n,r)
−1 (Φ)(g)
s− ρn,r
+A
(n,r)
0 (Φ)(g) +O(s− ρn,r).
If ϕ ∈ S(V n(A)), we can define a standard section Φϕ ∈ I
n,n(s) by
Φϕ(g, s) = |a(g)|
s−ρn,rω(g)ϕ(0), for g ∈ G(A).
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The Eisenstein series E(g, s; Φϕ) has at most a simple pole at s = ρn,r, and we write its
Laurent expansion there as
E(n,n)(g, s; Φϕ) =
A
(n,r)
−1 (ϕ)(g)
s− ρn,r
+A
(n,r)
0 (ϕ)(g) +O(s − ρn,r).
Then we have a map
A
(n,r)
d : S(V
n(A))→ A(G).
Note that A
(n,r)
d is G(A)-intertwining if A
(n,r)
d is the leading term of the Laurent expansion.
For the spherical Schwartz function ϕ0, we see that
Φϕ0 |KG = Φϕ0(1) = ϕ
0(0).
Thus Φϕ0 is a spherical section and
E(n,n)(g, s; Φϕ0) = ϕ
0(0)E(n,n)(g, s).
3.2. Regularized theta integral. Now we begin to define the regularized theta integral. We
assume that n ≥ r from now on.
First we define an auxiliary Eisenstein series on H(A). Let PH be the Siegel parabolic
subgroup of H = U(V ) which stabilizes a totally isotropic subspace of V of rank r. Then we
have Levi decomposition PH =MHNH , where MH ∼= RE/FGLr is given by
MH(F ) =
{
m(a) =
(
a
ta¯−1
)
|a ∈ GLr(E)
}
,
and NH is given by
NH(F ) =
{
u(b) =
(
1 b
1
)
|b ∈ SHerr(F )
}
,
where SHerr(F ) := {b ∈ Mr(E)|
t¯b = −b}. Also we have Iwasawa decomposition H(A) =
PH(A)K, where K is the maximal compact subgroup of H(A) defined in Section 2.6.
For h = u(b)m(a)k ∈ H(A), let
|a(h)| = ‖ det a‖,
and let
Ψ(h, s) = |a(h)|s+
r
2 .
Define an Eisenstein series on H(A) by
E(h, s) =
∑
γ∈PH(F )\H(F )
Ψ(γh, s), for h ∈ H(A).
It is known that E(h, s) has a simple pole at s = r/2 with constant residue κ.
We fix Haar measures on various groups as follows. For the group H = U(V ), we take the
Haar measure on H(A) such that vol(H(F )\H(A)) = 1. For the parabolic subgroup PH =
MHNH where MH ∼= RE/FGLr, we take the left Haar measure dlp = d
×a du on PH(A), where
d×a is the Tamagawa measure on GLr(AE), and du is the Haar measure on NH(A) such that
vol(NH(F )\NH(A)) = 1. We define a constant cK such that
dh = cK dlp dk.
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In fact, we will show later that cK = κ, where κ is the constant residue of E(h, s) at s = r/2.
See the remark after Proposition 5.2.
For ϕ ∈ S(V n(A)) and g ∈ G(A), define the integral
I(n,r)(g, s;ϕ) =
1
κ
∫
H(F )\H(A)
θ(g, h;ϕ)E(h, s)dh,
where the measure dh is such that vol(H(F )\H(A)) = 1.
Fix ϕ ∈ S(V n(A)). Choose a good place v for ϕ (see [Ich] p.249), and let z = αn,r−1,1 ∈
H(Gv//KGv) be the element of the spherical Hecke algebra of Gv as defined in [Ich] pp.248-249.
Then θ(g, h;ω(z)ϕ) is rapidly decreasing on H(F )\H(A) for all g ∈ G(A) (see [Ich] Proposition
2.4).
We have
I(n,r)(g, s;ω(z)ϕ)
=
1
κ
∫
PH (F )\H(A)
θ(g, h;ω(z)ϕ)|a(h)|s+
r
2 dh
=
cK
κ
∫
PH(F )\PH (A)
∫
K
θ(g, pk;ω(z)ϕ)dk|a(p)|s+
r
2 dlp
=
∫
PH(F )\PH (A)
θ(g, p; (ω(z)ϕ)K)|a(p)|
s+ r2 dlp (since cK = κ)
=
∫
GLr(E)\GLr(AE)
∫
NH(F )\NH(A)
θ(g, um(a);ω(z)ϕK)du‖ det a‖
s− r2 d×a
=
∫
GLr(E)\GLr(AE)
θNH (g,m(a);ω(z)ϕK)‖ det a‖
s− r2 d×a,
where
ϕK =
∫
K
ω(k)ϕdk
is the K-invariant projection of ϕ, with the measure dk on K taken to be such that vol(K) = 1;
and
θNH (g, h;ϕ) =
∫
NH(F )\NH(A)
θ(g, uh;ϕ)du
is theNH -constant term of θ(g, h;ϕ), with the measure du taken to be such that vol(NH(F )\NH(A)) =
1.
Similar to [KR2] Proposition 5.5.1, we have the following
Proposition 3.2.
θNH (g, h;ω(z)ϕˆ) =
∑
γ∈Pr(F )\G(F )
∑
α∈GLr(E)
ω(γg,m(α)h)ω(z)ϕˆ(w0),
where w0 = (0r×n, 1r, 0r×(n−r)).
Proof. In the mixed model,
ω(u(b))ϕˆ(x) = ψ(
1
2
tr(b〈x, x〉))ϕˆ(x).
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We have
θNH (g, h;ω(z)ϕˆ)
=
∫
NH(F )\NH(A)
θ(g, uh;ω(z)ϕˆ)du
=
∫
NH(F )\NH(A)
∑
x∈Wr(F )
ω(g, uh)ω(z)ϕˆ(x)du
=
∫
SHerr(F )\SHerr(A)
∑
x∈Wr(F )
ψ(
1
2
tr(b〈x, x〉))ω(g, h)ω(z)ϕˆ(x)db
=
∑
x∈Wr(F )
ω(g, h)ω(z)ϕˆ(x)
∫
SHerr(F )\SHerr(A)
ψ(
1
2
tr(b〈x, x〉))db
=
∑
x∈Wr(F ),〈x,x〉=0
ω(g, h)ω(z)ϕˆ(x)
=
∑
x∈Wr(F ),〈x,x〉=0,rank(x)=r
ω(g, h)ω(z)ϕˆ(x)
where we have used the fact that ω(z)ϕˆ(x) vanishes on x with rank(x) < r.
Note that the set {x ∈ Wr(F )|〈x, x〉 = 0, rank(x) = r} is equal to {αw0γ|α ∈ GLr(E), γ ∈
Pr(F )\G(F )}, where w0 = (0r×n, 1r, 0r×(n−r)).
So we have
θNr(g, h;ω(z)ϕˆ)
=
∑
x∈Wr(F ),〈x,x〉=0,rank(x)=r
ω(g, h)ω(z)ϕˆ(x)
=
∑
γ∈Pr(F )\G(F )
∑
α∈GLr(E)
ω(g, h)ω(z)ϕˆ(tα¯w0γ)
=
∑
γ∈Pr(F )\G(F )
∑
α∈GLr(E)
ω(γg,m(α)h)ω(z)ϕˆ(w0).

From the above proposition, we see that
I(n,r)(g, s;ω(z)ϕ)
=
∫
GLr(E)\GLr(AE)
∑
γ∈Pr(F )\G(F )
∑
α∈GLr(E)
ω(γg,m(α)m(a))ω(z)ϕK(w0)‖ det a‖
s− r2 d×a
=
∫
GLr(E)\GLr(AE)
∑
γ∈Pr(F )\G(F )
∑
α∈GLr(E)
ω(γg,m(α)m(a))ω(z)ϕˆK(w0)‖ det a‖
s− r2 d×a
=
∑
γ∈Pr(F )\G(F )
∫
GLr(AE)
ω(γg,m(a))ω(z)ϕˆK(w0)‖ det a‖
s− r2 d×a
=
∑
γ∈Pr(F )\G(F )
∫
GLr(AE)
ω(γg)ω(z)ϕˆK(
ta¯w0)‖ det a‖
s+n− r2 d×a.
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Now for Re(s)≫ 0, let
f (n,r)(g, s;ϕ) =
∫
GLr(AE)
ω(g)ϕˆ(ta¯w0)‖ det a‖
s+n− r2 d×a,
where d×a is the Tamagawa measure on GLr(AE).
Then f (n,r)(g, s;ϕ) is a non-holomorphic section in In,r(s), and
I(n,r)(g, s;ω(z)ϕ) =
∑
γ∈Pr(F )\G(F )
f (n,r)(γg, s;ω(z)ϕK).
Lemma 3.3. For Re(s)≫ 0,
f (n,r)(g, s;ω(z)ϕ) = Pz(s)f
(n,r)(g, s;ϕ),
where
Pz(s) =
r∏
j=1
(Cs− r+12 +j
− Cn−r+ 12 ),
and Cs = q
s
v + q
−s
v , where v is the chosen good place for ϕ.
Proof. Similar to [KR2] Lemma 5.5.3. See also [Ich] p.249. 
For our fixed ϕ ∈ S(V n(A)), define the regularized theta integral
E(n,r)(g, s;ϕ) =
1
Pz(s)
I(n,r)(g, s;ω(z)ϕ).
Then
E(n,r)(g, s;ϕ) =
1
κ · Pz(s)
∫
H(F )\H(A)
θ(g, h;ω(z)ϕ)E(h, s)dh
=
∑
γ∈Pr(F )\G(F )
f (n,r)(γg, s;ϕK)
is an Eisenstein series associated to a non-holomorphic section in In,r(s).
Let z′ ∈ H(Hv//Kv) be the element in the spherical Hecke algebra of Hv corresponding to z
under Satake isomorphism. Then z′ acts on the space A(H) of automorphic forms on H , and
it is self-adjoint for the Petersson inner product on A(H), i.e.
〈z′ ∗ f1, f2〉Pet = 〈f1, z
′ ∗ f2〉Pet
for f1, f2 ∈ A(H), where
〈f1, f2〉Pet =
∫
H(F )\H(A)
f1(h)f2(h)dh.
Moreover, we have
z′ ∗ E(h, s) = Pz(s)E(h, s).
The Eisenstein series E(h, s) has a simple pole at s = ρr = r/2. Taking note of the definition
of Pz(s), we see that the regularized theta integral E
(n,r)(g, s;ϕ) has a double pole at s = ρr if
r ≤ n ≤ 2r − 1, and it has a simple pole at s = ρr if n ≥ 2r.
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We write the Laurent expansion of E(n,r)(g, s;ϕ) at s = ρr = r/2 as
E(n,r)(g, s;ϕ) =
∞∑
d≥−2
B
(n,r)
d (ϕ)(g)(s− ρr)
d.
Note that each B
(n,r)
d defines a map from S(V
n(A)) to A(G), which is G(A)-intertwining. This
assertion can be checked as follows. We have
E(n,r)(g, s;ϕ) =
1
Pz(s)
I(n,r)(g, s;ω(z)ϕ)
=
1
κ · Pz(s)
∫
[H]
θ(g, h;ω(z)ϕ)E(h, s)dh
=
∫
[H]
θ(g, h;ω(z)ϕ) ·
E(h, s)
κ · Pz(s)
dh.
Write the Laurent expansion of E(h,s)κ·Pz(s) at s = ρr as
E(h, s)
κ · Pz(s)
=
∞∑
d=−2
Cd(h)(s− ρr)
d.
Then
B
(n,r)
d (ϕ)(g) =
∫
[H]
θ(g, h;ω(z)ϕ)Cd(h)dh.
The assertion then follows from
θ(gg′, h;ω(z)ϕ) = θ(g, h;ω(z)ω(g′)ϕ)
for all g, g′ ∈ G(A).
Lemma 3.4. For the spherical Schwartz function ϕ0, we have
E(n,r)(g, s;ϕ0) = |DE |
−r(s+n− r2 )/2
r∏
i=1
ξE(s+ n−
r
2 − i+ 1)
ξE(i)
E(n,r)(g, s),
where E(n,r)(g, s) is the spherical Eisenstein series.
Proof. Note that
E(n,r)(g, s;ϕ0) =
∑
γ∈Pr(F )\G(F )
f (n,r)(γg, s;ϕ0K).
But ϕ0K = ϕ
0, so f (n,r)(−, s;ϕ0K) = f
(n,r)(−, s;ϕ0) is a spherical section in In,r(s) for Re(s)≫
0. By the definition of ϕ0, we see from [GI] Lemma 7.3 that
f (n,r)(1, s;ϕ0) = |DE |
−r(s+n− r2 )/2
r∏
i=1
ξE(s+ n−
r
2 − i+ 1)
ξE(i)
.
The desired result then follows. 
Remark. Actually, we should have
E(n,r)(g, s;ϕ0) =
cK
κ
|DE |
−r(s+n− r2 )/2
r∏
i=1
ξE(s+ n−
r
2 − i+ 1)
ξE(i)
E(n,r)(g, s).
But as we shall show later that cK = κ (see the remark after Proposition 5.2), we omit cK/κ
in the above identity.
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3.3. The regularized Siegel-Weil formula (first term identity). In this section, we state
the first term identity of the regularized Siegel-Weil formula in the range n ≥ 2r. See [Ich]
Theorems 4.1 and 4.2, and [Yam] Theorem 2.2.
Theorem 3.5. Suppose ϕ ∈ S(V n(A)).
(i) Assume that n ≥ 2r + 1. Then there is a standard section Φ ∈ In,n(s) such that
B
(n,r)
−1 (ϕ) = A
(n,n−r)
−1 (Φ).
Moreover, if ϕ is spherical, then Φ can be chosen to be a spherical section.
(ii) Assume that n = 2r. Then
B
(2r,r)
−1 (ϕ) =
1
2
A
(2r,r)
0 (ϕ).
Proof. (i) [Yam] Theorem 2.2 says that
E(n,n)(g, ρn,r; Φϕ) = 2I(g, ϕ),
where
I(g, ϕ) = c−1z I(g, ω(z)ϕ) = Ress= r2 E
(n,r)(g, s;ϕ)
in the notation of [Ich] p.251.
Recall the functional equation
E(n,n)(g, s; Φϕ) =
a(s)
b(s)
E(n,n)(g,−s;M0(s)Φϕ),
where
M0(s) =
b(s)
a(s)
M(s),
a(s) =
n∏
i=1
ξF (2s− n+ i, η
i−1),
b(s) =
n∏
i=1
ξF (2s+ n+ 1− i, η
i−1).
Since M0(s)Φϕ is a holomorphic section, E
(n,n)(g,−s;M0(s)Φϕ) has a simple pole at s = ρn,r.
Note that a(s) is holomorphic and non-zero at s = ρn,r = (2r − n)/2, and b(s) has a simple
pole at s = ρn,r.
So E(n,n)(g, s; Φϕ) is holomorphic at s = ρn,r, and
E(n,n)(g, ρn,r; Φϕ) = −
a(ρn,r)
Ress=ρn,rb(s)
Ress=−ρn,rE
(n,n)(g, s;M0(−s)Φϕ).
Note that
Ress= r
2
E(n,r)(g, s;ϕ) = I(g, ϕ).
If we take Φ to be the section in In,n(s) given by
Φ(g, s) = −
1
2
a(ρn,r)
Ress=ρn,rb(s)
M0(−s)Φϕ(g, s),
then
Ress= r
2
E(n,r)(g, s;ϕ) = Ress= n−2r2
E(n,n)(g, s; Φ).
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If ϕ = ϕ0 is spherical, then Φϕ is spherical, and M
0(−s)Φϕ is spherical by the standard
Gindikin-Karpelevich argument (see [Yam] §3), and hence Φ is spherical.
(ii) This is just [Ich] Theorem 4.2. Note that
Ress= r
2
E(2r,r)(g, s;ϕ) = I(g, ϕ).

4. Spherical second term identity
In this section, we shall prove a spherical second term identity of the regularized Siegel-Weil
formula in the range r+1 ≤ n ≤ 2r− 1, which relates the terms A
(n,r)
0 (ϕ
0) with B
(n,r)
−1 (ϕ
0) for
the spherical Schwartz function ϕ0.
4.1. Spherical Eisenstein series. Assume that 1 ≤ r ≤ n.
For each s0 ∈ C, write the Laurent expansion of the spherical Eisenstein series E
(n,r)(g, s)
at s = s0 as
E(n,r)(g, s) =
∑
d≫−∞
(s− s0)
d · E
(n,r)
d (g, s0).
By Lemma 3.4, we see that the spherical Eisenstein series E(n,r)(g, s) has a double pole at
s = r/2 if r+1 ≤ n ≤ 2r− 1, and it has a simple pole at s = r/2 if n ≥ 2r. Henceforth, we call
n ≥ 2r the first term range, r + 1 ≤ n ≤ 2r − 1 the second term range, and we call n = 2r the
boundary case.
Let Q = P1 be the parabolic subgroup of G = U(W) = U(n, n) which stabilizes the line
{(0n, a, 0n−1|a ∈ E} in W . Then Q = M1N1, where the Levi factor M1 ∼= RE/FGm × U(n −
1, n− 1). Consider the constant term E
(n,r)
Q of the spherical Eisenstein series E
(n,r)(g, s) along
Q, which is defined by
E
(n,r)
Q (g, s) =
∫
N1(F )\N1(A)
E(n,r)(ug, s)du,
where N1 is the unipotent radical of Q, and the measure du is such that vol(N1(F )\N1(A)) = 1.
Its restriction to M1 ∼= RE/FGL1 × U(n− 1, n− 1) can be computed as follows.
Proposition 4.1. Suppose n ≥ 2 and 1 ≤ r ≤ n. The constant term E
(n,r)
Q of the spherical
Eisenstein series E(n,r)(s), as an automorphic form on A×E×U(n−1, n−1)(A), can be expressed
as follows:
• If 1 < r < n, then
E
(n,r)
Q ((a, g), s) = ‖a‖
s+n− r2E(n−1,r−1)
(
g, s+
1
2
)
+ ‖a‖rE(n−1,r)(g, s)F (n,r)(s)
+ ‖a‖−s+n−
r
2E(n−1,r−1)
(
g, s−
1
2
)
G(n,r)(s),
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where
F (n,r)(s) =
ξE(s+ n−
3r
2 )
ξE(s+ n−
r
2 )
,
G(n,r)(s) =
ξE(2s)
ξE(2s+ r − 1)
ξF (2s+ r − 1)
ξF (2s+ r)
ξE(s− n+
3r
2 )
ξE(s+ n−
r
2 )
.
• If r = n, then
E
(n,n)
Q ((a, g), s) = ‖a‖
s+n2 E(n−1,n−1)
(
g, s+
1
2
)
+ ‖a‖−s+
n
2 E(n−1,n−1)
(
g, s−
1
2
)
H(n)(s).
where
H(n)(s) =
ξE(2s)
ξE(2s+ n− 1)
ξF (2s+ n− 1)
ξF (2s+ n)
.
• If r = 1, then
E
(n,1)
Q ((a, g), s) = ‖a‖
s+n− 12 + ‖a‖E(n−1,1)(g, s)
ξE(s+ n−
3
2 )
ξE(s+ n−
1
2 )
+ ‖a‖−s+n−
1
2
ξF (2s)
ξF (2s+ 1)
ξE(s− n+
3
2 )
ξE(s+ n−
1
2 )
.
Here ξF (s) (resp. ξE(s)) is the normalized complete zeta function of F (resp. of E), (a, g) ∈
A×E × U(n− 1, n− 1)(A)
∼=M1(A), and ‖a‖ is the absolute value of a ∈ A
×
E.
Proof. This can be proved by the same method as in [J1] Chapter 3. See the Appendix (Section
7) or [X2] for the detailed proof. 
For s0 ∈ C, we write the Laurent expansion of F
(n,r)(s) at s = s0 as
F (n,r)(s) =
∑
d≫−∞
(s− s0)
dF
(n,r)
d (s0),
and similarly for G(n,r)(s) and H(n)(s).
For E(n,r)(g, s) and ‖a‖ we simply write E(n,r)(s) and ‖ ‖ respectively, and we write the
Laurent expansion of E(n,r)(s) at s = s0 as
E(n,r)(s) =
∑
d≫−∞
(s− s0)
dE
(n,r)
d (s0).
4.2. A lemma. We record the following lemma which will be frequently used in our later
computations. This is an analog of [GT] Lemma 4.2.
Lemma 4.2. Let E1, . . . , Ek and F1, . . . , Fℓ be automorphic forms on U(n, n)(A). Let r1, . . . , rk
and s1, . . . , sℓ be real numbers such that all the ri’s are distinct and all the sj’s are distinct but
some of the ri’s might be the same as some of the sj’s. If
k∑
i=1
‖ ‖riEi +
ℓ∑
j=1
‖ ‖sj log ‖ ‖Fj = 0
as an automorphic form on A×E × U(n, n)(A), then all the Ei’s and Fj’s are zero.
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Proof. Fix an embedding R+ ⊂ A×E by choosing one of the archimedean places of E. For a
fixed g ∈ U(n, n)(A), we have
k∑
i=1
‖ ‖riEi(g) +
ℓ∑
j=1
‖ ‖sj log ‖ ‖Fj(g) = 0
as a function on A×E , and by restriction to R
+, we can regard it as a functions on R+. But it is
known that the functions ‖ ‖ri and ‖ ‖sj log ‖ ‖, as functions on R+, are linearly independent
over C. Thus all the Ei(g) and Fj(g) are zero. Since the choice of g is arbitrary, all the Ei’s
and Fj ’s are zero. 
4.3. Spherical first term identity for 1st term range. In this section, we study the spher-
ical first term identity of the regularized Siegel-Weil formula for n ≥ 2r.
Proposition 4.3. [Spherical first term identity for 1st term range] Assume that n ≥ 2r + 1.
Then there exists a non-zero constant cn,r such that
E
(n,r)
−1
(r
2
)
= cn,rE
(n,n)
−1
(
n− 2r
2
)
,
where cn,r is given explicitly by
cn,r =
r∏
i=1
ξF (i, η
i−1)
ξF (r + i, ηr+i)
×
r∏
i=1
ξE(n− 2r + i)
ξE(n− i+ 1)
×
n−r−1∏
i=0
ξF (2n− 2r − i, η
i)
ξF (i+ 1, ηi)
.
Proof. The existence of cn,r is immediate from Theorem 3.5(i). It remains to compute cn,r
explicitly. Note that n ≥ 3 by assumption. First we compute cn,1. We have
E
(n,1)
−1,Q
(
1
2
)
= cn,1E
(n,n)
−1,Q
(n
2
− 1
)
.
By Proposition 4.1, we obtain
‖ ‖E
(n−1,1)
−1
(
1
2
)
ξE(n− 1)
ξE(n)
+ ‖ ‖n−1
ξF (1)ξE(2 − n)
2ξF (2)ξE(n)
= cn,1
[
‖ ‖n−1E
(n−1,n−1)
−1
(
n− 1
2
)
+ ‖ ‖ ·Ress=n
2
−1E
(n−1,n−1)
(
s−
1
2
)
H(n)(s)
]
.
Now Lemma 4.2 allows us to extract all the terms containing ‖ ‖n−1, and we obtain
ξF (1)ξE(2 − n)
2ξF (2)ξE(n)
= cn,1E
(n−1,n−1)
−1
(
n− 1
2
)
.
This implies that E
(n−1,n−1)
−1
(
n−1
2
)
, as an automorphic form on A×E × U(n− 2, n− 2)(A), is a
constant function. Indeed,
E
(n,n)
−1
(n
2
)
=
1
2
n−1∏
i=0
ξF (i+ 1, η
i)
ξF (2n− i, ηi)
.
See [Ich] p.267.
Thus
cn,1 =
ξE(n− 1)
ξE(n)
ξF (1)
ξF (2)
n−2∏
i=0
ξF (2n− 2− i, η
i)
ξF (i+ 1, ηi)
.
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Now we compute cn,r for r ≥ 2. We have
E
(n,r)
−1,Q
( r
2
)
= cn,rE
(n,n)
−1,Q
(n
2
− r
)
.
By Proposition 4.1, we obtain
‖ ‖nE
(n−1,r−1)
−1
(
r + 1
2
)
+ ‖ ‖rRess= r2
{
E(n−1,r)(s)F (n,r)(s)
}
+ ‖ ‖n−rRess= r
2
{
E(n−1,r−1)
(
s−
1
2
)
G(n,r)(s)
}
= cn,r
[
‖ ‖n−rE
(n−1,n−1)
−1
(
n+ 1
2
− r
)
+ ‖ ‖rRess=n2−r
{
E(n−1,n−1)
(
s−
1
2
)
H(n)(s)
}]
.
Note that n− r 6= n and n− r 6= r. By Lemma 4.2 we can extract the terms containing ‖ ‖n−r
and obtain
Ress= r
2
{
E(n−1,r−1)
(
s−
1
2
)
G(n,r)(s)
}
= cn,rE
(n−1,n−1)
−1
(
n+ 1
2
− r
)
,
or
E
(n−1,r−1)
−1
(
r − 1
2
)
G(n,r)
(r
2
)
= cn,rE
(n−1,n−1)
−1
(
n+ 1
2
− r
)
.
But
E
(n−1,r−1)
−1
(
r − 1
2
)
= cn−1,r−1E
(n−1,n−1)
−1
(
n+ 1
2
− r
)
,
so we obtain
cn,r = cn−1,r−1G
(n,r)
( r
2
)
=
ξF (r)ξF (r, η)
ξF (2r − 1, η)ξF (2r)
ξE(n− 2r + 1)
ξE(n)
cn−1,r−1.
Thus
cn,r =
r∏
i=1
ξF (i, η
i−1)
ξF (r + i, ηr+i)
×
r∏
i=1
ξE(n− 2r + i)
ξE(n− i+ 1)
×
n−r−1∏
i=0
ξF (2n− 2r − i, η
i)
ξF (i+ 1, ηi)
.

Before proceeding further, we record the following auxiliary lemma about the poles of the
spherical Eisenstein series.
Lemma 4.4. (i) Suppose n ≥ r. Then E
(n,r)
−2 (s0) = 0 for s0 ≥ (r + 1)/2.
(ii) Suppose n ≥ 2r. Then E
(n,r)
−2
(
r
2
)
= 0.
(iii) Suppose n ≥ 2r + 1. Then E
(n,r)
−1
(
r+2
2
)
= 0.
Proof. By Lemma 3.4, we have
E(n,r)(g, s) = |DE |
−r(s+n− r2 )/2
r∏
i=1
ξE(s+ n−
r
2 − i+ 1)
ξE(i)
· E(n,r)(g, s).
Recall the spherical regularized theta integral is given by
E(n,r)(g, s) =
1
κ · Pz(s)
∫
[H]
θ(g, h;ω(z)ϕ0)E(h, s)dh,
where
Pz(s) =
r∏
j=1
(Cs− r+12 +j
− Cn−r+ 12 ),
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and Cs = q
s + q−s.
The spherical Eisenstein series E(h, s) is holomorphic in Re(s) > r/2 and has a simple pole
at s = r/2.
(i) Suppose s0 ≥ (r + 1)/2. Then Pz(s) has at most a simple zero at s0, and thus E
(n,r)(s)
has at most a simple pole at s0. Since
∏r
i=1 ξE(s+ n−
r
2 − i+ 1) is holomorphic and non-zero
at s0, we see that E
(n,r)(s) has at most a simple pole at s0, and hence E
(n,r)
−2 (s0) = 0.
(ii) If n ≥ 2r, then Pz(s) is non-zero at s = r/2, but E(h, s) has a simple pole at s = r/2,
thus the regularized theta integral E(n,r)(s) has a simple pole at s = r/2. Since
∏r
i=1 ξE(s +
n − r2 − i + 1) is holomorphic and non-zero at s = r/2, we see that the spherical Eisenstein
series E(n,r)(s) has a simple pole at s = r/2 if n ≥ 2r, and hence E
(n,r)
−2 (
r
2 ) = 0.
(iii) In this case, Pz(s) is nonzero at s = (r + 2)/2, and
∏r
i=1 ξE(s + n −
r
2 − j + 1) is
holomorphic and non-zero at s = (r+2)/2, so E(2r+1,r)(s) is holomorphic at s = (r+2)/2, and
hence E
(2r+1,r)
−1 (
r+2
2 ) = 0. 
Now we consider the spherical first term identity on the boundary.
Proposition 4.5. [Spherical first term identity on the boundary] Assume that n = 2r. Then
there is a constant cr such that
E
(2r,r)
−1
(r
2
)
= crE
(2r,2r)
0 (0),
where
cr =
1
2
r∏
i=1
ξE(i)
ξE(r + i)
.
Proof. The existence of cr is immediate from Theorem 3.5 (ii). Now we compute cr explicitly.
First assume that r > 1. By Proposition 4.1, we have
E
(2r+1,r)
−1,Q (
r
2
) = ‖ ‖2r+1E
(2r,r−1)
−1
(
r + 1
2
)
+ ‖ ‖rRess= r
2
{
E(2r,r)(s)F (2r+1,r)(s)
}
+ ‖ ‖r+1Ress= r2
{
E(2r,r−1)
(
s−
1
2
)
G(2r+1,r)(s)
}
.
On the other hand, we have, by Proposition 4.3 and Proposition 4.1, that
E
(2r+1,r)
−1,Q
(r
2
)
= c2r+1,rE
(2r+1,2r+1)
−1,Q
(
1
2
)
= c2r+1,r
[
‖ ‖r+1E2r,2r−1 (1) + ‖ ‖
rRess= 12
{
E(2r,2r)
(
s−
1
2
)
H(2r+1)(s)
}]
.
Comparing the terms containing ‖ ‖r, we obtain
Ress= r
2
{
E(2r,r)(s)F (2r+1,r)(s)
}
= c2r+1,rRess= 12
{
E(2r,2r)
(
s−
1
2
)
H(2r+1)(s)
}
.
Note that
Ress= r2
{
E(2r,r)(s)F (2r+1,r)(s)
}
= E
(2r,r)
−1
(r
2
)
F (2r+1,r)
( r
2
)
,
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and
Ress= 12
{
E(2r,2r)
(
s−
1
2
)
H(2r+1)(s)
}
= E
(2r,2r)
0 (0)H
(2r+1)
−1
(
1
2
)
.
So we have
E
(2r,r)
−1
(r
2
)
F (2r+1,r)
( r
2
)
= c2r+1,rE
(2r,2r)
0 (0)H
(2r+1)
−1
(
1
2
)
,
namely
crF
(2r+1,r)
( r
2
)
= c2r+1,rH
(2r+1)
−1
(
1
2
)
.
Since
F (2r+1,r)
(r
2
)
=
ξE(r + 1)
ξE(2r + 1)
,
and
H
(2r+1)
−1
(
1
2
)
=
1
2
ξE(1)ξF (2r + 1)
ξE(2r + 1)ξF (2r + 2)
,
we have
cr =
c2r+1,r
2
ξE(1)ξF (2r + 1)
ξE(r + 1)ξF (2r + 2)
.
But
c2r+1,r =
ξF (2r + 2)
ξF (2r + 1)
r∏
i=2
ξE(i)
ξE(r + i)
,
so
cr =
1
2
r∏
i=1
ξE(i)
ξE(r + i)
.
Now we consider the case r = 1.
We have
E
(3,1)
−1,Q
(
1
2
)
= ‖ ‖E
(2,1)
−1
(
1
2
)
ξE(2)
ξE(3)
+ other terms.
On the other hand,
E
(3,1)
−1,Q
(
1
2
)
= c3,1E
(3,3)
−1,Q
(
1
2
)
,
where
c3,1 =
ξF (4)
ξF (3)
.
But
E
(3,3)
−1,Q
(
1
2
)
= ‖ ‖E
(2,2)
0 (0)H
(3)
−1
(
1
2
)
+ other terms,
where
H
(3)
−1
(
1
2
)
=
1
2
ξE(1)
ξE(3)
ξF (3)
ξF (4)
.
Comparing the terms containing ‖ ‖ in the above two expressions of E
(3,1)
−1,Q(
1
2 ), we obtain
E
(2,1)
−1
(
1
2
)
ξE(2)
ξE(3)
= c3,1E
(2,2)
0 (0)H
(3)
−1
(
1
2
)
,
i.e.
E
(2,1)
−1
(
1
2
)
=
1
2
ξE(1)
ξE(2)
E
(2,2)
0 (0) = c1E
(2,2)
0 (0),
where
c1 =
1
2
ξE(1)
ξE(2)
.
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Remark. The explicit value of cr can also be obtained by using Lemma 3.4 and Theorem
3.5(ii).
4.4. Idea of the proof of the first and second term identities for 2nd term range.
In the following, we give a brief description of the proof of the spherical first and second term
identities for 2nd term range. The idea of the proof uses a clever inductive method which is
due to Gan-Takeda [GT].
First we consider the spherical first term identity for 2nd term range.
Consider the case n = 2r − 1. It follows from Lemma 4.4 (ii) that
E
(2r,r)
−2,Q
( r
2
)
= 0.
We use Proposition 4.1 to compute the term E
(2r,r)
−2,Q (
r
2 ), and then we obtain the spherical first
term identity for n = 2r − 1 immediately:
E
(2r−1,r)
−2
(r
2
)
= d2r−1,rE
(2r−1,2r−1)
−1
(
1
2
)
.
In general, for r+ 1 ≤ n ≤ 2r− 1, let j = 2r− 1− n. Then 0 ≤ j ≤ r− 2. We use induction
on j. The case j = 0 is the spherical first term identity for n = 2r − 1. For j = 1, if we take
the constant term along Q of the identity for j = 0, then we obtain
E
(2r−1,r)
−2,Q
(r
2
)
= d2r−1,rE
(2r−1,2r−1)
−1,Q
(
1
2
)
.
We compute the terms E
(2r−1,r)
−2,Q (
r
2 ) and E
(2r−1,2r−1)
−1,Q (
1
2 ) by using Proposition 4.1. Then we can
use Lemma 4.2 to obtain the spherical first term identity for n = 2r − 2.
The case for general j is similar: take constant term of the identity for j− 1, and use Propo-
sition 4.1 and Lemma 4.2. See Proposition 4.6 for the full statement.
Next we consider the spherical second term identity for 2nd term range.
First consider the case n = 2r − 1. Taking the constant term along Q of the spherical first
term identity for n = 2r, we obtain
E
(2r,r)
−1,Q
(r
2
)
= crE
(2r,2r)
0,Q (0).
We compute the terms E
(2r,r)
−1,Q (
r
2 ) and E
(2r,2r)
0,Q (0) by Proposition 4.1. Then we can use Lemma
4.2 to obtain
E
(2r−1,r)
−2
(r
2
)
· a1 + E
(2r−1,r)
−1
(r
2
)
· a2
+ E
(2r−1,r−1)
−1
(
r − 1
2
)
· a3 + E
(2r−1,r−1)
0
(
r − 1
2
)
· a4
= E
(2r−1,2r−1)
0
(
1
2
)
· a5 + E
(2r−1,2r−1)
−1
(
1
2
)
· a6,
24
where each ai is an explicit non-zero constant. Using the following first term identities
E
(2r−1,r−1)
−1
(
r − 1
2
)
= c2r−1,r−1E
(2r−1,2r−1)
−1
(
1
2
)
,
E
(2r−1,r)
−2
( r
2
)
= d2r−1,rE
(2r−1,2r−1)
−1
(
1
2
)
,
we can simplify the above expression and obtain the spherical second term identity for n = 2r−1
(see Proposition 4.7).
In general, for r+ 1 ≤ n ≤ 2r− 1, let j = 2r− 1− n. Then 0 ≤ j ≤ r− 2. We use induction
on j to obtain the spherical second term identity. The case j = 0 is the spherical second term
identity for n = 2r − 1. For j = 1, if we take the constant term along Q of the identity for
j = 0, we obtain
E
(2r−1,r)
−1,Q
( r
2
)
· b1 + E
(2r−1,r−1)
0,Q
(
r − 1
2
)
· b2
= E
(2r−1,2r−1)
0,Q
(
1
2
)
· b3 + E
(2r−1,2r−1)
−1,Q
(
1
2
)
· b4,
where each bi is an explicit non-zero constant. Now we compute the four terms E
(2r−1,r)
−1,Q (
r
2 ),
E
(2r−1,r−1)
0,Q , E
(2r−1,2r−1)
0,Q (
1
2 ), and E
(2r−1,2r−1)
−1,Q (
1
2 ) by using Proposition 4.1. Then we can use
Lemma 4.2 to obtain the spherical second term identity for j = 1.
The proof of the spherical second term identity for general j is similar: take the constant
term along Q of the identity for j − 1, simplify the resulting expression by using Proposition
4.1, and use Lemma 4.2. See Theorem 4.8 for the full statement.
4.5. Spherical first term identity for 2nd term range. In this section, we study the
spherical first term identity for 2nd term range, which will be needed in the derivation of the
spherical second term identity.
Proposition 4.6. [Spherical first term identity for 2nd term range] Assume that r + 1 ≤ n ≤
2r − 1. Then
E
(n,r)
−2
(r
2
)
= dn,rE
(n,n)
−1
(
2r − n
2
)
,
where
d2r−1,r = c2r−1,r−1
ξE(1)ξF (2r − 1)
ξE(2r − 1)ξF (2r)
,
dn−1,r = dn,r
ξE(n)
ξE(n− r)
, for r + 2 ≤ n ≤ 2r − 1.
Proof. Note that r ≥ 2 by assumption.
First we show the case n = 2r − 1. We start with the identity
E
(2r,r)
−2,Q
( r
2
)
= 0,
which follows immediately from Lemma 4.4(ii).
By Proposition 4.1, we have
E
(2r,r)
−2,Q
(r
2
)
= ‖ ‖rE
(2r−1,r)
−2
( r
2
)
F (2r,r)
(r
2
)
+ ‖ ‖rE
(2r−1,r−1)
−1
(
r − 1
2
)
G
(2r,r)
−1
( r
2
)
,
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where we have used the fact that E
(2r−1,r−1)
−2 (
r+1
2 ) = 0 and E
(2r−1,r−1)
−2 (
r−1
2 ) = 0 (Lemma 4.4
(i),(ii)).
Then we have
0 = E
(2r−1,r)
−2
(r
2
)
F (2r,r)
(r
2
)
+ E
(2r−1,r−1)
−1
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
.
So
E
(2r−1,r)
−2
( r
2
)
= −E
(2r−1,r−1)
−1
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
F (2r,r)
( r
2
)−1
= −c2r−1,r−1E
(2r−1,2r−1)
−1
(
1
2
)
G
(2r,r)
−1
(r
2
)
F (2r,r)
( r
2
)−1
.
Thus
E
(2r−1,r)
−2
(r
2
)
= d2r−1,rE
(2r−1,2r−1)
−1
(
1
2
)
,
where
d2r−1,r = −c2r−1,r−1G
(2r,r)
−1
(r
2
)
F (2r,r)
( r
2
)−1
.
But
G
(2r,r)
−1
( r
2
)
=
ξE(r)ξF (2r − 1)ξE(0)
ξE(2r − 1)ξF (2r)ξE(2r)
,
F (2r,r)
(r
2
)
=
ξE(r)
ξE(2r)
.
So
d2r−1,r = −c2r−1,r−1
ξE(0)ξF (2r − 1)
ξE(2r − 1)ξF (2r)
= c2r−1,r−1
ξE(1)ξF (2r − 1)
ξE(2r − 1)ξF (2r)
.
Next we show the case r + 1 ≤ n ≤ 2r − 2. Write
n = 2r − 1− j, where 1 ≤ j ≤ r − 2.
We use induction on j. First consider the base step j = 1. Taking the constant term along Q
of the identity for 2r − 1, we obtain
E
(2r−1,r)
−2,Q
(r
2
)
= d2r−1,rE
(2r−1,2r−1)
−1,Q
(
1
2
)
.
By Proposition 4.1, we have
E
(2r−1,r)
−2,Q
(r
2
)
= ‖ ‖2r−1E
(2r−2,r−1)
−2
(
r + 1
2
)
+ ‖ ‖rE
(2r−2,r)
−2
( r
2
)
F (2r−1,r)
( r
2
)
+ ‖ ‖r−1E
(2r−2,r−1)
−1
(
r − 1
2
)
G
(2r−1,r)
−1
(r
2
)
,
where we have used the fact that E
(2r−2,r−1)
−2 (
r−1
2 ) = 0 (Lemma 4.4 (ii)).
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But
E
(2r−2,r−1)
−2
(
r + 1
2
)
= 0 (Lemma 4.4 (i)),
E
(2r−2,r−1)
−1
(
r − 1
2
)
= cr−1E
(2r−2,2r−2)
0 (0) (Proposition 4.5).
So we obtain
E
(2r−1,r)
−2,Q
( r
2
)
= ‖ ‖rE
(2r−2,r)
−2
( r
2
)
F (2r−1,r)
( r
2
)
+ ‖ ‖r−1cr−1E
(2r−2,2r−2)
0 (0)G
(2r−1,r)
−1
( r
2
)
.
On the other hand, by Proposition 4.1, we have
E
(2r−1,2r−1)
−1,Q
(
1
2
)
= ‖ ‖rE
(2r−2,2r−2)
−1 (1)
+ ‖ ‖r−1E
(2r−1,2r−1)
0 (0)H
(2r−1)
−1
(
1
2
)
.
Thus
d2r−1,r
[
‖ ‖rE
(2r−2,2r−2)
−1 (1) + ‖ ‖
r−1E
(2r−1,2r−1)
0 (0)H
(2r−1)
−1
(
1
2
)]
= ‖ ‖rE
(2r−2,r)
−2
(r
2
)
F (2r−1,r)
( r
2
)
+ ‖ ‖r−1cr−1E
(2r−2,2r−2)
0 (0)G
(2r−1,r)
−1
(r
2
)
.
By Lemma 4.2, we can extract the terms containing ‖ ‖r in the above identity, and we obtain
d2r−1,rE
(2r−2,2r−2)
−1 (1) = E
(2r−2,r)
−2
(r
2
)
F (2r−1,r)
( r
2
)
,
i.e.
E
(2r−2,r)
−2
(r
2
)
= d2r−2,rE
(2r−2,2r−2)
−1 (1),
where
d2r−2,r = d2r−1,rF
(2r−1,r)
(r
2
)−1
= d2r−1,r
ξE(2r − 1)
ξE(r − 1)
.
This shows the base step j = 1.
Now consider the induction step. Assume that 2r − j − 2 ≥ r + 1 and the identity holds for
2r − j − 1 for some j ≥ 1. We now show that the identity holds for 2r − j − 2. Taking the
constant term along Q of the identity for 2r − j − 1, we have
E
(2r−1−j,r)
−2,Q
( r
2
)
= d2r−j−1,rE
(2r−j−1,2r−j−1)
−1,Q
(
j + 1
2
)
.
Now we compute the two terms in the above identity.
For the term on the LHS, we have, by Proposition 4.1, that
E
(2r−1−j,r)
−2,Q
(r
2
)
= ‖ ‖2r−j−1E
(2r−j−2,r−1)
−2
(
r + 1
2
)
+ ‖ ‖rE
(2r−j−2,r)
−2
( r
2
)
F (2r−j−1,r)
( r
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−1)
−2
(
r − 1
2
)
G(2r−j−1,r)
(r
2
)
.
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But
E
(2r−j−2,r−1)
−2
(
r + 1
2
)
= 0 (Lemma 4.4 (i)).
So
E
(2r−1−j,r)
−2,Q
(r
2
)
= ‖ ‖rE
(2r−j−2,r)
−2
(r
2
)
F (2r−j−1,r)
( r
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−1)
−2
(
r − 1
2
)
G(2r−j−1,r)
(r
2
)
.
On the other hand, by Proposition 4.1, we have
E
(2r−j−1,2r−j−1)
−1,Q
(
j + 1
2
)
= ‖ ‖rE
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
+ ‖ ‖r−j−1E
(2r−j−2,2r−j−2)
−1
(
j
2
)
H(2r−j−1)
(
j + 1
2
)
.
So
‖ ‖rE
(2r−j−2,r)
−2
( r
2
)
F (2r−j−1,r)
( r
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−1)
−2
(
r − 1
2
)
G(2r−j−1,r)
( r
2
)
= d2r−j−1,r‖ ‖
r
[
E
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
+‖ ‖r−j−1E
(2r−j−2,2r−j−2)
−1
(
j
2
)
H(2r−j−1)
(
j + 1
2
)]
.
By Lemma 4.2, we can extract the terms containing ‖ ‖r in the above identity and obtain
E
(2r−j−2,r)
−2
(r
2
)
F (2r−j−1,r)
(r
2
)
= d2r−j−1,rE
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
,
i.e.
E
(2r−j−2,r)
−2
(r
2
)
= d2r−j−2,rE
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
,
where
d2r−j−2,r = d2r−j−1,rF
(2r−j−1,r)
(r
2
)−1
= d2r−j−1,r
ξE(2r − j − 1)
ξE(r − j − 1)
.
This completes the proof. 
4.6. Spherical second term identity for 2nd term range. In this section, we will derive
the spherical second term identity for 2nd term range. First we consider the case n = 2r − 1,
which can be regarded as the first step of the induction.
Proposition 4.7. [Spherical second term identity for n = 2r − 1] Suppose r ≥ 2. Then
E
(2r−1,r)
−1 (
r
2
)F
(2r,r)
0
( r
2
)
+ E
(2r−1,r−1)
0
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
= 2crE
(2r−1,2r−1)
0
(
1
2
)
+ γ0E
(2r−1,2r−1)
−1
(
1
2
)
,
where γ0 is some constant which depends only on r.
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Proof. This is similar to the proof of [GT] Proposition 4.7.
We start with the identity
E
(2r,r)
−1,Q
(r
2
)
= crE
(2r,2r)
0,Q (0),
which is obtained by taking the constant term along Q of the spherical first term identity on
the boundary (Proposition 4.5).
By Proposition 4.1, we have
E
(2r,r)
Q (s) = ‖ ‖
s+ 3r2 E(2r−1,r−1)
(
s+
1
2
)
+ ‖ ‖rE(2r−1,r)(s)F (2r,r)(s)
+ ‖ ‖−s+
3r
2 E(2r−1,r−1)
(
s−
1
2
)
G(2r,r)(s).
Note that
E
(2r−1,r−1)
−1
(
r + 1
2
)
= 0 (Lemma 4.4 (iii)).
So
E
(2r,r)
−1,Q
( r
2
)
= ‖ ‖rE
(2r−1,r)
−2
(r
2
)
F
(2r,r)
1
(r
2
)
+ ‖ ‖rE
(2r−1,r)
−1
(r
2
)
F
(2r,r)
0
( r
2
)
+ ‖ ‖rE
(2r−1,r−1)
−1
(
r − 1
2
)
G
(2r,r)
0
( r
2
)
+ ‖ ‖rE
(2r−1,r−1)
0
(
r − 1
2
)
G
(2r,r)
−1
( r
2
)
− ‖ ‖r log ‖ ‖E
(2r−1,r−1)
−1
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
,
where we have used that facts that E(2r−1,r)(s) has a double pole at s = r/2, E(2r−1,r−1)(s)
has a simple pole at s = (r − 1)/2, F (2r,r)(s) is holomorphic at s = r/2, and G(2r,r)(s) has a
simple pole at s = r/2.
On the other hand, by Proposition 4.1, we have
E
(2r,2r)
Q (s) = ‖ ‖
s+rE(2r−1,2r−1)
(
s+
1
2
)
+ ‖ ‖−s+rE(2r−1,2r−1)
(
s−
1
2
)
H(2r)(s).
So
E
(2r,2r)
0,Q (0) = ‖ ‖
rE
(2r−1,2r−1)
0
(
1
2
)
+ ‖ ‖r log ‖ ‖E
(2r−1,2r−1)
−1
(
1
2
)
+ ‖ ‖rE
(2r−1,2r−1)
0
(
−
1
2
)
H
(2r)
0 (0)
+ ‖ ‖rE
(2r−1,2r−1)
1
(
−
1
2
)
H
(2r)
−1 (0)
− ‖ ‖r log ‖ ‖E
(2r−1,2r−1)
0
(
−
1
2
)
H
(2r)
−1 (0),
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where we have used that facts that E(2r−1,2r−1)(s) has a simple pole at s = 1/2 and is holo-
morphic at s = −1/2 (which we will show immediately), and H(2r)(s) has a simple pole at
s = 0.
Recall the functional equation
E(2r−1,2r−1)(s) = β2r−1(s)E
(2r−1,2r−1)(−s),
where
βn(s) =
n∏
i=1
ξF (2s− n+ i, η
i−1)
ξF (2s+ n+ 1− i, ηi−1)
.
Note that β2r−1(s) has a simple zero at s = −1/2, and E
(2r−1,2r−1)(s) has a simple pole at
s = 1/2, so E(2r−1,2r−1)(s) is holomorphic at s = −1/2. Hence
E
(2r−1,2r−1)
0
(
−
1
2
)
= −β2r−1,1
(
−
1
2
)
E
(2r−1,2r−1)
−1
(
1
2
)
,
E
(2r−1,2r−1)
1
(
−
1
2
)
= β2r−1,1
(
−
1
2
)
E
(2r−1,2r−1)
0
(
1
2
)
− β2r−1,2
(
−
1
2
)
E
(2r−1,2r−1)
−1
(
1
2
)
,
where we write the Laurent expansion of βn(s) at s0 as
βn(s) =
∑
d≫−∞
(s− s0)
dβn,d(s0).
So
E
(2r,2r)
0,Q (0) = ‖ ‖
rE
(2r−1,2r−1)
0
(
1
2
)
+ ‖ ‖r log ‖ ‖E
(2r−1,2r−1)
−1
(
1
2
)
− ‖ ‖rβ2r−1,1
(
−
1
2
)
E
(2r−1,2r−1)
−1
(
1
2
)
H
(2r)
0 (0)
+ ‖ ‖r
[
β2r−1,1
(
−
1
2
)
E
(2r−1,2r−1)
0
(
1
2
)
− β2r−1,2
(
−
1
2
)
E
(2r−1,2r−1)
−1
(
1
2
)]
H
(2r)
−1 (0)
− ‖ ‖r log ‖ ‖E
(2r−1,2r−1)
0
(
−
1
2
)
H
(2r)
−1 (0).
By Lemma 4.2, we can extract the terms containing only ‖ ‖r in the identity
E
(2r,r)
−1,Q
(r
2
)
= crE
(2r,2r)
0,Q (0).
Then we obtain
E
(2r−1,r)
−2
(r
2
)
F
(2r,r)
1
( r
2
)
+ E
(2r−1,r)
−1
( r
2
)
F
(2r,r)
0
( r
2
)
+ E
(2r−1,r−1)
−1
(
r − 1
2
)
G
(2r,r)
0
( r
2
)
+ E
(2r−1,r−1)
0
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
= cr
{
E
(2r−1,2r−1)
0
(
1
2
)
− β2r−1,1
(
−
1
2
)
E
(2r−1,2r−1)
−1
(
1
2
)
H
(2r)
0 (0)
+
[
β2r−1,1
(
−
1
2
)
E
(2r−1,2r−1)
0
(
1
2
)
− β2r−1,2
(
−
1
2
)
E
(2r−1,2r−1)
−1
(
1
2
)]
H
(2r)
−1 (0)
}
= cr
[
1 + β2r−1,1
(
−
1
2
)
H
(2r)
−1 (0)
]
E
(2r−1,2r−1)
0
(
1
2
)
+ cr
[
−β2r−1,1
(
−
1
2
)
H
(2r)
0 (0)− β2r−1,2
(
−
1
2
)
H
(2r)
−1 (0)
]
E
(2r−1,2r−1)
−1
(
1
2
)
.
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Using the first term identities
E
(2r−1,r−1)
−1
(
r − 1
2
)
= c2r−1,r−1E
(2r−1,2r−1)
−1
(
1
2
)
,
E
(2r−1,r)
−2
( r
2
)
= d2r−1,rE
(2r−1,2r−1)
−1
(
1
2
)
,
we can write the above identity as
E
(2r−1,r)
−1
( r
2
)
F
(2r,r)
0
( r
2
)
+ E
(2r−1,r−1)
0
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
= cr
[
1 + β2r−1,1
(
−
1
2
)
H
(2r)
−1 (0)
]
E
(2r−1,2r−1)
0
(
1
2
)
+ cr
[
−β2r−1,1
(
−
1
2
)
H
(2r)
0 (0)− β2r−1,2
(
−
1
2
)
H
(2r)
−1 (0)
−d2r−1,rF
(2r,r)
1
(r
2
)
− c2r−1,r−1G
(2r,r)
0
( r
2
)]
E
(2r−1,2r−1)
−1
(
1
2
)
,
i.e.
E
(2r−1,r)
−1
( r
2
)
F
(2r,r)
0
(r
2
)
+ E
(2r−1,r−1)
0
(
r − 1
2
)
G
(2r,r)
−1
( r
2
)
= cr
[
1 + β2r−1,1
(
−
1
2
)
H
(2r)
−1 (0)
]
E
(2r−1,2r−1)
0
(
1
2
)
+ γ0E
(2r−1,2r−1)
−1
(
1
2
)
,
where γ0 is a constant.
Finally, we claim that
1 + β2r−1,1
(
−
1
2
)
H
(2r)
−1 (0) = 2.
First, we have
H
(2r)
−1 (0) =
1
2
ξE(0)
ξF (2r − 1, η)ξF (2r)
.
Secondly, since
β2r−1(s) =
ξF (2s)
ξF (2s+ 1)
2r−2∏
i=1
ξF (2s− 2r + 1 + i, η
i−1)
ξF (2s+ 2r − i, ηi−1)
,
we have
β2r−1,1
(
−
1
2
)
=
ξF (−1)
Ress=−1/2ξF (2s+ 1)
2r−2∏
i=1
ξF (−2r + i, η
i−1)
ξF (2r − 1− i, ηi−1)
= 2
ξF (−1)
ξF (0)
ξF (2r)ξF (2r − 1, η)
ξF (2)ξF (1, η)
= 2
ξF (2r)ξF (2r − 1, η)
ξE(0)
,
where we have used the facts that ξF (−1) = ξF (2), ξF (0) = −ξF (1), and ξE(1) = −ξE(0) by
the functional equation ξ(s) = ξ(1 − s). Thus
1 + β2r−1,1
(
−
1
2
)
H
(2r)
−1 (0) = 2.

Now we can show the general second term identity for r + 1 ≤ n ≤ 2r − 1 by induction on
j = 2r − 1− n.
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Theorem 4.8. [Spherical second term identity] Suppose r ≥ 2. For 0 ≤ j ≤ r−2, the following
identity holds:
E
(2r−j−1,r)
−1
(r
2
) j∏
i=0
F (2r−i,r)
(r
2
)
+ E
(2r−j−1,r−j−1)
0
(
r − j − 1
2
) j∏
i=0
G(2r−i,r−i)
(
r − i
2
)
= 2crE
(2r−j−1,2r−j−1)
0
(
j + 1
2
)
+ γjE
(2r−j−1,2r−j−1)
−1
(
j + 1
2
)
,
where γj is a constant, and we write G
(2r,r)( r2 ) for G
(2r,r)
−1 (
r
2 ).
Note that for 0 ≤ i ≤ j, F (2r−i,r)(s) is holomorphic at s = r/2, and
F (2r−i,r)
(r
2
)
=
ξE(r − i)
ξE(2r − i)
.
For 1 ≤ i ≤ j, G(2r−i,r−i)(s) is holomorphic at s = (r − i)/2, and
G(2r−i,r−i)
(
r − i
2
)
=
ξE(r − i)ξE(−i)
ξF (2r − 2i− 1, η)ξF (2r − 2i)ξE(2r − i)
.
Proof. The proof is similar to that of [GT] Theorem 4.8, and is done by induction on j.
The case j = 0 is the spherical second term identity for n = 2r − 1 which we have already
shown.
Next we consider the case j = 1 (so r ≥ 3). Looking at the constant term along Q of the
identity for j = 0, we obtain
E
(2r−1,r)
−1,Q
( r
2
)
F
(2r,r)
0
( r
2
)
+ E
(2r−1,r−1)
0,Q
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
= 2crE
(2r−1,2r−1)
0,Q
(
1
2
)
+ γ0E
(2r−1,2r−1)
−1,Q
(
1
2
)
. (1)
Now we compute the four terms in (1) using Proposition 4.1.
For the term E
(2r−1,r)
−1,Q (
r
2 ), we have
E
(2r−1,r)
−1,Q
(r
2
)
= ‖ ‖2r−1E
(2r−2,r−1)
−1
(
r + 1
2
)
+ ‖ ‖r
[
E
(2r−2,r)
−2
(r
2
)
F
(2r−1,r)
1
(r
2
)
+ E
(2r−2,r)
−1
(r
2
)
F
(2r−1,r)
0
( r
2
)]
+ ‖ ‖r−1E
(2r−2,r−1)
−1
(
r − 1
2
)
G
(2r−1,r)
0
( r
2
)
+ ‖ ‖r−1E
(2r−2,r−1)
0
(
r − 1
2
)
G
(2r−1,r)
−1
(r
2
)
− ‖ ‖r−1 log ‖ ‖E
(2r−2,r−1)
−1
(
r − 1
2
)
G
(2r−1,r)
−1
(r
2
)
,
where we have used the facts that E(2r−2,r)(s) has a double pole at s = r/2, E(2r−2,r−1)(s) has
a simple pole at s = (r − 1)/2, F (2r−1,r)(s) is holomorphic at s = r/2, and G(2r−1,r)(s) has a
simple pole at s = r/2.
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For the term E
(2r−1,r−1)
0,Q (
r−1
2 ), we have
E
(2r−1,r−1)
0,Q
(
r − 1
2
)
= ‖ ‖2r−1E
(2r−2,r−2)
0
( r
2
)
+ ‖ ‖r−1E
(2r−2,r−1)
0
(
r − 1
2
)
F (2r−1,r−1)
(
r − 1
2
)
+ ‖ ‖rE
(2r−2,r−2)
0
(
r − 2
2
)
G(2r−1,r−1)
(
r − 1
2
)
− ‖ ‖r log ‖ ‖E
(2r−2,r−2)
−1
(
r − 2
2
)
G(2r−1,r−1)
(
r − 1
2
)
,
where we have used the facts that F (2r−1,r−1)(s) is holomorphic at s = (r−1)/2, E(2r−2,r−2)(s)
has a simple pole at s = (r − 2)/2, and G(2r−1,r−1)(s) is holomorphic at s = (r − 1)/2.
For the term E
(2r−1,2r−1)
0,Q (
1
2 ), we have
E
(2r−1,2r−1)
0,Q
(
1
2
)
= ‖ ‖rE
(2r−2,2r−2)
0 (1) + ‖ ‖
r−1E(2r−2,2r−2)(0)H
(2r−1)
0
(
1
2
)
− ‖ ‖r−1 log ‖ ‖E(2r−2,2r−2)(0)H
(2r−1)
−1
(
1
2
)
,
where we used the facts that E(2r−2,2r−2)(s) is holomorphic at s = 0, and H(2r−1)(s) has a
simple pole at s = 1/2.
For the term E
(2r−1,2r−1)
−1,Q (
1
2 ), we have
E
(2r−1,2r−1)
−1,Q
(
1
2
)
= ‖ ‖rE
(2r−2,2r−2)
−1 (1)
+ ‖ ‖r−1E(2r−2,2r−2)(0)H
(2r−1)
−1
(
1
2
)
,
where we used the facts that E(2r−2,2r−2)(s) has a simple pole at s = 1, and H(2r−1)(s) has a
simple pole at s = 1/2.
We put the above expressions into (1), and extract the terms containing only ‖ ‖r by Lemma
4.2. Then we obtain
E
(2r−2,r)
−1
(r
2
)
F
(2r−1,r)
0
(r
2
)
F
(2r,r)
0
(r
2
)
+ E
(2r−2,r)
−2
(r
2
)
F
(2r−1,r)
1
(r
2
)
F
(2r,r)
0
(r
2
)
+ E
(2r−2,r−2)
0
(
r − 2
2
)
G(2r−1,r−1)
(
r − 1
2
)
G
(2r,r)
−1
( r
2
)
= 2crE
(2r−2,2r−2)
0 (1) + γ0E
(2r−2,2r−2)
−1 (1).
Note that by Proposition 4.6 (spherical first term identity for 2nd term range), we have
E
(2r−2,r)
−2
(r
2
)
= d2r−2,rE
(2r−2,2r−2)
−1 (1).
So
E
(2r−2,r)
−1
(r
2
)
F
(2r−1,r)
0
( r
2
)
F
(2r,r)
0
(r
2
)
+ E
(2r−2,r−2)
0
(
r − 2
2
)
G(2r−1,r−1)
(
r − 1
2
)
G
(2r,r)
−1
(r
2
)
= 2crE
(2r−2,2r−2)
0 (1) + γ1E
(2r−2,2r−2)
−1 (1),
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where
γ1 = γ0 + d2r−2,rF
(2r−1,r)
1
(r
2
)
F
(2r,r)
0
(r
2
)
.
This shows that the identity holds for j = 1.
Now we consider the general case. Assume the identity holds for a given j ≥ 1. Looking at
the constant term along Q of the identity for j, we obtain
E
(2r−j−1,r)
−1,Q
(r
2
) j∏
i=0
F
(2r−i,r)
0
(r
2
)
+ E
(2r−j−1,r−j−1)
0,Q
(
r − j − 1
2
) j∏
i=0
G(2r−i,r−i)
(
r − i
2
)
= 2crE
(2r−j−1,2r−j−1)
0,Q
(
j + 1
2
)
+ γjE
(2r−j−1,2r−j−1)
−1,Q
(
j + 1
2
)
. (2)
We compute the four terms in (2) by using Proposition 4.1.
We have
E
(2r−j−1,r)
−1,Q
( r
2
)
= ‖ ‖2r−j−1E
(2r−j−2,r−1)
−1
(
r + 1
2
)
+ ‖ ‖rE
(2r−j−2,r)
−1
( r
2
)
F
(2r−j−1,r)
0
( r
2
)
+ ‖ ‖rE
(2r−j−2,r)
−2
( r
2
)
F
(2r−j−1,r)
1
( r
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−1)
−1
(
r − 1
2
)
G
(2r−j−1,r)
0
( r
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−1)
−2
(
r − 1
2
)
G
(2r−j−1,r)
1
( r
2
)
− ‖ ‖r−j−1 log ‖ ‖E
(2r−j−2,r−1)
−2
(
r − 1
2
)
G
(2r−j−1,r)
0
(r
2
)
,
and
E
(2r−j−1,r−j−1)
0,Q
(
r − j − 1
2
)
= ‖ ‖2r−j−1E
(2r−j−2,r−j−2)
0
(
r − j
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−j−1)
0
(
r − j − 1
2
)
F
(2r−j−1,r−j−1)
0
(
r − j − 1
2
)
+ ‖ ‖r−j−1E
(2r−j−2,r−j−1)
−1
(
r − j − 1
2
)
F
(2r−j−1,r−j−1)
1
(
r − j − 1
2
)
+ ‖ ‖rE
(2r−j−2,r−j−2)
0
(
r − j − 2
2
)
G
(2r−j−1,r−j−1)
0
(
r − j − 1
2
)
+ ‖ ‖rE
(2r−j−2,r−j−2)
−1
(
r − j − 2
2
)
G
(2r−j−1,r−j−1)
1
(
r − j − 1
2
)
− ‖ ‖r log ‖ ‖E
(2r−j−2,r−j−2)
−1
(
r − j − 2
2
)
G
(2r−j−1,r−j−1)
0
(
r − j − 1
2
)
,
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and
E
(2r−j−1,2r−j−1)
0,Q
(
j + 1
2
)
= ‖ ‖rE
(2r−j−2,2r−j−2)
0
(
j + 2
2
)
+ ‖ ‖r log ‖ ‖E
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
+ ‖ ‖r−j−1E
(2r−j−2,2r−j−2)
0 ]
(r
2
)
H2r−j−10
(
j + 1
2
)
+ ‖ ‖r−j−1E
(2r−j−2,2r−j−2)
−1
(r
2
)
H2r−j−11
(
j + 1
2
)
− ‖ ‖r−j−1 log ‖ ‖E
(2r−j−2,2r−j−2)
−1
(r
2
)
H2r−j−10
(
j + 1
2
)
,
and
E
(2r−j−1,2r−j−1)
−1,Q
(
j + 1
2
)
= ‖ ‖rE
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
+ ‖ ‖r−j−1E
(2r−j−1,2r−j−1)
−1
(
j
2
)
H
(2r−j−1)
0
(
j + 1
2
)
.
We put the above four expressions into (2) and extract the terms containing only ‖ ‖r by Lemma
4.2. Then we obtain
[
E
(2r−j−2,r)
−1
( r
2
)
F
(2r−j−1,r)
0
( r
2
)
+ E
(2r−j−2,r)
−2
( r
2
)
F
(2r−j−1,r)
1
(r
2
)] j∏
i=0
F
(2r−i,r)
0
( r
2
)
+
[
E
(2r−j−2,r−j−2)
0
(
r − j − 2
2
)
G
(2r−j−1,r−j−1)
0
(
r − j − 1
2
)
+E
(2r−j−2,r−j−2)
−1
(
r − j − 2
2
)
G
(2r−j−1,r−j−1)
1
(
r − j − 1
2
)] j∏
i=0
G(2r−i,r−i)
(
r − i
2
)
= 2crE
(2r−j−2,2r−j−2)
0
(
j + 2
2
)
+ γjE
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
.
By Proposition 4.6 and Proposition 4.3, we have
E
(2r−j−2,r)
−2
(r
2
)
= d2r−j−2,rE
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
,
E
(2r−j−2,r−j−2)
−1
(
r − j − 2
2
)
= c2r−j−2,r−j−2E
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
.
So we obtain
E
(2r−j−2,r)
−1
(r
2
) j+1∏
i=0
F
(2r−i,r)
0
(r
2
)
+ E
(2r−j−2,r−j−2)
0
(
r − j − 2
2
) j+1∏
i=0
G(2r−i,r−i)
(
r − i
2
)
= 2crE
(2r−j−2,2r−j−2)
0
(
j + 2
2
)
+ γj+1E
(2r−j−2,2r−j−2)
−1
(
j + 2
2
)
,
35
where
γj+1 = γj − d2r−j−2,r
j∏
i=0
F
(2r−i,r)
0
(r
2
)
− c2r−j−2,r−j−2G
(2r−j−1,r−j−1)
1
(
r − j − 1
2
) j∏
i=0
G(2r−i,r−i)
(
r − i
2
)
.

5. Weak second term identity
In this section, we will prove the weak second term identity for 2nd term range.
5.1. First term identity for 1st term range. Assume n ≥ 2r. Fix ϕ ∈ S(V n(A)). We write
the Laurent expansion of the regularized theta integral at s = ρr = r/2 as
E(n,r)(g, s;ϕ) =
B
(n,r)
−1 (ϕ)(g)
s− ρr
+B
(n,r)
0 (ϕ)(g) +O(s − ρr).
On the other hand, we write the Laurent expansion of the Siegel Eisenstein series at s = ρn,r =
(2r − n)/2 as
E(n,n)(g, s; Φϕ) =
A
(n,r)
−1 (ϕ)(g)
s− ρn,r
+A
(n,r)
0 (ϕ)(g) +O(s − ρn,r).
For n ≥ 2r + 1, we have the following first term identity due to Ichino, which is a special
case of [Ich] Theorem 4.1.
Proposition 5.1. Assume that n ≥ 2r + 1. Then for all ϕ ∈ S(V nc (A)), there is a non-zero
constant an,r independent of ϕ such that
A
(n,n−r)
−1 (ϕ) = an,rB
(n,r)
−1 (Ik(ϕ)).
The constant an,r is given by
an,r = |DE |
n(2r−n)
2
n−1∏
i=0
ξF (i+ 1− 2r, η
i)
ξF (2n− 2r − i, ηi)
.
Proof. Consider the space Vc, which is split and of dimension 2(n− r). Then [Ich] Theorem 4.1
says that
A
(n,n−r)
−1 (ϕ)(g) = Ress=ρn,n−rE
(n,n)(g, s; Φϕ) = cKcI(g, Ik(ϕ)),
here cKc is the constant such that
dh = cKcdlp dk,
where dh is the measure on Hc(A) such that vol(Hc(F )\Hc(A)) = 1, dlp = dm dn is left Haar
measure on PHc(A), Kc is a maximal compact subgroup of Hc(A) as in Section 2.6, dk is the
Haar measure on Kc such that vol(Kc) = 1.
But
I(g, Ik(ϕ)) = Ress=ρrE
(n,r)(g, s; Ik(ϕ)) = B
(n,r)
−1 (Ik(ϕ))(g).
So we have
A
(n,n−r)
−1 (ϕ) = cKcB
(n,r)
−1 (Ik(ϕ)).
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We can compute an,r = cKc as follows.
First note that
E(n,n)(g, s; Φϕ0c) = ϕ
0
c(0)E
(n,n)(g, s).
Then we have
A
(n,n−r)
−1 (ϕ
0
c) = ϕ
0
c(0)E
(n,n)
−1
(
n− 2r
2
)
= ϕ0c(0)c
−1
n,rE
(n,r)
−1
( r
2
)
,
by Proposition 4.3.
On the other hand, by Lemma 3.4, we have
B
(n,r)
−1 (Ik(ϕ
0
c)) = B
(n,r)
−1 (ϕ
0)
= |DE|
− rn2
r∏
i=1
ξE(n− i+ 1)
ξE(i)
E
(n,r)
−1
(r
2
)
.
Combining, we obtain
A
(n,n−r)
−1 (ϕ
0
c) = ϕ
0
c(0)|DE |
rn
2 c−1n,r
r∏
i=1
ξE(i)
ξE(n− i+ 1)
B
(n,r)
−1 (Ik
(n,r)(ϕ0c)).
But ϕ0c(0)|DE |
rn
2 = |DE |
−n(n−r)/2|DE |
rn
2 = |DE|
n(2r−n)
2 , and
cn,r =
n−1∏
i=0
ξF (2n− 2r − i, η
i)
ξF (i + 1− 2r, ηi)
r∏
i=1
ξE(i)
ξE(n− i+ 1)
.
So
an,r = ϕ
0
c(0)|DE |
rn
2 c−1n,r
r∏
i=1
ξE(i)
ξE(n− i+ 1)
= |DE |
n(2r−n)
2
n−1∏
i=0
ξF (i+ 1− 2r, η
i)
ξF (2n− 2r − i, ηi)
.

Next consider the boundary case n = 2r. The first term identity in this case, also due to
Ichino [Ich], is just Theorem 3.5 (ii). We record it here for completeness.
Proposition 5.2. Assume that n = 2r. Then for all ϕ ∈ S(V n(A)), we have
A
(2r,r)
0 (ϕ) = 2B
(2r,r)
−1 (ϕ).
Remark. We now show that cK = κ.
By Proposition 4.5, we have
A
(2r,r)
0 (ϕ
0) = E(2r,2r)(0; Φϕ0) = ϕ
0(0)E
(2r,2r)
0 (0) = ϕ
0(0)c−1r E
(2r,r)
−1 (
r
2
).
On the other hand, by Lemma 3.4, we have
B
(2r,r)
−1 (ϕ
0) = Ress= r
2
E(2r,r)(s;ϕ0)
=
cK
κ
|DE |
−r2
r∏
i=1
ξE(2r − i+ 1)
ξE(i)
E
(2r,r)
−1
(r
2
)
.
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So we have
A
(2r,r)
0 (ϕ
0) =
κ
cK
ϕ0(0)|DE |
r2c−1r
r∏
i=1
ξE(i)
ξE(2r − i+ 1)
B
(2r,r)
−1 (ϕ
0)
=
κ
cK
· 2B
(2r,r)
−1 (ϕ
0).
Since A
(2r,r)
0 (ϕ
0) = 2B
(2r,r)
−1 (ϕ
0) by the above proposition, we obtain cK = κ.
5.2. Weak first term identity for 2nd term range. Suppose r + 1 ≤ n ≤ 2r − 1. We
can extend the first term identity for the spherical function ϕ0 to all ϕ ∈ S(V n(A))◦, where
S(V n(A))◦ is the G(A)-span of the spherical Schwartz function ϕ0 in S(V n(A)).
Proposition 5.3. [Weak first term identity for 2nd term range] Suppose r + 1 ≤ n ≤ 2r − 1.
Then for ϕ ∈ S(V n(A))◦, we have
A
(n,r)
−1 (ϕ) = bn,rB
(n,r)
−2 (ϕ),
where
bn,,r = d
−1
n,r
r∏
i=1
ξE(i)
ξE(n− i+ 1)
.
Proof. We have
A
(n,r)
−1 (ϕ
0) = ϕ0(0)E
(n,n)
−1
(
2r − n
2
)
= ϕ0(0)d−1n,rE
(n,r)
−2
(r
2
)
,
by Proposition 4.6.
On the other hand, by Lemma 3.4, we have
B
(n,r)
−2 (ϕ
0) = |DE |
− rn2
r∏
i=1
ξE(n− i + 1)
ξE(i)
E
(n,r)
−2
(r
2
)
.
So we obtain
A
(n,r)
−1 (ϕ
0) = ϕ0(0)|DE |
rn
2 d−1n,r
r∏
i=1
ξE(i)
ξE(n− i+ 1)
B
(n,r)
−2 (ϕ
0)
= d−1n,r
r∏
i=1
ξE(i)
ξE(n− i+ 1)
B
(n,r)
−2 (ϕ
0)
= bn,rB
(n,r)
−2 (ϕ
0).
As A
(n,r)
−1 and B
(n,r)
−2 are G(A)-intertwining, we have, for ϕ ∈ S(V
n(A))◦, that
A
(n,r)
−1 (ϕ) = bn,rB
(n,r)
−2 (ϕ).

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5.3. Weak second term identity for 2nd term range. Suppose r + 1 ≤ n ≤ 2r − 1,
i.e. we are in the second term range. We can also extend the second term identity for the
spherical function ϕ0 to ϕ ∈ S(V n(A))◦. Note that there are four terms E
(n,r)
−1 (
r
2 ), E
(n,n)
0 (
2r−n
2 ),
E
(n,n)
−1 (
2r−n
2 ) and E
(n,n−r)
0 (
n−r
2 ) in the spherical second term identity. Now we analyze these
four terms.
For the term E
(n,n)
−1 (
2r−n
2 ), we have
A
(n,r)
−1 (ϕ
0) = ϕ0(0)E
(n,n)
−1
(
2r − n
2
)
.
Note that the map
A
(n,r)
−1 : S(V
n(A))→ A(G)
ϕ 7→ A
(n,r)
−1 (ϕ)
is G(A)-intertwining, where A(G) is the space of automorphic forms on G(A).
For the term E
(n,n)
0 (
2r−n
2 ), we have
A
(n,r)
0 (ϕ
0) = ϕ0(0)E
(n,n)
0
(
2r − n
2
)
.
The map
S(V n(A))→ A(G)
ϕ 7→ A
(n,r)
0 (ϕ)
is not G(A)-intertwining, but it is G(A)-intertwining modulo R, where R = Im(A
(n,r)
−1 ) is the
image of A
(n,r)
−1 . In other words, the composite
S(V n(A))→ A(G)→ A(G)/R
ϕ 7→ A
(n,r)
0 (ϕ) mod R
is a G(A)-intertwining map.
For the term E
(n,r)
−1 (
r
2 ), we have, by Lemma 3.4, that
B
(n,r)
−1 (ϕ
0) = |DE |
− rn2
r∏
i=1
ξE(n− i + 1)
ξE(i)
E
(n,r)
−1
(r
2
)
.
Note that the map B
(n,r)
−1 : S(V
n(A))→ A(G) is G(A)-intertwining.
Finally, we need to take care of the complementary term E
(n,n−r)
0 (
n−r
2 ). Since n < 2r, we
have Ikeda’s map
Ik = Ik(n,n−r) : S(V n(A))→ S(V nc (A)).
For ϕ ∈ S(V n(A)), we can define regularized theta integral E(n,n−r)(g, s; Ik(ϕ)) associated to
Ik(ϕ) ∈ S(V nc (A)) as in Section 3.2. It has a simple pole at s = (n − r)/2, and we write its
Laurent expansion there as
E(n,n−r)(g, s; Ik(ϕ)) =
∞∑
d=−1
B
(n,n−r)
d (Ik(ϕ))(g)
(
s−
n− r
2
)d
.
Then B
(n,n−r)
0 ◦ Ik : S(V
n(A)) → A(G) defines a G(A)-intertwining map. By Lemma 3.4 we
have
B
(n,n−r)
0 (Ik(ϕ
0)) = |DE |
−n(n−r)2
n−r∏
i=1
ξE(n− i+ 1)
ξE(i)
E
(n,n−r)
0
(
n− r
2
)
.
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Recall the spherical second term identity for 2nd term range (Theorem 4.8):
E
(n,r)
−1
(r
2
) 2r−n−1∏
i=0
F
(2r−i,r)
0
(r
2
)
+ E
(n,n−r)
0
(
n− r
2
) 2r−n−1∏
i=0
G(2r−i,r−i)
(
r − i
2
)
= 2crE
(n,n)
0
(
2r − n
2
)
+ γ2r−n−1E
(n,n)
−1
(
2r − n
2
)
,
which can be rewritten as
|DE |
rn
2 ·
r∏
i=1
ξE(i)
ξE(n− i+ 1)
· B
(n,r)
−1 (ϕ
0) ·
2r−n−1∏
i=0
F
(2r−i,r)
0
( r
2
)
+ |DE |
(n−r)n
2 ·
n−r∏
i=1
ξE(i)
ξE(n− i+ 1)
· B
(n,n−r)
0 (Ik(ϕ
0)) ·
2r−n−1∏
i=0
G(2r−i,r−i)
(
r − i
2
)
≡ 2crϕ
0(0)−1A
(n,r)
0 (ϕ
0) mod R.
We can simplify the above as
B
(n,r)
−1 (ϕ
0) + |DE |
n(n−2r)
2 ·
r∏
i=n−r+1
ξE(i)
ξE(n− i+ 1)
·
2r−n−1∏
i=0
{
G(2r−i,r−i)
(
r − i
2
)
F (2r−i,r)
(r
2
)−1}
· B
(n,n−r)
0 (Ik(ϕ
0))
≡ 2crϕ
0(0)−1|DE |
− rn2
r∏
i=1
ξE(n− i+ 1)
ξE(i)
·
2r−n−1∏
i=0
F (2r−i,r)
( r
2
)−1
· A
(n,r)
0 (ϕ
0) mod R.
Note that
F (2r−i,r)
( r
2
)
=
ξE(r − i)
ξE(2r − i)
,
G(2r−i,r−i)
(
r − i
2
)
=
ξE(r − i)ξE(−i)
ξF (2r − 2i− 1, η)ξF (2r − 2i)ξE(2r − i)
,
cr =
1
2
r∏
i=1
ξE(i)
ξE(r + i)
,
ϕ0(0) = |DE |
−rn/2,
and
r∏
i=n−r+1
ξE(i)
ξE(n− i + 1)
= 1.
So we have
B
(n,r)
−1 (ϕ
0)
+ |DE |
n(n−2r)
2
2r−n−1∏
i=0
(
ξE(−i)
ξF (2r − 2i− 1, η)ξF (2r − 2i)
)
B
(n,n−r)
0 (Ik(ϕ
0))
≡ A
(n,r)
0 (ϕ
0) mod R.
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Since B
(n,r)
−1 , B
(n,n−r)
0 are G(A)-intertwining, and A
(n,r)
0 are G(A)-intertwining modulo R =
Im(A
(n,r)
−1 ), we obtain the following result.
Theorem 5.4. [Weak second term identity] Suppose r + 1 ≤ n ≤ 2r − 1. For ϕ ∈ S(V n(A))◦,
we have
B
(n,r)
−1 (ϕ) + |DE |
n(n−2r)
2
2r−n−1∏
i=0
(
ξE(−i)
ξF (2r − 2i− 1, η)ξF (2r − 2i)
)
B
(n,n−r)
0 (Ik(ϕ))
≡ A
(n,r)
0 (ϕ) mod Im(A
(n,r)
−1 ),
where Im(A
(n,r)
−1 ) is the image of the A
(n,r)
−1 map.
6. Inner product formulae
In this section we consider the inner product formulae for theta lifts from unitary groups.
6.1. Doubling method. Let W be the space of row vectors M1,n(E) with a non-degenerate
skew-hermitian form 〈 , 〉W . Let −W be the spaceM1,n(E) with a skew-hermtian form which is
negative to the form onW , i.e. 〈x, y〉−W = −〈x, y〉W for x, y ∈M1,n(E). Then we can regardW
as the direct sumW⊕(−W ), with form given by 〈(w1, w2), (w
′
1, w
′
2)〉 = 〈w1, w
′
1〉W +〈w2, w
′
2〉−W
for w1, w
′
1 ∈W and w2, w
′
2 ∈ −W .
There is a natural embedding
i : U(W )× U(−W )→ U(W),
given by (w1, w2) · i(g1, g2) = (w1g1, w2g2). Note that the group acts on the space on the right.
We have the following important result due to Piatetski-Shapiro–Rallis [PSR] and Li [Li],
which relates the L-function with an integral of Siegel Eisenstein series. We write In(s) =
In,n(s) for simplicity.
Theorem 6.1. [Doubling method] Let π = ⊗′πv be a cuspidal automorphic representation of
G(A), where G = U(W ). Suppose Φ(s) = ⊗′Φv(s) ∈ In(s) and f1 = ⊗
′f1,v, f2 = ⊗
′f2,v ∈ π
are factorizable. Then ∫
[G×G]
f1(g1)f2(g2)E
(n,n)(i(g1, g2), s; Φ)dg1dg2
=
1
dSn(s)
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv),
where
• S is any finite set of places of F such that if v /∈ S, then v is finite and everything is
unramified at v;
•
Zv(s, f1,v, f2,v,Φv, πv) =
∫
Gv
Φv(i(g, 1), s)〈πv(g)f1,v, f2,v〉dg;
•
dSn(s) =
∏
v/∈S
dn,v(s),
where dn,v(s) =
∏
0≤i≤n−1 LFv(2s+ n− i, η
i
v) for v /∈ S;
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•
LS(s, π) =
∏
v/∈S
Lv(s, πv),
where Lv(s, πv) = Lv(s,BC(πv)) for v /∈ S, and BC(πv) is the base change of πv to
GLn(Ev).
Proof. We have, by the basic identity of Piatetski-Shapiro and Rallis ([PSR] p.3), that for Re(s)
sufficiently large, ∫
[G×G]
f1(g1)f2(g2)E
(n,n)(i(g1, g2), s; Φϕ)dg1dg2
=
∫
G(A)
Φϕ(i(g, 1), s)〈π(g)f1, f2〉dg.
But we have Euler product∫
G(A)
Φϕ(i(g, 1), s)〈π(g)f1, f2〉dg =
∏
v
Zv(s, f1,v, f2,v,Φv, πv).
The local zeta integral Zv(s, f1,v, f2,v,Φv, πv) in the unramified case has been computed by
J-S.Li [Li], and his result is as follows.
Proposition 6.2. Let v ∤ 2 be a finite place of F . Suppose Ev/Fv is unramified if v is inert,
πv is unramified, f
0
1,v and f
0
2,v are G(Ov)-fixed vectors in πv with 〈f
0
1,v, f
0
2,v〉 = 1, and Φ
0
v is the
spherical section in In,v(s) with Φ
0
v(1) = 1. Then
Zv(s, f
0
1,v, f
0
2,v,Φ
0
v, πv) =
Lv(s+
1
2 , πv)
dn,v(s)
,
where
dn,v(s) =
∏
0≤i≤n−1
LFv (2s+ n− i, η
i
v).
Proof. See [Li] Theorem 3.1. See also [LR] §7, Proposition 3 and Remark 3. 
For a finite place v of F , we say everything is unramified at v if all the conditions in the
above proposition are satisfied. Let S be a finite set of places of F such that if v /∈ S, then v is
finite and everything is unramified at v. Then∫
[G×G]
f1(g1)f2(g2)E
(n,n)(i(g1, g2), s; Φ)dg1dg2
=
∏
v/∈S
Lv(s+
1
2 , πv)
dn,v(s)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
=
LS(s+ 12 , π)
dSn(s)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv).

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6.2. Inner product formulae. First we introduce some notation. LetW be a skew-hermitian
space over E of dimension n. Let V be the split hermitian space over E of dimension 2r as
before. Then U(W ) and U(V ) form a dual pair. Let V = V + + V − be a complete polarization
(i.e. a direct sum of two totally isotropic subspaces of rank r). Write X = V + ⊗W . Then the
Weil representation ω of U(W )(A)×U(V )(A) acts on the Schwartz space S(X(A)). In fact, to
construct Weil representation of U(W )(A)× U(V )(A), we need two auxiliary Hecke characters
χ1 and χ2 of E (see [HKS, K1]). For simplicity, we choose the characters as follows: we take
χ1 = 1 to be the trivial Hecke character of E which is used to construct the Weil representation
of U(W )(A) on S(X(A)), and χ2 a Hecke character of E such that χ2|A× = η
n which is used
to construct the Weil representation of U(V )(A) on S(X(A)).
Note that the Weil representation of U(W)(A)×U(V )(A) acts on the space S(V n(A)). There
is a U(W )(A)× U(W )(A)-intertwining map
σ : S(X(A))⊗ˆS(X(A))→ S(V n(A)),
where we view S(V n(A)) as a representation of U(W )(A)× U(W )(A) via the embedding
i : U(W )× U(−W )→ U(W).
Now we consider the global theta lifts from G = U(W ) to H = U(V ).
Let π be a cuspidal automorphic representation of U(W )(A). The global theta lift of π to
U(V ) is the space
Θ2r(π) = {θ2r(f, φ)|f ∈ π, φ ∈ S(X(A))},
where θ2r(f, φ) is the function on H(A) given by
θ2r(f, φ)(h) =
∫
[G]
θ(g, h;φ)f(g)dg, for h ∈ H(A),
and
θ(g, h;φ) =
∑
x∈X(F )
ω(g, h)φ(x)
is the theta kernel function. We call θ2r(f, φ) the theta lift of f to U(V )(A) (with respect to
φ).
There are two important properties of the global theta lifts:
• If Θ2r0(π) 6= 0 for some r0, then Θ2r(π) 6= 0 for all r ≥ r0 (tower property).
• If r is the smallest integer with Θ2r(π) 6= 0, then Θ2r(π) is in the space of cusp forms.
If Θ2r(π) is in the space of cusp forms, then we can consider the inner product
〈θ2r(f1, φ1), θ2r(f2, φ2)〉 :=
∫
[H]
θ2r(f1, φ1)(h)θ2r(f2, φ2)(h)dh
for f1, f2 ∈ π and φ1, φ2 ∈ S(X(A)).
If 〈θ2r(f1, φ1), θ2r(f2, φ2)〉 6= 0 for some choice of f1, f2 ∈ π and φ1, φ2 ∈ S(X(A)), then
Θ2r(π) 6= 0. This gives a simple way to determine the non-vanishing of global theta lifts. S.Rallis
[R] first used this idea to study global theta lift from a symplectic group to an orthogonal group
in the convergent range, and he found a formula which relates the inner product with special
values of the partial L-function. Accordingly, this type of formula is often called Rallis inner
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product formula. J-S. Li [Li] extended the Rallis inner product formula to a general dual pair
of type I in the convergent range.
In our case, we have the following expression of the inner product (see [GT] Proposition 6.1
for the orthogonal case).
Proposition 6.3. Suppose n ≥ r. Let π be a cuspidal automorphic representation of U(W )(A)
with Θ2(r−1)(π) = 0, so that Θ2r(π) is in the space of cusp forms (possibly zero). Let f1, f2 ∈ π.
(i) For φ1, φ2 ∈ S(X(A)), the inner product 〈θ2r(f1, φ1), θ2r(f2, φ2)〉 is given by
〈θ2r(f1, φ1), θ2r(f2, φ2)〉
= Ress= r2
∫
[G×G]
f1(g1)f2(g2)E
(n,r)(i(g1, g2), s;σ(φ1 ⊗ φ2))dg1dg2
=
∫
[G×G]
f1(g1)f2(g2)B
(n,r)
−1 (σ(φ1 ⊗ φ2))(i(g1, g2))dg1dg2.
(ii) More generally, for ϕ =
∑
i σ(φ1,i ⊗ φ2,i) ∈ S(V
n(A)) with φ1,i, φ2,i ∈ S(X(A)), we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)B
(n,r)
−1 (ϕ)(i(g1, g2))dg1dg2.
Proof. Note that (ii) follows from (i) immediately. So we only need to prove (i). Note that
E(h, s) has a constant residue κ at s = r/2. Write σ(φ1 ⊗ φ2) = ϕ. Then∫
[G×G]
f1(g1)f2(g2)E
(n,r)(i(g1, g2), s;ϕ)dg1dg2
=
1
κPz(s)
∫
[G×G]
f1(g1)f2(g2)
(∫
[H]
θ(i(g1, g2), h;ω(z)ϕ)E(h, s)dh
)
dg1dg2
=
1
κPz(s)
∫
[H]
(∫
[G×G]
f1(g1)f2(g2)θ(i(g1, g2), h;ω(z)ϕ)dg1dg2
)
E(h, s)dh
=
1
κPz(s)
∫
[H]
(∫
[G×G]
f1(g1)f2(g2)θ(i(g1, g2), h;ϕ)dg1dg2
)
z′ ∗ E(h, s)dh
=
1
κ
∫
[H]
(∫
[G×G]
f1(g1)f2(g2)θ(i(g1, g2), h;ϕ)dg1dg2
)
E(h, s)dh
=
1
κ
∫
[H]
θ2r(f1, φ1)(h)θ2r(f2, φ2)(h)E(h, s)dh,
where we have used the Poisson summation formula to show θ(i(g1, g2), h;ϕ) = θ(g1, h;φ1)θ(g2, h;φ2)
for ϕ = σ(φ1 ⊗ φ2), and have used the adjointness of the operator z
′ and the fact that
z′ ∗ E(h, s) = Pz(s)E(h, s).
Taking residue at s = r/2 in both sides of the above identity, we obtain∫
[H]
θ2r(f1, φ1)(h)θ2r(f2, φ2)(h)dh
=
∫
[G×G]
f1(g1)f2(g2)B
(n,r)
−1 (ϕ)(i(g1, g2)dg1dg2,
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which is just the desired result. 
Now we study the inner product formulae. First we consider the boundary case n = 2r.
Theorem 6.4. [Inner product formula on the boundary] Suppose n = 2r. Let π be a cuspidal
automorphic representation of U(W )(A) with Θ2(r−1)(π) = 0. Let ϕ ∈ S(V
n(A)) be such that
Φϕ is factorizable as ⊗
′Φv. Write ϕ =
∑
i σ(φ1,i ⊗ φ2,i) with φ1,i, φ2,i ∈ S(X(A)). Then for
f1, f2 ∈ π, we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
1
2
∫
[G×G]
f1(g1)f2(g2)A
(2r,r)
0 (ϕ)(i(g1, g2))dg1dg2
=
1
2dS2r(0)
Vals=0
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
,
where Vals=0 means the constant term of the Laurent expansion at s = 0, and S can be chosen
to be any finite set of places of F such that if v /∈ S, then v is finite and everything is unramified
at v.
Proof. We have ∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)B
(2r,r)
−1 (ϕ)(i(g1, g2))dg1dg2
=
1
2
∫
[G×G]
f1(g1)f2(g2)A
(2r,r)
0 (ϕ)(i(g1, g2))dg1dg2,
by Proposition 6.3 and Proposition 5.2.
By the doubling method (Theorem 6.1), we have∫
[G×G]
f1(g1)f2(g2)A
(2r,r)
0 (ϕ)(i(g1, g2))dg1dg2
=
1
dSn(ρn,r)
Vals=ρn,r
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
.
Then the desired result follows. 
Next we consider the inner product formula for n ≥ 2r + 1.
Theorem 6.5. [Inner product formula for 1st term range] Suppose n ≥ 2r + 1. Let π be a
cuspidal automorphic representation of U(W )(A) with Θ2(r−1)(π) = 0. Let ϕc ∈ S(V
n
c (A))
be such that Φϕc is factorizable as ⊗
′Φv. Write Ik(ϕc) =
∑
i σ(φ1,i ⊗ φ2,i) with φ1,i, φ2,i ∈
S(X(A)). Then for f1, f2 ∈ π, we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
1
an,rdSn(−ρn,r)
Ress=−ρn,r
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
,
45
where S can be chosen to be any finite set of places of F such that if v /∈ S, then v is finite and
everything is unramified at v.
Proof. We have
∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)B
(n,r)
−1 (Ik(ϕc))(i(g1, g2))dg1dg2
=
1
an,r
∫
[G×G]
f1(g1)f2(g2)A
(n,n−r)
−1 (ϕc)(i(g1, g2))dg1dg2,
by Proposition 6.3 and Proposition 5.1.
By the doubling method (Theorem 6.1), we have
∫
[G×G]
f1(g1)f2(g2)A
(n,n−r)
−1 (ϕc)(i(g1, g2))dg1dg2
=
1
dSn(−ρn,r)
Ress=−ρn,r
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
The desired result then follows. 
Finally, we consider the inner product formula for the second term range r+1 ≤ n ≤ 2r− 1.
First we have the following proposition (see [GT] Proposition 6.3 and Notes added in proof).
Proposition 6.6. Suppose r+1 ≤ n ≤ 2r− 1. Let π be a cuspidal automorphic representation
of U(W )(A) with Θ2(r−1)(π) = 0. Let f1, f2 ∈ π.
(i) If ϕ =
∑
i σ(φ1,i ⊗ φ2,i) ∈ S(V
n(A))◦ with φ1,i, φ2,i ∈ S(X(A)) , then
∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)A
(n,r)
0 (ϕ)(i(g1, g2))dg1dg2,
where we write G = U(W ).
(ii) More generally, if ϕ =
∑
i σ(φ1,i ⊗ φ2,i) ∈ S(V
n(A)) with φ1,i, φ2,i ∈ S(X(A)), then
∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)A
(n,r)
0 (ϕ)(i(g1, g2))dg1dg2.
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Proof. (i) By Proposition 6.3 and Theorem 5.4, we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)B
(n,r)
−1 (ϕ)(i(g1, g2))dg1dg2
=
∫
[G×G]
f1(g1)f2(g2)A
(n,r)
0 (ϕ)(i(g1, g2))dg1dg2
− c
∫
[G×G]
f1(g1)f2(g2)B
(n,n−r)
0 (Ik(ϕ))(i(g1, g2))dg1dg2
+ C
∫
[G×G]
f1(g1)f2(g2)A
(n,r)
−1 (ϕ
′)(i(g1, g2))dg1dg2,
where c and C are non-zero constants, and ϕ′ is another Schwartz function.
We now show that
(1)
∫
[G×G]
f1(g1)f2(g2)B
(n,n−r)
0 (Ik(ϕ))(i(g1, g2))dg1dg2 = 0,
(2)
∫
[G×G]
f1(g1)f2(g2)A
(n,r)
−1 (ϕ
′)(i(g1, g2))dg1dg2 = 0.
Both of these are implied by the assumption Θ2r−2(π) = 0.
First we show the the first identity (1).
Let Vc = V
+
c + V
−
c be a complete polarization of the complementary space Vc. Note that
there is a natural isomorphism
σ′ : S((V +c ⊗W )(A))⊗ˆS((V
+
c ⊗W )(A))→ S(V
n
c (A)).
Write
Ik(ϕ) =
∑
j
σ′(φ′1,j ⊗ φ
′
2,j),
where φ′1,j , φ
′
2,j ∈ S((V
+
c ⊗W )(A)).
Write ϕ′j = σ
′(φ′1,j ⊗ φ
′
2,j). Then as in the proof of Proposition 6.3, we have∫
[G×G]
f1(g1)f2(g2)E
(n,n−r)(i(g1, g2), s;ϕ
′
j)dg1dg2
=
1
κ′
∫
[Hc
θ2(n−r)(f1, φ
′
1,j)(h)θ2(n−r)(f2, φ
′
2,j)(h)E
′(h, s)dh,
where Hc = U(Vc), E
′(h, s) is the auxiliary Eisenstein series on Hc(A), κ
′ is the constant residue
of E′(h, s) at s = (n − r)/2. Since Θ2(r−1)(π) = 0 and n− r ≤ r − 1, we have Θ2(n−r)(π) = 0
by the tower property of theta lifts. Thus θ2(n−r)(f1, φ
′
1,j) = 0 and θ2(n−r)(f2, φ
′
2,j) = 0. Hence∫
[G×G]
f1(g1)f2(g2)E
(n,n−r)(i(g1, g2), s;ϕ
′
j)dg1dg2 = 0.
Since Ik(ϕ) =
∑
j ϕ
′
j , we have∫
[G×G]
f1(g1)f2(g2)E
(n,n−r)(i(g1, g2), s; Ik(ϕ))dg1dg2 = 0.
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In particular, ∫
[G×G]
f1(g1)f2(g2)B
(n,n−r)
0 (Ik(ϕ))(i(g1, g2))dg1dg2 = 0.
Next we show the second identity (2).
Since n ≤ 2r − 1, we have n ≥ 2(n− r) + 1. By Proposition 5.1, we have∫
[G×G]
f1(g1)f2(g2)A
(n,r)
−1 (ϕ
′)(i(g1, g2))dg1dg2
= an,n−r
∫
[G×G]
f1(g1)f2(g2)B
(n,n−r)
−1 (Ik(ϕ
′))(i(g1, g2))dg1dg2.
Write Ik(ϕ′) =
∑
j σ
′(φ′′1,j ⊗ φ
′′
2,j). Then by Proposition 6.3 we have∑
j
〈θ2(n−r)(f1, φ
′′
1,j), θ2(n−r)(f2, φ
′′
2,j)〉
=
∫
[G×G]
f1(g1)f2(g2)B
(n,n−r)
−1 (Ik(ϕ
′))(i(g1, g2))dg1dg2.
The LHS of the above identity is zero since θ2(n−r)(f1, φ
′′
1,j) = θ2(n−r)(f2, φ
′′
2,j) = 0 by the fact
that Θ2(n−r)(π) = 0. Thus we have∫
[G×G]
f1(g1)f2(g2)A
(n,r)
−1 (ϕ
′)(i(g1, g2))dg1dg2 = 0.
(ii) Both sides of the desired identity factor through the quotient
S(V n(A))→ S(V n(A))H(A),
where the quotient map is given by
ϕ 7→ Φϕ ∈ In(ρn,r).
The quotient space S(V n(A))H(A) is generated by the image of the spherical function ϕ
0 as a
G(A)-module, since S(V nv )Hv
∼= Rn(Vv) is generated by the spherical section Φϕ0v for each v. In
other words, the subspace S(V n(A))◦ is mapped surjectively onto this quotient. Thus to show
the identity, it suffices to show the desired identity on the subspace S(V n(A))◦, which we have
already done in (i). Thus the result follows. 
This proposition implies the following inner product formula for 2nd term range.
Theorem 6.7. [Inner product formula for 2nd term range] Suppose r+ 1 ≤ n ≤ 2r− 1. Let π
be a cuspidal automorphic representation of U(W )(A) with Θ2(r−1)(π) = 0. Let ϕ ∈ S(V
n(A))
be such that Φϕ is factorizable as ⊗
′Φv. Write ϕ =
∑
i σ(φ1,i ⊗ φ2,i) with φ1,i, φ2,i ∈ S(X(A)).
Then for f1, f2 ∈ π, we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
1
dSn(ρn,r)
Vals=ρn,r
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
,
where Vals=s0 means the constant term of the Laurent expansion at s = s0, and S can be chosen
to be any finite set of places of F such that if v /∈ S, then v is finite and everything is unramified
at v.
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Proof. By Proposition 6.6, we have∑
i
〈θ2r(f1, φ1,i), θ2r(f2, φ2,i)〉
=
∫
[G×G]
f1(g1)f2(g2)A
(n,r)
0 (ϕ)(i(g1, g2))dg1dg2.
By the doubling method (Theorem 6.1), we have∫
[G×G]
f1(g1)f2(g2)A
(n,r)
0 (ϕ)(i(g1, g2))dg1dg2
=
1
dSn(ρn,r)
Vals=ρn,r
(
LS(s+
1
2
, π)
∏
v∈S
Zv(s, f1,v, f2,v,Φv, πv)
)
.
Then the desired result follows. 
7. Appendix: Proof of Proposition 4.1
In this section, we will give a proof of Proposition 4.1 following D.Jiang [J1, J2].
Recall that G = Gn = U(n, n), and for 1 ≤ r ≤ n, Pr = P
n
r is the parabolic subgroup of Gn
with stabilizes the subspace {(0n, a1, . . . , ar, 0n−r)|ai ∈ E}, and I
n,r(s) = Ind
G(A)
Pr(A)
| · |s is the
degenerate principal series.
For a holomorphic section f ∈ In,r(s), the associated Eisenstein series on Gn(A) is defined
by
E(n,r)(g, s; f) =
∑
γ∈Pnr (F )\Gn(F )
f(γg, s), for g ∈ Gn(A).
It is well-known that this series converges absolutely for Re(s) ≫ 0, and has a meromorphic
continuation to the whole s-plane.
The spherical Eisenstein series E(n,r)(g, s) is the one associated to the spherical section f0
in In,r(s) with f0(1) = 1, i.e. E(n,r)(g, s) = E(n,r)(g, s; f0).
Write Pn1 = Q. For f ∈ I
n,r(s), the constant term of the Eisenstein series E(n,r)(g, s; f)
along Q is given by
E
(n,r)
Q (g, s; f) =
∫
N1(F )\N1(A)
E(n,r)(ug, s; f)du,
where N1 is the unipotent radical of Q given explicitly by
N1(F ) =


u(b, c, d) =


1 b c d
1n−1
td¯
1
−t¯b 1n−1




,
where b, d ∈M1,n−1(E), and c ∈ E with c+ c¯ = −(b
td¯+ dt¯b).
Unfolding, we get
E
(n,r)
Q (g, s; f) =
∑
γ∈Pr(F )\G(F )/N1(F )
∫
Nγ1 (F )\N1(A)
f(γug, s)du,
where Nγ1 = N1 ∩ γ
−1Prγ.
Similar to [J2] Lemma 2.1, we have the following
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Lemma 7.1. Let
w1 =


1
1r−1
1
1n−r−1
1
1r−1
1
1n−r−1


,
w2 =


1
1n−1
−1
1n−1

 .
Then we have
(i)
Gn =

P
n
r Q ∪ P
n
r w1Q ∪ P
n
r w2Q if 1 ≤ r < n,
Pnr Q ∪ P
n
r w2Q if r = n.
(ii)
Pnr \P
n
r Q/N1
∼= Pn−1r−1 \Gn−1 if r > 1,
Pnr \P
n
r w1Q/N1
∼= Pn−1r \Gn−1,
Pn1 \P
n
1 w2Q/N1 = [w2], and P
n
r \P
n
r w2Q/N1
∼= Pn−1r−1 \Gn−1 if r > 1.
Let B be the standard Borel subgroup of G = U(n, n). Then B = AN , where A ∼=
(RE/FGL1)
n is the Levi factor, and N is the unipotent radical. For w = w1 or w2, let
Nw = w
−1N¯w ∩N , where N¯ is the opposite of N .
For f ∈ In,r(s), define two intertwining operators as follows:
U1(s)f(g) =
∫
Nw1(A)
f(w1ug, s)du,
U2(s)f(g) =
∫
Nw2(A)
f(w2ug, s)du.
Let M1 be the Levi factor of Q = P1. Then M1 ∼= RE/FGL1 × Gn−1, and we write an
element in M1 as m1(a, g) with a ∈ RE/FGL1 and g ∈ Gn−1.
We have the following result analogous to [J1] Chapter 3, Lemma 1.0.2.
Lemma 7.2. For m1(a, g) ∈M1(A) and f ∈ I
n,r(s), we have
(1) f(m1(a, g), s) = ‖a‖
s+ 2n−r2 f(m1(1, g), s).
(2) U1(s)f(m1(a, g)) = ‖a‖
r−1U1(s)f(m1(1, g)).
(3) U2(s)f(m1(a, g)) = ‖a‖
−s+ 2n−r2 U2(s)f(m1(1, g)).
For f ∈ In,r(s), define a function i∗f on Gn−1(A) by
i∗f(g) = f(m1(1, g), s), for g ∈ Gn−1(A).
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Then we have the following result analogous to [J1] Chapter 3, Proposition 1.0.1.
Lemma 7.3. For n ≥ r > 1,
(1) i∗ : In,r(s)→ In−1,r−1(s+ 12 ).
(2) i∗ ◦ U1(s) : I
n,r(s)→ In−1,r(s).
(3) i∗ ◦ U2(s) : I
n,r(s)→ In−1,r−1(s− 12 ).
We can obtain the following expression for the constant term of Eisenstein series. See [J1]
pp.76-77 for the symplectic case, and [GT] Proposition 4.1 for the even orthogonal case.
Proposition 7.4. For f ∈ In,r(s) and m1(a, g) ∈ M1(A) with a ∈ A
×
E and g ∈ Gn−1(A), we
have:
• For 1 < r < n,
E
(n,r)
Q (m1(a, g), s; f) = ‖a‖
s+ 2n−r2 E(n−1,r−1)
(
g, s+
1
2
; i∗f
)
+ ‖a‖rE(n−1,r)(g, s; i∗ ◦ U1(s)f)
+ ‖a‖−s+
2n−r
2 E(n−1,r−1)
(
g, s−
1
2
; i∗ ◦ U2(s)f
)
;
• For r = 1 and n ≥ 2,
E
(n,1)
Q (m1(a, g), s; f) = ‖a‖
s+ 2n−12 i∗f(g) + ‖a‖E(n−1,1)(g, s; i∗ ◦ U1(s)f)
+ ‖a‖−s+
2n−1
2 i∗ ◦ U2(s)f(g).
• For r = n ≥ 2,
E
(n,n)
Q (m1(a, g), s; f) = ‖a‖
s+n2 E(n−1,n−1)
(
g, s+
1
2
; i∗f
)
+ ‖a‖−s+
n
2 E(n−1,n−1)
(
g, s−
1
2
; i∗ ◦ U2(s)f
)
.
Proof. Same as the proof of [J1] Chapter 3, Theorem 1.0.2. 
Recall that our goal is to prove Proposition 4.1. To achieve this, we see from the above
proposition that we only need to compute the following two integrals
c1(s) := U1(s)f
0(1) =
∫
Nw1(A)
f0(w1u, s)du
and
c2(s) := U2(s)f
0(1) =
∫
Nw2 (A)
f0(w2u, s)du,
where f0 is the spherical section in In,r(s) with f0(1) = 1.
To do this, we use the Gindikin-Karpelevich argument as in [PSR] §5.3.
Let T be the standard maximal F -split torus of G = U(n, n). Then T ∼= (GL1)
n and a
typical element in T is of the form t = diag(a1, . . . , an, a
−1
1 , . . . , a
−1
n ), where each ai ∈ GL1.
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LetX∗(T ) be the group of rational characters of T . ThenX∗(T ) is a free Z-module with basis
{xi|1 ≤ i ≤ n}, where xi ∈ X
∗(T ) is given by xi(t) = ai for t = diag(a1, . . . , an, a
−1
1 , . . . , a
−1
n ) ∈
T .
Let Σ be the set of F -roots of G with respect to T , Σ+ the set of positive roots determined
by N . For a root α, let −α be the root given by (−α)(t) = α(t)−1 for t ∈ T . For two roots
α1, α2, let α1 + α2 be the root given by (α1 + α2)(t) = α1(t)α2(t). Then
Σ = {±(xi ± xj)|1 ≤ i < j ≤ n} ∪ {±2xk|1 ≤ k ≤ n},
Σ+ = {(xi ± xj)|1 ≤ i < j ≤ n} ∪ {2xk|1 ≤ k ≤ n}.
Define the Weyl group WG = NG(T )/CG(T ), where NG(T ) is the normalizer of T in G, and
CG(T ) is the centralizer of T in G.
For an element w in the Weyl group WG, let
Σ+(w) = {α ∈ Σ+|w−1α ∈ Σ−},
where w−1α is the root given by (w−1α)(t) = α(wtw−1) for t ∈ T .
For a positive root α, let Gα = CG(kerα), Nα = N ∩Gα, Aα = A ∩ Gα, and let N¯α be the
opposite of Nα. For w ∈WG, let Nw = w
−1N¯w ∩N .
To compute c1(s) and c2(s), we proceed as in [J2] Chapter 3, §2.4. First choose an element
w′ ∈ WMr := NMr(T )/CMr (T ) which is given by
w′ =


0 1r−1
1 0
1n−r
0 1r−1
1 0
1n−r


.
Let w∗1 = w
′w1, w
∗
2 = w
′w2.
Then
c1(s) =
∫
Nw∗1
(A)
f0(w∗1u, s)du =
∏
v
∫
Nw∗1
(Fv)
f0(w∗1u, s)du,
c2(s) =
∫
Nw∗2
(A)
f0(w∗2u, s)du =
∏
v
∫
Nw∗2
(Fv)
f0(w∗2u, s)du.
By [Lai] Proposition 4.4, we have∫
Nw∗
1
(Fv)
f0(w∗1u, s)du =
∏
α∈Σ+(w∗1)
∫
N¯α(Fv)
f0α(u, s)du,
∫
Nw∗2
(Fv)
f0(w∗2u, s)du =
∏
α∈Σ+(w∗2)
∫
N¯α(Fv)
f0α(u, s)du,
where f0α is the restriction of f
0 to Gα.
It remains to compute
Mα,v(s) :=
∫
N¯α(Fv)
f0α(u, s)du
for α ∈ Σ+(w∗1) ∪ Σ
+(w∗2).
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Note that each Gα,v is of semi-simple Fv-rank 1, so we can apply the formula in [Lai] §3 to
compute Mα,v(s). See the proof of [Tan2] Proposition 2.1 for relevant computations.
First we record the following lemma which will be useful in our later computation.
Lemma 7.5. For f ∈ In,rv (s), we have
f ∈ IndGvBv (
∏
1≤i≤r
‖ai‖
s+i− r+12
∏
r+1≤i≤n
‖ai‖
−n+i− 12 ),
where
∏
1≤i≤r ‖ai‖
s+i− r+12
∏
r+1≤i≤n ‖ai‖
−n+i− 12 denotes the character of the Levi factor Av of
Bv given by
diag(a1, . . . , an, a¯
−1
1 , . . . , a¯
−1
n ) 7→
∏
1≤i≤r
‖ai‖
s+i− r+12
∏
r+1≤i≤n
‖ai‖
−n+i− 12 .
Proof. For simplicity, we omit the subscript v from notation. Recall that for a character χ
of the Levi factor A of B, the normalized induced representation IndGB(χ) is the space of all
smooth functions f : G→ C such that
f(ag) = δ
1
2
B(a)χ(a)f(g)
for all a ∈ A and g ∈ G, where δB is the modular character of B given by
a 7→
∏
1≤i≤n
‖ai‖
2n−2i+1
for a = diag(a1, . . . , an, a¯
−1
1 , . . . , a¯
−1
n ) ∈ A.
For a = diag(a1, . . . , an, a¯
−1
1 , . . . , a¯
−1
n ) ∈ A, we have a = mr(a
′, g′) ∈Mr ∼= GLr(E)×Gn−r,
where a′ = diag(a1, . . . , ar) ∈ GLr(E). Then for f ∈ I
n,r(s), we have
f(ag) = ‖a1 · · · ar‖
s+n− r2 f(g)
= δ
1/2
B (a)
(
δ
−1/2
B (a)‖a1 · · · ar‖
s+n− r2 f(g)
)
= δ
1/2
B (a)

 ∏
1≤i≤r
‖ai‖
s+i− r+12
∏
r+1≤i≤n
‖ai‖
−n+i− 12

 f(g),
for all a ∈ A and g ∈ G.
The desired result then follows. 
Now we compute c1(s) and c2(s). First we deal with c1(s).
For w∗1 = w
′ · w1, we have
Σ+(w∗1) = {xi − xr+1|1 ≤ i ≤ r}.
For α = xi − xr+1 with 1 ≤ i ≤ r, we have Gα,v ∼= GL2(Ev) × (E
×
v )
n−2. As in the proof of
[Tan2] Proposition 2.1, we can reduce our computation to the derived group G′α of Gα since it
yields the same Mα(s). We have G
′
α,v
∼= SL2(Ev), and A
′
α,v is the subgroup of Av
∼= (E×v )
n
whose elements have 1 along the diagonals except the i-th and the (r+1)-th entries where they
are x and x−1 respectively for some x ∈ E×v . By Lemma 7.5, we have
f0α,v ∈ Ind
G′α,v
B′α,v
(‖x‖s+i−
r+1
2 · ‖x−1‖−n+r+1−
1
2 ) = Ind
G′α,v
B′α,v
‖x‖s+i+n−
3r
2 −1.
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Then by the formula in [Lai] §3.5, we have
Mα,v(s) = vol(OEv )
ζEv (s+ i+ n−
3r
2 − 1)
ζEv (s+ i+ n−
3r
2 )
,
where we take vol(OEv ) = 1 if v is a real place, and we take vol(OEv ) = vol(Ov)
2 and ζEv (s) =
ζFv (s)
2 if v is finite split.
So
c1,v(s) :=
∏
α∈Σ+(w∗1 )
Mα,v(s) = vol(OEv )
r ζEv(s+ n−
3r
2 )
ζEv (s+ n−
r
2 )
,
where we take vol(OEv) = 1 if v is a real place.
Thus
c1(s) =
∏
v∤∞
vol(OEv )
r ζE(s+ n−
3r
2 )
ζE(s+ n−
r
2 )
= |DE |
−r/2 ζE(s+ n−
3r
2 )
ζE(s+ n−
r
2 )
=
ξE(s+ n−
3r
2 )
ξE(s+ n−
r
2 )
.
Next we deal with c2(s). We have
Σ+(w∗2) =

{xi + xr|1 ≤ i ≤ r − 1} ∪ {2xr} ∪ {xr + xj , xr − xj |r + 1 ≤ j ≤ n} if r ≤ n− 1,{xi + xn|1 ≤ i ≤ n− 1} ∪ {2xn} if r = n.
For α = xi + xr with 1 ≤ i ≤ r − 1, we check that Gα,v ∼= GL2(Ev)× (E
×
v )
n−2. As before,
we can reduce our computation to the derived group G′α of Gα. We have G
′
α,v
∼= SL2(Ev) and
A′α,v is the subgroup of Av
∼= (E×v )
n whose elements have 1 along the diagonals except the i-th
and r-th entries where they are x and x¯ respectively for some x ∈ E×v . By Lemma 7.5, we have
f0α,v ∈ Ind
G′α,v
B′α,v
(‖x‖s+i−
r+1
2 · ‖x¯‖s+r−
r+1
2 ) = Ind
G′α,v
B′α,v
‖x‖2s+i−1.
Then by the formula in [Lai] §3.5, we have
Mα,v(s) = vol(OEv )
ζEv (2s+ i− 1)
ζEv (2s+ i)
.
For α = 2xr, we have Gα,v ∼= U(1, 1)(Fv) × (E
×
v )
n−1, G′α,v
∼= SL2(Fv), and A
′
α,v is the
subgroup of Av ∼= (E
×
v )
n whose elements have 1 along the diagonals except the r-th entry
where it can be any x ∈ F×v . By Lemma 7.5 we have
Φ0α ∈ Ind
G′α,v
B′α,v
‖ ‖s+r−
r+1
2 = Ind
G′α,v
B′α,v
|x|2s+r−1.
Then by the formula in [Lai] §3.3, we have
Mα,v(s) = vol(Ov)
ζFv (2s+ r − 1)
ζFv (2s+ r)
.
For α = xr + xj with r + 1 ≤ j ≤ n, we have Gα,v ∼= GL2(Ev)× (E
×
v )
n−2, G′α,v
∼= SL2(Ev),
and A′α,v is the subgroup of Av
∼= (E×v )
n whose elements have 1 along the diagonals except the
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r-th and the j-th entries where they are x and x¯ respectively for some x ∈ E×v . By Lemma 7.5,
we have
f0α,v ∈ Ind
G′α,v
B′α,v
(‖x‖s+r−
r+1
2 · ‖x¯‖−n+j−
1
2 ) = Ind
G′α,v
B′α,v
‖x‖s+j−n+
r
2−1.
Then by the formula in [Lai] §3.5, we have
Mα,v(s) = vol(OEv )
ζEv (s+ j − n+
r
2 − 1)
ζEv (s+ j − n+
r
2 )
.
For α = xr − xj with r + 1 ≤ j ≤ n, we have Gα,v ∼= GL2(Ev)× (E
×
v )
n−2, G′α,v
∼= SL2(Ev),
and A′α,v is the subgroup of Av
∼= (E×v )
n whose elements have 1 along the diagonals except the
r-th and the j-th entries where they are x and x−1 respectively for some x ∈ E×v . By Lemma
7.5, we have
f0α,v ∈ Ind
G′α,v
B′α,v
(‖x‖s+r−
r+1
2 · ‖x−1‖−n+j−
1
2 ) = Ind
G′α,v
B′α,v
‖x‖s−j+n+
r
2 .
Then by the formula in [Lai] §3.5, we have
Mα,v(s) = vol(OEv )
ζEv (s− j + n+
r
2 )
ζEv (s− j + n+
r
2 + 1)
.
Thus
c2,v(s) : =
∏
α∈Σ+(w∗2 )
Mα,v(s)
= vol(OEv )
2n−r−1 · vol(Ov)
ζEv (2s)
ζEv (2s+ r − 1)
ζFv (2s+ r − 1)
ζFv (2s+ r)
ζEv(s− n+
3r
2 )
ζEv (s+ n−
r
2 )
,
and
c2(s) =
∏
v
c2,v(s)
=
ξE(2s)
ξE(2s+ r − 1)
ξF (2s+ r − 1)
ξF (2s+ r)
ξE(s− n+
3r
2 )
ξE(s+ n−
r
2 )
.
In summary, we have the following
Proposition 7.6. Let f0 be the spherical section in In,r(s) with f0(1) = 1. Then
U1(s)f
0 = c1(s)f
0,
U2(s)f
0 = c2(s)f
0,
where
c1(s) =
ξE(s+ n−
3r
2 )
ξE(s+ n−
r
2 )
,
c2(s) =
ξE(2s)
ξE(2s+ r − 1)
ξF (2s+ r − 1)
ξF (2s+ r)
ξE(s− n+
3r
2 )
ξE(s+ n−
r
2 )
.
Proposition 4.1 then follows immediately from Proposition 7.4 and Proposition 7.6.
55
References
[Ad] Adams, J.: The theta correspondence over R. Harmonic analysis, group representations, automorphic forms
and invariant theory: in honor of Roger E.Howe, 1-39, World Scientific, Singapore (2007)
[GI] Gan, W.T., Ichino, A.: On endoscopy and the refined Gross-Prasad conjecture for (SO5, SO4). J. Inst.
Math. Jussieu 10, 235-324 (2011)
[GQT] Gan, W.T., Qiu, Y., Takeda, S.: The regularized Siegel-Weil formula (the second term identity) and the
Rallis inner product formula. Preprint (2012)
[GT] Gan, W.T., Takeda, S.: On the regularized Siegel-Weil formula (second term identity) and non-vanishing
of theta lifts from orthogonal groups. J.reine angew. Math. 659, 175-244 (2011)
[HKS] Harris, M., Kudla, S.S., Sweet, W.J.: Theta dichotomy for unitary groups. J. Am. Math. Soc. 9, 941-1004
(1996)
[Ich] Ichino, A.: A regularized Siegel-Weil formula for unitary groups. Math. Z. 247, 241-277 (2004)
[J1] Jiang, D.: Degree 16 standrad L-function of GSp(2)×GSp(2). Mem. Am. Math. Soc. 588 (1996)
[J2] Jiang, D.: The first term identities for Eisenstein series. J. Number Theory 70, 67-98 (1998)
[K1] Kudla, S.S.: Splitting metaplectic covers of dual reductive pairs. Israel J. Math. 87, 361-401 (1992)
[K2] Kudla, S.S.: Some extensions of the Siegel-Weil formula. Eisenstein series and applications, 205-237,
Progress in Mathematics 258, Birkhauser, Boston (2008)
[KR1] Kudla, S.S., Rallis, S.: Poles of Eisenstein series and L-functions. Festschrift in honor of I.I.Piatetski-
Shapiro, Israel Math. Conf. Proc. 3, 81-110 (1990)
[KR2] Kudla, S.S., Rallis, S.: A regularized Siegel-Weil formula: The first term identity. Ann. Math. 140, 1-80
(1994)
[KRS] Kudla, S.S.,Rallis, S., Soudry, S.: On the degree 5 L-functions for Sp(2). Invent.Math. 107, 483-541
(1992)
[Lai] Lai, K.F.: Tamagawa numbers of reductive algebraic groups. Composito Math. 41, 153-188 (1980)
[LR] Lapid, E., Rallis, S.: On the local factors of representations of classical groups. Automorphic representa-
tions, L-functions and applications: progress and prospects, 309-359, de Gruyter, Berlin (2005)
[Li] Li, J-S.: Non-vanishing theorems for the cohomology of certain arithmetic quotients. J. reine angew. Math.
428, 177-217 (1992)
[PSR] Piatetski-Shapiro, I., Rallis, S.: L-functions for the classical groups. Explicit construction of automorphic
L-functions, 1-52, Lecture Notes in Mathematics 1254, Springer-Verlag, Berlin (1987)
[R] Rallis, S.: Injectivity properties of liftings associated to Weil representations. Composito Math. 52, 139-169
(1984)
[Tan1] Tan, V.: A regularized Siegel-Weil formula on U(2,2) and U(3). Duke Math. J. 94,341-378 (1998)
[Tan2] Tan, V.: Poles of Siegel Eisenstein series on U(n, n). Canad. J. Math. 51(1), 164-175 (1999)
[W] Weil, A.: Sur la formule de Siegel dans la the´orie des groupes classiques. Acta. Math. 113, 1-87 (1965)
[X1] Xiong, W.: A regularized Siegel-Weil formula on U(1, 1) and application to theta lifting from U(1) to
U(1, 1). J. Number Theory 133, 1111-1134 (2013)
[X2] Xiong, W.: Constant terms of spherical Eisenstein series on quasi-split unitary groups. Science China
Mathematics (to appear)
[Yam] Yamana, S.: On the Siegel-Weil formula: The case of singular forms. Composito Math. 147, 1003-1021
(2011)
College of Mathematics and Econometrics, Hunan University, Changsha 410082, China
E-mail address: weixiong@amss.ac.cn
