Abstract: In this research 7 parametric classes of normalization functions depending on 1 or 2 parameters proposed for MCDM problem solution. Monte Carlo experiments carried out to perform comparative statistical analysis and find optimal parameter values for the case of Gaussian distribution of decision making matrix elements. Optimal parameter values were ascertained for each normalization method. Normalization formulas were compared with each other in the sense of their efficiency. Logarithmic and Max normalization formulas demonstrated highest values of the best alternative identification. The proposed methodology of determining optimal parameter values of normalization formulas could be applied by approximation of real data with appropriate probability distributions.
Introduction
Multiple criteria decision making (MCDM) methods deal with ranking of alternatives (projects) by measurements or evaluations of the projects according to finite number of attributes (criteria). Ranking results depend on many components of this process, the main of them that influence finite results are
• data normalization formula,
• weight determination method,
• data aggregation method.
Data normalization is an important part of a decision-making problem, but it is still not given enough attention in scientific literature. Nevertheless, it was shown in the number of scientific papers that data normalization method selection often significantly affects the accuracy of MCDM problem solution. The main topic of existing articles is investigation of various normalization formulas together with TOPSIS as one of the most popular MCDM method for ranking alternatives. Jahan and Edwards [4] proposed the comprehensive systematized review of existing
Parametric data normalization methods
In this article Simple Additive Weighting (SAW) method (see Ref. 19 ) with equal weights is applied for MCDM problem solution. Let us suppose that the initial data are the results of some measurements, expert evaluations, etc., and are written in m×n-dimension matrix X = (x ij ) m×n . The element x ij of decision making matrix is evaluation of alternative i(i = 1, 2, . . . , m) by the criterion j(j = 1, 2, . . . , n). Decision making matrix after normalization procedure is noted as follows:X = (x ij ) m×n , 0 ≤x ij ≤ 1. Let w j , j = 1, 2, . . . , n be criteria weights satisfying conditions n j=1 w j , 0 ≤ w j ≤ 1. Then, SAW criteria aggregated value is calculated for each alternative:
w jxij , i = 1, 2, . . . , m.
If Q 1 ≥ Q 2 ≥ . . . ≥ Q m , then the alternatives are ranked as follows: It means that the aggregated values Q i can not only depend strongly and not so much on the absolute values of x ij as on the relationships x i j < x i j . In this research we'll limit ourselves with direct optimization, when higher values of criteria are better, omitting inverse optimization, when lower values are treated as better. So, the only essential requirement for normalization functions is -they must be monotonously increasing. The other restriction of our research is dealing with random generation of initial decision making matrix elements that have the Gaussian (normal) probability distribution.
Practically applied normalization methods can be more complex compared to functions depicted in Figure 1 and can therefore have a great deal of influence in alternative comparisons and decision-making results. Therefore, the literature deals with a large number of normalization methods, the new methods are developed, their researches and comparisons are carried out.
Denote m j = min
x ij , j = 1, 2, . . . , n. In the Table 1 we propose 7 classes of normalization functions [m j , M j ] → [0, 1] depending on 2 parameters α ≥ 0 and k ≥ 0.
These classes describe 7 different normalization approaches. Note, that (1), (6) and (7) methods depend exclusively on the parameter α, meanwhile the rest (2)-(5) methods are depending on two parameters α ≥ 0 and k ≥ 0. When α = 1, methods (1), (6) and (7) are known from the literature and are entitled as: (1) -Minmax normalization, (6) -Logaritmic normalization, (7) -Max normalization. Plots of functions (1)- (7), when α = 1, k = 1, are given in Figure 2 , plots of functions (1), (6) and (7), when α = 0.5, 2 -in Figure 3 ). Graphs of functions (2)- (5) with corresponding parameter values α = 0.5, 2; k = 2, 3, 5 are depicted in Figure 4 . In the Table 2 the example of data matrix normalization by methods (1)- (7) is presented when α = 1, k = 1 and initial data matrix is 
The second column elements of matrix (x ij ) are obtained dividing the first column elements by 100, while the fourth column elements are calculated by adding constant 3 to the third column elements. Let us see that data normalization formulas (1)- (5) are invariant with respect to linear transformation αx + β, formula (7) is invariant with respect to multiplication/division, but does not preserve addition, while formula (6) does not preserve nor multiplication, neither addition. All the first 5 methods map the lowest value to 0, and the highest value to 1, method (7) maps the highest value to 1.
Several questions naturally arise considering this issue. Are the mutual differences between the results of these methods application for MCDM problem solution significant? What are the "best" values of parameters α and k? How do the results vary when varying parameter α and k values? How do the results vary when varying m and n values? Table 1 : Formulas for 7 parametric normalization methods in the case of direct normalization.
Formula number
Normalization method Direct normalization formula 
Experiment design
The case under investigation is when the decision making matrix elements are some measurements done with sufficient precision and having Gaussian probability distribution x ij ∼ N (µ i , σ). We'll suppose, that the first row elements of the matrix have at the average higher values than elements of other rows µ 1 > µ 2 = . . . = µ m . Only such matrices were analysed, for which the first alternative (first row) has no domination property in comparison with any other alternative, i.e. when the following conditions are not fulfilled:
If condition (8) is valid, weighted averages Q i = n j=1 w jxij will satisfy inequalities Q 1 ≥ Q i with any values of weights w j . Therefore, the result of all normalization methods will be the same -the first alternative is better than i-th alternative. So, when random matrices are being generated, such matrices whose first and any (at least one) i-th row satisfy domination property (8) are being rejected. As a result, the number of cases of a fair decision has decreased. For example, the first and the second rows elements of decision making matrix 
is appropriate. The results of 7 normalization procedures when α = 1, k = 1 are as follows: 
We can see that matricesX (2) (1)−X (2) (5) mutually differ slightly, meanwhile there are essential differences between the first 5 matrices andX (2) (6) −X (2) (7). When proper matrix X is generated and some kind of normalization (1)- (7) is done, SAW criteria aggregated values with Scheme for Statistical Analysis of Some Parametric Normalization Classes 979 equal weights are calculated for each row:
The first alternative is considered to be the best one when Q 1 > Q 2 , Q 1 > Q 3 , . . . , Q 1 > Q m . 10 series by 100 experiments were conducted. After 100 realizations of experiments denote IDthe number of cases, when the first alternative identified as the best one (the number of correct MCDM problem solutions from 100). Denote also W ID = ID 100 , i.e. the percent of the correct MCDM problem solutions. Table 3 : Numbers of cases with the best first alternative (ID) for normalization methods (1)- (7), when α = 1 and k = 1. Table 3 shows experiment results -how many times after application of methods (1)- (7) with α = 1 and k = 1 it was found that the best option is the first alternative. Each row contains results of 10 experiment series for each normalization method. Next, Monte Carlo experiments were conducted by changing parameters α and k values as follows. First row elements of matrix X were generated according to the Gaussian distribution with the average value µ 1 = 67 and standard deviation σ = 15, elements of other rows -with the average values µ i = 57, i = 2, 3, . . . , m and standard deviation σ = 15. Calculations were performed using the C++ program.
Experiment results

Dependence of the best alternative detection accuracy on parameter α
At the first stage of the experiments we fixed k value at k = 1 and varied α choosing the individual range for each normalization method. 100 series of 100 experiments were repeated for each parameter α value and empirical averages W ID = 1 100 100 i=1 W ID i calculated. The purpose is to detect α value which maximizes W ID . In the Table 4 (4) and (7), α = 0.75 for method (2), α = 4 for method (5), α = 20 for method (6) . The dependence of empirical mean values on α as well as upper and lower bounds of confidence intervals of the mean values are presented graphically in Figs. 5-6. For improvement of graphic images, smoothing spline fitting of Table 4 data was produced with MATLAB. The question arises: are the detected differences between normalization methods with different α values statistically significant? Student's t-tests were applied for testing the hypotheses H 0 of equal average values EW ID in the cases of α = 1 and corresponding optimal parameter α values. Table 5 shows p-values of the respective t-tests. Significant differences in the best alternative 980 A. Krylovas, N. Kosareva, E.K. Zavadskas detection accuracy on significance level 0.05 were observed for normalization methods (1), (3)- (6) . Methods (2) and (7) didn't show significant differences. Consequently, it makes sense using formulas (1), (3)- (6) with the appropriate optimal parameter α values that differ from α = 1 (see optimal α values in the Table 5 ), while it makes sense using α = 1 for methods (2) and (7). (1)- (6) normalization methods and 95% confidence intervals bounds.
Next, ANOVA procedure was applied to check the hypothesis of equal averages EW ID for 7 normalization methods with optimal α values. Procedure results show significant differences existing between methods. Bonferroni test was chosen for Post Hoc multiple comparisons. It revealed that there are nor significant differences between averages EW ID for (1)- (5) methods, neither between (6) and (7) ( (1)- (5) methods) with any of the methods of the second group ( (6)- (7) methods), statistically significant differences were found. The conclusion can be made that (6) and (7) methods at the average are more precise than (1)- (5) methods, since the average accuracy EW ID obtained by (6)- (7) methods is significantly higher than the accuracy of (1)- (5) normalization formulas. In Figure 7 the mean plot from ANOVA procedure output is represented. EW ID for optimal α values corresponding to 7 normalization methods are depicted. Table 5 : Hypotheses of equal average values EW ID testing results for α = 1 and optimal α value for (1)-(7) normalization methods for the first experiment.
Normalization method
Optimal α value Table 7 : Recommended normalization formulas (1)- (7) with optimal α values and k = 1.
(1)
Due to randomness of the experiments we observe some variability in the obtained results: optimal α value for (5)-th normalization method changed from 4 to 3, for (6)-th method -from 20 to 10, for (7)-th method -from 2 to 1. However, t-test didn't detect significant differences between EW ID at the mentioned α levels. ANOVA results and conclusions also are the same. So, the conclusions remained unchained -it is recommended to use optimal α values, which differ from 1 for normalization methods (1), (3)- (6) and apply α = 1 for methods (2) and (7). Moreover, (6) and (7) normalization formulas lead to significantly higher average accuracy of best alternative detection. The results of the experiments revealed that it is reasonable to use normalization formulas with α values specified in the Table 7 .
To evaluate the stability of obtained results, Monte Carlo experiments were repeated with other values of decision making matrices. The elements of matrix X were generated as follows: x 1j ∼ N (67, 15), x ij ∼ N (52, 15), i = 2, 3, . . . , m. As the differences µ 1 − µ i increased, it is natural to expect that the best alternative detection accuracy will be higher than in the previous experiment. The results of the second experiment are shown in the Table 6 . They essentially confirmed results of the first experiment.
Dependence of the best alternative detection accuracy on parameter k
Data normalization formulas (2)-(5) are depending on both parameters α and k. So, it is interesting to reveal whether EW ID change significantly while changing k. Calculations were carried out with few values of parameters α, and for each fixed α for few values of k. The elements of matrix X were generated as follows: Figure 8 the dependence of average accuracy W ID on k = 1 is depicted. For normalization formulas (2)-(4) optimal parameter k value is 1, only for method (5) optimal value differs from 1 (k = 0.5).
Next, t-test was applied for testing the hypotheses H 0 of equal average values EW ID for k = 1 and corresponding optimal parameter k values. The difference between EW ID with parameters α = 1, k = 0.5 and EW ID with parameters α = 1, k = 1 is significant at significance level 0.05. (2)- (4) it is reasonable to use k = 1 with respective optimal α value (see relevant formulas in Table 7 ).
Conclusions and future research
The purpose of this article is to analyze some parametric normalization formulas and establish how various data normalization methods and parameter values affect the accuracy of MCDM problem solution. 7 data normalization methods were investigated (see formulas (1)- (7)). Some of them with certain parameter values are generalizations of the well known normalization methods. Data matrices were randomly generated according to Gaussian probability distribution. In all conducted Monte Carlo experiments decision making matrices were generated with the first alternative as the best one. Then the alternatives were ranked by the SAW method overall aggregated value with equal weights. The measure of identification accuracy is the percentage of correct identifications of the best alternative. The results of experiments are as follows.
