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SOMMAIRE
Soit T une constante positive. Dans le présent travail, nous nous intéressons à l’exis-
tence d’une solution T -anti-périodique et d’une solution T -périodique de l’équation dif-
férentielle d’Abel
θ′ = f0 +
∑
j∈N
fjθ
j
avec fj, (j ∈ {0, 1, 2, ...}) à variation bornée sur [0, T ]. Nous allons généraliser cette
équation au cas impulsif où θ et θ′ subissent des sauts dépendants de l’état.
Le premier chapitre consiste en un rappel de quelques définitions, notions de bases et
résultats fondamentaux de l’analyse réelle et fonctionnelle que nous allons utiliser tout
au long des chapitres 2 et 3.
Au deuxième chapitre, on étudie l’existence d’une solution T -anti-périodique dans le
sens que θ(0) = −θ(T ). Les conditions que nous imposons nous permettent d’utiliser le
théorème du point fixe de Banach. Cette méthode nous donne non seulement l’existence
d’une solution, mais aussi un moyen de trouver la solution numériquement ainsi qu’une
majoration de la vitesse de convergence uniforme, d’une suite d’itérations de Picard vers
la solution. Les résultats obtenus dans ce chapitre sont publiés dans [16].
Au troisième chapitre, on étudie l’existence d’une solution T-périodique pour la même
équation. On utilise encore le théorème du point fixe de Banach pour garantir l’unicité
iii
de la solution. L’unicité est nécessaire pour que la fonction moyenne M(µ) que nous
introduirons plus tard (voir(1.34)) soit bien définie. Cette méthode nous donne également,
non seulement l’existence d’une solution, mais aussi un moyen de trouver la solution
numériquement ainsi qu’une majoration de la vitesse de convergence uniforme d’une
suite d’itérations de Picard, vers la solution.
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INTRODUCTION
Cette thèse est entièrement consacrée à l’étude de l’existence d’une solution anti-
périodique et de l’existence d’une solution périodique de l’équation différentielle du cé-
lèbre mathématicien Niels Henrik Abel. L’équation est posée comme suit :
θ′ = f0 +
∑
j∈N
fjθ
j (1)
où θ, θ′ sont des fonctions réelles et fj est une fonction réelle à variation bornée sur
[0, T ] pour tout j ∈ {0, 1, 2, ...} et T > 0 donné. Dans la littérature, l’étude de solution
périodique de l’équation différentielle d’Abel est motivé par le 16e problème de Hilbert
([44]).
Le premier chapitre est consacré à des rappels de quelques définitions, notions de bases
et résultats fondamentaux de l’analyse réelle et fonctionnelle, dont nous allons nous servir
dans les chapitres 2 et 3.
Dans le chapitre 2, nous étudions l’existence d’une solution de (1) sur [0, T ], soumise
à la condition d’anti-périodicité
θ(0) = −θ(T ) (2)
et où les fj, j ∈ {0, 1, 2, ...}, sont dans l’espace NBV de toutes fonctions réelles à varia-
tions bornées sur [0, T ] et soumises à la condition suivante :
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A1. fj ∈ NBV satisfait
fj (0) = (−1)j+1 fj (T )
pour j ∈ {0, 1, 2, ...}.
On montre, sous certaines conditions, que (1) admet une unique solution non triviale θ,
T -anti-périodique dans le sens de (2). De plus, θ est absolument continue sur [0, T ] et θ′
est à variation bornée.
Nous allons généraliser par la suite (1) au cas impulsif où θ et θ′ subissent des sauts
dépendants de l’état. L’équation (1) est alors remplacée par
θ′ = f0 +
∑
j∈N
fjθ
j +
∑
k∈N
ak (θ) Jτk(θ) +
∑
l∈N
bl (θ) J
′
σl
(3)
où ak (θ) Jτk(θ) correspond à un saut en θ
′, d’amplitude ak (θ) dépendante de l’état à
l’instant τk (θ) dépendant de l’état, et bl (θ) J ′σl correspond à un saut en θ, d’amplitude
bl (θ) dépendante de l’état à l’instant σl indépendant de l’état. Sous certaines conditions,
que nous décrirons plus tard, on montre que (3) admet une solution non triviale à variation
bornée sur [0, T ] qui est T -anti-périodique dans le sens de (2). Notre approche, basée sur
le théorème du point fixe de Banach, nous donne un moyen de trouver la solution de
(3) numériquement, ce qui entraîne aussi une majoration de la vitesse de convergence
uniforme, d’une suite d’itérations de Picard, vers la solution.
Le concept de solution d’équation différentielle satisfaisant la condition au bord T -
anti-périodique (2) a été introduit par Okochi [37] et par la suite, est devenu très utile
pour plusieurs sortes d’équations non linéaires avec ou sans impulsions dépendantes de
l’état (voir [1], [2], [17], [21]-[23], [25], [26], [29], [32]-[36], [39], [47]-[50]). Il n’y a aucun
résultat dans la littérature sur l’existence de solutions anti-périodiques de l’équation
d’Abel, même dans le cas sans discontinuités. Les résultats pour cette équation sont
limités à l’existence de cycles limites (voir [4]-[15], [18]) et au problème qui consiste à
trouver des conditions qui garantissent que toutes les solutions sont périodiques pour une
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période donnée (voir [30], [40] et les références qui s’y trouvent). L’équation d’Abel θ′ = θ
satisfait la condition A1. À une constante multiplicative près, sa seule solution non triviale
sur [0, T ] est θ(t) = et, qui n’est pas T -anti-périodique pour T > 0 quelconque. D’autre
part, θ′ = cosωt + θ (ω = pi/T ) est une équation différentielle d’Abel qui satisfait aussi
la condition A1. Sa solution particulière θ(t) = (− cosωt+ω sinωt)/(1+ω2) (0 ≤ t ≤ T )
est évidemment T -anti-périodique pour tout T > 0.
Au troisième chapitre, nous allons étudier l’existence d’une solution pour l’équation
différentielle d’Abel donnée cette fois par
θ′ = f0 +
m∑
j=1
fjθ
j (4)
soumise cette fois à la condition de T-périodicité θ(0) = θ(T ). Chaque fj, (j ∈
{0, 1, 2, ..m}) est une fonction réelle T -périodique à variation bornée sur [0, T ]. Sous cer-
taines conditions, on montre que cette équation admet une unique solution T -périodique,
absolument continue sur [0, T ] et de moyenne donnée µ ∈ R. On utilise encore le théo-
rème du point fixe de Banach pour garantir l’unicité de la solution, ce qui est nécessaire
pour que la fonction moyenne M(µ) donnée par (1.34) soit bien définie. Nous allons gé-
néraliser par la suite cette équation au cas impulsif où θ′ subit des sauts dépendants de
l’état. L’équation (4) est alors remplacée par une équation plus générale
θ′ = f0 +
m∑
j=0
fjθ
j +
m′∑
k=0
ak (θ) Iτk(θ) (5)
où ak (θ) Iτk(θ) correspond à un saut en θ
′ d’amplitude ak (θ) à l’instant τk (θ). Sous
certaines conditions dont nous décrirons plus tard, on montre que cette équation admet
une unique solution T -périodique non triviale de moyenne µ donnée, absolument continue
sur [0, T ]. Notre approche, basée sur le théorème du point fixe de Banach, nous permet
de trouver la solution numériquement et de donner une majoration de la vitesse de
convergence uniforme, d’une suite d’itérations de Picard, vers la solution.
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La question d’étudier les solutions périodiques d’équation différentielle d’Abel est un
défie. Dans la littérature, il n’existe aucun résultat sur l’existence de solutions périodiques
de cette équation avec des discontinuités dépendantes de l’état. Cependant, plusieurs
résultats d’existence de cycles limites dans le cas non impulsif sont prouvés sous différentes
conditions (voir [4]- [15],[18]-[20], [27], [28], [38], [41], [46], [47]). Plusieurs méthodes
sont utilisées, comme la théorie des groupes de Lie pour réduire le degré de l’équation,
l’analyse des singularités de Painlévé pour analyser la stabilité des solutions (voir [18]
et les références qui s’y trouvent), divers théorèmes de point fixe et bien d’autres. Le
nombre de résultats où tous les coefficients de la partie droite de (4) sont présent sont
rares. La plupart des résultats consistent à estimer le nombre de cycles limites en mettant
des conditions soit sur le degré du polynôme du côté droit de (4) ou sur le signe des
coefficients fj. Nous allons obtenir des résultats qui complémentent ce qui a déjà été
fait dans la littérature. À cet effet, on impose au chapitre 3, des hypothèses plus faibles
que celles qui existent dans la littérature. On suppose uniquement que chaque coefficient
fj est une fonction réelle, T -périodique et à variation bornée sur [0, T ], et on rajoute
des discontinuités dépendantes de l’état pour rendre le problème plus général et, par
conséquent, plus difficile. Une équation du genre (4) n’admet pas toujours une solution
T -périodique non triviale. Par exemple, la fonction triviale θ = 0 est la seule solution
périodique de θ′ = θ2. D’autre part, θ = 1/(c− sin t) pour c ∈ R \ [−1, 1] arbitraire, est
une solution 2pi-périodique non triviale de θ′ = (cos t)θ2. Dans notre travail, on obtient
des conditions simples qui garantissent l’existence d’une solution T -périodique de (5).
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CHAPITRE 1
RAPPELS DE QUELQUES NOTIONS
ET RÉSULTATS FONDAMENTAUX
Ce chapitre est entièrement consacré à des rappels de quelques notions, définitions et
résultats fondamentaux que nous allons utiliser tout au long des chapitres 2 et 3.
1.1 Notions préliminaires
Soit L1(T ) l’espace de Banach des fonctions réelles T -périodiques presque partout sur
R et Lebesgue intégrables sur [0, T ], muni de la norme suivante :
‖f‖1 = 1
T
∫ T
0
|f(t)| dt, f ∈ L1(T ). (1.1)
La valeur moyenne d’une fonction f ∈ L1(T ), notée f¯ , est donnée par :
f =
1
T
∫ T
0
f(t) dt.
On pose
f˜ = f − f.
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Remarque 1.1 Toute fonction f ∈ L1(T ) peut être identifiée par sa série de Fourier
donnée par :
fˆ(0) +
∞∑
n=1
(fˆ(n)einωt + fˆ(−n)e−inωt) ω = 2pi/T, t ∈ R
où i = +
√−1 et f̂(n) ∈ C est le nie`me coefficient de Fourier de f donné par
f̂(n) =
1
T
∫ T
0
f(s)e−inωs ds.
L2(T ) désigne l’espace de Banach des fonctions réelles T -périodiques presque partout
sur R et de carrés intégrables sur [0, T ], muni de la norme suivante :
‖f‖2 =
(
1
T
∫ T
0
|f(t)|2 dt
)1/2
, f ∈ L2(T ).
On a le résultat suivant.
Théorème 1.2 (Inégalité de Hölder, [42]) Si f, g ∈ L2(T ) alors fg ∈ L1(T ) et
‖fg‖1 ≤ ‖f‖2‖g‖2.
En particulier, si f ∈ L2(T ), alors f ∈ L1(T ) puisque
‖f‖1 ≤ ‖f‖2.
Il suffit de prendre g = 1 dans le théorème.
Définition 1.3 (Fonction T-périodique généralisée) On définit une fonction réelle T-
périodique généralisée x(t), comme étant formellement une série de Fourier
x(t) = xˆ(0) +
∞∑
n=1
(xˆ(n)einωt + xˆ(−n)e−inωt) ω = 2pi/T, t ∈ R
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où i = +
√−1, les coefficients xˆ(n) ∈ C sont tels que xˆ(−n) est le conjugué complexe de
xˆ(n), et il existe k ∈ N tel que xˆ(n)
nk
−→ 0 lorsque n −→ ∞. Sa dérivée généralisée est
donnée formellement par :
x′(t) =
∞∑
n=1
inω(xˆ(n)einωt − xˆ(−n)e−inωt)
(Voir par exemple [24] et [51] pour la définition d’une fonction périodique généralisée et
de sa dérivée généralisée.)
La moyenne x d’une fonction généralisée x est donnée par x = xˆ(0) et on pose
x˜ = x− x. Par exemple pour la fonction delta de Dirac, donnée par (voir, [51, p. 333])
δt0(t) = 1 +
∞∑
n=1
(einω(t−t0) + e−inω(t−t0)),
on a
δt0 = 1
et
δ˜t0(t) = δt0(t)− δt0 =
∞∑
n=1
(einω(t−t0) + e−inω(t−t0))
pour t0 ∈ [0, T ) arbitraire.
Rappelons que la variation totale d’une fonction θ : [α, β ] ⊂ R −→ R est donnée
par :
v(θ) = sup{var(θ, P ) : P une partition de [α, β ]}
où
var(θ, P ) =
k∑
j=1
|θ(tj)− θ(tj−1)|
et P = {t0, t1, ...tk} est une partition quelconque de l’intervalle [α, β ].
Définition 1.4 (Fonction à variation bornée) On dit que θ est à variation bornée sur
[α, β] si v(θ) <∞.
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Remarque 1.5 Toute fonction à variation bornée est la différence de deux fonctions
croissantes. Donc les limites à gauche existent en tout point de (α, β ] et les limites à
droite existent en tout point de [α, β ) (voir [42]).
Définition 1.6 (Fonction absolument continue) Une fonction f : [0, T ] −→ R est dite
absolument continue sur [0, T ], si ∀ ε > 0, ∃ δ > 0 tel que, pour toute famille finie
d’intervalles ouverts, deux à deux disjoints, ]ti, ti+1[ (i ∈ {1, 2, 3..., n}) contenus dans
[0, T ] et telle que
n∑
i=1
|ti+1 − ti| < δ
on a
n∑
i=1
|f(ti+1)− f(ti)| < ε.
Toute fonction absolument continue sur [0, T ] est à variation bornée sur [0, T ] (voir
[42] pour la preuve) et toute fonction à variation bornée sur [0, T ] est élément de L1.
Théorème 1.7 (Dirichlet-Jordan [31]) Soit f : R −→ R, T -périodique et à variation
bornée sur [0, T ]. Alors
(a) En tout point t ∈ [0, T ] on a
fˆ(0) +
∞∑
n=1
(fˆ(n)einωt + fˆ(−n)e−inωt) = 1
2
(f(t−) + f(t+))
où f(t−) et f(t+) sont respectivement les limites à gauche et à droite de la fonction
f .
(b) La série de Fourier de f converge ponctuellement vers f(t) en tout point t ∈ [0, T ]
où la fonction f est continue.
(c) La série de Fourier de f converge uniformément vers f sur tout intervalle [α, β] ⊆
[0, T ] tel que f est continue sur [α, β].
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Notation 1.8 Pour T > 0, NBV (T ) désigne l’espace des fonctions T -périodiques f :
R→ R de variation totale v(f) <∞ sur [0, T ] et normalisée dans le sens que
f(t) =
f(t−) + f(t+)
2
(1.2)
pour tout t ∈ R.
Donc d’après le théorème de Dirichlet-Jordan on a
f(t) = fˆ(0) +
∞∑
n=1
(fˆ(n)einωt + fˆ(−n)e−inωt)
pour tout f ∈ NBV (T ) et tout t ∈ R.
Notation 1.9 AC(T ) désigne l’espace des fonctions réelles T -périodiques sur R qui sont
absolument continues sur [0, T ].
Notation 1.10 Pour X(T ) ∈ {L1(T ), NBV (T ), AC(T )} quelconque, X˜(T ) désigne l’es-
pace des fonctions f ∈ X(T ) de moyenne nulle :
X˜(T ) = {f˜ : f ∈ X(T )}.
Rappelons que tout f ∈ NBV (T ) admet une dérivée f ′ ∈ L˜1(T ) et v(f) ≥ ∫ T
0
|f ′|
[42, p. 104] avec égalité lorsque f ∈ AC(T ) [3, p. 273]. De plus, la valeur moyenne de f˜
s’annule et donc, pour tout t ∈ [0, T ] tel que f˜(t) 6= 0, il existe t′ ∈ [0, T ] tel que f˜(t′) et
f˜(t) sont de signes opposés. Ceci implique que∣∣f˜(t)∣∣ ≤ ∣∣f˜(t)− f˜(t′)∣∣ ≤ v(f˜) (1.3)
pour tout t ∈ [0, T ] et donc, pour tout t ∈ R par T -périodicité. Par rapport à la norme
supremum essentiel ‖f˜‖∞ de f˜ , (1.3) entraîne∥∥f˜∥∥
∞
≤ v(f˜). (1.4)
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Notation 1.11 Pour f, g ∈ L1(T ), la convolution f ∗ g est l’élément de L1(T ) donné
par
f ∗ g(t) = 1
T
∫ T
0
f(s)g(t− s) ds = fˆ(0)gˆ(0) +
∞∑
n=1
(f̂(n)ĝ(n)einωt + f̂(−n)ĝ(−n)e−inωt).
Un élément important de L˜1(T ) pour ce qui suit est donné par la série de Fourier
T -périodique absolument convergente
εt0(t) = −
∞∑
n=1
einω(t−t0) + e−inω(t−t0)
n2ω2
(ω = 2pi/T, i = +
√−1) (1.5)
ayant pour dérivée généralisée
ε′t0(t) =
∞∑
n=1
einω(t−t0) − e−inω(t−t0)
inω
. (1.6)
En comparant les coefficients de Fourier on obtient
εt0(t) =
6T (t− t0)− 6 (t− t0)2 − T 2
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pour tout t ∈ [t0, t0 + T ] et
ε′t0(t) =
{
(T + 2(t0 − t))/2 si t0 < t < t0 + T
0 si t = t0, t0 + T
respectivement [31, p. 53]. Évidemment on a εt0 ∈ A˜C(T ) et ε′t0 ∈ N˜BV (T ).
L’espace N˜BV (T ) muni de la norme variation totale v sur [0, T ] est un espace de
Banach. Toute boule fermée dans N˜BV (T ) muni de la métrique d = v est un espace
métrique complet.
Définition 1.12 (Application contractante, [43], [45]) Soit E un espace muni de la mé-
trique d. Une application g : E −→ E est dite contractante s’il existe λ ∈ [0, 1) tel que
∀ x, y ∈ E, d(g(x), g(y)) ≤ λd(x, y).
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Théorème 1.13 (Théorème de point fixe de Banach, [43], [45]) Soit g une contraction
définie dans un espace métrique complet non vide E vers lui-même. Alors g admet un
point unique a ∈ E tel que g(a) = a.
Remarque 1.14 La démonstration du Théorème 1.13 donne non seulement l’existence
et l’unicité d’un point fixe mais aussi une majoration de la vitesse de convergence de toute
suite d’éléments de E vérifiant la relation de récurrence xn+1 = g(xn) (n ∈ {0, ..., n}),
appelée suite d’itérations de Picard. On a alors :
d(xn, a) ≤ λ
n
1− λd(x0, x1).
Donc, les itérations de Picard nous donnent un moyen d’approximer numériquement le
point fixe. C’est la méthode dite des approximations successives.
1.2 Transformation du problème d’existence d’une so-
lution anti-périodique de l’équation différentielle
d’Abel à un problème d’existence d’un point fixe
Étant donné T > 0, L1 (2T ) désigne l’espace de Banach de toutes les fonctions f :
R→ R Lebesgue intégrables sur [0, 2T ] et 2T -périodiques presque partout avec supremum
essentiel ‖f‖∞ et norme
‖f‖1 = 1
2T
∫ 2T
0
|f(t)| dt
qui est équivalente a (1.1) lorsque |f(t)| = |f(t + T )| pour presque tout t ∈ [0, T ].
NBV (2T ) désigne la famille des fonctions 2T -périodiques f : R→ R à variations bornées
sur [0, 2T ] et normalisées dans le sens de (1.2) et NBV est l’espace linéaire réel de
toutes fonctions dans NBV (2T ) restreintes à [0, T ]. Pour f ∈ NBV , v(f) va désigner
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sa variation totale sur l’intervalle [0, T ]. La famille AC des fonctions réelles absolument
continues sur [0, T ] est un important sous-espace de NBV [3, p. 269] qui à son tour
est un sous-espace de l’espace L1 des fonctions réelles Lebesgue intégrables sur [0, T ].
Si X ∈ {L1, NBV,AC}, XTap va désigner le sous-espace de toutes les fonctions dans X
T -anti-périodiques dans le sens de (2). Toute fonction θ ∈ XTap peut être prolongée de
[0, T ] à [0, 2T ] via
θ (t) = −θ (t+ T ) (1.7)
et ensuite à tout R par 2T -périodicité. Cette fonction prolongée satisfait (1.7) pour tout
t ∈ R. On pose XTap(2T ) pour désigner l’espace réel linéaire de toutes ces fonctions
prolongées à R. Notons que XTap peut être identifié avec XTap(2T ). NBVTap avec la
norme v et NBVTap(2T ) avec la norme variation totale sur tout intervalle de longueur T
sont des espaces de Banach équivalents.
Pour commencer, on considère l’équation d’Abel (1) sur [0, T ] avec condition d’anti-
périodicité (2) et soumise à la condition A1. Pour r ≥ 0, soit Br l’ensemble des fonctions
données par
Br = {f ∈ NBV : v(f) ≤ r, f(0) = −f(T )} (1.8)
et
Br(2T ) = {f ∈ NBV (2T ) : v(f) ≤ r, f(t) = −f(t+ T ) ∀t ∈ R} . (1.9)
Notons que les boules fermées Br et Br(2T ) sont équivalentes. De plus, chaque fj dans
A1 peut être prolongée de [0, T ] à [0, 2T ] de la façon suivante
fj (t+ T ) = (−1)j+1fj (t) (1.10)
et ensuite à tout R par 2T-périodicité. Conservant la même notation fj pour toutes ces
fonctions prolongées, il n’y a pas de perte de généralité à étudier (1) et (1.7) simultané-
ment sur R au lieu de (1) et (2) sur [0, T ]. Évidemment, A1 est équivalent à
A′1. fj est dans NBV (2T ) et satisfait (1.10) pour tout t ∈ R et tout j ∈ {0, 1, 2, ...}.
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Notre théorème général (voir Théorème 2.3) admet la présence de sauts en θ′ d’amplitudes
ak (θ) dépendantes de l’état aux instants τk(θ) ∈ [0, T ) dépendants de l’état pour tout
k ∈ N et de sauts en θ d’amplitudes bl (θ) dépendantes de l’état aux instants σl ∈ [0, T )
indépendants de l’état pour tout l ∈ N. Ces amplitudes sont caractérisées par
ak (θ) =
{
θ′(τk(θ)+)− θ′(τk(θ)−) si 0 < τk(θ) < T
θ′(0+) + θ′(T−) si τk(θ) = 0 (1.11)
et
bl (θ) =
{
θ(σl+)− θ(σl−) si 0 < σl < T
θ(0+) + θ(T−) si σl = 0 (1.12)
respectivement. Les formules (1.11) pour τk(θ) = 0 et (1.12) pour σl = 0 sont évidentes
une fois qu’on prolonge la fonction θ qui satisfait (2) à une fonction 2T -périodique sa-
tisfaisant la condition (1.7) sur R. On a dans ce cas θ(0−) = θ(2T−) = −θ(T−) et
θ′(0−) = θ′(2T−) = −θ′(T−). On considère maintenant les conditions suivantes par
rapport aux amplitudes et instants des discontinuités.
A2. ak : NBV → [−αk, αk] pour αk > 0 et il existe a′k ≥ 0 tel que
|ak (x)− ak (y)| ≤ a′kv (x− y)
pour tout k ∈ N et tout x, y ∈ NBV . On pose
A =
∑
k∈N
αk A
′ =
∑
kßN
a′k
que nous supposons bornés.
A3. τk : NBV → [0, T ) et il existe τ ′k ≥ 0 tel que
|τk (x)− τk (y)| ≤ τ ′kv (x− y)
pour tout k ∈ N et tout x, y ∈ NBV . On pose
C =
∑
k∈N
αkτ
′
k
que nous supposons borné.
13
A4. bl : NBV → [−βl, βl] pour βl > 0 et il existe b′l ≥ 0 tel que
|bl (x)− bl (y)| ≤ b′lv (x− y)
pour tout l ∈ N et tout x, y ∈ NBV . On pose
B =
∑
l∈N
βl B
′ =
∑
l∈N
b′l
que nous supposons bornés.
A5. σl ∈ [0, T ) pour tout l ∈ N.
Étant donné de telles discontinuités, on remplace (1) avec l’équation plus générale (3)
restreinte à [0, T ] où, pour t0 ∈ [0, T ) arbitraire, Jt0 : R → R désigne la fonction 2T -
périodique caractérisée par
Jt0 (t) =

−1/2 si t0 < t < t0 + T
1/2 si t0 + T < t < t0 + 2T
0 si t = t0, t0 + T, t0 + 2T.
(1.13)
Lorsque la fonction εt0 de (1.5) est dans L
1(2T ) (à la place de L1(T )) elle devient
εt0(t) = −
∞∑
n=1
einω(t−t0) + e−inω(t−t0)
n2ω2
(ω = pi/T, i = +
√−1) (1.14)
avec dérivée généralisée
ε′t0(t) =
∞∑
n=1
einω(t−t0) + e−inω(t−t0)
inω
.
En comparant les coefficients de Fourier, on obtient pour tout t ∈ [t0, t0 + 2T ],
εt0(t) =
6T (t− t0)− 3 (t− t0)2 − 2T 2
6
et
ε′t0(t) =
{
T + t0 − t si t0 < t < t0 + 2T
0 si t = t0, t0 + 2T
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respectivement [31, p. 53]. Évidemment, εt0 est absolument continue et ε
′
t0
est à varia-
tion bornée sur [0, 2T ]. De plus, dans le sens des fonctions généralisées, 1 + ε′′t0(t) est
précisément la fonction delta de Dirac
δt0 (t) = 1 +
∞∑
n=1
(einω(t−to) + e−inω(t−to))
associée à une impulsion qui se traduit en un saut en ε′t0 d’amplitude 2T aux instants
t0 + 2kT pour tout k ∈ Z [51, p. 333]. Il est facile de vérifier que
Jt0(t) =
ε′t0+T (t)− ε′t0(t)
2T
(1.15)
pour tout t ∈ R. La dérivée généralisée J ′t0 devient la fonction généralisée
J ′t0 =
ε′′t0+T − ε′′t0
2T
=
δt0+T − δt0
2T
.
Chaque terme ak (θ) Jτk(θ) correspond à un saut en θ
′ d’amplitude ak (θ) à l’instant
τk (θ) et chaque dérivée généralisée bl(θ)J ′σl est associée à un saut en θ d’amplitude bl(θ)
à l’instant σl ∈ [0, T ). Les conditions A < ∞ dans A2 et B < ∞ dans A4 entraînent
que les sommes
∑
k∈N ak (θ) Jτk(θ) et
∑
l∈N bl (θ) J
′
σl
sont à variations bornées sur [0, T ].
Étant donné t0 ∈ [0, T ), la fonction 2T -périodique Jt0 : R → R caractérisée par (1.13)
satisfait (1.2) et (1.7). Elle est aussi à variation bornée sur [0, 2T ], ce qui fait d’elle
un élément de NBVTap(2T ). Sa restriction à [0, T ] satisfait évidemment (2). Sous les
conditions A1-A5, étudier (3) et (2) simultanément sur [0, T ] est équivalent à étudier (3)
et (1.7) simultanément sur tout R. Cette équivalence va être utilisée pour prouver nos
résultats.
Soient F0 et F les opérateurs sur NBVTap(2T ) donnés explicitement par
F0 (θ) = f0 ∗ ε′0 +
∑
j∈N
Gj (θ) +
∑
k∈N
ak (θ)Hk (θ) (1.16)
et
F (θ) = F0(θ) +
∑
l∈N
bl(θ)Jσl (1.17)
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où Gj et Hk sont définis sur NBVTap (2T ) par
Gj (θ) =
(
fjθ
j
) ∗ ε′0 (1.18)
et
Hk (θ) = Jτk(θ) ∗ ε′0 =
ετk(θ)+T − ετk(θ)
2T
. (1.19)
Cette fois-ci les convolutions sont dans le sens des fonctions généralisées 2T -périodiques.
Ceci implique que T est remplacé par 2T dans Notation 1.11. Évidemment, F0 et F
peuvent être vus comme des opérateurs soit sur NBVTap ou NBVTap(2T ) puisque les
deux espaces sont équivalents dans le sens qu’un élément de NBVTap est la restriction à
[0, T ] d’un unique élément de NBVTap(2T ).
Si x ∈ L1Tap (2T ) et y ∈ L1 (2T ) alors x ∗ y, qui est nécessairement élément de L1 (2T )
[31, p. 4-5], satisfait (1.7) puisque
(x ∗ y)(t) = 1
2T
∫ 2T
0
x(t− s)y(s) ds
= − 1
2T
∫ 2T
0
x(t+ T − s)y(s) ds
= −(x ∗ y)(t+ T ).
Ceci prouve le lemme suivant.
Lemme 1.15 Si x ∈ L1Tap (2T ) et y ∈ L1 (2T ) alors x ∗ y ∈ L1Tap (2T ).
Étant donné x ∈ NBVTap(2T ) et t ∈ [0, T ], il existe t′ ∈ [0, T ] tel que |x(t)| ≤
|x(t)− x(t′)| et donc on a
|x(t)| ≤ v(x) (1.20)
pour tout t ∈ [0, T ]. D’après (1.7) on obtient (1.20) pour tout t ∈ R.
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Proposition 1.16 Si x ∈ NBVTap(2T ) et ε0 est donné par (1.14) alors x ∗ ε′0 ∈
ACTap (2T ) et
v (x ∗ ε′0) = T‖x‖1. (1.21)
Démonstration. D’après Lemme 1.15, x ∗ ε′0 est T -anti-périodique. Étant donné 0 ≤
t1 ≤ t2 ≤ 2T on a
| (x ∗ ε′0) (t2)− (x ∗ ε′0) (t1) | ≤ ‖xε′t2 − xε′t1‖1 ≤ v(x)‖ε′t2 − ε′t1‖1
où
‖ε′t2 − ε′t1‖1 =
1
2T
∫
[t1,t2]
|ε′t2 − ε′t1 |+
1
2T
∫
[0,2T ]\[t1,t2]
|ε′t2 − ε′t1 |
≤ 1
2T
(∫
[t1,t2]
2T
)
+
1
2T
(∫
[0,2T ]\[t1,t2]
|t2 − t1|
)
et donc
‖ε′t2 − ε′t1‖1 ≤ 2|t2 − t1|. (1.22)
D’après (1.22) on obtient
| (x ∗ ε′0) (t2)− (x ∗ ε′0) (t1) | ≤ 2v(x)|t2 − t1|
et donc x ∗ ε′0 est absolument continue sur tout intervalle de longueur 2T . Ainsi x ∗
ε′0 ∈ ACTap (2T ) et donc (x ∗ ε′0)′ existe dans L1Tap (2T ). Puisque (x ∗ ε′0)′ = x Lebesgue
presque partout [31, p. 13] on a
v (x ∗ ε′0) =
∫ T
0
| (x ∗ ε′0)′ | =
∫ T
0
|x| = 1
2
∫ 2T
0
|x| = T‖x‖1
ce qui prouve (1.21).
Le corollaire suivant est une conséquence de (1.18), (1.19) et Proposition 1.16.
Corollaire 1.17 Les opérateurs Gj et Hk envoient NBVTap (2T ) vers ACTap (2T ) et
donc nous avons F0 : Br(2T )→ ACTap (2T ) pour tout r ∈ (0, ρ).
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Ceci montre que, prouver l’existence d’une solution T -anti-périodique de (3) sur [0, T ],
soumise aux conditions (2) et A1-A5, revient à montrer l’existence d’un point fixe de
l’opérateur F sur NBVTap(2T ). Dans le cas sans discontinuités, le problème se réduit à
montrer l’existence d’une solution de (1) sur [0, T ], soumise aux deux conditions (2) et
A1, ce qui revient à montrer l’existence d’un point fixe de F0 −
∑
k∈N ak (θ)Hk (θ) sur
NBVTap(2T ).
1.3 Transformation du problème d’existence d’une so-
lution périodique de l’équation différentielle d’Abel
à un problème d’existence d’un point fixe
Étant donnés T > 0 et m ∈ N, nous étudions l’équation différentielle d’Abel (4) sur
R avec {fj}mj=0 dans l’espace NBV (T ). Pour r ≥ 0 soit Br(T ) le sous-espace de N˜BV (T )
donné explicitement par
Br(T ) = {θ ∈ N˜BV (T ) : v(θ) ≤ r}. (1.23)
Résoudre (4) pour θ ∈ AC(T ) est équivalent à résoudre(
θ˜
)′
=
m∑
j=0
fj(θ¯ + θ˜)
j
pour θ ∈ R et θ˜ ∈ A˜C(T ). Si pour un certain µ ∈ R on montre l’existence de θµ ∈ A˜C(T )
tel que
θ′µ = f˜0 +
˜m∑
j=1
fj(µ+ θµ)j (1.24)
et
f0 +
m∑
j=1
fj(µ+ θµ)j = 0 (1.25)
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alors θ = µ+ θµ sera une solution de (4).
Soient εt0 ∈ A˜C(T ), ε′t0 ∈ N˜BV (T ) donnés respectivement par (1.5) et (1.6). En
prenant la convolution des deux côtés de (4) avec ε′0(t), on obtient
θ˜ = f˜0 ∗ ε′0 +
m∑
j=1
(
fj(µ+ θ˜)
j
) ∗ ε′0 (1.26)
puisque θ′ ∗ ε′0 = θ˜ et f0 ∗ ε′0 = f˜0 ∗ ε′0. Étant donné µ ∈ R, résoudre (1.24) pour
θµ ∈ N˜BV (T ) est équivalent à résoudre (1.26) pour θ˜ ∈ N˜BV (T ) qui, à son tour, est
équivalent à montrer l’existence d’un point fixe θµ pour l’opérateur
Fµ(θ) = f˜0 ∗ ε′0 +
m∑
j=1
(
fj(µ+ θ)
j
) ∗ ε′0 (1.27)
sur N˜BV (T ). De plus, si (1.25) est satisfait pour ce µ, alors θ = µ+ θµ sera une solution
de (4) dans NBV (T ).
Notre résultat général au chapitre 3, admet la présence de sauts en θ′ d’amplitudes
dépendantes de l’état
ak (θ) =
{
θ′(τk(θ)+)− θ′(τk(θ)−) si 0 < τk(θ) < T
θ′(0+)− θ′(T−) si τk(θ) = 0
aux instants τk(θ) ∈ [0, T ) dépendants de l’état, pour tout k ∈ {0, ...,m′}. On considère
maintenant les conditions suivantes par rapport aux instants et amplitudes des disconti-
nuités.
B1. ak : NBV (T )→ [−αk, αk] pour un certain αk > 0 et il existe a′k ≥ 0 tel que
|ak (x)− ak (y)| ≤ a′kv (x− y)
pour tout k ∈ (0, ...m′) et tout x, y ∈ NBV (T ). On pose
A =
m′∑
k=0
αk A
′ =
m′∑
k=0
a′k
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B2. τk : NBV (T )→ [0, T ) et il existe τ ′k ≥ 0 tel que
|τk (x)− τk (y)| ≤ τ ′kv (x− y)
pour tout k ∈ {0, ..,m′} et tout x, y ∈ NBV (T ). On pose
C =
m′∑
k=0
αkτ
′
k.
Étant donné de telles discontinuités, on étudie (5) à la place de (4), restreinte à [0, T ] où,
pour t0 ∈ [0, T ) arbitraire, It0 : R→ R est la fonction T -périodique caractérisée par
It0 (t) =

0 si 0 < t < t0
1/2 si t = 0, t0, T
1 si 0 ≤ t0 < t < T.
(1.28)
It0 ne satisfait pas (1.2) lorsque t0 = 0. Cependant
∑m′
k=0 ak (θ) Iτk(θ) le satisfait pourvu
que
m′∑
k=0
ak(θ) = 0. (1.29)
Chaque terme ak (θ) Iτk(θ) correspond à un saut en θ
′ d’amplitude ak (θ) dépendante de
l’état à l’instant τk (θ) dépendant de l’état. Noter que la somme
∑m′
k=0 ak (θ) Iτk(θ) est à
variation bornée sur [0, T ] puisque c’est une somme finie. La propriété (1.29) garantie la
T -périodicité de la solution θ de (5). En prenant la convolution des deux côtés de (5)
avec ε′0(t) donné par (1.6), on obtient
θ˜ = f˜0 ∗ ε′0 +
m∑
j=1
(fj(µ+ θ˜)
j) ∗ ε′0 +
m′∑
k=0
ak
(
µ+ θ˜
)
Iτk(µ+θ˜) ∗ ε′0.
Ainsi, pour un µ ∈ R donné, résoudre (5) pour θ ∈ NBV (T ) soumise à θ¯ = µ est
équivalent à résoudre
θ =
m∑
j=0
(fj(µ+ θ)
j) ∗ ε′0 +
m′∑
k=0
ak (µ+ θ) Iτk(µ+θ) ∗ ε′0 (1.30)
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pour θ ∈ N˜BV (T ) qui, à son tour, est équivalent à montrer l’existence d’un point fixe
θµ de l’opérateur
Hµ(θ) = Fµ(θ) +Gµ(θ) (1.31)
sur N˜BV (T ), où Fµ(θ) est donné par (1.27) et
Gµ(θ) =
m′∑
k=0
ak (µ+ θ) Iτk(µ+θ) ∗ ε′0. (1.32)
Si de plus, il existe un µ ∈ R tel que
M∗(µ) = M(µ) +
m′∑
k=0
ak (µ+ θµ) Iτk(µ+θµ) = 0 (1.33)
où
M(µ) = f0 +
m∑
j=1
fj(µ+ θµ)j, (1.34)
alors la fonction T -périodique θ = θµ + µ sera une solution de (5) dans NBV (T ).
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CHAPITRE 2
Solution anti-périodique de l’équation
différentielle d’Abel avec des
discontinuités dépendantes de l’état
2.1 Introduction
Soit p? : [0,∞)→ [0,∞] la fonction convexe donnée par la série de Maclaurin
p?(r) = T
∞∑
j=0
‖fj‖1rj (2.1)
où ‖fj‖1 est donnée par (1.1). Notre résultat général (voir Théorème 2.3), en l’absence
de discontinuités, se réduit au théorème suivant.
Théorème 2.1 Supposons que l’équation (1) sur [0, T ] est soumise aux deux conditions
(2) et A1 et soient Br et p? donnés respectivement par (1.8) et (2.1) . Si ‖f0‖1 6= 0 et
s’il existe r0 > 0 tel que p? (r0) ≤ r0 et p′? (r0) < 1 simultanément alors, dans Bp?(r0), il
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existe une unique solution non triviale θ de (1). De plus, θ est absolument continue sur
[0, T ] et θ′ ∈ NBV .
Par conséquent, Théorème 2.1 entraîne le résultat suivant sur l’existence de solutions
périodiques des équations différentielles de type Abel.
Corollaire 2.2 Soit l’équation (1) sur R soumise aux deux conditions (1.7) et A′1 et soit
p? donné par (2.1). Si ‖f0‖1 6= 0 et s’il existe r0 > 0 tel que p? (r0) ≤ r0 et p′? (r0) < 1
simultanément alors, dans Bp?(r0)(2T ) donné par (1.9), il existe une unique solution non
triviale θ de (1) qui satisfait (1.7). De plus, θ est absolument continue dans les intervalles
bornés et θ′ ∈ NBV (2T ).
Le corollaire peut être vu comme un résultat sur le nombre de cycles de période
donnée 2T pour l’équation d’Abel (1) sur R.
Dans ce travail, on obtient des conditions qui garantissent l’existence d’une solution
de (3) sur [0, T ] soumise aux conditions (2) et A1-A5. D’après la section 1.2 le problème
revient à montrer l’existence d’un point fixe de l’opérateur F sur NBVTap(2T ) définie
par (1.17). En particulier, dans le cas sans discontinuités, le problème se réduit à trouver
une solution de (1) sur [0, T ], soumise aux deux conditions (2) et A1, ce qui revient à
trouver l’existence d’un point fixe de F0 −
∑
k∈N ak (θ)Hk (θ) sur NBVTap(2T ).
2.2 Résultat principal
Avant d’énoncer notre résultat principal, nous introduisons les notions et notations
suivantes. Pour tout t ∈ [0, 2T ], soit ρt le rayon de convergence de la série de Maclaurin
x 7→∑j∈N fj(t)xj et posons
ρ = inf{ρt : 0 ≤ t ≤ 2T}. (2.2)
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Dans ce qui suit, on suppose que ρ 6= 0. La série de Maclaurin r 7→∑∞j=0 ‖fj‖1rj converge
pour tout r ∈ (0, ρ). Ainsi, pour tout r ∈ (0, ρ) on a convergence des séries de Maclaurin
dans les définitions
p0(r) = p?(r) + TA/2 = T
(
‖f0‖1 + A
2
+
∑
j∈N
‖fj‖1rj
)
, (2.3)
p(r) = p0(r) + B = T
(
‖f0‖1 + A
2
+
∑
j∈N
‖fj‖1rj
)
+B (2.4)
et
q (r) = p′(r) + T (A′ + 2C) + B′. (2.5)
On peut énoncer maintenant notre résultat principal.
Théorème 2.3 Supposons que l’équation (3) avec discontinuités sur [0, T ] est soumise
aux conditions (2) et A1-A5. Soient p(r) et q(r) les fonctions données par (2.4) et (2.5),
respectivement, et Br définie par (1.8) pour tout r ∈ (0, ρ) où ρ > 0 est donné par
(2.2). S’il existe r0 ∈ (0, ρ) tel que p (r0) ≤ r0 et q (r0) < 1 simultanément alors, dans
la boule Bp(r0), il existe une unique solution θ de (3) sur [0, T ]. De plus, nous avons
θ −∑l∈N bl(θ)Jσl = F0(θ) ∈ Bp0(r0) ∩ ACTap et θ′ −∑l∈N bl(θ)J ′σl ∈ NBVTap où Jσl est
donné par (1.13) et F0(θ) par (1.16).
Remarque 2.4 Dans le Théorème 2.3, la solution θ est non triviale (i.e. θ 6= 0) pourvu
que
f0 +
∑
k∈N
ak (0) Jτk(0) +
∑
l∈N
bl (0) J
′
σl
6= 0 (2.6)
comme c’est le cas quand ‖f0‖1 6= 0. Pour cette raison θ dans le Théorème 2.1 est non
triviale . Pour prouver le Théorème 2.3 nous allons montrer que F est une contraction par
rapport à la norme variation totale sur Br0. De plus, sous les conditions du Théorème 2.3,
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pour tout θ0 ∈ Br0, les itérations {F n (θ0)}∞n=1 convergent uniformément vers la solution
θ avec la norme supremum ‖θ − F n (θ0)‖∞ bornée par (voir(1.4))
‖θ − F n (θ0)‖∞ ≤ v(θ − F n (θ0)) ≤
2λnr0
1− λ
pour λ = q (r0).
Nous allons prouver Théorème 2.3 dans la section 2.3. Pour θ′ = θ on a p(r) = p?(r) = Tr.
Le graphe de p(r) pour r > 0 ne rencontre pas celui de l’identité et donc le Théo-
rème 2.3 n’est pas applicable ici. En fait, l’équation n’admet aucune solution non triviale
T -anti-périodique pour T > 0 quelconque, comme mentionné dans l’introduction géné-
rale. D’autre part, pour θ′ = cosωt + θ on a p(r) = 2/ω + Tr et donc le graphe de p
intersecte celui de l’identité à r0 = 2/ω(1 − T ) lorsque 0 < T < 1. Dans ce cas on a
q(r0) = p
′(r0) = T < 1. Ainsi le théorème garantit l’existence d’une solution différen-
tiable T -anti-périodique lorsque 0 < T < 1. En réalité, il existe une telle solution pour
tout T > 0, comme mentionné dans l’introduction générale. Donc, Théorème 2.3 donne
uniquement des conditions suffisantes pour l’existence de solutions anti-périodique. Ce-
pendant, ces conditions peuvent être difficiles à obtenir, comme le montrent les exemples
suivants.
Exemple 2.5 Considérons
θ′(t) = (2t− T ) +
∑
j∈N
(2t− T )j+1θj(t) +
∑
k∈N
ak (θ) Jτk(θ)(t) +
∑
l∈N
bl (θ) J
′
σl
(t) (2.7)
pour
ak(θ) =
sin θ(T/k))
k2
, τk(θ) =
T
2
cos2 θ(T/k), bl(θ) =
sin θ(T/l))
100l2
(2.8)
et σl ∈ [0, T ). En choisissant αk = a′k = 1/k2, βl = b′l = 1/100l2 et τ ′k = T on obtient
A = A′ = ζ(2) = pi2/6, B = B′ = ζ(2)/100 = pi2/600 et C = Tpi2/6. Puisque fj(t) =
(2t− T )j+1 alors
‖fj‖1 = T
j+1
j + 2
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pour tout j ∈ {0, 1, 2, ...} et donc ρ = 1/T . On a d’après (2.4) et (2.5) les fonctions
continues monotones croissantes
p(r) =
T
2
(T + A) + T
∑
j∈N
T j+1
j + 2
rj +B
=
1
2
(T 2 + T
pi2
6
)− 1
r2
[
ln(1− Tr) + Tr + (Tr)
2
2
]
+
pi2
600
= Tpi2/12− [ln(1− Tr) + Tr] /r2 + pi2/600
et
q(r) = p′(r) +
Tpi2
6
(1 + 4T ) +
pi2
600
= 2 [ln(1− Tr) + Tr] /r3 + T 2/(r − Tr2) + Tpi2(1 + 2T )/6 + pi2/600
pour 0 < r < 1/T . Par exemple, si on prend T = 0.1 et r0 = 1, alors 0 < r0 < 1/T ,
p(r0) = 0.30406 < r0 et q(r0) = 0.21423 < 1. Donc, d’après Théorème 2.3, (2.7) avec
T = 0.1 admet, dans la boule Bp(r0), une unique solution non triviale θ. De plus, cette
solution est telle que θ −∑l∈N bl(θ)Jσl ∈ ACTap, θ′ −∑l∈N bl(θ)J ′σl ∈ NBVTap et v(θ) ≤
0.30406.
Exemple 2.6 Considérons, pour ω donné dans (1.5),
θ′(t) = cos(ωt) +
∑
j∈N
cosj+1(ωt)θj(t) +
∑
k∈N
ak (θ) Jτk(θ)(t) (2.9)
où
ak(θ) =
sin θ(T/k))
k2
, τk(θ) =
T
2
cos2 θ(T/k), bl(θ) = 0
et σl ∈ [0, T ) pour tout j, k, l ∈ N. En choisissant αk = a′k = 1/k2, βl = b′l = 0 et τ ′k = T
on obtient A = A′ = ζ(2) = pi2/6, B = B′ = 0 et C = Tpi2/6. Puisque fj(t) = cosj+1(ωt)
alors
‖f0‖1 = 2
pi
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et, d’après les intégrales de Wallis,
‖fj‖1 = 2
pi
Wj+1
où
Wn (t) =
{
4p(p!)2/(2p+ 1)! si n = 2p+ 1
pi(2p)!/2(p!)24p si n = 2p
pour tout n ∈ N. Il est facile de voir que ρt = 1/| cos(ωt)| et ainsi ρ = 1. Donc (2.4) et
(2.5) deviennent
p(r) = T
(
2
pi
+
A
2
)
+
2T
pi
∑
j∈N
Wj+1r
j
et
q(r) = p′(r) +
Tpi2
6
(1 + 2T ) =
2T
pi
∑
j∈N
jWj+1r
j−1 +
Tpi2
6
(1 + 2T )
pour 0 < r < 1. Pour T > 0 assez petit, on peut trouver r0 ∈ (0, 1) tel que p(r0) ≤ r0 et
q(r0) < 1 simultanément. Ainsi d’après Théorème 2.3 il existe pour tout T > 0 assez petit
une unique solution non triviale θ ∈ ACTap de (2.9) sur [0, T ] telle que θ′ ∈ NBVTap et
v(θ) ≤ p(r0).
Si (3) est de la forme
θ′ = f0 + f1θ
j + f2θ
2 + f3θ
3 +
∑
k∈N
ak (θ) Jτk(θ) +
∑
l∈N
bl (θ) J
′
σl
(2.10)
pour f3 6= 0 alors ρ =∞. Donc, pour tout r > 0, (2.4) et (2.5) deviennent
p(r) = T
(
A/2 + ‖f0‖1 + ‖f1‖1r + ‖f2‖1r2 + ‖f3‖1r3
)
+B (2.11)
et
q(r) = T
(
A′ + 2C + ‖f1‖1 + 2‖f2‖1r + 3‖f3‖1r2
)
+B′ (2.12)
respectivement. Supposons que le graphe de p : (0,∞) → (0,∞) rencontre celui de
l’identité ι(r) = r à un point r0 > 0, que nous supposons être le plus petit de ces points
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d’intersection. Or, le graphe de la fonction monotone croissante p intersecte celui de
l’identité ι(r) = r à r0 > 0 si et seulement si, il existe un point r¯ ≥ r0 tel que p′(r¯) = 1
et p(r¯) ≤ r¯ simultanément. D’après la formule quadratique, il existe r¯ tel que p′(r¯) = 1
si et seulement si T‖f1‖1 < 1, et dans ce cas
r¯ =
(
−T‖f2‖1 +
√
T 2‖f2‖21 + 3T (1− T‖f1‖1)‖f3‖1
)
/3T‖f3‖1. (2.13)
Ainsi, si T‖f1‖1 < 1 et si p(r¯) ≤ r¯ et q(r¯) < 1 pour r¯ donné par (2.13) alors (2.10) remplit
les conditions du Théorème 2.3 et donc admet, dans Bp(r¯), une unique solution non triviale
θ telle que θ −∑l∈N bl(θ)Jσl = F0(θ) ∈ Bp0(r0) ∩ ACTap et θ′ −∑l∈N bl(θ)J ′σl ∈ NBVTap.
Exemple 2.7 Considérons, pour ω donné dans (1.5),
θ′ = cosωt+ θ + J0 (t) θ
2 + (sin 2ωt) θ3 +
m∑
k=1
ak (θ) Jτk(θ) (θ) (2.14)
où ak et τk sont encore donnés par (2.8). Ici, nous avons f0(t) = cosωt, f1(t) = 1,
f2(t) = J0(t) et f3(t) = sin 2ωt et donc ‖f0‖1 = ‖f3‖1 = 2/pi et ‖f1‖1 = 2‖f2‖1 = 1.
Encore, nous avons B = B′ = 0 et en choisissant αk = a′k = 1/k
2 et τ ′k = T on
obtient A = A′ = ζ(2) = pi2/6 et C = Tpi2/6. Les équations (2.11) et (2.12) deviennent
maintenant
p(r) = T
(
2
pi
+
pi2
12
+ r +
1
2
r2 +
2
pi
r3
)
et
q(r) = T
(
1 + r +
6
pi
r2 +
pi2
6
(1 + 2T )
)
.
Ainsi, si T < 1 (i.e. T < 1/‖f1‖1), alors p′(r¯) = 1 pour
r¯ =
−Tpi +√T 2pi2 + 24Tpi(1− T )
12T
=
−pi +√pi2 + 24pi(T−1 − 1)
12
d’après (2.13). De plus, p(r¯) ≤ r¯ et q(r¯) < 1 pour tout T > 0 assez petit. Donc, (2.14) est
dans les conditions du Théorème 2.3 pour tout T ∈ (0, 1) assez petit. En d’autres termes,
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pour tout T ∈ (0, 1) assez petit, (2.14) admet une unique solution non triviale θ ∈ ACTap
telle que θ′ ∈ NBVTap et v(θ) ≤ r¯.
Supposons maintenant que (3) est de la forme
θ′ = f0 + f1θ
j + f2θ
2 +
∑
k∈N
ak (θ) Jτk(θ) +
∑
l∈N
bl (θ) J
′
σl
(2.15)
pour f0 6= 0 et f2 6= 0. Pour tout r > 0, (2.4) et (2.5) deviennent
p(r) = T
(
A/2 + ‖f0‖1 + ‖f1‖1r + ‖f2‖1r2
)
+B
et
q(r) = p′(r) + T (A′ + 2C) + B′ = T (A′ + 2C + ‖f1‖1 + 2‖f2‖1r) + B′
respectivement. Supposons que le graphe de la fonction monotone croissante p : (0,∞)→
(0,∞) intersecte celui de l’identité en un point r0 > 0, que nous supposons être le plus
petit de tous ces points d’intersection. Un tel point r0 existe si et seulement si, il existe
r¯ > 0 tel que p′(r¯) = 1 et p(r¯) ≤ r¯. Dans ce cas r0 ≤ r¯. Puisque la condition p′(r¯) = 1
entraîne
r¯ = (1− T‖f1‖1) /2T‖f2‖1 (2.16)
alors r¯ > 0 existe si et seulement si 0 < T‖f1‖1 < 1. Ainsi, quand 0 < T‖f1‖1 < 1,
si p(r¯) ≤ r¯ et q(r¯) < 1 pour r¯ donné par (2.16) alors (2.15) remplit les conditions du
Théorème 2.3 et donc on a l’existence, dans Bp(r¯), d’une unique solution non triviale θ
telle que θ −∑l∈N bl(θ)Jσl = F0(θ) ∈ Bp0(r0) ∩ ACTap et θ′ −∑l∈N bl(θ)J ′σl ∈ NBVTap.
Exemple 2.8 Considérons, pour ω donné dans (1.5),
θ′ = cosωt+ θ + J0 (t) θ
2 +
m∑
k=1
ak (θ) Jτk(θ) (θ) (2.17)
où ak et τk sont donnés par (2.8). Alors f0(t) = cosωt, f1(t) = 1 et f2(t) = J0(t) et
donc ‖f0‖1 = 2/pi et ‖f1‖1 = 2‖f2‖1 = 1. On a encore B = B′ = 0. En choisissant
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αk = a
′
k = 1/k
2 et τ ′k = T on obtient A = A
′ = ζ(2) = pi2/6 et C = Tpi2/6. Donc nous
avons
p(r) = T
(
2
pi
+
pi2
12
+ r +
1
2
r2
)
et
q(r) = T
(
1 + r +
pi2
6
(1 + 2T )
)
.
En raisonnant comme dans l’exemple 2.7, il s’ensuit que pour tout T ∈ (0, 1) assez petit,
(2.17) admet une unique solution non triviale θ ∈ ACTap telle que θ′ ∈ NBVTap et
v(θ) ≤ p(r¯) où
r¯ = (1− T ) /T
d’après (2.16).
Si on suppose qu’il n’y a pas de sauts en θ et θ′ (i.e. A/2 = (A′ + 4C ′) = B = B′ = 0),
(3) devient (1), p se réduit à p? donné par (2.1) et q = p′?. D’après Théorème 2.3 on obtient
Théorème 2.1 et Corollaire 2.2. La condition q (r0) < 1 devient inutile quand p?(r) − r
a exactement deux racines distinctes strictement positives. En fait, si on prend pour
r0 la plus petite des deux, alors le graphe de p? intersecte celui de l’identité ι(r) = r
à r0 ayant pour pente p′?(r0) < 1 (i.e. q(r0) < 1). De plus, pour F donné par (1.17)
et θ0 ∈ Br0 , les itérations {F n (θ0)}∞n=1 convergent uniformément vers θ avec la norme
uniforme ‖θ − F n (θ0)‖∞ bornée par
‖θ − F n (θ0)‖∞ ≤
2λnr0
1− λ
où λ = p′? (r0).
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2.3 Preuve du Théorème 2.3
D’après (1.17) et A2 on a, pour tout θ ∈ NBVTap(2T ),
v (F0 (θ)) ≤ T‖f0‖1 +
∑
j∈N
v (Gj (θ)) +
∑
k∈N
αkv (Hk (θ))
où, via (1.20) et (1.21),
v (Gj (θ)) = T‖fjθj‖1 ≤ T‖fj‖1v (θ)j
et via (1.19)
v (Hk (θ)) = T‖Jτk(θ)‖1 =
T
2
. (2.18)
Ainsi, pour tout r ∈ (0, ρ) et tout θ ∈ Br(2T ), on a
v(F0(θ)) ≤ p0(r)
pour p0 donné par (2.3) et donc l’opérateur F0 donné par (1.16) est telle que
F0 : Br(2T )→ Bp0(r)(2T ) ∩ ACTap (2T )
d’après Corollaire 1.17. Nous avons aussi
v(bl(θ)Jσl) ≤ βlv(Jσl) = βl. (2.19)
Ainsi
v(F (θ)) ≤ v (F0 (θ)) + v(
∑
l∈N
bl(θ)Jσl)
≤ p0(r) + B = p(r)
pour tout θ ∈ NBVTap (2T ) tel que v(θ) ≤ r < ρ, ce qui prouve le corollaire suivant.
Corollaire 2.9 Si θ ∈ Br(2T ) pour r ∈ (0, ρ) alors
v (F (θ)) ≤ p (r)
où p est donné par (2.4).
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Pour θ1, θ2 ∈ Br(2T ) arbitraire, on a
v (F0 (θ2)− F0 (θ1)) ≤
∑
j∈N
v (Gj (θ2)−Gj (θ1)) +
∑
k∈N
αkv (Hk (θ2)−Hk (θ1)) .
L’identité xj − yj =
(∑j−1
k=0 x
j−1−kyk
)
(x− y) avec (1.20) et (1.21) entrainent
v (Gj (θ2)−Gj (θ1)) = T‖fjθj2 − fjθj1‖1 ≤ T‖fj
j−1∑
k=0
θj−1−k2 θ
k
1‖1v (θ2 − θ1)
et donc
v (Gj (θ2)−Gj (θ1)) ≤ T‖fj‖1jrj−1v (θ2 − θ1) .
En utilisant le fait que
ak(θ2)Hk (θ2)− ak(θ1)Hk (θ1) = (ak(θ2)− ak(θ1))Hk(θ2) + ak(θ1)(Hk(θ2)−Hk(θ1))
on obtient
v (ak(θ2)Hk (θ2)− ak(θ1)Hk (θ1)) ≤ |ak(θ2)− ak(θ1)|v(Hk(θ2))
+ |ak(θ1)|v(Hk(θ2)−Hk(θ1)).
D’après (1.15), (1.21) et (1.22) on a
v(Hk(θ2)−Hk(θ1)) = T‖Jτk(θ2) − Jτk(θ1)‖1 ≤ 2T |τk(θ2)− τk(θ1)|
et à partir de là s’ensuit que
v(Hk(θ2)−Hk(θ1)) ≤ 2Tτ ′kv(θ2 − θ1)
via A3. Ainsi
v(ak(θ2)Hk (θ2)− ak(θ1)Hk (θ1)) ≤ T (A′ + 2C) (2.20)
via A2 et donc
v (F0 (θ2)− F0 (θ1)) ≤ q0(r)v(θ2 − θ1)
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pour q0 = q − B′.
D’après A4 et ν(Jσl) = 1 on a
v(bl(θ2)Jσl − bl(θ1)Jσl) ≤ |bl(θ2)− bl(θ1)|v(Jσl) ≤ b′lv(θ2 − θ1)
et donc, si 0 < r < ρ, alors
v(F (θ)) ≤ v(F0(θ)) +
∑
l∈N
v(bl(θ)Jσl) ≤ p0(r) + B = p(r)
et
v(F (θ2)− F (θ1)) ≤ v(F0(θ2)− F0(θ1)) + B′v(θ2 − θ1)
≤ (q0(r) + B′) v(θ2 − θ1)
= q(r)v(θ2 − θ1)
pour tout θ ∈ Br(2T ). Donc, si 0 < r < ρ, alors F : Br(2T ) → Bp(r)(2T ) et F
est une contraction sur Br(2T ) quand q(r) < 1. D’après Corollaire 1.17, nous avons
F (θ)−∑l∈N bl(θ)Jσl = F0(θ) ∈ ACTap(2T ) pour tout θ ∈ Br(2T ). Théorème 2.3 s’ensuit
maintenant par le principe de contraction.
2.4 Une méthode plus raffinée
D’après (1.21) on a, pour ε0 donné par (1.14),
v
((
f0 +
∑
j∈N
fjθ
j
)
∗ ε′0
)
= T‖f0 +
∑
j∈N
fjθ
j‖1 (2.21)
pour tout θ ∈ NBVTap(2T ) tel que v(θ) < ρ. Pour tout r ∈ (0, ρ), la fonction
ϕr(t) = sup
{
|f0(t) +
∑
j∈N
fj(t)x
j| : −r ≤ x ≤ r, x ∈ Q
}
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est Lebesgue intégrable [43] et donc on peut définir la fonction monotone croissante
χ(r) = T‖ϕr‖1 = 1
2
∫ 2T
0
ϕr(t) dt.
Par rapport à cette notation (2.21) entraine
ν
((
f0 +
∑
j∈N
fjθ
j
)
∗ ε′0
)
≤ χ(r)
pour tout θ ∈ Br(2T ). Ceci, combiné avec (2.18) et (2.19), donnent
v(F0(θ)) ≤ P0(r) (θ ∈ Br(2T )) (2.22)
et
v(F (θ)) ≤ P (r) (θ ∈ Br(2T )) (2.23)
pour
P0(r) = χ(r) +
TA
2
(2.24)
et
P (r) = P0(r) + B = χ(r) +
TA
2
+B. (2.25)
D’après Corollaire 1.17, (2.22) et (2.23) on a F0 : Br(2T ) → BP0(r)(2T ) ∩ ACTap(2T ) et
F : Br(2T )→ BP (r)(2T ). De façon similaire, pour tout r ∈ (0, ρ), la fonction
ψr(t) = sup
{
| d
dz
∑
j∈N
fj(t)z
j| : −r ≤ z ≤ r, z ∈ Q
}
est Lebesgue intégrable et donc on peut introduire la fonction
φ(r) = T‖ψr‖1 = 1
2
∫ 2T
0
ψr(t) dt
qui est monotone croissante en r > 0. D’après (1.21) on a
v
((∑
j∈N
fj(θ
j
2 − θj1)
)
∗ ε′0
)
= T
∥∥∥∥∥∑
j∈N
fj(θ
j
2 − θj1)
∥∥∥∥∥
1
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pour tout θ1, θ2 ∈ Br(2T ). Quel que soit t ∈ R, le théorème de la valeur moyenne entraine∑
j∈N
fj(t)(θ
j
2(t)− θj1(t)) =
(∑
j∈N
fj(t)jθ
j−1
t
)
(θ2(t)− θ1(t))
et donc ∣∣∣∣∣∑
j∈N
fj(t)(θ
j
2(t)− θj1(t))
∣∣∣∣∣ ≤
∣∣∣∣∣∑
j∈N
fj(t)jθ
j−1
t
∣∣∣∣∣ v(θ2 − θ1)
pour un certain θt ∈ R entre θ1(t) et θ2(t) (et donc entre −r et r). Il s’en suit alors que
v
((∑
j∈N
fj(θ
j
2 − θj1)
)
∗ ε′0
)
≤ φ(r)v(θ2 − θ1)
qui, combiné avec (2.20), entrainent
v(F (θ2)− F (θ1)) ≤ Q(r)v(θ2 − θ1) (θ1, θ2 ∈ Br(2T ))
pour
Q(r) = φ(r) + T (A′ + 2C) + B′. (2.26)
Le principe de contraction entraine maintenant le résultat suivant.
Théorème 2.10 Étant donnés les équations (3) et (2) simultanément sur [0, T ] soumises
à A1-A5, soient P0(r), P (r) et Q(r) définies par (2.24), (2.25) et (2.26) et Br par (1.8)
pour tout r ∈ (0, ρ) où ρ est donné par (2.2). S’il existe R0 ∈ (0, ρ) tel que P (R0) ≤ R0
et Q(R0) < 1 simultanément alors il existe, dans BP (R0), une unique solution θ de (3) sur
[0, T ]. De plus, θ−∑l∈N bl(θ)Jσl = F0(θ) ∈ BP0(R0)∩ACTap et θ′−∑l∈N bl(θ)J ′σl ∈ NBVTap
où Jσl est donné par (1.13) et F0(θ) par (1.16).
Dans le contexte du Théorème 2.10, θ est non triviale si et seulement si (2.6) est
satisfait. De plus, pour F sur NBVTap donné par (1.17) et θ0 ∈ BR0 , les itérations
{F n (θ0)}∞n=1 convergent uniformément vers θ avec la norme uniforme ‖θ − F n (θ0)‖∞
bornée par
‖θ − F n (θ0)‖∞ ≤
2λnR0
1− λ
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pour λ = Q (R0).
On a
ϕr(t) ≤ |f0(t)|+
∑
j∈N
|fj(t)|rj
et donc
χ(r) ≤ ‖f0‖1 +
∑
j∈N
‖fj‖1rj.
À partir de là on obtient les deux inégalités
P0(r) ≤ p0(r) P (r) ≤ p(r) (0 < r < ρ). (2.27)
De façon similaire nous avons
Q(r) ≤ q(r) (0 < r < ρ). (2.28)
L’exemple suivant montre que, dans certains cas, Théorème 2.3 et Théorème 2.10 donne
le même résultat dans le sens que P = p et Q = q.
Exemple 2.11 Dans le contexte de l’exemple 2.5, (2.7) peut être écrit comme
θ′(t) =
2t− T
1− (2t− T )θ(t) +
∑
k∈N
ak (θ) Jτk(θ)(t) +
∑
l∈N
bl (θ) J
′
σl
(t)
pourvu que (2t− T )θ(t) < 1. Ainsi ρt = 1/|2t− T | et donc ρ = 1/T . Il s’ensuit alors que
ϕr(t) = sup
{∣∣∣∣ 2t− T1− (2t− T )x
∣∣∣∣ : −r ≤ x ≤ r, x ∈ Q} = |T − 2t|1− (T − 2t)r
et
ψr(t) = sup
{∣∣∣∣ ddz
(
2t− T
1− (2t− T )z
)∣∣∣∣ : −r ≤ z ≤ r, z ∈ Q} = (2t− T )2(1− (T − 2t)r)2
pour tout t ∈ [0, 2T ] et tout r ∈ (0, 1/T ). Ainsi nous avons
χ(r) = 2
∫ T/2
0
T − 2t
1− (T − 2t)rdt
= − [ln(1− Tr) + Tr] /r2
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et
φ(r) = 2
∫ T/2
0
(T − 2t)2
(1− (T − 2t)r)2dt
= 2 [ln(1− Tr) + Tr] /r3 + T 2/(r − Tr2)
et donc
P (r) = Tpi2/12− [ln(1− Tr) + Tr] /r2 + pi2/600
et
Q(r) = 2 [ln(1− Tr) + Tr] /r3 + T 2/(r − Tr2) + Tpi2(1 + 2T )/6 + pi2/600
pour tout r < 1/T . Donc P = p et Q = q, ce qui montre qu’il n’y a aucun avantage à
utiliser le raffinement de cette section pour cet exemple.
Le prochain exemple montre que Théorème 2.10 peut entrainer des résultats plus
précis que Théorème 2.3 dans le sens que P 6= p et/ou Q 6= q.
Exemple 2.12 Pour tout t ∈ [0, T ], considérons l’équation
θ′(t) =
∞∑
n=0
(−1)n(2t− T )2n+2
(2n+ 1)!
θ2n+1(t) +
∑
k∈N
ak (θ) Jτk(θ)(t) +
∑
l∈N
bl (θ) J
′
σl
(t) (2.29)
où
ak(θ) =
sin θ(T/k))
k2
, τk(θ) =
T
2
cos2 θ(T/k) , bl(θ) =
sin θ(T/l))
100l2
et σl ∈ [0, T ). En choisissant αk = a′k = 1/k2, βl = b′l = 1/100l2 et τ ′k = T on obtient
A = A′ = ζ(2) = pi2/6, B = B′ = ζ(2)/100 = pi2/600 et C = Tpi2/6. Nous avons aussi
ρt = ∞ pour tout t ∈ [0, T ] et donc ρ = ∞. Ici, chaque fj peut être prolongé à une
fonction T -périodique sur R telle que
fj(t) =
{
(−1)n(2t− T )2n+2/(2n+ 1)! si j = 2n+ 1, 0 ≤ t ≤ T
0 si j = 2n, 0 ≤ t ≤ T
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et donc
‖fj‖1 =
{
T 2n+2/(2n+ 1)!(2n+ 3) si j = 2n+ 1
0 si j = 2n.
Ainsi
p0(r) =
n=∞∑
n=0
T 2n+2
(2n+ 1)!(2n+ 3)
r2n+1 +
Tpi2
12
, (2.30)
p(r) =
n=∞∑
n=0
T 2n+2
(2n+ 1)!(2n+ 3)
r2n+1 +
Tpi2
12
+
pi2
600
(2.31)
et
q(r) =
n=∞∑
n=0
T 2n+2
(2n)!(2n+ 3)
r2n +
Tpi2(1 + 2T )
6
+
pi2
600
(2.32)
pour tout r > 0. Évidemment
∞∑
n=0
(−1)n(2t− T )2n+2
(2n+ 1)!
x2n+1 = (2t− T ) sin ((2t− T )x)
pour tout t ∈ [0, T ] et donc on a pour tout t ∈ [0, T/2] et tm = max{0, (T/2− pi/4r)}
ϕr(t) = sup {|(2t− T ) sin ((2t− T )x) | : −r ≤ x ≤ r, x ∈ Q}
=
{
(T − 2t) sin((T − 2t)r) si tm < t ≤ T/2
T − 2t si 0 ≤ t ≤ tm
et
ψr(t) = sup
{∣∣∣∣ ddz ((2t− T ) sin ((2t− T )z))
∣∣∣∣ : −r ≤ z ≤ r, z ∈ Q}
= sup
{
(2t− T )2 |cos((2t− T )z)| : −r ≤ z ≤ r, z ∈ Q}
= (2t− T )2
pour tout r > 0. À partir de là, on obtient alors
χ(r) = 2
∫ tm
0
(T − 2t) dt+ 2
∫ T/2
tm
(T − 2t) sin((T − 2t)r) dt
= 2tm(T − tm)− 2 d
dr
∫ T/2
tm
cos((T − 2t)r) dt
= 2tm(T − tm)− 1
r
(T − 2tm) cos((T − 2tm)r) + 1
r2
sin((T − 2tm)r)
=
{
(sinTr − Tr cosTr)/r2 tm = 0
T 2/2− pi2/8r2 + 1/r2 0 < tm ≤ T/2
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et
φ(r) =
T 3
3
pour tout r ∈ (0,∞) et donc
P0(r) = Tpi
2/12 +
{
(sinTr − Tr cosTr)/r2 0 < r < pi/2T
T 2/2− pi2/8r2 + 1/r2 r ≥ pi/2T
via (2.24),
P (r) = Tpi2/12 +
pi2
600
+
{
(sinTr − Tr cosTr)/r2 0 < r < pi/2T
T 2/2− pi2/8r2 + 1/r2 r ≥ pi/2T
via (2.25) et
Q(r) =
T 3
3
+
Tpi2(1 + 2T )
6
+
pi2
600
via (2.26). Pour T > 0 quelconque, il existe un point R0 > 0 où le graphe de P intersecte
celui de l’identité. Il s’ensuit maintenant d’après Théorème 2.10 et (2.6) que (2.29) admet,
dans BP (R0), une unique solution non triviale T -anti-périodique pour tout T tel que
T 3/3 + Tpi2(1 + 2T )/6 + pi2/600 < 1.
D’après (2.27), (2.30) et (2.31) on a P0(r) < p0(r) et P (r) < p(r). Ainsi, si le graphe de
p intersecte celui de l’identité à un point r0 > 0, alors R0 < r0 et donc BP0(R0) ( Bp0(r0)
et BP (R0) ( Bp(r0). De plus, via (2.28) et (2.32) on obtient Q(r) < q(r) pour tout r > 0.
Donc, pour cet exemple, le raffinement de cette section donne des résultats plus précis.
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CHAPITRE 3
Solution périodique de l’équation
différentielle d’Abel avec des
discontinuités dépendantes de l’état
3.1 Introduction
Étant donnés T > 0 et m ∈ N, on se propose dans ce chapitre d’étudier l’existence
d’une solution T -périodique de (4) sur R avec {fj}mj=0 dans l’espace NBV (T ). D’après la
section 1.3, le problème se réduit à trouver l’existence d’un point fixe θµ de (1.27) pour
un certain µ ∈ R qui vérifie (1.25).
Par exemple, l’équation logistique de Verhulst θ′ = ρ1θ − ρ2θ2 pour ρ1 > 0 et ρ2 > 0
devient θ′µ = ρ1(µ + θµ) − ρ2(µ + θµ)2. En choisissant θµ = 0 pour tout µ, on obtient
(1.24). En prenant µ = 0 ou µ = ρ1/ρ2 on obtient (1.25). Ainsi, les fonctions constantes
θ = 0 et θ = ρ1/ρ2 sont des solutions périodiques de l’équation logistique. Il est bien
connu que ce sont les seules solutions périodiques de cette équation.
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Dans le cas impulsif, le problème plus général revient à étudier (5) à la place de
(4), qui à son tour se réduit à trouver l’existence d’un point fixe θµ de (1.31) pour un
certain µ ∈ R qui vérifie (1.33). Dans ce travail, on obtient des conditions simples qui
garantissent l’existence d’une solution T -périodique de (5) qui devient (4) dans le cas
sans discontinuités.
3.2 Résultat principal
Avant d’énoncer notre résultat principal, nous introduisons le résultat suivant. Il s’agit
d’une généralisation de Proposition 1.16 dans le cas où ε0 est donné par (1.5).
Proposition 3.1 Si f ∈ NBV (T ) et ε0 est donné par (1.5) alors f ∗ ε0′ ∈ A˜C(T ) et
donc
v(f ∗ ε0′) = T
∥∥f˜∥∥
1
≤
{
2T‖f‖1
T‖f‖2 (3.1)
De plus
Fµ : NBV (T )→ A˜C(T ) (3.2)
pour µ ∈ R arbitraire.
Démonstration. Pour t0 ∈ [0, T ) arbitraire, on a ε0′(t0 − s) = −ε′t0(s) pour tout s ∈
[0, T ]. Ainsi, si 0 ≤ t1 ≤ t2 < T alors, d’après (1.4) et le fait que v(f) = v(f˜), on a
|(f ∗ ε0′)(t2)− (f ∗ ε0′)(t1)| = ‖f˜(εt2 ′ − εt1 ′)‖1 ≤ v(f˜)‖εt2 ′ − εt1 ′‖1
où
‖εt2 ′ − εt1 ′‖1 =
1
T
∫
[t1,t2]
|εt2 ′ − εt1 ′|+
1
T
∫
[0,T ]\[t1,t2]
|εt2 ′ − εt1 ′|
≤ 1
T
(∫
[t1,t2]
T
)
+
1
T
(∫
[0,T ]\[t1,t2]
|t2 − t1|
)
≤ 2|t2 − t1|.
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On en déduit que
|(f ∗ ε0′)(t2)− (f ∗ ε0′)(t1)| ≤ 2v(f)|t2 − t1|.
Ainsi f ∗ε0′ ∈ A˜C(T ) et donc v(f ∗ε0′) =
∫ T
0
∣∣(f ∗ε0′)′∣∣ = ∫ T0 ∣∣f˜ ∣∣ = T∥∥f˜∥∥1 = T‖f− f¯‖1 ≤
2T‖f‖1 entraînant ainsi l’inégalité au-dessus dans (3.1). La seconde inégalité en dessous
dans (3.1) vient du fait que ‖f˜‖1 ≤ ‖f˜‖2 ≤ ‖f‖2. On obtient également (3.2) via (1.27).
On peut maintenant énoncer notre résultat principal.
Théorème 3.1 Supposons T > 0, Br(T ) donné par (1.23) pour tout r ≥ 0, {fj}m0 ⊂
NBV (T ) avec fm 6= 0 et pµ : [0,∞)→ [0,∞) donné par
pµ(r) = T‖f˜0‖1 + T
m∑
j=1
‖fj‖2 (|µ|+ r)j (3.3)
pour µ ∈ R arbitraire. Si, pour un µ donné, il existe rµ ≥ 0 tel que pµ(rµ) = rµ et
p′µ(rµ) < 1 alors, dans Brµ(T ) ∩ AC(T ), il existe une unique solution θµ de (1.24). De
plus, si (1.25) est satisfait pour ce µ alors θ = µ + θµ est une solution de (4) qui est
absolument continue sur les intervalles bornés.
S’il existe r0 ≥ 0 tel que p0(r0) = r0 et p′0(r0) < 1 alors, puisque le graphe de pµ2 se
trouve au-dessus de celui de pµ1 lorsque 0 ≤ µ1 < µ2, il existe µ′ > 0 tel que pµ′(rµ′) = rµ′
et p′µ′(rµ′) = 1. De plus, pour tout µ ∈ (−µ′, µ′), rµ existe et est tel que pµ(rµ) = rµ et
p′µ(rµ) < 1, ce qui va vérifier les conditions du théorème. On a rµ ↗ rµ′ quand |µ| ↗ µ′.
L’unicité de θµ dans le Théorème 3.1 justifie la fonction bien définie (1.34) pour tout
µ ∈ (−µ′, µ′). Comme nous allons montrer (voir Proposition 3.5), M(µ) est continue sur
(−µ′, µ′). Ainsi, si
inf
−µ′≤µ≤µ′
M(µ) < 0 < sup
−µ′≤µ≤µ′
M(µ) (3.4)
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alors, d’après le théorème des valeurs intermédiaires, il existe µ0 ∈ (−µ′, µ′) tel que
M(µ0) = 0, et dans ce cas (1.24) et (1.25) sont satisfaits simultanément pour µ = µ0.
Donc nous avons le résultat suivant.
Corollaire 3.2 Dans le contexte du théorème, soit
µ′ = sup
{|µ| : pµ(rµ) = rµ, p′µ(rµ) < 1}.
Si (3.4) est vérifié alors il existe µ0 ∈ (−µ′, µ′) tel que la fonction T -périodique θ = µ0+θµ0
est une solution de (4) qui est absolument continue sur [0, T ].
Exemple 3.3 Considérons l’équation
θ′ = c+
piα
2
sinωt+ βθ + 2
√
2
3
γ(cosωt)2θ2 (3.5)
avec ω = 2pi/T , c ∈ R et α, β, γ ∈ (0,∞). On a m = 2, f0 = c, f˜0 = piα(sinωt)/2, f1 = β
et f2(t) = 2
√
2/3γ(cos2 ωt) et donc ‖f˜0‖1 = α, ‖f1‖2 = β et ‖f2‖2 = γ. Donc (3.3)
devient
pµ(r) = Tα + Tβ(|µ|+ r) + Tγ(|µ|+ r)2.
En écrivant pµ(rµ) = rµ comme
|µ|+ pµ(rµ) = |µ|+ rµ
on obtient
|µ|+ rµ = (1− Tβ)−
√
(1− Tβ)2 − 4Tγ(Tα + |µ|)
2Tγ
(3.6)
pourvu que Tβ < 1 et
4Tγ(Tα + |µ|) ≤ (1− Tβ)2. (3.7)
Si α, γ ∈ (0,∞) sont tels que
4T 2αγ < (1− Tβ)2 (3.8)
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alors µ′ donné par
µ′ =
(1− Tβ)2
4Tγ
− Tα (3.9)
se trouve dans (0,∞) et (3.7) est vérifié pour tout µ ∈ [−µ′, µ′]. En remplaçant (3.9)
dans (3.6) on obtient
|µ|+ rµ = (1− Tβ)−
√
4Tγ(µ′ − |µ|)
2Tγ
et donc
µ′ + rµ′ =
1− Tβ
2Tγ
. (3.10)
De là s’ensuit que (puisque, |θµ(t)| ≤ rµ ≤ rµ′ pour tout t ∈ R)
−1− Tβ
2Tγ
≤ µ+ θµ(t) ≤ 1− Tβ
2Tγ
pour µ ∈ (−µ′, µ′) et θµ donné dans le Théorème 3.1. Puisque θµ = 0, la partie gauche de
(1.25) devient la fonction continue en µ
M(µ) = c+ βµ+ 2
√
2
3
γcos2ωt(µ+ θµ)2
sur (−µ′, µ′). On a
inf
−µ′≤µ≤µ′
M(µ) ≤ c− βµ′ +
√
2
3
γ(µ′ + rµ′)
2 = c− βµ′ +
√
2
3
γ
(
1− Tβ
2Tγ
)2
(d’après ‖ cos2(ωt)‖1 = 1/2 et (3.10)) et
sup
−µ′≤µ≤µ′
M(µ) ≥ c+ βµ′.
Supposons que
Tβ < 1 <
√
6Tβ
où la première inégalité est simplement la condition imposée ci-dessus pour obtenir (3.6).
La seconde inégalité nous permet d’écrire
0 <
(
2β − 1
T
√
2
3
)
(1− Tβ)2
4Tγ
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ou de façon équivalente √
2
3
γ
Tγ
(1− Tβ)2
4Tγ
< 2β
(1− Tβ)2
4Tγ
.
Pour tout α > 0 assez petit, ceci entraine√
2
3
γ
(
1− Tβ
2Tγ
)2
< 2β
(
(1− Tβ)2
4Tγ
− Tα
)
= 2βµ′ (3.11)
d’après (3.9) et donc
−βµ′ +
√
2
3
γ
(
1− Tβ
2Tγ
)2
< βµ′.
Donc, étant donné i)β > 0 tel que (3.3) est vérifié, ii)α, γ ∈ (0,∞) tel que (3.8) et
l’inégalité dans (3.11) sont satisfaites et iii) c ∈ R tel que
c− βµ′ +
√
2
3
γ
(
1− Tβ
2Tγ
)2
< 0 < c+ βµ′
pour µ′ donné par (3.9) alors
inf
−µ′≤µ≤µ′
M(µ) < 0 < sup
−µ′≤µ≤µ′
M(µ)
et donc d’après le corollaire 3.2 il existe µ ∈ (−µ′, µ′) tel que M(µ) = 0 et pour ce µ la
fonction θ = µ + θµ est une solution T -périodique de (3.5) qui est absolument continue
sur [0, T ].
Dans Théorème 3.1, si {fj}mj=0 ⊂ AC(T ) alors θµ′ ∈ A˜C(T ) et donc l’orbite
{(θ(t), θ′(t)) : t ∈ R} pour θ = µ+θµ est une courbe fermée dans l’espace des phases. Co-
rollaire 3.2 peut être alors vu comme un résultat sur le nombre de cycles pour l’équation
différentielle d’Abel.
3.3 Preuve du Théorème 3.1 et du Corollaire 3.2
Pour θ ∈ N˜BV (T ) on a ‖θ‖∞ ≤ v(θ) d’après (1.3) et donc∥∥fj(µ+ θ)j∥∥2 ≤ ∥∥fj∥∥2(|µ|+ r)j
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pour tout µ ∈ R donné, r ≥ 0 et θ ∈ Br(T ). Ceci entraîne
v
(
Fµ(θ)
) ≤ pµ(r)
pour θ ∈ Br(T ), Fµ donné par (1.27) et pµ donné par (3.3). Ainsi, on a
Fµ : Br(T )→ Bpµ(r)(T ) ∩ AC(T ) (3.12)
pour tout r ≥ 0. De plus, étant donné θ1, θ2 ∈ Br(T ), on a alors, d’après le théorème de
la valeur moyenne,
(
µ+ θ2(t)
)j − (µ+ θ1(t))j = j(µ+ θtj)j−1(θ2(t)− θ1(t))
est vérifiée pour un certain θt entre θ1(t) et θ2(t) et donc∥∥∥(µ+ θ2(t))j − (µ+ θ2(t))j∥∥∥
∞
≤ j(|µ|+ r)j−1v(θ2 − θ1).
On en déduit que
v
(
Fµ(θ2)− Fµ(θ1)
) ≤ p′µ(r)v(θ2 − θ1). (3.13)
Ainsi, d’après (3.12), (3.13) et le principe de contraction nous avons non seulement Théo-
rème 3.1 mais aussi le résultat suivant.
Corollaire 3.4 Dans le contexte du Théorème 3.1, étant donné θ0 ∈ Brµ(T ), F nµ (θ0)
converge vers θµ quand n→∞ à une vitesse bornée par∥∥θµ − F nµ (θ0)∥∥∞ ≤ v(θµ − F nµ (θ0)) ≤ 2λnrµ1− λ (3.14)
pour λ = p′µ(rµ).
La première inégalité dans (3.14) vient de (1.4) et la seconde vient du principe de
contraction.
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Proposition 3.5 Dans le contexte du Théorème 3.1, la fonction M(µ)donnée par (1.34)
est continue sur (−µ′, µ′).
Démonstration. Pour un µ0 ∈ [−µ′′, µ′′] ( (−µ′, µ′) quelconque, on montre que
M(µ)→M(µ0) quand µ→ µ0 pour µ ∈ [−µ′′, µ′′]. On a
v(θµ − θµ0) = v
(
Fµ(θµ)− Fµ0(θµ0)
)
= v
( m∑
j=1
fj
(
(µ+ θµ)
j − (µ0 + θµ0)j
) ∗ ε′0)
≤
m∑
j=1
T‖fj
(
(µ+ θµ)
j − (µ0 + θµ0)j
)‖2
où l’inégalité est déduite via (3.1). D’après le théorème de la valeur moyenne, on a pour
j ∈ {1, ...,m},
(µ+ θµ(t))
j − (µ0 + θµ0(t))j = jzj−1t
(
(µ+ θµ(t))− (µ0 + θµ0(t))
)
pour un certain zt entre µ+ θµ(t) et µ0 + θµ0(t). Ainsi∣∣(µ+ θµ(t))j − (µ0 + θµ0(t))j∣∣ ≤ j(µ′′ + rµ′′)j−1(|µ− µ0|+ ∣∣∣θµ(t)− θµ0(t)∣∣∣)
≤ j(µ′′ + rµ′′)j−1
(
|µ− µ0|+ v
(
θµ − θµ0
))
et donc
v(θµ − θµ0) ≤ p′µ′′(rµ′′)
(
|µ− µ0|+ v
(
θµ − θµ0
))
où 0 ≤ p′µ′′(rµ′′) < 1. On en déduit que(
1− p′µ′′(rµ′′)
)
v(θµ − θµ0) ≤ p′µ′′(rµ′′)|µ− µ0|
ce qui entraîne v(θµ−θµ0)→ 0 quand µ→ µ0. D’après (1.4) on a
∥∥θµ−θµ0∥∥∞ ≤ v(θµ−θµ0)
et donc M(µ)→M(µ0) quand µ→ µ0 pour µ ∈ [−µ′′, µ′′].
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3.4 Cas avec des discontinuités dépendantes de l’état
Dans cette section, on admet la présence de sauts en θ′. L’équation (4) est alors
remplacée par (5), où It0 est donné par (1.28). Sous les conditions B1, B2, et (1.29) (voir
Section 1.3), on a les résultats suivants.
Lemme 3.6 Pour µ ∈ R arbitraire, Hµ définie par (1.31) envoie N˜BV (T ) vers A˜C(T ).
Démonstration. Il suffit de prouver que Gµ(θ) ∈ A˜C(T ) (voir 1.32) puisque Fµ(θ) ∈
A˜C(T ) d’après la proposition 3.1. Pour tout θ ∈ N˜BV (T ) on a
Gµ(θ) =
m′∑
k=0
ak (µ+ θ) Iτk(µ+θ) ∗ ε′0
où Iτk(µ+θ) ∈ NBV (T ). Ainsi, d’après proposition 3.1 nous avons également que Gµ(θ) ∈
A˜C(T ).
D’après (3.1) on obtient
v
(
m∑
j=0
fj(µ+ θ)
j ∗ ε′0 +
m′∑
k=0
ak (µ+ θ) Iτk(µ+θ) ∗ ε′0
)
6 T‖f˜0‖1+T‖
m∑
j=1
fj(µ+θ)
j‖2+TA
pour tout θ ∈ N˜BV (T ). Ainsi, nous avons le résultat suivant.
Lemme 3.7 Pour µ ∈ R arbitraire, r ≥ 0 et θ ∈ Br on a
v(Hµ(θ)) ≤ pµ(r) + TA
où pµ : [0,∞)→ [0,∞) est la fonction continue monotone croissante donnée par (3.3) et
Hµ par (1.31).
On pose
p∗µ(r) = pµ(r) + TA. (3.15)
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Noter que p∗µ : [0,∞)→ [0,∞) est une fonction continue monotone croissante.
Les deux lemmes précédents sont résumés comme suit :
Proposition 3.8 Pour tout µ ∈ R et r ≥ 0 on a
Hµ : Br → Bp∗µ(r)
⋂
A˜C(T ) (3.16)
où p∗µ : [0,∞) → [0,∞) est la fonction continue croissante donnée par (3.15) et Hµ par
(1.31).
Remarque 3.9 Dans le contexte de la Proposition 3.8, s’il existe rµ > 0 tel que p∗µ(r) ≤
rµ pour tout r ∈ [0, rµ] alors Hµ envoie la boule fermée Brµ dans N˜BV (T ) vers elle-
même. Puisque p∗µ est non décroissante, il suffit de montrer l’existence de (au plus deux)
points r > 0 tels que
p∗µ(r) = r (3.17)
et prendre pour rµ le plus petit de ces points.
Pour θ1, θ2 ∈ Br arbitraire, on a
v (Hµ (θ2)−Hµ (θ1)) ≤ v (Fµ (θ2)− Fµ (θ1)) + v (Gµ (θ2)−Gµ (θ1)) .
Or d’après (3.13)
v(Fµ(θ2)− Fµ(θ1)) ≤ p′µ(r)v(θ2 − θ1)
pour tout θ2, θ1 ∈ Br. D’autre part, en utilisant le fait que
ak(θ2 + µ)Jk (θ2 + µ)− ak(θ1 + µ)Jk(θ1 + µ) = (ak(θ2 + µ)− ak(θ1 + µ))Jk(θ2 + µ)
+ak(θ1 + µ)(Jk(θ2 + µ)− Jk(θ1 + µ))
où
Jk (θ) = Iτk(θ) ∗ ε′0 (3.18)
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et en posant θµ1 = θ1 + µ et θ
µ
2 = θ2 + µ, on obtient
v (ak(θ
µ
2 )Jk (θ
µ
2 )− ak(θµ1 )Jk (θµ1 )) ≤ |ak(θµ2 )− ak(θµ1 )|v(Jk(θµ2 ))
+ |ak(θµ1 )|v(Jk(θµ2 )− Jk(θµ1 )).
D’après (3.18) et (3.1) on a
v(Jk(θ2)− Jk(θ1)) ≤ 2T‖Iτk(θ2) − Iτk(θ1)‖1 ≤ 2|τk(θ2)− τk(θ1)|.
De là s’ensuit que
v(Jk(θ
µ
2 )− Jk(θµ1 )) ≤ 2τ ′kv(θµ2 − θµ1 )
d’après B2. Donc
v(ak(θ
µ
2 )Jk (θ
µ
2 )− ak(θµ1 )Jk (θµ1 )) ≤ (a′kT + 2αkτ ′k)v(θ2 − θ1)
d’après B1 et B2 et donc
v (Hµ (θ2)−Hµ (θ1)) ≤ φµ(r)v(θ2 − θ1)
où
φµ(r) = p
′
µ(r) + (TA
′ + 2C). (3.19)
Ceci prouve le théorème suivant.
Théorème 3.10 Étant donnés T > 0, (5) sur [0, T ] soumise à B1,B2 et (1.29 ), Br(T )
donné par (1.23) pour tout r ≥ 0, {fj}m0 ⊂ NBV (T ) avec fm 6= 0, p∗µ : [0,∞) → [0,∞)
donné par (3.15) et φµ : [0,∞)→ [0,∞) donné par (3.19) pour µ ∈ R arbitraire. Si, pour
un µ donné, il existe rµ ≥ 0 tel que p∗µ(rµ) = rµ et φµ(rµ) < 1 alors, dans Brµ(T )∩AC(T ),
il existe une unique solution θµ de (1.30). De plus, si (1.33) est satisfait pour ce µ, alors
(5) admet une unique solution θ = µ+ θµ qui est absolument continue sur [0, T ].
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Corollaire 3.11 Dans le contexte du Théorème 3.10, étant donné θ0 ∈ Brµ(T ), Hnµ (θ0)
converge vers θµ quand n→∞ à une vitesse bornée par∥∥θµ −Hnµ (θ0)∥∥∞ ≤ v(θµ −Hnµ (θ0)) ≤ 2λnrµ1− λ (3.20)
pour λ = φµ(rµ).
Comme dans Corollaire 3.4, la première inégalité dans (3.20) vient de (1.4) et la
seconde vient du principe de contraction. S’il existe r0 ≥ 0 tel que p∗0(r0) = r0 et φ0(r0) <
1 alors, puisque le graphe de p∗µ2 se trouve au-dessus de celui de p
∗
µ1
lorsque 0 ≤ µ1 < µ2,
il existe µ′ > 0 tel que p∗µ′(rµ′) = rµ′ et φµ′(rµ′) = 1. De plus, pour tout µ ∈ (−µ′, µ′),
rµ existe et est tel que p∗µ(rµ) = rµ et φµ(rµ) < 1, ce qui va vérifier les conditions du
Théorème 3.10. On a rµ ↗ rµ′ quand |µ| ↗ µ′. Encore une fois, l’unicité de θµ dans
le Théorème 3.10 fait de M∗(µ) donnée par (1.33) une fonction bien définie pour tout
µ ∈ (−µ′, µ′).
Remarque 3.12 Il est facile de vérifier que si on a (1.29), alors la fonction M∗(µ)
donnée par (1.33) peut s’écrire de la façon suivante
M∗(µ) = f0 +
m∑
j=1
fj(µ+ θµ)j − 1
T
m′∑
k=0
ak (θµ + µ) τk (θµ + µ).
Proposition 3.13 Dans le contexte du Théorème 3.10, la fonction M∗(µ) est continue
sur (−µ′, µ′).
Démonstration. D’après Proposition 3.5 on a que M(µ) est continue. Donc il suffit de
montrer que la fonction
N(µ) = ak (θµ + µ) τk (θµ + µ)
est continue. Pour un µ0 ∈ [−µ′′, µ′′] ( (−µ′, µ′) quelconque, on montre que N(µ) →
N(µ0) quand µ → µ0 où µ ∈ [−µ′′, µ′′]. En posant θµ = θµ + µ et θµ0 = θµ0 + µ0, on
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utilise le fait que
ak(θ
µ)τk (θ
µ)− ak(θµ0)τk(θµ0) = (ak(θµ + µ)− ak(θµ0 + µ0))τk(θµ + µ)
+ak(θµ0 + µ0)(τk(θµ + µ)− τk(θµ0 + µ0)).
Ceci entraîne que
|ak(θµ)τk (θµ)− ak(θµ0)τk(θµ0)| ≤ |ak(θµ + µ)− ak(θµ0 + µ0)||τk(θµ + µ)|
+|ak(θµ0 + µ0)||τk(θµ + µ)− τk(θµ0 + µ0)|
et d’après B1 et B2 on a
| ak(θµ)τk (θµ)− ak(θµ0)τk(θµ0) | ≤ Ta′kv(θµ − θµ0 + µ− µ0)
+αkτ
′
kv(θµ − θµ0 + µ− µ0)
≤ (Ta′k + αkτ ′k)v(θµ − θµ0 + µ− µ0)
= (Ta′k + αkτ
′
k)v(θµ − θµ0)
ce qui entraîne | N(µ) − N(µ0) |→ 0 quand µ → µ0 puisque, d’après proposition 3.5,
v(θµ − θµ0)→ 0 et donc N(µ)→ N(µ0) quand µ→ µ0 pour µ ∈ (−µ′′, µ′′).
Ainsi, si
inf
−µ′≤µ≤µ′
M∗(µ) < 0 < sup
−µ′≤µ≤µ′
M∗(µ) (3.21)
alors, d’après le théorème des valeurs intermédiaires, il existe µ0 ∈ (−µ′, µ′) tel que
M∗(µ0) = 0, et dans ce cas (1.30) et (1.33) sont satisfaits en même temps pour µ = µ0.
Corollaire 3.14 Dans le contexte du Théorème 3.10, soit
µ′ = sup
{|µ| : p∗µ(rµ) = rµ, φµ(rµ) < 1}.
Si (3.21) est vérifié alors il existe µ0 ∈ (−µ′, µ′) tel que la fonction T -périodique θ =
µ0 + θµ0 est une solution de (5) qui est absolument continue sur [0, T ].
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Exemple 3.15 Considérons l’équation
θ′ = c+
piα
2
sinωt+ βθ + 2
√
2
3
γ(cosωt)2θ2 +
m′∑
k=1
ak (θ) Iτk(θ) (3.22)
avec ω = 2pi/T , c ∈ R et α, β, γ ∈ (0,∞). Comme à l’exemple 3.3 on a m = 2, f0 =
c, f˜0 = piα(sinωt)/2, f1 = β et f2(t) = 2
√
2/3γ(cos2 ωt) et donc ‖f˜0‖1 = α, ‖f1‖2 = β et
‖f2‖2 = γ. Soit ε > 0 et posons
ak(θ) = ε
sin θ(T/k))
k2
, k ∈ (1, 2, ..m′ − 1), am′(θ) = −
m′−1∑
k=1
ak (θ) , τk(θ) =
T
2
cos2 θ(T/k).
En choisissant αk = a′k = εζ(2) et τ
′
k = T on obtient A = A
′ = εζ(2)m′ = εm′pi2/6 et
C = Tεm′pi2/6. Donc (3.15) devient
p∗µ(r) = Tα + Tβ(|µ|+ r) + Tγ(|µ|+ r)2 + TA.
En écrivant p∗µ(rµ) = rµ comme
|µ|+ p∗µ(rµ) = |µ|+ rµ
on obtient
|µ|+ rµ = (1− Tβ)−
√
(1− Tβ)2 − 4Tγ(T (α + A) + |µ|)
2Tγ
(3.23)
pourvu que Tβ < 1 et
4Tγ(T (α + A) + |µ|) ≤ (1− Tβ)2. (3.24)
Si α, γ ∈ (0,∞) sont tels que
4T 2(α + A)γ < (1− Tβ)2
alors µ′ donné par
µ′ =
(1− Tβ)2
4Tγ
− T (α + A) (3.25)
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se trouve dans (0,∞) et (3.24) est vérifié pour tout µ ∈ [−µ′, µ′]. En remplaçant (3.25)
dans (3.23) on obtient
|µ|+ rµ = (1− Tβ)−
√
4Tγ(µ′ − |µ|)
2Tγ
et donc
µ′ + rµ′ =
1− Tβ
2Tγ
. (3.26)
D’autre part (3.19) devient
φµ(rµ) = 1− (
√
4Tγ(µ′ − |µ|)− (TA+ 2C)).
En prenant ε assez petit, tel que
√
4Tγ(µ′ − |µ|)−(TA+2C) > 0, on a φµ(rµ) < 1, et donc
θµ existe pour µ ∈ (−µ′, µ′) et est donné par le Théorème 3.10. On a |θµ(t)| ≤ rµ ≤ rµ′
pour tout t ∈ R, donc
−1− Tβ
2Tγ
≤ µ+ θµ(t) ≤ 1− Tβ
2Tγ
Puisque θµ = 0, on a la fonction continue en µ
M∗(µ) = c+ βµ+2
√
2
3
γcos2ωt(µ+ θµ)2− 1
T
m′∑
k=1
ε
sin(θµ(T/k) + µ)
k2
T
2
cos2(µ+ θµ(T/k))
sur (−µ′, µ′). D’autre part |M∗(µ) −M(µ)| < ε
2
ζ(2), où M(µ) est la fonction continue
donnée par
M(µ) = c+ βµ+ 2
√
2
3
γcos2ωt(µ+ θµ)2.
Notons que pour ε assez petit, les choix de α, β, γ dans cet exemple peuvent être les
mêmes que dans l’exemple 3.3. Donc, en utilisant la même technique, et en montrant
que M change de signe, on en déduit que M∗ aussi change de signe. Alors
inf
−µ′≤µ≤µ′
M∗(µ) < 0 < sup
−µ′≤µ≤µ′
M∗(µ)
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et donc d’après le corollaire 3.14 il existe µ ∈ (−µ′, µ′) tel que M∗(µ) = 0 et pour ce µ, la
fonction θ = µ+ θµ est une solution T -périodique de (3.22) qui est absolument continue
sur [0, T ].
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CONCLUSION
Dans cette thèse, nous avons étudié l’existence des solutions T-périodiques et T-
anti-périodiques de l’équation différentielle d’Abel généralisée aux cas impulsifs avec des
discontinuités dépendantes de l’état. La méthode utilisée est celle du théorème de point
fixe de Banach.
Le premier chapitre a été un rappel d’outils généraux d’analyse réelle et fonctionnelle
que nous avons utilisé tout au long des chapitres 2 et 3.
Au deuxième chapitre, nous avons développé deux techniques nous permettant de
prouver des théorèmes d’existence d’une solution T-anti-périodique de cette équation
pour les cas impulsifs et non impulsifs. Par le principe de contraction de Banach, nous
obtenons une suite d’itérations de Picard qui converge uniformément vers la solution, ce
qui entraine la possibilité de trouver la solution numériquement. Nous avons appuyé nos
résultats par divers exemples.
Au troisième chapitre, nous avons obtenu des résultats d’existence de solutions T-
périodiques pour la même équation différentielle d’Abel dans les cas impulsifs et non
impulsifs. Encore, par le théorème de contraction de Banach, nous obtenons une suite
d’itérations de Picard qui converge uniformément. Ceci nous permet de trouver la solution
numériquement. Cependant, les calculs sont beaucoup plus difficiles que dans le cas T-
anti-périodique. Nous avons appuyé nos résultats par des exemples.
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Nos résultats sur l’existence d’une solution T-périodique et T-anti-périodique peuvent
être raffinés davantage. Il s’agit de trouver des polynômes plus raffinés que ceux utilisés
dans les chapitres 2 et 3.
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