In low-dimensional electronic materials, the charge or spin ordering can be subtly controlled by specific mode or modes, giving rise to functioning states such as charge and spin-density waves, Mott insulators, and superconductors. The coupling between the electrons and the atomic lattice can be effectively investigated by ultrafast optical, photoemission, and electron diffraction techniques providing detailed description of microscopic and collective state evolutions in separate electronic and lattice subsystems. However, the electronic and phononic relaxation timescales obtained from these techniques are often distinctly different in low-dimensional electronic materials, even in system as simple as graphite. Here, we seek to understand their origins from examining the nonequilibrium scenarios considering anisotropic electron-phonon coupling leading to hot phonons, which can be investigated directly from the momentum-dependent scattering changes in the transmission ultrafast electron crystallography. A three-temperature model is constructed to achieve unified understandings combining ultrafast spectroscopy and diffraction results of the nonadiabatic optically driven dynamics in graphite, charge density waves in CeTe3, and Mott insulator VO2. 
I. I. INTRODUCTION
Electronic phase transitions at low dimensions are generically associated with charge-and spin-orderings, but subtly controlled by a specific mode or modes well distinguished in momentum space 1 . This is exemplified in charge-density wave (CDW) case, where the commonly held view is that CDW formation is mainly related to Fermi surface (FS) nesting 2 , whereas more recent work has shown that strong electron-phonon and electron(hole)-electron couplings, in cooperation with lattice distortion and nesting, give rise to new classes of CDW in higher dimensions [3] [4] [5] [6] [7] . In the nesting driven scenario, the divergence of susceptibility is conveyed to coupled charge and lattice dynamics, known as Kohn anomaly, which freezes and forms CDW ground state at low temperatures as depicted in Fig. 1(a) . Meanwhile, in the strong coupling limit, the momentum-dependent electron-phonon interaction leads to softening of lattice modes over an extended region in the Brillouin zone that doesn't match the best nested part of the FS, as evidenced in the CDW in 2H-NbSe 2 3 . Whereas different coupling mechanisms might be responsible, spectroscopy and diffraction are necessary tools to characterize the full parameter space of the cooperative state. For example, electronic ordering can be monitored through transient angular resolved photoemission (trARPES), which identifies the formation of an energy gap at q CDW . Singleparticle dynamics, the electronic temperature T e can also be investigated via trARPES [8] [9] [10] , and combined with optical reflectance/transmission investigation, and terahertz (THz) spectroscopy 11, 12 yielding rich characterization data on the electronic evolution. Equally important are diffraction techniques [13] [14] [15] to validate the critical coupling mode through tracking long-range ordering (amplitude and period) and short-range fluctuations of the lattice, necessary to describe the structure and dynamics in the lattice counterpart [16] [17] [18] . Recent trARPES studies of pristine 1T-TaS 2 , intercalated 1T-TaS 2 , and 1T-TiSe 2 , have shown subtle differences in the optical quenching timescales, which are used to explain their underlying different charge ordering mechanisms 19 . Yet, their respective relaxation timescales in relation to the energy transfer into the lattice and the CDW amplitude fluctuations have not been clarified, due to the probe's limited sensitivity to the lattice responses, although the nonhomogeneous phononic relaxation pathways are central to identify the electron-lattice couplings in these systems [16] [17] [18] 20 . Rather unexpectedly, following the fs quenching a nearly universal sub-ps (partial) recovery has been found from all-optical studies of various CDWs 21 . This phenomenon has recently been examined in details by Mihailovic and coworkers in a series of 1D, and 2D CDW systems, including TbTe 3 , DyTe 3 , 2H-TaSe 2 and K 0.3 MoO 3 , in the context of universality in the symmetry-breaking electronic phase transition 22 . The recovery of electronic order parameters was monitored by following the transient reflectivity in a series of threepulses (destruction-pump-probe) experiment, where the CDW dynamics exhibit a common sequence of events: ultrafast quasi-particle gap recovery → bosonic field amplitude fluctuations → critical slowing down and domain creation. Such dynamics can be described simply on the basis of Ginzburg-Landau theory with the crystal ionic background treated as an effective vacuum, asserting that the sub-ps partial recovery of the CDW condensate may proceed independent of the details of the ionic state 21 . In the ultrafast pump-probe studies of conventional metals and semiconductors, essential features of the experiments can be captured by the so-called twotemperature models (2TM) [23] [24] [25] [26] , where the electronic (T e ) and lattice (T l ) temperatures are treated separately in timescale shorter than electron-phonon coupling time. In these materials, the injected optical energy dissipates The CDW collective state emerges by coupling in parts of the electronic and lattice momentum subspace near Fermi surface (FS), and stands out as an independent thermal reservoir. The couplings between the electron, lattice, and CDW are described by the threetemperature model, where G e−l , Ge−CDW , and G CDW −l describes the electron-lattice, electron-CDW, and CDW-lattice coupling constants.
in distinctive steps: first in the fs timescale the carriers establish a temperature (T e ) in the electronic subsystem, and at longer times (ps) the energy is transferred to the phonons, raising the lattice temperature (T l ). In such a thermodynamic view, optical pumping mimics the role of heating, allow ultrafast temperature jumps yielding non-equilibrium phases. However, in low-dimensional and correlated electron materials the energy transfer between the various degrees of freedom is far more complex. A simplistic extension of the twotemperature (T e and T l ) description is the consideration of collective modes, which exchange energy with quasiparticles(e.g. electrons, spins, phonons etc.) in a highly energy and momentum selective manner 27 , resulting in subsets of nonthermal baths among quasiparticles, such as hot phonons or hot spins. We use the CDW system as a prototypical example, where subsets of both electron and phonon baths are connected via collective modes, forming an independent thermal reservoir responding to energy transfer differently. This necessitates the threetemperature model (3TM) to describe the optical energy relaxations involving three-way couplings between the electron, lattice, and CDW as described in Fig. 1(b) . We will show that allowing such a framework is crucial to reveal the subtle anisotropic coupling dynamics that is common to systems with low electronic dimensionality, including CeTe 3 , graphite, and VO 2 .
II. II. METHODS
For describing the electronic subspace, optical and photoemission spectroscopies are well established 11, 12, 28 . Here we focus on the concept of ultrafast electron crystallography (UEC) to characterize hot phonons dynamics. In UEC setup 14 , which is schematically described in Fig. 2(a) , the probing electron pulses sample the lattice dynamics in a momentum-resolved manner. At each time frame by following the diffraction changes, the lattice responses in unitcell expansion/contraction (diffraction peak shift), atomic vibrations (diffraction intensity suppression), and loss of long-range ordering coherence (satellite intensity change) can be examined. For highenergy electrons (30-100 keV), the de Broglie wavelength λ e is very short (< 0.07Å), which gives a large Ewald radius (R EW = 2π/λ e ≥ 90Å −1 ), which exposes a large section of the reciprocal lattice space for these investigations. The long-range-ordered states, such as chargedensity waves, distort the primary lattice and form the superlattice, identified as the satellite reflections at spacing q CDW surrounding the Bragg reflections. For describing these different structural orderings, the structure factor 29 :
(1) gives diffraction intensity at different momentum transfer q, where G is the reciprocal lattice vector, A is the amplitude of the periodic lattice distortion induced by CDW, J n is the Bessel function of the first kind of order n, describing the strength of the diffraction from superlattice (n ≥ 1) or Bragg lattice(n = 0). These diffraction can be suppressed by atomic fluctuations, namely Debye-Waller (DW) factors: F 
A . The main Bragg reflections can be suppressed by
From analyzing these terms, UEC can be used for thermometry based on the known DW factors. Directly, from the relative intensity changes in the time-resolved diffraction intensity, a quantitative measure of the atomic fluctuational variance projected along G can be determined, i.e. ∆ u
2 , where I G (t) [I G (t < 0)] is the diffraction intensity after [before] laser excitation (at t = 0) obtained at G. Because A can be easily determined from the superlattice intensity [J n (n = 0) term], it is often used as an order parameter for CDW in the diffraction studies. The temporal correlations between different terms in Eqn. (1) exam-ined in a large reciprocal space offer a birdś-eye view of intercorrelated electron-lattice, phonon-phonon interactions in complex systems. For example, it is interesting to investigate how the formation of uniaxial CDW [ Fig. 2(b) ] monitored from the recovery of superlattice intensity is coupled to lattice phonons, which can be analyzed through Bragg reflections. Fig. 2(c) shows the UEC pattern of CeTe 3 obtained by directing the fs electron beam along the crystal orthorhombic b axis. The diffraction pattern not only records the nearly ideal 2D square host lattice, but also unveils the well defined CDW long-range order, as shown from the sharp satellite peaks highlighted in the inset at regions near (3,0) along the c-axis. The weak periodic distortion induced by the CDW (∼ 0.1Å) gives a relatively low satellite intensity, 2-3 orders of magnitude lower than the intensity of the neighboring Bragg reflections 18 . In contrast, in the study of Mott insulator VO 2 the fs electron beam is directed along the crystal monoclinic b (b M ) axis 30 where strong dimer peaks emerge along the a M -axis during metal-insulator transition. The insulating phase has the M1 structure as depicted in Fig. 2(d) , generally perceived as derived from the more symmetric metallic rutile (R) structure through a Peierls-distortion that doubles the unitcell at the phase transition.
III. III. THREE-TEMPERATURE MODEL
Based on the respective diffraction intensities and DW factors, we can extract the temperature for the lattice (T l ) and for hot phonons strongly tied to the CDW (T CDW ). In the three-temperature model (3TM) framework, T l and T CDW are linked to the electronic temperature T e in differential equations tracking the decay of optical energy into electronic and nuclear manifolds. The size of the three energy reservoirs: electron, lattice, and CDW is gauged by their heat capacity, designated as C e , C l , and C CDW respectively. The interactions between the three subsystems are described by the coupling constant G as depicted in Fig. 1(b) . While this strategy has been used to model the temperature evolution of several related systems, such as graphite 31 , high-temperature superconductor 32 , and CDW systems 7,18 , our approach here is different in that it explicitly takes into account the energy transport from the surface excited region into the bulk (along z) by diffusion. This is important to describe the depth profile of the optical excitation and the ensuing spatial-temporal evolutions of T e , T l , and T CDW within the materials to create spatiotemporal evolution maps (see Fig. 3 ), necessary to quantitatively link the UEC experiments to the surface-sensitive photoemission and optical measurements. We use the electron and the phonon thermal conductivities K e and K l with a nonFourier electronic relaxation time τ e 25 for diffusion and transport parametrization. The respective heat flux, q e , q l , and q CDW , is driven by the temperature gradient. The coupled differential equations for 3TM with diffusion terms are described below (see Table I for the definition of the parameters used):
τ e ∂q e ∂t + q e = −K e ∂T e ∂z (3)
, where S(z,t) is the volumetric laser source term determined by the optical reflectivity R, the laser penetration depth d L , and laser pulse width t p : The initial and boundary conditions are defined by
These equations are numerically solved with the MacCormack method 39 . The coupling constants G e−l , G e−CDW , and G CDW −l for the electron-lattice, electron-CDW, and CDW-lattice interaction respectively are determined by fitting the experimental data, whereas the materials parameters C e , C tot , K e , K l are treated as inputs using the literature values (see table I ). In addition, we use the partition factor α to determine the relative size of the CDW and the lattice sub-spaces in the overall nuclear heat capacity C tot :
α affects mainly the temperature ratio between the CDW and the lattice, and it can be gauged by fitting. The coupling constant and the heat capacity jointly affect the relaxation timescale, which is easily seen from Eqns. (2), (4) and (6), where the C/G is related to the timescale of the coupling between two subsystems. Results from ultrafast spectroscopy and diffraction are combined to validate the full coupling hierarchy. Specifically, we rely on the ultrafast optical and photoemission techniques to provide information on the electronic evolutions, i.e. T e and quench/recovery dynamics of the charge gap. We rely on the momentum-dependent UEC studies for evaluating T CDW , T l , and quench/recovery dynamics of structural order parameter. In the followings, we use 3TM to characterize the three prototypical hot phonon systems: CeTe 3 , graphite, and VO 2 , and seek to understand the origins of hot phonons and their relationship to the specific electron-phonon coupling hierarchy in these systems. 
Ctot Total nuclear heat capacity C l = 1.317 × 10
IV. IV. OPTICALLY DRIVEN PHASE TRANSITION OF 2D CDW IN CETE3
We choose CDW in CeTe 3 as our first model system in that it represents a canonical system to study the anisotropic electron-phonon coupling. The formation of a uniaxial CDW (along c-axis) in the nearly ideal 2D metallic Te square nets provides us a clear handle to monitor the symmetry breaking induced by CDW through comparing the a− and the c-axis responses. Any deviation detected in the dynamics along the c-axis from that along the a-axis is expected to link to the CDW formation [ Fig. 2(c) ]. The optically driven phase transition of the rare-earth tritelluride systems has been recently investigated using UEC 18 , trARPES 8 , and ultrafast optical reflectivity 22 techniques. The intertwined nature of the relaxation processes is reflected in the distinct relaxation timescales from different probes. In Fig. 3(a) , the inset shows the UEC results for T l and T CDW , obtained by monitoring the anisotropic phononic responses (DebyeWaller analysis)
18 . The main panel shows that the electronic temperature (T e ) extracted from trARPES 8 is closely complementary to T CDW extracted from UEC. This means that the photoexcited carriers are strongly coupled to the CDW collective modes, whereas the much weaker coupling to the lattice forms a bottleneck in thermal energy redistribution to all the lattice modes, leading to a slow T l rise. Three-temperature model provides detailed analysis of T e , T l , and T CDW in a self-consistent manner using the UEC results from a given optical energy absorption, which defines the initial overall energy deposition. Fig. 3(b) shows the space-and time-resolved temperature map and order parameter dynamics deduced from the three-temperature model. The data obtained at the fluence F =2.43 mJ/cm 2 are reproduced as square dots (for complete results at different fluences, see reference 18 ). The modeling is based on fitting T CDW and T l with the parameters α=0.33, G l−env =3.4×10
14 Wm
(constrained independently by the long-time data showing 2.7 ns decay time of
We note that without conforming to T l α may vary from 0.05 to 0.33 in keeping the quality of fits with G e−CDW remaining the same and G e−l and G CDW −l weakly changing with respect to α. The backgrounds in the panels of Fig. 3(b) depict the spatial and temporal evolutions modeled by 3TM. The solid lines are the bulk-averaged (integrated from z=0-50 nm) for modeling the UEC data. The dash-lines show the temperatures and the CDW order parameter modeled at the surface (z=0 nm), which are directly relevant to trARPES and optical studies. We show that T e from fitting to UEC data (black solid line) is very consistent with T e from trARPES (pink dash-line). The different timescales of T CDW , T l , and T e obtained using diffraction and electron spectroscopy can be reconciled by considering the momentum-dependent electron-phonon coupling. Meanwhile, the optical result (blue dash-line), which exhibits a sub-ps decay, is quite different from the timescales of both T e and T l . As already been pointed out, the transient optical techniques detect the pump-induced changes (reflectivity, transmission, or conductivity), which can be driven by quasiparticle kinetic energy, as in conventional metals and semiconductors, as well as the electron selfenergy and pairing self-energy in correlated electron sys-tems or systems with collective ground state 11, 12 . The specific optical timescale may trace its origin to the CDW collective state evolution 21, 34 .
Important insight on the CDWs properties can be gained by examining the dynamics projected in their order parameters [optical gap ∆ and lattice distortion A, see Fig. 2(b) ] and comparing them with the quasiparticle temperature evolutions (T e , T CDW , T l ), which are mediated by the respective coupling strength between electrons, CDW, and lattice. In UEC, the CDW order parameter evolution tied to symmetry change directly alters the superlattice intensity. Meanwhile, the loss of the spatial coherence (phase and amplitude modes) generally suppresses the superlattice intensity. These two processes have well distinguished timescales and can find matches in the respective timescales from optical and photoemission studies, offering corresponding electronic responses during the same period. First, the order parameter A captures a sub-ps partial recovery, which is well related in timescale to the reopening of ∆ established from the trARPES 8 , and also to the optical recovery (quasiparticle lifetime) measured in the optical three-pulse (destruction-pump-probe) experiment 22 . The prominent ps dynamics captured in UEC is well linked to T e decay seen in trARPES, but not shown in the three-pulse optical study. The slower phonon-mediated electronic cooling observed here clearly indicates that the sub-ps quasiparticle recovery is purely electronic in nature, driven by the interaction between hot carriers and CDW condensate, which is indeed commonly found in several CDW systems (DyTe 3 , 2H-TaSe 2 , and K 0.3 MoO 3 )
22 with very different electron-phonon coupling strength 21, 40 . On the other hand, 3TM determines, by deconvoluting the diffusion effect and excitation depth dependence, a timescale for the satellite intensity's initial recovery on the surface [as shown in dash-line in the lower-right panel of Fig. 3(b) ] nearly identical to the optical result. Given this agreement the initial recovery of the superlattice intensity might be attributed to the reinstatement of the overall phase coherence of the charge condensate. This view (namely, electronic quench/recovery) is further supported by the saturation behavior observed only in the fast component, whereas beyond F∼ 4 mJ/cm 2 [ Fig. 4 (a) in reference 18 ] the change is nearly constant. This fluence threshold is equivalent to the energy required to destroy the charge condensate. After deconvoluting the depthdependence a surface critical fluence of ∼ 2mJ/cm 2 is determined, in very good agreement with the trARPES result 8 .
The large disparity between G e−l and G e−CDW deduced using 3TM supports that electron-phonon coupling plays a direct role in stabilizing the CDW ground state 4 . A fundamental issue is the role of FS nesting in leading to this asymmetry. Indeed, an electronic structure calculation (assuming a=c) has shown a small asymmetry in the splitting of FS sheets owing to coupling between the two nonequivalent square Te nets. However, such weak perturbation is not large enough to account for the observed strong electron-phonon anisotropy in the CDW ground state 41 . This is supported by a steady-state Raman investigation of ErTe 3 where nearly symmetric responses along the a and c axes were found at above the CDW transition temperature 42 . An alternate symmetrybreaking picture was proposed with the idea that the CDW formation might be initially triggered by the weak FS asymmetry, but subsequently stabilized by a focusing effect introduced by hybridization between two perpendicular in-plane p-orbitals and a strong electron-phonon coupling 42 . It would be extremely interesting to explore this dynamical symmetry-breaking scenario in systems that are inherently symmetric, such as rare-earth ditelluride compounds, to see whether CDW can be switched into a different axis by the laser pulses.
This 3TM study represents a step forward in clarifying different results obtained from optical, photoemission, and electron diffraction regarding the interplay between charge and structural order parameters and how the hot phonons help drive the structural phase transition. Through accurately predicting T e , the nonequilibrium charge and lattice dynamics in the reconstitution of a quenched 2D charge-density wave are reconciled in a self-consistent way. By relating the optical results to the lattice dynamics, we have demonstrated that the collective state formation within the 2D metallic rare-earth tritelluride compounds has a major effect on the optical reflectivity, which sensitively captures the recovery of charge ordering 11, 21, 22 . This essential feature is somewhat different at lower fluences where the more dominant ps component describes the quasi-particle dynamics rendered by carrier-phonon and phonon-phonon interactions 21, 43 . This shows the importance of exploring different techniques in tracking the full parameter space, including electron and lattice, in order to put together a complete picture for the intercorrelated couplings with strong anisotropy in 2D systems.
V. V. 3TM MODELING OF ELECTRON AND LATTICE DYNAMICS IN GRAPHITE
Graphite is a semi-metal with its electronic properties largely defined by the 2D honeycomb structure and weak perturbations from van der Waals layers that create a small bandgap at FS. The electron-phonon coupling is a fundamental bottleneck for ballistic transport in graphene and carbon nanotubes, and recently in optical studies of graphite anomalous quasiparticle lifetime and hot carrier-optical phonon scattering mechanism have been called into questions 31, 44, 45 . The transient optical and spectroscopic studies of graphite are indeed intriguing as generally fs recoveries were obtained in optical reflectivity and the transmittance measurements [46] [47] [48] , whereas in transient terahertz (THz) 31 and photoemission studies 45 much longer hot carrier cooling times (ps) were observed. For comparison, the T e measurement from transient photoemission spectroscopy conducted at The spatial and temporal evolution of the electronic, CDW, and lattice temperatures: Te, TCDW , T l , and order parameter A respectively, based on the three-temperature model. The dynamics of A is modeled after phase and amplitude modes 18 . Solid lines represent the bulk-averaged (z=0 to 50 nm) value, and dash-lines represent the surface (z=0nm) value. The symbols are the corresponding experimental results from UEC. (c) The three-temperature model (3TM) and the two-temperature model (2TM) of graphite, compared with optical reflectivity and results reproduced from photoemission study 45 . The temperature of the strongly coupled optical mode (SCOP) and that of the lattice calculated by the three-temperature model are also shown for comparison. The inset shows the UEC results of the lattice temperature, which constrain the two-temperature and three-temperature modelings.
F=64 µJ/cm
245 is reproduced in Fig. 3 (c) (purple dashline) together with the transient optical reflectivity (circles) and UEC (solid squares) data we obtained on graphite. All these experiments were performed using 800 nm fs laser pulses as the excitation source.
While the electron-phonon coupling in graphite is believed to be smaller than normal metals 49 , a large coupling constant is usually required for explaining fs laser 31, 45, 50 and swift ion-beam irradiation experiments 51, 52 . This discrepancy reveals a complex energy exchange in nonthermally heated graphite when compared to conventional metals. The large electronphonon coupling observed for optically pumped high energy carriers have been attributed to the strongly coupled optical phonons (SCOPs) 31, 45, 47, 50 . Their unusual coupling strength to the electrons has also been linked to anonymous phonon dispersion (Kohn anomaly) at Γ and K(K ′ ) points taking into account the long-range character of dynamical electron-phonon coupling matrix 53, 54 .
Insight on the energy relaxation pathways involving such SCOPs can be gained from examining a recent steady-state photoemission study 55 , where photoelec-trons appear around the Γ region, even though there is no band around Γ in the vicinity of Fermi level (E F ). The most obvious explanation is that photoelectrons can be efficiently scattered into the Γ region by highenergy optical phonons. Yet, two puzzling observations remain. First, the T e obtained from the THz 31 and photoemission 45 studies appear to be significantly lower than the prediction from the two-temperature model (2TM). Such interesting observation has led to the assumption that SCOPs might be involved in the carrier generation process to directly channel optical energy in to the lattice 31, 45 . Second, the various timescales reported for hot phonon relaxations, which range from 1 to 7 ps 31,48,56 must be reconciled with the time scale of lattice heating [57] [58] [59] .
Unambiguously, from comparing the T e data from photoemission and the T l data from UEC as presented in Fig. 3(c) , an intermediate step for energy transfer must exist. The sub-ps decay of T e is too fast to directly lead the ps rise of T l , and we might attribute this dark intermediate step as due to in-plane SCOPs as suggested from the optical studies 31, 45, 56, 60, 61 . This scenario is akin to the CDW case, where the first step of electronic energy relaxation is coupled to selected modes. The important remaining issues are to determine the extent of the thermal bath associated to SCOPs and whether the coupling to SCOP from optical excitation is direct or subsequent to the electronic excitation. In 3TM, the SCOPs are treated as an independent thermal reservoir from the lattice (with temperature T SCOP , heat capacity C SCOP ). In extracting the temperatures, T l is calculated based on in-plane atomic fluctuation variance in ultrathin graphite nano-platelets(≈ 10nm) obtained from UEC using the tabulated Debye-Waller factor 62 . To be consistent with the photoemission result, the lattice temperature is linearly scaled down to match the photoemission data from ∼ 1 mJ/cm 2 region. The energy transfer to the lattice is nearly sequential given the disparate energy decay timescales: ∼ 500 fs from electrons to SCOP (photoemission), and ∼ 7ps from SCOP to the lattice (UEC). From 3TM modeling, corresponding G values (G e−l =0.2×10 16 Wm
In addition, from fitting the T e and T l based on the absorbed optical energy, we determine the size of the SCOP to be a small subset of the overall phonon bath (C SCOP =5.5×10
4 Jm − 3 K −1 ; total nuclear heat capacity C tot =1.56×10
6 Jm − 3 K −1 ). Ignoring the existence of SCOP, as shown in the 2TM simulation, the prediction [dash-line in Fig. 3(c) ] fails not only to reconcile with the measured dynamics, but also the energy scales of T e and T l .
From the 3TM, we also deduce the electronic heat capacity in terms of C e = γT e . The best fitted γ value is 30 Jm −3 K −2 , which is an order of magnitude higher than the steady-state value (γ 0 =2.4 Jm
63 . This high γ value is required to generate the somewhat surprising lower-than-expected T e as determined from photoemission [ Fig. 3(c) ] 45 and THz 31 measurements. Based on free electron Fermi gas model 26 , the increase of electron heat capacity can be traced to the increase of free carrier density, which, in the case here, is induced by optical excitation. The instantaneous photo-carrier concentration can be estimated from (electrons and holes combined). This is indeed one order of magnitude higher than the reported intrinsic carrier concentration n i ∼10 25 m −364 . This could explain the large electronic heat capacity without invoking the scenario where SCOPs are directly involved in the carrier generation process and participate the early stage of energy sharing of the absorbed optical energy.
Possible identities of the SCOPs have been proposed from several optical pump-probe experiments based on identifying hot phonons that are closely coupled to the photoexcited carriers. They are: Γ-point E 2g2 mode (in-plane stretching, 200 meV) 56, 60 , E 2g1 mode (interlayer shearing, 6 meV) 61 , and optically dark K(K')-point modes (out-of-plane, 67 meV; in-plane, ∼ 160 meV) 45, 53, 55 . In particular, the high-energy in-plane Γ-point and K(K')-point modes are also likely participants responsible for significant reduction of the ballistic conductance of carbon nanotubes and graphene at bias potentials larger than 0.2 V 65-71 . In terms of timescales, we note that the average lattice heating time of ∼ 7 ps determined from UEC is similar to the SCOP thermalization time deduced from THz study 31 , and consistent with the ps component of T e determined from photoemission 45 . First principle calculation was able to attribute this timescale to overall SCOP-lattice thermalization from various active optical phonon decay channels 72 . A recent UEC investigation of graphite film (1-3nm) 57 reported a two-step (700 fs, 12 ps) decrease of diffraction intensity and attributed them to initial decay from K(K') point and phonon thermalization respectively. We note that the lattice temperature is based on the random atomic fluctuational variance deduced from DW analysis on diffraction intensity changes, which in an equilibrium condition is linked to a thermal mode (j) with u 2 j ∼ k B T j /m e ω 2 j . One can easily see in this thermal case the displacement variance u 2 j at a given temperature is inversely proportional to the frequency of the phonon squared ω 2 j , therefore the sensitive of detecting the high-frequency SCOP based on diffraction intensity changes is highly suppressed -for example, ∼ 47 THz E 2g2 mode is three-orders of magnitude more difficult to see than 1.4 THz interlayer shearing mode given the same energy transfer. Meanwhile, if the initial coupling results in coherent SCOPs 60 , the changes should be in the diffraction width rather than the integrated intensity. These two scenarios explain why in our analysis of UEC data the high-frequency SCOP responses are largely undetected. We note that unlike the previous UEC experiment we are not able to ascertain the sub-ps component in the initial decay of diffraction intensity, this might be attributed to the difference in our samples (mode-mode couplings have been found to depend on the sample thickness, size, and morphology 48, 73 ) or the model used in fitting, which should be verified in future experiments. We also note that in this experiment the excitation fluence is kept low so the maximum photocarrier generation is less than 1%. It is worth mentioning that c-axis lattice dynamics 58, 74 , sp 2 − sp 3 bonding changes 58, 75 , and even band gap renormalization 73 have been reported under more intense laser fluences where n op ≥10 27 m −3 , or up to 10% of electrons, are excited from π to π * band. Under this strongly perturbed situation new or different channels of electron-lattice interaction can emerge due to changes in electronic structure and/or charge redistribution between graphitic layers 58, 76 , which is a rather interesting subject on its own.
In summarizing this section, we have clearly demonstrated the need to consider strongly coupled modes as an intermediate step to transfer the optical energy to the lattice based on three-temperature model. We determine the size of these SCOPs to be merely ∼ 3.5% of the total lattice heat capacity. The lack of significant SCOP features in UEC diffraction images suggest that they are high-frequency optical modes in nature. A simple free electron gas model explains the relative low T e as due to dramatic increase in free carrier concentration from optical excitation. Nonetheless, this model requires a step-wise sequence of carrier generation and electronic thermalization to occur. If the two processes occur concurrently, the prediction of T e will be higher, hence additional heat capacity from the SCOP will be required in order to account for the moderate T e observed 45 . Whether there is a direct nonthermal transfer of the optical energy to SCOP as part of the initial accepting thermal reservoir will require further UEC experiments to be conducted on single crystal graphite with large lattice persistence length to separate the average thermal lattice heating from the excitation of the selected SCOP, which would be expressed as momentum-dependent correlated modulations of the lattice Bragg intensity or width on ≤ 1 ps timescale.
VI. VI. ANISOTROPIC LATTICE DYNAMICS IN VO2 NEAR METAL-INSULATOR TRANSITION
VO 2 represents a prototypical system for studying metal-insulator transition (MIT) in correlated electron materials. Despite of its simplistic atomic composition, VO 2 exhibits complex electronic and structural phase diagrams 77, 78 . Like in many correlated electron materials, MIT in VO 2 is subject to intertwined control parameters (e.g. stress, heat, doping, field, and optical excitations), but generally MIT is seen to strongly couple to rutile-to-monoclinic structural phase transition. At low temperatures, VO 2 is insulating and monoclinic (M1) [ Fig. 2(d) ]. Heating VO 2 above the insulator-metal phase transition temperature T c (∼ 340 K) results in a sharp increase in electrical conductivity accompanied by a relaxation of the lattice to a rutile (R) structure. However, unlike in CDW systems, this cooperativity can not be reduced to a simple coupling between the free carriers and the lattice to form a cooperative state. In VO 2 , the change in electron occupancy can dynamically shift bands due to strong electron correlation effects driving electronic phase transition. While it is largely accepted that both electron-electron and electron-phonon interactions are at plays, considerable debates over the precise origins of phase transitions, namely as due to electronic instability (Peierls-Mott) or Peierls instability (Mott-Peielrs), are evident in recent experimental [79] [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] , and theoretical [92] [93] [94] [95] literatures. Therefore, delineating the respective roles of the electron-phonon and electronelectron interactions in driving the structural and electronic phase transitions is central to address the open issues.
Most recent experiments in single-crystal VO 2 nanobeams 30 and VO 2 field effect transistor (VO 2 -FET) 100 have presented clear evidences of a metallic monoclinic state under electrostatic doping, which has challenged the commonly held view of rigid macroscopic cooperativity between structural and electronic phase transitions. In recent VO 2 nanobeam experiments, the lattice strain has been used as a controlled parameter to study phase transition [96] [97] [98] [99] . Conversely, at nearly strainfree condition, sharp transition can be achieved, allowing inherent properties associated with electron-electron and electron-phonon interactions to be carefully examined. Indeed, combining optical and electron microscopy the electronic and structural phase transitions of VO 2 nanobeams have been investigated, where T c of structural transition was identified as upshifted from that of the MIT when nanobeams were gently placed on metal surfaces (see Fig. 4(a) ) 30 . The intermediate monoclinic metal state is designated as M3 to distinguish it from the insulating M1 state. The M3 state occurs most prominently in short nanobeams where nearly strain-free condition can be readily achieved, but the large shift in T c can only be seen on metal surfaces, which is explained as induced by interfacial charge doping 30 . Similarly, in VO 2 -FET experiment, the MIT in the VO 2 channel occurs under gate-doping using ionic liquid, but the induced metallic state retains a monoclinic structure 100 . Different from the nanobeam experiments, the VO 2 channel in VO 2 -FET is highly strained and the MIT occurs only under a high electric field, indicating the need to overcome strain energy before macroscopic switching occurs 100 . Interestingly, by increasing the gate field, the monoclinic VO 2 becomes even more distorted. Also in earlier channel experiments the MITs from monitoring resistivity were found to decouple from structural phase transition 101, 102 . Generally in these experiments, the electrostatic doping, achieved by introducing carriers into the conduction band, stabilizes the monoclinic phase, and consequently the MIT, driven by temperature or potential, can occur without obviously changing lattice translational symmetry. However, if phonons are involved as the system changes from metal to insulator, the electronphonon coupling will drive active modes. Without this cooperativity, the electron-electron and electron-phonon interactions might be seen as separate mechanisms mediating MIT and Peierls distortion in the electrostatically doped VO 2 .
Using ultrafast electron crystallography, the active phonon modes are tracked by conducting experiments on a gold-supported VO 2 beam above and below the electronic phase transition while keeping the monoclinic structure. The experimental geometry is defined in Fig. 2(d) 2 ) and photon energy (1.55 eV) were kept the same. In the insulating M1 ground state, the electron-phonon coupling is found to be more isotropic, whereas in the M3 metallic state a change in coupling hierarchy is clearly visible with hot phonons being generated at early times along the pairing direction. Much like in the case of CDW, these hot phonons couple strongly to the electronic excitation and their decays lead to heating of the overall lattice in over 80 ps. These distinct results support that the M1-M3 electronic phase transition is coupled to the lattice microscopically without changing its symmetry macroscopically 106 .
In the 3TM modeling, we associate ∆u 2 out to SCOP with α=1/3 based on M1 symmetry and the experimental phononic responses.
The coupling constants between electrons and different subsets of phonons (namely, lattice and SCOP) change drastically across MIT. In M1 state, G e−l =3×10 
Additionally, from matching the lattice temperature and the T e deduced based on optical absorbance 79 in 3TM, we find that in the electrostatically doped VO 2 the penetration depth lengthens significantly from (∼ 127 nm 79 ) in the undoped system to >> 200 nm in the electrostatically doped case. This implies an increase in the optical gap energy due to doping. Since the emerging active modes along the pairing axis occupy full 1/3 of the nuclear heat capacity, the lattice has become more 1D-like after the transition. This phononic realization of changing energy landscape is consistent with the X-ray absorption and photoemission results reporting a dynamical shift of spectral weight in favor of Peierls bands following MIT 81, 82 . Such a shift is expected as further gap opening can be explained through an enhanced Peierls interaction in a structure with more 1D-like bands. This conclusion is also consistent with the VO 2 -FET experiment where a more Peierls-distorted structure occurs under a stronger gate-doping 100 . Based on these results, we suggest that Peierls interaction plays a key role in mediating the optical gap opening whilst being influenced by the dynamical switching induced by electron correlation effects 93, 95 . As to the changes in the electrical conductivity during MIT, it is generally mediated at a lower energy scale and may be solely driven by the Mott physics. Direct confirmation of these conclusions will require additional spectroscopy and UEC experiments to look for subtle changes at lower energy scale than optical gap during MIT.
Using 3TM we have examined the electron-phonon coupling in the electrostatically doped VO 2 system and demonstrated a clear change in the electron-phonon coupling hierarchy during MIT. Even though the host VO 2 lattice structure does not attain different crystalline symmetry explicitly (both M1 and M3 are in the low symmetry configuration), the electrostatic doping is seen as strengthening the Peierls characters. Other doping-induced decoupling of structural and electronic phase transitions have indeed been observed. For example, in the parent compounds of iron pnictide hightemperature superconductor, with BaFe 2 As 2 as a prototypical example, the magnetic phase transition (antiferromagnetic spin order to non-Fermi liquid) is always accompanied by the tetragonal-to-orthorhombic structural phase transition 107 . On the other hand, in the doped regime near high-temperature superconducting phase, the critical temperature of the magnetic phase transition is slightly below that of the structural phase transition 108 , as in metal-supported VO 2 . On the microscopic level, the connection between anisotropic electronphonon coupling and electronic phase transition seems to be general, as such evidences also have been found in recent ultrafast optical 11, 109 , electron diffraction 32,110 and ARPES 28,111,112 studies of high-T c superconductors with signatures of momentum-dependent decays of electrons indicative of an anisotropic electron-boson coupling enhanced by the presence of superconductivity.
VII. VII. SUMMARIES AND PERSPECTIVES
The three-temperature model has been applied to investigate the electron-phonon mechanism in three classes of low-dimensional systems (CeTe 3 , graphite, and VO 2 ) using data obtained from multiple techniques, including transient optics, momentum-resolved photoemission spectroscopy, and ultrafast electron diffraction, by tracking the electronic and nuclear (lattice) energies following optical excitation. All of these materials have reduced electronic dimensionality and exhibit anisotropic electron-lattice interaction that is not seen in conventional semiconductors and metals. Three-temperature model is essential to tie the optical, electronic, and nuclear energies together in order to deduce coupling constants from comparing the momentum-resolved temporal evolutions of electronic and phononic temperatures, in relation to the evolutions of collective states in both electronic and lattice subsystems. The formation of collective state is seen as central to induce large anisotropy in lattice fluctuational responses, as observed in the electronic phase transitions in CeTe 3 and VO 2 . We have shown that the electronic energy initially decays into selected phonon modes that ultimately drive the structural phase transitions. The relationship between electronic and structural phase transitions is more subtle. In CeTe 3 , the two seem to be inseparable as demanded by the fundamental physics where the structural distortion is a central driver for the formation of charge-density waves, as the CDW gap size and structural distortion is directly correlated. This macroscopic cooperativity needs time to establish even though microscopically the two are intimately coupled, as shown in the transient nonequilibrium driven by impulsive electronic heating where the optical gap is temporarily closed, while the structural distortion recovers at a longer timescale. The fact that swift recovery of charge ordering occurs before the electronic energy is fully transferred to the lattice verifies the inherently cooperative nature between macroscopic electronic and structure orderings. In such a case, the strength of electron-phonon coupling can be evaluated based on the respective heat capacities and coupling timescales between the electron and CDW modes using 3TM framework. However, this scenario may not be applicable to other CDWs that are strongly electronically driven with strong excitonic nature, such as 1T-TiSe 2 6 and 2H-TaSe 2 113,114 , electron correlation enhancements, such as 1T- TaS 2 40 and 1T-TiSe 2 17 , or heavy Fermion behavior, such as KNi 2 S 2 115 , where both electron-electron (hole) and electron-phonon interactions are at play. The effects of electron correlation on the coupling between collective structural and electronic phases are also seen. In a strongly correlation-driven electronic phase transition, the macroscopic cooperativity between the two might be coincidental, which could be driven by nonessential perturbations such as strain and doping, as indeed electrostatic doping has driven the structural phase out of equilibrium with the electronic one 30,100 in VO 2 . These perturbations can shift or strengthen the respective electronelectron or electron-phonon coupling, but are not the core driving mechanism for the formation of collective states.
In a related study of graphite, while there is no distinct electronic phase which is controlled directly by the electron-phonon coupling, the coupling hierarchy between the electrons and phonons can be as complex, suggesting that momentum (energy)-dependent nonequilibrium dynamics might be the result of restriction in the dynamical phase space of the excited carriers and phonons in a reduced FS topology. This is evidenced in the common existence of hot phonons mediating the energy flow seen in the three diversely different systems. This restriction then can afford functionality, especially in cooperative systems, such as CeTe 3 and VO 2 . A subset of phonon modes are shown to control the majority of energy flow from electronic and lattice energies following the optical excitation. Optical control of these key pathways might result in ultrafast switching with reduced thermal dissipation. Generally, because of the restricted access to the full momentum phase space at short timescales, the transient nonequilibrium affords the description of different local temperatures for each subsets of thermal baths when the coupling timescales set by the electron-electron, electron-phonon, and phonon-phonon interactions are sufficiently different. This thermodynamic view is shown to be rather satisfactory in describing the CeTe 3 and VO 2 dynamics, but seems to be inadequate for graphite at the ultrashort timescales (≤ 500 fs). Extension of this thermodynamic view might be necessary in the general case, especially at the short timescales where electronic temperature cannot be seen as uniform in different momentum subspaces, and the quantum dynamical calculations, such as Hubbard-Holstein model 116 and dynamical mean-field theory 117 , need to be invoked to account for electrodynamics and the nascent hot electron effects. In such circumstances, three-temperature model can be used as an approximation to estimate the effective temperatures for each subsets and deduce the effective coupling constants. Momentum-resolved spectroscopy and UEC are well poised to provide crucial information on the electron-phonon mechanism from the electronic and ionic perspectives, and because of the prevalence of hot phonons in low dimensional functional materials full parameter space characterization, including quasi-particles and collective modes in both electronic and lattice subsystems, are often necessary, as demonstrated here. Therefore, we foresee the development of a unified framework combining ultrafast crystallography, spectroscopy, and modeling as essential to provide crucial quantitative perspectives in the dynamical regimes to unravel the fundamental physics of a series of complex materials with competitive emerging properties.
