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Abstract. For some positive integers g and n we consider a subgroup Gg,n of the 2g-
dimensional modular group keeping invariant a certain locus Wg,n in the Siegel upper half
plane of degree g. We address the problem of describing a fundamental domain for the
modular action of the subgroup on Wg,n. Our motivation comes from geometry: g and n
represent the genus and the number of ovals of a generic real Riemann surface of separated
type; the locus Wg,n contains the corresponding period matrix computed with respect to
some specific basis in the homology. In this paper we formulate a general procedure to
solve the problem when g is even and n equals one. For g equal to two or four the explicit
calculations are worked out in full detail.
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1 Introduction
The Siegel upper half plane of degree g, usually denoted Hg, is defined as the space of g × g
complex, symmetric matrices whose imaginary part is positive definite. The modular group of
dimension 2g is the group of 2g×2g symplectic matrices whose entries are integer numbers. We
will denote it by the symbol Sp(2g,Z).
There exists a well-known action of the modular group on the Siegel upper half plane, the so
called modular action:
M : Sp(2g,Z)×Hg −→ Hg.
To every matrix
G =
(
P Q
R S
)
∈ Sp(2g,Z)
and every point w of Hg it associates
M(G,w) = (Pw +Q)(Rw + S)−1.
Now, let g and n be positive integers such that g + 1 = 2p+ n for some non-negative integer p.
Let us define the space
Wg,n =
{
w ∈ Hg such that VwV = −w
}
,
where the matrix V is given by
V =
 0 Idp 0Idp 0 0
0 0 Idn−1
 .
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2 P. Giavedoni
Let us also introduce the group
Gg,n =
{
G ∈ Sp(2g,Z) such that GT = TG},
where T denotes the 2g × 2g matrix
T =
(
V 0
0 −V
)
.
The modular action can be restricted to an action of Gg,n on the space Wg,n: for every matrix
G =
(
P Q
R S
)
∈ Gg,n
and every point w ∈ Wg,n one has that M(G,w) ∈ Wg,n. Indeed, from the definition of Gg,n
one can immediately deduce the following relations:
P = V PV, Q = −V QV, R = −V RV, S = V SV.
These ones yield
V [M(G,w)]V = V (Pw +Q)(Rw + S)−1
=
[
(V PV )(VwV ) + (V QV )
][
(V RV )(VwV ) + (V SV )
]−1
= −[Pw +Q][Rw + S]−1 = −M(G,w).
We wish to address the problem of a fundamental domain for the modular action of the group
Gg,n ⊂ Sp(2g,Z) on the space Wg,n. Its definition is recalled here below:
Definition 1.1. We say that two points w1 and w2 of Wg,n are equivalent if there exists
G ∈ Gg,n such that w1 = M(G,w2). A fundamental domain for M is a closed subset D of Wg,n
whose interior part is connected, which satisfies the following three properties:
i) For every w ∈ Wg,n there exists an equivalent point w˜ belonging to D.
ii) If two distinct points, w and w˜, belonging to D, are equivalent, then they both belong to
the boundary of D.
iii) Every set of equivalent points contained in D has a finite number of elements.
The case in which n equals g + 1 is easily reconducted to the reduction theory of positive
definite quadratic forms and was already studied by several mathematicians from the last cen-
tury. (The first achievements in a general treatment of this topic are due to Minkowski [12];
see [17] for an account on more recent results.)
In this article we solve the problem when g = 2g0 is an even number, and n equals one. In
this case, the space W2g0,1 has the following simple characterization:
W2g0,1 =
{
w ∈ Hg such that w =
[
z x
−x −z
]
; z,x ∈ Mat(g0,C)
}
.
For the group G2g0,1, instead, one has
G2g0,1 =
G ∈ Sp(4g0,Z) such that G =

A B C D
B A −D −C
E F G H
−F −E H G

 .
It is understood that the matrices A, B, C, D, E, F , G and H belong to Mat(g0,Z).
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Figure 1. Examples of separated real Riemann surfaces with different genus g and number of ovals n.
The anti-holomorphic involution r can be thought of as the reflection with respect to the green plane.
The ovals are also drawn in green.
Our main motivation in considering this problem comes from the theory of real Riemann
surfaces (see [4, 9] and [13] for a complete account of this subject). A compact Riemann
surface Γ of genus g is said to be real or symmetric when it is endowed with an anti-holomorphic
involution r. One can consider the locus of points which are invariant with respect to r. Its
connected components are at most g + 1 and they are usually called the ovals of the surface.
When Γ with this locus removed has two connected components, it is said to be separated (see
Fig. 1). Let this be the case, and assume that the number of ovals is n. Then it is possible to
fix a basis in the homology of the form1
a′1, a
′
2, . . . , a
′
p, a
′′
1, a
′′
2, . . . , a
′′
p, a1, a2, . . . , an−1,
b′1, b
′
2, . . . , b
′
p, b
′′
1, b
′′
2, . . . , b
′′
p, b1, b2, . . . , bn−1 (1.1)
satisfying the following conditions:
a′k ◦ b′k = a′′k ◦ b′′k = aj ◦ bj = 1 (1.2)
for every k = 1, 2, . . . , p and every j = 1, 2, . . . , n− 1, the intersection number of any two other
elements of the basis being zero;
r?
(
a′k
)
= −a′′k, k = 1, 2, . . . , p,
r?
(
b′k
)
= b′′k, k = 1, 2, . . . , p,
r?(aj) = −aj , j = 1, 2, . . . , n− 1,
r?(bj) = bj , j = 1, 2, . . . , n− 1, (1.3)
where r? denotes the morphism of the homology into itself induced by r.
Given any Riemann surface (not necessarily a real one) with a fixed basis in the homology B,
one can compute the corresponding period matrix 2. This is a point in the Siegel upper half plane
1In particular, this implies that the genus and the number of ovals of a separated, real Riemann surface need
to satisfy the following relation: n ≡ g + 1 mod 2. For more details see [4, Theorem 1.5.3].
2In this procedure, the normalized holomorphic differentials ω′1, ω
′
2, . . ., ω
′
p, ω
′′
1 , ω
′′
2 , . . ., ω
′′
p , ω1, ω2, . . ., ωn−1
are involved. Here we have been assuming the convention
∮
a′
k
ω′k =
∮
a′′
k
ω′′k =
∮
aj
ωj = 1 for k = 1, 2, . . . , p and
j = 1, 2, . . . , n− 1.
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(see [18] and [9]). The issue of determining the locus of period matrices in Hg is the famous
Schottky problem and it is deeply connected with the KP equation [2, 7, 10]. Any other basis
in the homology B˜ on the same surface can be expressed in terms of the cycles of B by means
of a modular matrix. If this is blockwise written as(
P Q
R S
)
∈ Sp(2g,Z)
then the corresponding period matrices t and t˜ are related by the modular transformation
t˜ = (P t +Q)(Rt + S)−1.
Now, in the case of a real Riemann surface with a basis B of the form (1.1)–(1.3), the period
matrix belongs to the spaceWg,n. Moreover, the changes of basis in the homology which preserve
the form (1.1)–(1.3) are exactly the ones given by matrices of Gg,n.
Bases in the homology of the form (1.1)–(1.3) can also be found on real Riemann surfaces
without fix points for r. This can be deduced, for example, from [6, Lemma 1]. In this case n is
just a formal parameter, equal to 1 or 2 if g is even or odd respectively. In view of this fact, also
the problem of a fundamental domain for period matrices of such real Riemann surfaces can be
formulated in terms of the modular action of the corresponding group Gg,n ⊂ Sp(2g,Z) on the
space Wg,n.
Real Riemann surfaces were extensively applied in the theory of integrable systems (see [3]).
In [8], the solution of our problem in one particular case was successfully applied to the study
of the parameter space of algebro-geometric solutions of the KP-2 equation.
As we have already said, in this paper we formulate a general procedure to determine a fun-
damental domain for the modular action of the group G2g0,1 on the space W2g0,1. We briefly
sketch our methods and results here below:
Our first step consists in a reformulation of the problem (Section 2). Let us denote with
GL(g,Z) the group of all g-dimensional, unimodular matrices with integer entries. Let us also
introduce the space Sym>0(g,R) of all real symmetric and positive definite matrices of dimen-
sion g. The congruence action
C : Sym>0(g,R)×GL(g,Z) −→ Sym>0(g,R) (1.4)
is defined as follows
C(Σ, G) = GTΣG. (1.5)
The modular and the congruence actions are closely related by the following result: for every
w = λ+ ıµ ∈ Hg
let us define
F(w) =
[
µ−1 −µ−1λ
−λµ−1 µ+ λµ−1λ
]
.
Theorem 2.1 (Siegel). The map F is smooth and injective from Hg into Sym>0 (2g,R).
Moreover, the diagram below is commutative for every G belonging to G2g0,1:
Hg
MG //
F

Hg
F

Sym>0(2g,R)
CG−1 // Sym>0 (2g,R)
G ∈ Sp(2g,Z).
Period Matrices of Real Riemann Surfaces and Fundamental Domains 5
Here we have introduced the notation:
MG : Hg −→ Hg, MG(w) = M(G,w),
CG : Sym>0(n,R) −→ Sym>0(n,R), CG(Σ) = C(Σ, G).
In view of our purposes, we consider the restriction of the map F to W2g0,1. The image of this
last one is the space
S2g0,1 :=


α β γ δ
β α −δ −γ
γT −δT ξ η
δT −γT η ξ
 ∈ Sp(4g0,R) ∩ Sym>0(4g0,R)
 .
The congruence action can be restricted to an action of the group G2g0,1 on S2g0,1. Moreover
one has the following
Corollary 2.2. Let D′ a fundamental domain for the congruence action of the group G2g0,1
on S2g0,1. Then D = F−1 (D′) is a fundamental domain for the modular action of the same G2g0,1
on W2g0,1.
As a consequence, the original issue is equivalent to the quest of such a D′. (See [16] for
an interpretation of this reformulation in terms of Klein triples.) The main technical tool to
tackle this new problem is the map P, introduced in Section 3. Due to its several remarkable
properties this might turn out to be of general interest by itself, beyond its role in this specific
context. To the best of our knowledge, this map was never considered in the literature before.
The domain of P is the group G2g0,1(R) of all 4g0-dimensional, real and symplectic matrices
of the form
α β γ δ
β α −δ −γ
pi ρ ξ η
−ρ −pi η ξ
 ∈ Sp(4g0,R).
Both S2g0,1 and G2g0,1 are contained in it. Its explicit definition is very simple:
P


α β γ δ
β α −δ −γ
pi ρ ξ η
−ρ −pi η ξ

 = [α+ β γ − δpi + ρ ξ − η
]
.
After this, P turns out to be a bijection onto GL(2g0,R), the space of all real and invertible
matrices of dimension 2g0. It maps S2g0,1 onto Sym>0(2g0,R). Moreover P respects both the
matrix product and transposition.
As a consequence, one has the following
Proposition 4.1. The diagram below is commutative for every G belonging to G2g0,1:
S2g0,1
CG //
P

S2g0,1
P

Sym>0(2g0,R)
CP(G) // Sym>0(2g0,R)
G ∈ G2g0,1.
This construction allows a further reformulation of the problem, in the same spirit as above.
Let us denote by J the standard symplectic matrix :
J =
[
0 Id
−Id 0
]
. (1.6)
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Its dimension will be clear from the context. Let us introduce the group
K2g0,1 :=
{
h ∈ GL(2g0,Z) such that hTJh ≡ J mod 2
}
,
which is a finite-index subgroup of GL(2g0,Z). This is actually the image of the group G2g0,1
via the map P.
Theorem 4.2. Let D′′ be a fundamental domain for the congruence action of K2g0,1 on S2g0,1.
Then D′ = P−1 (D′′) is a fundamental domain for the congruence action of G2g0,1 on S2g0,1.
The original problem is then equivalent to the quest of such a D′′. This second reformulation
appears in Section 4. It is given the name of reduction of the problem because it halves, so
to say, the dimension of the matrices involved in the issue. The advantage of these subsequent
reformulations is that we finally get to an explicitly solvable problem. Indeed, the Minkowski
reduction theory provides a fundamental domain for the congruence action of the whole group
GL(2g0,Z) on Sym>0(2g0,R). On the other side, the index of K2g0,1 in GL(2g0,Z) is finite.
In view of these two facts, a fundamental domain D′′ for the congruence action of K2g0,1 on
Sym>0(2g0,R) can be computed by means of standard “gluing” techniques.
The case in which 2g0 equals 2 is particularly interesting (Section 5). It exhibits the remarkab-
le peculiarity that the group K2,1 coincides with the whole GL(2,Z). As a first consequence,
the two reformulations above reconduct the original problem to a classical one already solved:
the reduction of positive definite binary quadratic forms. No usage of “gluing” techniques is
required in this case. By a straightforward calculation one can reobtain a result already known
to Silhol [20]. Let us denote by
w =
(
γ + ıδ ıβ
ıβ −γ + ıδ
)
, β, γ, δ ∈ R,
the generic element of W2,1.
Theorem 5.3. A fundamental domain D for the modular action M of the group G2,1 ⊂ Sp(4,Z)
on this last one is given by the following system of inequalities:
D : 1 ≤ γ2 + δ2 − β2, 0 ≤ γ ≤ 1
2
, δ > |β|.
(Notice that the third line of this system just guarantees that the imaginary part of w is positive
def inite.)
Moreover, a deeper understanding of the mathematical structure is possible in this case. Let
G belong to G2,1. One has that either
G =

a 0 c 0
0 a 0 −c
e 0 g 0
0 −e 0 g
 , ag − ec = 1 (1.7)
or
G =

0 b 0 d
b 0 −d 0
0 f 0 h
−f 0 h 0
 , bh− fd = 1. (1.8)
Theorem 5.4. Let us introduce the following new system of coordinates on W2,1:
I(w) = δ − β
δ + β
, τ (w) = γ + ı
√
δ2 − β2, w ∈ W2,1.
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Now consider a modular transformation
w˜ = M(G,w), w ∈ W2,1, G ∈ G2,1.
In the new coordinates it acts as follows:
I(w˜) = I(w)
and
τ (w˜) =
aτ (w) + c
eτ (w) + g
if G has the form (1.7), or
τ (w˜) =
bτ (w)− d
fτ (w)− h
if (1.8) holds, instead.
In other words, we find out that I is an invariant quantity: it is not affected by the modular
action of G2,1, which concentrates only on the second coordinate τ . This last one just undergoes
a Moebius transformation, in some cases composed with a complex conjugation. This fact has
some interesting geometrical consequences. To every genus two, real Riemann surface (Γ, r) of
separated type with just one oval, or with no ovals at all, one can associate a couple
(Γ, r) −→ (I,∆),
where I ∈ R is the quantity introduced above and ∆ is a genus one Riemann surface determined
by τ (w). A satisfactory geometrical interpretation of this correspondence, together with its
generalization to higher genera is the goal of current investigations.
The case g ≥ 4 is less immediate. In section 6 we formulate a procedure to determine D′′ using
the results of Minkowski reduction theory. For the case g equal to 4 we obtain the following,
very explicit result:
Theorem 6.9. Let M be the Minkowski fundamental domain for the congruence action of
GL(4,Z) on Sym>0(4,R). A fundamental domain D′′ for the congruence action of K4,1 on the
same space is given by
D′′ =
28⋃
j=1
C(M, gj).
The explicit expressions for g1, g2, . . . , g28 ∈ GL(4,Z) are given in (6.10), (6.11).
Since completing this paper, we have noted that some of the results of Section 5 are closely
related to the ones presented in [20, 22]. This connection is discussed at the end of Section 6.
2 Reformulation of the problem
In this section we show how the original problem can be reformulated in terms of a restriction of
the congruence action C, introduced in (1.4), (1.5). For every matrix w = λ+ ıµ ∈ Hg belonging
to the Siegel upper half plane of degree g, let us define
F(w) =
[
µ−1 −µ−1λ
−λµ−1 µ+ λµ−1λ
]
, w ∈ Hg. (2.1)
This map already appeared in Siegel’s investigations on the modular group, from which we drew
some inspiration. It relates the modular and the congruence actions:
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Theorem 2.1.
i) F is a bijection onto the space of all real, symmetric and positive definite matrices of
dimension 2g which are also symplectic.
ii) For every G belonging to the modular group, the following diagram is commutative:
Hg
MG //
F

Hg
F

Sym>0(2g,R)
CG−1 // Sym>0(2g,R)
G ∈ Sp(2g,Z).
For a proof see [19, p. 148, Theorem 1].
Now, since the original problem is concerned with the proper subset W2g0,1 ⊂ H2g0 , let us
introduce the space
S2g0,1 := F(W2g0,1).
In view of point ii) of Theorem 2.1, it is easy to realize that C can be restricted to an action of the
group G2g0,1 on S2g0,1. Moreover the following diagram is commutative, for every G belonging
to G2g0,1:
W2g0,1
MG //
F

W2g0,1
F

S2g0,1
CG−1 // S2g0,1
G ∈ G2g0,1. (2.2)
This immediately gives the following
Corollary 2.2. Let D′ be a fundamental domain for the congruence action of the group G2g0,1 ⊂
Sp(4g0,Z) on S2g0,1. Then the set D := F−1 (D′) is a fundamental domain for the modular
action of the same group G2g0,1 on W2g0,1.
In view of this, the original problem is equivalent to the quest of such a D′.
To this purpose, a more explicit characterization of S2g0,1 will be useful:
Proposition 2.3. The set S2g0,1 consists of all real, symplectic, symmetric and positive definite
matrices Σ of dimension 4g0, which have the following form
α β γ δ
β α −δ −γ
γT −δT ξ η
δT −γT η ξ
 ∈ Sp(4g0,R) ∩ Sym>0(4g0,R) (2.3)
for some α, β, γ, δ, ξ and η belonging to Mat(g0,R).
Proof. In view of Theorem 2.1, point i), it will be sufficient to prove that a matrix w of the
Siegel upper half plane belongs to W2g0,1 if and only if its image F(w) has the form (2.3). This
last condition is equivalent to the relation
T [F(w)]T = F(w), (2.4)
where
T =
[
V 0
0 −V
]
, V =
[
0 Id
Id 0
]
. (2.5)
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Using the explicit definition (2.1), one can show that (2.4) holds if and only if the following
relations do:
V λV = −λ, V µV = µ.
But this happens if and only if w belongs to W2g0,1, so the proof is complete. 
Next sections will be dedicated to determine a fundamental domain D′ for the congruence
action of G2g0,1 on S2g0,1.
3 Reduction toolkit
In this section we introduce some objects which will be, so to say, useful tools in our task.
Let us start with an auxiliary map. Consider the vector space3
V2g0,1 :=


α β γ δ
β α −δ −γ
pi ρ ξ η
−ρ −pi η ξ
 ∈ Mat(4g0,R)
 .
It is understood that the matrices α, β, γ, δ, pi, ρ, ξ and η belong to Mat(g0,R). By a straight-
forward calculation one verifies that V2g0,1 is closed w.r.t. matrix multiplication.
We define the map
G : V2g0,1 −→ Mat(2g0,R)×Mat(2g0,R)
as follows:
G(Σ) =
([
α+ β γ − δ
pi + ρ ξ − η
]
,
[
α− β γ + δ
pi − ρ ξ + η
])
∀Σ ∈ V2g0,1. (3.1)
Lemma 3.1. Let Σ and Σ′ belong to V2g0,1 and put
G(Σ) = (σ, τ), G
(
Σ′
)
=
(
σ′, τ ′
)
.
One has the following:
i) G is an isomorphism of vector spaces from V2g0,1 to Mat(2g0,R)×Mat(2g0,R).
ii) G (ΣΣ′) = (σσ′, ττ ′).
iii) G
(
ΣT
)
=
(
σT , τT
)
.
iv) Σ is symmetric and positive definite if and only if both σ and τ are.
v) Σ is symplectic if and only if
(−JτTJ)σ = Id.
The matrix J was defined in (1.6).
3A more abstract, equivalent definition of V2g0,1 is the following:
V2g0,1 := {Σ ∈ Mat(4g0,R) such that TΣT = Σ} .
Here T denotes the idempotent matrix defined in (2.5).
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Proof. Points i), ii) and iii) can be verified by means of a straightforward calculation.
iv) Since G is bijective (see point i)) one has that
Σ = ΣT ⇐⇒ G(Σ) = G (ΣT )
but by point iii) G
(
ΣT
)
=
(
σT , τT
)
, so
Σ = ΣT ⇐⇒ (σ, τ) = (σT , τT )
and Σ is symmetric if and only if both σ and τ are; let us suppose that this is the case. One
can verify that the two identities
(
aT bT
)
σ
(
a
b
)
=
1
2
(
aT aT bT −bT )Σ

a
a
b
−b
 ,
(
aT bT
)
τ
(
a
b
)
=
1
2
(
aT −aT bT bT )Σ

a
−a
b
b

hold true for every column vector a, b belonging to Rg0 . This implies that if Σ is positive
definite, then also σ and τ are.
Viceversa, the quadratic form given by Σ can be expressed in terms of the quadratic forms
corresponding to σ and τ in the following way:
(
aT bT cT dT
)
Σ

a
b
c
d
 = 12 ((a + b)T (c− d)T )σ
(
(a + b)
(c− d)
)
+
1
2
(
(a− b)T (c + d)T ) τ ((a− b)
(c + d)
)
.
So, if both σ and τ are positive definite, then also Σ is.
v) By definition, Σ is symplectic if and only if ΣTJΣ = J , which, by carrying out the products
in the left-hand side, reduces to the following system of matrix-equations:
−piTα+ ρTβ + αTpi − βTρ = 0, (3.2)
−piTβ + ρTα+ αTρ− βTpi = 0, (3.3)
−ξTγ + ηT δ + γT ξ − δT η = 0, (3.4)
−ξT δ + ηTγ + γT η − δT ξ = 0, (3.5)
−piTγ − ρT δ + αT ξ + βT η = Id, (3.6)
−piT δ − ρTγ + αT η + βT ξ = Id. (3.7)
Summing and subtracting (3.2) and (3.3) one gets the equations
−(pi − ρ)T (α+ β) + (α− β)T (pi + ρ) = 0,
−(pi + ρ)T (α− β) + (α+ β)T (pi − ρ) = 0
which are equivalent one to the other. So (3.2) and (3.3) together are equivalent to the unique
equation
−(pi − ρ)T (α+ β) + (α− β)T (pi + ρ) = 0.
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Analogously, (3.4) and (3.5) together are equivalent to
−(ξ − η)T (γ + δ) + (γ − δ)T (ξ + η) = 0.
Equations (3.6) and (3.7) are indeed equivalent to the system
−(pi + ρ)T (γ + δ) + (α+ β)T (ξ + η) = Id,
−(pi − ρ)T (γ − δ) + (α− β)T (ξ − η) = Id.
So Σ is symplectic if and only if it satisfies the following system of equations:
−(pi − ρ)T (α+ β) + (α− β)T (pi + ρ) = 0,
−(ξ − η)T (γ + δ) + (γ − δ)T (ξ + η) = 0, (3.8)
−(pi + ρ)T (γ + δ) + (α+ β)T (ξ + η) = Id, (3.9)
−(pi − ρ)T (γ − δ) + (α− β)T (ξ − η) = Id,
but after transposition of (3.8) and (3.9), this turns out to be equivalent to the condition(
(ξ + η)T −(γ + δ)T
−(pi − ρ)T (α− β)T
)(
(α+ β) (γ − δ)
(pi + ρ) (ξ − η)
)
= Id,
which is simply(−JτTJ)σ = Id. 
Let us now restrict to the group
G2g0,1(R) =


α β γ δ
β α −δ −γ
pi ρ ξ η
−ρ −pi η ξ
 ∈ Sp(4g0,R)
 .
It is understood that the matrices α, β, γ, δ, pi, ρ, ξ and η belong to Mat(g0,R). Notice that
both G2g0,1 and S2g0,1 are contained in it.
Let us consider
P : G2g0,1(R) −→ Mat(2g0,R), P(Σ) =
[
α+ β γ − δ
pi + ρ ξ − η
]
∀Σ ∈ G2g0,1(R).
Many properties of this map can be deduced from Lemma 3.1:
Corollary 3.2. The map P is a homeomorphism from G2g0,1(R) to GL(2g0,R), this last one
consisting of all real invertible matrices of dimension 2g0.
Moreover it respects both matrix product
P
(
ΣΣ′
)
= P(Σ)P
(
Σ′
) ∀Σ,Σ′ ∈ G2g0,1(R)
and transposition
P
(
ΣT
)
= [P(Σ)]T ∀Σ ∈ G2g0,1(R).
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Proof. The inverse of P is the map
Q : GL(2g0,R) −→ S2g0,1
defined as follows:
Q(σ) = G−1
(
σ,−J (σ−1)T J) ∀σ ∈ GL(2g0,R).
Notice that the image of Q is contained in G2g0,1(R) because of point v) of the lemma.
Since both Q and P are continuous, this last one is a homeomorphism. Moreover P respects
both matrix product and transposition due to point ii) and iii) of the lemma. 
Corollary 3.3. The map P restricts to a homeomorphism from S2g0,1 to Sym>0(2g0,R).
Proof. From point iv) of Lemma 3.1, one immediately has that
P(S2g0,1) ⊂ Sym>0(2g0,R).
Viceversa, let σ belong to Sym>0(2g0,R). The matrix
−J (σ−1)T J = JT (σ−1)T J
is also positive definite.
From the proof of the previous corollary, we know that
P−1(σ) = G−1
(
σ,−J (σ−1)T J) ∈ G2g0,1(R).
In view of point iv) of the lemma, this last matrix is also positive definite and so it belongs
to S2g0,1. It follows that
P(S2g0,1) = Sym>0(2g0,R)
and the proof is complete. 
Finally let us introduce the group
K2g0,1 =
{
g ∈ GL(2g0,Z) such that gTJg ≡ J mod 2
}
.
One has the following
Corollary 3.4. The map P restricts to an isomorphism of groups from G2g0,1 to K2g0,1.
Proof. Let X belong to G2g0,1 and put G(X) = (σ, τ). From point v) of the lemma, one has
that (−JτTJ)σ = Id. (3.10)
Since both σ and τ have integer coefficients, this implies that σ ∈ GL(2g0,Z). Equation (3.10)
can be rewritten as follows:
τTJσ = J. (3.11)
On the other side, from definition (3.1) one has that
τ = σ − 2M˜ (3.12)
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for some M˜ belonging to Mat(2g0,Z), in this case. Plugging (3.12) into (3.11) one obtains that
σTJσ ≡ J mod 2.
Viceversa, let g belong to K2g0,1. Let us put
P−1(g) =

α β γ δ
β α −δ −γ
pi ρ ξ η
−ρ −pi η ξ
 , g ∈ K2g0,1.
We need to prove that such inverse image has integer entries. From the proof of Corollary 3.2
we know that
P−1(g) = G−1
(
g,−J (g−1)T J), g ∈ K2g0,1.
Recalling the definition of G one can easily write[
α γ
pi ξ
]
=
1
2
[
g − J (g−1)T J], [β −δ
ρ −η
]
=
1
2
[
g + J
(
g−1
)T
J
]
. (3.13)
Now, since
gTJg ≡ J mod 2
one also has that
g + J
(
g−1
)T
J ≡ 0 mod 2. (3.14)
Since g has an inverse with integer entries, it follows immediately that
g − J (g−1)T J ≡ 0 mod 2. (3.15)
Equations (3.13) together with (3.14) and (3.15) imply that P−1(g) has integer coefficients. So
it belongs to G2g0,1. 
Remark 3.5. The whole modular group Sp(2g0,Z) is contained in K2g0,1. For every matrix[
A C
E G
]
∈ Sp(2g0,Z)
one has that
P


A 0 C 0
0 A 0 −C
E 0 G 0
0 −E 0 G

 = [A CE G
]
.
It is easy to show that the argument of the function P in the left-hand side belongs to G2g0,1.
Since[
Id 0
0 −Id
]
∈ K2g0,1
the following inclusion also holds:
Sp(2g0,Z) ·
[
Id 0
0 −Id
]
⊂ K2g0,1.
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For every[
B −D
F −H
]
∈ Sp(2g0,Z) ·
[
Id 0
0 −Id
]
one has that
P


0 B 0 D
B 0 −D 0
0 F 0 H
−F 0 H 0

 = [B −DF −H
]
and the argument of P again belongs to G2g0,1.
4 Reduction of the problem
We can now reformulate further the original problem, using the instruments developed in the
previous section. This process bears the name of reduction because it halves the dimension of
the matrices involved in the issue.
Proposition 4.1. The following diagram
S2g0,1
CG //
P

S2g0,1
P

Sym>0(2g0,R)
CP(G) // Sym>0(2g0,R)
G ∈ G2g0,1 (4.1)
is commutative for every G belonging to G2g0,1.
Proof. Let Σ and G belong to S2g0,1 and G2g0,1 respectively. Due to Corollary 3.2 one has
P[C(Σ, G)] = P
[
GTΣG
]
= [P(G)]TP(Σ)P(G), Σ ∈ S2g0,1, G ∈ G2g0,1.
On the other side, simply by definition,
C[P(Σ),P(G)] = [P(G)]TP(Σ)P(G), Σ ∈ S2g0,1, G ∈ G2g0,1. 
As a consequence, one has the following
Theorem 4.2. Let D′′ be a fundamental domain for the congruence action of K2g0,1 on
Sym>0(2g0,R). Then the set D′ := P−1 (D′′) is a fundamental domain for the congruence
action of G2g0,1 on S2g0,1.
Proof. The proof is a standard argument based on Proposition 4.1 and Corollaries 3.3
and 3.4. 
The original problem is thus equivalent to the quest of such a D′′. The remaining sections
will be dedicated to this issue. This will also emphasize the full advantage of our approach.
Another consequence of Proposition 4.1 is worth pointing out. For every w belonging
to W2g0,1, let us define
I(w) = det [(P ◦ F)(w)], w ∈ W2g0,1. (4.2)
Period Matrices of Real Riemann Surfaces and Fundamental Domains 15
Corollary 4.3. Let w and G belong to W2g0,1 and G2g0,1 respectively. Consider the modular
transformation
w˜ = M(G,w).
One has
I(w˜) = I(w).
Proof. In view of commutative diagram (2.2),
F[M(G,w)] = C
[
F(w), G−1
]
, w ∈ W2g0,1, G ∈ G2g0,1.
Taking the image via P of both sides, and applying Proposition 4.1
(P ◦ F)[M(G,w)] = C[(P ◦ F)(w),P(G−1)].
Considering the determinants, and recalling the explicit definition (1.5),
det{(P ◦ F)[M(G,w)]} = det [P(G−1)]2 det[(P ◦ F)(w)].
The thesis follows from this last equation, in view of the fact that K2g0,1 is contained in
GL(2g0,Z). 
From Corollary 3.3, one has
(P ◦ F)(W2g0,1) = Sym>0(2g0,R).
As a consequence, the quantity I is not constant over the whole W2g0,1. In other words, it is
not a trivial invariant with respect to the modular action M of the group G2g0,1 ⊂ Sp(4g0,Z).
To the best of our understanding, no geometrical interpretation of this quantity is available
so far.
5 The case 2g0 = 2
We start here to put in concrete action the previously developed abstract theory. The simplest
case when 2g0 equals 2 allows an elegant solution, together with a deeper understanding of the
structure of the problem.
Lemma 5.1. One has
K2,1 = GL(2,Z). (5.1)
Moreover, if G belongs to G2,1, there are only two possible cases: either
G =

a 0 c 0
0 a 0 −c
e 0 g 0
0 −e 0 g
 , ag − ec = 1 (5.2)
or
G =

0 b 0 d
b 0 −d 0
0 f 0 h
−f 0 h 0
 , bh− fd = 1. (5.3)
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Proof. As pointed out in Remark 3.5, one has the following inclusions:
Sp(2,Z) ⊂ K2,1, Sp(2,Z) ·
[
1 0
0 −1
]
⊂ K2,1.
On the other side,
GL(2,Z) = Sp(2,Z) ∪ Sp(2,Z) ·
[
1 0
0 −1
]
.
This gives (5.1).
Now, let G belong to G2,1. Then, either
P(G) ∈ Sp(2,Z) (5.4)
or
P(G) ∈ Sp(2,Z) ·
[
1 0
0 −1
]
. (5.5)
Always in view of Remark 3.5, (5.4) and (5.5) correspond to (5.2) and (5.3) respectively. 
By means of (5.1) we are reconducted to a classical problem whose solution is well-known.
Let us indicate with[
φ χ
χ ψ
]
∈ Sym>0(2,R)
the generic element of Sym>0(2,R). A fundamental domain D′′ for the congruence action of the
group K2,1 = GL(2,Z) on this space is described by the following system of inequalities
D′′ : φ ≤ ψ, −φ ≤ 2χ ≤ 0. (5.6)
This result was already known to Lagrange and Hermite.
Let us denote with
w =
(
γ + ıδ ıβ
ıβ −γ + ıδ
)
∈ W2,1, β, γ, δ ∈ R,
the generic element ofW2,1. One might recall that some such w’s are period matrices of a genus
two real Riemann surface. It is possible to prove that if this last one is separated, with just one
oval, then β > 0. If instead there are no fix points for r, then β < 0. Finally, no smooth curve
can yield β = 0. (These inequalities can be directly deduced from Lemma 10.10 of [21], via an
appropriate change of basis in the homology.)
The imaginary part of w is positive definite if and only if δ > |β|. The map P ◦ F has the
following simple expression in this case:
(P ◦ F)(w) = 1
δ + β
(
1 −γ
−γ γ2 + δ2 − β2
)
. (5.7)
These simple facts, together with the results of the previous sections, suffice to easily reobtain
the following result already known to Silhol [20].
Theorem 5.2. A fundamental domain D for the modular action M of the group G2,1 ⊂ Sp(4,Z)
over W2,1 is described by the following system of inequalities:
D : 1 ≤ γ2 + δ2 − β2, 0 ≤ γ ≤ 1
2
, δ > |β|. (5.8)
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Proof. Due to Corollaries 4.3 and 2.2, such a fundamental domain D can be found by simply
considering
D = (P ◦ F)−1 (D′′) .
In view of (5.7), one gets an explicit description of this set operating the substitution
φ =
1
δ + β
, χ = − γ
δ + β
, ψ =
γ2 + δ2 − β2
δ + β
into the system (5.6). This leads to (5.8). 
With this result, the original problem can be considered completely solved when 2g0 equals 2.
The theory developed up to now, though, allows a deeper insight into the structure of the
modular action of G2,1 on W2,1.
Theorem 5.3. Let us introduce the following system of coordinates on the space W2,1:
I(w) = δ − β
δ + β
, τ (w) = γ + ı
√
δ2 − β2, w ∈ W2,1. (5.9)
The square root is chosen to be positive.
Consider the modular transformation given by an element of G2,1:
w˜ = M(G,w), w ∈ W2,1, G ∈ G2,1.
In terms of the new coordinates, this acts as follows:
I(w˜) = I(w) (5.10)
and
τ (w˜) =
aτ (w) + c
eτ (w) + g
(5.11)
if G has the form (5.2), while
τ (w˜) =
bτ (w)− d
fτ (w)− h (5.12)
if (5.3) holds.
Proof. The explicit expression for I(w) in (5.9) agrees with its general definition given in
Section 4. To see this it is sufficient to plug (5.7) into (4.2). Formula (5.10) is just the content
of Corollary 4.3.
Gluing together (2.2) and (4.1) one gets the following commutative diagram:
W2g0,1
MG //
P◦F

W2g0,1
P◦F

Sym>0(2g0,R)
CP(G−1)// Sym>0(2g0,R)
G ∈ G2,1. (5.13)
Let us introduce
u(w) :=
1√I(w) [(P ◦ F)(w)], w ∈ W2,1,
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where the square root is again chosen to be positive. Using (5.13) one can write
u(w˜) =
1√I(w˜) [(P ◦ F) (w˜)] = 1√I(w˜) {C [(P ◦ F) (w),P (G−1)]}
=
[
P
(
G−1
)]T { 1√I(w) [(P ◦ F) (w)]
}[
P
(
G−1
)]
=
[
P
(
G−1
)]T
[u (w)]
[
P
(
G−1
)]
. (5.14)
In view of definition (4.2), one has that
det(u) = 1 ∀w ∈ W2,1.
This means that u(w) is not only symmetric and positive definite but also symplectic for every w
belonging to W2,1. As a consequence of Theorem 2.1, then, there exists a unique point τ (w) in
the Siegel upper half plane of degree one such that
F(τ (w)) = u(w), w ∈ W2,1.
Using (2.1), (5.7) and (4.2) one can verify that this definition of τ coincides with the more
explicit one given in (5.9).
Now, suppose that G has the form (5.2). In this case,
P(G) =
[
a c
e g
]
∈ Sp(2,Z).
By point ii) of Theorem 2.1, (5.14) gives (5.11).
Let G have the form (5.3), instead. One has that
P(G)
[
1 0
0 −1
]
=
[
b d
f h
]
∈ Sp(2,Z).
Equation (5.14) can be rewritten as follows:
u(w˜) =
[(
P(G)
[
1 0
0 −1
])−1]T ([
1 0
0 −1
]
u(w)
[
1 0
0 −1
])(
P(G)
[
1 0
0 −1
])−1
. (5.15)
By means of (2.1), one can verify that
F
(
−τ (w)
)
=
[
1 0
0 −1
]
u(w)
[
1 0
0 −1
]
.
Again by point ii) of Theorem 2.1 equality (5.15) implies (5.12) 
The previous theorem has some interesting geometrical consequences.
Observation 5.4. Let (Γ, r) be a genus two, real Riemann surface of separated type with just
one oval, or a genus two real Riemann surface with no invariant points for r. Let us fix a basis
in its homology of the form (1.1)–(1.3). One can then compute a period matrix w and the
corresponding τ = τ (w) ∈ H1. There exists a unique such τ , say τ 0, belonging to the set
Dτ :=
{
τ ∈ H1 such that 0 ≤ <(τ ) ≤ 1
2
, 1 ≤ |τ |
}
.
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This fact can be verified using Theorem 5.3 together with the classical theory of Mo¨bius trans-
formations. Dτ is a fundamental domain for the action of G2,1 = GL(2,Z) on H1 defined
by (5.11), (5.12). Moreover, no two distinct points lying on the boundary of Dτ belong to the
same orbit.
To every real Riemann surface as above, then, there corresponds a couple
(Γ, r) −→ (I,∆), (5.16)
where I ∈ R is the quantity introduced in (5.9) and ∆ is the genus one Riemann surface whose
period matrix is τ 0.
Let us remark that these objects do not depend on the particular basis in the homology of Γ
used to compute them. To the best of our knowledge, correspondence (5.16) never appeared in the
literature before. A geometric characterization of I and ∆ independent of the period matrix w
is not available yet and it is meant to be part of a work in progress.
6 The general case
At the beginning of the last century Minkowski studied the congruence action of GL(n,Z) on
Sym>0(n,R): he exhibited, for every n ≥ 2, a fundamental domain M which can be described
by a finite set of inequalities
f1(σ) ≥ 0, f2(σ) ≥ 0, . . . , fmn(σ) ≥ 0, σ ∈ Sym>0(n,R),
where f1, f2, . . . , fmn are linear homogeneous expressions of the entries of σ. For low dimensions
these expressions were explicitly determined: see [1] and [17].
After considerations of the previous sections, we now need a fundamental domain for the con-
gruence action, on Sym>0(2g0,R), of the group K2g0,1, which is strictly contained in GL(2g0,Z)
for 2g0 ≥ 4. The index of this subgroup is finite. In particular
Lemma 6.1. One has
[GL(2g0,Z) : K2g0,1] = 2g0(g0−1)
g0∏
j=1
(
22j−1 − 1) . (6.1)
Proof. Consider the quotient map
φ : GL(2g0,Z) −→ GL(2g0,Z2),
which associates to every unimodular matrix its class modulo 2 elementwise: it is surjective and
φ(K2g0,1) = Sp(2g0,Z2)
(see [14, Lemma 4] and [15, Theorem 1]). Moreover
Ker(φ) ⊂ K2g0,1.
Because of these facts φ induces a bijection between the left cosets of K2g0,1 in GL(2g0,Z) and
the ones of Sp(2g0,Z2) in GL(2g0,Z2). So,
[GL(2g0,Z) : K2g0,1] =
card (GL(2g0,Z2))
card (Sp(2g0,Z2))
.
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Formula (6.1) follows from this last equality keeping into account that (see [5])
GL(2g0,Z2) = 2g0(2g0−1)
2g0∏
j=1
(
2j − 1)
and that
Sp(2g0,Z2) = 2g
2
0
g0∏
j=1
(
22j − 1) . 
Our technique to determine a fundamental domain for the congruence action of the group
K2g0,1 on Sym>0(2g0,R) is based on the following
Proposition 6.2. Let us consider the left cosets of K2g0,1 in GL(2g0,Z)
L1, L2, . . . , Lm,
and fix a representative for each of them:
g1 ∈ L1, g2 ∈ L2, . . . , gm ∈ Lm.
If
int
(
m⋃
i=1
C(M, gi)
)
(6.2)
is a connected set then
m⋃
i=1
C(M, gi) (6.3)
is a fundamental domain for the congruence action of K2g0,1 on Sym>0(2g0,R).
Similar results were used to compute fundamental domains in other contexts (see for exam-
ple [11, Theorem 5.2]). Since we are not aware of any appropriate reference for our specific case,
we provide a proof of it here below.
Notation. Let g be an element of GL(n,Z). Throughout this section, the symbol Cg is under-
stood to denote a map from the whole Sym>0(n,R) into itself.
Lemma 6.3. Let σ be an interior point of M, and g ∈ GL(n,Z) such that C(σ, g) ∈M. Then
g = ±Id.
Proof of Lemma 6.3. By definition of fundamental domain, Cg needs to keep σ fixed. Due
to continuity, then, there exists an open neighbourhood of σ whose image is contained in M.
The map Cg reduces to the identity on such neighborhood and so on the whole Sym>0(n,R),
because it is linear. This implies that g = ±Id. 
Proof of Proposition 6.2. The nontrivial part of the proof is the verification of point ii) of
Definition 1.1.
Let ρ be an interior point of
⋃m
i=1 C(M, gi). Suppose that
ρ = C(σ, g)
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for some g belonging to GL(2g0,Z) and some σ in C(M, g1). By continuity of Cg, there exists
an interior point τ of C(M, g1) such that
pi = C(τ, g) (6.4)
is also an interior point of (6.3). There exist τ0 and pi0 belonging to M such that
pi = C(pi0, gk), τ = C(τ0, g1) (6.5)
for some 1 ≤ k ≤ m. Formulas (6.4) and (6.5) together give
pi0 = C
(
τ0, g1gg
−1
k
)
.
In view of Lemma 6.3 this yields
g1gg
−1
k = ±Id =⇒ g = ±g−11 gk.
Now, if k equals one, then g = ±Id and σ coincides with ρ. Otherwise g cannot belong to K2g0,1,
because g1 and gk come from distinct cosets by construction. The cases when σ belongs to
C(M, gj), with 2 ≤ j ≤ m can be treated analogously. One concludes that an interior point ρ
cannot be equivalent (in the K2g0,1-sense) to any other point of
⋃m
i=1 C(M, gi). 
After Proposition 6.2, the issue reduces to select a set of representatives such that the set
in (6.2) is connected. Let us give the following
Definition 6.4. The k-th open face of the Minkowski fundamental domain M is the set of
points σ belonging to M such that
fk(σ) = 0 and fj(σ) > 0, j 6= k.
Next lemma provides a working criterion to individuate some identifications on the boundary
of M which will serve as “building blocks” in our task.
Lemma 6.5. Let g belong to GL(n,Z). Suppose that Cg maps one point of one open face of M
into a point of an open face of M (even the same one). Then the set int(M ∪ C(M, g)) is
connected.
Proof. Let σ0 be the image of ρ0 via some non-identical Cg. Assume that these two points
belong to the kσ-th and to the kρ-th open face of M respectively. There exists an open ball
Bρ0 ⊂ Sym>0(n,R) with centre in ρ0 such that
fj(ρ) > 0 ∀ ρ ∈ Bρ0 , j 6= kρ.
Let Bσ0 denote the image of Bρ0 via Cg. One can also assume that
fj(σ) > 0 ∀σ ∈ Bσ0 , j 6= kσ.
Let us prove that
Bσ0 ⊂M∪ Cg(M). (6.6)
Let σ ∈ Bσ0\M be the image of ρ ∈ Bρ0 via Cg. One needs to show that ρ belongs to M,
or equivalently, that fkρ(ρ) is nonnegative. So, let us suppose that fkρ(ρ) is strictly negative,
instead, and put
ρ = ρ0 + ν, σ = σ + µ.
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The matrices ν and µ are understood to be (n× n)-dimensional, symmetric and different than
zero, but not necessarily positive definite. Let us introduce
ρ˜ = ρ0 − ν ∈ Bρ0 , σ˜ = σ0 − µ ∈ Bσ0 .
By linearity, Cg maps ρ˜ into σ˜. On the other side, due to linearity of fkρ and fkσ , both fkρ(ρ˜)
and fkσ(σ˜) are strictly positive. This implies that both ρ˜ and σ˜ belong to M, which is a con-
tradiction in view of Lemma 6.3 and of the assumption that Cg is not the identity. So ρ belongs
to M and (6.6) holds. The lemma then follows by means of standard arguments from basic
topology. 
Suppose now that the matrices h1, h2, . . . , hl ∈ GL(n,Z) all satisfy the hypotheses of Lem-
ma 6.5. More generally one can consider finite collections of matrices of the form
Id, hj1 , hj2hj1 , hjkhjk−1 · · ·hj1 , (6.7)
where 1 ≤ j1, j2, . . . , jk ≤ l. One can prove that also in this case the set
int
(M∪ C(M, hj1) ∪ C(M, hj2hj1) ∪ · · · ∪ C(M, hjkhjk−1 · · ·hj1))
is connected. It is possible to use this simple fact to try to determine algorithmically a set of
matrices of GL(n,Z) which satisfies the hypotheses of Proposition 6.2.
We report an example here below.
The case 2g0 = 4
Let us denote by
σ =

σ1,1 σ1,2 σ1,3 σ1,4
σ1,2 σ2,2 σ2,3 σ2,4
σ1,3 σ2,3 σ3,3 σ3,4
σ1,4 σ2,4 σ3,4 σ4,4
 ∈ Sym>0(4,R)
the generic real, symmetric and positive definite matrix of dimension 4. A fundamental do-
main M for the congruence action of GL(4,Z) on Sym>0(4,R) can be obtained by imposing
the following conditions:
i) σ1,1 ≤ σ2,2 ≤ σ3,3 ≤ σ4,4.
ii) σ1,2 ≥ 0, σ2,3 ≥ 0, σ3,4 ≥ 0.
iii)
m · σ ·mT ≥ σq,q (6.8)
for every
m ∈

(1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 0, 1), (−1, 1, 0, 0),
(−1, 0, 1, 0), (−1, 0, 0, 1), (0,−1, 1, 0), (0,−1, 0, 1),
(0, 0,−1, 1), (0, 1,−1, 1), (1,−1, 0, 1), (−1, 1, 0, 1),
(1, 0,−1, 1), (−1, 0,−1, 1), (1,−1, 1, 0), (1,−1, 1, 1),
(1, 1,−1, 1), (−1,−1, 1, 1), (−1, 1,−1, 1), (1,−1,−1, 1)
 , (6.9)
the index q in the right-hand side of (6.8) depending on m as follows:
q := max
{
j such that mj 6= 0, m = (mj)4j=1
}
.
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This explicit result is due to E.S. Barnes and M.J. Cohn (see [1]). We used it to determine
a fundamental domain D′′ for the congruence action of K4,1 on Sym>0(4,R). Our calculations
are summarized here below.
Observation 6.6. Let σ belong to M. Assume that equality holds in (6.8) for some vector m0
of the form (6.9). Let g˜ be the identity matrix with the q-th column replaced by mT0 . This is
an upper triangular element of GL(4,Z). Using the theory of Minkowski it can be proved that
C (σ, g˜) also satisfies conditions i) and iii) above. Considering then an appropriate diagonal
matrix d belonging to GL(4,Z) one obtains that
C (σ, g˜d) ∈M
is equivalent to σ and belongs to M.
By means of this last observation one can easily determine the following elements of GL(4,Z):
h1 =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , h2 =

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
 , h3 =

1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
h4 =

1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1
 , h5 =

1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1
 , h6 =

−1 −1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
h7 =

1 0 0 0
0 1 1 0
0 0 −1 0
0 0 0 −1
 , h8 =

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 −1
 , h9 =

1 0 0 0
0 1 0 −1
0 0 1 1
0 0 0 −1
 ,
h10 =

1 0 0 1
0 1 0 −1
0 0 1 0
0 0 0 1
 , h11 =

1 0 0 −1
0 1 0 0
0 0 1 1
0 0 0 −1
 , h12 =

1 0 −1 0
0 1 1 0
0 0 −1 0
0 0 0 −1
 .
They all satisfy the hypotheses of Lemma 6.5. This can be verified considering for each matrix
above the corresponding point of M from the list below:
ρ10 =

10 1 1 1
1 11 1 1
1 1 11 1
1 1 1 12
 , ρ20 =

10 1 1 1
1 10 1 1
1 1 11 1
1 1 1 12
 , ρ30 =

10 1 −5 1
1 11 1 1
−5 1 12 1
1 1 1 13
 ,
ρ40 =

10 1 1 −5
1 11 1 1
1 1 12 1
−5 1 1 13
 , ρ50 =

11 1 1 1
1 12 1 −6
1 1 13 1
1 −6 1 14
 , ρ60 =

10 5 −1 1
5 11 1 1
−1 1 12 1
1 1 1 13
 ,
ρ70 =

11 1 1 1
1 12 6 −1
1 6 13 1
1 −1 1 14
 , ρ80 =

10 1 1 1
1 11 1 1
1 1 12 6
1 1 6 13
 , ρ90 =

4 1 1 1
1 5 1 −2
1 1 7 3
1 −2 3 8
 ,
ρ100 =

3 1 1 −1
1 5 1 2
1 1 6 1
−1 2 1 7
 , ρ110 =

3 1 1 −1
1 4 1 1
1 1 5 2
−1 1 2 6
 , ρ120 =

3 1 −1 1
1 5 2 1
−1 2 6 1
1 1 1 7
 . (6.10)
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A set of elements of GL(4,Z) satisfying the hypotheses of Proposition 6.2 is the following:
g1 = Id, g11 = h7h5h1, g21 = h9h2,
g2 = h1, g12 = h12h5h1, g22 = h4,
g3 = h3h1, g13 = h7h1, g23 = h6h4,
g4 = h4h3h1, g14 = h10h7h1, g24 = h6,
g5 = h5h3h1, g15 = h10h1, g25 = h2h6,
g6 = h9h3h1, g16 = h12h10h1, g26 = h9h6,
g7 = h4h1, g17 = h12h1, g27 = h8,
g8 = h7h4h1, g18 = h2, g28 = h11.
g9 = h12h4h1, g19 = h3h2,
g10 = h5h1, g20 = h6h2, (6.11)
Indeed, by means of a computer it is easy to verify that no two such matrices belong to the
same left coset and, in view of (6.1), the index of K4,1 in GL(4,Z) is 28; so this list is composed
of exactly one representative for each left coset. Moreover, (6.11) is the union of families of the
type (6.7); thus it gives place to a set whose interior is connected.
We emphasize our final result in the following
Theorem 6.7. A fundamental domain D′′ for the congruence action of K4,1 on Sym>0(4,R) is
given by
D′′ =
28⋃
j=1
C(M, gj),
where the matrices gj are listed in (6.11).
7 Discussion
The method presented here works, in principle, when 2g0 is an arbitrary positive and even
integer but it requires the explicit description of the Minkowski fundamental domain M. Such
a description, though not completely non-redundant, is available for 2g0 = 6 (see [17]); it would
be interesting to try to work out the calculations in this case, with a more systematic use of
a computer. To the best of our knowledge, no explicit description of M is yet available when
2g0 is equal or larger than 8.
As already mentioned in the Introduction, the problem of finding a canonical form for period
matrices of real Riemann surfaces was not first studied in this article. In [22], Silhol proposed
a different approach, in which the original problem can be reduced to the Minkowski problem
itself. No restrictions on the group GL(n,Z) are necessary while considering its congruence
action on Sym>0(n,R). On the other side, the locus of canonical forms for period matrices
of topological type (2g0, 1, 0), as described in [22], is not a connected set for 2g0 ≥ 4. Our
fundamental domain is, instead (as required in Definition 1.1). Moreover, in our approach the
bases in the homology under consideration all behave in the same way w.r.t. r? (this constraint
is expressed by formulas (1.3)). As a consequence, geometrical quantities like periods of abelian
differentials exhibit some specific symmetries when computed w.r.t. these basis. This turns
out to be a good advantage in the application of our results to the study of algebro-geometric
solutions to nonlinear integrable systems.
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