Abstract. In this paper, we discuss the modulus of continuity of solutions to Poisson's equation, and give bounds of length and area distortion for some classes of K-quasiconformal mappings satisfying Poisson's equations. The obtained results are the extension of the corresponding classical results.
Preliminaries and main results
We use C to denote the complex plane. For a ∈ C and r > 0, let D(a, r) = {z : |z − a| < r}, D r = D(0, r) and D = D 1 , the open unit disk in C. Let T = ∂D be the boundary of D. Furthermore, we denote by C m (Ω) the set of all complex-valued mtimes continuously differentiable functions from Ω into C, where Ω is a subset of C and m ∈ {0, 1, 2, . . .}. In particular, C(Ω) := C 0 (Ω) denotes the set of all continuous functions in Ω. Let G be a domain of C, and let G be the closure of G. We use d G (z) to denote the Euclidean distance from z to the boundary ∂G of G. Especially, we always use d(z) to denote the Euclidean distance from z to the boundary of D.
For a real 2 × 2 matrix A, we use the matrix norm A = sup{|Az| : |z| = 1}
and the matrix function λ(A) = inf{|Az| : |z| = 1}.
For z = x + iy ∈ C, the formal derivative of a complex-valued function f = u + iv is given by
so that D f = |f z | + |f z | and λ(D f ) = |f z | − |f z | , where f z = 1 2 f x − if y and f z = 1 2 f x + if y .
We use
to denote the Jacobian of f . Let ψ : T → C be a bounded integrable function and let g ∈ C(D). For z ∈ D, the solution to the Poisson's equation
where
and dA(w) denotes the Lebesgue measure on D. It is well known that if ψ and g are continuous in T and in D, respectively, then f = P [ψ] − G[g] has a continuous extensionf to the boundary, andf = ψ in T (see [12, pp. 118-120] and [13, 14] ). A continuous increasing function ω : [0, ∞) → [0, ∞) with ω(0) = 0 is called a majorant if ω(t)/t is non-increasing for t > 0. Given a subset Ω of C, a function f : Ω → C is said to belong to the Lipschitz space L ω (Ω) if there is a positive constant C such that
, where ω is a majorant and C is a positive constant.
A majorant ω is said to be regular if it satisfies the conditions (1.6) and (1.7) (see [8, 9, 20] ).
Let G be a proper subdomain of C. We say that a function f belongs to the local Lipschitz space locL ω (G) if (1.5) holds, with a fixed positive constant C, whenever z ∈ G and |z − w| < 1 2 d G (z) (cf. [10, 16] ). Moreover, G is said to be a
The geometric characterization of L ω -extension domains was given by Gehring and Martio [10] . Then Lappalainen [16] generalized their characterization, and proved that G is a L ω -extension domain if and only if each pair of points z, w ∈ G can be joined by a rectifiable curve γ ⊂ G satisfying
with some fixed positive constant C = C(G, ω), where ds is the arc length measure on γ. Furthermore, Lappalainen [16, Theorem 4.12] showed that L ω -extension domains exist only for majorants ω satisfying (1.6).
The following result is the classical Hardy-Littlewood type Theorem for analytic functions with respect to the majorant ω(t) = ω α (t) = t α (0 < α ≤ 1) for t ∈ [0, +∞). In fact, the Hardy-Littlewood type Theorems and the modulus of continuity of analytic functions are closely related. 
if and only if
where C is a positive constant.
Krantz [15] established the following Hardy-Littlewood type theorem for real harmonic functions. 
Moduli of continuity of harmonic quasiregular mappings via Hardy-Littlewood property is considered in [1] . In [17] , the authors characterizes the moduli of continuity of a function f by using the square of distance function and module of ∆f (see the the class OC 2 (G) in [17] ). In particular, quasiregular versions of the well-known result due to Koebe, [18, Theorem 4.2] , is established and, by using this result, an extension of Dyakonov's theorem for quasiregular mappings in space (without Dyakonov's hypothesis that it is a quasiregular local homeomorphism), [18, Theorem 4.3], is proved. The charcterization of Lipschitz-type spaces for quasiregular mappings by average Jacobian is also established in [18, Theorem 4.3] .
For a given g ∈ C(Ω), let
where Ω is a proper subdomain of C. Obviously, all analytic functions and harmonic mappings defined in Ω belong to F 0 (Ω). We improve Theorems A and B into the following form.
Theorem 1.1. Suppose that ω is a majorant satisfying (1.6), and Ω is a bounded
where ω is a majorant and α > 0 is a constant. The set of all Bloch type mappings, denoted by the symbol B α ω , forms a complex Banach space with the norm · given by
In the following, by using the weighted Lipschitz function, Holland and Walsh [11] gave an equivalent characterization of the analytic Bloch space. For the related investigation of this topic for real functions, we refer to [19, 21] . 
In [9] , Dyakonov studied the relationship between the modulus of continuity and the bounded mean oscillation on analytic functions in D, and obtained the following result. 
Analogy Theorems C and D, we prove the following result.
. Then, for 1 ≤ α < 2 and a majorant ω, the following statements are equivalent:
where |D(z, r)| denotes the area of D(z, r).
By [5, Theorem 3] and Theorem 1.2, we obtain the following result which is a generalization of Theorem C.
. Then, for 0 ≤ s < 1 and 1 ≤ α ≤ s + 1, the following are equivalent:
where |D(z, r)| denotes the area of D(z, r); (3) There exists a constant C > 0 such that for all z, w ∈ D with z = w,
.
For r ∈ [0, 1), the perimeter of the curve C(r) = w = f (re iθ ) : θ ∈ [0, 2π] , counting multiplicity, is defined by
where f ∈ C 1 (D). In particular, let ℓ f (1) = sup 0<r<1 ℓ f (r) (cf. [4] ). A sense-preserving homeomorphic f from a domain Ω onto Ω ′ , contained in the
where K ≥ 1 (cf. [13, 14] ). In the following, we will give bounds of length and area distortion for some classes of K-quasiconformal mappings satisfying Poisson's equations.
and f ∈ B For θ ∈ [0, 2π], the radial length of the curve C θ (r) = w = f (ρe iθ ) : 0 ≤ ρ ≤ r < 1 , counting multiplicity, is defined by
where f ∈ C 1 (D) (cf. [6] ). In particular, let
In particular, if K = 1 and g ∞ = 0, then the estimate (1.13) is sharp and the extreme function is f (z) = Mz.
The proofs of Theorems 1.1∼1.5 will be presented in Section 2.
The proof of the main results
The following result easily follows from [14, Lemma 2.7] .
Proof of Theorem 1.1. We first prove the necessity. Let z ∈ Ω and r = d Ω (z)/2. For w ∈ D(z, r), we have
where G and P are defined in (1.1) and (1.2), respectively. By elementary calculations, we have
which give that
By (2.1), Lemma E and by letting ξ = w−z r
, we see that
The elementary computations lead to
and
Then, for w ∈ D(z, r/2),
+ r It follows from (2.2), (2.3) and (2.4) that, for w ∈ D(z, r/2),
Since f ∈ L ω (Ω), we know that there is a positive constant C 1 such that
Since Ω is a bounded domain, we see that there is a positive constant C 2 such that
By (2.5), (2.6) and (2.7), we conclude that there is a positive constant C such that
Next, we show that the sufficiency. Since Ω is a L ω -extension domain, we see that for any z 1 , z 2 ∈ Ω, by using (1.8), there is a rectifiable curve γ ⊂ Ω joining z 1 to z 2 such that
for some constant C > 0. The proof of this theorem is complete.
where r ∈ (0, 1 − |a|).
∆F (z) = ∆f (z + a) = g(z + a). By (1.3), we have
for z ∈ D r . By calculations, we have
which yields that
The proof of this lemma is complete.
Proof of Theorem 1.2. We first prove (1) ⇒ (2). By Lemma 2.1,
where r = d(z). It follows from (2.8) that
which gives that f ∈ B α ω .
Now we prove (2) ⇒ (1). Since f ∈ B
α ω , we see that there is a positive constant C such that
For z ∈ D and ζ ∈ D(z, r), we have
which, together with (2.9), yields that
By (2.10), we conclude that
By exchanging integral order, we obtain
It follows from (2.11) and (2.12) that
The proof of this theorem is complete.
The following result is well-known (cf. [3] ). 
which, together with
where r ∈ (0, 1). By (1.9), we have
It follows from (2.13), (2.14) and Lemma E that
which gives that
By (2.16) and (2.18), we conclude that
At last, f ∈ B 1 ω follows from (2.19) and Lemma E, where ω(t) = t. The proof of this theorem is complete.
The following result is considered to be a Schwarz-type lemma of subharmonic functions. By ( g ∞ r n−1 = KM + 2 3 g ∞ for n ≥ 1.
