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Koopman Performance Analysis of Nonlinear
Consensus Networks
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Abstract Spectral decomposition of dynamical systems is a popular methodology to
investigate the fundamental qualitative and quantitative properties of these systems
and their solutions. In this chapter, we consider a class of nonlinear cooperative
protocols, which consist of multiple agents that are coupled together via an undi-
rected state-dependent graph. We develop a representation of the system solution
by decomposing the nonlinear system utilizing ideas from the Koopman operator
theory and its spectral analysis. We use recent results on the extensions of the well-
known Hartman theorem for hyperbolic systems to establish a connection between
the original nonlinear dynamics and the linearized dynamics in terms of Koopman
spectral properties. The expected value of the output energy of the nonlinear pro-
tocol, which is related to the notions of coherence and robustness in dynamical
networks, is evaluated and characterized in terms of Koopman eigenvalues, eigen-
functions, and modes. Spectral representation of the performance measure enables
us to develop algorithmic methods to assess the performance of this class of nonlin-
ear dynamical networks as a function of their graph topology. Finally, we propose a
scalable computational method for approximation of the components of the Koop-
man mode decomposition, which is necessary to evaluate the systemic performance
measure of the nonlinear dynamic network.
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1 Introduction
The central objective in the theory of networked control systems is to address and
analyze the practical challenges in implementations of real-world dynamical net-
works, in order to develop design algorithms with certified convergence proper-
ties [9,19,22,28,38,52,54,55]. The application areas, nowadays, range from multi-
robot systems [3] to social networks [23], power systems [20], metabolic pathways
[11,44,46], and brain networks [8]. One of the inherent unappealing features of these
real-world networks is the nonlinearity of the interactions among the subsystems
that stem from how subsystems affect each other’s dynamics [2, 4, 13, 15, 24, 38].
For example in the natural networks, physical interactions such as fluid field cou-
pling [45], coupled biochemical reactions [46], or visual coordination [15] may re-
sult in nonlinear coupling among the subsystems.
The main focus of the existing body of literature is on stability analysis of non-
linear dynamical networks, where some of these works investigate effects of cou-
pling topologies [20, 24], time-delay [40, 41, 51] and exogenous noise [14]. The
common approach to deal with the existing nonlinearities is to study linearized
forms of network dynamics. There is a rich number of works devoted to perfor-
mance and robustness analysis and optimal design of linear dynamical networks
[5, 6, 17, 25, 29, 34, 35, 37, 39, 42, 47, 48, 49, 50, 53]. Despite a growing need to an-
alyze and synthesize the nonlinear dynamical networks in non-equilibrium modes
of operation, consistent and systematic methods to tackle these problems are sorely
missing in the literature. The main reason is that the linear network techniques,
which are mainly based on eigendecomposition, cannot be applied to nonlinear sys-
tems. Recent advances in analysis of dynamical systems using Koopman operator
theory have opened up a new venue to study the properties of nonlinear systems in
a systematic manner [10, 26, 27, 31, 32].
In this chapter, we build upon concepts and tools from Koopman methodology
to assess the performance of a class of nonlinear consensus networks. These net-
works are defined over an undirected state-dependent interconnection graph topol-
ogy, where the control input of each agent is equal to a weighted combination of the
difference between its own state and its neighbors. The expected value of the output
energy of the network is adopted as the performance measure. We obtain a closed-
form series representation for this quadratic performance measure and show that
the value of performance measure depends on the spectra of the Koopman opera-
tor. The idea of spectral characterization of performance measure can be potentially
utilized to analyze and design nonlinear networks; we refer to [37, 49, 50, 53] for
successfulness of this approach in the case of linear dynamical networks. An ef-
ficient numerical algorithm is developed to compute the value of the performance
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measure for a given dynamical network. Several analytical and numerical examples
have been provided to highlight the usefulness of our theoretical findings.
2 Preliminaries
Consider an autonomous dynamical system given by
x˙= F(x), (1)
with F(x) : Rn → Rn representing a C2 vector field on Rn. For the initial condition
x0 ∈ R
n, x(t) :=S(t,x0) : R+×R
n → Rn is the generated flow of (1), which is as-
sumed to be defined for all t ≥ 0. We assume that F attains a hyperbolic stable fixed
point at the origin. i.e., F(0) = 0. Moreover, we denote the Jacobian of F at the fixed
point by
A :=
∂
∂x
F|x=0, (2)
which we assume to be Hurwitz; i.e., the eigenvalues of A have strictly negative
real parts. The basin of attraction of the origin is an open neighborhood of 0 with
Ω ⊂ Rn a compact subset of this neighborhood. By definition, S(t,x0) ∈ Ω for any
x0 ∈ Ω and t ≥ 0, such that S(t,x0)→ 0 as t → +∞. Let us define the functional
space
F =
{
f ∈C1(Ω ,R) : sup
x∈Ω
∣∣ f (x)∣∣+ sup
x∈Ω
∥∥∇ f (x)∥∥< ∞} (3)
that together with norm | f |C1 := supx∈Ω
∣∣ f (x)∣∣+ supx∈Ω ∥∥∇ f (x)∥∥, constitute a Ba-
nach space. This will be the space of observable functions on flow S(·,x0). For
fixed t ≥ 0, the Koopman operatorU t : F →F associated with (1) is
(U t f )(x0) = f ◦S(t,x0). (4)
For any fixed t ≥ 0, it can be shown thatU t is linear in F . Furthermore, the collec-
tion {U t}t≥0 constitutes a semigroup known as the Koopman semigroup [10]. In the
context of continuous autonomous dynamical systems, (4) is interpreted as the ac-
tion of semigroup on observable f ∈F . The spectrum of operatorU t may consist
of a discrete, continuous and residual part. The discrete part, also known as point
spectrum ofU t , is defined as
σp(U
t) =
{
λ ∈ C
∣∣∣U tφ = eλ tφ , for some φ = φλ ∈F } . (5)
Throughout this chapter
(
λ ,φλ
)
, for λ ∈ σp(U
t), is called the Koopman pair of an
eigenvalue with its corresponding eigenfunction. The purpose of this work is to dis-
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cuss the role of the Koopman operator theory in evaluating quadratic performance
measures for a class of nonlinear consensus protocols that enjoy a great interest in
the field of networked control systems. More specifically, we leverage a recent ex-
tension of the Hartman’s theorem for hyperbolic dynamical systems [27] to outline
the pivotal role of point spectrum in approximating the output energy of nonlinear
distributed cooperative algorithms.
The rest of the chapter is organized as follows. In §3, we will apply the extension
of the Hartman’s theorem in order to investigate the conditions under which one is
able to express the flow S(·,x0) of (1) in terms of the Koopman pairs, i.e., to write
the i-th element of S(·,x0) as[
S(t,x0)
]
i
≈∑
λ
c
(i)
λ e
λ tφλ (x0), for every t ≥ 0
for some coefficients cλ = [c
(1)
λ , . . . ,c
(n)
λ ]
T . Then, each collection {(λ ,φλ ,cλ )}λ will
constitute a Koopman Mode Decomposition (KMD) [10]. We use an interesting
fact about the map created by stacking specific eigenfunctions of the Koopman
operator and its inverse map for dynamical systems with hyperbolic stable fixed
points : polynomial approximations of the inverse map yields a Koopman Mode
Decomposition.
Based on the results of §3, we proceed in §4 with the calculation of the per-
formance measures for nonlinear consensus networks. The measures are expressed
series form as a function of KMD’s. In addition, we discuss a number of special
cases where KMD’s can be explicitly calculated.
In Section, 5 we describe a method to come-upwith a sparse approximation to the
eigenfunctions of the Koopman operator. The method strongly depends on a nearly-
optimal fitting technique called Smolyak-Collocation projection. We use the same
method to compute the approximate Koopman modes. Using the above develop-
ments, we may derive quantitative information about the stability and performance
of nonlinear dynamical networks. In fact, inspired by our previous work [36], we
look at the performance measure of a class of nonlinear dynamical systems and il-
lustrate how their performance can be assessed using the spectra of the Koopman
operator.
3 Koopman Mode Decomposition of System Flows
The celebrated theorem of Hartman (stated below for convenience) establishes a
crucial connection between autonomous dynamical system (1) and the dynamics of
the linearized system around the origin. A moment of reflection, initially mentioned
in [27], can lay the groundwork of bridging the gap between spectral properties
of the nonlinear and the linearized system around the fixed point. The aim of the
present section is to conduct a rigorous discussion of these exact steps. We begin our
analysis with parts adapted from literature to keep the manu
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Theorem 1. [Hartman’s Theorem [43] ] Consider dynamical system (1) with the
smoothness assumptions on F to hold and the origin to be a hyperbolic fixed point.
Then there exists a C1-diffeomorphism H of a neighborhood U of the origin on an
open set Ω ′ ⊂Ω containing the origin such that for each x0 ∈Ω
′, there exists is an
open interval I(x0)⊂ R+ containing zero such that for all x0 ∈U and t ∈ I(x0)
H◦S(t,x0) = e
AtH(x0),
where A= ∂∂xF|x=0.
Remark 1. The set I(x0) stands for the maximal interval of existence of the solution
of system (1), that defines flow S(t,x0), for any t ≥ 0. Evidently, I(x0) =R+ for all
x0 in the basin of attraction Ω .
The next result extends the theorem of Hartman to hold true over the whole the basin
of attraction of the fixed point at the origin.
Theorem 2. [27] If F is C2 and A= ∂∂xF|x=0 is Hurwitz, then there exists a diffeo-
morphism α : Ω →Rn such that
α ◦S(t,x0) = e
At α(x0), (6)
for all x0 ∈ Ω and t ≥ 0.
Next, assuming that A is diagonalizable, we can write A = RΛR−1 where Λ is a
diagonal matrix, having diagonal elements with strictly negative real parts. Let us
define
H(x) := R−1α(x). (7)
Then, one may observe that
H(S(t,x0)) = R
−1eAtRH(x0) = e
ΛtH(x0). (8)
Clearly, mapH :Ω →Cn is a diffeomorphism. Hence, flow of the dynamical system
S(·,x0) can be expressed as
S(t,x0) =H
−1
(
eΛtH(x0)
)
, for every t ≥ 0 and x0 ∈Ω . (9)
This suggests that knowledge of maps H and H−1 helps identify the flow of the
system. In an interesting turn of events, there is an important correlation between
Koopman spectrum and the eigenvalues of the Jacobian matrix at the fixed point A.
Theorem 3. Let map H given in (7) have component-wise expression
H=
[
H1,H2, . . . ,Hn
]T
, (10)
for Hi : Ω → C
n and i= 1, . . . ,n. If λi is the i-th eigenvalue of A, then
(
λi, Hi
)
is a
pair of Koopman eigenvalue and its corresponding eigenfunction.
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Proof. The result immediately follows after comparing the definition of the Koop-
man eigenfunction in (5) with identity (8).
We take advantage of this connection to provide a Koopman Mode Decomposition
(KMD) for dynamical systems with a stable hyperbolic fixed point. One may find
the general aspects of this decomposition in [10]. In this context, ExtendedDynamic
Mode Decomposition (EDMD) [56] is a framework with focus on derivation of nu-
merical estimations to Koopman operator and KMD. At first, we make two crucial
remarks before coming up with the advertised decomposition.
Polynomial Expansion of H−1. Clearly, all elements of H−1(x) = α−1(Rx) are
continuous in Ω , hence they map compact sets onto compact sets. Therefore, the
domain of definition of H−1 is compact.
By virtue of the Stone-Weierstrass Theorem [16] H−1(x) can be uniformly ε-
approximated over the domain of H−1 by multivariate polynomials. Therefore, for
every x ∈ domH−1 we can write
H−1(x)
ε
≈ ∑
γ∈Γε
cεγ x
j1
1 · · ·x
jn
n , (11)
where γ = [ j1, . . . jn]
T ∈ Zn+,
ε
≈ implies the approximation with maximal error of
ε , and cεγ = c
ε
j1,... jn
is represented using the multi-index notation. The index set
Γε ⊂ Z
n
+ consists of finite number of indices based on the desired level of accuracy
ε > 0. If map H−1 is analytic, then it admits a Maclaurin expansion with a positive
radius of convergence and we can have an infinite series representation (at least in
a subset of Ω−1) similar to (11).
Remark 2. Not every polynomial approximation of H−1 is suitable in this chapter.
It is necessary for the right hand-side of (11) to vanish at the origin, as H−1 does
as well. This property permits a credible polynomial approximation of the output
energy of (1) in terms of Koopman modes. Examples of polynomial expansions that
can approximateH−1 under such constraints are interpolation based methods using
multi-variate polynomials of the Bernstein or Chebyshev families, with appropriate
scaling of domain of H−1 [18].
Superposition of Koopman Eigenpairs. The closedness of the set of eigenfunctions
under multiplication is an important property that is stated in the next lemma.
Lemma 1 ( [10]). Let φ1,φ2 ∈ F with associated eigenvalues λ1 and λ1, respec-
tively. Then φ3(x) := φ1(x)φ2(x) ∈F with associated eigenvalue λ3 = λ1+λ2
We are ready now to formulate a KMD-based expression for flow S(·,x0). For its
exposition we consider an arbitrary but fixed ordering of the elements of Zn+, Z
n
+ =
{γ1,γ2, . . . ,γ i, . . .} where γ i = ( j1, j2, . . . , jn)
T .
Proposition 1. Let A = ∂∂xF(x)|x=0 be diagonalizable and Hurwitz with eigenval-
ues λ1, . . . ,λn. Consider map H
−1(x) with elements given (7) for every x0 ∈ Ω ,
where Ω is a compact set. Then, using the approximation (11) for H−1(x), flow
S(·,x0) of nonlinear system (1) attains the representation
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S(t,x0)
ε
≈ ∑
i≥1
ci e
λ¯itφi(x0), for all t ≥ 0
where for the ordered vector γ i = [ j1, . . . , jn]
T ∈ Γε ⊂ Z
n
+, we have
λ¯i :=
n
∑
k=1
jkλk and φi(x0) :=
n
∏
k=1
H
jk
k (x0). (12)
Proof. Recall the expression (9) that is true for every x0 ∈Ω . Substituting e
ΛtH(x0)
into (finite) series representation (11), we may write the flow of system (1) as
S(t,x0)
ε
≈ ∑
γ∈Γε
cεγ
(
eλ1tH1(x0)
) j1
. . .
(
eλntHn(x0)
) jn
,
which can be reorganized to obtain
S(t,x0)
ε
≈ ∑
γ∈Γε
cεγ e
( j1λ1+ j2λ2+···+ jnλn)tH
j1
1 (x0) . . .H
jn
n (x0).
Let us define λ¯i and φi(x) according to (12). Using Lemma 1, we deduce that φi(x)
is an eigenfunction of Koopman operator with eigenvalue λ¯i. Rewriting the flow and
using the introduced notation gives us the desired representation.
In fact, we derive the explicit decomposition introduced in Proposition 1 by
extending the material presented in [32] or [27]. We will see that this decomposition
is a necessary tool for the subsequent analysis. Before that, we recall a useful lemma,
that identifies a partial differential equation to associate the Koopman pairs.
Lemma 2. [See [32]] Consider a pair of Koopman eigenvalue and its correspond-
ing eigenfunction denoted by
(
λ ,φλ (x)
)
associated with nonlinear dynamics (1).
The pair satisfies the identity
F(x)T∇φλ (x) = λ φλ (x). (13)
4 Performance of Nonlinear Consensus Networks
The standard multi-agent setting regards a finite collection of agents labeled as i=
1,2, . . . ,n. The i-th agent is characterized by a real-valued state xi. In a consensus
network with first order dynamics, the agents update their states by communicating
with their adjacent (neighboring) agents. Our focus in this work is on the class of
dynamic protocols of the form
x˙i = ∑
{i, j}∈E
wi j (x j− xi), (14)
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where E is the set of edges of the undirected graph of the network whose weights
are symmetric and state-dependent in the form of
wi j = w ji = w˜i j g
(
|xi− x j|
2
)
, (15)
for g : R+ → R++ a positive coupling function of the graph, and constant w˜i j > 0.
We note that such a state-dependence of the couplings is motivated by a natural
assumption: the remote or dissimilar agents less likely interact with each other.
For instance, this is the case in the context of social networks, oscillatory net-
works [24] or biological networks. For this reason function g is usually considered
to be monotonically decreasing [15, 52]. By defining the state of the network as
x := [x1, . . . ,xn]
T ∈ Rn, we may express the collective dynamics of the agents as
x˙=−Lxx (16)
where Lx is the state-dependent graph Laplacian matrix with coupling weights that
vary according to (15). For subsequent analysis we rely on two conditions, stated
right below.
Assumption 1 The function g is analytic and it satisfies g(0) = 1.
Assumption 2 The graph with coupling weights {w˜i j}{i, j}∈E is connected.
Connectedness implies that there exists a linked path between any two distinct
nodes i and j in the graph of the network. A consequence of the latter assumption is
that the graph corresponding to Lx remains connected and undirected for all x∈R
n,
since wi j > 0 for every {i, j} ∈ E . The next result provides a standard sufficient
condition for convergence of dynamical network (14) to consensus equilibrium.
Theorem 4. Let Assumptions 1 and 2 hold true. For any initial state x0 ∈ R
n the
long term dynamics satisfy
lim
t→∞
S(t,x0) = x¯1n,
where the average vector of the network is x¯ := 1
n
n
∑
i=1
xi(0). The convergence to con-
sensus occurs exponentially fast, with a rate that depends on initial state x0.
Proof. At first, observe that
max
i, j=1,...,n
|xi(t)− x j(t)| ≤ max
i, j=1,...,n
|xi(0)− x j(0)| for all t ≥ 0.
This is easily verified since for the node i with the maximum initial condition
maxi x˙i(t)≤ 0. Similarly for the node i with the minimum starting value mini x˙i(t)≥
0. The solution x(t,x0) remains bounded in Ω0 := [mini xi(0),maxi xi(0)]. Consider
the Lyapunov functional Λ(x) =
1
2
∑
i6= j
|xi− x j|
2. Then for the solution x(t), t ≥ 0 of
(14), we have
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d
dt
Λ(x(t)) = ∑
i6= j
(
xi(t)− x j(t)
)(
x˙i(t)− x˙ j(t)
)
≤−β (t)Λ(x(t))
where the value of β (t) is given by
β (t) := min
s∈[0,t]
{i, j}∈E
wi j
(
x(s)
)
≥ w ·g> 0
for w = min
i, j=1,...,n
w˜i j and g = min
s1,s2∈Ω0
g(|s1− s2|) > 0 [33]. By virtue of graph con-
nectivity the convergence to the agreement space x1 = x2 = · · · = xn, occurs expo-
nentially fast. Finally, observe that 1
n
n
∑
i=1
xi is a first integral of motion to conclude
about the consensus point.
The average of x0 is called the consensus equilibrium of the network over the
state of interest [38]. The central objective of this work is to evaluate systemic mea-
sures of performance that quantify the necessary effort the dynamical system takes
to converge to consensus. We aim at leveraging the Koopman framework, developed
in the previous section. The requirement for the implementation of that machinery
is to have a hyperbolic and asymptotically stable fixed point. One may notice that
A :=−L0,
with a smallest eigenvalue in magnitude is λ1(A) = 0. Hence, the fixed point at the
origin is not hyperbolic. In order to overcome this difficulty we introduce output
dynamics vector y with elements yi := xi−
1
n ∑
n
k=1 xk, or in matrix form, y =Mnx,
whereMn is the the centering matrix given by
Mn := In− Jn/n ∈ R
n×n,
where Jn is the square matrix of all ones. The dynamics of y constitute the dis-
agreement network associated with (14) is defined to pass this obstacle [38,48]. The
disagreement Laplacian matrix is
Ld(x) := Lx+
δ
n
Jn
for some δ > 0. The next stability result is a straightforward corollary of Theorem
4 and it is stated without proof.
Corollary 1. The output dynamics of y=Mnx of (14) satisfy
y˙=−Ld(y)y, (Nd)
with y= 0 is the a globally exponentially stable hyperbolic fixed point.
The dynamics of (Nd) satisfy y(t,y0) = MnS(t,x0), t ≥ 0. The energy of the
output once weighted with a positive-definite and symmetric matrix Q is
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0
yT (t,y0)Q y(t,y0)dt.
We choose the performance measure as the mean energy of the vanishing signal y,
when the state of the consensus system starts from a random initial condition x0.
The long term energy of the output signal y that converges to zero is equivalent to
the energy of the state vector x to converge to consensus. We take this mean for
uncertain initial conditions, by assuming that the initial state is a random variable
x0 : Ωs →Ω from the sample space Ωs, with some probability measure (e.g. a prob-
ability density function or a probability mass function). In either case, we define the
performance measure as
ρ (L ) := Ex0
{∫ ∞
0
ST (t,x0)M
T
nQMnS(t,x0)dt
}
. (17)
The next result establishes an analytical expression for the performance measure
of (Nd) that reflects the contributions of the spectra of the linearized graph Lapla-
cian and eigenfunctions of the Koopman operator.
Theorem 5. (PerformanceMeasure)Consider the disagreement dynamics (Nd) and
the associated flow S(·,y0) for all initial disagreements y0. Then, the performance
measure (17) can be expressed as
ρ(L ) = ∑
i, j≥1
φi jci j
1
λ¯i+ λ¯ j
, (18)
where
{
λ¯i
}
i=1,2,...
is the sequence of Koopman eigenvalues in the KMD of (Nd),
enumerated by an arbitrary numbering of γi = ( j2, . . . , jn) ∈ Z
n−1
+ as
λ¯i :=
n
∑
k=2
jkλk and φi(x0) :=
n
∏
k=2
H
jk
k (x0).
with λ2, . . . ,λn being the nonzero eigenvalues of L0 :=
∂
∂xL (x)|x=0. Moreover,
φi j :=Ex0{φi(y)φ j(y)} and ci j := c
T
i Qc j, are computed in terms of Koopman eigen-
functions and modes, respectively.
Proof. The disagreement dynamics (Nd) attain a globally exponentially stable hy-
perbolic origin. In view of Assumptions 1 and 2, one can sort the eigenvalues of
−A = ∂∂yLd(y)|y=0 as λ1 < λ2 ≤ ·· · ≤ λn such that λ1 = δ . We claim that the re-
striction of φ1(x) = H1(x) to 1
⊥ is zero, since φ1(x) = 1
T
n x. We substitute φ1(x),
F(x) =−Ld(x)x, and λ1 =−δ into the left hand side of (13) to obtain
∇T φ1(x)F(x) = 1
T
n (−L (x)− δJn/n)x,
which implies that
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∇T φ1(x)F(x) = 0− δ
n
∑
i=1
xi =−δ × 1
T
n x=−λ1φ1.
Therefore, φ1(x) = 1
T
n x is in fact a Koopman eigenfunction with eigenvalue−δ . We
observe that for any y ∈ 1⊥, it holds that φ1(y) = 0. Considering the restricted dy-
namics, H1(y) = φ1(y) = 0. Hence, any Koopman eigenfunction parametrized with
γi = ( j1, j2, . . . , jn) with j1 ≥ 1 is zero, because the corresponding eigenfunction is
φi(x) =
n
∏
k=1
H
jk
k (x).
Now let a H−1 have the form (11) for y. We consider a KMD based on Proposition
1. This implies that all terms related to λ1 are canceled out of the decomposition.
Thus, we can restrict the numbering of summation indices to Zn−1+ and then write
the KMD for y(·,y0) =MnS(·,x0) as
y(t,y0) = ∑
i≥1
cie
−λ¯itφi(y0) (19)
where for any multi-index γi = ( j2, . . . , jn) ∈ Z
n−1
+ inducing
λ¯i :=
n
∑
k=2
jkλk and φi(x0) :=
n
∏
k=2
H
jk
k (x0).
The integrand of the integral in the performance measure is
yT (t,y0) Q y(t,y0) =
(
∑
i≥1
e−λ¯itφi(y0)c
T
i
)
Q
(
∑
j≥1
c je
−λ¯ jtφ j(y0)
)
.
We reorganize this quadratic term as
yT (t,y0) Q y(t,y0) = ∑
i, j≥1
e−(λ¯i+λ¯ j)tφi(y0)φ j(y0)c
T
i Q c j.
The induced eigenvalues satisfy λ¯i =
n
∑
k=2
jkλk > 0, hence, λ¯i+ λ¯ j > 0 for all i, j ≥ 1.
Integrating over all times yields
∫ ∞
0
yT (t,y0)Q y(t,y0) dt = ∑
i, j≥1
φi(y0)φ j(y0)
cTi Qc j
λ¯i+ λ¯ j
.
The result follows by virtue of the linearity of the expected value.
12 Hossein K. Mousavi, Christoforos Somarakis, Qiyu Sun, and Nader Motee
4.1 Analytic Examples
The Koopman representation of flows in consensus networks can be derived an-
alytically, for some special cases. In this section, we discuss a few such types of
networks in the form of (14) where the associated Koopman modes
(
subsequently
ρ(L )
)
can be calculated in a closed form.
Example 1 (Linear Consensus Network). We evaluate the performance measure of
a first-order LTI consensus network of order n, which has the dynamics
x˙=−L x,
for a graph Laplacian L that is state-independent (i.e. g≡ 1) but satisfies Assump-
tion 2. To use (18), we let Q= In and choose the initial conditions such that
Ex0
{
y0y0
T
}
= In.
We denote the eigenvalues of L as λi for i = 1, . . . ,n. Based on Lemma 3, λi has a
Koopman eigenfunction φi(x) = Hi(x), that is
φi(x) = v
T
i x,
where vi is the unit eigenvector of L corresponding to λi (see [10, 32]). Let
V = [v1|v2| . . . |vn] be the orthonormal matrix of eigenvectors of L , then for the
disagreement dynamics we have H(y) = VTy. Since (VT )−1 = (V−1)−1 = V the
inverse of this map is H−1(y) = Vy. This lets us compute the components of the
performance measure as follows.
φi j = Ex0
{
φi(y)φ j(y)
}
= Ex0
{
vTj y ·v
T
i y
}
,
for all i, j = 2, . . . ,n. We rearrange to obtain
φi j = Ex0
{
vTj yy
Tvi
}
= vTj Ex0
{
yyT
}
vi = v
T
j vi = δi j,
since Ex0{yy
T } = In and V is orthonormal. Obviously, H
−1(y) = Vy is a exact
polynomial representation, thus
ci =
{
vi if i= 2, . . . ,n
0 if i= 1
,
which allows to compute the coefficients used in the performance measure as
ci j = c
T
i c j =
{
δi j if i, j = 2, . . . ,n
0 if i or j = 1
.
We substitute these terms into the result in (18) to find
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ρ(L ) =
n
∑
i=2
1
2λi
, (20)
that is the H2-norm squared of a first order linear consensus network [48].
It turns out that for the case when we have only two agents, we may be able to
compute the eigenfunctions analytically. The next two examples highlight this fact.
Example 2. Suppose that the network consists of two agents with dynamics dictated
by (14) and weight functions
wi j =
1
(1+(xi− x j)2)α
, (21)
for some constant α ∈ R+. Parameter α in (21) defines how localized the interac-
tions are within the network. As α increases, the agents update their states mainly
with respect to their closest neighbors. In fact, the particular type of link implies that
magnitude of interaction between two subsystems becomes weaker as their state be-
comes more different. For such a consensus network, in the case of two nodes, let p
and q denote the states of the agents. Consequently, we can explain the interaction
of these two nodes through the dynamics[
p˙
q˙
]
=
−1
(1+(p− q)2)α
[
1 −1
−1 1
][
p
q
]
.
Now, we turn into the disagreement dynamics Nd with δ = 1
1, whose Jacobian at
the origin attains the eigevnalues λ1 = −1 and λ2 = −2. Based on Lemma 3, each
eigenvalue corresponds to a Koopman eigenfunction, say φ1(x) and φ2(x). We re-
strict the dynamics to 1n, however, for the sake of simplicity, we denote the restricted
variables with the same notation (i.e., p and q) . Hence, [p,q]T ∈ 1⊥; i.e., p+q= 0.
We already know that
φ1(x) = 1
T
n x,
whose restriction to 1⊥ is indeed zero. Once φ2(x) is restricted to 1
⊥, we may com-
pute it in an explicit fashion using (13), that is
[
∂φ2/∂ p
∂φ2/∂q
]T −1
(1+(p− q)2)α
[
q− p
p− q
]
=−2φ2.
We let z := p− q and use the chain rule to obtain
∂φ2
∂ p
=
∂φ2
∂ z
and
∂φ2
∂q
=−
∂φ2
∂ z
.
Noting that the only free variable is now z, we can change the partial derivatives
with respect to z. The resulting scalar ordinary differential equation is
1 Note that choice of δ is arbitrary.
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2z
(1+ z2)α
dφ2
dz
= 2φ2,
which together with φ2(0) = 0 implies that
φ2 =±zexp
(∫
(1+ z2)α − 1
z
dz
)
.
Without loss of generality, we choose to work with the plus sign. Using the binomial
series we write the numerator of the integrand as
h(z) := (1+ z2)α − 1= αz2+
(α)(α − 1)z4
2!
+ . . . ,
for all |z|< 1. We integrate the series to get
∫
h(z)
z
dz=
∞
∑
n=1
α(α − 1) . . .(α − n+ 1)z2n
2n× n!
which completes the evaluation of φ2(z) as
φ2(z) = zexp
(
∞
∑
n=1
α(α − 1) . . .(α − n+ 1)z2n
2n× n!
)
,
that is a convergent series for |z|< 1, since exp(.) is analytic everywhere. The iden-
tity p+ q= 0 implies z= 2p, thus
φ2(p) = 2pexp
(
∞
∑
n=1
α(α − 1) . . .(α − n+ 1)22n−1p2n
n× n!
)
.
Thus, the component-wise description of H(p,q) is
H(p,q) =H(p) =
[
φ2(p) 0
]T
.
The definition of inverse of a map implies
H−1(H(p,q)) =
[
p q
]T
so H−11 (p,q) and H
−1
2 (p,q) are simply the inverse functions of φ2(p) and −φ2(p),
respecively. These functions are locally analytic around the origin based on La-
grange inversion theorem [1]. Futhermore, one can calculate their coefficients in
terms of Bell polynomials [12]. We assume that the initial value of p to come from
a discrete random variable that takes the values from {0,0.1,0,2,0.3,0.4} with the
uniform probability distribution. Because the mean of each initial condition must be
zero, the initial value of q will be −p. We compute the value of ρ(L ) for Q = In
using the 17 order Maclaurin series of both eigenfunctions and the inverse map
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Fig. 1 The performance measure of the network of two agents in Example 2 with the decaying
parameter α .
H−1(p). Because the value of the performance measure may be computed from the
numerical integration of the trajectory as well, we may compare the results of the
analytic approximations to the KMD and the real value of performance measure.
These two value for a range of α ∈ [0,0.4] have been illustrated in Fig. (1, where
they are in good numerical agreement. The relative error is observed to increase
from zero in the case that α = 0 to less than 0.13% for α = 0.4.
Remark 3. There is a limitation on the magnitude of the admissible initial conditions
for the analysis conducted in the previous example. However, notice that this does
not imply that it is a linear analysis since for any value of α , the linearization matrix
of Nd (with k= 1) in Example 2 is the following matrix.
A=
[
1 −1
−1 1
]
+ Jn.
This means that the value of the performancemeasure computed using the linearized
system for each value of decaying parameter α is only one value.
Example 3. The dynamics of oscillators have been observed to be closely related
to the consensus dynamics. Kuramoto suggested a model of biological oscillation,
in which each oscillator was connected to the other one; i.e., the topology was a
complete graph. Instead the interactions can be limited over a certain graph [24], so
the dynamics of agent i can be represented as
x˙i = ωi+ ∑
{i, j}∈E
wi j(x j− xi), (22)
where ωi is the natural frequency and the coupling weight is
wi j = K
sin(xi− x j)
xi− x j
. (23)
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When the agents are identical (i.e., whenωi =ω for someω), the change of variable
xi → xi−ωt induces a nonlinear consensus network that is
x˙i = ∑
{i, j}∈E
wi j(x j− xi). (24)
We proceed with a procedure for computation of performance measure similar to
one introduced in Example 2. For two identical oscillators, with phases θ and γ , the
dynamics are
d
dt
[
θ
γ
]
= K
[
sin(γ −θ )
sin(θ − γ)
]
,
Setting k = 1, the disagreement Jacobian has eigenvalues λ1 = −1 and λ2 = −2K,
with eigenfunctions φ1 and φ2, respectively. Again we only need the restriction of
φ2 to 1
⊥. The equation (13) for these dynamics becomes
[
∂φ2/∂θ
∂φ2/∂γ
]T
K sin(θ − γ)
[
1
−1
]
=−2Kφ2.
The new variable z := θ − γ creates a single ordinary differential equation that is
2sin(z)
dφ2
dz= 2φ2 ⇒
dφ2
φ2
=
1
sin(z)
dz,
which is integrated and manipulated to get
φ2 =±exp(− ln(cot(z/2))) =± tan(z/2),
where we arbitrarily choose +. The eigenfunction φ2 is locally analytic around the
origin for |z|< pi . Restricting to 1⊥, θ + γ = 0, so z= 2θ , hence
φ2(θ ,γ) = φ2(θ ) = tan(θ ),
which helps write the components ofH(θ ,γ) asH(θ ,γ) =
[
φ2 0
]T
. First component
of H−1(θ ) satisfies H−11 (φ2(θ ),0) = θ . Hence, H
−1
1 (θ ,γ) = arctan(θ ), which is
again locally analytic for |θ |< 1 around zero.
We sample initial conditions from a uniform discrete random variable of 63
equally distributed initial conditions in θ ∈ [0,pi/5] (and γ = −θ ) with equal dis-
tance of 0.01. We set Q = In and use 17
th order Maclaurin series of eigenfunctions
and H−1(θ ) to assess ρ(L ). As shown in Fig. 2, we alter K ∈ [0.2,4] and take
a look at the values of the performance measure, once compared with the exact
value of ρ(L ) (computed with the numerical integration of the trajectories). The
numerical agreement in this experiment can be measured by the relative error of
the performance using the KMD approximation, which was about 3×10−4% in the
worst-case.
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Fig. 2 The performance measure of the Kuramoto model of two agents in Example 3 with the
parameter K.
5 Sparse Polynomial Approximations
We have observed that any polynomial approximation to the inverse map of eigen-
functionsH−1(x)will result in the KoopmanMode Decompositions. In this section,
first, we detail a general sparse approximation technique for multivariate interpola-
tion. Then, we demonstrate how we can use this technique for the map of Koopman
eigenfunctionsH(x) as well as the inverseH−1(x).
5.1 Smolyak-Collocation Method
To introduce the notion of sparsity for the approximation of both Koopman eigen-
functions and Koopman Mode Decomposition, we may use sparse functional ap-
proximation methods. The idea is that instead of searching for the approximant in
the whole space of polynomials, the search is carried out over a nearly optimal
sparse basis, called Smolyak basis. The output of the method would be a polyno-
mial: the weighted sum of the tensor product of Chebyshev polynomials that are in
the basis. Naturally, we choose the coefficients of the polynomial with respect to
some error criterion. One way of doing so is collocation, where we enforce the ap-
proximant to (perhaps approximately) satisfy the governing equation of the problem
at the given points of a grid, called Smolyak Sparse Grid. To describe this method,
we need few basic tools (consult [7] and [30] for more details).
Definition 1 (Chebyshev Polynomials). The sequence of the (scalar) Chebyshev
polynomials of first kind {Ti(x)}i=1,2,... are initialized with T1(x) = 1 and T2(x) = x
and recursively defined as follows.
Ti+1(x) = 2xTi(x)−Ti−1(x), for i= 2,3, . . . (25)
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Similarly, the Chebyshev polynomials of second kind {Ui(x)}i=1,2,... start with
U1(x) = 1 andU2(x) = 2x, and then iteratively
Ui+1(x) = 2xUi(x)−Ui−1(x), for i= 2,3, . . . (26)
We define the integer function m(i) :N→N with m(1) = 1 and for i= 2,3, . . . , it is
evaluated according to
m(i) := 2i−1+ 1. (27)
We also define the sequence of sets {G i}i=1,2,... wherein, G
1 = {0}, and for i =
2,3, . . . , it holds that G i = {ζ1, . . . ,ζi} ⊂ [−1,1], that is the set of the extrema of the
Chebyshev polynomials with the components given by
ζ j :=−cos
(
pi( j− 1)
i− 1
)
, for all j ∈ {1, . . . , i}. (28)
In the next definition, we use the multi-index notation i= (i1, . . . , in)∈ N
n inducing
|i| := ∑nk=1 ik.
Definition 2 (Smolyak Sparse Grid). The Smolyak Sparse grid of [−1,1]n is a
union of the Cartesian products of the form
H
n,µ :=
⋃
|i|=n+µ
(
G
m(i1)×·· ·×G m(in)
)
, (29)
where positive integer µ ∈ N is the order of the grid2.
Definition 3 (Smolyak Approximant Polynomial). The Smolyak approximant to
a function f : [−1,1]n →R is given by
fˆ n,µ(x) := ∑
q≤|i|≤n+µ
(−1)n+µ−|i|
(
n− 1
n+ µ−|i|
)
pi(x), (30)
with q = max(n,µ + 1) the tensor product polynomials for each multi-index i =
(i1, . . . , in) defined as
pi(x) :=
m(i1)
∑
l1=1
. . .
m(in)
∑
ln=1
θl1,...,lnTl1(x1) . . .Tln(xn), (31)
where θl1,...,ln the coefficients that are to be determined.
To find the optimal vector of coefficients of Θ = vec(θl1,...,ln) ∈ R
m for ap-
proximation of some function f that is Ck([−1,1]n), an error objective should
be defined and minimized. One way is to consider the error function E( f ,Θ) :
Ck([−1,1]n)×Rn → R+ to be
2 One can show that grids of higher order include all grids of lower order; i.e., H n,µ ⊂H n,µ+1.
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E( f ,Θ) :=
∫
[−1,1]n
| f (x)− f n,µ(x)|2 ∏
y∈H n,µ
δ (x− y) dx
= ∑
y∈H n,µ
| f (y)− f n,µ(y)|2 ,
where δ is the Dirac’s delta function. This metric is certainly minimized (i.e.,
E( f ,Θ) = 0) if Θ is chosen such that
f (x) = f n,µ(x) for all x ∈H n,µ . (32)
This procedure is called collocation. A pivotal property of the overall method is that
size of vector of coefficientsΘ and the number of interpolation points is equal; i.e.,
|H n,µ |= |Θ |=M. Therefore, enforcing equalities (32) constitutes of searching for
the solution to M equations involving M unknown entries of Θ . Once we evaluate
the coefficients with the described scheme, the following error bound would hold,
wherein the used functional norm ‖.‖ :Ck ([−1,1]n)→R+ is defined as
‖ f‖=max
{∥∥Di f∥∥
∞
: i= 1, . . . ,k
}
. (33)
Theorem 6 ( Theorem 2 in [7]). Suppose that function f (x) : [−1,1]n → R is
Ck ([−1,1]n), together with a Smolyak approximant fˆ n,µ(x) that interpolates f on
H n,µ with |H n,µ | = M. Then, for some positive constant cn,k, the error of the
approximation is bounded according to∥∥ f − fˆ n,µ∥∥≤ cn,kM−k(logM)(k+2)(n+1)+1. (34)
Each multi-index i in (30) induces a number of tensor product polynomials that
are summed together as in (31). We gather the indices of all these tensor product
polynomials in a set Ln,µ ; i.e.,
Ln,µ :=
⋃
q≤|i|≤n+µ
{(l1, . . . , ln) : l j ≤ m(i j)}. (35)
One can show that at the end of the day, the approximant constructed in (30) using
the polynomials (31) boils down to the following simple representation
fˆ n,µ(x) = ∑
li=(l
i
1,...,l
i
n)∈L
n,µ
ΘiTi(x) =
M
∑
i=1
ΘiTi(x), (36)
where M = |H n,µ |= |Ln,µ |, and for li = (l
i
1, . . . , l
i
n) ∈ L
n,µ , the coefficients Θi and
polynomial terms are given by
Θi := θli1,...,lin
, (37)
Ti(x) := Tli1
(x1) . . .Tlin(xn). (38)
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To compute the partial derivatives of approximation, we use the definitions of the
Chebyshev polynomials to define
T
j
i (x) :=


Ti ·
Ulij
(x j)
Tlij
(x j)
lij = 2, . . . ,n
0 lij = 1
, (39)
This lets us write the partial derivatives of fˆ n,µ in the compact form
∂ fˆ n,µ(x)
∂x j
=
M
∑
i=1
lijΘiT
j
i (x). (40)
5.2 Sparse Approximation to Eigenfunctions
We denote the approximation to Koopman eigenfunction φ(x) by φˆ (x). Substituting
(36) and (40) into (13), we get the (approximate) equality
n
∑
j=1
M
∑
i=1
lijΘiT
j
i (x)Fj(x)≈ λ ∑
i=1
MΘiTi(x).
We change the order of summations to further obtain
M
∑
i=1
(
n
∑
j=1
(
lijT
j
i (x)Fj(x)
)
−λTi(x)
)
Θi ≈ 0. (41)
We define and denote the vector of coefficientsΘ ∈RM byΘ := [Θ1, . . . ,ΘM]
T . For
a point in the grid xk ∈H n,µ , we may write the left hand side of (41) as
AkΘ = [Aki]i=1,...,nΘ ,
where the entries of row vector Ak ∈ R
1×M can be computed from
Aki :=
n
∑
j=1
(
lijT
j
i (x
k)Fj(x
k)
)
−λTi(x
k), for all i= 1, . . . ,M.
Repeating this for M points in the Smolyak grid, the stacked left hand side of all
equations becomes A Θ , where A ∈ RM×M is given by
A := [A T1 , . . . ,A
T
M ]
T . (42)
Ideally, A Θ should be zero for an eigenfunction, however, if it is not possible, we
would like to minimize an error function, which we choose to be
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J(Θ) = ‖A Θ‖22. (43)
Now, because A may have repeated eigenvalues, we add a constraint that lets
us derive multiple eigenfunctions corresponding to one eigenvalue. Consider the
Koopman eigenfunction φ(x) with Koopman eigenvalue λ , which is the eigenvalue
of the linearization matrix with a left eigenvector R = [r1, . . . ,rn] ∈ R
n×n. We omit
the index of the eigenvalues and eigenvectors in the following developments for
simplicity and consider λ to be associated with the eigenvector r ∈ Rn. We can
show that with the fixed point at the origin,
∇φ(x)|x=0 = r.
Translating this for the approximant, for each j = 1, . . . ,n we have
∂ φˆ(x)
∂x j
|x=0 =
M
∑
i=1
lijΘiT
j
i (0) = B jΘ = r j,
where the row vector B j ∈ R
1×M has the components
B ji = l
i
jT
j
i (0), for all i= 1, . . . ,M.
The matrix form of this equality becomes
BΘ = r, (44)
where the matrix B ∈ Rn×M is the result of stacking row vectors as
B =
[
B
T
1 , . . . ,B
T
n
]T
. (45)
Recall that our approximation requires φˆ (0) = 0 to provide exponential conver-
gence for the performance measure integrals (see Remark 2). This condition can be
translated to single scalar equality
CΘ = 0, (46)
where C ∈ R1×M is the row vector with elements
Ci := Ti(0) for all i= 1, . . . ,M.
Now, we would like to minimize the error function defined by (43), while con-
straints (44) and (46) are satisfied. We define the optimization problem
minimize
Θ∈Rm
‖A Θ‖22, (47)
subject to
[
B
C
]
Θ =
[
r
0
]
.
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This program is equivalent to a Semi-Definite Program (SDP) and can be solved
using the conventional convex programming such as CVX [21].
5.3 Sparse Approximation to Koopman Mode Decomposition
In the previous subsection, we illustrated a way to find approximations to the Koop-
man eigenfunctions. Thus, the components of the map H(x) can be approximated.
Here, following a similar approach, we seek approximations to the components of
its inverse map H−1(x). The very natural equation for componentH−1j (x) is
H−1j (H(x)) = x j, for all j = 1, . . . ,n. (48)
We only have an approximation toH(x), namely Hˆ(x), and we need approximations
to Hˆ
−1
(x), namely Hˆ
−1
(x). Hence, we consider the approximate equality
Hˆ−1j (Hˆ(x))≈ x j, for all j = 1, . . . ,n. (49)
Again, following the spirit of the collocation method, for each point of the grid
xk ∈H n,µ , we enforce this equation to hold. Suppose that we have found the series
approximation to each components ofH(x), denoted by Hˆ(x). Moreover, we define
zk := Hˆ(xk). (50)
Then, we consider a Smolyak series representation for this function as
gˆ
n,µ
j (z
k) =
M
∑
i=1
Φ ji Ti(z
k). (51)
Similar to essence of the method that we discussed in the previous subsection, we
define vector of coefficients Φ j1 ∈ R
M to be
Φ j :=
[
Φ j1 , . . . ,Φ
j
M
]
.
Inserting (51) into (48), we get
DkΦ
j = [Dki]i=1,...,M Φ
j ≈ xkj, (52)
where the components of row vector Dk ∈R
1×M are
Dki := Ti(z
k). (53)
Concatenating these vectors and the right hand side scalars for each point in the grid
(i.e.,M points), we may write these equations as
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DΦ j ≈ X j, (54)
where matrix D ∈RM×M and vector X j ∈ R
M are given by
D :=
[
D
T
1 , . . . ,D
T
M
]T
, (55)
X j :=
[
x1j , . . . ,x
M
j
]T
, (56)
respectively. Again one hopes that (54) holds with a minimal error for each j =
1, . . . ,n. Therefore, we define the optimization problem
minimize
Φ j∈RM
∥∥DΦ j−X j∥∥22 . (57)
Note that matrix D is deliberately denoted without index j, because it is the same
matrix for the optimization problem for each component H−1j (x). The solution to
this least-squares optimization problem is given by
Φ j = D†X j for all j = 1, . . . ,n.
We should repeat this for each component ofH−1(x). Putting the results in a matrix
gives us
Φ :=
[
Φ1, . . . ,Φn
]
.
Because the value of matrix D is shared betweenM optimization problems defined
by (57), by inspection, we find that
Φ = D†XT , (58)
where X ∈ Rn×M is the matrix containing the vector of all grid points. Now, we
have a polynomial approximation to H−1, which would give us a Koopman Mode
Decomposition.
5.4 Numerical Examples
In this section, we show that we may be able to effectively estimate the performance
measure of nonlinear consensus networks with more than two subsystems. Note that
in all cases, the real performance measure is calculated from the numerical solution
of the network output followed by numerical integration.
Example 4 (Complete Graphs).Using the described numerical approximationmethod,
we estimate the performance measure for the nonlinear consensus network with ex-
ponentially decaying weights defined in (21). The corresponding linearized graph
Laplacian corresponds to the undirected unweighted complete graph; i.e.
A=−LKn = Jn/n− In.
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Fig. 3 The performance measure of nonlinear consensus network with α = 0.25 and the graph at
the linearized Laplacian of complete graph.
Fig. 4 The performance measure of nonlinear consensus network with n= 8, α = 0.25 and random
graphs with different number of edges
We evaluate the performance measure from the KMD approximation based on the
numerical integration of the solutions. The initial conditions are uniformly sampled
random initial conditions from [−1,1]n. The numerical values for data using Koop-
man approach have been obtained by implementation of the suggested numerical
method with and the results are shown in Fig. 3. In this example, the error in the
evaluated performance measure using our numerical method is less than 2%.
Example 5 (Random Graphs). We fix n = 8 and create Erdo˝s-Re´nyi graphs with
different edges probabilities (and consequently, different edge numbers). Then, we
consider again the exponentially decaying weights given by (21). The performance
measures from Monte-Carlo simulations as well as the formula (using the method
discussed in the previous sections) are also evaluated and illustrated in Fig. 4. The
error of approximation, in this case, is less than 1.4%.
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5.5 Comparison to Extended Dynamic Mode Decomposition
The numerical method explained in this section is related to the notion of Extended
Dynamic Mode Decomposition (EDMD) [56], which has been a promising proce-
dure for extracting information about the Koopman spectrum of the dynamical sys-
tem. In EDMD, to find a KMD for the flow of the dynamical system, one should first
assume a rich enough dictionary of basis functions such that hopefully, the Koop-
man eigenfunctions lie in their span. Then, using the snapshots from the trajectory,
one may find a truncated approximation to the Koopman operator and finite number
of approximations to the Koopman eigenfunctions and their corresponding eigen-
values. Then, the solution to the dynamical system is approximated as a truncated
KMD using those eigenvalues and eigenfunctions.
In the current settings, we know what are the eigenvalues and eigenfunctions
that are required for representation of the flow of the nonlinear system. Hence, we
do not need the first step of the EDMD for the computation of the (approximate)
eigenvalues and eigenfunctions. In fact, we build the dictionary that one needs for
EDMD based on the principal eigenfunctions in the map H(x).
On the other hand, the second step in both methods are connected in the spirit:
In our approach, we find an approximation to map H−1(x) using identity
H−1 (H(x)) = x.
While in EDMD, the identity observable (i.e., f(x) ≡ x) has to be represented in
terms of the basis functions in the dictionary. Then one is allowed to write down a
KMD for the system dynamics as explained before.
6 Conclusion and Discussion
Koopman mode decomposition approaches hold promise for performance analysis
and synthesis of nonlinear dynamical systems, that are of interest in various dis-
ciplines of engineering and control. The vital connection between the eigenspec-
trum of linearized dynamics and Koopman operator provides a closed form evalua-
tion of the first moment of energy integral of the solutions, in terms of Koopman
eigenvalues, eigenfunctions, and modes. The numerical approximation of KMD
components is implemented by a scalable computational algorithm using sparse
Smolyak grid with certifiable accuracy. Future directions include, but are not lim-
ited to the following directions: investigation and analysis of various performance
metrics in nonlinear systems as extensions of linear control systems [48]. Another
research line regards dynamical systems with higher order integrators as well as a
systemic performance-based network synthesis for optimal interactions among in-
terconnected entities in the face of uncertain initial conditions or other structural
parameters.
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