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Abstract
We address the problem of estimating the mixing time tmix of an arbitrary ergodic finite-
state Markov chain from a single trajectory of length m. The reversible case was addressed
by Hsu et al. [2019], who left the general case as an open problem. In the reversible case,
the analysis is greatly facilitated by the fact that the Markov operator is self-adjoint, and
Weyl’s inequality allows for a dimension-free perturbation analysis of the empirical eigen-
values. As Hsu et al. point out, in the absence of reversibility (which induces asymmetric
pair probabilities matrices), the existing perturbation analysis has a worst-case exponential
dependence on the number of states d. Furthermore, even if an eigenvalue perturbation
analysis with better dependence on d were available, in the non-reversible case the connec-
tion between the spectral gap and the mixing time is not nearly as straightforward as in
the reversible case. Our key insight is to estimate the pseudo-spectral gap γps instead, which
allows us to overcome the loss of symmetry and to achieve a polynomial dependence on the
minimal stationary probability π⋆ and γps. Additionally, in the reversible case, we obtain
simultaneous nearly (up to logarithmic factors) minimax rates in tmix and precision ε, closing
a gap in Hsu et al., who treated ε as constant in the lower bounds. Finally, we construct
fully empirical confidence intervals for γps, which shrink to zero at a rate of roughly 1/
√
m,
and improve the state of the art in even the reversible case.
1 Introduction
We address the problem of estimating the mixing time tmix of a Markov chain with transition
probability matrixM from a single trajectory of observations. Approaching the problem from a
minimax perspective, we construct point estimates as well as fully empirical confidence intervals
for tmix (defined in (4.2)) of an unknown ergodic finite state time homogeneous Markov chain.
It is a classical result [Levin et al., 2009] that the mixing time of an ergodic and reversible
Markov chain is controlled by its absolute spectral gap γ⋆ and minimum stationary probability
π⋆ (these are defined in Section 4):(
1
γ⋆
− 1
)
ln 2 ≤ tmix ≤ ln (4/π⋆)
γ⋆
, (1.1)
which Hsu et al. [2015] leverage to estimate tmix in the reversible case. For non-reversible Markov
chains, the relationship between the spectrum and the mixing time is not nearly as straight-
forward. Any complex eigenvalue with |λ| 6= 1 provides a lower bound on the mixing time
[Levin et al., 2009], (
1
1− |λ| − 1
)
ln 2 ≤ tmix,
and upper bounds may be obtained in terms of the spectral gap of the multiplicative reversib-
lization [Fill, 1991, Montenegro and Tetali, 2006],
tmix ≤ 2
γ
(
M †M
) ln(2√1− π⋆
π⋆
)
.
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Unfortunately, the latter estimate is far from sharp1. A more delicate quantity, the pseudo-
spectral gap, γps (formally defined in (4.5)) was introduced by Paulin [2015], who showed that
for ergodic M ,
1
2γps
≤ tmix ≤ 1
γps
(
ln
1
π⋆
+ 2 ln 2 + 1
)
. (1.2)
Thus, γps plays a role analogous to that of γ⋆ in the reversible case, in that it controls the
mixing time of non-reversible chains from above and below — and will be our main quantity of
interest throughout the paper.
2 Main results
Here we give an informal overview of our main results, all of which pertain to an unknown
d-state ergodic time homogeneous Markov chain M with mixing time tmix and minimum sta-
tionary probability π⋆. The formal statements are deferred to Section 5 and Section 6. Sample
complexity refers to the trajectory length of observations drawn from M .
1. We determine the minimax sample complexity of estimating π⋆ to within a relative error
of ε to be Θ˜
(
1
γpsπ⋆ε2
)
. This improves the state of the art even in the reversible case.
2. We upper bound the sample complexity of estimating the pseudo-spectral gap γps of any
ergodic M to within a relative error of ε by O˜
(
1
γ3psπ⋆ε
2
)
.
3. We lower bound the sample complexity of estimating γps by Ω˜
(
d
γpsε2
)
. This shows that
our upper bound is sharp in ε, up to logarithmic factors, and in π⋆ at least for doubly-
stochastic chains.
4. We construct fully empirical confidence intervals for π⋆ and γps without assuming re-
versibility.
5. We introduce the notion of dilated reversiblization of a Markov chain, study some of its
key properties and benefits over known reversiblization ideas.
6. Finally, our analysis narrows the width of the confidence intervals and improves their
computational cost as compared to the state of the art.
3 Related work
Our work is largely motivated by PAC-type learning problems with dependent data. Many
results from statistical learning and empirical process theory have been extended to dependent
data with sufficiently rapid mixing [Yu, 1994, Karandikar and Vidyasagar, 2002, Gamarnik,
2003, Mohri and Rostamizadeh, 2008, 2009, Steinwart and Christmann, 2009, Steinwart et al.,
2009, Shalizi and Kontorovich, 2013, Wolfer and Kontorovich, 2019a]. These have been used
to provide generalization guarantees that depend on the possibly unknown mixing properties
of the process. In the Markovian setting, the relevant quantity is usually the mixing time,
and therefore empirical estimates of this quantity yield corresponding data-dependent general-
ization bounds. So far, research has focused on the reversible setting, which naturally invites
Hilbert space techniques and enables powerful results from perturbation theory. Although a
wide class of chains is known to be reversible (such as random walks on graphs or birth and death
1 Consider the Markov chain on {1, 2, 3} with the transition probability matrix M =
(
0 1 0
0 0 1
1/2 0 1/2
)
, which is
rapidly mixing despite having γ(M†M) = 0 [Montenegro and Tetali, 2006].
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processes), this condition is sufficiently restrictive as to exclude some natural and important
applications. One such application involves MCMC diagnostics for non-reversible chains, which
have recently gained interest through acceleration methods. Chains generated by the classical
Metropolis-Hastings are reversible, which is instrumental in analyzing the stationary distribu-
tion. However, non-reversible chains may enjoy better mixing properties as well as improved
asymptotic variance. For theoretical and experimental results in this direction, see Hildebrand
[1997], Chen et al. [1999], Diaconis et al. [2000], Neal [2004], Sun et al. [2010], Suwa and Todo
[2010], Turitsyn et al. [2011], Chen and Hwang [2013], Vucelja [2016].
The problem of obtaining empirical estimates on the mixing time (with confidence) was
first addressed in Hsu et al. [2015] for the reversible setting, by reducing the task to one of
estimating the absolute spectral gap and minimum stationary probability. Hsu et al. gave a
point estimator for the absolute spectral gap, up to fixed relative error, with sample complexity
between Ω
(
d
γ⋆
+ 1π⋆
)
and O˜
(
1
γ3⋆π⋆
)
. Following up, Levin and Peres [2016] sharpened the upper
bound to O˜
(
1
γ⋆π⋆
)
, again leveraging properties of the absolute spectral gap of the unknown
chain. Additionally, Hsu et al. [2015] presented a point estimator for π⋆ with sufficient sample
complexity O˜
(
1
π⋆γ⋆
)
. The state of the art, as well as our improvements, are summarized in
Table 1.
More recently, also in the reversible setting, the work of Combes and Touati [2019] offers
a different perspective on the problem by putting the emphasis on computational complex-
ity, invoking power methods and upper confidence interval techniques to design a more space
efficient estimator. Finally, Qin et al. [2019] explore the case of general state spaces, for ker-
nels that are trace-class operators (compact with summable eigenvalues). The recent work of
[Pillaud-Vivien et al., 2019] aims at estimating the Poincare constant, a related quantity.
Finally, we emphasize that our stringent one-sequence sampling model is at the root of many
of the technical challenges encountered; allowing, for example, access to a restart mechanism
of the chain from any given state considerably simplifies the estimation problem [Batu et al.,
2000, 2013, Bhattacharya and Valiant, 2015].
An extended abstract of this paper was presented at the COLT 2019 conference
[Wolfer and Kontorovich, 2019b]. In the present full version, Theorems 5.3 and 5.4 provide
improved guarantees over their former counterparts, and the newly introduced concept of di-
lated reversiblization allows us to reduce computational cost in the non-reversible setting, in
addition to being of independent theoretical interest.
4 Notation and definitions
We define [d]
.
= {1, . . . , d}, denote the simplex of all distributions over [d] by ∆d, and the
collection of all d × d row-stochastic matrices by Md. N will refer to {1, 2, 3, . . .}, and in
particular 0 /∈ N. For µ ∈ ∆d, we will write either µ(i) or µi, as dictated by convenience. All
vectors are rows unless indicated otherwise. A Markov chain on d states being entirely specified
by an initial distribution µ ∈ ∆d and a row-stochastic transition matrix M ∈ Md, we identify
the chain with the pair (M ,µ). Namely, by (X1, . . . ,Xm) ∼ (M ,µ), we mean that
P ((X1, . . . ,Xm) = (x1, . . . , xm)) = µ(x1)
m−1∏
t=1
M(xt, xt+1).
We write PM ,µ (·) to denote probabilities over sequences induced by the Markov chain (M ,µ),
and omit the subscript when it is clear from context.
Stationarity The Markov chain (M ,µ) is stationary if µ = µM . Unless noted otherwise,
pi is assumed to be a stationary distribution of the Markov chain in context. We also define
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Dpi
.
= diag(pi), the diagonal matrix whose entries correspond to the stationary distribution.
Ergodicity The Markov chain (M ,µ) is ergodic if Mk > 0 (entry-wise positive) for some
k ≥ 1; i.e., M is a primitive matrix. If M is ergodic, it has a unique stationary distribution pi
and moreover π⋆ > 0, where π⋆ = mini∈[d] πi is called the minimum stationary probability. We
henceforth only consider ergodic chains.
Norms and metrics We use the standard ℓp norms ‖z‖p =
(∑
i∈[d] |zi|
)1/p
; in the context
of distributions (and up to a convention-dependent factor of 2), p = 1 corresponds to the total
variation norm. For A ∈ Rd×d, define the spectral radius ρ(A) to be the largest absolute value
of the eigenvalues of A, and recall the following operator norms for real matrices,
‖A‖∞ = max
i∈[d]
∑
j∈[d]
|A(i, j)|, ‖A‖1 = max
j∈[d]
∑
i∈[d]
|A(i, j)|, ‖A‖2 =
√
ρ(A⊺A).
We denote by 〈·, ·〉pi the inner product on Rd defined by 〈f ,g〉pi .=
∑
i∈[d] f(i)g(i)pi(i), and write
‖·‖2,pi for its associated norm; ℓ2(pi) is the resulting Hilbert space. To any (M ,µ), we associate
‖µ/pi‖22,pi
.
=
∑
i∈[d]
µ2i /πi, (4.1)
which provides a notion of “distance from stationarity” and satisfies ‖µ/pi‖22,pi ≤ 1/π⋆.
Mixing time When the chain is ergodic, this quantity is defined as the number of steps
required to converge to its stationary distribution within a constant precision ξ ∈ (0, 1/2):
tmix(ξ)
.
= min
t∈N
{
max
µ∈∆d
∥∥µM t − pi∥∥
TV
≤ ξ
}
, (4.2)
and by convention, tmix
.
= tmix(1/4).
Reversibility To any Markov kernelM we associate the matrix of doublet probabilities, Q
.
=
DpiM , satisfying Q(i, j) = PM ,pi (Xt = i,Xt+1 = j), as well as the rescaled transition matrix,
L
.
=D
1/2
pi MD
−1/2
pi . (4.3)
The chain is said to be reversible when Q⊺ = Q. The eigenvalues of a reversible M all lie
in (−1, 1], and thus may be ordered (counting multiplicities): 1 = λ1 ≥ λ2 ≥ . . . ≥ λd. The
spectral gap and absolute spectral gap are then respectively defined as
γ
.
= 1− λ2, γ⋆ .= 1−max {λ2, |λd|} . (4.4)
WheneverM is lazy (i.e., mini∈[d]M(i, i) ≥ 1/2), all eigenvalues ofM are positive and γ = γ⋆.
Since L and M are similar matrices, their eigenvalue systems are identical, and L is also
symmetric for reversible M (but not in general).
Chains that do not satisfy Q⊺ = Q are said to be non-reversible. In this case, the eigenvalues
may be complex, and the transition matrix may not be diagonalizable, even over C. Paulin [2015]
defines the pseudo-spectral gap by
γps
.
= max
k∈N
{
1
k
γ
(
(M †)kMk
)}
, (4.5)
whereM † is the adjoint ofM in ℓ2(pi) — or the time reversal ofM —and is given byM †(i, j) .=
pi(j)M (j, i)/pi(i); the expressionM †M is called the multiplicative reversiblization ofM . The
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chain M †M is always reversible, and its eigenvalues are all real and non-negative [Fill, 1991].
We also denote by kps the smallest positive integer such that γps =
1
kps
γ((M †)kpsMkps); this is
the power of M for which the multiplicative reversiblization achieves2 its pseudo-spectral gap.
Intuitively, the pseudo-spectral gap is a generalization of the multiplicative reversiblization
approach of Fill, and for a reversible chain, the pseudo-spectral and absolute spectral gap are
within a multiplicative factor of 2 (Lemma 7.2). In Section 7, we will introduce a related
quantity γSps , based on dilated reversiblizations of powers of the chain, for which γ
S
ps = Θ(γps)
(Corollary 7.1).
Asymptotic notation We use standard O(·), Ω(·) and Θ(·) order-of-magnitude notation,
as well as their tilde variants O˜(·), Ω˜(·), Θ˜(·) where lower-order log factors of any variables
are suppressed. We write ln (·) for the natural logarithm of base e, and polylog(·) for a poly-
logarithmic function of its arguments.
5 Point estimators
Theorem 5.1 (Minimum stationary probability estimation upper bound). There exists a uni-
versal constant C such that the following holds. Let 0 < ε, δ < 1 and X1, . . . ,Xm ∼ (M ,µ) an
unknown d-state Markov chain with minimal stationary probability π⋆ and pseudo-spectral gap
γps. There exists an estimation procedure πˆ⋆ : [d]
m → (0, 1) such that if
m ≥ C
γpsε2π⋆
ln
1
π⋆δ
,
then |πˆ⋆(X1, . . . ,Xm)− π⋆| < επ⋆ holds with probability at least 1− δ.
From this theorem, and the fact that for reversible Markov chains the absolute and pseudo-
spectral gaps are within a constant multiplicative factor (see Lemma 7.2), we immediately
recover the point estimation upper bound for the minimum stationary probability provided by
Hsu et al. [2015] for reversible chains.
Theorem 5.2 (Minimum stationary probability estimation lower bound). There exists a uni-
versal constant C such that the following holds. Let d ∈ N, d ≥ 4. For every 0 < ε < 1/2, 0 <
π⋆ <
1
d and π⋆ < γps < 1, there exists a (d + 1)-state Markov chain M with pseudo-spectral
gap γps and minimum stationary probability π⋆ such that any estimator must require a sequence
X = (X1, . . . ,Xm) drawn from the unknown M of length at least
m =
C
γpsε2π⋆
ln
1
δ
,
for |πˆ⋆ − π⋆| < επ⋆ to hold with probability ≥ 1− δ.
The upper and lower bounds in Theorem 5.1 and Theorem 5.2 match up to logarithmic
factors — and continue to hold for the reversible case (Lemma 7.2).
Theorem 5.3 (Pseudo-spectral gap estimation upper bound). There exists a universal constant
C such that the following holds. Let 0 < ε, δ < 1, and X1, . . . ,Xm ∼ (M ,µ) an unknown d-state
Markov chain with minimal stationary probability π⋆ and pseudo-spectral gap γps. There exists
an estimation procedure γ̂ps : [d]
m → (0, 1) such that if
m ≥ C
π⋆ε2γ3ps
polylog(π−1⋆ , γ
−1
ps , ε
−1, δ−1),
then |γ̂ps(X1, . . . ,Xm)− γps| < εγps holds with probability at least 1− δ.
2 For ergodic chains, the pseudo-spectral is always achieved for finite k so that kps is properly defined. Indeed,
writing g(k) 7→ γ((Mk)†Mk)/k, it is a fact that 0 ≤ g(k) ≤ 1/k.
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Theorem 5.4 (Pseudo-spectral gap estimation lower bound). There exists a universal constant
C such that the following holds. Let d ∈ N, d ≥ 4. For every 0 < ε, δ < 1/4, 0 < γps < 1/8,
there exists a d-state Markov chains M with pseudo-spectral gap γps such that every estimator
γ̂ps must require in the worst case a sequence X = (X1, . . . ,Xm) drawn from the unknown M
of length at least
m = C
d
γpsε2
ln
1
δ
,
in order for |γ̂ps − γps| < εγps to hold with probability at least 1− δ.
The proof of the above result also yields the lower bound of Ω˜
(
d
γ⋆ε2
)
in the reversible case,
and closes the minimax estimation gap, also in terms of the precision parameter ε, at least for
doubly-stochastic Markov chains (for which π⋆ = 1/d), matching the upper bound of Hsu et al.
[2019] up to logarithmic terms. For a full comparison with existing results in the literature, see
Table 1.
Remark 5.1. The minimax sample complexity in γps remains to be pinned down as our cur-
rent bounds exhibit a gap. In the reversible case, the dependence on γ⋆ was improved from γ
3
⋆
in Hsu et al. [2015] to γ⋆ in Levin and Peres [2016], Hsu et al. [2019] via a “doubling trick”
[Levin et al., 2009], which exploited the identity γ⋆(M
k) = 1 − (1 − γ⋆(M ))k. We leave this
problem open in the non-reversible setting.
Quantity Hsu et al. [2015] Levin and Peres [2016] Present work
π⋆ (rev.) O˜
(
1
π⋆γ⋆ε2
)
- Θ˜
(
1
π⋆γ⋆ε2
)
Th. 5.2
π⋆ (non-rev.) - - Θ˜
(
1
π⋆γpsε2
)
Th. 5.1, 5.2
γ⋆ (rev.)
O˜
(
1
π⋆γ3⋆ε
2
)
Ω˜
(
d
γ⋆
+ 1π⋆
)
O˜
(
1
π⋆γ⋆ε2
)
Ω˜
(
d
γ⋆ε2
)
Th. 5.4
γps (non-rev.) - -
O˜
(
1
γ3psπ⋆ε
2
)
Th. 5.3
Ω˜
(
d
γpsε2
)
Th. 5.4
Table 1: Comparison with existing results in the literature.
6 Empirical procedure
Although the point estimators developed in Section 5 are interesting from a purely theoretical
standpoint, they have practical limitations in that their convergence speed depends on the
unknown quantities we wish to estimate. We design a procedure for which we compute fully
empirical confidence intervals — that are constructed only from observations — and which
trap the mixing time with high probability. Namely for a confidence parameter δ ∈ (0, 1), we
construct non-trivial intervals Iγps and Iπ⋆ such that with probability greater than 1− δ,
P
(
γps ∈ Iγps(X1, . . . ,Xm)
) ≥ 1− δ, P (π⋆ ∈ Iπ⋆(X1, . . . ,Xm)) ≥ 1− δ.
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6.1 Algorithm
The full procedure for estimating the pseudo-spectral gap is described in this section. For
clarity, the computation of the confidence intervals is not made explicit in the pseudo-code
and the reader is referred to Theorem 9.1 for their expression. The estimator is based on an
approximate plug-in approach of γSps (Corollary 7.1). Namely, we compute an approximate
modified version of the pseudo-spectral gap over a prefix [K] ( N of dilated reversiblizations
(Definition 7.1) of powers of the chain, which are each estimated with the natural counts based
on observed skipped chains. We additionally introduce a smoothing parameter α, which for
simplicity is kept fixed for each power, and whose purpose is to keep the confidence intervals
and estimator properly defined even in degenerate cases. The sub-procedure that computes the
spectral gap of the reversiblizations of a chain invokes the Lanczos method by computing the
first few largest eigenvalues in magnitude, and is discussed in more details at Remark 7.2.
Function DilatedPseudoSpectralGap(d, α, (X1, . . . ,Xm), K):
g⋆ ← 0
for k ← 1 to K do
g ← SpecGapDilRev(d, α, (X1,X1+k,X1+2k, . . . ,X1+⌊(m−1)/k⌋k))
if g/k > g⋆ then
g⋆ ← g/k
end
end
return g⋆
Function SpecGapDilRev(d, α, (X1, . . . ,Xn)):
N← [dα]d
T← [α]d×d
for t← 1 to n− 1 do
N[Xt]← N[Xt] + 1
T[Xt,Xt+1]← T[Xt,Xt+1] + 1
end
D← Diag(N)−1/2
L← DTD
S←
[
0 L
L⊺ 0
]
2d×2d
return 1− |LanczosThirdEigenvalue(S)|
Algorithm 1: The estimation procedure outputting γ̂Sps (K,α)
6.2 Quality of the confidence intervals
The full expression of the empirical confidence intervals is given at Theorem 9.1. The asymptotic
behavior of these intervals is summarized as follows:
Theorem 6.1 (Confidence intervals, asymptotic behavior). Let M an ergodic Markov chain,
then there exist functions Iπ⋆ , IγSps : Md → R+ such that
√
m
ln lnm
|πˆ⋆ − π⋆| a.s.→ Iπ⋆(M ) ≤ cas
√
d
γps
√
π⋆
,
√
m
ln lnm
(∣∣∣γ̂Sps (K,α) − γSps ∣∣∣− 1K
)
a.s.→ IγSps (M) ≤ cas
√
d
π⋆
(√
dβ(pi) +
1
γpsπ⋆
)
,
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and in case M is reversible, there exist functions Irevπ⋆ , I
rev
γ⋆ : Md → R+ such that
√
m
ln lnm
|πˆ⋆ − π⋆| a.s.→ Irevπ⋆ (M) ≤ cas
√
d
γ⋆
√
π⋆m
,
√
m
ln lnm
|γ̂⋆ − γ⋆| a.s.→ Irevγ⋆ (M) ≤ cas
√
d
π⋆
(√
dβ(pi) +
1
γ⋆π⋆
)
,
where cas is a universal constant, and β(pi)
.
= max(i,j)∈[d]2
{
pi(i)
pi(j)
}
is such that 1 = β((1/d) ·1) ≤
β(pi) ≤ 1/π⋆, and measures distance of pi to the uniform distribution (β = 1 for any doubly-
stochastic matrices).
See Remark 9.1 for a discussion of how Theorem 6.1 improves the state of the art.
Discussion Recall also that for any k ∈ N, γ
†
k
k is a lower bound for the pseudo-spectral gap,
hence an upper one for the mixing time, so that any k would yield a usable and conservative
value for it. In practice this implies that the procedure makes iterative improvements to its
known value of tmix. Notice that further setting K ≈
√
mp̂i3/2
d results in intervals for γps that
decay roughly as
|γ̂ps − γps| ≈ 1
π
3/2
⋆
√
d
m
(√
d+
1
γps
)
.
7 Dilated reversiblization
From any Markov kernel M there are two common ways of constructing a reversible chain,
namely its additive reversiblization M
†+M
2 and multiplicative reversiblization M
†M . Both
have been considered for studying the mixing time of general ergodic chains, the former for
continuous-time chains, and the latter in a discrete-time setting [Montenegro and Tetali, 2006,
Fill, 1991]. The pseudo-spectral gap of Paulin [2015] is a generalization of the multiplicative
reversiblization of Fill, such that a naive plug-in approach for it would suggest multiplying
empirical transition matrices with their respective time reversal, a computationally costly op-
eration.
We introduce the notion of the dilated reversiblization S (M ) of a chain, closely related to its
multiplicative counterpart in that it shares strong spectral similarities (Lemma 7.1) and whose
generalized version still controls the mixing time (Corollary 7.1) in a discrete-time setting, but
that will allow us to greatly reduce the computational cost of our estimator. Indeed, at the
price of embedding the Markov operator in a space of twice the dimension, we avoid the need for
matrix multiplication. The ideas in this section take inspiration from the concept of self-adjoint
dilations borrowed from Paulsen [2002] that have also recently found their use in the field of
matrix concentration [Tropp, 2012]. Moreover, we argue in Lemma 7.2 that a pseudo-spectral
gap whose definition is based on dilated instead of multiplicative reversiblizations is a more
natural generalization of the absolute spectral gap of a reversible Markov operator.
Definition 7.1 (Dilated reversiblization). Let M be a d-state Markov chain with stationary
distribution pi. We define the dilated reversiblization of M to be the (2d)-state Markov chain
with transition matrix
Spi(M)
.
=
(
0 M
M † 0
)
,
where M † is the adjoint of M in ℓ2(pi).
We extend the S operator to all d × d real matrices via S (A) = ( 0 AA⊺ 0 ); this is the
self-adjoint dilation with respect to the classical inner product in Rd.
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Proposition 7.1. Let M be a d-state Markov chain with stationary distribution pi, then
Spi(M ) defined as in Definition 7.1 verifies the following properties:
(i). Spi(M ) is a (2d) × (2d) stochastic matrix.
(ii). The stationary distribution of Spi(M) is the concatenated and normalized vector
1
2
(
pi pi
)
.
(iii). Spi(M ) is periodic, hence not ergodic.
(iv). Spi(M ) is reversible.
Proof. Property (i) and (ii) are immediately deduced from the properties of M †. For (iii),
simply notice that for any k ∈ N,
Spi(M )
2k =
(
(MM †)k 0
0 (M †M)k
)
,
Spi(M )
2k+1 =
(
0 (MM †)kM
(M †M)kM † 0
)
.
To prove the reversibility property (iv) it suffices to verify with a direct computation that(
Dpi 0
0 Dpi
)
Spi(M) = Spi(M)
⊺
(
Dpi 0
0 Dpi
)
.
Remark 7.1. It is possible that M is irreducible, while Spi(M ) is not. Borrowing again the
example of [Montenegro and Tetali, 2006], the chain M =
( 0 1 0
0 0 1
1/2 0 1/2
)
is irreducible, while the
graph of Spi(M ) is not strongly connected.
The next lemma shows that the spectral gaps of the multiplicative and dilated reversibliza-
tions are related.
Lemma 7.1.
γ(Spi(M ))
(a)
≤ γ(M †M) (b)= γ(Spi(M ))(2 − γ(Spi(M)))
(c)
≤ 2γ(Spi(M ))
Proof. The proof is standard. Notice first that(
D
−1/2
pi 0
0 D
−1/2
pi
)(
0 M
M † 0
)(
D
1/2
pi 0
0 D
1/2
pi
)
=
(
0 L
L⊺ 0
)
, (7.1)
so that S (L) and Spi(M) are similar matrices, and hence have identical eigen-systems. Also
by similarity, γ(M †M) = γ(L⊺L). Denote by λ1, λ2, . . . , λd the eigenvalues of L⊺L, and by
µ1, µ2, . . . , µ2d the eigenvalues of S (L). The λi are all real and positive as was shown by Fill
[1991] (this simply follows from the fact that L⊺L is positive semi-definite hermitian), and so
without loss of generality we can choose 1 = λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0. Since Spi(M) is a
stochastic matrix, its eigenvalues µ1, . . . , µ2d can be chosen such that µ1 = 1 and |µi| ≤ 1,∀i ∈
[2d]. It is a direct consequence of
S (L)2 =
(
LL⊺ 0
0 L⊺L
)
that
det
(
S (L)2 − λI2d
)
= det (LL⊺ − λId)2 ,
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and the µi are exactly the ±λi. All the µi are therefore also real, and as a result
γ⋆(Spi(M)) = γ(Spi(M)) = 1− λ2,
which proves the equality at (b). Inequalities (a) and (c) are then follow from γ(Spi(M)) ∈
[0, 1].
The previous lemma then leads to a reformulation of the pseudo-spectral gap, as well as an
alternative way of bounding the mixing time of an ergodic chain from above and below.
Corollary 7.1. For
γSps
.
= max
k≥1
{
1
k
γ
(
Spi(M
k)
)}
, (7.2)
we have
γSps ≤ γps = max
k≥1
{
1
k
γ
(
Spi(M
k)
)(
2− γ
(
Spi(M
k)
))}
≤ 2γSps .
Combining Corollary 7.1 with Paulin [2015, Proposition 3.4], we have
1
4γSps
≤ tmix ≤ 1
γSps
(
ln
1
π⋆
+ 2 ln 2 + 1
)
.
We will additionally write for convenience
γSps[K]
.
= max
k∈[K]
{
1
k
γ
(
Spi(M
k)
)}
.
Remark 7.2. From (7.1), for any k ∈ N, S (Lk) and Spi(M k) are similar matrices, and we
can immediately rewrite
γSps = max
k≥1
{
1
k
γ
(
S (Lk)
)}
.
The resulting symmetry of the collection of matrices, as well as the requirement for computing
large eigenvalues in magnitude, then naturally invites Lanczos-type algorithms. In fact, from
the prior knowledge of the leading eigenvalues (±1) we can further simplify the computation by
analytical considerations. For example, we can instead compute
γSps = max
k≥1
{
1
k
ρ
(
S (Lk)−Π
)}
, with Π
.
=
√
2
(
0
√
pi
⊺√
pi√
pi
⊺√
pi 0
)
.
Indeed, for any k ∈ N, the concatenated vector (√pi√pi) (resp. (√pi(−√pi))) is a left eigenvector
of the symmetric matrix S (Lk) for eigenvalue 1 (resp. −1). The fact that
∥∥(√pi√pi)∥∥2
2
= 2
together with Hotelling deflation [Saad, 2011, p.91-92] and symmetry of the resulting operator
yields this particular result. More general Wieldant type deflations can be considered from the
knowledge of these left eigenvectors, a desirable goal being to yield the best possible condition
number for the next — third — eigenvalue to be computed. We refer the reader to Saad [2011,
Section 4.2.2] for more details.
An immediate consequence of (1.1) and (1.2) is that in the reversible case,
γ⋆
2 ln (4/π⋆)
≤ γps ≤ γ⋆
1− γ⋆
(
ln (1/π⋆) + 1
ln 2
+ 2
)
,
i.e. γps = Θ˜(γ⋆). Lemma 7.2 below establishes the stronger fact that for reversible Markov
chains, the absolute spectral gap and the pseudo-spectral gap are within a multiplicative factor
of 2; moreover, the pseudo-spectral gap has a closed form in terms of the absolute spectral gap,
and the generalized version of the dilated reversiblizations γSps is exactly γ⋆. This shows that
γSps is a more natural generalization of γ⋆ than γps.
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Lemma 7.2. For reversible M , we have
γ⋆ ≤ γps = γ⋆(2− γ⋆) ≤ 2γ⋆
γSps = γ⋆.
Proof. Reversibility implies M † =M , and so γps = maxk≥1
{
γ(M2k)
k
}
. Denoting by 1 = λ1 >
λ2 ≥ · · · ≥ λd the eigenvalues of M , we have that for all i ∈ [d] and k ≥ 1, λ2ki is an eigenvalue
for M2k, and furthermore λ2k⋆ with λ⋆ = max {λ2, |λd|} is necessarily the second largest. We
claim that
γps = max
k≥1
{
1− λ2k⋆
k
}
= 1− λ2⋆
— that is, the maximum is achieved at k = 1. Indeed, 1− λ2k⋆ = (1− λ2⋆)
(∑k−1
i=0 λ
2i
⋆
)
and the
latter sum is at most k since λ2⋆ < λ⋆ < 1. As a result, γps = 1−λ2⋆ = 1− (1− γ⋆)2 = γ⋆(2− γ⋆)
and also γ⋆ ≤ γps ≤ 2γ⋆. By a similar argument, and invoking Lemma 7.1, for a reversible
chain,
γSps = max
k≥1
1−
√
1− γ(M 2k)
k
 = maxk≥1
{
1− λk⋆
k
}
= γ⋆.
8 Proofs for point estimators (Section 5)
8.1 Minimum stationary probability
8.1.1 Proof of Theorem 5.1
Let (X1, . . . ,Xm) ∼ (M ,µ) be a d-state Markov chain, with pseudo-spectral gap γps and
stationary distribution pi minorized by π⋆. Our estimator for π⋆ is defined as the minimum of
the empirical stationary distribution, or more formally,
πˆ⋆
.
= min
i∈[d]
p̂i(i) =
1
m
min
i∈[d]
|{t ∈ [m] : Xt = i}| .
Without loss of generality, suppose that π⋆ = π1 ≤ π2 ≤ · · · ≤ πd (renumbering states if
needed). A Bernstein-type inequality [Paulin, 2015, Theorem 3.4], combined with Paulin [2015,
Theorem 3.10], yields that for all i ∈ [d] and t > 0,
Pµ (|π̂i − πi| ≥ t) ≤
√
2 ‖µ/pi‖2,pi exp
(
− t
2γpsm
16(1 + 1/(mγps))πi(1− πi) + 40t
)
.
Taking m > 1γps and putting
tm =
1
γpsm
ln
(
d
δ
√
2 ‖µ/pi‖2,pi
)
, t =
√
32πitm + 40tm,
yields (via a union bound) PM ,µ (‖p̂i − pi‖∞ ≥ t) ≤ δ. We claim that{∀i ∈ [d], |π̂i − πi| < √32πitm + 40tm} =⇒ |π̂⋆ − π⋆| < 8√tmπ⋆ + 136tm.
Indeed, Let i⋆ be such that π̂⋆ = π̂i⋆ , and suppose that ∀i ∈ [d] : |π̂i − πi| <
√
32πitm + 40tm.
Since π̂⋆ ≤ π̂1, we have
π̂⋆ − π⋆ ≤ π̂1 − π1 ≤
√
32π⋆tm + 40tm ≤ π⋆ + 48tm,
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where the last inequality follows from the AM-GM inequality. Furthermore, a ≤ b√a + c =⇒
a ≤ b2 + b√c+ c [Bousquet et al., 2004] and hence
πi⋆ ≤
√
32tm
√
πi⋆ + (π̂i⋆ + 40tm).
Thus,
πi⋆ ≤ 32tm + (π̂⋆ + 40tm) +
√
32tm
√
π̂⋆ + 40tm
= π̂⋆ + 72tm +
√
32tm(π̂⋆ + 40tm)
≤ π̂⋆ +
√
32tm(2π⋆ + 88tm) + 72tm
≤ π̂⋆ +
√
32 · 88t2m +
√
64tmπ⋆ + 72tm
= π̂⋆ + 16
√
11tm + 8
√
tmπ⋆ + 72tm ≤ π̂⋆ + 8
√
tmπ⋆ + 136tmm
and therefore,
π⋆ − π̂⋆ ≤ πi⋆ − π̂i⋆ ≤ 8
√
tmπ⋆ + 136tm,
whence
|π̂⋆ − π⋆| ≤ 8
√
tmπ⋆ + 136tm.
A direct computation shows that
m ≥ 16
2π⋆
γpsε2
ln
(
d
δ
√
2 ‖µ/pi‖2,pi
)
=⇒ 8√tmπ⋆ ≤ ε
2
and
m ≥ 2 · 136
γpsε
ln
(
d
δ
√
2 ‖µ/pi‖2,pi
)
=⇒ 136tm ≤ ε
2
,
so that for m ≥ 1γpsε ln
(
d
δ
√
2 ‖µ/pi‖2,pi
)
max
{
272, 256π⋆ε
}
, we have |πˆ⋆ − π⋆| < ε with probabil-
ity at least 1− δ. The theorem then follows by choosing the precision to be επ⋆.
8.1.2 Proof of Theorem 5.2
Recall that for (ν0,ν1) ∈ ∆2d such that ν0 ≪ ν1 we define the KL divergence between ν0 and
ν1 as,
DKL (ν0||ν1) .=
∑
i∈[d]
ν0(i) ln
ν0(i)
ν1(i)
.
We first prove the claim for absolute error in the regime 2ε < π⋆ < γps, and at the end obtain
the claimed result via an absolute-to-relative conversion. Consider a (d + 1)-state star-shaped
class of Markov chains with a single “hub” connected to “spoke” states, each of which can only
transition to itself and to the hub. Namely, we construct the family of (d + 1)-state Markov
chains for d ∈ N, d ≥ 4,
Sd = {Sα(D) : 0 < α < 1,D = (p1, . . . , pd) ∈ ∆d} ,
where
Sα(D) =
 α (1−α)p1 ··· (1−α)pdα 1−α ... 0... ... . . . ...
α 0 ... 1−α
 .
Notice that pi(D) = (α, (1 − α)p1, . . . , (1− α)pd) is a stationary distribution for Sα(D), that
Sα(D) is reversible and that the spectrum of Sα(D) consists of λ0 = 1, λα = 1 − α (of
multiplicity d − 1), and λd = 0. Thus, the absolute spectral gap is γ⋆(Sα(D)) = α, and the
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pseudo-spectral gap γps = O(α), by Lemma 7.2. We apply Le Cam’s two-point method as
follows. Take D and Dε in ∆d defined as follows,
D:=
(
β, β,
1− 2β
d− 2 , . . . ,
1− 2β
d− 2
)
Dε:=
(
β + 2ε, β − 2ε, 1− 2β
d− 2 , . . . ,
1− 2β
d− 2
)
,
with 2ε < β < 1/d. For readability, we will abbreviate in this section
Sα:=Sα(D),pi:=pi(D),Sα,ε:=Sα(Dε),piε:=pi(Dε),
P (·) :=PSα,π (·) ,Pε (·) :=PSα,ε,πε (·) .
Consider the two stationary Markov chains (Sα, π) and (Sα,ε, πε) for α > β. First notice that∣∣∣∣ min
i∈[d+1]
πε(i) − min
i∈[d+1]
π(i)
∣∣∣∣ = 2ε.
We now exhibit a tensorization property of the KL divergence between trajectories of length m
sampled from the two chains. Let Xm1 ∼ (Sα, π) and Y m1 ∼ (Sα,ε, πε). From the definition of
the KL divergence and the Markov property,
DKL (Y
m
1 ||Xm1 ) =
∑
(z1,...,zm)∈[d]m
Pε (Y
m
1 = z
m
1 ) ln
(
Pε (Y
m
1 = z
m
1 )
P (Xm1 = z
m
1 )
)
=
∑
(z1,...,zm−1)∈[d]m−1
Pε
(
Y m−11 = z
m−1
1
)
ln
(
Pε
(
Y m−11 = z
m−1
1
)
P
(
Xm−11 = z
m−1
1
) )
︸ ︷︷ ︸
DKL(Y m−11 ||Xm−11 )
·
∑
zm∈[d]
Sα,ε(zm−1, zm)︸ ︷︷ ︸
=1
+
∑
zm−21 ∈[d]m−2
Pε
(
Y m−21 = z
m−2
1
) ∑
zm−1∈[d]
Sα,ε(zm−2, zm−1)
{
∑
zm∈[d]
Sα,ε(zm−1, zm) ln
(
Sα,ε(zm−1, zm)
Sα(zm−1, zm)
)
︸ ︷︷ ︸
=1{zm−1=1}DKL(Dε||D)
}
.
Now by the structural property of the chains of the class, we have Sα,ε(zm−2, 1) = α for
zm−2 ∈ [d], and hence
DKL (Y
m
1 ||Xm1 ) = DKL
(
Y m−11
∣∣∣∣Xm−11 )+ αDKL (Dε||D)
·
∑
zm−21 ∈[d]m−2
Pε
(
Y m−21 = z
m−2
1
)
︸ ︷︷ ︸
=1
,
whence DKL (Y
m
1 ||Xm1 ) = mαDKL (Dε||D) follows by induction and stationarity.
It remains to compute the KL divergence between the two distributions,
DKL (Dε||D) = (β + 2ε) ln
(
1 +
2ε
β
)
+ (β − 2ε) ln
(
1− 2ε
β
)
≤ 8ε
2
β
.
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Denote by Md,γps,π⋆ the collection of all d-state Markov chains whose stationary distribution is
minorized by π⋆ and whose pseudo-spectral gap is at least γps, and define the minimax risk as
Rm = inf
πˆ⋆
sup
M∈Md,γps ,π⋆
PM (|πˆ⋆ − π⋆| > ε) ,
then from the KL divergence version of Le Cam’s theorem [Tsybakov, 2009, Chapter 2],
Rm ≥ 1
4
exp (−DKL (Y m1 ||Xm1 )) ≥
1
4
exp
(
−8αε
2m
β
)
≥ 1
4
exp
(
−8γpsε
2m
π⋆
)
.
Hence, for m ≤ π⋆ ln (
1
4δ )
8γpsε2
, we have Rm ≥ δ, and so m = Ω
(
π⋆ ln ( 1δ )
γpsε2
)
= Ω˜
(
π⋆
γpsε2
)
is a
lower bound for the problem, in the γps > π⋆ regime, up to absolute error. When taking the
accuracy to be επ⋆ instead, the previous bound becomes Ω˜
(
1
γpsπ⋆ε2
)
, and the fact that the proof
exclusively makes use of a reversible family confirms that the upper bound derived in Hsu et al.
[2019] is minimax optimal up to a logarithmic a factor, in the parameters π⋆, γps and ε.
8.2 Pseudo-spectral gap
8.2.1 Proof of Theorem 5.3
In this section, we construct and analyze a point estimator for the pseudo-spectral gap.
Definition of estimator and relevant random quantities For a Markov chain
X1, . . . Xm ∼ (M ,µ), for any k ∈ N we can define the k-skipped Markov chain,
X1,X1+k,X1+2k, . . . ,X1+⌊(m−1)/k⌋k ∼ (Mk,µ),
For two states i and j, and a skipping rate k, we define the number of visits to state i to be
N
(k)
i
.
=
⌊(m−1)/k⌋∑
t=1
1
{
X1+k(t−1) = i
}
, (8.1)
and the number of transitions from i to j to be
N
(k)
ij
.
=
⌊(m−1)/k⌋∑
t=1
1
{
X1+k(t−1) = i,X1+kt = j
}
, (8.2)
We will also use the shorthand notations
N (k)max
.
= max
i∈[d]
N
(k)
i , N
(k)
min
.
= min
i∈[d]
N
(k)
i , (8.3)
and for k = 1, we will omit superscripts and simply write Ni, Nij , Nmax, Nmin. Instead of γps,
we will estimate γSps , whose definition we recall from (7.2):
γSps
.
= max
k≥1
{
1
k
γ(Spi(M
k))
}
.
For K ∈ N, we denote by γ̂S
ps[K] the empirical estimator for γ
S
ps :
γ̂Sps[K]
.
= max
k∈[K]
{
1
k
S
p̂i(k)
(
M̂
(k)
)}
,
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where
M̂
(k)
(i, j)
.
=
N
(k)
ij
N
(k)
i
and p̂i(k)(i)
.
=
N
(k)
i
m− 1 ,
are the natural counting estimators based on k-skipped chains. Additionally, we introduce
L̂
(k)
= (D̂
(k)
pi )
1/2M̂
(k)
(D̂
(k)
pi )
−1/2, and will later show that the event min(k,i)∈[K]×[d]N
(k)
i > 0
occurs with high probability for our sampling regime, in which case the above quantities will
be well-defined, making smoothing unnecessary.
Reduction to a chain started from its stationary distribution From Paulin [2015,
Theorem 3.10], we can quantify the price of a non-stationary start,
Pµ
(∣∣∣γ̂Sps[K] − γSps ∣∣∣ > ε) ≤√2 ‖µ/pi‖2,piPpi (∣∣∣γ̂Sps[K] − γSps ∣∣∣ > ε)1/2 ,
with ‖µ/pi‖2,pi defined at (4.1), and henceforth consider the case where the chain is started
from pi.
Reduction to a maximum over a finite number of estimators For all K ∈ N, we have∣∣∣γ̂Sps[K] − γSps ∣∣∣ (i)≤ 1K + ∣∣∣γ̂Sps[K] − γSps[K]∣∣∣
(ii)
≤ 1
K
+ max
k∈[K]
{
1
k
∣∣∣∣γ(Sp̂i(k) (M̂ (k)))− γ (Spi (Mk))∣∣∣∣}
(iii)
=
1
K
+ max
k∈[K]
{
1
k
∣∣∣λ2 (S (L̂(k)))− λ2 (S (Lk))∣∣∣}
(iv)
≤ 1
K
+ max
k∈[K]
{
1
k
∥∥∥S (L̂(k))−S (Lk)∥∥∥
2
}
(v)
=
1
K
+ max
k∈[K]
{
1
k
∥∥∥L̂(k) −Lk∥∥∥
2
}
.
Inequality (i) is a consequence of Markov kernels having a unit spectral radius, (ii) is entailed by
sub-additivity of the ‖·‖∞ norm in RK , (iii) is by matrix similarity, (iv) is Weyl’s inequality for
symmetric matrices, and for (v), it suffices to notice that for any real matrix A, S (A)⊺S (A)
is a block diagonal matrix.
Putting things together We set K = ⌈ε/2⌉ to bound the approximation error. The next
lemma quantifies the necessary trajectory length to learn the matrix L. While Hsu et al. [2019]
leverage reversibility on multiple occasions for proving a similar claim, we show that this as-
sumption is unnecessary, hence the result holds more generally for ergodic chains.
Lemma 8.1. Let X1, . . . ,Xm ∼ (M ,pi) an ergodic Markov chain started from its stationary
distribution, let the associated matrix L defined in (4.3), and let 0 < ε, δ < 1. For the plug-
in estimator L̂(i, j)
.
= NiNj M̂ (i, j), and for m ≥
tmix
π⋆ε2
polylog(π−1⋆ , γ−1ps , ε−1, δ−1), it holds —
regardless of reversibility — that
∥∥∥L̂−L∥∥∥
2
≤ ε, with probability at least 1− δ.
Invoking Lemma 8.1 for each k-skipped chain, for m ≥ O˜
(
tmix
π⋆k2ε2
)
with high-probability,∥∥∥L̂(k) −Lk∥∥∥
2
≤ εk. An application of the union bound finishes proving the following interme-
diary theorem.
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Theorem 8.1 (Pseudo-spectral gap estimation upper bound (absolute error)). Let (M ,µ) be
a d-state ergodic Markov chain with minimal stationary probability π⋆ and pseudo-spectral gap
γps. There exists a universal constant C < ∞ and an estimator γ̂ps for γps which, for all
0 < ε, δ < 1, satisfies the following. If γ̂ps receives as input a sequence X1, . . . ,Xm ∼ (M ,µ)
of length at least
m =
C
π⋆ε2γps
ln
1
π⋆εδ
,
then |γ̂ps − γps| < ε holds with probability at least 1− δ.
Recovering relative accuracy of the estimator To achieve relative accuracy, the approx-
imation error incurred by only exploring a finite prefix of the integers would have to be of the
order of 1γpsε , which is unknown a priori. A solution is to choose K : [d]
m → N adaptively based
on the sample, and to decompose the error:∣∣∣γ̂Sps[K] − γSps ∣∣∣ ≤ ∣∣∣γ̂Sps[K] − γ̂Sps⌈3/(εγps)⌉∣∣∣
+
∣∣∣γ̂Sps⌈3/(εγps)⌉ − γSps⌈3/(εγps)⌉∣∣∣
+
∣∣∣γSps⌈3/(εγps)⌉ − γSps ∣∣∣ .
Immediately for the third summand,
∣∣∣γSps⌈3/(εγps)⌉ − γSps ∣∣∣ ≤ εγps3 . The second term is handled with
Theorem 8.1 at precision Θ(εγps) and confidence level 1−Θ(δ). Finally, settingK .= ⌈ 3
√
Nmin/ε⌉,
Ppi
(∣∣∣γ̂Sps[K] − γ̂Sps⌈3/(εγps)⌉∣∣∣ > εγps3 ) ≤ Ppi
(
K <
3
εγps
)
,
and for m ≥ 54
γ3psπ⋆ε
2 ,
Ppi
(
K <
3
εγps
)
≤ Ppi
(
|πˆ⋆ − π⋆| > 1
2
π⋆
)
.
The theorem then follows from Theorem 5.1 and an application of the union bound.
8.2.2 Proof of Lemma 8.1
The proof uses a strategy similar to that of Hsu et al. [2019], although being arguably of a
simpler nature. In particular, we show that the reversibility assumption is unnecessary for the
claim to hold. The first step is a blocking argument, while the second part relies on a matrix
version of Bernstein’s inequality, reproduced below.
Theorem 8.2 (Matrix Bernstein [Tropp et al., 2015, Theorem 6.1.1]). Let Z1, . . . ,Zn be a
sequence of independent random d × d matrices. Suppose that for any t ∈ [n], E [Zt] = 0, and
‖Zt‖2 ≤ R. Let S =
∑n
t=1Zt and write
σ2
.
= max
{∥∥∥∥∥E
[
n∑
t=1
ZtZ
⊺
t
]∥∥∥∥∥
2
,
∥∥∥∥∥E
[
n∑
t=1
Z
⊺
tZt
]∥∥∥∥∥
2
}
.
Then for any ε > 0,
P (‖S‖2 ≥ ε) ≤ 2d exp
(
− ε
2/2
σ2 +Rε/3
)
.
16
Reduction to decoupled blocks We start the proof with the following decomposition,
L̂−L = EQ + Epi,1L̂+ L̂Epi,2 − Epi,1L̂Epi,2
where EQ .=D−1/2pi
(
Q̂−Q
)
D
−1/2
pi ,
Epi,1 .= I −D1/2pi D̂−1/2pi , Epi,2 .= I − D̂
1/2
pi D
−1/2
pi
(8.4)
with Q̂(i, j) =
Nij
m−1 the normalized matrix of transition counts. From the Perron-Frobenius
theorem, ‖L̂‖2 = 1, as
√
p̂i is an eigenvector associated to eigenvalue 1 for (L̂)⊺L̂. This allows
us to upper bound the spectral norm,∥∥∥L̂−L∥∥∥
2
≤ ‖EQ‖2 + ‖Epi‖2 (2 + ‖Epi‖2) , (8.5)
where we use the shorthand ‖Epi‖2
.
= max
{‖Epi,1‖2 , ‖Epi,2‖2}. From Theorem 5.1, and
[Hsu et al., 2019, Section 6.3], for m ≥ Cπ⋆γps ln dπ⋆δ ,
‖Epi‖2 ≤ ε/6 (8.6)
for some universal C < ∞. It remains to control the spectral norm of EQ. From the simple
observation that Epi [EQ] = 0, we are left with the task of bounding the fluctuations of the matrix
EQ around its mean in spectral norm, when the chain is started from its stationary distribution.
Let ξ ∈ (0, 1/2), B ∈ N, and suppose for simplicity of the analysis thatm = 2B(tmix(ξ)+1)+1 (a
simple argument extends the proof beyond this case). We partition the trajectory X1, . . . ,Xm
into 2B blocks of size tmix(ξ) + 1 ,
X [1],X [2], . . . ,X [2B].
Denote for b ∈ [B],
Q̂
[2b−1] .
=
1
m− 1
(2b−1)(tmix(ξ)+1)∑
t=(2b−2)(tmix(ξ)+1)+1
eXt
⊺eXt+1 ,
Q̂
[2b] .
=
1
m− 1
2b(tmix(ξ)+1)∑
t=(2b−1)(tmix(ξ)+1)+1
eXt
⊺eXt+1 ,
where for i ∈ [d], ei ∈ Rd is the row vector such that ei(j) = 1 {i = j}. We further decompose
EQ as,
EQ =
B∑
b=1
E [2b]Q +
B∑
b=1
E [2b−1]Q (8.7)
with E [2b]Q
.
=D
−1/2
pi
(
Q̂
[2b] − 12BQ
)
D
−1/2
pi , and E [2b−1]Q is similarly defined. From a union bound
argument and symmetry of expressions we shall focus on the deviation for the first summand
in (8.7). It is a consequence of the definition of total variation, the Markov property and the
definition of tmix(ξ) that
Ppi
(∥∥∥∥∥
B∑
b=1
E [2b]Q
∥∥∥∥∥
2
> ε/4
)
≤ Ppi
(∥∥∥∥∥
B−1∑
b=1
E [2b]Q + E˜ [2B]Q
∥∥∥∥∥
2
> ε/4
)
+ ξ
where E˜ [2B]Q is computed assuming the chain has restarted from its stationary distributions.
Repeating this argument B − 1 times,
Ppi
(∥∥∥∥∥
B∑
b=1
E [2b]Q
∥∥∥∥∥
2
> ε/4
)
≤ Ppi
(∥∥∥∥∥
B∑
b=1
E˜ [2B]Q
∥∥∥∥∥
2
> ε/4
)
+ (B − 1)ξ
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Remark 8.1. This decoupling result can be alternatively obtained either in terms of the mixing
β(t) [Bradley et al., 2005] coefficients, either from an inductive application of Berbee’s lemma
Berbee [1979], or as in Hsu et al. [2019] by invoking Yu [1994, Corollary 2.7]. Since for a
homogeneous Markov chain, the coefficients can be expressed [Mcdonald et al., 2011] as
β(t) =
∑
i∈Ω
pi(i)
∥∥M t(i, ·) − pi∥∥
TV
,
the claim follows directly from the definition of tmix(ξ), without assuming reversibility.
Application of Theorem 8.2 From sub-additivity of the spectral norm,∥∥∥E [2b]Q ∥∥∥
2
≤ 1
π⋆
∥∥∥Q[2b]∥∥∥
2
+
1
2B
‖L‖2 ≤
tmix(ξ) + 1
m− 1
(
1
π⋆
+ 1
)
.
We now control the variance term for a given b ∈ [B]. A direct computation yields
Epi
[
E [2b]Q
(
E [2b]Q
)
⊺
]
= Epi
[
D
−1/2
pi Q̂
[2b]
D
−1/2
pi
(
D
−1/2
pi Q̂
[2b]
D
−1/2
pi
)⊺]
− 1
(2B)2
LL⊺.
From the Courant-Fisher theorem, let u ∈ Rd such that ‖u‖2 = 1, then
(m− 1)2
∥∥∥∥Epi [D−1/2pi Q̂[2b]D−1/2pi (D−1/2pi Q̂[2b]D−1/2pi )⊺]∥∥∥∥
2
= (m− 1)2uEpi
[
D
−1/2
pi Q̂
[2b]
D
−1/2
pi
(
D
−1/2
pi Q̂
[2b]
D
−1/2
pi
)⊺]
u⊺
=
2b(tmix(ξ)+1)∑
r,s=(2b−1)(tmix(ξ)+1)+1
Epi
[
uD
−1/2
pi e
⊺
Xr
eXr+1D
−1/2
pi D
−1/2
pi e
⊺
Xs+1
eXsD
−1/2
pi u
⊺
]
.
As in Hsu et al. [2019], from Cauchy-Schwartz and AM-GM inequalities,
uD
−1/2
pi e
⊺
Xr
eXr+1D
−1/2
pi D
−1/2
pi e
⊺
Xs+1
eXsD
−1/2
pi u
⊺
≤ 1
2
uD
−1/2
pi e
⊺
Xr
eXr+1D
−1/2
pi D
−1/2
pi e
⊺
Xr+1
eXrD
−1/2
pi u
⊺
+
1
2
uD
−1/2
pi e
⊺
Xs
eXs+1D
−1/2
pi D
−1/2
pi e
⊺
Xs+1
eXsD
−1/2
pi u
⊺.
We compute,
Epi
[
D
−1/2
pi e
⊺
Xt
eXt+1D
−1/2
pi D
−1/2
pi e
⊺
Xt+1
eXtD
−1/2
pi
]
= Epi
 ∑
(i,j,k)∈[d]3
1 {Xt = i}1 {Xt+1 = k}1 {Xt+1 = k}1 {Xt = j}
pi(k)
√
pi(i)pi(j)
ei
⊺ej

=
∑
i∈[d]
∑
k∈[d]
M(i, k)
pi(k)
ei
⊺ei,
where ∥∥∥∥∥
B∑
b=1
Epi
[
E [2b]Q
(
E [2b]Q
)
⊺
]∥∥∥∥∥
2
≤ (tmix(ξ) + 1)
2(m− 1)
4
∥∥∥∥∥∥
∑
i∈[d]
∑
k∈[d]
M (i, k)
pi(k)
ei
⊺ei
∥∥∥∥∥∥
2
+ 1
 .
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By a very similar derivation,∥∥∥∥∥
B∑
b=1
Epi
[(
E [2b]Q
)
⊺
E [2b]Q
]∥∥∥∥∥
2
≤ (tmix(ξ) + 1)
2(m− 1)
4
∥∥∥∥∥∥
∑
i∈[d]
∑
k∈[d]
M (k, i)
pi(i)
ei
⊺ei
∥∥∥∥∥∥
2
+ 1
 .
From definition of pi — and in particular regardless of reversibility —∑
k∈[d]
M(i, k)
pi(k)
≤ 1
π⋆
,
∑
k∈[d]
M(k, i)
pi(i)
≤ 1
π⋆pi(i)
∑
k∈[d]
pi(k)M (k, i) =
1
π⋆
,
and so, the spectral norm of this diagonal matrix is at most σ2 ≤ (tmix(ξ)+1)2(m−1)
(
4
π⋆
+ 1
)
. From
Theorem 8.2, for m ≥ C tmix(ξ)
π⋆ε2
ln dδ , ∥∥∥∥∥
B∑
b=1
E˜ [2B]Q
∥∥∥∥∥
2
≤ ε/4 (8.8)
with probability 1 − Θ(δ). Setting ξ = Θ(δtmix/m), for m ≥ C tmixπ⋆ε2 ln
d
δ ln
m
tmixδ
, a combination
of (8.5), (8.6), (8.7) and (8.8) yields the lemma.
8.2.3 Proof of Theorem 5.4
Preliminaries For (ν0,ν1) ∈ ∆2d, we define the Hellinger distance,
H2(ν0,ν1)
.
=
1
2
∑
i∈[d]
(√
ν0(i) −
√
ν1(i)
)2
.
Kazakos [1978] proposed an efficient method for recursively computing the Hellinger distance
H2(X ,Y ) between two trajectories X = (X1, . . . ,Xm),Y = (Y1, . . . , Ym) of length m sampled
respectively from two Markov chains (M 0,µ0) and (M 1,µ1) in terms of the entry-wise geo-
metric mean of their transition matrices and initial distributions, which we reproduce in the
following lemma.
Lemma 8.2 (Kazakos, 1978). Let (M 0,µ0) and (M 1,µ1) two d-state Markov chains, and
define
[µ0,µ1]√
.
=
[√
µ0(i)µ1(i)
]
i∈[d]
,
and
[M0,M1]√
.
=
[√
M0(i, j)M 1(i, j)
]
(i,j)∈[d]2
.
Then for X = (X1, . . . ,Xm),Y = (Y1, . . . , Ym) two trajectories of length m sampled respectively
from two (M 0,µ0) and (M 1,µ1), it holds that
1−H2(X,Y ) = [µ0,µ1]√ ·
(
[M0,M 1]√
)m
· 1⊺.
19
Constructing a class of Markov chains For 0 < α < 18 , consider the following family of
symmetric stochastic matrices of size d ≥ 4:
M (α) =

1− α αd−1 · · · · · · αd−1
α
d−1 1/2− αd−1 12(d−2) · · · 12(d−2)
... 12(d−2)
. . . 1
2(d−2)
...
...
...
α
d−1
1
2(d−2)
1
2(d−2) · · · 1/2 − αd−1

.
Being doubly-stochastic, all the chains described by this family are symmetric, reversible, and
have pi = (1/d) · 1 as their stationary distribution. The eigenvalues of M (α) are given by
λ1 = 1, λα,1 = 1− dd−1α, λα,2 = 1−
(
d−1
2(d−2) +
α
d−1
)
. Note that λα,1 > λα,2 whenever α <
d−1
2(d−2) ,
and so α < 14 =⇒ γ(M(α)) = dd−1α. Notice that although the constructed chains are not
lazy, we still have λα,1 > 0 and λα,2 > 0, so that γ⋆(M(α)) = γ(M (α)) and is (by Lemma 7.2)
within a factor of 2 of γps(M (α)). Let u = (1, 0, . . . , 0) and v =
1√
d−1(0, 1, . . . , 1) and put
p =
√
α0α1
d− 1 , q =
1
2(d − 2) , r =
√
(1− α0)(1− α1),
s =
√(
1/2 − α0
d− 1
)(
1/2− α1
d− 1
)
.
We proceed to compute
[M(α0),M (α1)]√ =

r p · · · · · · p
p s q · · · q
... q
. . . q
...
...
...
p q q · · · s

= (r − s+ q)u⊺u+ p
√
d− 1(u⊺v + v⊺u)
+ (d− 1)qv⊺v + (s− q)I.
So, [M(α0),M (α1)]√ − (s − q)I has rank ≤ 2 and its operator restriction to the subspace
span {u,v} has a matrix representation
R =
(
r − s+ q p√d− 1
p
√
d− 1 (d− 1)q
)
.
For d ≥ 4, R is entry-wise positive since r − s+ q > 0. Thus,
ρ
.
= ρ
(
[M(α0),M (α1)]√
)
= s− q + ρR,
with
ρR
.
= max
Tr(R)2 +
√
Tr2(R)
4
− |R|, Tr(R)
2
−
√
Tr2(R)
4
− |R|
 ,
so that
ρ = s− q +
(r − s+ dq) +
√
[r − s− (d− 2)q]2 + 4(d − 1)p2
2
=
(r + s+ 1/2) +
√
(r − s− 1/2)2 + 4α0α1d−1
2
.
(8.9)
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Lemma 8.6 shows that, for d ≥ 4, 0 < α < 1/8, 0 < ε < 1/2, and α0 = α(1 − ε), α1 = α(1 + ε),
we have
ρ ≥ 1− 6 αε
2
d− 1 .
From Lemma 8.2, for two transition matrices M (α0),M (α1), with respective initial distribu-
tions µ(α0),µ(α1), let uα0,α1 the left eigenvector such that uα0,α1 [M0,M 1]√ = uα0,α1ρ, from
the Perron-Frobenius theorem, the entries of uα0,α1 are positive, hence taking
µ(α0) = µ(α1) =
uα0,α1
‖uα0,α1‖2
,
with X ∼ (M (α0),µ(α0)) and Y ∼ (M(α1),µ(α1)),
1−H2 (X,Y ) = [µ(α0),µ(α1)]√ ·
(
[M0,M 1]√
)m
· 1⊺
= ρm
uα0,α1
‖uα0,α1‖2
· 1⊺ = ρm.
Putting it all together The minimax risk for the problem of estimating the pseudo-spectral
gap is defined as
Rm .= inf
γ̂ps
sup
(M ,µ)
PM ,µ (|γ̂ps − γps| > ε) ,
where the inf is taken over all measurable functions γ̂ps : (X1, . . . ,Xm) → (0, 1), and the sup
over the setMd,γps,π⋆ of d-state Markov chains whose stationary distribution is minorized by π⋆,
and of pseudo-spectral gap at least γps, together along the set of all possible initial distributions
µ ∈ ∆d. Using Le Cam’s two point method [Tsybakov, 2009, Chapter 2], for
X ∼
(
M(α0),
uα0,α1
‖uα0,α1‖2
)
,Y ∼
(
M(α1),
uα0,α1
‖uα0,α1‖2
)
Rm ≥ 1
2
(
1−
√
H2 (X,Y )
)
≥ 1
2
(
1−
√
1− ρm
)
≥ ρ
m
4
≥
exp
(
m ln
(
1− 6ε2αd
))
4
≥
exp
(
−9mε2αd
)
4
,
where the last inequality holds because 6ε
2α
d ≤ 3/8 and ln(1 − t) ≥ −32t, t ∈
(
0, 12
)
. Thus, for
δ < 14 , a sample of size at least m = Ω
(
d
ε2α
ln
(
1
δ
))
is necessary to achieve a confidence of 1− δ.
Lemma 8.3. For d ≥ 4, 0 < α0, α1 < 1/4, and s =
√(
1/2− α0d−1
)(
1/2 − α1d−1
)
, we have
1
2
(
1− α0 + α1
d− 1 − 2
(
α0 − α1
d− 1
)2)
≤ s ≤ 1
2
(
1− α0 + α1
d− 1
)
.
Proof. We begin by showing that s ≤ 12
(
1− α0+α1d−1
)
. By the AM-GM inequality, 4α0α1 ≤
(α0 + α1)
2, whence(√
1− 2α0
d− 1
√
1− 2α1
d− 1
)2
= 1− 2(α0 + α1)
d− 1 +
4α0α1
(d− 1)2
≤ 1− 2(α0 + α1)
d− 1 +
(
α0 + α1
d− 1
)2
=
(
1− α0 + α1
d− 1
)2
,
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which, together with α0+α1d−1 ≤ 1, proves the upper bound. For the lower bound, observe that(
1− α0 + α1
d− 1 − 2
(
α0 − α1
d− 1
)2)2
=
(√
1− 2α0
d− 1
√
1− 2α1
d− 1
)2
+
(
α0 − α1
d− 1
)2 [4(α0 + α1)
d− 1 +
4(α0 − α1)2
(d− 1)2 − 3
]
.
Now for d ≥ 4, 0 < α0, α1 < 1/4, we have 4(α0+α1)d−1 + 4
(
α0−α1
d−1
)2
< 3 and the lemma is
proved.
Lemma 8.4. For d ≥ 4, 0 < α < 1/8, 0 < ε < 1/2 and α0 = α(1 − ε), α1 = α(1 + ε), r =√
(1− α0)(1 − α1), we have√
(r − 1)2 + 4α0α1 + (α0 + α1)(r − 1)
d− 1 +
α0α1
(d− 1)2
≥ (1− r) +
[
4α0α1
1− r −
3
2
(α0 + α1)
]
1
d− 1 .
(8.10)
Proof. Squaring (8.10), the claim will follow immediately from
2(α0 + α1)(1− r) + α0α1
d− 1 ≥
(
4α0α1
1− r −
3
2
(α0 + α1)
)2 1
d− 1 + 4α0α1.
Fix α0, α1 and define for t ∈ (0,+∞),
ϕ(t) = 2(α0 + α1)(1 − r)− 4α0α1 + t
[
α0α1 −
(
4α0α1
1− r −
3
2
(α0 + α1)
)2]
.
The sign of dϕ(t)dt is the same as that of α0α1 −
(
4α0α1
1−r − 32 (α0 + α1)
)2
. Since ε < 12 , it is
straightforward to verify that 4(1−ε)(1+ε)−3 ≤
√
(1 + ε)(1 − ε). Additionally, r2 = 1−2α+
α2(1+ ε)(1− ε) ≤ (1− α)2, so that 11−r ≤ 1α , and 4(1−ε)(1+ε)α1−r − 3 ≤
√
(1 + ε)(1 − ε). Squaring
this inequality yields, for our range of parameters, dϕ(t)dt ≥ 0, and so ϕ is minimized at t = 0,
and ϕ(t) ≥ ϕ(0) = 2(α0 + α1)(1− r)− 4α0α1.
By the AM-GM inequality,
√
α0α1 ≤ α0+α12 =⇒ (1 − α0)(1 − α1) ≤
(
1− α0+α12
)2
, and so
r ≤ 1 − α0+α12 , and another application of AM-GM yields 1 − r ≥ 2 α0α1α0+α1 . We conclude that
ϕ(0) ≥ 0, which proves the claim.
Lemma 8.5. For d ≥ 4, 0 < α < 1/8, 0 < ε < 1/2 and α0 = α(1 − ε), α1 = α(1 + ε), r =√
(1− α0)(1 − α1), we have
α0 + α1 − 2α0α1
1− r ≤ 4ε
2α.
Proof. Observe that α(αε2 + 2) ≤ 1 holds for our assumed range of parameters, which implies
2(1− α)− ε2α2 ≥ 1, and further
(1− α− α2ε2)2 = (1− α)2 − α2ε2[2(1 − α)− ε2α2] ≤ (1− α)2 − α2ε2 = r2.
As a consequence, 11−r ≥ 1α(1+αε2) ≥ 1−αε
2
α , and
α0 + α1 − 2α0α1
1− r ≤ 2α − 2α(1 + ε)(1 − ε)(1 − αε
2)
= 2αε2(1 + α− αε2) ≤ 4αε2.
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Lemma 8.6. For d ≥ 4, 0 < α < 1/8, 0 < ε < 1/2 ρ as defined in (8.9), and α0 = α(1−ε), α1 =
α(1 + ε), r =
√
(1− α0)(1− α1), we have
ρ ≥ 1−
[
(α0 + α1)− 2α0α1
1− r
]
1
d− 1 −
1
2
(
α0 − α1
d− 1
)2
≥ 1− 6 αε
2
d− 1 .
Proof.
2ρ = (r + s+ 1/2) +
(
(r − 1/2)2 + s2 − 2(r − 1/2)s + 4α0α1
d− 1
)1/2
≥ (r + s+ 1/2) +
(
(r − 1/2)2 +
(
1/2 − α0
d− 1
)(
1/2− α1
d− 1
)
− 2(r − 1/2)
(
1− α0 + α1
d− 1
)
+
4α0α1
d− 1
)1/2
= (r + s+ 1/2) +
(
(r − 1)2 + 4α0α1 + (α0 + α1)(r − 1)
d− 1 +
α0α1
(d− 1)2
)1/2
,
where the inequality is due to Lemma 8.3. Invoking Lemmas 8.3, and 8.4, we have
2ρ ≥ r + 1
2
(
1− α0 + α1
d− 1 − 2
(
α0 − α1
d− 1
)2)
+
1/2 + (1− r) +
[
4α0α1
1− r −
3
2
(α0 + α1)
]
1
d− 1 ,
ρ ≥ 1−
[
(α0 + α1)− 2α0α1
1− r
]
1
d− 1 −
1
2
(
α0 − α1
d− 1
)2
.
Finally, Lemma 8.5 implies a lower bound on ρ:
ρ ≥ 1− 4 αε
2
d− 1 − 4
α2ε2
2(d − 1)2 ≥ 1− 6
αε2
d− 1 .
9 Analysis of the empirical procedure
We now perform a complete analysis of the empirical procedure described as Algorithm 1, which
enables us to construct fully empirical confidence intervals for γps and π⋆. Section 9.1 defines
the procedure formally, and states the exact expression of the confidence intervals, which are
subsequently proven is Section 9.2. In Section 9.3 we state and prove a set of auxiliary tools
we required along the way, and that may be of independent interest. Finally, in Section 9.4 we
perform a computational complexity analysis of the algorithm.
9.1 Definition of the empirical procedure and statement of the empirical
confidence intervals
We estimate the quantity γSps as a proxy for γps. For k ∈ N, define the plug-in estimator for
the spectral gap of the dilated reversiblization of the α-smoothed empirical transition matrix
constructed from X
(k)
t ,
γ̂Sk,α(X1, . . . ,Xm)
.
= γ
(
S
p̂i(k,α)
(
M̂
(k,α)
))
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with
M̂
(k,α)
(i, j)
.
=
N
(k)
ij + α
N
(k)
i + dα
, p̂i(k,α)(i)
.
=
N
(k)
i + dα
⌊(m− 1)/k⌋ + d2α,
L̂
(k,α)
(i, j)
.
=
√
p̂i(k,α)(i)
p̂i(k,α)(j)
M̂
(k,α)
(i, j), D̂
(k,α)
pi
.
= diag
(
p̂i(k,α)
)
,
where N
(k)
i , N
(k)
ij are defined in (8.1, 8.2). Notice that p̂i
(k,α) requires more aggressive smoothing
than for the transition matrix in order to ensure stationarity, and has an easily computable form,
which is an improvement over Hsu et al. [2019], where the empirical stationary distribution is
computed by solving a linear system. The overall estimator for γSps is then chosen to be,
γ̂Sps (K,α)
.
= max
k∈[K]
{
γ̂Sk,α
k
}
.
We construct fully empirical confidence intervals whose non-asymptotic form is described in the
next theorem.
Theorem 9.1. Let C ≤ 48 be a universal constant and define
L{δ,m} .= inf {t > 0 : (1 + ⌈ln(2m/t)⌉+) (d+ 1)e−t ≤ δ} .
Then L{δ,m} = O (ln (d lnmδ )) and with probability at least 1− δ,
∣∣∣γ̂Sps (K,α) − γSps ∣∣∣ ≤ 1K + maxk∈[K]
{
1
k
(
aˆ(k,α) + 2cˆ(k,α) +
(
cˆ(k,α)
)2)}
,∣∣∣πˆ(α)⋆ − π⋆∣∣∣ ≤ bˆ(1,α),
where

aˆ(k,α) =
√
dN
(k)
max+dα
N
(k)
min+dα
dˆ(k,α)
bˆ(k,α) = C
γps
(
M̂
(k,α)
) ln
(
2
√
2(⌊(m−1)/k⌋+d2α)
N
(k)
min+dα
)
dˆ(k,α)
cˆ(k,α) = 12 max
⋃
i∈[d]

bˆ(k,α)
N
(k)
i + dα
⌊(m− 1)/k⌋ + d2α
,
bˆ(k,α)[
N
(k)
i + dα
⌊(m− 1)/k⌋ + d2α− bˆ
(k,α)
]
+

dˆ(k,α) = 4L{δ/(4dK), ⌊(m− 1)/k⌋}
√
d
N
(k)
min+dα
+ 2αd
N
(k)
min+dα
.
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In the reversible case,∣∣∣γ̂(α)⋆ − γ⋆∣∣∣ ≤ aˆ(α) + 2cˆ(α) + (cˆ(α))2∣∣∣πˆ(α)⋆ − π⋆∣∣∣ ≤ bˆ(α),
where

aˆ(α) =
√
dNmax+dαNmin+dα dˆ
(α)
bˆ(α) = C
γ̂
(α)
⋆
ln
(
2
√
2(m−1+d2α)
Nmin+dα
)
dˆ(α)
cˆ(α) = 12 max
⋃
i∈[d]

bˆ(α)
Ni + dα
m− 1 + d2α
,
bˆ(α)[
Ni + dα
m− 1 + d2α− bˆ
(α)
]
+

dˆ(α) = 4L{δ/d,m − 1}
√
d
Nmin+dα
+ 2αdNmin+dα
.
9.2 Proofs for Theorem 9.1 and Theorem 6.1
9.2.1 Fully empirical confidence intervals
We begin by deriving confidence intervals in the general case, and further deduce corresponding
simplified intervals when assuming reversibility.
General setting We begin with a reduction very similar to the one employed in Section 8.2.1.
From the definition of γ̂Sps (K,α) in (9.1), it follows that for all K ∈ N, we have∣∣∣γ̂Sps (K,α) − γSps ∣∣∣ ≤ 1K + maxk∈[K]
{
1
k
∥∥∥L̂(k,α) −Lk∥∥∥
2
}
.
We employ a decomposition, which may be instructively compared to that in (8.4),
L̂
(k,α) −Lk = E(k,α)M + E(k,α)pi,1 Lk +LkE(k,α)pi,2 + E(k,α)pi,1 LkE(k,α)pi,2 ,
with
E(k,α)M
.
=
(
D̂
(k,α)
pi
)1/2(
M̂
(k,α) −Mk
)(
D̂
(k,α)
pi
)−1/2
,
E(k,α)pi,1
.
=
(
D̂
(k,α)
pi
)1/2
D
−1/2
pi − I,
E(k,α)pi,2 .=D1/2pi
(
D̂
(k,α)
pi
)−1/2
− I.
and M̂
(k,α)
, D̂
(k,α)
pi are the α-smoothed estimators for M
k and Dpi constructed from the k-
skipped sample path X
(k)
t . Then,∣∣∣γ̂Sps (K,α) − γSps ∣∣∣ ≤ 1K + maxk∈[K]
{
1
k
(∥∥∥E(k,α)M ∥∥∥
2
+
∥∥∥E(k,α)pi ∥∥∥
2
(
2 +
∥∥∥E(k,α)pi ∥∥∥
2
))}
,
where
∥∥∥E(k,α)pi ∥∥∥
2
.
= max
{∥∥∥E(k,α)pi,1 ∥∥∥
2
,
∥∥∥E(k,α)pi,2 ∥∥∥
2
}
.
We now bound the two quantities
∥∥∥E(k,α)pi ∥∥∥
2
and
∥∥∥E(k,α)M ∥∥∥
2
independently in the subsequent
Lemmas 9.1 and 9.2.
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Lemma 9.1. With probability at least 1− δ4K , we have
∥∥∥E(k,α)pi ∥∥∥
2
≤ cˆ(k,α), where
cˆ(k,α)
.
=
1
2
max
⋃
i∈[d]
 bˆ
(k,α)
p̂i(k,α)(i)
,
bˆ(k,α)[
p̂i(k,α)(i)− bˆ(k,α)
]
+
 ,
bˆ(k,α)
.
=
C
γSps
(
M̂
(k,α)
) ln(2√2(⌊(m− 1)/k⌋ + d2α)
N
(k)
min + dα
)
dˆ(k,α),
dˆ(k,α)
.
= 4L{δ/(4Kd), ⌊(m− 1)/k⌋}
√
d
N
(k)
min + dα
+
2αd
N
(k)
min + dα
,
and C ≤ 48.
Proof. We show in Lemma 9.3 that∥∥∥p̂i(k,α) − pi∥∥∥
∞
≤
48
γSps
(
M̂
(k,α)
) ln(2√2(⌊(m− 1)/k⌋ + d2α)
N
(k)
min + dα
)∥∥∥∥M̂ (k,α) −Mk∥∥∥∥
∞
,
From the triangle inequality and since
∥∥(1/d) · 1−Mk(i, ·)∥∥
1
≤ 2,∥∥∥∥M̂ (k,α)(i, ·) −Mk(i, ·)∥∥∥∥
1
≤ N
(k)
i
N
(k)
i + dα
∥∥∥∥M̂ (k)(i, ·) −Mk(i, ·)∥∥∥∥
1
+
2αd
N
(k)
i + dα
.
It then follows via Lemma 9.4 that
∥∥∥p̂i(k,α) − pi∥∥∥
∞
≤ bˆ(k,α) with probability at least 1 − δ4K .
Finally, by Hsu et al. [2019, Lemma 8.6],
∥∥∥p̂i(k,α) − pi∥∥∥
∞
≤ bˆ(k,α) =⇒
∥∥∥E(k,α)pi ∥∥∥
2
≤ cˆ(k,α).
Lemma 9.2. With probability at least 1− δ4K , we have
∥∥∥E(k,α)M ∥∥∥
2
≤ aˆ(k,α), where
aˆ(k,α)
.
=
√
d
N
(k)
max + dα
N
(k)
min + dα
dˆ(k,α),
and dˆ(k,α) is defined as in Lemma 9.1.
Proof. By sub-multiplicativity of the spectral norm, Ho¨lder’s inequality and norm properties of
diagonal matrices, we have∥∥∥E(k,α)M ∥∥∥
2
≤ N
(k)
max + dα
⌊(m− 1)/k⌋ + d2α
√
d
∥∥∥∥M̂ (k,α) −M k∥∥∥∥
∞
⌊(m− 1)/k⌋ + d2α
N
(k)
min + dα
,
and the claim holds from Lemma 9.4.
Reversible setting Turning to the simpler reversible case, consider the α-smoothed version
of the estimator 12
(
M̂
†
+ M̂
)
, where the (i, j)th entry is
Nij+Nji
2Ni
. Reversibility allows us to
apply Weyl’s inequality as in Hsu et al. [2015]:∣∣∣∣λi(12 (M̂ † + M̂)
)
− λi (M)
∣∣∣∣ ≤ ∥∥∥L̂−L∥∥∥2 , i ∈ [d].
The interval widths can now be deduced from Corollary 9.2 and Corollary 9.3.
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9.2.2 Asymptotic interval widths
General setting For (M ,µ) ergodic, (M k,µ) is also ergodic for any k ∈ N. Recall that the
estimators M̂
(k,α)
and p̂i(k) are constructed from the k-skipped chain (M k,µ). From the ergodic
theorem (SLLN, see for example Levin et al. [2009, Theorem C.1]), ∀i ∈ [d], p̂i(k)(i) a.s.→ pi(i),
and ∀(i, j) ∈ [d]2,M̂ (k,α) a.s.→ Mk(i, j). Since the minimum of a finite collection of continuous
functions is continuous, the continuous mapping theorem implies that
N
(k)
min
⌈(m− 1)/k⌉ = mini∈[d]
{
p̂i(k)(i)
}
a.s.→ min
i∈[d]
{pi(i)} = π⋆.
As a consequence, there exists a c1 ∈ R+ such that
√
m
ln lnm
dˆ(k,α)
a.s.→ c1
√
dk
π⋆
.
Similarly, N
(k)
max
⌈(m−1)/k⌉
a.s.→ maxi∈[d] pi(i), and by a continuity argument, there exists c2 ∈ R+ such
that √
m
ln lnm
aˆ(k,α)
a.s.→ c2dβ(M )
√
k
π⋆
.
Furthermore, as eigenvalues are continuous function of the entries of a matrix, and the maximum
of a finite set of continuous functions is continuous, γSps
(
M̂
(k,α)
)
a.s.→ γSps
(
M k
)
. This entails
that there exists (c3, c4) ∈ R2+ such that
√
m
ln lnm
bˆ(k,α)
a.s.→ c3 1
γSps
(
Mk
)√dk
π⋆
ln
1
π⋆
,
√
m
ln lnm
cˆ(k,α)
a.s.→ c4 1
γSps
(
M k
)√dk
π
3/2
⋆
ln
1
π⋆
.
Therefore, there exists IγSps : Md → R+ and c5 ∈ R+ such that
√
m
ln lnm
(∣∣∣γ̂Sps (K,α) − γSps ∣∣∣− 1K
)
a.s.→ IγSps (M )
with
IγSps (M ) ≤ maxk∈[K]
{
1
k
(
c2dβ(M )
√
k
π⋆
+ c5
1
γSps
(
M k
)√dk
π
3/2
⋆
ln
1
π⋆
)}
= c2dβ(M )
√
1
π⋆
+ c5
1
γSps (M )
√
d
π
3/2
⋆
ln
1
π⋆
,
where the equality follows from the fact that by definition of the dilated pseudo-spectral gap
γSps (M
k) ≥ kγSps (M ). This finishes proving the claimed intervals.
Reversible setting From similar arguments, there are constants c6, c7, c8 ∈ R+ such that
√
m
ln lnm
aˆ(α)
a.s.→ c6β(pi)d√
π⋆
,
√
m
ln lnm
bˆ(α)
a.s.→ c7 1
γ⋆
√
d
π⋆
ln
(
1
π⋆
)
,
√
m
ln lnm
cˆ(α)
a.s.→ c8
√
d
γ⋆π
3/2
⋆
ln
(
1
π⋆
)
,
and the claim easily follows.
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Remark 9.1. Let us compare the intervals obtained in Hsu et al. [2019, Theorem 4.1] for the
reversible case with ours. For estimating π⋆, we obtain an improvement of a factor of O˜
(√
d
)
,
and for γps, we witness a similar improvement when tmix = Ω
(√
d
)
— i.e., in the case where the
chain is not rapidly mixing. When comparing to Hsu et al. [2019, Theorem 4.2], which intersects
the point-estimate intervals with the empirical ones, our results are asymptotically equivalent.
However, this is a somewhat misleading comparison, since the aforementioned intersection,
being asymptotic in nature, is oblivious to the rate decay of the empirical intervals.
9.3 Auxiliary results
The technical results of this section are at the core of three different improvements. First,
to extend the perturbation results of Hsu et al. [2015] to the non-reversible setting, second,
to improve the width of their confidence intervals for π⋆ roughly by a factor O˜(
√
d) in the
reversible case through the use of a vector-valued martingale technique, and third, to reduce
the computation cost of their intervals from O(d3) to O˜(d2), by showing that we can trade the
computation of a pseudo-inverse with the already computed estimator for the absolute spectral
gap.
Extend perturbation bound to non-reversible chains Cho and Meyer [2001, Section 3.3]
proved the perturbation bound
‖p̂i − pi‖∞ ≤ κˆ
∥∥∥M̂ −M∥∥∥
∞
with κˆ
.
=
1
2
max
j∈[d]
{
Â
#
j,j −min
i∈[d]
{
Â
#
i,j
}} (9.1)
and Â
#
is the empirical (Drazin) group inverse of M̂ [Meyer, 1975]. The confidence intervals of
Hsu et al. [2019] are constructed from this coefficient κˆ. However, computing κˆ, which reduces to
matrix inversion [Meyer, 1975, Theorem 5.2] is an expensive task, and we now show a substitute
for this quantity.
Lemma 9.3 (Perturbation bound for stationary distribution of ergodic Markov chain). LetM1
(resp. M2) be an ergodic Markov chain with stationary distribution pi1 (resp. pi2) minorized
by π⋆(M1) (resp. π⋆(M2)) and dilated pseudo-spectral gap γ
S
ps (M1) (resp. γ
S
ps (M 2)). Then
‖pi1 − pi2‖∞ ≤
C
max
{
γSps (M1), γ
S
ps (M 2)
}L1,2 ‖M1 −M2‖∞ ,
where
L1,2 .= ln
(
2
√
2
max {π⋆(M 1), π⋆(M 2)}
)
and C ≤ 48.
Proof. The proof follows a similar argument as to the one at [Hsu et al., 2019, Lemma 8.9]
except that Paulin [2015, Theorem 3.4], valid for non-reversible Markov chains, is used in-
stead of Levin et al. [2009, Chapter 12]. Cho and Meyer [2001, Section 3.3] have shown that
‖pi1 − pi2‖∞ ≤ κ1 ‖M1 −M2‖∞, where κ1 = 12 maxj∈[d] {πj maxi 6=j EM1,δi [τj]}, δi is the distri-
bution whose support consists of state i, and τj is the first time state j is visited by the Markov
chain. We proceed by upper bounding EM1,δi [τj ]. We have, for (m, i, j) ∈ N× [d]2, that
PM1,δi (τj > m) = PM1,δi (Nj = 0) ≤ PM1,δi (|Nj − πjm| > πjm) .
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Further, since ‖δi/pi1‖22,pi1 = 1pi1(i) for m ≥ 48pi1(j)γps(M1) ln
(
2
√
2
pi1(i)
)
(Paulin [2015, Theo-
rem 3.4]), it follows that PM1,δi (τj > m) ≤ 12 . Hence,
EM1,δi [τj] =
∑
ℓ≥0
PM1,δi (τj > ℓ)
=
∑
0≤ℓ<m
PM1,δi (τj > ℓ) +
∑
k≥1
∑
km≤ℓ<(k+1)m
PM1,δi (τj > ℓ)
≤ m+
∑
k≥1
∑
km≤ℓ<(k+1)m
PM1,δi (τj > km) .
By the Markov property, PM1,δi (τj > m) ≤ 1/2 =⇒ PM1,δi (τj > km) ≤ 2−k, k ≥ 1, and so
EM1,δi [τj] ≤ m+m
∑
k≥1
2−k = m+m
2−1 − limk→∞ 2−k
1− 1/2 = 2m,
which completes the proof.
Empirical confidence rates for learning a Markov transition matrix We now report
a matrix version of Freedman’s inequality, from which we will next deduce Corollary 9.1.
Theorem 9.2 (Rectangular Matrix Freedman, Tropp [2011, Corollary 1.3]). Consider a matrix
martingale {Xt : t = 0, 1, 2, . . .} whose values are matrices with dimension d1 × d2, and let
{Y t : t = 1, 2, 3, . . .} be the difference sequence. Assume that the difference sequence is uniformly
bounded with respect to the spectral norm: there is an R > 0 such that
‖Y t‖2 ≤ R almost surely for t = 1, 2, . . . .
Define two predictable quadratic variation processes for this martingale:
W col,m
.
=
m∑
t=1
Et−1 [Y tY
⊺
t ] and W row,m
.
=
m∑
t=1
Et−1 [Y
⊺
tY t] for m = 1, 2, 3, . . .
and write ‖Σm‖2 = max
{‖W col,m‖2 , ‖W row,m‖2}. Then, for all ε ≥ 0 and σ2 > 0,
P
(
max
m≥0
∥∥∥∥∥
m∑
t=1
Y t
∥∥∥∥∥
2
> ε and ‖Σm‖2 ≤ σ2
)
≤ (d1 + d2) exp
(
− ε
2/2
σ2 +Rε/3
)
.
The following corollary is a natural extension of a similar result of Hsu et al. [2015] to
matrix-valued martingales.
Corollary 9.1 (to Theorem 9.2). Consider a matrix martingale difference sequence
{Y t : t = 1, 2, 3, . . .} with dimensions d1×d2, such that ‖Y t‖2 ≤ 1 almost surely for t = 1, 2, . . . .
Then with ‖Σm‖2 as defined in Theorem 9.2, for all ε ≥ 0 and σ2 > 0,
P
(∥∥∥∥∥
m∑
t=1
Y t
∥∥∥∥∥
2
>
√
2 ‖Σm‖2 L{δ,m} +
5
3
L{δ,m}
)
≤ δ,
where
L{δ,m} .= inf {t > 0 : (1 + ⌈ln(2m/t)⌉+) (d1 + d2)e−t ≤ δ}
= O
(
ln
(
(d1 + d2) lnm
δ
))
.
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Proof. Let m ∈ N. From properties of the spectral norm (sub-additivity, sub-multiplicativity,
invariance under transpose), an application of Jensen’s inequality, and ‖Y t‖2 ≤ 1, we have
‖W col,k‖2 =
∥∥∥∥∥
k∑
t=1
Et−1 [Y tY
⊺
t ]
∥∥∥∥∥
2
≤
k∑
t=1
Et−1‖Y tY ⊺t ‖2 =
k∑
t=1
Et−1‖Y t‖22 ≤ k,
and similarly ‖W row,k‖2 ≤ k, concluding that ‖Σk‖2 ≤ k. Let ε > 0 and σ > 0. Define σ2i
.
= e
iε
2
for i ∈ {0, 1, . . . , ⌈ln (2m/ε)⌉+}, and σ2−1 .= −∞. Observing that √2max {σ20, e ‖Σk‖2} ε ≤√
2 ‖Σk‖2 ε+ ε, we have
P
(
∃k ∈ [m],
∥∥∥∥∥
k∑
t=1
Y t
∥∥∥∥∥
2
>
√
2 ‖Σk‖2 ε+
5
3
ε
)
≤
⌈ln(2m/ε)⌉+∑
i=0
P
(
∃k ∈ [m],
∥∥∥∥∥
k∑
t=1
Y t
∥∥∥∥∥
2
>
√
2max
{
σ20, e ‖Σk‖2
}
ε
+
2
3
ε and ‖Σk‖2 ∈ (σ2i−1, σ2i ]
)
≤
⌈ln(2m/ε)⌉+∑
i=0
P
(
∃k ∈ [m],
∥∥∥∥∥
k∑
t=1
Y t
∥∥∥∥∥
2
>
√
2max
{
σ20, eσ
2
i−1
}
ε
+
2
3
ε and ‖Σk‖2 ∈ (σ2i−1, σ2i ]
)
≤
⌈ln(2m/ε)⌉+∑
i=0
P
(
∃k ∈ [m],
∥∥∥∥∥
k∑
t=1
Y t
∥∥∥∥∥
2
>
√
2σ2i ε
+
2
3
ε and ‖Σk‖2 ≤ σ2i
)
.
Applying Theorem 9.2 deviation size
√
2σ2i ε+
2
3ε yields
P
(
∃k ∈ [m],
∥∥∥∥∥
k∑
t=1
Y t
∥∥∥∥∥
2
>
√
2 ‖Σk‖2 ε+
5
3
ε
)
≤ (1 + ⌈ln(2m/ε)⌉+) (d1 + d2)e−ε,
which concludes the proof.
The following lemma gives an empirical high-confidence bound for the problem of learning
an unknown Markov chain M with respect to the ‖·‖∞ norm.
Lemma 9.4. Let X1, . . . ,Xm ∼ (M ,µ) a d-state Markov chain and M̂ defined as in Sec-
tion 8.2.1. Then, with probability at least 1− δ,∥∥∥M̂ −M∥∥∥
∞
≤ 4L{δ/d,m}
√
d
Nmin
,
where L{δ,m} = inf {t > 0 : (1 + ⌈ln(2m/t)⌉+) (d+ 1)e−t ≤ δ}, and Nmin is defined in (8.3).
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Proof. For a fixed i, define the row vector sequence Y by
Y 1 = 0, Y t =
1√
2
∑
j∈[d]
(1 {Xt−1 = i} (1 {Xt = j} −M (i, j))) ej, t > 1.
Notice that
∑m
t=1 Y t =
∑
j∈[d] (Nij −NiM(i, j)) ej , and from the Markov property Et−1 [Y t] =
0, so that Y t defines a vector valued martingale difference. Let W col,m,W row,m and ‖Σm‖2 be
as defined in Theorem 9.2. Computations in the proof of Theorem 1 in [Wolfer and Kontorovich,
2019a] show that ‖Σm‖2 ≤ Ni. Corollary 9.1 and an application of Ho¨lder’s inequality, yields,
for all i ∈ [d],
P
∥∥∥M̂(i, ·) −M(i, ·)∥∥∥
1
>
√
2dL{δ/d,m}
Ni
+
5L{δ/d,m}√d
3Ni

≤ P
(∥∥∥M̂(i, ·) −M(i, ·)∥∥∥
1
>
(√
2 ‖Σm‖2L{δ/d,m} +
5
3
L{δ/d,m}
) √
d
Ni
)
≤ P
(∥∥∥∥∥
m∑
t=1
Y t
∥∥∥∥∥
2
>
√
2 ‖Σm‖2L{δ/d,m} +
5
3
L{δ/d,m}
)
≤ δ
d
.
Finally, the observation that√
2dL{δ/d,m}
Nmin
+
5L{δ/d,m}√d
3Nmin
≤ 4τδ/d,m
√
d
Nmin
and a union bound complete the proof.
Remark 9.2. In the discrete distribution learning model Kearns et al. [1994], Waggoner [2015],
the minimax complexity for learning a [d]-supported distribution up to precision ε with high
confidence is of order m = Θ˜
(
d
ε2
)
, and so the bound in Lemma 9.4 is in a sense optimal,
and can be thought of as an empirical version of the bounds derived in Wolfer and Kontorovich
[2019a].
Simplify the perturbation bound for the stationary distribution in the reversible
case A bound is readily available from Lemma 9.3, but requires computation of the pseudo-
spectral gap of the empirical transition matrix (which is not necessarily reversible). In the
reversible case, we now show that a simpler perturbation result can be obtained.
Corollary 9.2 (to Lemma 9.4). Let X1, . . . ,Xm ∼M a d-state Markov chain and M̂
†
is such
that M̂
†
(i, j)
.
=
Nji
Ni
. Then, with probability at least 1− δ,
∥∥∥M̂ † −M †∥∥∥
∞
≤ 4L{δ/d,m}
√
d
Nmin
,
whereM † is the time reversal ofM , L{δ,m} is as in Lemma 9.4, and Nmin is defined in (8.3).
Proof. The proof follows the argument in Lemma 9.4 verbatim, with the only change that
one considers the time-reversed process instead. Let X1,X2, . . . ,Xm ∼ (M ,pi), and write for
t ∈ [m], X†t = Xm−t+1. Then it is a fact [Levin et al., 2009, Proposition 1.23] that
X†1 ,X
†
2 , . . . ,X
†
m ∼ (M †,pi),
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with M †(i, j) = pi(j)M (j, i)/pi(i). Define the random sequence of vectors,
Y
†
1 = 0,Y
†
t =
1√
2
∑
j∈[d]
(
1
{
X†t−1 = i
}
(1
{
X†t = j
}
−M †(i, j))
)
ej .
From the Markov property, Y †t defines a matrix martingale difference sequence. Mimicking the
proof of Lemma 9.4 yields the claim with probability at least 1− δ.
The next lemma provides a perturbation bound for the stationary distribution of a reversible
Markov chain in terms of the symmetrized estimator of the absolute spectral gap.
Corollary 9.3. Let X1, . . . ,Xm ∼M an ergodic reversible Markov chain with stationary dis-
tribution pi minorized by π⋆ and absolute-spectral gap γ⋆, and let M̂ , π̂ the normalized-count
estimators for M ,pi. Then
‖p̂i − pi‖∞ ≤
C
γ̂⋆
ln
(
2
√
2m
Nmin
)(∥∥∥M̂ −M∥∥∥
∞
+
∥∥∥M̂ † −M †∥∥∥
∞
)
,
where C ≤ 48, and γ̂⋆ .= γ⋆
(
1
2
(
M̂ + M̂
†))
, the absolute spectral gap of the additive reversib-
lization of M̂ .
Proof. As p̂i is also the stationary distribution of 12
(
M̂ + M̂
†)
we have the perturbation bound
‖p̂i − pi‖∞ ≤ κˆ
∥∥∥12 (M̂ + M̂ †)−M∥∥∥∞, where κˆ = κ( 12 (M̂ + M̂ †)) [defined at (9.1)]. By
reversibility of M and norm sub-additivity,
‖p̂i − pi‖∞ ≤ κˆ
1
2
(∥∥∥M̂ −M∥∥∥
∞
+
∥∥∥M̂ † −M †∥∥∥
∞
)
.
The proof is concluded by invoking Lemma 9.3 and Lemma 7.2.
9.4 Computational complexity
9.4.1 Reversible setting
The best current time complexity of multiplying (and inverting, and diagonalizing) d×dmatrices
is O(dω) where 2 ≤ ω ≤ 2.3728639 [Le Gall, 2014].
Time complexity In the reversible case, the time complexity of our algorithm is
O (m+ d2 + Cλ⋆), where Cλ⋆ is the complexity of computing the second largest-magnitude
eigenvalue of a symmetric matrix. For this task, we consider here the Lanczos algorithm.
Let λ1, . . . , λd be the eigenvalues of a symmetric real matrix ordered by magnitude, and denote
by λLANCZOS1 the algorithm’s approximation for λ1. Then, for a stochastic matrix, it is known
[Kaniel, 1966, Paige, 1971, Saad, 1980] that
|λ1 − λLANCZOS1 | ≤ CLANCZOSR−2(n−1),
where CLANCZOS a universal constant, n is the number of iterations (in practice often n ≪ d),
R = 1 + 2r + 2
√
r2 + r, and r = λ1−λ2λ2−λd . So in order to attain additive accuracy η, it suf-
fices iterate the method n ≥ 1 + 12
ln(Cη−1)
ln(R) = O
(
ln(η−1)
ln(R)
)
times. A single iteration in-
volves multiplying a vector by a matrix, incurring a cost of O (d2), and so the full complexity
of the Lanczos algorithm is O
(
m+ d2
ln(η−1)
ln(R)
)
. More refined complexity analyses may be
found in Kuczyn´ski and Woz´niakowski [1992], Arora et al. [2005]. The previous approach of
Hsu et al. [2019] involved computing the Drazin inverse via matrix inversion, incurring a cost
of O (m+ dω). Thus, our proposed computational method is faster over a non-trivial regime.
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Space complexity When estimating the absolute spectral gap of a reversible case, the space
complexity remains O (d2), as the full empirical transition matrix is being constructed.
9.4.2 Non-reversible setting
Time complexity For the non-reversible setting, usingK dilations instead of multiplications,
we still manage to keep a quadratic time complexity of O (K (m+ d2)).
Space complexity In the non-reversible case, O (K) matrices are being constructed, so that
the overall space complexity is O (Kd2).
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