Abstract: It was found that the non-perturbative corrections calculated using Pythia with the Perugia 2011 tune did not include the effect of the underlying event. The affected correction factors were recomputed using the Pythia 6.427 generator. These corrections are applied as baseline to the NLO pQCD calculations and thus the central values of the theoretical predictions have changed by a few percent with the new corrections. This has a minor impact on the agreement between the data and the theoretical predictions. Figures 2 and 6 to 13, and all the tables have been updated with the new values. A few sentences in the discussion in sections 5.2 and 9 were altered or removed.
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5 Theoretical predictions
Non-perturbative corrections to the NLO pQCD calculations
Non-perturbative corrections are applied to the parton-level cross-sections from the NLO pQCD calculations. The corrections are derived using LO MC generators complemented by an LL parton shower. The correction factors are calculated as the bin-by-bin ratio of the MC cross-sections obtained with and without modelling of hadronisation and the underlying event. The NLO pQCD calculations are then multiplied by these factors. The correction factors are evaluated using several generators and tunes: Pythia 6.427 using the AUET2B [1] and Perugia 2011 [2] tunes, Herwig++ 2.6.3 using the UE-EE-3 [3] tune, and Pythia 8.157 using the 4C [4] and AU2 [5] tunes. The CTEQ6L1 PDF set [6] is used except for the calculation with the Perugia 2011 tune, where the CTEQ5L PDF set is used. The baseline correction is taken from Pythia with the Perugia 2011 tune. The envelope of all correction factors is considered as a systematic uncertainty.
The correction factors are shown in figure 2 in representative rapidity bins for jets with R = 0.4 and R = 0.6, as a function of the jet p T . The baseline correction factors for R = 0.4 have a very weak dependence on jet p T and are typically 2% or less from unity. On the other hand the corrections for R = 0.6 are up to 6% at low p T . These differences between the two jet sizes result from the different interplay of hadronisation and underlying-event effects. In the high-rapidity region, the uncertainties are similar in size to those in the low-rapidity region at low p T , but do not decrease with the jet p T as rapidly as in the low-rapidity region.
Results
The double-differential inclusive jet cross-sections are shown in figures 6 and 7 for jets reconstructed using the anti-k t algorithm with R = 0.4 and R = 0.6, respectively. The measurement extends over jet transverse momenta from 100 GeV to 2 TeV in the rapidity region |y| < 3. The NLO pQCD predictions calculated with NLOJET++ using the -1 -
JHEP09(2015)141
[GeV] CT10 PDF set with corrections for non-perturbative effects and electroweak effects applied are compared to the measurement. The figures show that the NLO pQCD predictions reproduce the measured cross-sections, which range over eight orders of magnitude in the six rapidity bins.
The ratios of the NLO pQCD predictions to the measured cross-sections are presented in figures 8-11. The comparison is shown for the predictions using the NLO PDF sets CT10, MSTW 2008, NNPDF 2.1, HERAPDF1.5 and ABM 11 (n f = 5). The predictions are generally consistent with the measured cross-sections for jets with both radius parameter values, though the level of consistency varies among the predictions with the different PDF sets.
A quantitative comparison of the theoretical predictions to the measurement is performed using a frequentist method. The employed method is fully described in ref. [7] for the ATLAS dijet cross-section measurement. It uses a generalised definition of χ 2 which takes into account the asymmetry of the uncertainties. A large set of pseudo-experiments is generated by fluctuating the theoretical predictions according to the full set of experimental and theoretical uncertainties. The asymmetries and the correlations of these uncertainties are taken into account. The χ 2 value is computed between each pseudo-experimental data set and the theoretical predictions, and a χ 2 distribution is constructed. The observed χ 2 -3 -
y ranges P obs NLO PDF set:
2.0 ≤ |y| < 2.5 89% 82% 85% 25% 54%
2.5 ≤ |y| < 3.0 95% 92% 96% 83% 87% Table 1 . Observed p-values, P obs , evaluated for the NLO pQCD predictions with corrections for non-perturbative and electroweak effects, in comparison to the measured cross-section of antik t jets with R = 0.4. The values are given for the predictions using the NLO PDF sets of CT10, MSTW2008, NNPDF2.1, HERAPDF1.5 and ABM11, for each rapidity bin.
value, χ 2 obs , is calculated from the measured points and the theoretical prediction. The observed p-value, P obs , which is defined as the fractional area of the χ 2 distribution with χ 2 > χ 2 obs , is obtained. Tables 1 and 2 show the evaluated values of P obs for the NLO pQCD predictions with non-perturbative and electroweak corrections applied. The predictions generally show agreement with the measured cross-sections, with a few exceptions. The predictions using the ABM11 NLO PDF set fail to describe the measured cross-sections in the low-rapidity region but show good agreement in the high-rapidity region.
The comparisons of the Powheg predictions with the measurement for jets with R = 0.4 and R = 0.6 are shown in figures 12 and 13, respectively, as a function of the jet p T in bins of the jet rapidity. The NLO pQCD prediction with the CT10 PDF set is also shown. In general, the Powheg predictions are found to be in agreement with the measurement. In the high-rapidity region, the shape of the measured cross-section is very well reproduced by the Powheg predictions, while the predictions tend to be slightly smaller than the measurement for high p T in the low-rapidity region. As seen in previous measurements [8, 9] , the Perugia 2011 tune gives a consistently larger prediction than the AUET2B tune.
A Tables of the measured cross-sections
The measured inclusive jet cross-sections are shown in tables 3-8 and 9-14 for jets with R = 0.4 and R = 0.6, respectively. The correction factors for non-perturbative effects and electroweak effects, which are applied to the NLO pQCD predictions, are also shown in the same table.
The uncertainties due to the JES uncertainty are separated into four categories, insitu, pile-up, close-by and flavour. The in-situ category shows the uncertainties from the components of the JES uncertainty given by in-situ calibration techniques. These techniques are based on the transverse momentum balance between a jet and a well-calibrated reference object, such as the balance between a central jet and a forward jet in a dijet CT10 MSTW2008 NNPDF2.1 HERAPDF1.5 ABM11
2.5 ≤ |y| < 3.0 92% 99% 98% 80% 80% Table 2 . Observed p-values, P obs , evaluated for the NLO pQCD predictions with corrections for non-perturbative and electroweak effects, in comparison to the measured cross-section of antik t jets with R = 0.6. The values are given for the predictions using the NLO PDF sets of CT10, MSTW2008, NNPDF2.1, HERAPDF1.5 and ABM11, for each rapidity bin.
system, the balance between a jet and a Z boson or a photon, and the balance between a recoil system of jets and a photon or a high-p T jet. For jets with p T 1 TeV, where the techniques employing p T balance are limited by sample size, the uncertainty is estimated from a study of the calorimeter response to single hadrons. The pile-up category shows the uncertainties from the JES due to the subtraction of pile-up energy in the calibration. These uncertainties are evaluated from in-situ studies based on the N PV and µ values.
The close-by category shows the uncertainty from the JES due to the event topology, i.e. the presence of close-by jets. Finally, the flavour category shows the uncertainty from the JES due to the assumption of the fraction of jets originating from a quark or a gluon, which are likely to have different fragmentation. Further description can be found in ref. [10] . Due to improvements in the jet calibration technique in 2011, the correlation to the JES uncertainty in 2010 is not available. Figure 9 . Ratio of NLO pQCD predictions to the measured double-differential inclusive jet crosssection, shown as a function of the jet p T in bins of the jet rapidity, for anti-k t jets with R = 0.6. The predictions are calculated using NLOJET++ with different NLO PDF sets, namely CT10, MSTW2008 and NNPDF 2.1. Non-perturbative corrections and electroweak corrections are applied to the predictions. Their uncertainties are shown by the bands, including all the uncertainties discussed in section 5. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement. Theory / data Theory / data
Non-pert and Theory / data Theory / data Figure 12 . Ratio of predictions from Powheg to the measured double-differential inclusive jet cross-section, shown as a function of the jet p T in bins of jet rapidity, for anti-k t jets with R = 0.4. The figure also shows the NLO pQCD prediction using NLOJET++ with the CT10 NLO PDF set, corrected for non-perturbative effects and electroweak effects. The Powheg predictions use Pythia for the simulation of parton showers, hadronisation, and the underlying event with the AUET2B tune and the Perugia 2011 tune. Electroweak corrections are applied to the predictions. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement.
-10 - Theory / data Theory / data Figure 13 . Ratio of predictions from Powheg to the measured double-differential inclusive jet cross-section, shown as a function of the jet p T in bins of jet rapidity, for anti-k t jets with R = 0.6. The figure also shows the NLO pQCD prediction using NLOJET++ with the CT10 NLO PDF set, corrected for non-perturbative effects and electroweak effects. The Powheg predictions use Pythia for the simulation of parton showers, hadronisation, and the underlying event with the AUET2B tune and the Perugia 2011 tune. Electroweak corrections are applied to the predictions. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement. Table 3 . Measured double-differential inclusive jet cross-sections for jets with R = 0.4 in the rapidity bin |y| < 0.5. Here, σ is the measured double differential cross-section d 2 σ/dp T dy, averaged in each bin. All uncertainties are given in %. The variable δ data stat (δ MC stat ) is the statistical uncertainty from the data (MC simulation). The u components show the uncertainties due to the jet energy calibration from the in-situ, pile-up, close-by jet, and flavour components. The uncertainty due to the jet energy and angular resolution, the unfolding, the quality selection, and the integrated luminosity are also shown by the u components. While all columns are uncorrelated with each other, the in-situ, pile-up, and flavour uncertainties shown here are the sum in quadrature of multiple uncorrelated components. In the last three columns, the correction factors for non-perturbative effects (NPC) with their uncertainties (u NP ) and electroweak effects (EWC) are shown. Table 4 . Measured double-differential inclusive jet cross-sections for jets with R = 0.4 in the rapidity bin 0.5 ≤ |y| < 1.0. See caption of table 3 for details.
-13 - Table 5 . Measured double-differential inclusive jet cross-sections for jets with R = 0.4 in the rapidity bin 1.0 ≤ |y| < 1.5. See caption of table 3 for details.
-14 - Table 9 . Measured double-differential inclusive jet cross-sections for jets with R = 0.6 in the rapidity bin |y| < 0.5. Here, σ is the measured double differential cross-section d 2 σ/dp T dy, averaged in each bin. All uncertainties are given in %. The variable δ data stat (δ MC stat ) is the statistical uncertainty from the data (MC simulation). The u components show the uncertainties due to the jet energy calibration from the in-situ, pile-up, close-by jet, and flavour components. The uncertainty due to the jet energy and angular resolution, the unfolding, the quality selection, and the integrated luminosity are also shown by the u components. While all columns are uncorrelated with each other, the in-situ, pile-up, and flavour uncertainties shown here are the sum in quadrature of multiple uncorrelated components. In the last three columns, the correction factors for non-perturbative effects (NPC) with their uncertainties (u NP ) and electroweak effects (EWC) are shown.
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-17 - Table 10 . Measured double-differential inclusive jet cross-sections for jets with R = 0.6 in the rapidity bin 0.5 ≤ |y| < 1.0. See caption of table 9 for details.
-18 - Table 11 . Measured double-differential inclusive jet cross-sections for jets with R = 0.6 in the rapidity bin 1.0 ≤ |y| < 1.5. See caption of table 9 for details.
-19 - Table 14 . Measured double-differential inclusive jet cross-sections for jets with R = 0.6 in the rapidity bin 2.5 ≤ |y| < 3.0. See caption of table 9 for details.
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