Abstract. In this paper we discuss a proposition of various applications of new queueing models that have been developed within the CARM-NET project in nodes of the mesh network.
Introduction
The rapid and dynamic development of telecommunications services constantly presents new challenges to telecommunications networks and to wireless networks in particular. A popular opinion is that a reliable execution of many network services with the required values for the QoS parameters (such as delay or jitter) is difficult or even impossible in wireless networks. Just a few years ago any telecommunications engineer would have agreed with this opinion. Today, however, this situation has started changed dramatically due to recent advances in the field. Intense research work on the effective data transfer in wireless networks has produced a situation in which the current market offers a great number of solutions that, provided particular conditions are satisfied, can quite successfully compete with wired networks. A good example of the above is found in the current state of mobile networks that, from networks originally designed for voice transmission, have become broadband access networks [20] . One of the projects designed to develop and improve wireless networks is the CARMNET project [4] .
The main goal of the project is to provide a specification and implementations of solutions that would guarantee reliable service to traffic classes that are characterised by different QoS parameters, delay tolerance in particular, in wireless mesh networks [7, 14, 13] . One of the network architectures considered in the project (the fully-connected mesh network) is presented in Fig. 1 [7] .
In [10, 6] and [9] , the effectiveness of a number of different routing protocols in wireless networks within the context of the architectures considered in the CARMNET project is investigated. [8] and [18] [8, 18] , developed at the socalled microstate level [20] . The other model is an approximate model and is introduced to a queueing system at the so-called macrostate level [18] . Both models, unlike other models known from the literature of the subject (e.g., [3, 5, 2] ), make it possible to determine parameters for queues for each of serviced call classes. This paper presents the multiservice queueing system models developed within the CARMNET project and shows the applicability of these models in analysing and designing nodes for packet networks. The paper is structured as follows. Section 2 presents a review of the current state of knowledge on multirate models of queueing systems. In sub-subsections 2.2 and 2.3, the models of queueing systems with statedependent call service discipline developed within the CARMNET project are presented. Section 3 presents practical applications of these models in telecommunications environment and computer networks. Section 4 consolidates the conclusions.
2 Queueing models of systems with multi-rate traffic A brief review of the literature of the subject conducted at the onset of the CARMNET project revealed that there were two dominant approaches to the solution of the multiservice queueing system problem. The one involved the model based on Erlang C Formula [3, 5, 20] . The general concept behind this model is based on an approximation of a real queueing system by an equivalent system in which call classes that demand different bit rates are replaced by one class. The adoption is that demands of such a class are equal to demands of the class with the highest demands [5] . The capacity of thus defined equivalent system is equal to the quotient of the capacity of the real system and the bitrate of the class with the highest demands. The other approach involves the recurrence formula describing the occupancy distribution in the full-availability multiservice system with the so-called elastic traffic [19, 2, 12, 3] . This formula is a simple modification of the occupancy distribution in the multiservice full-availability system with losses [11, 15] . In the model [3, 2] , it is assumed that all streams of serviced traffic -in the case of the absence of free resources in the system -are compressed, which results in a lossless traffic service. Assuming thus a certain minimum level of compression it can be assumed that probabilities of states related to higher compression will determine the proba- 
Traffic in packet networks
Multiservice queueing systems models [8, 18] adopt that the packet stream of a given call can be represented by the constant bit rate that corresponds to the so-called equivalent bandwidth [16, 17] . Each traffic source generates a packet stream of class i, (0 ≤ i ≤ m) that can be described by the following parameters:
• λ i -intensity of calls of class i (i = 1, 2, . . . , m),
• c i -bit rate (equivalent bandwidth) of a call of class i,
• m -number of call classes offered to the system.
In the adopted notation, the packet stream is defined as a call, whereas the call stream, i.e. a stream of "packet streams" has the Poissonian nature [3] . A determination of the equivalent bandwidth required by calls of individual classes provides a possibility to perform the so-called bandwidth discretization [11] that is based on a determination of the allocation unit (AU) for the system under scrutiny. The allocation unit, also called BBU (Basic Bandwidth Unit) defines such a given minimum bit rate c AU that the bit rates of calls of all classes are multiple number of its value. Therefore, after [16, 17] we adopt:
and
The parameter t i in Formula (2) defines the number of allocation units that is necessary to admit a call of class i.
By denoting the bit rate of the system by C we can also express its capacity V in allocation units:
The expression of required resources by individual calls and capacities of the system in allocation units significantly simplifies the description of multiservice systems and reduces their analysis in its essence to the analysis of multiservice Markov processes [20] . We assume that the service stream of calls of class i in the system has an exponential character. The average service intensity is then related to the bit length and bit rate of a given call in the following way:
where:
• µ i -average call service intensity of class i,
• l i -average bit length of a call of class i.
By knowing the call stream intensity and service stream intensity we are in position to determine the average intensity a i of traffic of class i offered to the system:
Let us assume now that the allocation unit takes on the value 1bps, (or 1 kbps, 1 Mbps, etc.), depending on the bit rate units appropriate for the system under consideration, i.e.:
Let us note that with such a selection of allocation units certain parameters such as the capacity of the system and demands of particular calls (expressed in AU) take on identical values as bit rates of the system and particular calls: 
Taking into account (6) let us adopt the following notation:
The A i parameter is thus the traffic intensity for a bit stream of class i expressed in Erlangs. Due to the particular notation of Formula (9), this is conventionally traffic intensity expressed in bps. One should not forget, however, that such an approach is justified exclusively in the case of a selection of appropriate allocation unit, e.g. one that is equal to 1 bps.
Multiservice systems can be analysed at the so-called micro or macro states [20] . Microstate X is a state of the service process that is defined by the number of serviced calls, i.e. packet streams of individual classes in the system:
where x i is the number of calls of class i serviced in the system. Let us denote the set of all possible states X by symbol Ω:
Macrostate n is a state of the service process defined by the total number of busy allocation units in the system, regardless of the distribution of occupied units among particular call classes. The macrostate is then defined by all such microstates in which the total number of occupied AUs is equal to n:
2.2 Accurate model of the queueing system (Model I)
An accurate model of the queueing system with statedependent queue service discipline is proposed in [8] and [18] . The queue service discipline adopted in the model means that the number of allocated resources of the server to calls serviced in a given occupancy state depends on the distribution of this state between individual call classes, i.e. depends on the number of calls of individual classes in a given occupancy state. In this way, bit rates allocated to a given call class in the server changes along with a change in the state of the system, i.e. with the number of streams of particular classes:
where y i is the service intensity of calls of class i. The discussed model has been determined at the so-called microstate level in which the state of a service process (microstate) is defined by the number of calls of particular classes serviced in the system. Let us consider then, after [8, 18] a queueing system with a server with the capacity of C AUs and the queue with the capacity of U AUs.
According to this model the occupancy distribution of resources in the queueing system is determined on the basis of the following dependence:
where
• [p(X)] C+U -probability of the queueing system being in state X, defined by Formula (10), 
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• n X -number of AUs corresponding to state X, i.e.
• 1 i -one call of class i.
The service intensity of calls of class i in state X can be determined on the basis of following formula that would take into consideration possible states of the system:
It is proved in [18] that the model described by Equations (14)- (16) This means that call intensities are defined by the values of the parameters A 1 and A 2 , whereas intensities of service streams are defined by Formula (16). In the figure, the squares contain the values of service streams for these microstates in which some part of calls is in the queue.
Queue parameters
In a given microstate X the size of the queue q i (X) for calls of class i is determined as a difference between the total demanded resources x i (X), defined by the number of AUs occupied by all calls of class i in a given state X, and the resources allocated to service calls of class i in the server y i (X), determined by the service stream of class i in state X [18] . Consequently, the queue length in state X, expressed in AUs, can be determined on the basis of the following formula:
The average queue length for calls of class i, also expressed in AUs, is equal to:
where Ω Q(i) is a set of all such microstates X in which part of calls of class i is waiting for service in the queue:
The total average length of the queue for calls of all classes is the sum of lengths of queues of individual classes in the system is:
[18] also gives formulae to determine the average lengths of queues expressed in the number of waiting calls (packet streams) and waiting bits. Having determined the average lengths of queues it is possible to determine, on the basis of Little's theorem, average waiting times for service of streams of particular classes. The appropriate computational formulae are to be found in [8] and [18] .
The considered queuing system is a blocking system.
A call that cannot be placed in the queue due to a limited number of free allocation units will be rejected. The blocking probability of calls of class i is equal to:
where Ω E(i) is the set of all blocking states for calls of class i:
Approximate model (Model II)
In [18] , the occupancy distribution of the resources of the system is determined on the basis of the following dependence:
where [P (n)] C+U is the probability that the number of allocation units in the system that are occupied by calls (those that are serviced and in waiting) is equal to n. Note that the sum of the service streams in these states is equal to the capacity of the server (i.e., the bit rate of the server, C = 3 kbps), exactly as in the analysed system at the microstate level (Fig. 3) . The blocking probability of calls of class i is the sum of blocking states in the system and can be determined by the following formula:
Queue parameters
According to the model [18] , the starting point for the consideration of the parameters of queues at the macrostate level is Formula (17) that determines the size of the queue q i (X) for calls of class i in a given microstate X:
Therefore, the average queue of class i in macrostate n can be expressed by the following formula:
where Ω(n) is the set of all such microstates X that belong to the macrostate n, i.e., those that satisfy the condition (12).
The quotient in Formula (27) normalizes the probabilities of microstates against the macrostate Ω(n) to which these microstates belong. The quotient defines then the probability of the macrostate n that can be written in the following way:
Taking into account (28), Formula (27) can be transformed into the following form:
and, in consequence, can be written as follows:
where x i (n) and y i (n) define the average values of resources (expressed in AUs) that are occupied by calls of class i that are in the system in state n and are serviced in the system in state n:
Note that the values of the parameter y i (n) can be determined on the basis of Formula (24) that makes use of the occupancy distribution at the macrostate level.
The value x i (n) in the model [18] is approximated by the average value of the number of serviced AUs of class i in state n in the loss system (with zero buffer) and with the capacity C + U :
where 0 ≤ n ≤ C + U . In this system, the service stream for calls of class i, that approximates the average number of resources of class i in a queueing system is determined by the following formula:
The average length of queue for calls of class i can be determined, on the basis of Formula (30), in the following way:
The total queue length in macrostate n will be the sum of all queues in state n:
Formula (36) can be rewritten as follows:
The first sum in Formula (37) is equal to n because it defines the total number of AUs occupied in the system (server + queue) by calls of all classes in macrostate n.
The second sum defines, in turn, the total number of AUs serviced by the server in macrostate n. For n < C, the value of this parameter is equal to n. For n ≥ C, the value of this parameter is equal to C, because in these states the maximum number of serviced AUs is equal to C. We can, thus, write:
Eventually, the total average queue length (expressed in AUs) can be written in the following way:
As in the case of the accurate model, the average queue length in macrostate n can be expressed in the number of streams (calls) and the number of waiting bits of a given class. The appropriate equations are presented in [18] .
The average wating time for a stream of class i will be determined on the basis of Little's theorem:
The average waiting time in the queue of class i does not depend, exactly as at the microstate level, on units in which the queue is expressed [18] .
Examples of applications
In an evaluation of practical applications of the models of the queueing system with SDFIFO discipline presented in 
It should be stressed that the queueing system models 
