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Abstract
With the ever-increasing penetration level of renewable energy generation units
and the replacement of traditional synchronous generators, the issues associated with the
deteriorated performance of power system frequency regulation and potential grid
frequency instability become more significant. In this dissertation, the inertial control
algorithms are investigated and analyzed for power electronics converter in a renewable
energy generation unit. The concept and design of Virtual Synchronous Generator are
comprehensively discussed, such that the small-signal stability and frequency stability of
power systems with high renewable energy penetration level can be enhanced. Moreover,
both nonlinear dynamic model and small-signal linearization of Virtual Synchronous
Generator controlled inverter system are derived, and key system parameters are
identified. By imitating the mathematical model of a synchronous generator, some
undesirable features are inevitably introduced in Virtual Synchronous Generator control.
Therefore, the dynamic droop mechanism and Extremum Seeking based secondary
control are proposed and implemented for Virtual Synchronous Generator to improve its
stability margin as well as eliminating steady-state error after power system disturbances.
Furthermore, since relatively large time constant is introduced in the active power
loop of Virtual Synchronous Generator as system inertia, Virtual Synchronous Generator
control becomes unsuitable for the direct application on the Type IV wind power system.
The conflict between fast varying wind power input and slow dynamics of Virtual
ii

Synchronous Generator controlled inverter is further identified in this dissertation.
Aiming to address the compromised ability of Virtual Synchronous Generator with a
desirable inertial response to deal with fast-changing wind conditions, Virtual
Synchronous Generator with multiple virtual rotating masses is proposed in order to
improve the active power tracking performance as well as to boost inertial control of a
wind power generator. The performance of proposed inertial control is verified in the
modified 10MVA IEEE 14 bus power system. The assessment of the simulation results
provides a deep insight into different inertial control methods while demonstrating the
applicability of Virtual Synchronous Generator on wind power generation systems.
The power system oscillation damping function initially provided by synchronous
generators becomes unavailable with the increasing penetration level of renewable energy.
Therefore, it is crucial to enable the oscillation damping capability of a wind or solar
farm so that the stability and resiliency of a power system can be maintained. The power
domain impedance, an effective measurement-based approach for the analysis of power
system interarea oscillation, is investigated in this dissertation. Comparing to current
prevalent analysis approaches for interarea oscillation, the power domain impedance
method does not require model approximation or aggregation, where accurate system
oscillation modes can be described. Several case studies have been conducted in this
dissertation to validate the effectiveness of the power domain impedance approach to
analyze system interarea oscillation. Finally, the power domain impedance analysis is
carried out to design the oscillation damping controller for a 150MW wind farm.
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Chapter 1 Introduction
1.1 Background and Motivation
Due to environmental concerns, energy demand, and high renewable energy
integration targets, renewable energy has been experiencing a rapid and strong
development worldwide. Worldwide wind power capacity quickly expanded over the last
few decades, and it reached almost 360 GW by the end of 2014, obtaining nearly 29.5%
growth. Globally, nearly 75% new electricity capacity installed in 2019 was renewable
generation. Meanwhile, wind and solar power accounted for 90% of world’s newly
installed renewable generation capacity [1], [2]. On the other hand, as a result of massive
price declines, solar power is widely recognized as a cost competitive and reliable source
of energy [3]. By 2019, it is reported that solar surpassed wind in new installed capacity
[4]. The employment of battery energy storage system (BESS) provides several
advantages for power systems with high renewable penetration level, including storing
energy, power smoothing, load shedding, and system stability enhancing [5], [6], [176].
Nowadays, the scale and application scenarios of BESS become larger, and more diverse.
The emergence of hundred-megawatt BESS station plays a positive role in the large-scale
integration of renewable energy generation in terms of long-term safety and stable
operation of the power grid [174].
In fact, the majority of existing renewable energy generation units and BESS are
often considered as “irresponsible” to power system stability [7] as their power
1

electronics interfaces are often controlled as grid-following converters. The gridfollowing sources, including wind and solar power plants, only output maximum
available power to the grid. So, they are typically modeled as controllable current sources
and considered as negative loads. Meanwhile, inverter-based distributed generators (DG),
such as BESS, PV (Photovoltaic) generators, and variable speed wind generators, are
interfaced to AC network via power electronics converters to regulate their power
conversion [18], [19]. As a result, from the perspective of power system stability, the
negligible inertial potential from power electronics converters makes a power system
further suffer from high rate-of-change-of-frequency (ROCOF) and low frequency nadir
(FN), due to significantly reduced equivalent power system inertia. On the other hand,
from the perspective of power system transmission network, the participation of HVDC
(High Voltage Direct Current) decouples the rotating inertia from system generation side
to its load demand side [8]. Hence, the decreasing power system equivalent inertia with
high HVDC system penetration also leads to deteriorated frequency control performance
under system disturbances.
Figure 1.1 reports the power system frequency profile of United Kingdom’s grid
during system black-out on August 9th, 2019 [9]. At 4:52 pm, a lightning stroke on the
HVDC transmission tower that connecting Hornsea offshore wind farm and United
Kingdom island. Such incident tripped off Hornsea offshore wind farm and steam
turbines in Barford power plant, successively, which resulted 737MW and 244MW loss
of power, respectively, within half of a second. As a measure to restore power system
frequency, the under-frequency load shedding scheme was enabled, and about 5% of the
total load of United Kingdom is lost. In this black-out incidence, more than 1 million
2

people were affected and over 1500 trains got delayed. The most direct cause of this
incidence is the reduced power system inertia such that the UK grid becomes more
susceptible and vulnerable to load disturbance or generator tripping.

Figure 1.1 UK grid frequency profile during August 2019 blackout [9].
As for the conventional control characteristics of a grid-following converter, no
grid support functions such as frequency regulation, inertial support, and voltage support
that previously provided by synchronous generators (SG) [10]-[14] is performed. With
the continuously increase of penetration level of renewable energy, replacement of SG, as
well as integration of HVDC transmission, such features of grid-following sources could
result power systems further fragile to system disturbances and even incapable of
maintaining system stability [8]. Meanwhile, more low inertia grids will emerge. As a
result, higher ROCOF incidents and lower frequency nadirs may be observed more often,
and the under/over frequency relay can be easily tripped which causes more extensive
power outages, system separations, and blackouts [16], [17].
3

Therefore, the objective of this research is to provide fundamental understanding
about the frequency regulation and system stability enhancement of low inertia power
system. Advanced controller design that enables inverter-based resources (IBR) to
provide instant system support will be discussed in this dissertation. The principle of
grid-forming converter control, and their variations will be elaborated and compared. The
concept of Virtual Synchronous Generator (VSG), a grid-forming converter control
method [10], [15], will be introduced and the interaction between energy source and VSG
controlled inverter will be analyzed in detail.

1.2 Research Objectives and Contributions
In this dissertation, the development and implementation of enhanced virtual
inertial response and VSG converter control are mainly focused on. The control concept
of VSG with multiple virtual rotating masses is proposed which enables Permanent
Magnet Synchronous Generator (PMSG) - Wind Turbine Generators (WTG) to provide
the fast and effective frequency support without risking the operation of WTG. Finally,
considering the increasing penetration level of renewable energy and more complicated
power system model, the power domain impedance theory is utilized in this dissertation
in order to analyze power system interarea oscillation.
The main contributions of this dissertation are listed as follows:
1)

The complete converter control system model using grid-forming VSG approach
under d-q reference frame is formulated. VSG is a peer-to-peer primary frequency
control method. Hence, the hierarchical control structure is adopted, where
Extremum Seeking is employed in this dissertation to achieve secondary
4

frequency control, and VSG is remained as the primary controller to provide
virtual inertial support. Moreover, aiming the stability of VSG system, dynamic
droop scheme is proposed in order to enhance VSG stability margin as well as
maintain designed steady-state droop parameter.
2)

The grid-forming wind power system is established using VSG approach in this
dissertation. Considering the slow dynamics deliberatively introduced by VSG for
inertial support, the issues associated with VSG controlled PMSG-WTG are
identified and discussed. Moreover, the mitigation measure, VSG with multiple
virtual rotating masses is proposed.

3)

The power domain impedance approach for the analysis and mitigation of
interarea oscillations in power systems is presented in this dissertation. The design
of oscillation damping control for SGs as well as for wind power plants are
developed and evaluated using the concept of power domain impedance.

1.3 Outline of the Dissertation
The remaining parts of this dissertation will be presented as below:
Comprehensive literature review is conducted in Chapter 2 of this dissertation. A
fundamental study on inertial controls based on grid-following controls and grid-forming
controls is conducted. The system modeling, implementation, and comparison of gridforming and grid-following controls are discussed in depth.
In Chapter 3, the system model of VSG controlled inverter system is formulated.
Small-signal stability analysis is performed in order to identify the crucial control
parameters that may impact the dynamic performance of a VSG. Dynamic droop scheme
5

is introduced in this chapter so that the stability margin of VSG will be improved while
not affecting the steady state of the converter primary frequency control response.
Furthermore, the secondary frequency control scheme based on Extremum Seeking is
proposed to formulate a comprehensive hierarchical distributed system structure.
In Chapter 4, the control diagram of VSG inertial control on PMSG-WTG is
established. VSG is allocated as the controller of grid side converter of the PMSG-WTG
in order to directly regulate voltage amplitude and phase angle as a grid-forming control.
The implemented VSG inertial control method for PMSG-WTG is proven to be effective
in terms of arresting system ROCOF and reducing frequency nadir in modified 10MVA
IEEE 14 bus power system. However, it is found that slow dynamics of VSG controlled
inverter contradicts the fast-varying aerodynamic wind power input. As a result, it is
demonstrated in this chapter compensated active power regulation performance of VSG
leads to increase of mechanical stress on the rotor shaft of PMSG-WTG as well as leads
unnecessary rotor acceleration and deceleration.
Regarding the conflict between slow dynamics of VSG and fast varying dynamics
of wind power, Chapter 5 presents a detailed analysis on the impact of direct
implementation of VSG on PMSG-WTG. The concept of VSG with multiple virtual
rotating masses is proposed in order to relive the mechanical stress of WTG imposed by
VSG, meanwhile maintaining its inertial control capabilities.
Considering the increasing renewable energy penetration level in modern power
system, system model is significantly complicated, and system electromechanical
oscillation modes are impacted due to various types of energy resources. Therefore, in
Chapter 6, the power domain impedance theory is introduced. Specifically, a
6

measurement based interarea oscillation analysis is conducted using power domain
impedance approach without performing comprehensive power system modeling.
Furthermore, analysis results derived through power domain impedance are able to be
utilized for the damping controller design in wind power systems.
Chapter 7 concludes the presented research work and several recommendations
are made for the future study.

7

Chapter 2 Literature Review on Power System Inertial Control
Methods
Power system frequency response is summarized as four regulation stages
according to IEEE technical report [20]. They are inertial response, primary frequency
response (governor response), secondary frequency response (automatic generation
control, AGC), and tertiary frequency response (reserve deployment), as illustrated in

Grid Frequency (Hz)

Figure 2.1 [16], [21], [22].
Generation loss or load change occurs
Initial slope of frequency decline depends on system inertia

0 s 5-10s

20-30 s

5-10 min

Inertial Response
Primary Freq Control
(Droop)

Secondary Freq Control
(AGC)

Time (sec)

Tertiary Freq Control

Figure 2.1 System frequency profile during a frequency event [16].
The power system ROCOF, an important criterion that reflects the system
stability margin, is determined by the cumulative inertia of all spinning generations and
the composite load damping (motor, pumps and et al). A power system with relatively
8

large equivalent inertia constant is able to reduce the initial slope of frequency decline.
Moreover, it provides a resistive force that prevents the rotor angle of a SG from crossing
90-degree limit, which maintains system stability.
Under the condition of reduced power system mechanical inertia, implementing
virtual inertial support from inverter-based DG is able to effectively mitigate system
ROCOF and frequency nadir. Hence, fast and accurate virtual inertial response is crucial
for maintaining the small-signal stability and rotor angle stability of a power system.
Even though the majority of inverter-based DGs nowadays do not provide inertial
response, the additional energy stored in rotating mass of generator, wind turbine for
instance, or in DC link capacitor of the converter, is possibly to be extracted and released
into the power grid via grid-side converter to arrest the ROCOF as virtual inertia.
Currently, many virtual inertial control algorithms and VSG control schemes have
been proposed by researchers for renewable energy conversion systems such that a
smoother transition from synchronous machine dominated power system to renewable
energy dominated power system can be achieved. In many cases, the primary frequency
control is also incorporated in virtual inertial control diagram. Among various virtual
inertial control methods for renewable energy generators, two main categories can be
summarized: frequency-watt inertial controls and grid-forming inertial controls [23].

2.1 Frequency-watt Inertial Controls
The frequency-watt inertial control method, Frequency Based Inertial Control
(FBIC) [21], [29]-[31], [41] for example, is a commonly adopted inertial control method
that are available in many commercial DGs, including BESS and variable speed wind
9

power generator. The frequency-watt inertial control intends to develop an upper layer
controller to provide frequency support functionalities based on measured power system
frequency feedback, where the basic grid-following feature maintains the same at the
lower level converter control [23]. In such case, renewable energy generation units are
still incapable of operating alone in islanded mode since no voltage and frequency
reference are provided for grid-following converters. Such issue (the characteristics of a
grid-following converter) also limits the survivability of the separated power system
region and the operation of a microgrid.

−

f sys
−

fn

+

df
dt

l
s + l
s
s + h

Kf
+

+

Kd

If

Pref

f sys

Figure 2.2 Frequency-based inertial control
Figure 2.2 presents the control diagram of FBIC. The upper branch of FBIC is
responsible to arrest ROCOF and its lower branch is designed as droop control based on
measured system frequency error. The If block represents the threshold value to
determine whether such inertial control should be enabled. At the beginning of the
frequency event, the ROCOF based term (upper branch) is dominant. Then, the droopbased branch (lower branch) becomes more dominant when frequency profile approaches
to its nadir. The scale factors Kf and Kd are used to strengthen the frequency control
response and ωl and ωh are the cut-off frequencies of low-pass filter and high-pass filter,
respectively. As mentioned, FBIC is an upper layer inertial controller, where the
10

converter control is maintained as original power control algorithm. Therefore, FBIC is
easier to be integrated into existing power conversion systems as an add-on controller and
it can actively manipulate the active power reference of a renewable energy generator
based on measured system frequency deviation.
Various frequency-watt inertial control methods have been discussed in [35]-[40]
for the application of wind power system with the assumption of a constant wind speed,
which is not realistic and will pose difficulties in real system applications.
Comprehensive analysis and comparison between FBIC and torque limit inertial control
(TLIC) are conducted in paper [28]. Both FBIC and TLIC propose upper layer controllers
for WTG. Hence, the rotor speed of WTG can be lowered to release stored kinetic energy
as inertial response through manipulating active power reference based on frequency
measurements in a controlled manner. Based on their control structure, FBIC and TLIC
for WTG can be summarized as frequency-watt inertial control method. The upper layer
inertial controller, or active inertial control as referred in [23], will be enabled if system
frequency deviation or ROCOF exceeds certain threshold value (dead-band) [42], during
a system frequency event. As a result, the selection of threshold value is crucial for the
fast and accurate response of frequency-watt inertial control algorithm. According to [16]
and [23], such threshold varies from 0.1Hz/s to 1.2Hz/s for 60Hz power system or
0.1Hz/s to 1Hz/s for 50Hz power system, and the delay time is required from 50ms to
500ms since noise may be introduced from frequency measurement unit.
Intuitively, frequency-watt inertial control methods are more suitable for
interconnected power systems with relatively smooth frequency profile, where gridforming capability is not required. In power systems with relatively high penetration level
11

of renewable energy or islanded microgrids, the optimal threshold value for enabling
frequency-watt inertial controls could be difficult to be determined [35]. Besides, the
non-swing-equation terms are introduced by frequency-watt inertial control, which will
alter the original frequency response model of a power system. From the perspective of
converter control, it has been indicated in recent studies that undesirable oscillations
could be observed by the introduction of frequency-watt frequency controller since the
significant time delay exists between the measured frequency and the change of gridfollowing sources’ output power [24]-[26]. Meanwhile, it also has been concluded in [24]
that a grid-forming converter can provide faster and better frequency regulation
performance comparing to that of a grid-following converter with grid-supporting
controller.

2.2 Grid-forming Inertial Controls
A grid-forming converter directly controls its voltage and frequency as a voltage
source behind a reactance [10]. It provides the reference and grid support for the rest of
grid-following units in an islanded microgrid. Instead of manipulating the current control
references, a grid-forming converter regulates active and reactive power outputs through
regulating power angle (frequency) and voltage amplitude of a converter, similar to that
of a SG. As a result, control and measurement delay are avoided in terms of improving its
frequency support performance.
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Figure 2.3 Grid-forming control strategies: (a) Fixed voltage and frequency control; (b)
Multi loop droop control; (c) Virtual Synchronous Generator control.
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Three widely adopted grid-forming controls are illustrated in Figure 2.3. Output
singals ua, ub, and uc are PWM modulation signals to power switches. The most basic
control for a grid-forming converter is to formulate an ideal constant AC voltage source,
which is presented in Figure 2.3 (a) [10]. As demonstrated, dual-loop PI control structure
is used to achieve converter control, where decoupling terms are neglected for simplicity
in Figure 2.3 (a). It has been pointed out that the power sharing is not adjustable among
grid-forming converters with fixed voltage amplitude and frequency controls. Therefore,
referring to the power sharing capability of a SG, droop control is widely adopted in gridforming converters [19], [23], [43], [44], which is shown in Figure 2.3 (b). Parameters m
and n denote active power-frequency and reactive power-voltage droop coefficients. As a
result, autonomous power sharing among different grid-forming converters after system
disturbances can be achieved, which also mitigates the grid-supporting burden on one
single grid-forming converter. Referring to Figure 2.3 (b), droop grid-forming control
only mimics the behavior of a SG’s governor, meanwhile enables the primary frequency
control capability for a power converter. However, according to Figure 2.1, the primary
frequency control introduced by droop characteristics is only able to effectively regulate
power system frequency after a few seconds of a frequency event. It is unable to provide
instant inertial support at the moment of frequency drop. Therefore, the VSG which is
illustrated in Figure 2.3 (c), was proposed in order to introduce virtual inertia on top of
the grid-forming control structure such that comprehensive frequency support and power
system stability enhancement can be provided simultaneously. Here H denotes virtual
inertial constant and damping factor Dp is in fact inverse of active power droop
coefficient. In order to better visualize the evolution and modification of different control
14

strategies, referring Figure 2.3, black diagram is utilized to present the key modifications
while gray diagram is used to illustrate baseline control structure.

2.2.1 Droop Control
Currently, droop control has been widely discussed in microgrids and has become
one of the most promising candidates for implementing grid-forming control due to its
simplicity. Meanwhile, various efforts in modifications of droop have been performed in
terms of accurate power sharing [45]-[50], system stability enhancement [19], [51], [52],
[175], and improving system damping [53], [54]. A detailed literature review on droopbased grid-forming control is performed in this section and different droop control
diagram will be compared.
The control diagram of a droop-controlled grid-forming converter is presented in
Figure 2.3 (b). The selection of active power-frequency (P-ω) droop and reactive powervoltage (Q-V) droop is based on the fact that the line impedance of a transmission
network is highly inductive in general. Regarding a microgrid system, active powervoltage (P-V) droop and reactive power-frequency (Q-ω) droop are also often used for
converters with highly resistive output impedance. Hence, it has been pointed out in [55]
that it is important to design the output impedance properly in order to improve
decoupling between active power and reactive power as well as improve power sharing
accuracy. According to [10], [13], and [56], a grid-forming converter intrinsically
behaves as a voltage source behind a coupled reactance, similar to the external
characteristics of a SG. Therefore, from the perspective of power system frequency
control, P-ω and Q-V droops are more focused on in this study.
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Figure 2.3 (b) presents the control diagram of a multi-loop droop control, where
droop characteristics are formulated as outer loop power controller and voltage and
current PI controllers are employed as inner loop control. Such control diagram inherits
from the control of grid-following converters. A more simplified, single loop droop
control, as shown in Figure 2.4, was developed and has been implemented in several
microgrids [57]-[59]. In fact, single loop droop control and multi loop droop control
regulate the voltage and frequency of an inverter at different locations. The single loop
droop control method directly regulates the internal voltage of an inverter, while the multi
loop droop method controls the output voltage behind the LC filter. Moreover, it is found
in [58] that single loop droop control is prone to have better system damping due to larger
equivalent output impedance. Intuitively, single loop droop control better mimics the
voltage control scheme of a SG and makes it easier to be extended into a VSG control.
However, the lack of inner loop current control and the current limiter (limitation can be
imposed on either d-q components or vector amplitude references of converter current
control) in single loop droop control could make it incapable of limiting fault current,
unlike a multi loop droop control.
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From the perspective of power system frequency regulation, the participation of
P-ω droop in grid-forming converter, as mentioned above, enables its primary frequency
response similar to that of a SG governor response. The operation region of droopcontrolled grid-forming converter is widen, instead of being controlled as fixed nominal
frequency and voltage values as in [10]. In fact, it is impractical and unnecessary for an
islanded power system to maintain fixed nominal operation status since extremely
accurate synchronization scheme will be required for the operation of paralleled gridforming converters. Referring the control logic of a conventional power system,
hierarchical control structure is further introduced, which is presented in [43] to eliminate
system steady-state error.
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Figure 2.5 Droop-based hierarchical control structure
In hierarchical control structure, droop control is generally referred as primary
control, while automatic generation control and system economic dispatching or optimal
power flow are referred as secondary control and tertiary control, respectively. The
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system diagram of a droop-controlled grid-forming converter with hierarchical control
structure is presented in Figure 2.5. The secondary controllers are generalized as Gsec-P(s)
and Gsec-ω(s) for active power loop and Gsec-Q(s) and Gsec-V(s) for reactive power loop,
respectively [60]-[62]. Although there are two ways to construct the secondary
controllers (solid line case and dashed line case), the implemented control principles are
the same.
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Figure 2.6 Droop controller with overloading mitigation
The introduction of droop characteristics in grid-forming converters enables
autonomous power sharing so that multiple grid-forming converters are able to provide
grid support function collaboratively. However, the power output from a droop converter
is also dependent on the relative phase angle and voltage of the grid. As a result, droopcontrolled converter may exceed its power limit and eventually overheating the power
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switches. In papers [56] and [63], the overload mitigation control was proposed in order
solve such issue. The main advantage of this control strategy is that it provides power
limiting for grid-forming sources without switching between grid-forming control and
grid-following control. The power limiting control proposed in [56] is presented in Figure
2.6, where it can be seen that the power limiting control function is achieved by using
two auxiliary controllers in parallel with droop factors.
Based on grid code IEEE 1547-2018 [64], the reactive power limit, which is
dependent on active power output of a converter, can be written as in (2.1) and (2.2).
2
Qmax ( P) = min{ Srated
− P 2 , 0.44Srated }

(2.1)

2
Qmin ( P) = max{−0.44Srated , − Srated
− P2 }

(2.2)

2.2.2 Virtual Synchronous Generator
The concept of Virtual Synchronous Generator recently has obtained extensive
attentions in both theoretical research and practical application. Along with extensive
research, different terminologies have been proposed referring the converter controls that
mimics the behavior of a SG, including Synchronverter [7], [11], [23], Synchronous
Generator Emulation Control [21], Virtual Synchronous Generator [44], [65], Virtual
Synchronous Machine [66]-[69], Virtual Synchronous Control [70], [71], and Inertia
Emulator [72], [73]. Even though differences exist, the mechanisms of frequency
regulation of these methods all rely on the integration of swing equation in the power
conversion system. Among various terminologies above, Virtual Synchronous Generator
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is the most widely used terminology by scholars. Hence, VSG is utilized throughout this
dissertation.
The principle of VSG is to manipulate the power conversion system of a power
electronics converter. So, it imitates the electromechanical behavior of a conventional SG,
such that a smooth transition from machine-based power system to inverter-based power
system (or power system with high penetration level of renewable energy resources) can
be achieved without redesigning it operation principles [7], [12], [21]. Thus, inverterbased renewable energy generators are able to be controlled as a virtual SG set, which
cooperatively regulates power flow, voltage, and frequency of a power system. Figure
2.7 illustrates the swing equation diagram of the active power loop (APL) of a VSG.
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Figure 2.7 The active power control loop of a Virtual Synchronous Generator
Instead of designing an add-on controller on top of grid-following control, the
implementation of VSG requires the reconstruction of power conversion control system.
As illustrated in Figure 2.3 (c) and Figure 2.7, the mathematical model of the swing
equation of a SG is introduced so that virtual inertial control can be enabled for a power
electronics inverter. VSG is also considered as a grid-forming inertial control algorithm
or passive inertial control algorithm as in [23], which means the mechanism of enabling
inertial control does not depend on the detection and measurement of system frequency
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deviation. Similar to the operation of a SG, the change of power angle of an inverter with
VSG control is also driven by power system operating frequency during system
frequency events, so that additional energy of the renewable energy generator is released
or absorbed in a controlled manner, to realize inertial response. Detailed VSG operating
mechanism will be further discussed in Chapter 3.
One of the advantages of utilizing VSG is that high system flexibility can be
achieved based on its virtual characteristics. As a result, some undesirable nonlinearities
of a SG are able to be ignored in a VSG system. In fact, VSG can be recognized as an
extended droop controller with modifications on converter’s transient state [67].
According to paper [44], [69], and Figure 2.7, VSG has same steady-state response as
that of the droop controller in terms of active power control. More specifically, paper [67]
demonstrates the equivalence between VSG and frequency-droop control in Laplace
domain, whereas paper [44] performed detailed theoretical, simulation, and experiment
comparisons between VSG and droop controller.
The frequency support functionality of VSG has been proven to be effective by
many research papers as well as demonstration projects. However, it is inevitable that the
introduction of swing equation increases the equivalent time constant of the active power
loop of a grid-forming control. As a result, slower dynamics and poorly damped
oscillation modes can be observed in VSG based DG with satisfying system frequency
support. The small-signal modeling and eigenvalue analysis presented in paper [23], [74],
and [75] also demonstrate these issues of VSG. On the other hand, the implementation of
VSG in renewable energy generation units, also creates the conflict between fast varying
renewable energy input and slow dynamics of VSG power conversion system [23].
21

Therefore, many researches regarding the development of VSG based DG fully or
partially depend on the installation of BESS at DC link of VSG [75]-[78]. This approach
can greatly improve the simplicity of a VSG based DG, whereas system cost is inevitably
increased. Meanwhile, the inertial potential within renewable energy generation units,
wind turbines for instance, is likely to be ignored.
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Figure 2.8 Virtual Synchronous Generator control with adaptive inertia and damping

Table 2.1 Adaptive Control Schemes Proposed in [65] and [76]
VSG operating
status

Adaptive control in [65]

Adaptive control in [76]

Δω

ω̇

̂
𝐻

̂
𝐻

̂𝑃
𝐷

Mode 1

Δω >0

ω̇>0

̂
Big 𝐻

̂
Big 𝐻

̂𝑃
Big 𝐷

Mode 2

Δω >0

ω̇<0

̂
Small 𝐻

̂
Small 𝐻

̂𝑃
Small 𝐷

Mode 3

Δω <0

ω̇<0

̂
Big 𝐻

̂
Big 𝐻

̂𝑃
Big 𝐷

Mode 4

Δω <0

ω̇>0

̂
Small 𝐻

̂
Small 𝐻

̂𝑃
Small 𝐷

Mode 5

Δω =0

ω̇=0

̂
Big 𝐻

̂
Big 𝐻

̂𝑃
Big 𝐷
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To address the severe active power oscillations during VSG transient, in paper
[65] and [76], the control scheme of adopting adaptive inertial constant and damping
coefficient is developed based on emulated rotor speed of VSG or Synchronverter. Figure
2.8 and Table 2.1 present the control diagram and its control law of an adaptive VSG
system. By dynamically adjusting the key control parameters, improved active power
response of VSG is able to be observed. Even though better performance of active power
tracking is achieved using adaptive inertia and damping, the application of such control
scheme compensates the inertial control capability of VSG during its accelerating or
decelerating modes. In these cases, the possibility of DG to provide satisfying inertial
control performance is greatly compromised, particularly for WTG that operates under
variable wind condition [23].
Besides paper [65] and [76], a bang-bang control strategy is proposed in paper [77]
in order to design the variable inertia for PV-BESS based VSG. Authors also stated that
the variable inertia control scheme is beneficial for system stability enhancement and
system fault restoration. The variable inertia and damping strategies accomplished by
fuzzy logic control are proposed in paper [78] and [79]. More specifically, paper [78]
proposed two strategies of manipulating virtual inertia constant for the application of
variable speed wind turbines. Nevertheless, same dilemma for WTG inertial control
mentioned above is still encountered here. Hardware-in-the-loop (HIL) testing is also
demonstrated in [78] to show the dynamic response improvement using VSG. In paper
[79], the virtual inertia and virtual droop coefficient are unified and jointly designed
using fuzzy logic. As a result, a compact controller design for BESS inertial control is
presented. In paper [80], model predictive control is employed for virtual inertia design in
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a microgrid system. In this case, BESS is used to fulfill the energy requirement for virtual
inertial response. The simulation results in [80] illustrate the advantages of proposed
MPC-based virtual inertia in terms of robustness and frequency stabilization, with
comparison to variable inertia by designed fuzzy logic. Summarizing [76]-[80], it can be
concluded that the development of adaptive inertia and damping can significantly
improve the power regulation performance of a VSG. In terms of frequency regulation
and inertial control of power systems, variable inertia and droop scheme is also possible
to make VSG unable to support the grid during certain system frequency events. In some
cases, VSG may operate in low inertia, low droop mode, or even no inertia mode during
DG’s ramping or recovery stage. Hence, it cannot further react to frequency deviations,
especially second frequency dip. This contradicts the original objective of developing
virtual inertia controllers.
Both paper [54] and [75] proposed the modified VSG in order to improve the
dynamic response of active power loop without compensating VSG’s inertial control
potential. Paper [75] proposed an auxiliary damping correction loop in order to improve
the dynamic response speed of a VSG controller. Small-signal analysis and simulation
studies are conducted to verify the validity of proposed method. Paper [54] proposed a
dynamic droop scheme for VSG to improve its stability margin as well as system
damping effect. The comprehensive modeling of VSG with secondary AGC control using
Extremum Seeking is also presented in this paper. However, illustrated VSG control
schemes in these papers are suitable for BESS, where the interactions between energy
source and VSG controlled inverter are not considered.
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Currently, as mentioned above, most of the existing applications of VSG require
BESS as the whole or part of DC power supply of inverter system. Paper [81] described a
single-phase VSG architecture for a grid-connected roof top PV-BESS system. Similar
with [72] and [77], even though solar panels along with BESS are employed for the
implementation of VSG control, the majority energy used for virtual inertial response is
still extracted from BESS. Intuitively, BESS is a reliable energy resource at DC side for
VSG since BESS can guarantee to provide instant active power increment as inertial
response. Paper [82] proposed a VSG architecture using the joint implementation of
battery/ultracapacitor. Thus, the ultracapacitor is used to accommodate the instant power
fluctuation introduced by VSG while the battery provides relatively steady power output.
By employing hybrid BESS structure, the lifespan of a battery will be extended in which
hybrid BESS allows the reduction of the power fluctuations in battery units as well as
reduces the charging cycles of BESS. In sum, the applications of inertial control in PV
systems rely more on BESS to export demanded instant power increment. Alternative
approaches in paper [83] and [84] seek to release energy from capacitor at DC link of
power converter as inertial response. Specifically, the energy flow in or out of the DC
link is emulated as the mechanical and electrical torques applied on the rotor shaft of a
SG, mathematically. Therefore, the virtual inertial response can be imitated by lowering
the voltage reference of DC link of a DG. For the grid supporting function of a
transmission network, the available energy from capacitors of DGs still is very limited for
improving power system frequency profile.
WTG inherently stores a significant amount of kinetic energy in the rotating mass
of turbine blades and generator’s rotor, which can be employed to provide the inertial
25

response through the control of power converters. Such characteristics creates the
possibility of designing the inertial response for a WTG without needing a battery energy
storage system. In paper [85], a VSG based control for Type IV WECS (wind energy
conversion system) with short term energy storage is proposed. By only using a minutelevel BESS as energy buffer, a dispatchable WECS is established, and the wind turbine
can also contribute to the inertial response during certain modes. Besides, corresponding
BESS sizing method is also introduced in this paper. In paper [86], the direct
implementation of VSG control on PMSG-WTG is conducted and analyzed, and the VSG
control is deployed in grid side converter of WTG. Furthermore, in paper [87], the
inertial control of the PMSG-WTG with different VSG deployment strategies are
compared and analyzed. VSG is either integrated in the control of machine side converter
or in the control of grid side converter. Paper [88] further proposed an optimized power
point tracking controller for PMSG-WTG so that additional damping capability of VSG
can be provided without the compensation of inertial control during power system
transient events. In papers [86]-[88], no BESS is employed. The simulation results
showed the validity and effectiveness of using VSG as inertial control for WECS,
however only under constant wind speed.
On the other hand, VSG control can also be used for Type 3 DFIG WTGs [70],
[71], in which authors comprehensively consider the impacts of system parameters on
Type-3 WECS using virtual-synchronous-control. Furthermore, the variation of
mechanical power caused by the rotor speed changes or pitch angle changes during the
inertial response period is also investigated. A modified synchronized control is proposed
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in [89] and the synchronous stability mechanism considering the integration of DFIGWTG is researched.
VSG, as an extended droop controller, possesses the ability of seamless mode
switching as well as accurate power sharing without the requirement of communication
between DGs. Hence, the distributed secondary control architecture is more suitable for
the hierarchical control of VSG-based microgrid systems. The design of distributed and
optimal secondary control schemes in order to cooperatively restore the frequency and
voltage of a power system attracted many researchers’ attention. In paper [90], a fuzzy
logic secondary controller-based VSG control is developed. Significant improvements
over voltage and frequency regulation are observed. Moreover, the sensitivity analysis is
carried out to prove the effectiveness of proposed method. The concept of extended VSG
is proposed in paper [91] for microgrid robust frequency control. Specifically, a virtual
controller including virtual rotor, virtual primary, and virtual secondary control is
developed, and the optimal tuning of VSG is developed according to Hinfinity robust
control method.
In paper [92], the consensus-based voltage and frequency controls of VSG are
established. Hence, extra damping effect is able to be provided from VSGs during large
microgrid disturbances. VSG-based microgrid operating in islanded mode is studied in
paper [93]. Overall nonlinear dynamic model of VSG under d-q reference frame is
presented. By using the hierarchical control structure, primary controllers established by
VSG are employed as DGs’ local controllers. The distributed secondary controllers for
microgrid network are designed and allocated to each DG in order to regulate the voltage
and frequency of microgrid to its nominal value after system disturbance, cooperatively.
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Besides the dynamic droop scheme, extremum seeking based distributed secondary
controller is employed in paper [54] in order to eliminate the steady-state frequency error
introduced due to load changes or generator trips.

2.3 Conclusion and Discussion
In this chapter, the concepts of grid-following converter and grid-forming
converter are briefly discussed. Based on the different control objectives of these two
types of converters, it is concluded that grid-forming converter is able to better provide
grid-supporting services, enhance power system small-signal stability and transient
stability, and improve system frequency control performance. From the perspective of
power system frequency regulation, VSG control, a type of grid-forming inertial control
method, is able to provide both virtual inertial response and primary frequency control, so
that comprehensive improvement on power system frequency stability can be achieved.
On the other hand, grid-forming converter is more susceptible to power system
condition changes. Inevitably, VSG introduces relatively large time constant in the active
power loop of the converter control for satisfying inertial control performance. Such slow
dynamics of VSG in fact intensifies the impact of grid condition on the DC side of
converter. Currently, the majority of implementation of VSG is based on BESS.
However, such problem will cause converter control issue, even grid stability issue when
the inertial control potential of a wind turbine or PV inverter are intended to be fully
explored. Therefore, in this dissertation, the control and characteristics of VSG will be
investigated in detail to justify issues mentioned above. The exploration and modification
on VSG controlled WTG will be conducted to solve aforementioned problems.
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Chapter 3 Inertial Control Method using Virtual Synchronous
Generator
3.1 Modeling and Analysis of Virtual Synchronous Generator
As mentioned, VSG technology developed in recent years is one of the control
techniques that integrates the electromechanical transient model of a SG into inverter
system such that the operation of inverter is similar to that of a traditional SG. Since only
the mathematical model of a SG is replicated in inverter system, some of the physical
limitations of an electric machine can be ignored and some system nonlinearities can also
be approximated for simplicity. However, many undesirable features of a conventional
SG, including slow electromechanical dynamics will inevitably be introduced as well.
Hence, in this section, a simplified model of SG is utilized to formulate VSG control.
Generally, the following assumptions are made in order to simplify the model of a VSG:
a) round pole machine is used; b) stator impedance is considered as constant; c) machine
has only 2 poles; and d) The three phases of machine are balanced.

3.1.1 Modeling of a Conventional Synchronous Generator
1. Mechanical part:
First, the electromechanical model of a SG is presented. The mechanical part of a
SG is presented in Figure 3.1. Typically, the rotor shaft of a SG is driven by the prime
mover, where its governor is able to adjust the valve opening so that mechanical torque
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input is manipulated to maintain synchronous speed. The electromechanical model of a
SG, the swing equation in (3.1) specifically, is the core component to provide generator
inertial response to enhance power system small-signal stability. In (3.1), Tm represents
the mechanical torque input, and Te represents the electromagnetic torque output of the
SG. According to Newton’s law of motion, the mechanical power input and electrical
power output of SG are calculated as Pm and P in (3.2). Parameters HVSG and Dp denote
the inertial constant and damping coefficient of the swing equation, respectively. Besides,
ωn gives the reference synchronous speed of SG, which is 120π rad/s, and ω gives the
output synchronous speed of SG. Same notations will be used for VSG system in later
sections.
Mechanical
power

Electromechanical
model of SG

Governor

Power
System
Bus
Rotating
speed

Figure 3.1 Mechanical part of Synchronous Generator
Tm − Te = 2 HVSG

d
+ D p ( − n )
dt

 Pm = Tm

 P = Te

(3.1)

(3.2)

2. Electrical part:
Figure 3.2 illustrates the equivalent circuit of the electrical part of SG [7]. In this
case, only the excitation winding is modeled in the rotor side (left). The three-phase, Yconnected stator is considered as balanced, where La=Lb=Lc=Ls, and Ra=Rb=Rc=Rs. Hence,
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the mutual inductances are same between phases of stator. For a round pole synchronous
machine, the self-inductance Ls and mutual inductance M are constants. If the excitation if
is assumed as step input for simplicity, the flux equation of the stator of a SG is able to be
derived as in (3.3), meanwhile the flux equation of the rotor of a SG is derived as in (3.4).
Here, θ represents the phase angle of the studied generator.
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Figure 3.2 Equivalent circuit of the electrical part of synchronous generator
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According to (3.3) and (3.4), the terminal voltage vo of the generator is written as
in (3.5), where back electromotive force E=[Ea,Eb,Ec]T, and stator current i=[ia,ib,ic]T.
31

voa 
 Rs


vo =  vob  = − 
 voc 


Rs

 Ls
d
= − M

dt
 M

 ia 
 i  + d  + E
  b  dt
Rs   ic 

(3.5)

M
di
M
 dt
Ls 

M
Ls
M

(3.6)

As a result, the back electromotive force E is shown in (3.7).
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3.1.2 Establishment of Virtual Synchronous Generator
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Figure 3.3 Single inverter-infinity bus power system

In this section, VSG controlled inverter system is established referring SG’s
model presented above. An illustrative single inverter-infinity bus power system is
presented in Figure 3.3. Here, the full-bridge inverter is utilized as DC/AC block. The
inductor of LC filter Lf can be imitated as the stator inductance to formulate a VSG. The
internal resistance in filter’s inductor is denoted as Rf. Cf is the capacitor of LC filter. As a
result, the leg voltage of inverter is imitated as the back electromotive force E and the
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output voltage of LC filter is referred as terminal voltage vo∠θ of a SG. At gird side, vg∠
0o denotes as the voltage and angle of a power system bus, and XL is the impedance of a

transmission line. Generally, for transmission networks, the inductance of a transmission
line is much higher than its resistance RL, so XL>>RL. Hence, the active power P and
reactive power from inverter system is written as in (3.8) and (3.9).
P=

Q=

vo vg
XL

sin 

vovg cos  − vg 2
XL

(3.8)

(3.9)

Different from a SG, the concept of mechanical torque Tm and electromagnetic
torque Te do not exist in an inverter system. However, the establishment of VSG
controlled inverter system can take advantage of physical analogy, where the measured
active power feedback of inverter is emulated as electromagnetic power P. Meanwhile,
the active power reference is emulated as mechanical power Pm. Combining droop
characteristics of the governor of SG control, the active power loop of VSG is formulated
in (3.10). Here, m represents the droop coefficient.

1

n

( Pm − P) = 2 HVSG

d
+ Dp ( − n ) + m( − n )
dt

(3.10)

Referring to the operation of a SG, the rotor speed should be very close to power
system frequency, electrically. For simplicity, ωn is used to calculate the mechanical
torque Tm and electromagnetic torque Te of a VSG, as presented in (3.11).
 Pm = nTm

 P = nTe

33

(3.11)

In (3.10), the damping factor and droop coefficient can also be combined and
written as m in the VSG model for simplicity. It should be mentioned that increase of m
contributes to the stability of the overall VSG system. Hence, m can only be taken as
positive. The impact of droop on system stability will be further explained in the later
section 3.2.
According to power equations (3.8) and (3.9), it is known that for both VSG and
SG, the active power output strongly correlates to system phase angle, and the reactive
power output strongly correlates to system terminal voltage, in steady state. Hence, it is
straightforward to use reactive power output and terminal voltage of a VSG to construct
its excitation system. In fact, the concept of excitation current if does not exist in an
inverter control system. As a result, a PI controller is utilized to approximate excitation
current if and formulate reactive power loop of a VSG. Combining the reactive powervoltage droop characteristics, the expression of the reactive power loop of a VSG is
presented in (3.12), where n is reactive power-voltage droop coefficient. For the
simplicity of the model, the reference synchronous speed ωn is used instead of ω. Besides,
an integrator is used as a PI controller. Here, vn denotes the reference voltage reference
and Qref is reference reactive power.
1
E = n kM f i f [(Qref − Q) + n(vo − vn )]
s

(3.12)

As presented in (3.10) and (3.12), the electromechanical model of a conventional
SG is fully utilized in a VSG controlled inverter system. Moreover, certain model
simplifications and reductions are carried out in order to eliminate the undesirable
features of a conventional SG. The swing equation is remained as intact. Apparently,
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VSG enables the possibility of an inverter system to provide inertial response like a SG,
which further improves the small-signal stability and transient stability of a power system.
On the other hand, VSG also suffers from the issue of power-angle stability like a
conventional SG. Referring to (3.10), the state variables x1 and x2 of active power loop of
VSG are chosen as in (3.13).
 x1 = 

 x2 =  − n

(3.13)

Hence, the nonlinear dynamic model of the active power loop of a VSG is
rewritten in (3.14) by referring to (3.8) and (3.10). Here, the reactive power loop is not
considered since its designed control bandwidth is much higher than active power loop.
 x1 = x2

1
vn vo
1
1

 x2 = − 2 H  X sin x1 − 2 H  mx2 + 2 H  u
VSG n
L
VSG n
VSG n


(3.14)

Moreover, the Lyapunov candidate of (3.14) can be chosen as in (3.15).

V=

vn vo
1

(1 − cos x1 )2 + x22 , x1  [0, )
2 HVSGn X L
2
2
1

(3.15)

Taking the first order derivative of the Lyapunov candidate in (3.15).
1

vn vo
V =(
sin x1
2 HVSGn X L

x2




x2 )
1
vn vo
1
−

sin
x
−
mx
1
2
 2H  X
2 HVSGn
VSG n
L



V =−

1
2 HVSGn
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mx22  0

(3.16)

(3.17)

According to (3.17), the first order derivative of selected Lyapunov candidate is
determined to be semi-negative definite. Therefore, LaSalle Invariance Principle [100] is
applied and assuming  = {V  c} , Z = {V = 0} . Where   Z .

E = {x | V = 0} = {x | −

1
2 HVSGn

mx22 = 0}

(3.18)

According to (3.18), x2=0 is the only solution in set Z. Hence, Z = {x | x2 = 0} .
When x2  0 , x2 = 0 , and (3.19) holds.

−

1

vn vo
1
sin x1 −
mx2 = 0
2 HVSGn X L
2 HVSGn

(3.19)

Therefore, VSG is able to maintain power-angle stability, when phase angle of
VSG   [0,  / 2) . Same as a conventional SG, the generation unit will no longer
maintain stability when relatively large load disturbance is introduced so that the power
angle    / 2 .
In sum, by introducing swing equation, VSG is able to provide positive support to
enhance power system small-signal stability and transient stability. Meanwhile, VSG can
also be considered as an extended droop controller, as mentioned in Chapter 2.
Reconsider (3.10) and (3.11), (3.20) and (3.21) is derived by introducing Laplace
operator ‘s’.

Pm − P = 2 HVSGn  s + n m ( − n )

(3.20)

sE = n k M f i f [(Qref − Q ) + n(vo − vn )]

(3.21)

When system approach its steady-state, (3.22) and (3.23) is obtained by taking

s → 0 [67].
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Pref − P = n m ( − n )

(3.22)

(Qref − Q ) = n(vn − vo )

(3.23)

Apparently, the behavior of VSG controller and droop control is identical during
power system steady state, which supports the statement that VSG controller can be
considered as an extended droop controller.

3.1.3 Virtual Synchronous Generator Controlled Inverter System
Summarizing both active power control loop and reactive power control loop of a
VSG, the VSG controlled inverter system is formulated in Figure 3.4, where VSG
algorithm is employed as primary controller in the dashed box. The transmission line
impedance is denoted as ZL=RL+jωLL.
n
Swing 
Equation

Qm

Excitation E

Z f = R f + jX f

Voltage
Current
Controller PWM

Z L = RL + j LL

Pm
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VSG based
power controller
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voabc
abc / dq ioabc

Power
System Bus

Figure 3.4 Single VSG controlled inverter-infinity bus power system
Based on Figure 3.4 and rewriting (3.10) and (3.12), the full nonlinear dynamic
model of the VSG controlled inverter under d-q reference frame is derived as in equations
(3.24) through (3.32) [19], [93].

 =  − n
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(3.24)

=

1
1
( Pm − P) −
m( − n )
2 H n
2H

(3.25)

E = n kM i (Qm − Q) + n(vo − vn )

(3.26)

 vod voq   iod 
 P
 P
 Q  = −c  Q  + c  v v   i 
 
 
 oq od   oq 

(3.27)
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=
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(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

ALC − L

The presented state space model of VSG above is under d-q reference. Referring
to power controller, the mechanical dynamics of VSG is presented in equations (3.24)
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and (3.25) and the electrical part of VSG is presented in equations (3.26) and (3.32). In
(3.27), the instantaneous power theory with low-pass filtering is adopted, ωc is the cut-off
frequency of low-pass filter. In this model, the voltage and current controller employ
dual-loop PI controller such that decoupled controls of d-axis and q-axis are achieved in
(3.28) to (3.31) [19]. vod, voq are output voltage vo on d-axis and q-axis, respectively. ild
and ilq are inverter leg current on d-axis and q-axis. And iod and ioq are inverter output
current io on d-axis and q-axis, respectively.
The mathematical model of VSG is written as the general form of nonlinear
system in (3.33), where x = [θ, ω, E, P, Q, ϕd, ϕq, γd, γq, ild, ilq, vod, voq, iod, ioq]T are state
variables of the VSG controlled inverter system. Here, control input u is reserved for
secondary controller design.

xi = f i ( xi ) + g i ( xi )ui

(3.33)

Considering a VSG controlled inverter system operates around its equilibrium
point during system steady state, linearized VSG power controller is derived in (3.34) and
(3.35) as follows, where ωn is replaced as power system frequency in radius ωg.
 =  −  g

 = −

1
2 HVSGn

(P − Pm ) −

(3.34)

m

2 HVSG

(3.35)

Similarly, equation (3.26) and equation (3.27) are linearized into (3.36) and (3.37)
in per unit value by taking partial derivative respect to state variables Δvod, Δvoq, Δiod, and
Δioq. Here Vod, Voq, Iod, and Ioq are system initial voltages and currents. S represents the
capacity of investigated inverter system and base value. In this case, VSG is configured
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as a PV node as in power flow study refer to the general control of a conventional SG.
Hence, small-signal nominal voltage Δvn is taken as 0. Specifically, only emulated back
electromotive force along d-axis Ed is required to be controlled and Eq is assigned as 0 for
simplicity.
P = −c P +

3
3
3
3
c I od vod + c I oq voq + cVod iod + cVoq ioq
2S
2S
2S
2S

Ed = −kex (

Vod
Vod 2 + Voq 2

vod +

Voq
Vod 2 + Voq 2

voq )

(3.36)

(3.37)

Here,

3 n n
2Vnom 0.5Vdc

kex =

In sum, the linearized state space model of VSG power controller is expressed as
in equation (3.38). In equation (3.38), x1 = [Δθ, Δω, ΔP, ΔEd]T are the state variables of
VSG power controller and x2=[Δild, Δilq, Δvod, Δvoq, Δiod, Δioq]T are state variables
feedbacked from LC filter.

x1 = AVSG x1 + BFB x2 + BVSG Pm + D1 g
System matrixes are,

AVSG

1
0

0 − m
2 HVSG
=

0
0
0
0

0
−

1
2 HVSGn
−c
0
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0
0


1 



1
0 


0
 , BVSG =  2 HVSGn  , D1 =  
0 



0
0
 


0 


0 
0

(3.38)

0
0


BFB = 0


0


0

0

0

0

0

0

0

0

3
c I od
2S
−kexVod

3
c I oq
2S
−kexVoq

3
cVod
2S

Vod 2 + Voq 2

Vod 2 + Voq 2

0
0



0


3
cVoq 
2S


0


0

0

The outputs of VSG power controller are:
  


 y1  0 1 0 0    
=
 y  0 0 0 1   P 

 2 


 Ed 

(3.39)

Typically, the control bandwidth of decoupled PI voltage and current controllers
are much higher than power controller [95]. Hence, the dynamics of VSG power
controller is more focused on. The linearized small-signal state space model of the LC
filter and coupled line impedance is rewritten in (3.40). Based on (3.39), vectors are
defined as C1=[0, 1, 0, 0] and C2=[0, 0, 0, 1]. System matrix ALC-L is given in (3.32).

x2 = ALC − L x2 + BLC − LC2 x1

(3.40)

+ BLC − ss C1 x1 + D2 [vgd , vgq ]T
Input and output matrixes of (3.40) are,

BLC − L

1
=
 L f

BLC − ss =  I lq


0 0 0 0 0

− I ld

Voq

1

0 0 0 0 − L
c
D2 = 

0
0 0 0 0

41

−Vod

T

I oq


0 

1
− 
Lc 

T

− I od 

T

In sum, the linearized state-space model of VSG controlled inverter is presented
in (3.38) and (3.40).

3.2 Secondary Controlled Virtual Synchronous Generator
Even though VSG is expected to effectively enhance the stability of power system
or microgrid comparing to droop inverter control, only primary controller alone is unable
to resolve the equilibrium shifts introduced by fluctuation of loads and remain system
frequency at nominal value. In order to address such issue, secondary controller is
typically introduced for microgrids, as illustrated in Chapter 2 [43]. Extremum Seeking,
which abbreviates as ES in this dissertation, is a non-model based, real-time optimization
technique that drives the operation point of a system into the vicinity of an extremum of
its unknown optimal steady state [101], [102], [110]. Based on its good robustness, high
efficiency, and simple structure [103], ES has wide application such as, Maximum Power
Point Tracking (MPPT), antilock braking [168]-[170], etc. In the area of power system
study, most scholars focus on the study of MPPT algorithm using ES. Paper [104] and
paper [105] design the MPPT algorithm through ES and Sliding Mode ES, individually,
for wind power generation system. For PV power generation system, paper [106]
developed MPPT scheme for multiple DC-DC converters via multi-variable NewtonBased Extremum Seeking. Besides the design of MPPT using ES, paper [107] presents a
distributed ES for Constrained Networked Optimization and its application on Energy
Consumption Control in smart grid. In this section, the secondary controller (AGC unit)
of microgrid are designed and allocated to each VSG controlled inverter by taking
advantage of the simple structure of ES algorithm. The implemented ES based secondary
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controller will adjust the frequency of microgrid back to its nominal value during
generation or load disturbance.
The VSG controlled inverter system incorporating secondary controller is
presented in Figure 3.5. In this case, only power system frequency is controlled through
secondary controller so that system frequency is able to return to 60Hz during steady
state. VSG is maintained as PV node. In secondary control layer, f1 to fN are obtained
from neighboring DGs that is available to communicate with designed VSG DG unit.
a0sin(ωt) is introduced intentionally to excite ES control. Here, initial references Pm and
vn are derived from the power flow and economic dispatching results. It should be
mentioned that ES based secondary control is also able to be designed for distributed
secondary voltage control, which is not the emphasis of this section.
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Figure 3.5 Secondary controlled Virtual Synchronous Generator inverter system
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Figure 3.6 Secondary controller based on Extremum Seeking
Figure 3.6 illustrates the implemented secondary controller based on ES. As
presented, ES is a type of real-time optimization method with light computational burden
due to its concise structure. For PWM modulation of inverter system, the sinusoidal table
is already available in controller’s memory. So, ES can be easily programmed and
implemented into individual DG’s controller. Here, ΔPm is considered as power reference
adjustment from ES secondary controller. asin(ωpt) and a0 sin(ωpt) are high frequency
perturbation signals in small amplitude. ωp is perturbation frequency.
The local frequency error formulation block ΔfΣ in Figure 3.6 is expressed as in
(3.41). Here the local frequency error formulation block gathers the nominal system
frequency fn=2πωn and available neighboring frequency feedbacks. The availability of
neighboring frequency feedbacks, aij (0 or 1), depends on communication structure [92],
[108], [109] of a microgrid system. In (3.41), fj represents the frequency feedback from
the jth DG unit and fi denotes the frequency of designed DG unit.
N

f  =

 aij ( f i −
j =1

f j ) + ( f n − fi )

N

 aij + 1
j =1
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(3.41)

Due to the introduction of the swing equation, VSG control scheme introduces
relatively large time constant to DG active power loop and acts as a low-pass filter. This
makes the high frequency, small amplitude perturbation a0sin(ωt) introduced from ES
barely affects the frequency response of a microgrid system. Hence, a0sin(ωt) can be
manually introduced after the local frequency error formulation block such that only
feedback signal is slightly disturbed. Then, the cost function J employed here is
expressed in equation (3.42), for the sake of power system frequency regulation.

J = (f  + a0 sin  p t ) 2

(3.42)

According to equation (3.42), the cost function J is a continuous, single-peak,
convex function and its third order derivative exists. Applying Taylor’s expansion at ΔfΣ
in the vicinity of [ΔfΣ, ΔfΣ+a0], equation (3.42) can be expanded into (3.43).
dJ (f  )
a0 sin  p t
d f 
2
1 d J (f  ) 2 2
+
a0 sin  p t + o(a03 sin 3  pt )
2! d f  2

J  J (f  ) +

(3.43)

Typically, the last term of equation (3.43) can be eliminated since a0 is small
enough. After feeding J into a high-pass filter, the DC component of J(ΔfΣ) is filtered out
as well. In this case, signal ξ is expressed in equation (3.44).

 = sin 2  pt (

2
dJ (f  )
1 d J (f  )
aa0 +
aa0 2 sin  pt )
2
d f 
2 d f 

(3.44)

According to [171], equation (3.44) is filtered by an integrator where kes is the ES
integrator gain. Applying sin2ωpt=0.5-0.5cos2ωpt, the dynamic model of secondary
controller is approximated as in (3.45):
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Pm  kes aa0

dJ
d f 

(3.45)

Moreover, the active power adjustment from secondary controller ΔPm is assumed
as x3. Combining the small signal models of (3.38) and (3.40), the linearized small-signal
model of secondary controlled VSG inverter system is formulated. These three dynamic
systems are connected in series. Therefore, the overall closed-loop small-signal state
space model of VSG controlled inverter system is summarized as equation (3.46). In
equation (3.46), frequency deviation and grid voltage deviation under d-axis and q-axis
are considered as system disturbances.

AVSG
 x1  
 x  = B C + B
LC − ss C1
 2   LC − L 2
kes aa0
 x3  
C1

2


BFB
ALC − L
016


BVSG   x1   D1 042   g 



061   x2  +  061 D2   v gd 
  

  x3   0
0   v gq 
0 


(3.46)

Figure 3.7 shows the complete 11 eigenvalues of the secondary controlled VSG
inverter system at system steady state.
Referring to the analysis in [23] and Figure 3.7, eigenvalues in group 3 are
sensitive to parameters of LC filter and line impedance. In this section, power
transformer is lumped into line impedance, so 2 eigenvalues of group 3 are fairly close to
imaginary axis. Eigenvalues of group 1 is greatly sensitive to the equivalent gain in ES
secondary controller and eigenvalues of group 2 are greatly influenced by parameters
setting in VSG power controller. Typically, the control bandwidth of secondary controller
is relatively slower than VSG power controller in order to fulfill system comprehensive
frequency control diagram [95].
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Figure 3.7 Eigenvalues of secondary controlled Virtual Synchronous Generator
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Figure 3.8 Trajectory of eigenvalues of Virtual Synchronous Generator when inertial
constant HVSG varies from 0.037s to 7.14s.
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Figure 3.9 Trajectory of eigenvalues of Virtual Synchronous Generator when droop
coefficient m varies from 0.001 to 0.1.
As discussed in [7], [23], and [74], the dominant control parameters of a VSG
system are identified as inertial constant HVSG and damping coefficient m. Figure 3.8
presents the trajectory of eigenvalues λ1(HVSG) and λ2(HVSG) of VSG power controller
when inertial constant HVSG varies from 0.037s to 7.14s. Note that the λ1(HVSG) and
λ2(HVSG) are eigenvalues who are most affected by the variation of HVSG. Obviously,
these two eigenvalues may become very close to the imaginary axis causing system
becomes marginally stable with relatively large inertial constant. Even though the design
of inertial constant of VSG is typically chosen from 1.5s to 6s similar to that of a
conventional SG, VSG controlled inverter is still going to suffer severe oscillation since
complex λ1(HVSG) and λ2(HVSG) will be located in the gray area of Figure 3.8.
Figure 3.9 presents the trajectory of eigenvalues λ3(m) and λ4(m) of VSG power
controller when droop varies from 0.001 to 0.1. Note that the λ3(m) and λ4(m) are
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eigenvalues who are most affected by damping coefficient m. Similar with a conventional
SG, the increase of damping coefficient m leads to slower dynamics of VSG control, but
system stability can be enhanced. The adoption of large values for both inertial constant
HVSG and damping coefficient m will cause VSG unable to adjust to input variability even
though the inertial response of VSG can reach desirable level. On the other hand, in many
cases, the selection of steady-state damping coefficient (droop) of DG depends on
microgrid’s requirement and individual DG’s condition, where increasing damping
coefficient may not be an option for system design.
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Figure 3.10 Trajectory of eigenvalues of Virtual Synchronous Generator secondary
controller when kes varies from 0.001 to 0.2.
Figure 3.10 presents the trajectory of eigenvalues λ5(kes) and λ6(kes) of VSG power
controller when integrator gain kes of VSG secondary ES controller varies from 0.001 to
0.2. With continuous increasing of integrator gain kes, a new source of oscillation is added
into VSG based DG. However, proper tuning of integrator gain kes will benefit VSG to
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recover to system nominal frequency without interfering its stability property. Typically,
the dynamics of secondary controller of a microgrid is relatively slower than individual
DG. Therefore, in this case, kes is selected from 0.01 to 0.05.

3.3 Dynamic Droop Control
In the following part of this section, the dynamic droop modification for VSG is
proposed and analyzed. The tuning of active power loop of VSG generally experiences a
trade-off, which is concluded from the small-signal analysis presented in section 3.2.
Specifically, bigger damping coefficient m indeed suppresses VSG’s oscillation
effectively, but it slows down the active power adjustment during power system
frequency drop. On the other hand, the power sharing of VSG is changed during system
primary frequency control with smaller droop coefficient which may be not acceptable
for inverter design. In terms of inertial constant HVSG, smaller rotating inertia HVSG
reduces inertial response of VSG even though faster active power control action is
obtained. However, this contradicts the initiative of introducing VSG in power system.
Therefore, a dynamic droop method is proposed in this section and the control diagram of
modified active power loop of VSG is shown in Figure 3.11.
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Figure 3.11 Modified active power loop of Virtual Synchronous Generator
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Figure 3.11 presents the block diagram of modified active power loop of a VSG
controlled inverter. Besides the model of regular swing equation, a compensator G0(s) is
inserted into droop feedback loop. Generally, T1 is chosen from 1s to 1.5s and T2 is
chosen from 0.2s to 0.4s. Therefore, the equivalent damping coefficient increases to
(T1/T2)m during the transient of system frequency drop and returns to m during system
steady-state. In another word, the power oscillation damping effect is increased by (T1/T2)
times which results in smoother active power response of VSG controlled inverter
without interfering initial droop setting. On the other hand, with the assistance of
dynamic droop, active power loop of VSG reacts more efficiently and drastically during
frequency drop, which indirectly support the inertia response of VSG system. According
to Figure 3.11 and combining equation (3.47), the transfer function of modified active
power loop in VSG power controller is expressed in equation (3.48) with ΔPm as input
and Δω as output. Since VSG controlled inverter is configured as PV node, so vo is
maintained as constant nominal voltage.
P 
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T2 s 3 + ( 1 + 1) s 2 + (
+
)s +
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2 HVSGn Sn LL 2 HVSG
2 HVSGn Sn LL
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(3.48)

Figure 3.12 presents the root locus of original active power loop of VSG (blue
line) as well as the root locus of modified APL of VSG (red line). As demonstrated, the
participation of compensator G0(s) maintains the basic dynamic of active power loop in
VSG system. Moreover, the eigenvalues of modified active power loop of VSG are
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drifted away from imaginary axis in parallel manner. In sum, the VSG with dynamic
droop is better damped with the same inertial constant and the same steady state droop
coefficient.
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Figure 3.12 Root locus of active power loop in Virtual Synchronous Generator

3.4 Simulation Results and Discussions
In this section, simulations are carried out in order to demonstrate the benefit and
necessity of employing VSG in a power system with high renewable energy penetration
level. Specifically, in this section, two SGs and two VSGs are utilized to serve 20.63MW
and 5.13MVar loads in studied IEEE 14 bus power system testbed.
In order to demonstrate the importance of introducing virtual inertial response to
power system with high renewable energy penetration level, frequency responses in
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Figure 3.13 is presented showing a small-signal stable power system and a small-signal
unstable power system with the same load disturbance. The inertial constants of VSG are
J1=5.62 (HVSG=2.18s) for the blue simulation case and J2=11.24 (HVSG=4.36s) for the red
simulation case. Based on power system frequency response, power system with virtual
inertia J1 can be considered as low inertia grid while power system with virtual inertia J2
can be considered as high inertia grid. As presented, low inertia grid loses its stability
while high inertia grid maintains its stable operation after system load is increased by one
third of original capacity. Therefore, it is verified that the employment of VSG control is
able to enhance the stability and reliability of a power system with high renewable energy
penetration level.

Figure 3.13 Frequency of power system when large load disturbance is applied
Figure 3.14 gives the frequency responses of a VSG integrated power system with
different ES gains. The gain of AGC for two SGs is set relatively small in order to better
manifest the performance of secondary controller in individual DG. The red curve
presents the frequency response curve without enabling the secondary controller. The
blue curve, green curve, and pink curve represent frequency responses when ES
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equivalent gain equals to 0.01, 0.03, and 0.05, respectively. Clearly, larger equivalent ES
gain can achieve faster system frequency restoration. However, larger power and
frequency oscillations are inevitable which is also considered as a trade-off during the
design of ES based secondary controller.

Figure 3.14 Power system frequency responses with different Extremum Seeking gain

Figure 3.15 The active power outputs of two Virtual Synchronous Generators
Figure 3.15 demonstrates the active power outputs of two VSGs, individually,
with different inertia constant settings. The red curves demonstrate active power outputs
of VSGs when the dynamic droop control is enabled, and yellow and green curves
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represent VSGs when dynamic droop control is disabled. When disabling the dynamic
droop control, VSG systems may go unbounded even though inertia constant is slightly
increased. As a result, the feasible parameter set of VSGs without dynamic droop
mechanism may become very limited. With the participation of dynamic droop function,
VSGs are better damped from power oscillations and larger inertia constant selection
domain is obtained. On the other hand, the steady-state active power outputs are same
with and without enabling dynamic droop function which means steady-state droop
coefficient is preserved.
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Figure 3.16 The power system frequency responses when inertia constant varies
Figure 3.16 presents the power system frequency responses when inertia constant
varies from HVSG=1.98s to HVSG =3.72s. The zoomed in waveform at bottom right corner
shows frequency oscillation occurs with underdamped VSG systems, which raises
stability concerns. Again, it is concluded that the steady-state droop coefficient is
preserved since all three simulation cases converge to the same equilibrium.
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Figure 3.17 illustrates the power frequency responses when VSGs are islanded.
The red curve shows frequency response of original power system with SGs and blue
curve shows frequency response of islanded microgrid formulated by VSGs. The
unscheduled islanding makes VSG systems only supply power for sensitive loads. From
Figure 3.17, such microgrid system is able to handle unscheduled islanding situation and
both systems’ frequencies are able to restore to nominal value due to the participation of
secondary control. Moreover, VSG controlled inverters are capable of serving as gridforming sources, which provides frequency and voltage supports for power system after
unexpected islanding.

Figure 3.17 The islanded power system frequency response

3.5 Conclusion and Discussion
In this chapter, the concept of VSG controlled inverter system is introduced. By
imitating the electromechanical model of a conventional SG, the architecture of VSG is
56

established. In order to eliminate the steady-state error that introduced from load changes
or generation variations, a secondary controller based on ES is employed so that power
system frequency can be restored to its nominal value. The small-signal model of DG
system is presented under d-q reference frame and its stability property is investigated in
this chapter as well, where VSG is used as a PV node. Moreover, the linearized system
model of VSG with dynamic droop coefficient is derived and its advantage is discussed.
Finally, simulation results demonstrate the validity and feasibility of the proposed VSG
methods.
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Chapter 4 Modeling and Simulation of Virtual Synchronous
Generator Controlled PMSG-WTG
WTG inherently stores a significant amount of kinetic energy in the rotating
masses of turbine blades and generator’s rotor, which can be employed to enhance the
inertial response of power system through the control of power electronics converters.
Such characteristics creates the possibility of enabling the inertial response of a WTG
without needing a battery energy storage system. On the other hand, the WECS of Type
III DFIG and Type IV Direct Driven PMSG-WTG decouples turbine rotor from power
system frequency, which makes them inherently cannot provide any inertial response.
However, WECS are able to be controlled so that a fast, flexible, and accurate active
power regulation can be achieved as virtual inertial response. The rotor speed of a turbine
can be lowered to release the stored kinetic energy during certain WTG operation mode.
Compared to Type III, Type IV wind power system generally is capable of providing
greater frequency regulation capability and stronger inertial response due to its wider
operating range of rotor speed (0.4pu to 1.2pu) and the employed full power converter.
Therefore, in this chapter, the applications of inertial controls on Type IV wind
power system, PMSG-WTG, are described in detail. Specifically, the implementation of
VSG on PMSG-WTG is accomplished. Its nonlinear dynamic model and small-signal
linearization are derived. Moreover, the inertial responses between FBIC (frequency-watt
inertial control) and VSG (grid-forming inertial control) are compared.
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Table 4.1 List of system parameters of simulated Permanent Magnet Synchronous
Generator-Wind Turbine Generator [94]
Wind turbine rotor radius R

39.26 m

Air density ρ

1.03kg/m3

Maximum power coefficient Cp_max

0.48

optimum TSR λopt

8.1

PMSG rated apparent power S

2.2419MVA

PMSG rated active power S

2.0MW

PMSG rated speed ωrated_gen

22.5rpm

Rated wind speed vrated_w

11m/s

Pole pairs np

26

Rated mechanical torque τrated_gen

848.826kN.m

Rated L-L voltage

690V (rms)

Rated wind speed (m/s)

12.718

Rated rptpr flux linkage ψ

5.8264Wb (rms)

Stator winding resistance Rs

0.821mΩ

Synchronous inductance Ld and Lq

1.5731mH

DC link voltage

1200V

DC link capacitor

0.5349F

The 2MW PMSG-WTG listed in Table 4.1 is employed in both Chapter 4 and
Chapter 5 to design practical inertial controllers.
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4.1 Implementation of Frequency Based Inertial Control on
PMSG-WTG
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Figure 4.1 Implementation of Frequency Based Inertial Control on Permanent Magnet
Synchronous Generator-Wind Turbine Generator
Figure 4.1 illustrates the implementation of FBIC on a PMSG-WTG system. In
this case, the widely adopted control schemes for MSC and GSC are employed where
MSC controller contains Optimal Torque Control (OTC) and Zero d-axis Current Control
(ZDC) while GSC controller contains Voltage Oriented Control (VOC) [94]. The
implementation of FBIC is noted in the red dashed box of Figure 4.1, where the inertial
control reference ΔPref is derived from Figure 2.2. As mentioned before, FBIC can be
considered as a frequency-watt inertial control method where FBIC controller actively
senses power system frequency and makes control decisions. Clearly, the control
structure of FBIC is simple and the stability of PMSG-WTG control system is well
demonstrated. However, the enabling of FBIC requires measured system frequency
deviation and ROCOF to exceed certain threshold. For a power system with high
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renewable penetration level, the system frequency profile may undergo relatively larger
oscillations, which makes the threshold value of FBIC difficult to be determined.

4.2 Implementation and Modeling of Virtual Synchronous
Generator controlled PMSG-WTG
Figure 4.2 depicts the system structure of PMSG-WTG (Type IV) using VSG
based inertial control. Rf, Lf, Cf are resistance, inductance, and capacitance of LC filter
respectively and Rc, Lc are the lumped line impedance. Cdc is the capacitor at DC link. As
shown in Figure 4.2, the back-to-back converter is utilized in PMSG-WTG system, where
PMSG is directly driven by the rotor of wind turbine. Machine side converter (MSC)
operates as a rectifier to control the DC link voltage while grid side converter (GSC)
operates as a VSG.
The structure of a VSG controller is presented in the red dashed box and its
system model is derived as in (4.1)-(4.3). The control of PMSG-WTG can be divided into
three parts: pitch controller, MSC controller, and GSC controller. PI controller is used for
pitch control and DC link voltage control, while decoupled PI controllers are employed in
both MSC and GSC. The dynamics of decoupled PI controllers and LC filter of GSC are
much faster than VSG as illustrated in section 3.2, such that their transfer functions can
be considered as 1.0 [95]. Intuitively, the control parameters of VSG controller, such as
generator’s inertial constant HVSG and damping coefficient m, can be adjusted easily
according to emulated SG or based on the rotor shaft inertia of wind turbine. As a result,
the overall system inertial constant can be better estimated which benefits the operation
control of an islanded power system. The active power reference of GSC, which is also
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the emulated mechanical power input Pm of VSG, is determined through the calculation
of MPPT. In Figure 4.2, vg represents voltage of power system bus and vo gives the
output voltage of WECS. vdc represents the voltage of DC link.
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Figure 4.2 Implementation of Virtual Synchronous Generator inertial control on
Permanent Magnet Synchronous Generator-Wind Turbine Generator
The dynamic model of the VSG controller under d-q reference frame is
formulated in the following equations (4.1) to (4.3). The emulated mechanical torque and
the emulated electromagnetic torque in the swing equation of VSG are calculated based
on active power reference Pm and output active power P, respectively, using physical
analogy. Here, ω represents the output angular frequency of VSG. Meanwhile, ωn equals
to 2πfn where fn is the system nominal frequency. fsys is the power system frequency from
power system bus and its angular speed ωg equals to 2πfsys. Based on (4.1)-(4.3), the VSG
is treated as an power-voltage node (PV node) in a power flow study. n is the gain of the
integrator in VSG excitation system. Vod* corresponds to the nominal voltage reference

62

of VSG and vod corresponds to the output voltage of VSG aligned with d axis. Here, voq is
again assigned as 0 for simplicity.

 =  =  −  g
 = −

1
2 HVSGn

vod = −

( P − Pm ) −

(4.1)

m

2 HVSG

1
n n(vod − Vod * )
0.5vdc

(4.2)

(4.3)

As mentioned before, the active power reference Pm is determined based on
MPPT with respect to the rotor speed of WTG ωr under varying wind speed condition.
Therefore, Pm can be written as in (4.4).

Pm = K r3

(4.4)

Where, according to [37] and [96]:

K=

C
1
 R 5 p max3
2
opt

(4.5)

In this chapter, the instantaneous power theory is adopted again such that the
power output of PMSG-WTG is calculated based on (4.6) and (4.7), where vod and voq are
feedback output voltages under d-q reference frame.
3
P = −c P + c ( vod iod + voqioq )
2

(4.6)

3
Q = −cQ + c ( vod ioq − voqiod )
2

(4.7)

The dynamics of the output currents iod and ioq of GSC are obtained in (4.8) where
vgd and vgq are again power system bus voltages under d-q reference frame.
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 Lciod = vod − vgd − Rciod + Lcioq
 L i = −v − R i −  L i
gq
c oq
c od
 c oq

(4.8)

In the MSC of PMSG-WTG, the dynamics of rotor speed of wind turbine ωr is
derived as in (4.9) by neglecting the energy loss of power converter. Here Hw is the
accumulated inertial constant of studied wind turbine and the rotor shaft of PMSG. Tw
represents mechanical torque input of wind turbine and Te is electromagnetic torque of
PMSG.

r =

1
(Tw − Te )
2H w

(4.9)

Typically, ZDC control can be employed for the regulation of MSC [94]. As a
result, Te is written as in (4.10) based on the premise that satisfying inner loop decoupled
PI controllers are implemented for MSC. In (4.10), ψf is the rotor flux linkage of PMSG.
The stator currents of PMSG are isd and isq under d-q reference frame where isd is
controlled as 0 in Figure 4.2.

3
Te = n p f isq
2

(4.10)

The value of isq is determined from the outer loop PI controller of MSC, which is
expressed as in (4.11). Here, kmp and kmi are control parameters of outer loop controller
and vdc* denotes the voltage reference of system DC link.
isq = −kmp vdc − kmi vdc + k mi vdc*

(4.11)

The dynamics of DC link voltage vdc is given as in (4.12).

vdc =

1
(rTe − P)
Cdc vdc
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(4.12)

Small signal modeling and its stability analysis are effective methods to analyze
the control of wind power system, when the system disturbance is small. The dynamic
nonlinear model of PMSG-WTG using VSG are obtained in equations (4.1) through
(4.12), whose small-signal model can be written as in (4.13)

x = Ax + Bu + Dd

(4.13)

Here the state variables of proposed system are Δx=[Δωr, Δvdc, Δisq, Δδ, Δω, ΔP,
Δvod, Δiod, Δioq]T. Besides, system inputs are recognized as Δu=[Δvdc*, ΔVod*]T and
Δd=[ΔTw, Δωg, Δvgd, Δvgq]T are uncontrollable disturbances. System matrix A, input
matrix B, and disturbance matrix D are as follows:
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4.3 Simulation Results and Discussion
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Figure 4.3 Modified IEEE 14 bus testbed
In this section, the proposed VSG inertial control method is simulated and
evaluated. In order to consider the features of a complex power system, the modified
IEEE 14 bus testbed is used, where the system diagram is presented in Figure 4.3. The
modified IEEE 14 bus testbed consists of 2 synchronous generators and one 2MVA
PMSG-WTG. PMSG-WTG is located at bus 14. Also, there are 12 loads and 1 load
disturbance in the modified testbed. The system loads are 7.015MW and 1.82MVar.
Different from IEEE 14 bus testbed, the voltage level of the modified testbed is 10kV to
accommodate the scenario of a practical microgrid system. Besides, the load disturbance
introduced in modified testbed system is 0.7MW and 0.1MVar, which is the green arrow
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in Figure 4.3. The wind penetration level of this testbed is around 20%. The inertial
constants of G1 and G2 are 2.656s and 4.985s, respectively. Respect to reference [7], the
VSG controlled voltage source inverter is also denoted as Synchronverter.
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Figure 4.4 The frequency responses of power system (Virtual Synchronous Generator)
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Figure 4.5 The frequency responses of power system (Virtual Synchronous Generator &
Frequency Based Inertial Control)
Figure 4.4 illustrates the power system frequency responses under different VSG
inertial constant settings. Here, HVSG equals to 1.56s. In this section, no wind speed
variation is considered and wind speed vwind is set to be 10m/s. The red dashed curve
shows the power system frequency response if no inertial support is provided by PMSG67

WTG, while the rest of frequency profiles give the power system frequency responses if
VSG with different inertial constants are enabled. The simulation results from Figure 4.4
further validates the conclusion of the small-signal analysis in section 3.2.
Figure 4.5 presents comparative results between VSG inertial control and FBIC.
Actually, the effectiveness of both inertial control methods can be improved after
parameters tuning. However, the dynamic behaviors and their differences are the
emphasis of this dissertation.

Figure 4.6 Active power output of Permanent Magnet Synchronous Generator during
frequency event
As shown, both methods can improve the power system frequency control after
load disturbance at 5s. Besides, the ROCOF can be further mitigated by VSG since the
passive characteristics of a VSG allows PMSG-WTG to release available kinetic energy
immediately without active sensing of power system frequency. However, VSG will
suffer longer settling time as the inertial constant increases, which can be observed from
both Figure 4.4 and Figure 4.6. The implementation of a derivative term in FBIC, on the
other hand, can amplify noise in the control system, so a limited derivative is typically
preferred during the design of inertia emulation [69]. Meanwhile, the existence of dead68

band and the saturation of limited derivative can also introduce undesirable nonlinear
dynamics, which slightly complicates the original system frequency response model.
Considering both limited derivative and dead-band effect, FBIC is generally less capable
of arresting system ROCOF compared to that of VSG control.
Figure 4.6 demonstrates the active power output of PMSG-WTG during
frequency event when different inertial controls are employed. Generally, the inertial
control method of VSG has faster response. Due to the passive characteristics of the VSG
inertial control, the power surges from PMSG-WTG depend on the ROCOF value at the
moment of frequency drop. As a result, the increment of active power from PMSG-WTG
using VSG can quickly reach its maximum value even with significantly reduced inertial
constants. During the period of system frequency recovery, FBIC typically experiences
less oscillation and facilitates a smoother recovery process. Based on simulation results
above, VSG also is an effective inertial control method with fast inertial response.
However, major issues will be encountered for the VSG operation under variable wind
speed.

Figure 4.7 Variation of the wind speed
69

The actual variable wind profile used in this section is shown in Figure 4.7. The
wind speed is measured at National Wind Technology Center of NREL, Colorado on Dec.
24th, 2015, at height of 58.2m [98]. The wind speed data is measured every in 0.0025s.
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Figure 4.8 Active power output of Permanent Magnet Synchronous Generator-Wind
Turbine Generator under variable wind speed
The active power outputs of PMSG-WTG under variable wind speed without
frequency event are illustrated in Figure 4.8. The four cases are: (a) VSG with inertial
constant of HVSG; (b) VSG with inertial constant of 0.5HVSG; (c) VSG with inertial
constant of 0.25HVSG; and (d) FBIC. In each simulation case, the blue curve presents the
actual active power output of PMSG-WTG and the red dashed curve shows the active
power reference Pm given by MPPT algorithm. As shown in Figure 4.8, the employment
of large inertial constant leads to slower dynamics of VSG’s active power loop, which
further affects the behavior of the rotor shaft of WTG and calculated Pm. As a result,
unnecessary rotor speed acceleration or deceleration is inevitable which could further
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cause low-frequency oscillation on PMSG-WTG. Besides, it can be observed from case
(b) and case (c) that significant power tracking improvement is achieved by lowering the
inertial constant, but it contradicts the inertial control requirement of a VSG. FBIC,
however, is still able to track Pm perfectly since traditional grid-following control is used.
In terms of PMSG, extra torque stress |ΔT|=|Tw−Te| is observed if large power mismatch
exists between MSC and GSC, which will be better demonstrated in section 5.3.

4.4 Conclusion and Discussion
In this chapter, Type IV PMSG-WTG using VSG inertial control is modeled and
the comprehensive analysis, and comparison are conducted between frequency-based
inertial control and VSG inertial controls. Even though VSG is able to provide fast and
intensive inertial response at the moment of system frequency event in order to better
arrest power system ROCOF, large time constant is introduced in the inverter system of
WECS. It is found in the simulation section that such large time constant contradicts the
fast-varying characteristics of wind power aerodynamic input as well as fast response of
power electronics control. FBIC, on the other hand, maintains the conventional control
structure of WECS during system normal operation, but it is less capable of providing
instant inertial response.
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Chapter 5 Inertial Control for PMSG-WTG using Virtual
Synchronous Generator with Multiple Virtual Rotating Masses
In this section, the inertial control algorithm using VSG is enabled for variablespeed wind turbines. Aiming to address the compromised ability of WTG with desirable
inertial response to deal with fast changing wind condition, VSG with multiple virtual
rotating masses is proposed in order to improve the active power tracking performance as
well as to boost inertial control of a VSG. The potential contributions of this chapter
include:
1) The impacts of VSG inertial control on tracking performance and associated
mechanical stress of PMSG-WTG are identified. The interaction between VSG controlled
inverter and the variable wind energy source is further unveiled.
2) The control scheme of VSG with multiple virtual rotating masses is proposed
so that the inertial control and stability of PMSG-WTG under variable wind speed
condition is improved without compromising the inertial control performance.
3) Two cases of simulation results are provided in order to fully demonstrate the
validity of the proposed VSG with multiple virtual rotating masses. High fidelity wind
profiles are utilized to evaluate the performance of PMSG-WTG under variable wind
speed.
The performance of proposed inertial controls is verified in modified 10MVA
IEEE 14 bus power system. The assessment of the simulation results provides a deep
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insight into different inertial control methods while demonstrating the applicability of
VSG on wind power generation systems.

5.1 Virtual Synchronous Generator based PMSG-WTG with
Multiple Virtual Rotating Masses
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Virtual Rotating Mass 2
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Virtual Rotating Mass 1
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Virtual Rotating Mass 3

Figure 5.1 System schematic of Virtual Synchronous Generator with multiple virtual
rotating masses
In this section, the VSG inertial control with multiple virtual rotating masses is
proposed and implemented so that PMSG-WTG is able to respond to fast dynamics of
wind variation as well as maintain large inertial constant of a typical VSG system. As
discussed, conflicts exist between the intermittence and fast changing of wind
aerodynamic power input Pw and the active power output of VSG P. Due to the existing
of large inertial constant, VSG is not capable of tracking the active power reference from
MPPT Pm perfectly. As a result, such power imbalance between MSC and GSC will lead
to the increase of torque stress on rotor shaft of wind turbine even without considering
inertial response, which can also be observed from (4.9). Therefore, a direct path with
relatively fast-tracking dynamics to export the variation of aerodynamic power ΔPw is
crucial for PMSG-WTG to operate under variable wind speed condition.
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Figure 5.1 presents the illustrative system schematic of the proposed VSG with
multiple virtual rotating masses. In this design, the wind power Pw from PMSG is sent
into three virtual rotating masses, where virtual rotating mass 1 processes fast varying
power and acts as a feedforward loop. Virtual rotating mass 2 maintains the
characteristics of an original VSG and virtual rotating mass 3 is an optional path in order
to boost inertial response when more kinetic energy in rotor shaft of PMSG-WTG is
available to be released. During the normal operation, virtual rotating mass 1 and 2 are
enabled, meanwhile two completely different characteristics are displayed by the
proposed two virtual rotating masses. It can be also considered that the aerodynamic
power input is decomposed into two components, which are the fast-varying component
and the smooth, fundamental component. The fast-varying component Pw-Pe that cannot
be instantaneously converted by virtual rotating mass 2, is processed through virtual
rotating mass 1 and its inertial constant cannot be too big in order to obtain faster system
dynamics. On the other hand, the fundamental component is still processed through
virtual rotating mass 2 with slow dynamics so that its inertial control capability is
maintained.

5.1.1 Virtual Rotating Mass 1
In Figure 5.1, Pw-Pe can be expanded into (5.1) considering the equilibrium of
PMSG-WTG, where Pw0=Pe0 are initial states. Alternatively, ΔPw−ΔPe can also be
considered as the wind power that cannot be quickly converted into electrical power by
virtual rotating mass 2. Therefore, ΔPw−ΔPe is assigned as the desired power reference
for virtual rotating mass 1.
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Pw − Pe = ( Pw 0 + Pw ) − ( Pe 0 + Pe ) = Pw − Pe

(5.1)

However, the aerodynamic power Pw and its variation ΔPw usually cannot be
measured. Therefore, combining (4.9) and (5.1) results in (5.2).

Pw − Pe = 2 H wrr

(5.2)

The dynamic model for virtual rotating mass 1 is formulated in (5.3), where HVSG
and m represent the inertial constant and damping coefficient of virtual rotating mass 1,
respectively. In order to acquire the fast dynamics so that virtual rotating mass 1 can track
ΔPw-ΔPe, the inertial constant HVSG should be small enough. Alternative interpretation of
choosing small HVSG is that a low pass filter is formulated such that the noise introduced
from the derivative term of (5.2) can be washed out.

 =

1
( Pw − Pe )
2 HVSG s + m

(5.3)

According to (4.9), the difference between aerodynamic torque Tw and
electromagnetic torque Te is derived as in (5.4).

Tw − Te = 2 H wr

(5.4)

Based on Newton's second law of motion, the difference between aerodynamic
power Pw and electromagnetic power Pe can be further written as (5.5).

 Pw = rTw

 Pe = rTe
 P − P = 2H  
w r r
 w e

(5.5)

According to (5.1), the wind power fluctuation that cannot be quickly processed
by virtual rotating mass 2 is further decomposed into (5.6).
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Pw − Pe = Pw − Pe  (

dPw dPe
−
)t
dt
dt

(5.6)

During system steady state, where the Laplace operator s=0, the swing equation of
virtual rotating mass 1 (5.3) is written as in (5.7).

 =

1
( Pw − Pe )
m

(5.7)

According to power flow equations, (5.8) holds since only a small portion of total
active power is processed through the virtual rotating mass 1 and emulated power angle θ
of virtual rotating mass 1 is close to 0.
Pw − Pe 

vo vg

g Lc

sin  

vo vg

 dt
g Lc 

(5.8)

By taking the derivatives on both sides of (5.8) and referring (5.6) and (5.7), m
can be approximately selected as in (5.9).

m = t

vovg

g Lc

(5.9)

In fact, the operation of VSG with multiple virtual rotating masses is not very
sensitive to the change of m since only a small amount of power is processed through
virtual rotating mass 1. On the other hand, PMSG-WTG and WECS generally possess the
characteristics of low pass filters. Considering the dynamics of PMSG-WTG and overall
WECS, Δt can be selected as 0.25s-1s for simplicity. Therefore, the damping coefficient
m of virtual rotating mass 1 can be approximately selected as constant based on (5.9) if
the impedances of line and transformer are known.
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5.1.2 Virtual Rotating Mass 2
After the implementation of virtual rotating mass 1, the model of VSG (4.2) can
be modified into (5.10). From (5.10), it can be seen that the variation of aerodynamic
power input ΔPw is directly introduced into the swing equation of VSG system.
Furthermore, small inertial constant HVSG is employed and fast-tracking performance is
achieved in order to make the application of VSG suitable for PMSG-WTG under the
condition of variable wind speed. On the other hand, the virtual rotating mass 2 with
relatively large inertial constant is retained and it still processes the fundamental and
majority amount of active power. Hence, no significant reduction of inertial response
from virtual rotating mass 2 is observed.
 = −

1
2 HVSGn

( P − Kr 3 ) −

m

2 HVSG

1
m
−
( Pe − Pw ) −

2 HVSG
2 HVSG

(5.10)

5.1.3 Virtual Rotating Mass 3
As mentioned, virtual rotating mass 3 is designed as an optional path to boost the
inertial control performance of VSG when the rotor speed ωr can be further lowered and
more kinetic energy is available to be extracted from rotating shaft. As a passive inertial
control (grid-forming inertial control), the frequency trajectory of a VSG will change
relatively slower than that of the power system during a frequency drop due to the
existence of large time constant. Therefore, an increment on power angle difference
appears between VSG controlled inverter and power system bus as a result of inertial
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response. Applying the same concept, the dynamics of virtual rotating mass 3 is derived
as:
opt = g e − s − g

opt =

1
g − g
2 H opt s + 1

(5.11)

(5.12)

In (5.11), a small delay is introduced in order to obtain additional power angle
increment during system frequency event. Generally, (5.11) can be simplified as (5.12)
which also unifies with the format of the swing equation of a VSG. Thus, inertial
constant Hopt of virtual rotating mass 3 can be calculated according to the designed delay
τ, where Hopt=0.5τ. By adding the optional path, an additional power angle increment can
be added into the output of a VSG. In this case, the minimum requirements to enable
virtual rotating mass 3 is determined by two conditions, as shown in (5.13). First, the
kinetic energy in rotor shaft of PMSG-WTG should be available to be further released,
which means that the rotor speed ωr must be bigger than 0.4p.u. [97]. Second, the inertial
response from virtual rotating mass 2 already injects relatively large amount of active
power after system frequency drop has occurred.
r  0.4 p.u.

 P − Pm  0.1 p.u.

(5.13)

It is worth mentioning that the necessary condition to use (5.13) to enable virtual
rotating mass 3 is the activation of virtual rotating mass 1. Conventional VSG with HVSG
may easily trigger the second condition of (5.13) even though no frequency event occurs.
However, the activation of virtual rotating mass 1 greatly improves the power tracking
performance of VSG under variable wind speed condition and mitigate such issue.
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Besides, VSG with multiple virtual rotating masses maintains its passive characteristics.
According to (5.13), the enabling of virtual rotating mass 3 only depends on the operation
status of the proposed VSG. Generally, when the rotor speed of a PMSG-WTG is close to
0.4p.u., the active power output of a PMSG-WTG is very small, meanwhile the releasable
kinetic energy in rotor shaft is also limited. Hence in this case, the wind turbine is
designed not to participate into the inertial control if the first condition of (5.13) is not
satisfied.

5.1.4 Complete Swing Equation of Multiple Virtual Rotating
Masses
Virtual rotating mass 1

r

d
dt



1

2H w

1
2 HVSG s + m

n



Virtual rotating mass 2

m

vo

io

vod *

Kr 3 −
MPPT
+
−
Power
P
Calculation

1
2 HVSGn

+

Eq.(21)

Active power loop
Voltage control loop

+

−

+

+

+ +
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1
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1
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}
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VSG inertial controller
Figure 5.2 The overall control diagram of Virtual Synchronous Generator with multiple
virtual rotating masses
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By including virtual rotating mass 3, the modified swing equation of the proposed
VSG is formulated as (5.14).

VSG = −
−

1
2 HVSGn

( P − Kr 3 ) −

m

2 HVSG

1
m
( Pe − Pw ) −

2 HVSG
2 HVSG

− g −

(5.14)

1
opt
2 H opt

According to (5.14), the stability of VSG can be maintained. In sum, the control
diagram of VSG with multiple virtual rotating masses is described in Figure 5.2, where
modified system frequency output is ΔωVSG=Δω+Δω+Δωopt. Each virtual rotating mass
is highlighted in the red dashed box. Here, E represents the emulated back electromotive
force.

5.2 Inertial Controls Simulations and Evaluations
It has been proven in Chapter 4 that the direct application of VSG on PMSGWTG is not suitable for its operation. In this section, the performance of VSG with
multiple virtual rotating masses on PSMG-WTG is evaluated under the variable wind
condition. For case 1, the real wind profile in Figure 4.7 is still utilized.
Case 1:
Figure 5.3 presents the active power output of PMSG-WTG under variable wind
speed when different inertial control methods are used. In Figure 5.3, the dashed blue
curve represents the active power P trajectory using original VSG (HVSG=1.56s) and the
purple curve represents the active power P trajectory using VSG (HVSG=1.56s) with
multiple virtual rotating masses (M Synchronverter). In this case, no frequency event is
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triggered. Clearly, significant improvement on active power tracking is observed based
on the introduced virtual rotating mass 1, comparing to Figure 4.8. The rotor shaft of a
PMSG-WTG experiences less torque stress due to the reduction of active power
mismatch, which is better illustrated in Figure 5.4.

Figure 5.3 Active power output of Permanent Magnet Synchronous Generator-Wind
Turbine Generator under variable wind speed
Additional mechanical torque stress |ΔT| applied on the rotor shaft of PMSGWTG is shown in Figure 5.4. In this case, no frequency event is triggered. Between the
time of 13s and 18s, heavier torque stress |ΔT| is observed due to wind condition. The
results in upper part of Figure 5.4 and Table 5.1 further proves the conclusion that more
torque stress on the rotor shaft of PMSG-WTG is observed by directly using VSG inertial
control. For VSG with HVSG, the maximum torque stress increases by 32% and average
torque stress increases by 45% as compared to the torque stress when FBIC is used. In
the lower part of Figure 5.4, the dashed blue curve represents PMSG-WTG using original
VSG (HVSG=1.56s) and the purple curve represents PMSG-WTG using VSG
(HVSG=1.56s) with multiple virtual rotating masses.
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Figure 5.4 Additional torque |ΔT| applied on the rotor shaft of Permanent Magnet
Synchronous Generator-Wind Turbine Generator
Table 5.1 Additional torque |ΔT| on rotor shaft of Permanent Magnet Synchronous
Generator-Wind Turbine Generator

Syn. HVSG
Syn. 0.5HVSG
Syn.
0.25HVSG
FBIC
M Syn. HVSG

Maximum
torque stress
|ΔT| (×10-3 p.u.)
304.3
273

Average torque
stress
|ΔT| (×10-3 p.u.)
70.8
58.3

Torque stress |ΔT|
Variance (×10-3 p.u.)
4.4
2.9

246.9

49.7

2.3

230.5
202.2

48.8
43.5

2.3
1.8

Comparing with original VSG, it is obvious that the rotor shaft of PMSG-WTG
experiences less torque stress due to the application of VSG with multiple virtual rotating
masses. Besides, both Figure 5.4 and the statistical analysis presented in Table 5.1
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suggest that the torque stress level on PMSG-WTG using proposed VSG is close to, even
lower than that of PMSG-WTG using FBIC. In conclusion, VSG with multiple virtual
rotating masses can greatly relieve the mechanical torque stress introduced from the
interaction between PMSG-WTG and VSG controlled inverter.

Active Power P (p.u.)

delta w (rad/s)

0.1
0.05

Enabling of Virtual
Rotating Mass 3

Virtual rotating mass 1
Virtual rotating mass 2
Virtual rotating mass 3

0
-0.05
Virtual rotating mass 1 & 2 functioning
Virtual rotating mass 1 & 2 &3 functioning
Virtual rotating mass 2 functioning

1

Switching off Virtual
Rotating Mass 3

0.8
0.6
0.4
0

5

10

Time (s)

15

20

25

Figure 5.5 Reponses of inertial controls under variable wind speed
Figure 5.5 illustrates the dynamic behaviors of virtual rotating masses of proposed
VSG inertial control when system frequency event occurs at 5s. In the upper part of
Figure 5.5, the individual rotor speed variation is presented for all three virtual rotating
masses. In the lower part of Figure 5.5, the dashed blue curve represents the active power
P of the VSG when only virtual rotating mass 2 is enabled (corresponding to the original
VSG). Meanwhile, the orange curve shows the active power P of proposed VSG when
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only virtual rotating mass 1 and 2 are enabled. The purple curve shows the active power
P of proposed VSG when all three virtual rotating masses are functioning. According to
the results in Figure 5.5, the degradation of inertial response by introducing virtual
rotating mass 1 is negligible whereas the performance of active power tracking is
significantly improved. Moreover, the enabling of virtual rotating mass 1 also smoothens
the rotor recovery process of PMSG-WTG and mitigates system low-frequency
oscillation. On the other hand, the enabling of virtual rotating mass 3 can boost inertial
control performance and compensate the negligible inertial response degradation caused
by virtual rotating mass 1. Overall, a better inertial control capability is achieved by the
proposed VSG with multiple virtual rotating masses.

Figure 5.6 Inertial responses of conventional Virtual Synchronous Generator (dashed
lines) and Virtual Synchronous Generator with multiple virtual rotating masses (solid
lines)
Figure 5.6 demonstrates the trajectory of active power output P of VSG and its
reference Pm during a system frequency drop. The dashed lines represent power reference
and output of traditional VSG with inertial constant HVSG, and the solid lines represent
power reference and output of VSG with multiple virtual rotating masses. Hence, the
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second condition of (5.13) ensures that virtual rotating mass 3 can be enabled when
relatively high ROCOF occurs. Small system frequency fluctuations caused by wind
speed variation, on the other hand, will not trigger virtual rotating mass 3 since greatly
improved power tracking is achieved by VSG with multiple virtual rotating masses.

Figure 5.7 Reponses of inertial controls under variable wind speed
The active power output of PMSG-WTG under variable wind speed is presented
in Figure 5.7 when different inertial control methods are used. In this case, system
frequency event occurs at 5s of the simulation time. It is worth mentioning that both
inertial control methods can obtain better virtual inertial responses after proper parameter
tuning, and their control behaviors are more focused on in this dissertation. As we can see,
the proposed VSG with multiple virtual rotating masses is able to respond to system
frequency event quickly and drastically so that the ROCOF can be better improved
compared with FBIC. Meanwhile, smoother recovery process of PMSG-WTG can be
accomplished by exploiting FBIC and nearly perfect active power tracking can be
performed.
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Case 2:
According to paper [27] and paper [99], TurbSim is able to provide simulated
inflow turbulence environments including many important fluid dynamic features that
can adversely affect the aeroelastic loading and response of wind turbines. In case 2,
TurbSim is used to generate variable wind speed profile as in Figure 5.8, where mean
wind speed is 10m/s in order to evaluate and compare the dynamic response of inertial
controls.

Figure 5.8 Variable wind speed data simulated by TurbSim
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Figure 5.9 Active power output of Permanent Magnet Synchronous Generator-Wind
Turbine Generator under variable wind speed

Figure 5.10 Active power output of Permanent Magnet Synchronous Generator-Wind
Turbine Generator under variable wind speed
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Figure 5.11 |ΔT| applied on the rotor shaft of Permanent Magnet Synchronous GeneratorWind Turbine Generator

Figure 5.12 |ΔT| applied on the rotor shaft of Permanent Magnet Synchronous GeneratorWind Turbine Generator
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Figure 5.13 Reponses of inertial controls under variable wind speed
In sum, both simulations case 1 and case 2 are able to prove the validity of the
proposed VSG with multiple virtual rotating masses. The fast-varying component from
wind power input is consumed in virtual rotating mass 1, so that the active power
tracking performance is greatly improved. Therefore, the mechanical stress experienced
on the rotor shaft of PMSG-WTG can be alleviated. In case 2, the wind profile used has
higher turbulence. The mechanical stress of VSG controlled PMSG-WTG using multiple
virtual rotating masses is observed to be even lower than FBIC controlled PMSG-WTG,
during simulation time of 18s-19s.

5.3 Conclusion and Discussion
In this chapter, the associated increased mechanical stress under variable wind
condition for a VSG controlled PMSG-WTG is further investigated. In order to address
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associated problems, the control scheme of VSG with multiple virtual rotating masses is
proposed so that the inertial response and tracking performance of VSG under variable
wind speed condition is improved. Besides, comprehensive comparison is conducted in
this chapter between FBIC and VSG with multiple virtual rotating masses. The proposed
VSG inertial control method for PMSG-WTG is verified in modified IEEE 14 bus power
system. As shown in section 5.2, maximum inertial response can be generated by VSG
inertial control instantly near the moment of frequency event. On the other hand, both
theoretical analysis and simulation results show that the participation of multiple virtual
rotating masses can greatly improve the active power tracking performance of a VSG and
relieve associated mechanical stress of the rotor shaft of PMSG-WTG with desirable
inertial response still maintained.
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Chapter 6 Power Domain Impedance Method for the Analysis
of Power System Interarea Oscillation
Power system oscillations triggered by disturbance events such as load changes,
generation outages, or tripping of a transmission line can potentially lead to a major
blackout [111], [112]. It is critical for the reliable operation of a power system that its
oscillation modes remain sufficiently damped under all resource dispatching scenarios
[177]. Power system oscillation modes are typically damped by installing power system
stabilizers (PSS) in the control system of SGs. However, it is a growing concern that
higher penetration level of inverter-based resources and replacement of SGs could
negatively affect the oscillation modes of a power system.
Many incidences of power system interarea oscillation have been recorded around
the world since 1950s, while new events continue to happen. Interarea oscillations mostly
occur over tie-lines as they form weak links among multiple power system areas with
different dynamics. Some of the well-known interarea oscillation mode in power systems
include Saskatchewan-Manitoba-Ontario West interconnection mode [113], interarea
mode between the northwest and the southwest interconnected systems in United States
[114], 0.5 Hz interarea mode between England and Scotland [115], and more recently,
0.3Hz interarea oscillation mode in Continental European system. Factors that influence
the damping of interarea oscillation mode include heavy loading on tie-lines, power
system topology, the operating point of SG, and in some cases, low residential and
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industrial load consumption. Summarizing various interarea oscillation incidences and
benefiting from the recent wide deployment of Phasor Measurement Units (PMU), it can
be concluded that an interarea oscillation mode is more dominated by the system
interaction between power system frequency and active power transmission along the tie
lines [114]. With the decrease of the length of tie-line or reduce of power transmission,
interarea oscillation could be better damped. But in many cases, these measures are
impractical. Hence early prediction and accurate estimation of power system stability
margin is crucial for preventing system interarea oscillation.
Different approaches have been explored for modeling and evaluating power
system interarea oscillation modes and designing corresponding damping measures.
Small-signal modeling and stability analysis is a standard technique for analyzing power
system oscillations [116], [117]. It is a model-based approach and relies on accurate
models of generators, loads, and transmission network. Modal analysis is used to quantify
the participation of each generator in a specific interarea mode. Hence, PSS can be
allocated at the most effective position to damp the interarea oscillation [118], [119].
Generally, high fidelity, accurate model of power system components and transmission
network may not be readily available in many cases. This could lead to major
simplifications and aggregations of system model and further results inaccurate
eigenvalue and eigenvector analysis. Consequently, important interarea oscillation modes
may go unnoticed.
One of the measurement-based methods used for the analysis of interarea
oscillation is the Prony analysis [120]-[128]. It directly estimates the oscillation
frequency and damping of the interarea modes [120], [121] based on power system
92

transient responses. Variation and modification of the Prony methods were also proposed
in [125] so that PMU measurement are used to improve accuracy of mode identification.
Although Prony analysis does not depend on detailed analytical model of a power system
and it can accurately predict the frequency and damping of the interarea modes, it hardly
provides insights for designing damping solutions. On the other hand, one or more power
system transients must be recorded in order to complete Prony analysis. As summarized
above, using Prony analysis is able to reconstruct the electromechanical oscillation modes
of a power system using streamed PMU data, in which the online system parameter
identification can be achieved. However, most of the modification and algorithm
improvement regarding Prony analysis focus more on data and signal processing aspects.
Aiming on aforementioned issues, in this chapter, a measurement based interarea
oscillation analysis method is proposed by taking advantage of the concept of power
domain impedance, such that the interarea oscillation frequency and corresponding
damping ratio can be accurately evaluated in a noninvasive manner with the absence of a
transient event. Furthermore, the interarea oscillation damping controller will be
implemented in Type III WTG, and the parameter tuning of the oscillation damping
controller will be executed in a model-less approach. The classical Kundar’s 2-area 4machine interconnected power system testbed is employed to demonstrate the validity
and effectiveness of the proposed analysis method.

6.1 Power Domain Impedance Theory
In this section, the concept and the definition of power domain impedance will be
introduced.
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The system diagram of the Kundar’s two-area power system [129] is presented in
Figure 6.1. Between bus 7 and bus 8, a BESS is integrated in order to slightly perturbed
the studied power system. As a measurement-based power system analysis approach,
power domain impedance measures the transfer function responses from the power
perturbations to the measured frequency and voltage at the point of common coupling
(PCC). Hence, the terminal behavior of partitioned subsystems in a complex power
system can be modeled using measured power domain impedances ZPOWER(1) and
ZPOWER(2), where the interaction between the partitioned power systems can be more
focused on. Bold letter Z is used because the impedance response of a three-phase
network is a two-by-two transfer function matrix irrespective of the domain in which the
impedance is defined [130]. Ideally, the concept of power domain impedance can be
applied on any power system which could be partitioned into two subsystems or two
areas.
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Figure 6.1 System diagram of a two-area power system under study
Generally, power system frequency and voltage are stiff variables which are
difficult to be perturbed in a controllable manner. However, the injections of active
power and reactive power can be easily regulated through BESS. In fact, it is possible for
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variable speed wind power systems, PV generators, and HVDC converters to be
programmed in order to inject power perturbations [131]. Given a set of power
perturbations referring to Figure 6.1, p(1)(t) and q(1)(t) are recognized as the active and
reactive power perturbations that flow in area 1, meanwhile, p(2)(t) and q(2)(t) are
recognized as the active and reactive power perturbations that flow in area 2, all in time
domain. The mathematical expression of power perturbations is written as in (6.1) - (6.4).

p(1) (t ) = P0 + Pˆp (1) cos(2 f p t + pp (1) )

(6.1)

q(1) (t ) = Q0 + Qˆ p (1) cos(2 f p t + qp (1) )

(6.2)

p(2) (t ) = − P0 + Pˆp (2) cos(2 f pt + pp (2) )

(6.3)

q(2) (t ) = −Q0 + Qˆ p (2) cos(2 f pt + qp (2) )

(6.4)

Here, P0 and Q0 are initial active and reactive power flow in the long transmission
line between area 1 and area 2 at steady state. For simplicity, variables denoted by
subscription (1) are associated with partitioned power system area 1, and variables
denoted by subscription (2) are associated with partitioned power system area 2. 𝑃̂𝑝 and
𝑄̂𝑝 are the amplitudes of active and reactive power perturbations, respectively. fp is the
perturbation frequency. Besides, ϕpp and ϕqp are phase angles of active and reactive power
perturbations, respectively.
Under the injected power perturbation, associated system frequency response can
be written as in (6.5). Specifically, f1, χ̂𝑝 , and ϕχp represent power system fundamental
frequency, the amplitude of perturbed frequency response, and the phase angle of
perturbed frequency response, respectively. Similarly, the associated system voltage
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̂𝑝 , and ϕUp are steady-state
response under perturbation is described in (6.6), where V1, 𝑈
bus voltage, the amplitude of perturbed voltage response, and the phase of perturbed
voltage response, individually.

f (t ) = f1 + ˆ p cos(2 f p t + p )

(6.5)

vm (t ) = V1 + Uˆ p cos(2 f pt + Up )

(6.6)

Summarizing (6.1) to (6.6), the Fourier components of p(1)(t), q(1)(t), p(2)(t), q(2)(t),
f(t), and vm(t) at the perturbation frequency fp are written in (6.7) in frequency domain.

 P(1) ( f p ) = Pˆp (1) e jpp (1)

Q(1) ( f p ) = Qˆ p (1) e jqp (1)

 P(2) ( f p ) = Pˆp (2) e jpp ( 2)

jqp ( 2)
Q(2) ( f p ) = Qˆ p (2) e

jp
 F ( f p ) = ˆ p e

jUp
Vm ( f p ) = Uˆ p e

(6.7)

As a result, the 2×2 power domain impedance matrix of individual partitioned
power system is defined as in (6.8) and (6.9), where Laplacian operator s=j2πfp.
Specifically, the power domain impedance model of area 1, ZPOWER(1), is expressed in
(6.8), and the power domain impedance model of area 2, ZPOWER(2), is expressed in (6.9).

 F ( s )   Z FP(1) ( s ) Z FQ(1) ( s )   P(1) ( s ) 


V ( s )  =  Z
 m   VP(1) ( s) Z VQ(1) ( s)  Q(1) ( s) 

(6.8)

Z POWER (1)

 F ( s )   Z FP(2) ( s ) Z FQ(2) ( s )   P(2) ( s) 


V ( s )  =  Z
 m   VP(2) ( s ) Z VQ(2) ( s )  Q(2) ( s ) 
Z POWER ( 2)
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(6.9)

Apparently, both ZPOWER(1) and ZPOWER(2) consist 4 unknown transfer functions,
i.e., ZFP(s), ZFQ(s), ZVP(s), and ZVQ(s), as shown in (6.8) and (6.9). To identify the full 2×2
impedance matrix, four equations are needed. Therefore, at least two linearly independent
perturbation sequences are required [132], [133] from BESS to perturb the power system,
separately. By applying two linearly independent power perturbation sequences, the
perturbed system dynamics yield as in (6.10). In this paper, the subscripts 1 and 2 without
parenthesis in (6.10) denote two independent perturbation inputs and corresponding
system responses. Furthermore, the power domain impedances ZPOWER(1) and ZPOWER(2)
are able to be calculated in (6.11) and (6.12).

 P(1),1   F2 
 P(1),2 
 F1 
V  = Z POWER (1) Q  , V  = ZPOWER (1) Q 
 m1 
 (1),1   m 2 
 (1),2 
 P(1),1   F2 
 P(1),2 
 F1 
=
Z
,
=
Z



POWER (2)
POWER (2) 
V 
 
 m1 
Q(1),1  Vm 2 
Q(1),2 

(6.10)

−1

ZPOWER(1)

F2   P(1),1 P(1),2 
F
= 1


Vm1 Vm 2  Q(1),1 Q(1),2 

ZPOWER (2)

F2   P(2),1 P(2),2 
F
= 1


Vm1 Vm 2  Q(2),1 Q(2),2 

(6.11)
−1

(6.12)

Based on the expressions of (6.11) and (6.12), the power domain impedance
describes the transfer function response from power inputs to system frequency and
voltage outputs. Intuitively, power system frequency is strongly correlated to active
power input, and system bus voltage is strongly correlated to reactive power input [129],
in power system transmission network. Hence, the transfer function from reactive power
to system frequency and the transfer function from active power to system bus voltage
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are assigned as off-diagonal elements of the power domain impedance matrix as well as
interpreted as coupling terms. Again, referring to Figure 6.1, the block diagram of the
partitioned two-area power system is presented in Figure 6.2.
P(s)
Q(s)

P(1) ( s ), Q(1) ( s )
F ( s ),Vm ( s )
Z POWER (1) ( s )

－

P(2) ( s ), Q(2) ( s )

1
Z −POWER
(2) ( s )

Figure 6.2 Block diagram of the power system that partitioned into two subsystems
Therefore, the interarea oscillation within a multi-area power system can be
modeled as the control interaction between partitioned subsystems referring to Figure 6.2.
Furthermore, a Z+Z cascade system [134] is formulated and its closed loop system
transfer function is derived as in (6.13). Accordingly, the characteristic function of the
partitioned two-area system is expressed as in (6.14).
1
−1
G ( s ) = Z POWER (1) ( I + Z POWER (1)  Z −POWER
(2) )

(6.13)

−1
det[ I + Z POWER (1)  Z POWER
(2) ] = 0

(6.14)

Referring to the conclusion in [134], system stability analysis can be performed
by applying the generalized Nyquist criterion to the impedance ratio. To apply the
Nyquist criterion, we first need to know the number of right-half plane poles in the
impedance ratio matrix. Note that the number of right-half plane poles in the impedance
ratio is equal to the sum of the number of right-half plane poles in ZPOWER(1)(s) and the
number of right-half plane zeros in ZPOWER(2)(s). We here make an assumption that the
two subsystems are individually stable before interconnection. This assumption implies
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that ZPOWER(1)(s) and ZPOWER(2)(s) do not have any right-half plane poles [135]. Moreover,
since the number of right-half plane poles in ZPOWER(2)(s) is zero, the number of right-half
plane zeros in ZPOWER(2)(s) can be obtained by counting the encirclements of origin by its
Nyquist plot. If the total number of right-half plane poles in the impedance ratio matrix is
found as P and the number of counter-clockwise encirclements of the critical point (−1,
j0) by the eigenvalues of the impedance ratio matrix is N, then the number of right-half
plane poles of the two area system (closed loop system), Z, is given by Z=P−N. It can be
verified through Nyquist plot that there are no right-half plane zeros in ZPOWER(2)(s) for
the studied system, which will be shown in the later section. Obviously, Z must be zero
for the studied two-area system to be stable.
Besides conducting power system stability analysis, the interarea oscillation
frequency and system phase margin are also able to be obtained through the generalized
Nyquist contour of the power domain impedance ratio, which are crucial indicators for
power system online monitoring and PSS tuning. According to Nyquist theory, system
natural oscillation frequency, power system interarea oscillation frequency in this case,
appears at the point where the root loci of power domain impedance ratio enters the unit
circle. Moreover, the system phase margin γ(fc) is used to evaluate the damping ratio of
the system under study. Here, fc denotes the interarea oscillation frequency. Accurately
evaluating the interarea oscillation frequency and system damping ratio in a timely
manner provides critical information for power system operators which prevents power
system from entering unstable or poorly damped region. On the other hand, predicted
interarea oscillation frequency also is crucial for the parameter tuning of PSS. Generally,
the relationship between system phase margin and damping ratio ξ can be approximated
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as in (6.15) [136]. Detailed case studies and the testbed description will be elaborated in
section 6.2.

 ( f c ) = 100

(6.15)

6.2 Interarea Oscillation Analysis and Prediction
The studied two-area power system in single-line diagram is presented in Figure
6.1. During system steady-state condition, area 1 exports 400MW across the weak
transmission lines to Area 2. Meanwhile, a 10MW BESS is utilized and programmed so
that sinusoidal power perturbations of active power and reactive power can be injected
independently. In this case, the amplitudes of power perturbations are 10MW and
10MVar. Ideally, the power injection can be introduced at any bus of the multi-area
power system. In the base case, the power injections are introduced between bus 7 and
bus 8. Accordingly, the perturbed system frequency and voltage are measured at PCC.
Table 6.1 summarizes the ratings and outputs of SGs G1 to G4, as well as the inertia
constants, for the base case of the studied system.
Table 6.1 Synchronous Generators: ratings, active power output, inertia constant
Generator
G1
G2
G3
G4

Rating S
900MVA
900 MVA
900 MVA
900 MVA

Active power output P
677.1MW
647.6MW
668.7MW
595.3MW

Inertial constant H
6.5s
6.5s
6.175s
6.175s

It should be mentioned that, in the base case, PSS is disabled to better recreate a
poorly damped case for interarea oscillation study. Type TGOV4 speed governor model
and type ESAC4A excitation model are used for the control of each SG, and their block
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diagrams are illustrated in Figure 6.3. Detailed parameter description for illustrated
governor model and excitation model are listed in Table 6.2 [129] as below.
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1 + sTA
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Figure 6.3 The block diagrams of generator controls: a) TGOV4 governor and b)
ESAC4A excitation.
Table 6.2 Parameters of illustrated TGOV4 governor and ESAC4A excitation in the
based case
Governor parameters
Permanent droop R
Speed relay lag time constant T1
Speed relay lead time constant T2
Gate servo time constant TSM
Excitation parameters
Actuator time constant TA
Voltage regulator lag time constant TB
Voltage regulator lead time constant TC
Voltage regulator gain KA

0.05pu
0.001s
0s
0.15s
0.02s
0s
0s
200pu

In this dissertation, a poorly damped interarea oscillation condition is replicated as
the base case. The power oscillation in the long transmission line between two areas is
presented in Figure 6.4. At 1s of the simulation time, a 30MW load disturbance is
introduced at bus 9 to trigger the interarea oscillation event. As illustrated in Figure 6.4,
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the power transmission from area 1 to area 2 is increased at the moment of load
disturbance, meanwhile the phenomenon of interarea oscillation at frequency of 0.75Hz
occurs. This oscillation mode falls in the interarea oscillation range and it also has been
used for interarea oscillation study in [111]. In this case, the poorly damped but stable
interarea oscillation is presented. By applying power domain impedance analysis, the
power system stability region is expected to be accurately estimated and predicted. It is
important for system operators to obtain this information so that necessary measure can
be made before unstable oscillation occurs and prevents further system abnormality.

Figure 6.4 Power oscillations in the long transmission line between two areas.
Typically, the frequency of an interarea oscillation phenomenon ranges from
0.1Hz to 0.8Hz [111]. Hence, the frequency of active and reactive power perturbations
varies from 0.02Hz to 1.2Hz to cover the entire range of a possible interarea oscillation.
Based on measured F(fp), Vm(fp), P(1)(fp), Q(1)(fp), P(2)(fp), and Q(2)(fp) of equation (6.7),
the full matrixes of ZPOWER(1) and ZPOWER(2) are calculated based on (6.11) and (6.12).
The magnitude and phase responses of individual element of ZPOWER(1) and ZPOWER(2) in
bode diagram are presented and compared in Figure 6.5, where solid red line represents
the element of ZPOWER(1) and solid blue line represents the element of ZPOWER(2).
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As mentioned, for a transmission network, power system frequency and bus angle
are strongly correlated to active power input, meanwhile system bus voltage is strongly
correlated to reactive power input [129], in system steady state. On the other hand,
multiple references [114], [115] have confirmed that the interarea oscillation exhibits a
function of power-angle characteristics. In fact, analog study regarding hydro system and
steam generation system operating over weak tie was carried out in [114] and the
interarea oscillation mode was successfully modeled using only aggregated active powerfrequency loop of the system. However, the magnitude response of the power domain
impedance in Figure 6.5 shows non-negligible couplings exist between power system
frequency and reactive power input in the swept frequency range, during system transient
state.
As the power domain impedance shown in Figure 6.5, although the coupling
ZVP(s) is much smaller than the diagonal element ZVQ(s), the coupling from the reactive
power to the frequency, ZFQ(s), is nearly as strong as the diagonal element ZFP(s) in the
frequency range of 0.04Hz to 1.2Hz in Figure 6.5. This shows that the coupling from the
reactive power to the frequency may play a significant role in power system oscillations,
and it cannot be ignored in general. On the other hand, referring previous research
approaches and ignoring couplings, ZFP(s) elements of both areas intersect at 0.75Hz with
the phase margin of 11.9o (=180o–168.1o). Hence, power domain impedance analysis
ignoring the coupling effect predicts an under-damped interarea mode at 0.75Hz. This
result also verifies the former research that model of active power-frequency loop of a
power system is able to approximately reflect system interarea oscillation mode.
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Figure 6.5 Power domain impedance response of ZPOWER(1) and ZPOWER(2). Red lines:
ZPOWER(1), blue lines: ZPOWER(2).
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Generalized Nyquist criterion is used in this dissertation in order to analyze the
stability property of a MIMO (multi input multi output) system. Specifically, the
eigenvalues of the power domain impedance ratio are calculated. The characteristic loci
of the power domain impedance ratio for the base case is given in Figure 6.6.

Figure 6.6 Nyquist plot of the eigenvalues of the power domain impedance ratio (red
solid lines) and Nyquist plot of the eigenvalues ignoring coupling elements (black dashed
lines).
Here in Figure 6.6 the power domain impedance based prediction on oscillation
frequency and damping for interarea oscillation study can be performed using Nyquist
plot of the power domain impedance ratio. The left part of Figure 6.6 presents the
Nyquist plot of power domain impedance ratio considering or ignoring off-diagonal
couplings in the frequency range of 0.02Hz-1.2Hz. The right part of Figure 6.6 presents
the zoomed in graph around the unit circle. Referring red solid lines, one of the
eigenvalues, eigenvalue 1, enters the unit circle at the frequency of 0.75Hz with 8.9degree phase margin, which accurately predicts the poorly damped interarea oscillation
condition of the base case in Figure 6.4. Eigenvalue 2 (whether considering or without
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considering couplings) is well confined in the unit circle, which further satisfies the
Middlebrook criterion [134], [139], [140]. On the other hand, both eigenvalue 1 of
power domain impedance ratio and ZFP(1)(s)/ZFP(2)(s) enter the unit circle at approximately
the same location. This further confirms the conclusion of former research that the
interarea oscillation phenomenon is dominated by the relationship between system
frequency and active power of a power system. Even though reactive power to frequency
coupling exists, it does not severely modify the Nyquist contour of eigenvalue 1 around
oscillation frequency.
The simulated interarea oscillations with different power system inertial constant
settings are presented in Figure 6.7. The case of low system inertia (black curve) is the
base case. For the interarea oscillation case with high system inertia (green curve),
inertial constants are increased to 10.3s, 10.3s, 10s, and 10s for generators G1 to G4,
respectively. As presented in Figure 6.7, the increase of system inertia slows down the
frequency of power system interarea oscillation and results in 0.59Hz oscillation
frequency. Even though improvement on damping performance can be observed with the
increase of system inertia, such damping improvement is fairly trivial, and unpractical to
mitigate system interarea oscillation mode. Power domain impedance analysis for system
with different inertial constants is presented in right side of Figure 6.7. Apparently, the
Nyquist plot is able to predict that the high inertia case has interarea oscillation frequency
at 0.59Hz and the increase of inertial constant slightly improves its damping, in which the
phase margin is increased to 14.5 degree compared with the base case. Hence, power
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domain impedance analysis is able to give accurate system assessment result based on the
point where Nyquist contour enters the unit circle.

Figure 6.7 Power oscillation between two areas and power domain impedance analysis
under different inertial constant settings. Black solid line: base case. Green dashed line:
high inertia case.

Figure 6.8 Power oscillation between two areas with modified governor regulator time
constants. Black line: base case. Maroon line: governor lead time constant T2 increases to
0.5s.
Power domain impedance analysis for system with increased governor lead time
constant is presented in Figure 6.9. The left part of Figure 6.9 shows the analysis ignoring
the coupling effects, whereas the right part of Figure 6.9 shows the analysis considering
the full impedance matrix. Both of analysis predict significant improvement on the phase
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margin of the interarea oscillation mode. The points where the Nyquist contours enter the
unit circle have approximately the same frequency for illustrated two cases, which is
0.75Hz. The maroon dashed line shows the phase margin improves to 35.3 degree when
the lead time constant of governor is increased to 0.5s, compared to 8.9 degree in the base
case. Still, the power domain impedance on the analysis of interarea oscillation is able to
give accurate oscillation frequency and associate damping prediction. Power oscillation
in time-domain simulation, which is demonstrated in Figure 6.8 also confirms the
prediction result.

Figure 6.9 Power domain impedance analysis between with modified governor regulator
time constants.
In sum, the power domain impedance method provides an intuitive framework for
the control design of generators for damping the interarea oscillation modes. In fact, the
tuning of governor time constants may not be always feasible. One of the effective
mainstream auxiliary controllers applied to damp power system oscillation is PSS. PSS
was primarily designed to provide additional damping torque for the rotor oscillation of a
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SG by modulating the generator excitation. Ideally, PSS is able to provide positive
damping torque at all oscillation frequencies with proper parameter tuning [129]. The
PSS block diagram implemented in this section is illustrated in Figure 6.10. It uses SG’s
rotor speed, ωr, as controller input, Controller output vs, is sent to the excitation system
reference in Figure 6.3. The time constant of washout filter Tsw in Figure 6.10 is kept 10s,
whereas the lead and lag time constants of the phase compensation, Ts1 and Ts2, are
chosen as 0.8s and 0.12s, respectively. Here, the controller gain Ks varies from as 1pu,
3pu, to 5pu for three different damping cases, respectively. It should be noted that PSSs
are only applied on generators G1 and G3.

Gain

r

Ks

Washout

sTsw
1 + sTsw

Phase
Compensation Saturation

1 + sTs1
1 + sTs 2

vs

Figure 6.10 The block diagram of implemented Power System Stabilizer.

Figure 6.11 Power oscillations in the long transmission line between two areas under
different PSS gain.
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The interarea oscillation damping performance using PSS with different controller
gain is presented in Figure 6.11. Obviously, the implementation of PSS is an effective
measure to damp interarea oscillation and higher PSS control gain is able to provide
better oscillation damping. Again, the power domain impedance based stability analysis
is carried out for the cases in Figure 6.11. Similarly to previous cases, as presented in
Figure 6.12, power domain impedance can accurately predict the interarea oscillation
frequency, so that phase compensation can be designed accordingly without the
involvement of complex system modeling. On the other hand, the power domain
impedance analysis also provides a measure to quantify the performance of PSS in terms
of interarea oscillation damping, which assists PSS controller design.

Figure 6.12 Power domain impedance analysis for system with different PSS gains.
Black solid line: base case. Red solid line: PSS gain Ks = 1pu. Purple dashed line: PSS
gain Ks = 3pu. Dark blue dashed line: PSS gain Ks = 5pu.
110

It has been illustrated in Figure 6.6, Figure 6.9, and Figure 6.12, that the
characteristic loci of power domain impedance ratio do not encircle the critical point. In
order to confirm the stability of the closed loop Z+Z system, the number of unstable zero
of ZPOWER(2) also needs to be determined, as discussed in section 6.1. Hence, the Nyquist
contours of ZPOWER(2) are investigated in Figure 6.13 for different simulated cases. It can
be concluded that ZPOWER(2) does not have unstable zero and the closed loop system can
be determined as stable since all Nyquist contours do not encircle the origin.

Figure 6.13 Nyquist plot of eigenvalues of ZPOWER(2). Black solid line: base case. Maroon
dashed line: governor lead time constant T2 = 0.5s. Dark blue dashed line: PSS gain Ks =
5pu.
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6.3 Wind Power Interarea Oscillation Damping and Analysis
Currently, many interarea oscillation damping controls have been proposed using
different approaches and various energy sources. Due to the increasing penetration level
of DGs, the possibility of using BESS [141]-[144], solar generator [145]-[148], and wind
power system [142], [149]-[155] to damp interarea oscillations are widely discussed.
Even though several of studies have indicated replacing conventional SGs with largescale Type III wind farm could impact the damping of interarea oscillations [156]-[159],
the fast response of power electronics devices integrated in the wind power system makes
it one of the most promising candidates to provide ancillary services to power system,
such as inertial control [16], [28], [29], [31], frequency regulation [160], [161], interarea
oscillation damping, and etc.
The increasing penetration level of wind energy is actively affecting the
oscillation modes of the power system. Meanwhile, many different effective oscillation
damping schemes using wind turbines were proposed using active power modulation,
reactive power modulation, or their combination. In fact, significant improvement on
interarea oscillation damping can be achieved by adopting simple add-on damping
controller. However, the control parameter design is highly rely on the oscillation
analysis in order to provide adequate phase compensation at specific oscillation
frequency, as pointed out in [162] and [163]. From such perspective, most of literature
intend to firstly conduct small signal stability analysis on linearized power system state
space model, so that the interarea oscillation mode of the studied system can be
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identified. Then, the proper control parameters can be implemented accordingly on the
power control loop of WTG.
One of the prerequisites for such prevalent design procedure is the high fidelity of
the entire power system model, mathematically, which is very difficult to achieve in
many cases. On the other hand, the tuning of control parameters, the gain of damping
controller for instance, requires multiple transient events under simulation environment to
evaluate its control performance, where designed controller based on simplified or
inaccurate simulation models may fail to provide valuable information for actual field
testing. Hence, in this section, the concept of power domain impedance will be employed
in order to evaluate the effectiveness of implemented damping controller on Type III
wind power system. Furthermore, power domain impedance will provide further insights
on the online damping evaluation of the designed controller. In Figure 6.14, the studied
two-area power system integrated with 150MW wind farm is illustrated. In this case, the
damping control service is provided by 150MW wind farm using active power
modulation. The 10MW BESS is still used for injecting power perturbations in order to
obtain the power domain impedances of both areas. At 1s of the simulation time, a
30MW load disturbance is introduced at bus 9 in order to trigger the interarea oscillation
event.
The add-on damping controller is integrated into the active power control loop of
the DFIG in order to achieve interarea oscillation damping, where the block diagram of
wind damping controller is presented in Figure 6.15. Specifically, the damping controller
of a DFIG measures the frequency deviation of power system. And phase compensation
is added around the analyzed interarea oscillation frequency in order to improve system
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damping. The washout filter generally acts as a high pass filter, which also introduces
inertial response during system frequency drop. The power adjustment from damping
controller ΔPref will combined with the active power reference from MPPT to formulate
the overall active power reference of the DFIG unit. Table III gives the control
parameters of the damping controller.

Figure 6.14 Two area power system integrated with 150MW wind farm.
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Figure 6.15 Implemented damping controller on Type III wind power system.
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Table 6.3 Parameters of illustrated wind power damping controller
Governor parameters
Damping controller gain Kws
Damping controller lag time constant Tw1
Damping controller lead time constant Tw2
Washout time constant Tw

20pu
0.3s
0.2s
20s

Figure 6.16 Power domain impedance analysis on wind power interarea oscillation
damping.
The power domain impedance analysis on the system with and without PSS
functionality in the wind power plant is shown in Figure 6.16. At the left hand side of
Figure 6.16, off-diagonal couplings are ignored, where blue curve and red curve give
ZFP(1)(s) and ZFP(2)(s) after integrating Wind-PSS. Here, only ZFP(1)(s) is modified
compared to the base case (black dashed curve) because of the integration of wind farm.
The analysis considering and without considering couplings both predict significant
improvement on the phase margin of the interarea mode after the installation of WindPSS in wind power plant. After enabling the Wind-PSS, the Nyquist plot starts at a near
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origin location and enters the unit circle at 0.62Hz, which is exactly the interarea
oscillation frequency of this case study in Figure 6.17. Accordingly, system can observe
an improved 45.4-degree phase margin.
The time-domain simulation responses in Figure 6.17 further confirm the
improvement in the damping of the interarea mode using Wind-PSS. Specifically in
Figure 6.17 b), it can be seen that the wind power plant modulates its active power output
after a transient transmission line fault so that the interarea oscillations can be effectively
damped.

Figure 6.17 Simulated responses following a transient fault event with and without PSS
functionality by the wind power plant. a) active power flow from Area 1 to Area 2, and b)
power output of the wind power plant.
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6.4 Conclusion and Discussion
With the increase of renewable energy penetration level and replacement of SG,
the power system oscillation damping function initially provided by SG becomes
unavailable in many cases. Therefore, it is crucial to enable the oscillation damping
capability of a wind farm or solar farm so that power system can be more stable and
resilient. The power domain impedance theory presented in this chapter can evaluate
power system oscillations without depending on the analytical model of the system. It is
an effective measurement-based approach for the analysis of power system interarea
oscillation. Power injections at different frequencies are introduced through controllable
power converter to slightly perturb the power system such that the terminal behavior of
individual power system area can be recorded and analyzed.
Comparing to current prevalent interarea oscillation analysis approaches, power
domain impedance method does not need model approximation or aggregation during the
development of system impedance model. This is important for analyzing modern power
system because the integration of renewable energy generators significantly complicates
power system state-space model and makes the accurate modal analysis difficult. The
power domain impedance responses can be used both for predicting the power system
oscillation modes as well as for designing damping controls in conventional generators
and modern inverter-based resources including wind and PV power plants and inverter
interfaced energy storage systems. From the perspective of the local damping controller
design, the global system information is obtained through measuring the terminal
behavior so that the optimal local damping control parameters can be determined. On the
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other hand, comparing to Prony analysis, no transient event is required in order to
reconstruct the electromechanical modes of a power system. Instead of solely
concentrating on system response reconstruction through regression techniques, the
analysis based on power domain impedance reconstructs the system model in terms of
transfer function matrix which provides further hidden information on system dynamics.
Therefore, the application of power domain impedance can be summarized as a
measurement-based, non-invasive analysis method for power system online monitoring
and assessment.
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Chapter 7 Summary and Future Work
7.1 Summary
In this dissertation, the concept and application of Virtual Synchronous Generator
controlled inverter system is introduced and established. Aiming to some practical issues
regarding VSG control, a dynamic droop mechanism is proposed in order to damp the
power oscillation that exists in a VSG based DG system without interfering the steadystate droop coefficient. In order to eliminate the steady-state error that introduced from
load changes or generator trips, a secondary controller based on Extremum Seeking is
employed so that power system frequency can be restored to its nominal value, in a
distributed control manner. The small-signal model of VSG controlled DG system is
presented under d-q reference frame and its stability property is investigated in this
dissertation as well, where VSG is used as a power-voltage node. Finally, an islanded
power system is established to verify the frequency control and grid forming capability of
a VSG. Simulation results demonstrate the validity and feasibility of the proposed
method.
VSG inertial control for Permanent Magnet Synchronous Generator-Wind
Turbine Generator is also developed in this dissertation, and the overall nonlinear
dynamic modeling and its small-signal linearization are derived and analyzed in Chapter
4. It is found that a large equivalent time constant is introduced through VSG inertial
control. Therefore, in this dissertation, the conflicts among VSG controlled inverter, the
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operation of PMSG-WTG, and the associated increased mechanical stress on WTG under
variable wind condition are further investigated. In order to address observed problems,
the control scheme of VSG with multiple virtual rotating masses is proposed so that the
inertial response and active power response of VSG controlled WTG can be improved
simultaneously under variable wind speed condition.
Moreover, comprehensive comparison is conducted in this dissertation between
frequency-watt inertial control and grid-forming inertial control. The proposed VSG
inertial control method for PMSG-WTG is verified in modified 10MVA IEEE 14 bus
microgrid system. As validated in Chapter 5, maximum inertial response can be
generated by VSG inertial control instantly near the moment of frequency event, while
frequency-watt inertial control results delayed virtual inertial response due to
measurement and control delays. On the other hand, both theoretical analysis and
simulation results show that the participation of multiple virtual rotating masses can
greatly improve the active power tracking performance of a VSG and relieve associated
mechanical stress of the rotor shaft of PMSG-WTG with desirable inertial response still
maintained.
Finally, with higher penetration level of renewable energy integrated into modern
power system and retirement of conventional SG, power system oscillation modes are
modified and the system damping capability previously provided by PSS is compensated.
Aiming the greatly complicated power system model with heterogenous energy resources,
the power domain impedance theory is utilized for the analysis of power system interarea
oscillation. It is shown that the implemented method is able to predict the oscillation
frequency and damping ratio of a system interarea oscillation mode under different
120

system configurations. Such method provides an effective tool to analyze power system
small-signal stability without conducting detailed and complicated system modeling.

7.2 Future Work
The Type IV wind power system proposed in Chapter 5 of this dissertation is
intended to fully exploit the inertial potential of wind turbines to achieve satisfying
inertial control using VSG with multiple virtual rotating masses. In fact, the concept of
multiple virtual rotating masses can also be extended to damp power system
electromechanical oscillation, including interarea oscillation, once the system oscillation
mode is identified online through measurement-based power system modeling method.
Therefore, VSG with multiple virtual rotating masses will also be utilized in the future
research to provide necessary power system damping in terms of power system stability
enhancement.
As a grid-forming control method, the integration of VSG into wind or solar
conversion system will amplify the interactions between energy resource side and grid
side, as demonstrated in Chapter 5. For the VSG controlled Type IV wind power system,
only the additional mechanical stress on the rotor shaft of a wind turbine caused by slow
dynamics of VSG is investigated in this dissertation. In the future research, FAST
(fatigue, aerodynamic, structures and turbulence) developed by NREL, which presents
the full mechanical model of a WTG will be utilized to further study its interacting
behavior resulting from VSG grid-forming control.
Regarding the research about power system with high renewable energy
penetration level, using virtual inertial control methods to enhance its small-signal
121

stability is only one part of it. It is expected that the future power system will become
more complex, even with the integration of multi-energy systems. In fact, researches in
[164]-[167] have demonstrated the promising future for multi-energy system, or Energy
Internet, in terms of economic advantages [172], [173]. It would be meaningful to
perform fundamental research on the stability analysis of Energy Internet system, since
the interactions between multi-energy sources could be intensified and raises stability
concerns.
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