Constructing the Presidential Public Activity Index
Minor speeches, political appearances, D. C. appearances, and appearances outside of Washington, are highly correlated with each other. Entering all into a regression equation may produce multicolinearity. As they are highly related, I created an index of public presidential activities. A factor analysis of the four items demonstrates that they produce one factor. I create an Index of Public Activities by adding them together, weighted by their factor loadings. The formula for the index is .50*Political Appearances + .90*U. S. Appearances + .83*D. C.
Appearances + .79*Minor Speeches.
All of the presidential activity data except for major speeches are highly correlated with time. Press conferences show a strong negative relationship (r = -.80, p = .000), but the others positively correlated with time, with correlations ranging from .48 to .85, all significant at the .005 level or better. Major speeches, however, reveal no relationship with time (r = .16, p = .20).
Because the presidential activity variables tend to correlate with time, as the presidential news variables also tend to do, I convert all of the presidential activity variables, except for major speeches into first differences. Doing so will insure that any relationship between presidential activity and presidential news is not due to their joint relationship with time, that is, that any relationship is true and not spurious. Dickey-Fuller tests indicate that none of the activity variables demonstrate unit roots in the forms to be used. For 1869 For -1998 shows a test statistic of -19.04 , with a .01 critical level of -3.50. For the 1929 of -3.50. For the -1998 period, the Dickey-Fuller tests are: foreign travel (change) = -16.07; major speeches = -6.89; public activity index. 
Appendix 4C

Specification of the Media Variables
Appendix 4E The Time Series Properties of Variables Used in the Analysis
Two problems may affect a time series that can undermine it use in regression analyses, like that in Chapter Four. These two problems are nonstationarity and autocorrelation.
Nonstationarity means that a shock to the data series at a previous time point becomes permanently embedded into the series. Like nonstationarity, autocorrelation recognizes that a shock to a previous data point may affect current and future data points in the series, but only temporarily. The presence of either problem violates the assumptions of independence of observation and uncorrelated errors in the disturbance term of a regression. Furthermore, the presence of either may lead to spurious conclusions, that an independent variable affects the dependent variable, when both the independent and dependent variables share a common time process. In other words, they are only related because they travel the same time paths, not because the independent variable causally affects the dependent variable. Fortunately, there are ways to detect and correct for nonstationarity and autocorrelation.
This section discusses the time series properties of the dependent variables in Chapter 4, the percentage of presidential news from 1897 -1998 and 1929 -1998 . Hamilton (1994 To be more formal, represent a time series of data as:
where Y is a time series, the subscripts t and t -1denote specific time points, e the error, and p a function that ranges from -1 to 1. When p = 0, Y t-1 will not affect Y t , and the two observations will be independent of each other. When p ≠ 0, the values of Y t-1 will affect Y t , the two will not be independent observations, the errors (e) will also be correlated. Correlated errors lead to inefficient estimation, with the variance of the estimates larger than they would be without correlated errors.
Referring to Equation 1 above, nonstationarity exists when p ≥ 1. This is often revealed as a series that seems to drift away from its mean value. Think of two time periods, with a shock setting off the second time period. If the shock produces a nonstationary series, the values of the series in the second time period will differ from those during the first time period.
Autocorrelation exists when 0 < p < 1. For a temporary period of time, the series may trend away from its mean, but after the temporary effects of the shock have ceased, the series will return to its long term mean. Spuriousness arises when two time series variables share a time trend. For instance, assume that Y = y + T and X = x + T. If we regress Y on X, producing our standard regression model, Y = a + bX + e, then any relationship between Y and X may be due to both being a function of T. Before one can proceed with time series regression analysis, the variables in the analysis must be detrended, that is, they must be rendered stationary and non-autocorrelated.
The general process of identifying the time series nature of a data series begins with assessing the presence of nonstationarity and then moves on to autoregression. After identifying the time series processes involve, one may apply correction procedures for detected problems. In general, I follow the prescribe stages for identifying nonstationarity and autocorrelation and correcting for these problems:
1. Plot the ACFs and PACFs (defined below) of the time series in question.
2. Determine if the series is stationary.
3. Estimate the AR and MA components of the series. does not point to drift. This is most evident in the latter years of the series, which bend down, back towards the mean. The ACF and PACF plots also suggest that the data are stationary, but may be subject to AR and perhaps MA data generating processes. When there are many spikes outside of the "gray" or critical regions of the ACF and PACF plots, then nonstationarity process are likely to be present. The ACF plot indicates decay from significant autocorrelation to consistently insignificant correlation that reflects AR processes, not nonstationarity (or integration) processes. However, the PACF plot does show some spikes in lags 16 and 20. The significant PACFs at the first two lags and the generally insignificant PACFs thereafter also point to an AR process and suggest and AR(2) process. parameters for a constant and a trend term, as well as specifying a multiple lags. Successively, insignificant parameters are dropped from the analysis. Alternate specifications find no lags beyond the first and obligatory lag to be significant; thus they are dropped from the test. But both a trend and constant term were found to be significant. As reported below, the augmented Dickey-Fuller test reports a test statistic of -4.76 compared to a critical value at .01 of -4.04. From this we can reject the null hypothesis of a unit root. The Dickey-Fuller test indicates a stationary series. Likewise, the Phillips-Perron test indicates a stationary series. Also finding significant trend and constant terms, the Phillips-Perron t statistic on these data is -4.88 compared to a critical value of -4.04.
Autoregression Diagnostic Tests
Having established that the presidential news 1897-1998 series is stationary, we turn to the autoregressive properties of the data. The ARMA model indicates a (2,0) process, that is, a second order autoregressive model. The coefficients for the two lags are .58 and .26, respectively.
That both are less than 1.0 testifies of an AR process, rather than nonstationarity in the data. An ARIMA (1,1), that is, first order autoregression with a first order moving average also fit the data well, but the log likelihood statistic for the (2,0) process was superior to the (1,1) process (-354 .5103 compared to -355.056). In selecting between these two specifications of the ARMA process, the AIC (Akaike Information Criterion) and BIC (Bayes Information Criterion) tests both found the (2,0) to be superior to the (1,1). The AIC and BIC criteria are F tests that allow one to make comparisons across different models.
White Noise Tests
Finally, the Portmanteau Q test assesses whether the residuals of the ARMA models are white noise. We want a series to be white noise before we begin analysis. When a series is white noise, it means that the series is free of nonstationarity and autocorrelation. The Q test finds that the (2,0) residuals are white noise for all lags from 1 to 10. In contrast, the Q test on the (1,1) residuals finds them to be white noise for lags 1 and 2, but not thereafter, which provides supporting evidence on (2,0) as the better specification of the temporal processes in the presidential news data. In particular the Q statistic for lag 1 = .21, p = .65; lag 5 = .91, p = .97 and lag 10 = 7.55, p =. 57.
Presidential News, 1929-1998
The same procedures are used on the presidential news series, 1929-1998.
ACF and PACF Plots
The time plot of presidential news, Figure 4E .4, starkly reveals that depths that presidential news coverage has fallen in the 1990s. Across the 1930s and 1940s, presidential news coverage hovers in the 20-30% range, with a great surge in presidential news in the late 1960s and 1970s. By the late 1990s, presidential news has fallen to the levels of the 1930s and 1940s. This pattern does not suggest a nonstationary series. The ACF and PACF plots on Figures   4E .5-6 also bespeak of autoregression. The ACF plots decays similarly to a classic AR process.
The spikes in lags 1 and 2 on the PACF, in conjunction with the ACF, suggest an AR(2) process, as was the case above. 
Autoregression Diagnostic Tests
Diagnostics for autoregression detect an AR(2) process, also as found before. The first order lag of .50 is significant at p = .00, z = 5.2, with the second order lag coefficient of .19 significant at p = .03, z = 2.18. That both coefficients are less than 1.0 supports an AR interpretation and argues against nonstationarity in the data.
White Noise Tests
Finally, the Portmanteau Q test indicates white noise. The Q statistic at lag 1 = .02, p =.89; at lag 5 Q = 1.25, p = .94; and at lag 10 Q = 5.35, p = .87.
Appendix 4F Robustness Tests
Among the most important results from the perspective of the larger aims of the research concern the effects of cable television on presidential news. I performed a number of robustness tests to determine how well the cable television findings hold up. First, a debate exists among presidency scholars over whether presidential behavior is best understood from a presidency or a president perspective. The presidency perspective argues that structural and institutional factors drive presidential behavior, while the president perspective counters that individual presidents, their tastes, preferences, skills, and the like, determine much presidential behavior. In this context, the president perspective would argue that the amount of presidential news coverage is in part a function of the relations that individual presidents have with the press, presidential skills in dealing with the president, presidential willingness to engage in activities designed to generate news coverage and the like.
To test the president hypothesis, for both the 1897-1998 and 1929-1998 Moreover, in addition to expressing the dependent variable, presidential news coverage in levels, as is done above, I also expressed it as first differences.
There is a danger in measuring the dependent variable in differences. As noted above and in Appendix 4E, which discusses the time series properties of presidential news, presidential news is stationary, and thus should not be differenced. Differencing a stationary variable, that is, over-differencing, may distort important information about the series and render insignificant effects of independent variables that truly are significant. Details of these analyses, which also control for the full battery of other independent and control variables, is displayed on Appendix Korean and Vietnam War (1951 -1953 , 1965 -1972 = 1, otherwise 0). Appendix 5B
Gulf
The Time Series Properties of Negative Presidential News, 1949-119
This section reports on the time series properties of the negative presidential news series utilizing the standards and procedures reported in Appendix 4E on the presidential news coverage series.
ACF and PACF Plots
The ACF and PACF plots for the negative news series are displayed on Figures 5A.1 and 5A.2. Combined, the plots strongly resemble a classic first order autoregressive series (AR(1)),
with the steady decay of the ACF and the first order spike in the PACF. Differencing isolates the short term dynamics of a series by removing the long term, permanent shock or drift. Autoregression tests conducted below indicate unambiguously an AR1 process in these data.
Autoregressive Tests and White Noise Tests
After experimenting with numerous AR and MA processes, results converged on an AR(1) in the negative news series, as the ACF and PACF plots indicated. The AR(1) produced a first order lag coefficient of .66 (z = 5.90, p = .000). That the lag coefficient falls quite short of 1.0 supplies further evidence that the series is autoregressive (AR), rather than the series being nonstationary. The Portmanteau test for white noise also indicate that the AR(1) produces a white noise series. The Portmanteau Q statistic at lag 1 = 0.24, p = .62; at lag 5,Q = 2.64, p = 076; at lag 10 Q = 3.63, p = .96; and at lag 20, Q = 9,25, p = .98.
Appendix 5C Alternative Specifications of Cable Television Effects on Negative Presidential News, 1949-1992
Several issues plague the analysis regarding the impact of cable television on negative presidential news. First, the previous chapter found that the amount of presidential news did not immediately respond to the presence of cable, but only when the number of households hit a threshold level and CNN began broadcasting. This raises the issue of the proper measurement of the cable television variable in the estimations in Chapter 5 as well. Second, both cable television and negative news increase over time, raising the specter that any observed relationship between the two may be a function of their shared time path and not a causal connection from cable television (as a measure of the development of the new media) and negative presidential news.
Third, cable television and party polarization are highly correlated for the years in question, raising the issue of multicollinearity.
As to the first issue, the specification of the cable variable, I experimented with several versions, including lags of the cable variable (up to four lags) and the threshold variable used in the previous chapter (that is scoring all cable value 0 until 1982, when the variable takes on the value of the percentage of households with cable television. Table Appendix Although the size of the cable television coefficient improves as the number of lags increases, the R terms, it is hard to argue that a 4-year lag makes much sense with annual data such as used here.
Thus the analysis in Chapter 5 focuses on the cable measure without lags. The second and third issues deal with the trending over time of three variables, negative presidential news, cable television, and party polarization, and the related issue of the high correlation between cable television and party polarization. Differencing is one way to deal with data that trends over time, but only if the series are non-stationary. As Appendix 5B
demonstrates, negative presidential news is stationary, thus differencing is not called for and recommended against. Still, we can difference the cable television and party polarization terms.
Doing so eradicates the correlation between them ( r = .12, p = .40), but using these differenced variables in place of the levels variables alters the meaning of the impact of cable television and party polarization on negative presidential news. The hypothesis of interest becomes the short term impact of change in these two variables on the level of negative presidential news. 
Characteristics of Presidential News
Straight News: 1 = straight news, 0 otherwise, from Type of Story variable. Source: Patterson Thus, first stage variables were restricted to characteristics of the environment and the news organization. It is possible that factors that lead to the publication of a presidential news story will also lead to the story being negative. For instance, news organizations may deem it newsworthy to report on rises in unemployment. At the same time, such a story may be critical of the president's economic policies. Hence, some stage one factors may also become stage two variables. At least one of these stage one variables must not also predict in stage two.
Depending on the equation four variables were found to significantly predict whether or not a story is presidential-a monthly time counter, whether the news organization is a local or national, the unemployment level, and the first year of a new president. Of these, only unemployment also predicts to negativity in presidential news. In no estimation does the lambda coefficient reach statistical significance and results of OLS estimations closely resemble those of the Heckman models. Thus, Table 6 .1 presents results of OLS estimations, while Table Appendix 6B.1 presents results of the Heckman two-stage estimations. .71 .00 Notably, though, both spikes are located quite close to the gray region. 
Autoregression Diagnostic Tests and White Noise Tests
The ACF and PACF plots hinted an autoregressive process. An ARIMA analysis establishes the existence of an AR (1) process, with an AR (1) coefficient of .62, a standard error of .10, a t value of 6.35, and a p value of < .000. The Portmanteau test for white noise finds the residuals of the ARIMA process to be white noise at lags 1 through 10. At lag 1 Q = 3.16, p = .08, is not longer statistically significant and the residuals of the OLS models on Table 9 .1 are also white noise. This suggests that the OLS specification may be appropriate than an AR (1) model.
For the AR (1) model, with only the spike and the cable variables, the coefficient of the cable variable remains the same as for the OLS estimation on Table 9 .1, but the significance level falls to .10 (b = -.045, SE = .034, t = -1.27, p =.10). 
Autoregression Diagnostic and White Noise Tests
Despite the delayed spikes in the PACF, ARIMA analysis indicates a weak AR (1) process, rather than a more complex ARIMA process. The ARIMA model produces a coefficient 
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Despite the delayed spikes in the PACF, ARIMA analysis indicates a weak AR (1) process, rather than a more complex ARIMA process. The ARIMA model produces a coefficient
