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1
Abstract
We make evident a curvature tensor for every vector subbundle of an arbitrary
manifold tangent bundle which reduces to the curvature tensor of an Ehresmann
connection in the case of the horizontal subbundle of the tangent bundle to the
total space of the nonlinear fiber bundle on which the connection is defined. Then
the classical theorem of Frobenius would characterize the complete integrability of
a vector subbundle of the tangent bundle by a zero curvature tensor in the sense
of our definition here. A basic tool is a result about the curvature tensor of the
natural lift of the vector subbundle to a manifold of maps with values in the base
of that subbundle. Another is a localization property for a Lie algebra of vector
fields over this manifold of maps. These allow to prove an additive formula for the
curvature tensors of two supplementary subbundles. The main result consists in
identifying a natural linear parallel transport on a supplementary vector subbundle
along any tangent path to the vector subbundle under study, which is the right
generalization of a linear connection parallel transport on a vector bundle along
the projection in the base of that path. Then we derive the differential equation
of the quotient of respective parallel transport operators induced by two different
supplementary subbundles to the subbundle in question in terms of its curvature.
Using this we obtain the equation of the infinitesimal variation of tangent paths to
a vector subbundle, defined by its curvature, that appears as the root for the Jacobi
equation of the infinitesimal variation of geodesics.
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1 Introduction. The curvature tensor of a vector
subbundle of the tangent bundle
This paper is intended to fill a gap, due to a remarkable blind hens’ phenomenon, regard-
ing the notion of curvature. After the important work of Ehresmann, this missing step
forward needed sixty four years! I became aware of the right definition of the curvature
tensor some seven years ago, but I could not believe it is not known: in the paper [3]
I took this definition for granted and I sent for it to the book [7] - where it does not
appear! Only after looking through the beautiful book of Sternberg [6] I decided first to
write a half page paper devoted only to this definition, in fact the content of Theorem 1
here. This approach was suggested by the double formulation (and proof) of the Frobe-
nius theorem from the book [4] of Narasimhan. Indeed, there is used the formula (18)
from here to pass from one formulation to the other. And precisely this formula allows to
introduce our definition of the curvature tensor for every smooth vector subbundle of any
manifold tangent bundle. In fact, for Hp ⊆ TpM smooth vector subbundle, the curvature
tensor at p ∈ M is a linear operator CHp ∈ Hom (Hp ∧ Hp, TpM/Hp). Then the theorem
of Frobenius asserts the equivalence between the complete integrability of such a vector
subbundle and the equality to zero, at every point of the manifold, of its curvature tensor,
in the sense of our definition here. The local expression of the curvature tensor shows that
the Christoffel symbols appear even in this general case and that their meaning comes
from the local representation of the respective vector subbundle of TM using charts on
M and on a Grassmann manifold.
Next, in section §2, it is shown that for any p0 ∈ M, H0 ⊆ Tp0M vector subspace and
C0 ∈ Hom (H0 ∧H0, Tp0M/H0) there is a locally defined, around p0, vector subbundle H
of TM such that Hp0 = H0 and C
H
p0
= C0. Taking into account the integrability property
of the subbundle H in the most degenerate case, when CHp = 0 for all p ∈M , we point out
in Proposition 4, dual properties of non-integrability of H corresponding to the two cases
when the linear operator CHp is non-degenerate, hence injective or surjective, respectively.
Having in view to study tangent paths to H in M and variations of them through tangent
paths to H alike, we consider in section §3 the manifolds C∞(D,M), for D a compact
domain, meant to be of dimension 1 or 2 respectively. If H −→ M is the vector subbundle
of TM , there is a natural lift of it to a vector bundle C∞(D,H) −→ C∞(D,M), which
appears to be a vector subbundle of TC∞(D,M), if we consider the (formal) isomorphism
TC∞(D,M)−˜→C∞(D, TM). The result of §3, Theorem 2, essential in all the paper, is
a simple and natural formula for the curvature of C∞(D,H), as a vector subbundle of
TC∞(D,M), in terms of the curvature of H .
The section §4 is devoted to a Lie subalgebra of vector fields over C∞(D,M) which is
isomorphic to the set of global sections of a sheaf of Lie algebras over D ×M . The lo-
calization property of this Lie algebra structure is used in §5 to prove a certain identity
(Theorem 4) that entails the formula expressing the sum of curvatures of two supplemen-
tary subbundles by such a Lie bracket (Theorem 5). But the formula for the Lie bracket
of this sheaf sections (Theorem 3) will play also a role in section §6.
This section §6 is the core of the whole paper. We show that for every tangent to the
subbundle H path γ and for every supplementary to H vector subbundle K there exists
a natural linear parallel transport of the fibers of K along the path γ. It is the right
generalization of the case when M is the total space of a vector bundle, over B say, and γ
is the zero lift of an arbitrary path in B. Then γ is tangent to the horizontal subbundle H
defining a linear connection on M . Next, the linear fibers of M , over B, can be identified
with the tangent to them in zero, giving thus the supplementary subbundle K along γ.
And, in this case, the parallel transport of the fibers of M along the original path in the
base B, given by the linear connection, coincides with the parallel transport of the fibers
of K along γ. If M is the total space of a nonlinear fiber bundle on which is defined
an Ehresmann connection by H and K is the tangent to the nonlinear fibers, then the
linear parallel transport operators of K along γ, found by us, appear to be the tangent
operators, in the points of the tangent to H path γ, to the diffeomorphisms of nonlinear
fibers given by the Ehresmann connection parallel transport along the projection of γ in
the base (Theorem 8).
Coming back to our general framework, if we consider the linear parallel transport op-
erators of the fibers of TM/H defined by two supplementary subbundles K1 and K2 to
H , then there is an interesting equation of evolution of their quotient, along γ, in terms
of the curvature of H (Theorem 10). This equation is the consequence of Theorem 9,
where we find the equation of the infinitesimal variation of tangent paths to H using a
supplementary subbundle K to H . Then in section §7 we prove the reciprocal of this
statement and show that the equation, defined by the curvature of H , is independent of
K (Theorems 11 and 12). Finally, we show in Theorem 13 that this equation is the root
for the equation of Jacobi of infinitesimal variation of geodesics.
2 The definition of the curvature tensor
and its expression in local coordinates.
The two nondegenerate cases and some
integrability questions
Let M be a C∞ (finite dimensional) manifold and Hp ⊆ TpM, p ∈ M, be a C
∞ vector
subbundle of its tangent bundle. For a diffeomorphism ϕ : M −→ N we denote ϕ∗H the
vector subbundle of TN :
(ϕ∗H)ϕ(p) = Tpϕ ·Hp, p ∈M. (1)
For a Banach vector space E we consider
ΨE : E × E −→ TE, ΨE(v, w) =
d
dt
(v + tw)|t=0 ∈ TvE, (2)
which is a bijection and ΨE(x, ·) : E −→ TxE is an isomorphism ∀x ∈ E. Then, if M
is a Banach manifold, E a Banach vector space and f : M −→ E is a C1 - function, we
denote
dpf : TpM −→ E, dpf = Ψ
E(f(p), ·)−1 · Tpf (3)
its differential at p ∈ M . And if χ : U −→ E, U = U˚ ⊆ M , is a local chart on M , we
consider the subspaces of E
(˜χ∗H)χ(p) = dpχ ·Hp, p ∈ U. (4)
Using a chart in the neighbourhood of p0 ∈M we may construct a local trivialization of H
around p0 in the following way: let V := (˜χ∗H)χ(p0) and W such that V +˙W = E, where
+˙ stands for the interior direct sum. Then a natural isomorphism allows to consider a
modified chart
χ : U −→ V ×W (5)
such that dp0χ ·Hp0 = V × {0W}. The smoothness of H is equivalent to the smoothness
of the map p 7→ dpχ ·Hp taking values in the Grassmann manifold of subspaces of V ×W
isomorphic with V . In this way we find Γ (x, y) ∈ Hom(V,W ) depending smoothly on
(x, y) ∈ V ×W in a neighbourhood of (x0, y0) = χ(p0) such that Γ (x0, y0) = 0Hom(V,W )
and
(˜χ∗H)(x,y) = graphΓ (x, y) = {(v, Γ (x, y)v) | v ∈ V }. (6)
In that neighbourhood we consider the isomorphism
ΛV(x,y) : V −˜→(˜χ∗H)(x,y), Λ
V
(x,y)v = (v, Γ (x, y)v), (7)
and finally the trivialization of H
ϑp : Hp−˜→V, ϑp = (Λ
V
χ(p))
−1 · dpχ|Hp, p ∈ U. (8)
We will call a chart (5) where H is represented by (6) an adapted chart for the vector sub-
bundle H . If H⊥p ⊆ T
∗
pM denotes the orthogonal with respect to the duality {TpM,T
∗
pM}
then H⊥ becomes a C∞ vector subbundle of T ∗M . In the case of a H-adapted chart we
denote
ΛW(x,y) : W −˜→E/graphΓ (x, y), Λ
W
(x,y)w = (0V , w) + graphΓ (x, y), (9)
where E = V ×W , and then its transposed establishes an isomorphism
(ΛW(x,y))
∗ : (graphΓ (x, y))⊥ −→W ∗. (10)
On the other hand ((dpχ)
−1)∗ : T ∗pM −→ E
∗ is an isomorphism between H⊥p and
(dpχ ·Hp)
⊥, so that
ϑ⊥p : H
⊥
p −˜→W
∗, ϑ⊥p = (Λ
W
χ(p))
∗ · ((dpχ)
−1)∗|H⊥p (11)
gives a trivialization of H⊥ in the same neighbourhood. There, a section X ∈ C∞Γ(H)
is represented by f = ϑ ◦X ◦ χ−1 ∈ C∞(U, V ) such that
dχ−1(x,y)χ ·Xχ−1(x,y) = (f(x, y), Γ (x, y) f(x, y)) (12)
and a section α ∈ C∞Γ(H⊥) by ϕ = ϑ⊥p ◦ α ◦ χ
−1 ∈ C∞(U,W ∗) for which
< ((dχ−1(x,y)χ)
∗)−1αχ−1(x,y), (v, w) >=< ϕ(x, y), w − Γ (x, y)v > . (13)
Our starting point is the following elementary
Theorem 1 . For X, Y ∈ C∞Γ(H) and α ∈ C∞Γ(H⊥) the following equality holds
∀p ∈M :
dpα(Xp, Yp) = − < αp,
[
X, Y
]
p
> . (14)
It follows that for p0 ∈M fixed it is well defined a trilinear map
τp0 : Hp0 ×Hp0 ×H
⊥
p0
−→ R (15)
by
τp0(u, v, φ) =< φ,
[
X, Y
]
p0
>= −dp0α(u, v), (16)
where X, Y ∈ C∞Γ(H), α ∈ C∞Γ(H⊥) are arbitrary with
Xp0 = u, Yp0 = v, αp0 = φ. (17)
Proof. The equality (14) follows from the general identity
dpα(Xp, Yp) =< dp < α, Y >,Xp > − < dp < α,X >, Yp > − < αp,
[
X, Y
]
p
>, (18)
for X, Y ∈ C∞Γ(TM), α ∈ C∞Γ(T ∗M). Then in (16) the second term shows that τp0
depends only on φ while the third term shows that τp0 depends only on u and v. On the
other hand, the representations (12) and (13) allow to construct sections for H and H⊥
with prescribed value in a given point. Using this procedure we can also verify that τp0 is
trilinear 
We consider then the following
Definition. If H is a vector subbundle of TM we define its curvature tensor in p0 ∈ M
as the operator
CHp0 ∈ Hom(Hp0 ∧Hp0, Tp0M/Hp0), (19)
CHp0(u ∧ v) := P
H
p0
[
X, Y
]
p0
, (20)
if
PHp0 : Tp0M −→ Tp0M/Hp0 (21)
denotes the canonical projection and X, Y ∈ C∞Γ(H) are chosen so that Xp0 = u,
Yp0 = v 
Then the classical Frobenius theorem may be phrased as stating that H is completely
integrable if and only if CHp = 0, ∀p ∈M (see Narasimhan [4]).
We look now for a local representation of the curvature tensor corresponding to the local
form (6) of the vector subbundle H . For any diffeomorphism ϕ : M −→ N we have also
the canonical isomorphism
Tpϕ/Hp : TpM/Hp−˜→Tϕ(p)N/(ϕ∗H)ϕ(p) (22)
(see (1)). If Cϕ∗H is the curvature tensor of the subbundle ϕ∗H of TN , we have
Tpϕ/Hp · C
H
p (Xp ∧ Yp) = C
ϕ∗H
ϕ(p) (Tpϕ ·Xp ∧ Tpϕ · Yp), (23)
for Xp, Yp ∈ Hp, p ∈ M . If χ : U −→ E, U = U˚ ⊆M , is a local chart on M , we denote
(see (4))
dpχ/Hp : TpM/Hp −→ E/(˜χ∗H)χ(p) (24)
and define ˜Cχ∗He ∈ Hom((˜χ∗H)e ∧ (˜χ∗H)e, E/(˜χ∗H)e), for e ∈ E, by
dpχ/Hp · C
H
p (Xp ∧ Yp) =
˜Cχ∗H
χ(p) (dpχ ·Xp ∧ dpχ · Yp). (25)
For X ∈ C∞Γ(TM) we have χ∗X = (χ
−1)∗X ∈ C∞Γ(TE) defined as usual
(χ∗X)e = Tχ−1(e)χ ·Xχ−1(e) (26)
and for X ∈ C∞Γ(TE) we denote
X˜ = p2 ◦ (Ψ
E)−1 ◦X, X˜ : E −→ E, (27)
(where p2 : E ×E −→ E is canonical), such that
Xe = Ψ
E(e, X˜(e)), e ∈ E. (28)
From (26) and (27) we get
χ˜∗X(e) = dχ−1(e)χ ·Xχ−1(e). (29)
And if we define for F, G ∈ C∞(E,E)
[
F,G
]
(e) = G′(e) · F (e)− F ′(e) ·G(e), (30)
for X, Y ∈ C∞Γ(TE) we have [˜
X, Y
]
=
[
X˜, Y˜
]
. (31)
Since (χ−1)∗
[
X, Y
]
=
[
(χ−1)∗X, (χ−1)∗Y
]
, we have
˜χ∗
[
X, Y
]
=
[
χ˜∗X, χ˜∗Y
]
(32)
for X, Y ∈ C∞Γ(TM).
In order to distinguish the type of application to different vectors we use here the notations
<
∂F
∂x
(x, y); f >=
d
dt
F (x+ tf, y)|t=0, <
∂F
∂y
(x, y); h >=
d
dt
F (x, y + th))|t=0, (33)
for F : O −→ Z, Z vector space and O = O˚ ⊆ V ×W . In the case Z = Hom(V,W )
<
∂F
∂x
(x, y); f > g ∈ W has a clear meaning for f, g ∈ V ; also <
∂F
∂y
(x, y); h > g ∈ W ,
for h ∈ W, g ∈ V .
Coming back to (32) we get for
χ˜∗X(x, y) = (f(x, y), Γ (x, y) f(x, y)), χ˜∗Y (x, y) = (g(x, y), Γ (x, y) g(x, y)) (34)
[
χ˜∗X, χ˜∗Y
]
(x, y) =
(
<
∂g
∂x
; f > + <
∂g
∂y
;Γ f > − <
∂f
∂x
; g > − <
∂f
∂y
;Γ g >,
<
∂Γ
∂x
; f > g + Γ <
∂g
∂x
; f > + <
∂Γ
∂y
;Γf > g + Γ <
∂g
∂y
;Γf > − <
∂Γ
∂x
; g > f −
− Γ <
∂f
∂x
; g > − <
∂Γ
∂y
;Γg > f − Γ <
∂f
∂y
;Γg >
)
.
Let us consider
P χ˜∗He : E −→ E/(˜χ∗H)e, e ∈ E, (35)
canonical and remark that (see (24))
dpχ/Hp · P
H
p = P
χ˜∗H
χ(p) · dpχ, (36)
p ∈ U . Then
P χ˜∗H(x,y)
[
χ˜∗X, χ˜∗Y
]
(x, y) =
= P χ˜∗H(x,y)
(
0, <
∂Γ
∂x
; f > g − <
∂Γ
∂x
; g > f+ <
∂Γ
∂y
;Γf > g − <
∂Γ
∂y
;Γg > f
)
,
or (see(9))
P χ˜∗H(x,y)
[
χ˜∗X, χ˜∗Y
]
(x, y) =
= ΛW(x,y)
(
<
∂Γ
∂x
; f > g − <
∂Γ
∂x
; g > f+ <
∂Γ
∂y
;Γf > g − <
∂Γ
∂y
;Γg > f
)
(37)
Let us consider
̂Cχ∗H(x,y) ∈ Hom(V ∧ V,W ) (38)
defined by
̂Cχ∗H(x,y)(f ∧ g) =<
∂Γ
∂x
(x, y); f > g − <
∂Γ
∂x
(x, y); g > f+
+ <
∂Γ
∂y
(x, y);Γ (x, y)f > g − <
∂Γ
∂y
(x, y);Γ (x, y)g > f. (39)
As ˜(χ∗[X, Y ])χ(p) = dpχ ·
[
X, Y
]
p
, from (32), (37) and (39) we get
dpχ/Hp · C
H
p ((dpχ)
−1ΛVχ(p)f ∧ (dpχ)
−1ΛVχ(p)g) = Λ
W
χ(p) ·
̂Cχ∗H
χ(p) (f ∧ g), (40)
for f, g ∈ V . We say that (39) is the local representation of the curvature tensor in an
adapted chart. We recall that here H is defined by Γ according to (6).
The formula (39) shows the proper and general meaning of the Christoffel symbols, as
defined by Γ from (6), in virtue of the role of Γ in the expression of the curvature tensor
(see, for instance, Kobayashi+Nomizu, vol I [2], Sternberg [6]): they simply give locally
the subbundle whose curvature is computed.
We examine now the structure of the curvature tensor at a fixed point.
Proposition 1 . For p0 ∈M fixed, the operator C
H
p0
may take any value from
Hom(Hp0 ∧Hp0, Tp0M/Hp0), when Hp varies with p around p0 and Hp0 is prescribed.
Proof. We consider
M = V ×W (41)
and H(x,y) given by (6) and C
H
(x,y) by (39). We take next C ∈ Hom(V ∧ V,W ) arbitrary
and define H by
Γ (x, y)v =
1
2
C(x ∧ v), x, v ∈ V, y ∈ W. (42)
Then <
∂Γ
∂x
(x, y); u > v =
1
2
C(u ∧ v),
∂Γ
∂y
(x, y) = 0, wherefrom, using also (39), for this
H :
CH(x,y) = C, ∀(x, y) ∈ V ×W (43)

The following fact comes straight from the definition of the curvature tensor.
Proposition 2 . Let Hp ⊆ Kp ⊆ TpM be two smooth vector subbundles and let
jp : Hp −→ Kp, qp : TpM/Hp −→ TpM/Kp (44)
be the canonical maps. Then ∀p ∈M
CKp (jpu ∧ jpv) = qpC
H
p (u ∧ v), ∀u, v ∈ Hp. (45)

Next we try to identify in suitable properties of the curvature tensor the existence of any
of two types of integral submanifolds.
Proposition 3 .i) If N ⊆ M is a submanifold with
TpN ⊆ Hp, ∀p ∈ N, (46)
then
CHp (u ∧ v) = 0, ∀p ∈ N, ∀u, v ∈ TpN. (47)
ii) If N ⊆M is a submanifold with
TpN ⊇ Hp, ∀p ∈ N, (48)
then
CHp (u ∧ v) ∈ TpN/Hp, ∀p ∈ N, ∀u, v ∈ Hp (49)
(as TpN/Hp ⊆ TpM/Hp)).
Proof. It is easy to see that for each submanifold N and each p ∈ N there exists a
neighbourhood around p in M and a completely integrable subbundle K ⊆ TM defined
on it such that
Kp = TpN, ∀p ∈ N. (50)
i) In this case Kp ⊆ Hp and C
K
p = 0; then from (45) we infer (47).
ii) In this caseKp ⊇ Hp and C
K
p = 0; then (45) gives qpC
H
p (u∧v) = 0, ∀p ∈ N, u, v ∈ Hp.
But ker qp = Kp/Hp = TpN/Hp (see (44) and (50))
We will say that the curvature tensor is nondegenerate at p0 if the operator
CHp0 ∈ Hom (Hp0 ∧Hp0 , Tp0M/Hp0) has maximal rank. Hence there are two cases, depend-
ing on m = dimHp0 and n = dimTp0M : in the case that
(
m
2
)
6 n − m, CHp0 should
be injective and in the case that
(
m
2
)
> n − m, CHp0 should be surjective. Of course, if
the curvature tensor is nondegenerate at a certain point, then it is nondegenerate at each
point from a neighbourhood of it.
Proposition 4 .i) If CHp0 is injective then there does not exist a submanifold N ⊆ M,
N ∋ p0, such that
TpN ⊆ Hp, ∀p ∈ N, dimN > 2. (51)
ii) If CHp0 is surjective then there does not exist a submanifold N ⊆M,N ∋ p0, such that
TpN ⊇ Hp, ∀p ∈ N, codimN > 1. (52)
Proof.i) From (47), Proposition 3 i) and the injectivity it follows that
TpN ∧TpN ⊆ kerC
H
p = {0}, ∀p ∈ N and in a neighbourhood of p0, and then dimN 6 1.
ii) Using Proposition 3 ii) and the surjectivity we get TpN/Hp = TpM/Hp, hence
TpN = TpM and codimN = 0 
But the previous Proposition can be supplemented with the counterexamples from the
next
Proposition 5 .i) In the case that CHp is injective ∀p ∈ M it may exist a submanifold
N ⊆M with
TpN ⊇ Hp, ∀p ∈ N, codimN > 1. (53)
More precisely, this is possible in the case of (41), (42) with C injective and
dim (V ×W ) = 4, dimV = dimH = 2, (54)
when we can find N of
dimN = 3. (55)
ii) In the case that CHp is surjective ∀p ∈M it may exist a submanifold N ⊆M with
TpN ⊆ Hp, ∀p ∈ N, dimN > 2. (56)
Again, this can be realized for (41), (42) with C surjective,
dim (V ×W ) = 4, dimV = dimH = 3, (57)
with a certain N of
dimN = 2. (58)
Proof.i) We take bases such that V = Re1+˙Re2, W = Re3+˙Re4 and define C by
C(e1 ∧ e2) = e3. (59)
Then from (42) we have imΓ (x′, x′′) = Re3, ∀x
′ ∈ V, x′ 6= 0, ∀x′′ ∈ W and
H(x′,x′′) = {v ⊕ Γ (x
′, x′′)v | v ∈ V } ⊂ Re1+˙Re2+˙Re3. Therefore the hypersurfaces
Nλ ⊂ V ×W ,
Nλ = {x4 = λ}, (60)
λ ∈ R, with T(x′,x′′)Nλ = Re1+˙Re2+˙Re3, have the desired properties (53), (55).
ii) We take V = Re1+˙Re2+˙Re3, W = Re4, C : V ∧ V −→W by
C(e1 ∧ e2) = C(e2 ∧ e3) = 0, C(e1 ∧ e3) = e4. (61)
Let us consider the surfaces
Nλ = {x3 = 0, x4 = λ}, (62)
λ ∈ R. For x = (x′, x′′) ∈ Nλ, x
′ ∈ V, x′′ ∈ W , we have x′ ∈ Re1+˙Re2. On the
other hand T(x′,x′′)Nλ = Re1+˙Re2 and if z ∈ T(x′,x′′)Nλ then C(x
′ ∧ z) = 0 wherefrom
z = z+˙
1
2
C(x′ ∧ z) = z+˙Γ (x′, x′′)z ∈ H(x′,x′′); thus (56) holds 
3 The lift of the curvature tensor to a manifold
of maps with values in the base of the subbundle
The formula that is proved here involves the Lie bracket of vector fields on the infinite
dimensional manifold C∞(D,M), whereD is an arbitrary compact manifold (possibly with
boundary) andM is the manifold where the vector subbundles of TM are considered. The
special form of the vector fields that appear in it allows to work with a certain Lie algebra
that does not use a differentiable structure on C∞(D,M) , being enough to compute on
the manifolds Ck(D,M) modelled on Banach spaces. We refer to R. Palais [5] for the facts
concerning these Banach manifolds that we use in the sequel. The suitable framework is
that of C∞ nonlinear fiber bundles π : η −→ D and of the respective Banach manifolds
C
kΓ(η) of Ck sections.
The main tool in order to introduce a structure of C∞ manifold on CkΓ(η) is the existence,
for each σ0 ∈ C
0Γ(η), of a vector bundle neighbourhood of it, that is an open subset E ⊆ η
with E ⊇ σ0(D) such that the fiber bundle π|E : E −→ D be endowed with a compatible
structure of C∞ vector bundle. The point is that the open subsets CkΓ(E) of CkΓ(η),
with their own structure of Banach space, give, through their embedding, the inverse of
charts for that structure.
Let
τη|TFη : TFη −→ η, TFe η = Te ηpi(e), e ∈ η, (63)
be the vector bundle of tangents to the fibers and let, for σ ∈ CkΓ(η),
σ∗(TFη) −→ D, [σ∗(TFη)]ζ = Tσζ ηζ , (64)
be the vector bundle pulled back through σ. As a consequence of the specific differential
structure of CkΓ(η)
Φkσ : TσC
kΓ(η)−˜→CkΓ(σ∗(TFη)), [Φkσ(0)(
dσ(t)
dt
∣∣
t=0
)]ζ =
d[σ(t)ζ ]
dt
∣∣
t=0
, ζ ∈ D, (65)
is an isomorphism. On the other hand
π ◦ τη|TFη : TFη −→ D, (TFη)ζ = T (ηζ), ζ ∈ D, (66)
is a nonlinear fiber bundle over D for which the manifold of sections CkΓ(TFη) becomes
a vector bundle over CkΓ(η) through the projection
l(τη|TFη) : C
kΓ(TFη) −→ CkΓ(η), l(τη|TFη)(ϕ) = τη ◦ ϕ, (67)
C
kΓ(TFη)σ = [l(τη|TFη)]
−1({σ}) = CkΓ(σ∗(TFη)). (68)
In this way Φk becomes an isomorphism of vector bundles, of Banach space fibers, over
C
kΓ(η):
Φk : TCkΓ(η)−˜→CkΓ(TFη), l(τη|TFη) ◦ Φ
k = τ
C
kΓ(η). (69)
Remark that, if E ⊆ η is a vector bundle neighbourhood in η, then TFE becomes a
vector bundle neighbourhood for TFη (again over D). Indeed,
TFE = (τη|TFη)
−1(E) (70)
is open in TFη and its fiber (TFE)ζ = T (Eζ) is the total space of the tagent bundle to
the open subset Eζ of ηζ , a vector space itself. Recall the bijection Ψ
E : E × E −→ TE,
for an arbitrary vector space E (see (2)), that gives a structure of vector space on TE.
Therefore ΨEζ : Eζ × Eζ −→ T (Eζ), ζ ∈ D, makes E ×D E a C
∞ vector bundle over D
and
ΨE : E ×D E−˜→TFE (71)
a vector bundle isomorphism. In this way TFE is a vector bundle neighbourhood for
TFη if E is a vector bundle neighbourhood for η. And the open subset CkΓ(TFE) of
C
kΓ(TFη) is also a Banach vector space with the same differentiable structure as that
induced by the Banach manifold CkΓ(TFη). For the vector bundle E we have also the
isomorphisms of Banach spaces
l(ΨE) : CkΓ(E ×D E)−˜→C
kΓ(TFE), l(ΨE)(σ) = ΨE ◦ σ, (72)
Σk : CkΓ(E)× CkΓ(E)−˜→CkΓ(E ×D E), Σ
k(σ, τ)ζ = (σζ , τζ), (73)
ΨC
kΓ(E) : CkΓ(E)× CkΓ(E)−˜→TCkΓ(E), (74)
Φk : TCkΓ(E)−˜→CkΓ(TFE), (75)
that make a commutative diagram:
Φk · ΨC
kΓ(E) = l(ΨE) ·Σk. (76)
Now, for every positive integer r we denote
C
∞Γr(TC
kΓ(η)) = {X ∈ C∞(Ck+rΓ(η), TCkΓ(η)) | τ
C
kΓ(η) ◦X = idCk+rΓ(η)}. (77)
We see that C∞Γ0(TC
kΓ(η)) = C∞Γ(TCkΓ(η)) in the usual sense of smooth vector fields
on the manifold CkΓ(η). Next we consider
C
∞Γr(TC
∞Γ(η)) =
∞⋂
k=0
C
∞Γr(TC
kΓ(η)). (78)
Here we keep in mind that C∞Γ(η) is dense in CkΓ(η), that Φk from (69) is independent
of k in the sense that
Φk|TCk+1Γ(η) = Φ
k+1, (79)
for the inclusion TCk+1Γ(η) ⊆ TCkΓ(η) is tangent to the inclusion Ck+1Γ(η) ⊆ CkΓ(η).
In this way we obtain
Φ :
∞⋂
k=0
TCkΓ(η) −→ C∞Γ(TFη) (80)
and for X ∈ C∞Γr(TC
∞Γ(η)) we get
Φ ◦X : C∞Γ(η) −→ C∞Γ(TFη) (81)
with the property that (see (69))
l(τη|TFη) ◦ Φ ◦X = idC∞Γ(η). (82)
Finally we denote (see(78))
C
∞Γ•(TC
∞Γ(η)) =
∞⋃
r=0
C
∞Γr(TC
∞Γ(η)). (83)
The elements of C∞Γr(TC
∞Γ(η)) will be called smooth vector fields on C∞Γ(η) of order
r and those from C∞Γ•(TC
∞Γ(η)) smooth vector fields of finite order. We show now
that C∞Γ•(TC
∞Γ(η)) becomes a graduated Lie algebra, in the sense that for a suitable
bracket
[C∞Γr(TC
∞Γ(η)),C∞Γs(TC
∞Γ(η))] ⊆ C∞Γr+s(TC
∞Γ(η)), ∀r, s. (84)
Let X ∈ C∞Γr(TC
∞Γ(η)) and E be a vector bundle neighbourhood in η. As CkΓ(E) is
open in CkΓ(η), for σ ∈ CkΓ(E), TσC
kΓ(η) = TσC
kΓ(E) so that Xσ ∈ TσC
kΓ(E) for
σ ∈ Ck+rΓ(E) ⊆ CkΓ(E), we find that X maps Ck+rΓ(E) into TCkΓ(E) for all k. If we
denote
pk2 : C
kΓ(E)× CkΓ(E) −→ CkΓ(E) (85)
the canonical projection, then the representation of X in the chart defined by E would
be
X˜k = pk2 ◦ (Ψ
C
kΓ(E))−1 ◦X. (86)
Since ΨC
kΓ(E), as well as pk2, are independent of k in the sense already defined (see(79)),
it follows that X˜k|
C
k+r+1Γ(E) = X˜
k+1, ∀k > 0. We get X˜ : C∞Γ(E) −→ C∞Γ(E) such
that X˜ ∈ C∞(Ck+rΓ(E),CkΓ(E)), ∀k > 0. In fact, from (76) and (86) we get
Φ(Xσ)ζ = Ψ
Eζ(σζ , X˜(σ)ζ). (87)
Analogously, for Y ∈ C∞Γs(TC
∞Γ(η)) we get Y˜ ∈
⋂∞
k=0C
∞(Ck+sΓ(E),CkΓ(E)). Then
for σ ∈ Ck+r+sΓ(E)
[
X˜, Y˜
]
(σ) =< Y˜ ′(σ); X˜(σ) > − < X˜ ′(σ); Y˜ (σ) > (88)
is well defined in CkΓ(E) and an easy inspection shows that in fact
[
X˜, Y˜
]
∈
∞⋂
k=0
C
∞(Ck+r+sΓ(E),CkΓ(E)). (89)
It remains to verify that, if we define
[
X, Y
]
σ
= ΨC
kΓ(E)(σ,
[
X˜, Y˜
]
(σ)) (90)
for σ ∈ Ck+r+sΓ(E), the definition does not depend on the vector bundle neighbourhood
E ⊇ σ(D). Let then E1, E2 be two such neighbourhoods of σ in η. We need to distingush
ϑj : Ej −→ η, j = 1, 2, the respective fiber preserving embeddings and consider ψ =
ϑ−12 ◦ϑ1 the nonlinear fiber preserving mapping from an open subset O1 ⊆ E1 onto an open
subset O2 ⊆ E2. Then C
kΓ(Oj) are open in C
kΓ(Ej) and l(ψ) : C
kΓ(O1) −→ C
kΓ(O2),
l(ψ)(σ) = ψ◦σ, is a diffeomorphism for each k > 0. l(ψ) is precisely the map that changes
coordinates, in CkΓ(η), from CkΓ(E1) into coordinates from C
kΓ(E2). But because l(ψ)
does not depend on k, all the computations go on as if all happens in the Banach spaces
C
kΓ(Ej), j = 1, 2, for one fixed k. These considerations dealt with the graduated Lie
algebra (83) of smooth vector fields on C∞Γ(η) of finite order, for η −→ D deneral fiber
bundle.
Now let us consider the case when η = D × M is the trivial nonlinear fiber bundle
pD : D×M −→ D. Then the identification of σ ∈ C
kΓ(D×M) with β ∈ Ck(D,M) given
by
C
kΓ(D ×M)−˜→Ck(D,M), σζ = (ζ, β(ζ)), ζ ∈ D, (91)
and that of
TF (D ×M)−˜→D × TM, T(ζ,p)({ζ} ×M)−˜→{ζ} × TpM, (92)
lead to the isomorphism of vector bundles over Ck(D,M) (see (65), (69)):
Φk : TCk(D,M)−˜→Ck(D, TM), (93)
Φkβ : TβC
k(D,M)−˜→CkΓ(β∗(TM)), (94)
[Φkβ(0)(
dβ(t)
dt
∣∣
t=0
)]ζ =
d[β(t)(ζ)]
dt
∣∣
t=0
, ζ ∈ D. (95)
Still, in order to introduce charts on Ck(D,M) in the neighbourhood of β0, we have to
consider vector bundle neighbourhoods E of graph(β0) in D×M . If χ is the chart defined
by E, then as in (91)
χ(β) = σ, σζ = (ζ, β(ζ)), ζ ∈ D. (96)
We will then denote
C
∞Γ•(TC
∞(D,M)) (97)
the graduated Lie algebra of smooth vector fields on C∞(D,M) of finite order.
There are two important instances of smooth vector fields of finite order on C∞(D,M).
First, for X ∈ C∞Γ(TM)
l(X)β(ζ) =: Xβ(ζ), β ∈ C
∞(D,M), ζ ∈ D, (98)
and second, for X ∈ C∞Γ(TD)
r(X)β(ζ) =: Tζβ ·Xζ , β ∈ C
∞(D,M), ζ ∈ D. (99)
l(X) is of order 0, while r(X) is of order 1. And we have
l([X, Y ]) = [l(X), l(Y )], ∀X, Y ∈ C∞Γ(TM), (100)
r([X, Y ]) = −[r(X), r(Y )], ∀X, Y ∈ C∞Γ(TD). (101)
The first equality comes from the Lie group morphism
L : C∞DiffM −→ C∞DiffCk(D,M), L(ϕ)(β) = ϕ ◦ β,
ϕ ∈ C∞DiffM, β ∈ Ck(D,M),
while from the Lie group antimorphism
R : C∞DiffD −→ C∞DiffCk(D,M), R(ϕ)(β) = β ◦ ϕ,
ϕ ∈ C∞DiffD, β ∈ Ck(D,M),
comes the second equality. Indeed, we have
l = TidML, r = TidDR
as the Lie algebra morphism, or antimorphism, corresponding to them.
According to (93) and (67) we will understand
l(τM) : C
k(D, TM) −→ Ck(D,M) (102)
as a vector bundle, ∀k > 0. A more general case is the following: for any π : G −→ M ,
smooth vector bundle, l(π) : Ck(D,G) −→ Ck(D,M) is the smooth vector bundle of
Banach space fiber
C
k(D,G)β = C
kΓ(β∗(G)). (103)
When σ : M −→ G is a section of π, l(σ) is a section of l(π), if l(σ)(β) = σ ◦ β. We
denote, as in (77)
C
∞Γr(C
k(D,G)) = {X ∈ C∞(Ck+r(D,M),Ck(D,G)) | l(π) ◦X = id
C
k+r(D,M)}.
Then
C
∞Γ•(C
∞(D,G)) =
∞⋃
r=0
∞⋂
k=0
C
∞Γr(C
k(D,G)) (104)
will be the space of smooth sections, of finite order, for the vector bundle
l(π) : C∞(D,G) −→ C∞(D,M). (105)
We call (105) the lift of the vector bundle π : G −→M to C∞(D,M). Of special interest
is the case when G = H ⊆ TM is the vector subbundle under study and also the case
when G = TM/H . We remark that, if H ⊆ TM is a vector subbundle, then Ck(D,H)
is a vector subbundle, over Ck(D,M), of Ck(D, TM), ∀k > 0. In the case that P is a
smooth section of T ∗M ⊗ TM such that Pm is a projection on Hm, ∀m ∈ M (as, for
instance, when Pm is the orthogonal projection on Hm defined by a smooth metric on M)
we may consider for X ∈ C∞Γ•(C
∞(D, TM))
l(P ) ·X ∈ C∞Γ•(C
∞(D,H)) (106)
defined ∀β ∈ C∞(D,M) and ∀ζ ∈ D by
(l(P ) ·X)β(ζ) = l(P )β(ζ) ·Xβ(ζ) = Pβ(ζ) ·Xβ(ζ). (107)
Using such a projection (106), we see that the isomorphism
TM−˜→H ×M TM/H (108)
entails the isomorphism
C
∞(D, TM)−˜→C∞(D,H)×C∞(D,M) C
∞(D, TM/H) (109)
and then also that
Qβ := C
∞(D, TM)β/C
∞(D,H)β−˜→C
∞(D, TM/H)β, (110)
∀β ∈ C∞(D,M). Let us recall the vector bundle morphism (21) PH : TM −→ TM/H .
Analogously, we can consider
PC
∞(D,H) : C∞(D, TM) −→ C∞(D, TM)/C∞(D,H). (111)
If we define l(PH) : C∞(D, TM) −→ C∞(D, TM/H) by l(PH)(X) = PH ◦X we see that
Qβ · P
C
∞(D,H)
β = l(P
H)β. (112)
Taking into account the equality (112) and the formula (20), the following result gives
the curvature of the lift to C∞(D,M) in terms of the curvature of the subbundle. It is
also in agreement with the relation (100).
Theorem 2 . Let H ⊆ TM be a smooth vector subbundle, over M , of curvature tensor
CH and D be a smooth compact manifold. Then
PHβ(ζ)
[
X, Y
]
β
(ζ) = CHβ(ζ)(Xβ(ζ) ∧ Yβ(ζ)), (113)
∀ X, Y ∈ C∞Γ•(C
∞(D,H)), ∀ β ∈ C∞(D,M), ∀ ζ ∈ D, the Lie bracket from the left
being taken as for smooth vector fields of finite order on C∞(D,M).
Proof. We intend to prove (113) for a fixed β0 and a fixed ζ0. Let then E be a vector
bundle neighbourhood of graph(β0) in D×M and ι : E −→ D×M be the respective fiber
preserving open embedding of it. If π : E −→ D is the respective structural projection
and p2 : D ×M −→ M is canonical, then for
κ := p2 ◦ ι, κ : E −→M, (114)
we have ι(e) = (π(e), κ(e)), ∀ e ∈ E. And for every ζ ∈ D
κζ := κ|Eζ , κζ : Eζ −→M, (115)
is a diffeomorphism on an open subset of M . Let k > 0 be fixed and let
Ok = {β ∈ Ck(D,M) | graph(β) ⊂ E} (116)
be the open domain of the chart on Ck(D,M):
χ : Ok −→ CkΓ(E), χ(β)ζ = (ζ, β(ζ)), ∀ ζ ∈ D, (117)
(see also (96)). Therefore
χ−1(σ) = κ ◦ σ, ∀ σ ∈ CkΓ(E), (118)
or, for a fixed ζ0
χ(β)ζ0 = κ
−1
ζ0
(β(ζ0)), ∀ β ∈ O
k. (119)
In what follows κ−1ζ0 will be considered as an Eζ0-valued chart on M and will be denoted
χ˚ := κ−1ζ0 . (120)
Then (119) reads
χ(β)ζ0 = χ˚(β(ζ0)), ∀ β ∈ O
k. (121)
Let us consider the map
δζ0 : C
k(D,M) −→ M, δζ0(β) = β(ζ0). (122)
It is easy to see that (see (94))
Tβδζ0 ·X = Xζ0, ∀ X ∈ C
kΓ(β∗(TM)). (123)
Taking now the differential with respect to β in (121) we get
(dβχ ·X)ζ0 = dβ(ζ0)χ˚ ·Xζ0 , ∀X ∈ C
kΓ(β∗(TM)), (124)
since the mapping : CkΓ(E) −→ Eζ0 , σ 7→ σζ0 , is linear and continuous. On the other
hand, for a smooth vector field X of order r on C∞(D,M), if χ˜∗X is defined by
((χ−1)∗X)σ = (σ, χ˜∗X(σ)), ∀ σ ∈ C
k+rΓ(E), (125)
then χ˜∗X : C
k+rΓ(E) −→ CkΓ(E) as a C∞ map (see(86) and (87)). Also, as in (29)
χ˜∗X(σ) = dχ−1(σ)χ ·Xχ−1(σ), ∀ σ ∈ C
k+rΓ(E). (126)
Combining this with (124) and (121) we come to
χ˜∗X(σ)ζ0 = dχ˚−1(σζ0 )χ˚ · (Xχ−1(σ))(ζ0), ∀ σ ∈ C
k+rΓ(E). (127)
Next, for X, Y ∈ C∞Γ•(TC
∞(D,M)) (see (97))
˜χ∗[X, Y ] = [χ˜∗X, χ˜∗Y ] (128)
(compare with (32) as a consequence of the definition (88) for [X˜, Y˜ ] and (90) for [X, Y ].
Then from (127) we get
[χ˜∗X, χ˜∗Y ](σ)ζ0 = dχ˚−1(σζ0 )χ˚ · ([X, Y ]χ−1(σ))(ζ0), ∀ σ ∈ C
k+r+sΓ(E), (129)
(if Y is of order s) and finally
dβ0(ζ0)χ˚ · ([X, Y ]β0)(ζ0) =
=
d
dt
[χ˜∗Y (χ(β0) + t χ˜∗X(χ(β0)))ζ0 − χ˜∗X(χ(β0) + t χ˜∗Y (χ(β0)))ζ0 ]|t=0. (130)
Let us consider the subspaces of Eζ0 (see(4))
˜˚χ∗H χ˚(m) := dmχ˚ ·Hm, m ∈ κζ0(Eζ0). (131)
In virtue of the hypothesis that X, Y ∈ C∞Γ•(C
∞(D,H)) we have
(Xβ)(ζ0), (Yβ)(ζ0) ∈ Hβ(ζ0), ∀ β ∈ C
∞(D,M). It results from (127) that
χ˜∗X(σ)ζ0 , χ˜∗Y (σ)ζ0 ∈
˜˚χ∗Hσζ0 , ∀ σ ∈ C∞Γ(E). (132)
Then, for σ in a neighbourhood of χ(β0) in C
∞Γ(E), σζ0 remains in a given neighbourhood
U of
χ(β0)ζ0 = χ˚(β0(ζ0)) (133)
(see(121)). Let us denote
V = ˜˚χ∗H χ˚(β0(ζ0)) (134)
and choose W ⊂ Eζ0 a supplementary for V subspace, i.e. such that Eζ0 = V ⊕ W .
Ignoring in notation a natural isomorphism, we will write simply
Eζ0 = V ×W. (135)
Next, we choose the neighbourhood U of χ(β0)ζ0 such that
˜˚χ∗H(x,y) = graph(Γ (x, y)) (136)
for (x, y) ∈ U and certain Γ (x, y) ∈ Hom(V,W ) (compare with (6)). In this way χ˚
becomes an adapted to H chart in the neighbourhood of β0(ζ0). In order to simplify
notation we denote
(x0, y0) = χ˚(β0(ζ0)) (137)
and then (see (134)) Γ (x0, y0) = 0. We will put also
σ0 := χ(β0) (138)
and then
(σ0)ζ0 = (x0, y0). (139)
We recall the notation P
˜˚χ∗H
e from (35) and the relation (36). Then, if we apply P
˜˚χ∗H
(x0,y0)
on both sides of (130), we get
dβ0(ζ0)χ˚/Hβ0(ζ0) · P
H
β0(ζ0)([X, Y ]β0)(ζ0) =
= P
˜˚χ∗H
(x0,y0)
d
dt
[χ˜∗Y (σ0 + t χ˜∗X(σ0))ζ0 − χ˜∗X(σ0 + t χ˜∗Y (σ0))ζ0 ]|t=0. (140)
From (132) and (136) we infer the existence of smooth functions vX , vY on a neighbour-
hood of σ0 in C
∞Γ(E) taking values in V , such that
χ˜∗X(σ)ζ0 = (vX(σ), Γ (σζ0) · vX(σ)) ∈ V ×W, (141)
and analogously for χ˜∗Y (σ)ζ0 . Then the right hand side of (140) is
P
˜˚χ∗H
(x0,y0)
[< χ˜∗Y
′
(σ0)ζ0 ; χ˜∗X(σ0) > − < χ˜∗X
′
(σ0)ζ0 ; χ˜∗Y (σ0) >] =
= P
˜˚χ∗H
(x0,y0)
(
[< v′Y (σ0); χ˜∗X(σ0) > − < v
′
X(σ0); χ˜∗Y (σ0) >],
Γ ((σ0)ζ0)[< v
′
Y (σ0); χ˜∗X(σ0) > − < v
′
X(σ0); χ˜∗Y (σ0) >]
)
+
+P
˜˚χ∗H
(x0,y0)
(
0, < Γ ′(x0, y0); χ˜∗X(σ0)ζ0 > vY (σ0) − < Γ
′(x0, y0); χ˜∗Y (σ0)ζ0 > vX(σ0)
)
=
= P
˜˚χ∗H
(x0,y0)
(
0, <
∂Γ
∂x
(x0, y0); vX(σ0) > vY (σ0)− <
∂Γ
∂x
(x0, y0); vY (σ0) > vX(σ0)+
+ <
∂Γ
∂y
(x0, y0);Γ (x0, y0)vX(σ0) > vY (σ0)− <
∂Γ
∂y
(x0, y0);Γ (x0, y0)vY (σ0) > vX(σ0)
)
=
= ΛW(x0,y0)
(
<
∂Γ
∂x
(x0, y0); vX(σ0) > vY (σ0)− <
∂Γ
∂x
(x0, y0); vY (σ0) > vX(σ0)+
+ <
∂Γ
∂y
(x0, y0);Γ (x0, y0)vX(σ0) > vY (σ0)− <
∂Γ
∂y
(x0, y0);Γ (x0, y0)vY (σ0) > vX(σ0)
)
=
= dβ0(ζ0)χ˚/Hβ0(ζ0)·C
H
β0(ζ0)
((dβ0(ζ0)χ˚)
−1ΛVχ˚(β0(ζ0))·vX(σ0)∧(dβ0(ζ0)χ˚)
−1ΛVχ˚(β0(ζ0))·vY (σ0)) =
= dβ0(ζ0)χ˚/Hβ0(ζ0) · C
H
β0(ζ0)
(Xβ0(ζ0) ∧ Yβ0(ζ0))
in virtue of (141), (127) and (40). Comparing with the left hand side of (140) we
obtain (113) in β0 and ζ0. The proof is complete 
4 On a localization property
In the Theorem 4, §5, we state an equality of the form
[
A,B
]
= C in the Lie algebra of
vector fields of finite order over C∞(D,M), for A,B,C certain vector fields of a simpler
form. The equality is easy to prove for D and M diffeomorphic to open subsets of
vector spaces, but the argument for the possibility to localize the equality, even in this
particular case, is quite involved. We preferred to allocate the entire section §4 to this
question and to base our proof on the fact that A,B,C above belong to a Lie subalgebra
of C∞Γ•(TC
∞(D,M)), isomorphic to the set of global sections of a sheaf of Lie algebras
over D × M . On the other hand, the formula of the Lie bracket in this subalgebra,
from Theorem 3 below, will be used further in section §6. But we presume that this Lie
subalgebra and sheaf are interesting in themselves.
Coming back to the general case of a nonlinear fiber bundle π : η −→ D, ζ0 ∈ D and
σ ∈ CrΓ(η), r > 0, we denote jrζ0σ the r-jet of σ at ζ0 and J
r
ζ0
η = {jrζ0σ | σ local section
of η around ζ0} (see Palais [5] for definitions). The disjoint union J
rη becomes a fiber
bundle over D of fiber Jrζ η at ζ ∈ D and J
0η = η. On the other hand the projection
πr0 : J
rη −→ η, πr0(j
r
ζσ) = σζ , (142)
makes Jrη a fiber bundle over η of fiber
(Jrη)e = {j
r
ζσ | ζ = π(e), σζ = e}, e ∈ η. (143)
If
πr : Jrη −→ D (144)
denotes the canonical projection, then π0 = π and πr = π ◦ πr0. For σ ∈ C
rΓ(η), jrσ
becomes a section of Jrη by (jrσ)ζ = j
r
ζσ, ζ ∈ D, such that ∀ k > 0
jr : Cr+kΓ(η) −→ CkΓ(Jrη) (145)
is a C∞ map. Then if Ξ : Jrη −→ TFη is a C∞ fiber preserving map of fiber bundles
over η, i.e.
Ξe : (J
rη)e −→ Teηpi(e), e ∈ η, (146)
then
Xσ(ζ) := Ξσζ (j
r
ζσ), ζ ∈ D, σ ∈ C
r+kΓ(η), (147)
is a vector field of order r on C∞Γ(η), i.e. X ∈ C∞Γr(TC
∞Γ(η). In this case we say
that X is a vector field of differential order r. We denote C∞FBη(J
rη, TFη) the set of
smooth maps Ξ of the form (146) (Since Ξ : Jrη −→ TFη is also fiber preserving map
over D, X defined by (147) is a nonlinear differential operator of order r from C∞Γ(η) to
C
∞Γ(TFη) in the sense of Palais [5]). Let next, for 0 6 s 6 r (compare with (142))
πrs : J
rη −→ Jsη, πrs(j
r
ζσ) = j
s
ζσ. (148)
Being surjective, this fiber preserving map defines an embedding
C
∞FBη(J
sη, TFη) →֒ C∞FBη(J
rη, TFη), Ξ 7→ Ξ ◦ πrs , (149)
that corresponds, through (147), to the embedding (see(78))
C
∞Γs(TC
∞Γ(η)) ⊆ C∞Γr(TC
∞Γ(η)). (150)
We may define accordingly the inductive limit
C
∞FBη(J
•η, TFη) = lim
−→
r
C
∞FBη(J
rη, TFη) (151)
and say that a vector field of the form (147) with Ξ ∈ C∞FBη(J
•η, TFη) is a vector
field of finite differential order on C∞Γ(η) and that Ξ is its total symbol. Our aim now
is to show that these vector fields form a Lie subalgebra of the Lie algebra of vector
fields of finite order, which means to identify a structure of graduated Lie algebra on
C
∞FBη(J
•η, TFη) for which the map Ξ 7−→ X given by (147) becomes a morphism of
graduated Lie algebras.
This structure enjoys of a certain localization property that makes the total symbols
from C∞FBη(J
•η, TFη) global sections of a fine sheaf (see Warner [7]) of graduated Lie
algebras over η. The use of this property needs a more tractable notion of fiber bundle and
jets of sections. In fact, in what follows η will be a smooth manifold without boundary
and π : η −→ D an arbitrary submersion. A local section will be a map σ : U −→ η
defined on an open subset U of D such that π ◦ σ = idU . Then its jet j
k
ζ σ of order
k is correctly defined for ζ ∈ U . We define TFeη =: ker Teπ , ∀e ∈ η, and denote
ηζ =: π
−1({ζ}) , ζ ∈ D. Then every open subset ξ = ξ˚ ⊆ η will be considered as a fiber
bundle with the projection π|ξ. In this case (J
rξ)e = (J
rη)e, TFeξ = TFeη, ∀e ∈ ξ (see
(143)). We may consider the vector spaces
V
r(η)e := C
∞((Jrη)e, TFeη) , r > 0, (152)
V(η)e := lim−→
r
C
∞((Jrη)e, TFeη) , e ∈ η, (153)
and the associated vector bundle over η, so that every Ξ ∈ C∞FBη(J
•η, TFη) is a
smooth section of the vector bundle V(η). As, for ξ open in η and e ∈ ξ, we have
V
r(ξ)e = V
r(η)e , V(ξ)e = V(η)e, the restriction Ξ |ξ ∈ C
∞FBξ(J
•ξ, TFξ) has a clear
meaning.
As it is shown in Palais [5], for every F : ξ −→ η fiber preserving map over D, there exists
a well defined fiber preserving map (over D) Jr(F ) : Jrξ −→ Jrη by
Jrζ (F )(j
r
ζσ) = j
r
ζ (F ◦ σ), J
r
ζ (F ) = J
r(F )|Jr
ζ
ξ . (154)
In the case of the fiber preserving map over D (see(63)) τη|TFη : TFη −→ η, the map
Jrζ (τη|TFη) : J
r
ζ (TFη) −→ J
r
ζ η (155)
makes Jrζ (TFη) a fiber bundle over J
r
ζ η of fiber (J
r
ζ (TFη))jrζσ := [J
r
ζ (τη|TFη)]
−1({jrζσ}).
It is not difficult to verify that
(Jrζ (TFη))jrζσ = J
r
ζ (σ
∗(TFη)). (156)
Indeed, we remark first that in the definition of jrζσ enters only the values of σ on an
arbitrary neighbourhood of ζ in D and similarly Jrζ η depends only on the restriction of η
to such a neighbourhood. On the other hand, the restriction of the fiber bundle σ∗(TFη)
to a neighbourhood of ζ ∈ D depends only on the values of σ on that neighbourhood.
Then, in order to prove (156) we may first restrict to a neighbourhood of σ(D) where η
is a vector bundle and then to a neighbourhood of ζ where η is a trivial vector bundle.
We will need in the sequel to identify the tangent space Tjr
ζ
σJ
r
ζ η and in order of that
we rephrase a result from Palais [5] (theorem 17.1, p.82) in a form more suitable for our
purpose. Namely, we state it as an isomorphism of nonlinear fiber bundles over D
Ωr : TFJrη−˜→JrTFη, (157)
that is, given by diffeomorphisms depending smoothly on ζ ∈ D
Ωrζ : T (J
r
ζ η)−˜→J
r
ζ (TFη), ζ ∈ D, (158)
and these, taking into account (156), as isomorphisms of vector bundles over Jrζ η, being
given by isomorphisms of vector spaces
(Ωrζ )jrζσ : TjrζσJ
r
ζ η−˜→J
r
ζ (σ
∗(TFη)) (159)
depending smoothly of jrζσ ∈ J
r
ζ η and ζ ∈ D. More precisely
(Ωrζ )jrζσ
(d(jrζσ(t))
dt
∣∣
t=0
)
:= jrζ
(dσ(t)
dt
∣∣
t=0
)
, (160)
where σ(0) = σ so that in the right hand side
dσ(t)
dt
∣∣
t=0
∈ CrΓ(σ∗(TFη)). To prove that
(Ωrζ )jrζσ, so defined by (160), is an isomorphism depending smoothly on j
r
ζσ and ζ we may
use again a local trivial and linear restriction of η. From the definition (160) we get (see
(65))
(Ωrζ )jrζσ · Tσj
r
ζ = j
r
ζ · Φ
k+r
σ (161)
and
l(Ωr) ◦ Φk ◦ Tjr = jr ◦ Φk+r (162)
on TCk+rΓ(η). Here, in the left hand side Φk and jr refer to η, while in the right hand
side jr and Φk+r refer to TFη.
In the formula of the Lie bracket in the space of total symbols C∞FBη(J
•η, TFη) we
will use ωM , the canonical involution on T (TM), for an arbitrary manifold M (see, for
instance, Abraham and Robbin [1]). We will also need the following explanatory
Proposition 6 . Let M be a smooth manifold, p ∈ M, u, v ∈ TpM and A,B ∈ T (TM)
be such that
A ∈ TuTM, B ∈ TvTM, ωM(A) ∈ TvTM, ωM(B) ∈ TuTM. (163)
Then the difference in TuTM
ωM(B)−A ∈ Tu(TpM), (164)
as a subspace of TuTM , and analogously the difference in TvTM
ωM(A)−B ∈ Tv(TpM). (165)
Moreover, in TpM we have
[ΨTpM(v, ·)]−1(ωM(A)− B) = − [Ψ
TpM(u, ·)]−1(ωM(B)− A). (166)
Proof. We know the important property (see [1])
TτM ◦ ωM = τTM . (167)
And also that
Tu(TpM) = ker TuτM . (168)
From (163) we get u = τTM(A), v = τTM(B) and using also (167) we obtain v = TτM(A),
u = TτM(B). Therefore TuτM (ωM(B) − A) = τTM(B) − TuτM(A) = v − v = 0 and
analogously TvτM (ωM(A)−B) = τTM(A)−TvτM(B) = u−u = 0. To verify (166) we will
use the covariance property
T (Tφ) ◦ ωM = ωN ◦ T (Tφ) (169)
for any diffeomorphism φ : M −→ N , the localization property
ωU = ωM |T (TU) (170)
for U open in M , and the formula for M = V vector space
ωV (Ψ
TV (ΨV (x, y), ΨV (u, v))) = ΨTV (ΨV (x, u), ΨV (y, v)), (171)
∀ x, y, u, v ∈ V . (Here TV with the structure of vector space induced by ΨV from V ×V ).
Using a local chart in the neighbourhood of p ∈ M we are left to prove (166) in a vector
space V . Let then u = ΨV (p, s), v = ΨV (p, t), A = ΨTV (ΨV (p, s), ΨV (t, x)), so that
B = ΨTV (ΨV (p, t), ΨV (s, y)) (in virtue of (163) and (171)). Then
ωV (A)−B = Ψ
TV (ΨV (p, t), ΨV (s, x)− ΨV (s, y)),
where ΨV (s, x) − ΨV (s, y) = ΨV (0, x − y), since the differences are taken in Tv(TV ),
isomorphic to TV through ΨTV (v, ·), and TV is isomorphic to V × V through ΨV . So
that
ωV (A)− B = Ψ
TV (ΨV (p, t), ΨV (0, x− y)). (172)
Remark now that
ΨTV (ΨV (p, t), ΨV (0, w)) = ΨTpV (ΨV (p, t), ΨV (p, w)), (173)
∀p, t, w ∈ V . Indeed, ΨTV (ΨV (p, t), ΨV (0, w)) =
d
dh
(
ΨV (p, t) + hΨV (0, w)
)∣∣
h=0
=
=
d
dh
ΨV (p, t+hw)
∣∣
h=0
=
d
dh
(
ΨV (p, t)+hΨV (p, w)
)∣∣
h=0
= ΨTpV (ΨV (p, t), ΨV (p, w)), since
the second time the sum is taken in TpV , which is isomorphic through Ψ
V (p, ·) to V .
Combining (172) with (173) we get
[ΨTpV (ΨV (p, t), ·)]−1(ωV (A)− B) = Ψ
V (p, x− y). (174)
Analogously, we get first
ωV (B)− A = Ψ
TV (ΨV (p, s), ΨV (0, y − x)) (175)
and then
[ΨTpV (ΨV (p, s), ·)]−1(ωV (B)−A) = Ψ
V (p, y − x). (176)
But in TpV we have Ψ
V (p, y − x) = −ΨV (p, x− y)
Now for a nonlinear fiber bundle π : η −→ D, we consider the following
Axiom(A). For every ζ0 ∈ D and every smooth, locally defined around ζ0, section σ0
of π there exists a smooth global section σ of π that coincides with σ0 on an even smaller
neighbourhood of ζ0.
Remark that in both cases of a trivial nonlinear fiber bundle and that of a vector bundle
the axiom (A) is satisfied. Of course, it is not satisfied by a fiber bundle without smooth
global sections.
Let fsr denote the canonical fiber preserving map (see Palais [5]) fsr : J
s+rη −→ Js(Jrη)
(fsr)ζ : J
s+r
ζ η −→ J
s
ζ (J
rη), (fsr)ζ(j
s+r
ζ σ) = j
s
ζ(j
rσ); (177)
it is distinct from frs : J
r+sη −→ Jr(Jsη) defined by (frs)ζ(j
r+s
ζ σ) = j
r
ζ (j
sσ).
Theorem 3 . Let us define, for Ξ ∈ C∞FBη(J
rη, TFη) and Θ ∈ C∞FBη(J
sη, TFη),
[
Ξ,Θ
]
(jr+sζ σ) = [Ψ
Tσζηζ (Ξ(jrζσ), ·)]
−1 · [ωηζ ((TΘ ◦ (Ω
s)−1 ◦ Js(Ξ) ◦ fsr)(j
r+s
ζ σ))−
− (TΞ ◦ (Ωr)−1 ◦ Jr(Θ) ◦ frs)(j
r+s
ζ σ)], (178)
the difference being taken in TΞ(jr
ζ
σ)(Tηζ) with result in TΞ(jr
ζ
σ)(Tσζηζ) according to the
previous Proposition 6. Then we have ∀ k, l > 0 (see (148))
[
Ξ ◦ πr+kr , Θ ◦ π
s+l
s
]
=
[
Ξ,Θ
]
◦ πr+s+k+lr+s (179)
which shows that the bracket (178) is well defined on C∞FBη(J
•η, TFη) (see(151)) and
that, for every ξ open in η, [
Ξ,Θ
]
|ξ =
[
Ξ |ξ, Θ|ξ
]
. (180)
For any locally trivial fiber bundle η and for
Xσ(ζ) := Ξ(j
r
ζσ), Yσ(ζ) := Θ(j
s
ζσ) (181)
we have [
Ξ,Θ
]
(jr+sζ σ) =
[
X, Y
]
σ
(ζ), (182)
wherefrom we will infer that
[
Ξ,Θ
]
satisfies the Jacobi identity for all fiber bundle.
Therefore Ξ 7−→ X is a morphism of graduated Lie algebras from C∞FBη(J
•η, TFη)
to C∞Γ•(TC
∞Γ(η)), even a monomorphism in the case of an axiom (A) fiber bundle.
Proof. Let us verify first that (see(154));
(TΘ ◦ (Ωs)−1 ◦ Js(Ξ) ◦ fsr)(j
r+s
ζ σ) ∈ TΘ(jsζσ)(Tηζ) (183)
and that
ωηζ ((TΘ ◦ (Ω
s)−1 ◦ Js(Ξ) ◦ fsr)(j
r+s
ζ σ)) ∈ TΞ(jrζσ)(Tηζ). (184)
For the first we see that Js(Ξ)(jsζ(j
rσ)) = jsζ (Ξ(j
rσ)) and that
[(Ωsζ)jsζσ]
−1jsζ (Ξ(j
rσ)) ∈ Tjs
ζ
σJ
s
ζ η. Finally TΘ(TjsζσJ
s
ζ η) ⊆ TΘ(jsζσ)(Tηζ), which proves
(183). To prove (184) we apply on the left hand side τTηζ aiming to obtain Ξ(j
r
ζσ).
We use then (167) and ωM ◦ωM = idT (TM), so that τTηζ ◦ωηζ = Tτηζ . We note the relation
τηζ ◦Θ = π
s
0 (185)
(where πs0 = π
s
0(η) : J
sη −→ η) and also that
Tπs0(η) = π
s
0(TFη) ◦Ω
s, (186)
if πs0(TFη) : J
s(TFη) −→ TFη. In this way we obtain that Tτηζ ◦TΘ◦(Ω
s)−1 = πs0(TFη),
wherefrom the desired result. Analogously, simply by interchanging r with s and Ξ with
Θ, we get
(TΞ ◦ (Ωr)−1 ◦ Jr(Θ) ◦ frs)(j
r+s
ζ σ) ∈ TΞ(jrζσ)(Tηζ) (187)
and
ωηζ ((TΞ ◦ (Ω
r)−1 ◦ Jr(Θ) ◦ frs)(j
r+s
ζ σ)) ∈ TΘ(jsζσ)(Tηζ), (188)
which, together with Proposition 6, gives the meaning to the definition (178) (and shows
moreover that
[
Ξ,Θ
]
= −
[
Θ,Ξ
]
in this relation). Thus in order to verify (179) it is
enough to show that [
Ξ ◦ πr+kr , Θ
]
=
[
Ξ,Θ
]
◦ πr+s+kr+s . (189)
But this is the easy consequence of the following commutation relations
fsr ◦ π
s+r+k
s+r = J
s(πr+kr ) ◦ fs,r+k, (190)
Ωr ◦ Tπr+kr (η) = π
r+k
r (TFη) ◦Ω
r+k (191)
(which extends (186)) and
πr+kr (TFη) ◦ J
r+k(Θ) ◦ fr+k,s = J
r(Θ) ◦ frs ◦ π
s+r+k
s+r (η). (192)
In proving (182) we have to consider a vector bundle neighbourhood E of σ. For the fiber
bundles over η:
πr+s0 (η) : J
r+sη −→ η , (193)
πr0(η) ◦ π
s
0(J
rη) : Js(Jrη) −→ η , (194)
τη ◦ π
s
0(TFη) : J
s(TFη) −→ η , (195)
πs0(η) ◦ τJsη : TF (J
sη) −→ η , (196)
τη ◦ Tτη : TF (TFη) −→ η , (197)
where
[TF (TFη)]ζ = T ((TFη)ζ) = T (T (ηζ)) , (198)
the mappings
fsr : J
r+sη −→ Js(Jrη) , (199)
Js(Ξ) : Js(Jrη) −→ Js(TFη) , (200)
(Ωs)−1 : Js(TFη) −→ TF (Jsη) , (201)
TΘ : TF (Jsη) −→ TF (TFη) , (202)
ωη : TF (TFη) −→ TF (TFη) (203)
preserve fibers over η. We use here the fact that Ξ and Θ preserve fibers over η and that
τη ◦ Tτη = τη ◦ τTη. (204)
Analogously, we consider also Ωr, Jr(Θ), TΞ, frs as fiber preserving maps over η. If we
use the generic notation πF,η : F (η) −→ η for any of the fiber bundles (193)-(197), we
see that, for ξ open in η, F (ξ) = π−1F,η(ξ), πF,ξ = πF,η|F (ξ). Taking into account that the
mappings (199)-(203) preserve fibers over η, their restrictions to the fibers over ξ give the
respective to ξ mappings. This proves (180). On the other hand, this shows that it is
enough to prove (182) for η = E vector bundle over D.
For X, Y given by (181) and X˜, Y˜ defined according to (87) we consider Ξ˜, Θ˜ such that
Ξ˜(jrζσ) = X˜σ(ζ), Θ˜(j
s
ζσ) = Y˜σ(ζ). (205)
Thus Ξ˜ : JrE −→ E is defined by Ξ :
Ξ(jrζσ) = Ψ
Eζ(σζ , Ξ˜(j
r
ζσ)) , (206)
being fiber preserving over D:
Ξ˜ζ =: Ξ˜|Jr
ζ
E , Ξ˜ζ : J
r
ζE −→ Eζ , ζ ∈ D. (207)
Then X˜ : Ck+rΓ(E) −→ CkΓ(E)), Y˜ : Ck+sΓ(E) −→ CkΓ(E)), ∀k > 0 and
< Y˜ ′(σ); X˜(σ) >ζ=
d
dt
Y˜ (σ + tX˜(σ))ζ |t=0 =
d
dt
Θ˜ζ(j
s
ζσ + tj
s
ζ (Ξ˜(j
rσ)))|t=0 =
=< Θ˜′ζ(j
s
ζσ); j
s
ζ (Ξ˜(j
rσ)) >.
Here Θ˜ζ : J
s
ζE −→ Eζ acts between vector spaces and then Θ˜
′
ζ(j
s
ζσ) ∈ Hom(J
s
ζE,Eζ).
Therefore, in virtue of the definition (88), (90) we have
[˜
X, Y
]
=
[
X˜, Y˜
]
and
[
X˜, Y˜
]
(σ)ζ =< Θ˜
′
ζ(j
s
ζσ); j
s
ζ(Ξ˜(j
rσ)) > − < Ξ˜ ′ζ(j
r
ζσ); j
r
ζ (Θ˜(j
sσ)) > . (208)
In the right hand side of (178) we have Ξ(jrζσ) ∈ TσζEζ , Ξ(j
r
ζσ) =
= ΨEζ(σζ , Ξ˜(j
r
ζσ)) =
d
dt
(σ + tΞ˜(jrσ))ζ |t=0. Therefore [(Ω
s
ζ )jsζ ]
−1(jsζ(Ξ(j
rσ))) =
=
d
dt
(jsζσ + tj
s
ζ (Ξ˜(j
rσ)))|t=0 and Tjs
ζ
σΘ · [(Ω
s
ζ )jsζ ]
−1(jsζ (Ξ(j
rσ))) =
=
d
dt
Θ(jsζσ + tj
s
ζ (Ξ˜(j
rσ)))|t=0 =
d
dt
ΨEζ(σζ + tΞ˜(j
r
ζσ), Θ˜(j
s
ζσ + tj
s
ζ (Ξ˜(j
rσ))))|t=0 =
=
d
dt
(
ΨEζ(σζ , Θ˜(j
s
ζσ)) + tΨ
Eζ(Ξ˜(jrζσ), < Θ˜
′
ζ(j
s
ζσ); j
s
ζ(Ξ˜(j
rσ)) >)
)
|t=0 =
= ΨTEζ(ΨEζ(σζ , Θ˜(j
s
ζσ)), Ψ
Eζ(Ξ˜(jrζσ), < Θ˜
′
ζ(j
s
ζσ); j
s
ζ(Ξ˜(j
rσ)) >))
in virtue of the linearity of ΨEζ : Eζ × Eζ −→ TEζ. Therefore, with the definitions
(154) and (177) we obtain
ωηζ ((TΘ ◦ (Ω
s)−1 ◦ Js(Ξ) ◦ fsr)(j
r+s
ζ σ))− (TΞ ◦ (Ω
r)−1 ◦ Jr(Θ) ◦ frs)(j
r+s
ζ σ) =
= ΨTEζ(ΨEζ(σζ , Ξ˜(j
r
ζσ)),
, ΨEζ(0, < Θ˜′ζ(j
s
ζσ); j
s
ζ(Ξ˜(j
rσ)) > − < Ξ˜ ′ζ(j
r
ζσ); j
r
ζ (Θ˜(j
sσ)) >)) =
= ΨTσζEζ(ΨEζ(σζ , Ξ˜(j
r
ζσ)),
, ΨEζ(σζ , < Θ˜
′
ζ(j
s
ζσ); j
s
ζ (Ξ˜(j
rσ)) > − < Ξ˜ ′ζ(j
r
ζσ); j
r
ζ (Θ˜(j
sσ)) >)) =
= ΨTσζEζ(Ξ(jrζσ), Ψ
Eζ(σζ , [X˜, Y˜ ](σ)ζ)) = Ψ
TσζEζ (Ξ(jrζσ),
[
X, Y
]
σ
(ζ))
according to (208). We have used also (171) and (173). Finally, in virtue of the axiom
(A) the map Ξ 7−→ X is injective. The injectivity, in turn, ensures that the bracket (178)
satisfies the Jacobi identity. This ends the proof of the Theorem 
Remark. The formula (178) of the Lie bracket in C∞FBη(J
•η, TFη) may be not of
great value as such; it only shows that the vector fields of finite differential order form a
Lie subalgebra in C∞Γ•(TC
∞Γ(η)) and that the Lie bracket of their total symbols enjoys
of the localization property (180). It results that the set of germs of sections of the vector
bundle V(η) (see (153)) bears a structure of sheaf of graduated Lie algebras. (The stalks
are Lie algebras and not the fibers of V(η), like in the case of the vector bundle Tη over η).
The vector bundle V(η) depends only on the completely integrable vector subbundle TFη
of Tη since Jrη is determined by the local foliation given by TFη. It does not depend on
the projection π 
5 An additive formula for the curvature tensors of
two supplementary subbundles
The previous digression is used, in particular, to argue the next result which refers to
the case η = D ×M as a fiber bundle over D, when CkΓ(D×M)−˜→Ck(D,M), through
the correspondence σ 7→ β, σζ = (ζ, β(ζ)), ζ ∈ D (see(91)). In this case we use the
notations
Jr(D,M) := Jrη , (ζ, jrζβ) = j
r
ζσ , J
r(D,M)(ζ,p) = {(ζ, j
r
ζβ) | β(ζ) = p}, (209)
C
∞FBM(J
r(D,M), TM) := C∞FBη(J
rη, TFη) (210)
since in this case Jr(D,M) becomes a fiber bundle over M through (ζ, jrζβ) 7→ β(ζ) and
TF(ζ,p)(D ×M)=˜{0TζD} × TpM makes TF (D ×M) a vector bundle over M . Thus for
Ξ ∈ C∞FBM(J
r(D,M), TM) we have Ξ(ζ, jrζβ) ∈ Tβ(ζ)M , ∀ζ ∈ D , ∀β ∈ C
r(D,M).
Also, in this case, we denote
C
∞FBM(J
•(D,M), TM) := C∞FBη(J
•η, TFη) (211)
(see (151)) and
V
r(D,M)(ζ,p) = C
∞(Jr(D,M)(ζ,p), TpM), (212)
V(D,M)(ζ,p) = lim−→
r
V
r(D,M)(ζ,p). (213)
For A ∈ C∞Γ(T ∗M ⊗ TM) we denote
(l(A))β(ζ) := Aβ(ζ) ∈ T
∗
β(ζ) ⊗ Tβ(ζ)M (214)
and if X ∈ C∞Γ(TD) we put
(l(A) · r(X))β(ζ) = Aβ(ζ) · Tζβ ·Xζ , ζ ∈ D , β ∈ C
∞(D,M) (215)
(compare with (106)). In this way, l(A) · r(X) is a vector field of differential order 1 on
C
∞(D,M).
Theorem 4 . For X, Y ∈ C∞Γ(TD) and A ∈ C∞Γ(T ∗M ⊗ TM) the following equality
holds [
l(A) · r(X), r(Y )
]
= −l(A) · r(
[
X, Y
]
) (216)
as for vector fields on C∞(D,M).
Proof. Remark that for Ap = ITpM , ∀p ∈ M , (216) becomes (109). The localization
property of the Lie bracket, expressed by the relations (182) and (180), allow to reduce
proving the identity on a product G×U , where G and U are domains of chart in D andM
respectively, that is, to show that [l(A) ·r(X), r(Y )]β(ζ) = −Aβ(ζ) ·Tζβ · [X, Y ]ζ , for ζ ∈ G
and β ∈ C∞(G,U). Taking into account the intrinsic geometric meaning of the operations,
we may consider only the case when G = G˚ ⊆ L, U = U˚ ⊆ V , for L and V vector spaces.
Then A : U −→ V ∗ ⊗ V , X , Y : G −→ L and (l(A) · r(X))β(ζ) = A(β(ζ)) · β
′(ζ) ·X(ζ).
In this case
< (l(A) · r(X))′β(β); r(Y )β > (ζ) =< A
′(β(ζ)); r(Y )β(ζ) > ·β
′(ζ) ·X(ζ)+
+A(β(ζ))· < (r(Y )β)
′
ζ(ζ);X(ζ) >=< A
′(β(ζ)); β ′(ζ)Y (ζ) > ·β ′(ζ) ·X(ζ)+
+A(β(ζ)) · β ′′(ζ)(X(ζ), Y (ζ)) + A(β(ζ))· < β ′(ζ); Y ′(ζ)X(ζ) >
and
< r(Y )′β(β); (l(A) · r(X))β > (ζ) =< ((l(A) · r(X))β)
′
ζ(ζ); Y (ζ) >=
=< A′(β(ζ)); β ′(ζ)Y (ζ) > ·β ′(ζ) ·X(ζ) + A(β(ζ)) · β ′′(ζ)(Y (ζ), X(ζ))+
+A(β(ζ))· < β ′(ζ);X ′(ζ)Y (ζ) >.
Therefore
[
l(A) · r(X), r(Y )
]
β
(ζ) =< r(Y )′β(β); (l(A) · r(X))β > (ζ)−
− < (l(A) · r(X))′β(β); r(Y )β > (ζ) =
= A(β(ζ))· < β ′(ζ);X ′(ζ)Y (ζ)− Y ′(ζ)X(ζ) >= −(l(A) · r(
[
X, Y
]
))β(ζ) 
Corollary 1 . In the same conditions on X, Y and A we have
[
l(A) · r(X), l(A) · r(Y )
]
+ l(A) · r(
[
X, Y
]
) =
[
l(I − A) · r(X), l(I − A) · r(Y )
]
+
+ l(I −A) · r(
[
X, Y
]
). (217)
Proof. From (216) we get also
[
r(X), l(A) · r(Y )
]
= −l(A) · r(
[
X, Y
]
). (218)
As l(I − A) · r(X) = r(X)− l(A) · r(X), (217) reduces to l(A) · r(
[
X, Y
]
) =
= −
[
l(A) · r(X), r(Y )
]
−
[
r(X), l(A) · r(Y )
]
− l(A) · r(
[
X, Y
]
) 
The interior direct sum of two subspaces was denoted by
H+˙K = V . (219)
In this case
PKH : V −→ H ⊆ V (220)
will stand for the canonical projection. Of course, in V ∗ ⊗ V we have
PKH + P
H
K = IV . (221)
Also
QKH : V/K−˜→H (222)
will denote the canonical isomorphism. In the case of two supplementary subbundles H
and K of TM
Hm+˙Km = TmM, ∀m ∈M , (223)
PKH will denote the section of T
∗M ⊗ TM
(PKH )m = P
Km
Hm
, m ∈M, (224)
and QKH the section of Hom(TM/K,H)
(QKH)m = Q
Km
Hm
, m ∈M. (225)
Of course (see (21))
(QKH)m · P
K
m = (P
K
H )m , ∀m ∈M. (226)
From Theorem 2 and Corollary 1 we obtain the important
Theorem 5 . If H and K are two supplementary vector subbundles of TM
Q
Hβ(ζ)
Kβ(ζ)
CHβ(ζ)(P
Kβ(ζ)
Hβ(ζ)
Tζβ Xζ ∧ P
Kβ(ζ)
Hβ(ζ)
Tζβ Yζ)+
+Q
Kβ(ζ)
Hβ(ζ)
CKβ(ζ)(P
Hβ(ζ)
Kβ(ζ)
Tζβ Xζ ∧ P
Hβ(ζ)
Kβ(ζ)
Tζβ Yζ) =
=
[
l(PHK ) · r(X), l(P
H
K ) · r(Y )
]
β
(ζ) + (l(PHK ) · r(
[
X, Y
]
))β(ζ) , (227)
for all X, Y ∈ C∞Γ(TD) , β ∈ C∞(D,M) , ζ ∈ D.
Proof. In the Corollary 1 above we take A = PKH and apply on both sides P
Kβ(ζ)
Hβ(ζ)
thus
obtaining
l(PKH )·
[
l(PKH )·r(X), l(P
K
H )·r(Y )
]
+l(PKH )·r(
[
X, Y
]
) = l(PKH )·
[
l(PHK )·r(X), l(P
H
K )·r(Y )
]
.
In this way, using Theorem 2, (226), (221) and Corollary 1 we get
Q
Kβ(ζ)
Hβ(ζ)
CKβ(ζ)(P
Hβ(ζ)
Kβ(ζ)
Tζβ Xζ ∧P
Hβ(ζ)
Kβ(ζ)
Tζβ Yζ) = P
Kβ(ζ)
Hβ(ζ)
(
[
l(PKH ) · r(X), l(P
K
H ) · r(Y )
]
β
(ζ)+
+(l(PKH ) · r(
[
X, Y
]
))β(ζ)) = P
Kβ(ζ)
Hβ(ζ)
(
[
l(PHK ) · r(X), l(P
H
K ) · r(Y )
]
β
(ζ)+
+(l(PHK ) · r(
[
X, Y
]
))β(ζ)).
Transposing here H and K, adding these relations and using again (221) we obtain
(227). The symmetry in the pair (H,K), plain in the left hand side of (227), comes in
the right hand side from Corollary 1 
Remark. The formula (227) may be red as an expression for the Lie bracket[
l(PHK ) · r(X), l(P
H
K ) · r(Y )
]
; like (216) for
[
l(A) · r(X), r(Y )
]
, it shows that this vector
field is of differential order at most 1, when the general formula (178), of no use here,
would give a differential order at most 2 
6 The parallel transport in a supplementary
vector subbundle along a tangent path to
the vector subbundle under study
Here P stands for the projection
P = PHK (228)
corresponding to a direct sum decomposition (223). Conversely, starting from a smooth
section P of T ∗M ⊗ TM with P 2m = Pm , ∀m, we get the smooth subbundles H and K
and the decomposition. Remark that the continuity in m ensures that Pm has a constant
rank, since the rank of both Pm and I − Pm may only increase in a neighbourhood of m.
It is easy to show that for a smooth section P in projections of TmM , ∀m ∈M , its lift
to T (TM) as
ωM ◦ TP ◦ ωM (229)
is again a linear projection in TXTM and moreover
ωM ◦ TP ◦ ωM + ωM ◦ T (I − P ) ◦ ωM = ITXTM , (230)
∀X ∈ TM . Here P is considered as a smooth map
P : TM −→ TM , P (X) = PτM (X) ·X , (231)
so that TP : T (TM) −→ T (TM). In what follows H and K (see (228)) will denote the
total space of the respective vector bundles, hence the respective submanifolds of TM .
Theorem 6 . Let H,K, P be as in (228) and smooth on M . Then the restriction of
TτM + τTM from T (TM)
TτM + τTM : TK ∩ ωM(TH) −→ TM (232)
is a bijection of inverse RP that verifies more precisely
τTM ◦RP = P, TτM ◦RP = I − P. (233)
Then, for all P
ωM ◦RP = R(I−P ). (234)
It results that TkK ∩ ωM(TH) is a vector subspace in TkK such that
RP (k + (·)) : HτM (k)−˜→TkK ∩ ωM(TH) (235)
is a linear isomorphism and section for
TkτM : Nk −→ HτM (k) , (236)
where
Nk =: TkK ∩ (TkτM)
−1(HτM (k)). (237)
Finally, Nk is invariant for ωM ◦ T (I − P ) ◦ ωM , and
ωM ◦ T (I − P ) ◦ ωM |Nk = RP (k + (·)) · TkτM |Nk , (238)
∀k ∈ K, that is ωM ◦ T (I − P ) ◦ ωM projects Nk on TkK ∩ ωM(TH). It results that
ωM ◦ TP ◦ ωM projects Nk on TkKτM (k).
Proof. We start with W,Z ∈ T (TM) such that
TP ·W = ωM(T (I − P ) · Z) (239)
and show that, if Y ∈ T (TM) satisfies
ωM(Y ) = Y, (240)
P (τTM(Y )) = P (τTM(W )) , (I − P )(τTM(Y )) = (I − P )(τTM(Z)) (241)
then (see (239))
TP ·W = ωM(T (I − P ) · Z) =
= (TP ◦ ωM ◦ T (I − P ))(Y ) = (ωM ◦ T (I − P ) ◦ ωM ◦ TP )(Y ). (242)
Remark that the condition (240) is equivalent to
τTM(Y ) = TτM (Y ) (243)
and that for each X ∈ TM there are (a diffeomorphic to the model vector space of M set
of) Y -s such that
τTM(Y ) = TτM(Y ) = X. (244)
Therefore there are as many Y -s satisfying (240) and (241). As the hypotheses (239)-(241)
are local in character and intrinsic we may consider only the case when M = U is open
in V vector space and P (x) ∈ V ∗ ⊗ V , P (x)2 = P (x) , ∀x ∈ U . Let then
W = (x, y; u, v) , Z = (ξ, η;ϕ, ψ) (245)
so that
TP ·W = (x, P (x)y; u,< P ′(x); u > y + P (x)v), (246)
T (I − P ) · Z = (ξ, (I − P (ξ))η;ϕ,− < P ′(ξ);ϕ > η + (I − P (ξ))ψ) and therefore
ωM(T (I − P ) · Z) = (ξ, ϕ; (I − P (ξ))η,− < P
′(ξ);ϕ > η + (I − P (ξ))ψ). (247)
Then the equality (239) gives
ξ = x, ϕ = P (x)y, u = (I − P (x))η, (248)
< P ′(x); (I − P (x))η > y + P (x)v = − < P ′(x);P (x)y > η + (I − P (x))ψ.
Applying here P (x) on both sides we get
P (x)v = −P (x) < P ′(x);P (x)y > η − P (x) < P ′(x); (I − P (x))η > y,
so that finally
TP ·W = (x, P (x)y; (I − P (x))η, (I − P (x)) < P ′(x); (I − P (x))η > y−
− P (x) < P ′(x);P (x)y > η). (249)
From (248) we see also that
W = (x, y; (I − P (x))η, v) , Z = (x, η;P (x)y, ψ). (250)
Therefore, with the definition (240)-(241) we find that
Y = (x, P (x)y + (I − P (x))η;P (x)y + (I − P (x))η, r) (251)
with r ∈ V arbitrary chosen. Then
T (I − P ) · Y = (x, (I − P (x))η;P (x)y + (I − P (x))η,
− < P ′(x);P (x)y + (I − P (x))η > (P (x)y + (I − P (x))η) + (I − P (x))r),
ωM(T (I − P ) · Y ) = (x, P (x)y + (I − P (x))η; (I − P (x))η,
− < P ′(x);P (x)y + (I − P (x))η > (P (x)y + (I − P (x))η) + (I − P (x))r)
and finally
TP (ωM(T (I − P ) · Y )) = (x, P (x)y; (I − P (x))η,
< P ′(x); (I − P (x))η > (P (x)y + (I − P (x))η)−
− P (x) < P ′(x);P (x)y + (I − P (x))η > (P (x)y + (I − P (x))η). (252)
Let us compare now (252) with (249). Taking the derivative in the identity P (x)2 = P (x)
we get first
P (x) < P ′(x); a > P (x)b = 0 , ∀a, b ∈ V, (253)
and using it for I − P instead of P
(I − P (x)) < P ′(x); a > (I − P (x))b = 0. (254)
These are the keys to check the equality of the fourth terms in the expressions of TP ·W
and TP (ωM(T (I−P ) ·Y )). If we transpose now W with Z and also P with I−P , we see
that the hypothesis (239) is still satisfied and according to it definition (240)-(241) works
with the same Y . Therefore Y will verify also (T (I−P )◦ωM ◦TP )(Y ) = T (I−P ) ·Z =
= ωM(TP ·W ), wherefrom the third equality in (242).
We prove now that, as soon as Y ∈ T (TM) satisfies (240) it also verifies
(TP ◦ ωM ◦ T (I − P ))(Y ) = (ωM ◦ T (I − P ) ◦ ωM ◦ TP )(Y ). (255)
Likewise, if locally,
Y = (x, y; y, z) , x ∈ U , y, z ∈ V, (256)
comparing with (252) we get
(TP ◦ ωM ◦ T (I − P ))(Y ) = ((x, P (x)y; (I − P (x))y, < P
′(x); (I − P (x))y > y+
+ P (x) < (I − P )′(x); y > y (257)
and then interchanging P and I − P and applying ωM on both sides we come to
(ωM ◦ T (I − P ) ◦ ωM ◦ TP )(Y ) = (x, P (x)y; (I − P (x))y, < (I − P )
′(x);P (x)y > y+
+ (I − P (x)) < P ′(x); y > y. (258)
It is easy to check the identity of the fourth terms in the right hand sides of these last
two relations.
Let us define then, for X ∈ TM :
RP (X) = (TP ◦ ωM ◦ T (I − P ))(Y ) = (ωM ◦ T (I − P ) ◦ ωM ◦ TP )(Y ) (259)
if Y ∈ T (TM) satisfies
TτM(Y ) = τTM (Y ) = X. (260)
From the computations above it results that RP (X) does not depend on Y chosen with
(260) (see (256), (257)), that RP : TM −→ TK ∩ ωM(TH), is surjective and satisfies
(233) and (234). We see also that RP is given locally by
RP (x; y) = ((x, P (x)y; (I − P (x))y, < P
′(x); (I − P (x))y > y+
+ P (x) < (I − P )′(x); y > y (261)
(see (257). Since τTM + TτM : TkK ∩ ωM(TH) −→ {k} +HτM (k) is a bijection and TτM
is linear, it results that TkK ∩ ωM(TH) is a vector subspace of TkK and that
TkτM : TkK ∩ ωM(TH)−˜→HτM (k) (262)
is an isomorphism of inverse RP (k + (·)) (see (235)). Let us verify now (238). If locally
k = (x; y) with P (x)y = y, we find (see (237)):
N(x;y) = {(x, y; z, w) |P (x)z = 0 , (I − P (x))w =< P
′(x); z > y} (263)
and, for P (x)y = y , P (x)z = 0 :
(ωM ◦ TP ◦ ωM)(x, y; z, w) = (x, y; 0, w+ < P
′(x); y > z− < P ′(x); z > y), (264)
RP (x; y + z) = (x, y; z, < P
′(x); z > y− < P ′(x); y > z) (265)
(see (261)). Note that (I − P (x)) < P ′(x); y > z = 0 and P (x) < P ′(x); z > y = 0, in
virtue of (253) and (254), and therefore in (264)
(I − P (x))(w+ < P ′(x); y > z− < P ′(x); z > y) = 0.
The proof is complete 
Our aim is to show that there exists a canonical linear connection on the restriction of
the vector bundle K to a path tangent to H , therefore defining a parallel transport in K
along it.
Recall that an Ehresmann connection on a nonlinear fiber bundle is given by the horizontal
vector bundle, in fact a smooth supplementary vector subbundle to the tangent at the
nonlinear fiber in the tangent to the total space of the fiber bundle. The vector subbundle
of the tangents to the nonlinear fibers is also called the vertical vector bundle. If
π : η −→ D is the nonlinear fiber bundle, the connection is then defined by the linear
projections
Ve : Teη −→ Teη , ImVe = Ker Teπ = Teηpi(e) (266)
on the vertical tangent spaces, smoothly depending on e ∈ η.
In the case of a vector bundle π : E −→ D, the mapping Tπ : TE −→ TD delimits itself a
tangent vector bundle structure defined as follows: let s : E×DE −→ E denote the sum in
the fibers of E and Ts : T (E×DE) −→ TE. Remark that T(e,f)(E×DE) = TeE×TpDTfE,
if π(e) = π(f) = p. Then T(e,f)s·(X, Y ) is defined in the case that Teπ ·X = Tfπ ·Y ∈ TpD,
and is precisely the sum between X and Y in the fiber of Tπ.
The connection on π : E −→ D is linear in the case that the vertical projection V enjoys
of a second linearity property in the following sense. We remark that, in virtue of (266)
Teπ · VeZ = 0Tpi(e)D , ∀Z ∈ TeE, and if Teπ · Z = X then VeZ ∈ (Tπ)
−1({0TτD(X)D}) since
τD(X) = π(e). So, to be linear the connection, V should be also linear
V : (Tπ)−1({X}) −→ (Tπ)−1({0TτD(X)D}) (267)
∀X ∈ TD, with respect to the tangent vector bundle structure. The linear connection
defines the covariant derivative of sections σ of π with respect to vectors X ∈ TpD by
(∇Xσ)p = [Ψ
Ep(σp, ·)]
−1 · Vσp · Tpσ ·X. (268)
In this way, for X ∈ TpD we have (∇Xσ)p ∈ Ep. Of course, for a vector field X we get a
new section ∇Xσ of π. It satisfies
∇fXσ = f · ∇Xσ (269)
and
∇Xfσ = f · ∇Xσ + (LXf) · σ, (270)
for f scalar function, and is biadditive with respect to X and σ. Conversely, such a
bilinear operator with (269) and (270) defines the vertical projection V from (268) and
thus the linear connection.
In our special case, the covariant derivative arises as the linearization of a vector field of
finite differential order on C∞(D,M) in a critical point. From the local definition (88) we
see that, if σ0 is such that
Xσ0 = 0Tσ0C∞Γ(η), (271)
it is defined its linearization at the critical point σ0
X ′(σ0) : C
∞Γ(σ∗0(TFη)) −→ C
∞Γ(σ∗0(TFη)) (272)
by
X ′(σ0) ·W =
[
Y,X
]
σ0
, Yσ0 = W ; (273)
(see (65) where we identify TσC
∞Γ(η) with C∞Γ(σ∗(TFη))). This means that the defini-
tion does not depend on the vector field Y of finite order chosen as an extension of W in
a neighbourhood of σ0.
Theorem 7 . Let H,K, P be as before smooth on M and D be a smooth compact curve
(i.e. dimD = 1). If β0 : D −→M is a smooth path tangent to H, i.e.
Tζβ0 · ξ ∈ Hβ0(ζ) , ∀ζ ∈ D , ∀ξ ∈ TζD, (274)
then on the vector bundle p : β∗0K −→ D there is a canonical linear connection given by
the horizontal vector subbundle
HT(ζ,k)β
∗
0K =: (T(ζ,k)q)
−1(TkK ∩ ωM(TH)), (275)
where q : β∗0K −→ K is canonical (see(235)). Let ξ be any smooth vector field on D.For
the vector field
(l(P ) · r(ξ))β(ζ) = Pβ(ζ) · Tζβ · ξζ , β ∈ C
∞(D,M) , ζ ∈ D, (276)
(see (215)) β0 is a critical point, C
∞Γ(β∗0K) ⊆ C
∞Γ(β∗0(TM)) is an invariant subspace
for the linearization (l(P ) · r(ξ))′(β0) and the covariant derivative corresponding to the
linear connection (275) is
∇ξσ = (l(P ) · r(ξ))
′(β0) · σ , ∀σ ∈ C
∞Γ(β∗0K). (277)
Proof. We start by computing the linearization (l(P ) · r(ξ))′(β0) using the definition
(273). As l(P ) · r(ξ) is a vector field of differential order 1 we will apply Theorem 3,
having in mind to consider the extension Y of W also of finite differential order. Suppose
then that in (178), written for
[
Θ,Ξ
]
, interchanging also r with s, we have Xσ0 = 0, i.e.
Ξ(jrζσ0) = 0 , ∀ζ ∈ D (see also (181)). Then we find that
(TΘ ◦ (Ωs)−1)(jsζ (Ξ(j
rσ0))) = 0TYσ0 (ζ)(Tηζ)
, hence zero in the space TYσ0(ζ)(Tηζ) where the
difference is taken. Therefore, in the case that Xσ0 = 0, we have
[
Θ,Ξ
]
(jr+sζ σ0) = [Ψ
Tσ0ζ ηζ (Θ(jsζσ0), ·)]
−1 ·ωηζ ((TΞ ◦ (Ω
r)−1 ◦ Jr(Θ) ◦ frs)(j
r+s
ζ σ0)). (278)
Consider now the case when η = D ×M, dimD = 1, r = 1 and let s = 0, that is
Yβ(ζ) = Θ(ζ, β(ζ)) , ζ ∈ D , β(ζ)) ∈M. (279)
Remember that
Xβ(ζ) = Pβ(ζ) · Tζβ · ξζ. (280)
The vector field ξ on D defines the fiber preserving mappings
ε0ξ : J
1(D ×M) −→ D × TM,
(ε0ξ)ζ : J
1
ζ (D ×M) −→ TM , (ε
0
ξ)ζ(j
1
ζβ) = Tζβ · ξζ, (281)
ε1ξ : J
1(D × TM) −→ D × T (TM),
(ε1ξ)ζ : J
1
ζ (D × TM) −→ T (TM) , (ε
1
ξ)ζ(j
1
ζX) = TζX · ξζ. (282)
Therefore
Xβ(ζ) = Ξ(j
1
ζβ) , Ξ = P ◦ ε
0
ξ. (283)
As TF (D ×M) = D × TM we have
Ω1ζ : T (J
1
ζ (D ×M)) −→ J
1
ζ (D × TM) (284)
(see (158)). Then the following relation holds
T (ε0ξ)ζ ◦ (Ω
1
ζ )
−1 = ωM ◦ (ε
1
ξ)ζ , ∀ζ ∈ D. (285)
This can be easily verified first when M = U open in a vector space V , wherefrom in the
general case. Then in our case the formula (278) reads[
Θ,Ξ
]
(j1ζβ0) = [Ψ
Tβ0(ζ)M(Θ(ζ, β0(ζ)), ·)]
−1 ·ωM((TP ◦T (ε
0
ξ)ζ ◦(Ω
1
ζ )
−1)(j1(Θ))(ζ, β0(ζ))) =
= [ΨTβ0(ζ)M(Θ(ζ, β0(ζ)), ·)]
−1 · (ωM ◦ TP ◦ ωM)((ε
1
ξ)ζ(j
1(Θ(ζ, β0(ζ))))) =
= [ΨTβ0(ζ)M(σζ , ·)]
−1 · (ωM ◦ TP ◦ ωM)(Tζσ · ξζ)
where
σζ = Θ(ζ, β0(ζ)) = Yβ0(ζ) ∈ Tβ0M. (286)
We thus found, for X = l(P ) · r(ξ) and Xβ0 = 0
(X ′(β0) · σ)(ζ) = [Ψ
Tβ0(ζ)M(σζ , ·)]
−1 · (ωM ◦ TP ◦ ωM) · Tζσ · ξζ (287)
for σ ∈ C∞Γ(β∗0(TM)) = Tβ0C
∞(D,M).
In the case that Xβ0(ζ) = 0 , ∀ζ , and Yβ0(ζ) ∈ Kβ0(ζ) , ∀ζ , from Theorem 2 we infer that[
X, Y
]
β0
(ζ) ∈ Kβ0(ζ) , ∀ζ ∈ D. Hence C
∞Γ(β∗0K) is invariant for X
′(β0).
In the formula above, however, σ is seen as a function σ : D −→ K, hence when σ is
thought as a section of p : β∗0K −→ D we have to consider instead q ◦ σ. Next we verify
that T(ζ,k)q : T(ζ,k)β
∗
0K −→ Nk , ∀(ζ, k) ∈ β
∗
0K. But Nk is invariant for ωM ◦ TP ◦ ωM ,
which projects Nk on TkKβ0(ζ), according to Theorem 6. And we have to take into account
also the isomorphism (TF(ζ,k)q)
−1 : TkKβ0(ζ)−˜→TF(ζ,k)β
∗
0K, in order to come back in β
∗
0K.
Finally, for σ ∈ C∞Γ(β∗0K) we may replace in (287) [Ψ
Tβ0(ζ)M(σζ , ·)]
−1 by [ΨKβ0(ζ)(σζ , ·)]
−1
to get
(X ′(β0) · σ)(ζ) = [Ψ
(β∗0K)ζ(σζ , ·)]
−1 · (TFσζq)
−1 · (ωM ◦ TP ◦ ωM) · Tσζq · Tζσ · ξζ, (288)
and then define
V(ζ,k) = (TF(ζ,k)q)
−1 · (ωM ◦ TP ◦ ωM) · T(ζ,k)q , (ζ, k) ∈ β
∗
0K. (289)
The formula (288), of the form (268), gives indeed a covariant derivative on β∗0K −→ D,
for the vertical projection V(ζ,k) above, if this V is linear with respect to the tangent
vector bundle structure (see (267)). We note first that, for any vector bundle morphism
Φ : E −→ F , the tangent mapping TΦ : TE −→ TF is a vector bundle morphism with
respect to the tangent vector bundle structures; next, the fact that
ωM : T (TM) −→ T (TM) is an isomorphism between the two vector bundle structures
delimited by τTM and TτM on T (TM). In (289) q : β
∗
0K −→ TM is a vector bundle
morphism and then Tq is a vector bundle morphism from Tp to TτM . Next, TP is a vector
bundle morphism from τTM to τTM and then ωM ◦ TP ◦ ωM is a vector bundle morphism
from TτM to TτM . Therefore ωM ◦ TP ◦ ωM ◦ Tq is a vector bundle morphism from Tp
to TτM . More precisely, it gives a morphism from (Tp)
−1({ξ}) to (TτM)
−1(0Tβ0(ζ)M), if
ξ ∈ TζD. As ι : K −→ TM is a vector bundle embedding, (TτM |K)
−1(0Tβ0(ζ)M) is a
subspace in (TτM)
−1(0Tβ0(ζ)M) with the respective vector space structure and contains the
image of that morphism. We remark that (TτM |K)
−1(0Tβ0(ζ)M) = T (Kβ0(ζ)). (Note that,
in general, the vector space structure of TV , given by ΨV , for V vector space (see p. 24)
coincides with the tangent vector space structure if V = Eζ and π : E −→ D is a vector
bundle so that TV = (Tπ)−1({0TζD})). We thus found that ωM ◦ TP ◦ ωM ◦ Tq gives a
vector space morphism from (Tp)−1({ξ}) to T (Kβ0(ζ)), if ξ ∈ TζD. As Kβ0(ζ) = (β
∗
0K)ζ,
V(ζ,k) is a morphism from (Tp)
−1({ξ}) to (Tp)−1({0TζD}).
The covariant derivative
(∇ξσ)ζ = [Ψ
(β∗0K)ζ (σζ , ·)]
−1 · (TFσζq)
−1 · (ωM ◦ TP ◦ ωM) · Tσζq · Tζσ · ξζ (290)
corresponds to the horizontal subbundle
HT(ζ,k)β
∗
0K = Ker V(ζ,k) (291)
(see (289)). It remains only to identify this space from (235) and (238) of Theorem 6,
getting so (275) (recall also (230)) 
Remark. In spite of its form (287), X ′(β0) · σ does not give a covariant derivative
on β∗0(TM) −→ D with respect to ξ, since, for σ ∈ C
∞Γ(β∗0(TM)) and f smooth scalar
function, we have
(X ′(β0) · (f · σ))(ζ) = f(ζ) · (X
′(β0) · σ)(ζ) + (Lξf)(ζ) · P (σζ),
where P acts on TM as in (231). Compare with the required property (270). Of course
P (σζ) = σζ , for σζ ∈ Kβ0(ζ) 
In the case of an Ehresmann connection on the nonlinear fiber bundle π : η −→ B, we
consider the transversal vector subbundle
Ke := ker Teπ = TFeη = Teηpi(e) , e ∈ η, (292)
to the horizontal vector subbundle H of Tη (in M = η). If β0 : I −→ η is a horizontal
path (on a compact interval I of R), i.e. β˙0(t) ∈ Hβ0(t) , ∀t ∈ I, we consider the path in
the base B
γ := π ◦ β0 (293)
and the parallel transport along it
γts : Gβ0(s) −→ Gβ0(t) (294)
from a neighbourhood Gβ0(s) of β0(s) in ηγ(s) to a neighbourhood Gβ0(t) of β0(t) in ηγ(t),
for s, t ∈ I. On the other hand, according to the previous Theorem 7, we have a linear
parallel transport
τ ts ∈ Hom(Kβ0(s), Kβ0(t)) , s, t ∈ I, (295)
determined by the linear connection in β∗0K −→ I. Then we have the following result
Theorem 8 . In the hypothesis (292), with the notations (293), (294) and (295), we
have
τ ts = Tβ0(s)γ
t
s, (296)
as Kβ0(t) = Tβ0(t)ηγ(t) , ∀t ∈ I. It results that, for η = E vector bundle with a linear
connection and ∇ the corresponding covariant derivative, if we denote ∇β
∗
0K the covariant
derivative (277) on C∞Γ(β∗0K), the following equality holds
ΨEγ(t)(β0(t),∇γ˙(t)αγ(t)) = ∇
β∗0K
∂
∂t
ΨEγ(t)(β0(t), αγ(t)) (297)
for α ∈ C∞Γ(E). Note that ΨEγ(t)(β0(t), αγ(t)) , Ψ
Eγ(t)(β0(t),∇γ˙(t)αγ(t)) ∈ Tβ0(t)Eγ(t) =
= Kβ0(t).
Proof. The multiplicative properties
γts = γ
t
u ◦ γ
u
s , τ
t
s = τ
t
u · τ
u
s , s, u, t ∈ I, (298)
allow to reduce proving (296) for s and t as close to each other as we want. In this
case, we can take η = D × U , D open in V , U open in W , V,W vector spaces, B = D,
π : D×U −→ D canonical. Also H(x,y) = graphΓ (x, y) , Γ (x, y) ∈ Hom(V,W ), as in (6).
Then, if
β0(t) = (x(t), y(t)) , γ(t) = x(t), (299)
γts(y) is the solution of the problem in W
∂
∂t
γts(y) = Γ (x(t), γ
t
s(y)) · x˙(t) , γ
s
s(y) = y , y ∈ U. (300)
The hypothesis on β0 being horizontal gives
γts(y(s)) = y(t) , ∀t. (301)
Taking the derivative with respect to y in (300), in y = y(s), and taking into account
(301), we find that w(t) :=<
∂γts
∂y
(y(s));w0 > is the unique solution of the problem
w˙(t) =<
∂Γ
∂y
(x(t), y(t));w(t) > ·x˙(t) , w(s) = w0. (302)
In this case
K = {(x, y; 0V , w)| x ∈ D, y ∈ U,w ∈ W} , H = {(x, y; v, Γ (x, y)v)| x ∈ D, y ∈ U, v ∈ V }
and we find that
T(x,y;0V ,w)K ∩ ωD×U(TH) = {(x, y, 0V , w; v, Γ (x, y)v, 0V , <
∂Γ
∂y
(x, y);w > v) | v ∈ V }.
(303)
Since in trivialization
β∗0K=˜{(t, w) | t ∈ I, w ∈ W} (304)
we have
q(t, w) = (x(t), y(t); 0V , w) (305)
and
Tq(t, w; θ, κ) = (x(t), y(t); 0V , w; θx˙(t), θy˙(t), 0V , κ). (306)
Therefore, according to (275)
HT(t,w)β
∗
0K = {(t, w; θ, θ <
∂Γ
∂y
(x(t), y(t));w > ·x˙(t) | θ ∈ R}. (307)
Then (t, w(t)) is horizontal in β∗0K if and only if (1, w˙(t)) ∈ HT(t,w(t))β
∗
0K, that is, when
w˙(t) =<
∂Γ
∂y
(x(t), y(t));w(t) > ·x˙(t). Comparing with (302), we get (296).
Recall that for a linear connection we have
∇γ˙(t)αγ(t) =
d
dh
γtt+hαγ(t+h)|h=0. (308)
On the other hand, for A ∈ Hom (V,W )
TvA · Ψ
V (v, u) = ΨW (Av,Au) , ∀v, u ∈ V. (309)
In this way
ΨEγ(t)(β0(t),∇γ˙(t)αγ(t)) = Ψ
Eγ(t)(β0(t),
d
dh
γtt+hαγ(t+h)|h=0) =
=
d
dh
ΨEγ(t)(β0(t), γ
t
t+hαγ(t+h))|h=0 =
d
dh
ΨEγ(t)(γtt+hβ0(t+ h), γ
t
t+hαγ(t+h))|h=0 =
=
d
dh
Tβ0(t+h)γ
t
t+h · Ψ
Eγ(t+h)(β0(t + h), αγ(t+h))|h=0 =
=
d
dh
τ tt+hΨ
Eγ(t+h)(β0(t+ h), αγ(t+h))|h=0 = ∇
β0
∂
∂t
ΨEγ(t)(β0(t), αγ(t)),
the outside derivatives being taken in Tβ0(t)Eγ(t) = Kβ0(t). This ends the proof 
Remark. We can take in (297)
β0(t) = 0Eγ(t) , (310)
for γ : I −→ B arbitrary, since the connection is linear. Then the equality shows that
∇γ˙(t) is determined by ∇
0Eγ(t)
∂
∂t
, the connection given in Theorem 7 being thus the right
generalization of a linear connection on a vector bundle.
On the other hand, the local parallel transport maps (294) are still defined and the equal-
ity (296) holds under the only hypothesis that CK = 0 in a neighbourhood in M of the
tangent to H path β0(I) 
Let us consider again π : η −→ D a nonlinear fiber bundle, B ⊆ D submanifold, both
B and D compact with boundary, η|B and
ρ : C∞Γ(η) −→ C∞Γ(η|B) , ρ(σ) := σ|B, (311)
the natural restriction. It is easy to verify that for σ ∈ C∞Γ(η)
σ∗(TFη)|B = (σ|B)
∗(TF (η|B)) (312)
and that, for k > 0
Tσρ : TσC
kΓ(η) −→ Tσ|BC
kΓ(η|B) , Tσρ ·X = X|B (313)
with the same meaning. We will need in the sequel the following
Proposition 7 . Let XD ∈ C∞Γ•(TC
∞Γ(η)), XB ∈ C∞Γ•(TC
∞Γ(η|B)) be smooth vector
fields of finite order such that
XBσ|B = X
D
σ |B , ∀σ ∈ C
∞Γ(η). (314)
If σ0 is a critical point for X
D then σ0|B is a critical point for X
B and
< (XB)′(σ0|B);Z|B >=< (X
D)′(σ0);Z >|B , ∀Z ∈ C
∞Γ(σ∗0(TFη)). (315)
Proof. We can use a vector bundle neighbourhood of σ0(D) and the corresponding neigh-
bourhood and chart on C∞Γ(η) 
Note that this fact is an infinite dimensional analogue of the following:
Let M,N be smooth manifolds, ρ : M −→ N smooth map, XM , XN smooth vector
fields, on M,N respectively, such that
XNρ(x) = Txρ ·X
M
x , ∀x ∈M. (316)
If x0 is a critical point for X
M , then ρ(x0) is a critical point for X
N and
(XN)′(ρ(x0)) · Tx0ρ = Tx0ρ · (X
M)′(x0) (317)
on Tx0M .
Remember that we denote the covariant derivative (277) given by Theorem 7
∇
β∗0K
ξ σ = (l(P ) · r(ξ))
′(β0) · σ , ∀σ ∈ C
∞Γ(β∗0K). (318)
Also, if D = I, I interval in R
(β∗0K)
t
s ∈ Hom (Kβ0(s), Kβ0(t)) , s, t ∈ I, (319)
will stand for the parallel transport determined by this linear connection.
On the infinitesimal variation of the tangent paths to H we have first
Theorem 9 . Let H and K be two supplementary subbundles of TM , I compact interval
of R, s0 ∈ R, ε > 0 and
β : (s0 − ε, s0 + ε)× I −→M (320)
be a smooth map such that
∂β
∂t
(s, t) ∈ Hβ(s,t) , ∀s ∈ (s0 − ε, s0 + ε) , ∀t ∈ I. (321)
Then
∇
β(s0,·)∗K
∂
∂t
P
Hβ(s0,t)
Kβ(s0,t)
∂β
∂s
(s0, t) = Q
Hβ(s0,t)
Kβ(s0,t)
CHβ(s0,t)(P
Kβ(s0,t)
Hβ(s0,t)
∂β
∂s
(s0, t) ∧
∂β
∂t
(s0, t)), (322)
or, equivalently
∂
∂t
{(β(s0, ·)
∗K)t0t · P
Hβ(s0,t)
Kβ(s0,t)
∂β
∂s
(s0, t)} =
= (β(s0, ·)
∗K)t0t Q
Hβ(s0,t)
Kβ(s0,t)
CHβ(s0,t)(P
Kβ(s0,t)
Hβ(s0,t)
∂β
∂s
(s0, t) ∧
∂β
∂t
(s0, t)). (323)
Proof. We take in Theorem 5 X =
∂
∂s
, Y =
∂
∂t
on suitable domain Ω with smooth
boundary such that, for an η > 0, (s0 − η, s0 + η) × I ⊂ Ω¯ ⊂ (s0 − ε, s0 + ε) × I and
consider D = Ω¯. In virtue of (321)
(l(PHK ) · r(
∂
∂t
))β(s, t) = 0 , ∀(s, t) ∈ D, (324)
and therefore (227) gives, for ζ = (s, t)
[
l(PHK ) · r(
∂
∂s
), l(PHK ) · r(
∂
∂t
)
]
β
(s, t) = Q
Hβ(s,t)
Kβ(s,t)
CHβ(s,t)(P
Kβ(s,t)
Hβ(s,t)
∂β
∂s
(s, t) ∧
∂β
∂t
(s, t)). (325)
Now we apply the preceding Proposition 7 for η = D ×M , B = {(s0, t)| t ∈ I} ⊂ D
XDβ (s, t) = P
Hβ(s,t)
Kβ(s,t)
∂β
∂t
(s, t) , XBγ (t) = P
Hγ(t)
Kγ(t)
γ˙(t). (326)
Then (315) gives
< (l(PHK ) · r(
∂
∂t
))′(β);Z > (s0, t) =< (l(P
H
K ) · r(
∂
∂t
))′(β(s0, ·));Z|s=s0 > (t). (327)
According to Theorem 7
< (l(PHK ) · r(
∂
∂t
))′(β(s0, ·));Z|s=s0 > (t) = ∇
β(s0,·)∗K
∂
∂t
Z(s0,t). (328)
We take here Z(s,t) = P
Hβ(s,t)
Kβ(s,t)
∂β
∂s
(s, t) and then (322) comes from (325), (327) and the
definition (273). Finally, (322) and (323) are equivalent in virtue of the equality
∂
∂t
(γt0t αγ(t)) = γ
t0
t ∇γ˙(t)αγ(t) (329)
which holds for every linear connection and section α (see also (308)) 
Coming back to the notations (219) - (222) and (21), i.e.
PH : V −→ V/H (330)
for the canonical projection, we recall (see, for instance, Narasimhan [4], for charts on
Grassmann manifolds) the natural bijection between the supplementary subspaces K of
H and the linear sections S ∈ Hom (V/H, V ) of PH given by
K˜7−→S = QHK ; (331)
and also the affine structure of the space of these sections, modelled on the vector space
Hom (V/H,H), where
−−−→
K1K2 := Q
H
K2
−QHK1. (332)
Note the equality
QHK2 −Q
H
K1
= PK1H Q
H
K2
. (333)
In the framework of (319) we will denote
[β∗0K]
t
s :=
(
Q
Hβ0(t)
Kβ0(t)
)−1
· (β∗0K)
t
s ·Q
Hβ0(s)
Kβ0(s)
(334)
the operators induced in quotients
[β∗0K]
t
s ∈ Hom(Tβ0(s)M/Hβ0(s), Tβ0(t)M/Hβ0(t)) , s, t ∈ I. (335)
They keep the multiplicative properties
[β∗0K]
t
u · [β
∗
0K]
u
s = [β
∗
0K]
t
s , [β
∗
0K]
s
t =
(
[β∗0K]
t
s
)−1
, s, u, t ∈ I. (336)
The operators [β∗0K]
t
s represent the parallel transport of the fibers of β
∗
0(TM/H) −→ I
determined by the linear connection obtained through the vector bundle isomorphism
Q
Hβ0(t)
Kβ0(t)
, t ∈ I, from the connection on β∗0K −→ I.
The operators [β∗0K]
t
s still depend on K, except for the case when the curvature of H is
zero, as we can see from
Theorem 10 . Let K1 , K2 be two smooth supplementary subbundles to the same vector
subbundle H of TM and β0 : I −→ M smooth map such that
β˙0(t) ∈ Hβ0(t) , ∀t ∈ I. (337)
Then for any t0 ∈ I fixed and v ∈ Tβ0(t0)M/Hβ0(t0) arbitrary
d
dt
{[β∗0K
1]t0t · [β
∗
0K
2]tt0 · v} = [β
∗
0K
1]t0t · C
H
β0(t)
(
P
K1
β0(t)
Hβ0(t)
Q
Hβ0(t)
K2
β0(t)
[β∗0K
2]tt0v ∧ β˙0(t)
)
. (338)
Proof. Remark first that, if (338) holds for some fixed t0 and t and all v, then (338)
holds for any other t1 instead of t0, the same t and all v ∈ Tβ0(t1)M/Hβ0(t1). To see
this, it is enough to replace v by [β∗0K
2]t0t1v, to apply on both sides [β
∗
0K
1]t1t0 and use the
multiplicative property (336). In this way, we may suppose in (338) t and t0 as close to
each other as we want - even equal.
The second step consists in proving (338) for K2 defined by a submersion π : U −→ B,
U neighbourhood of β0(t0),
K2p = ker Tpπ , ∀p ∈ U, (339)
(as in (292)). We consider v ∈ Tβ0(t0)M/Hβ0(t0) given and let δ(s) be a short path, defined
for s around s0, such that
π(δ(s)) = π(β0(t0)) , ∀s , δ(s0) = β0(t0) , δ˙(s0) = Q
Hβ0(t0)
K2
β0(t0)
v. (340)
Next, let γ := π ◦ β0 and
β(s, t) = γtt0(δ(s)), (341)
where γtt0 is the parallel transport of the nonlinear fibers π
−1({b}) , b ∈ B, along γ, given
by the horizontal vector bundle Hp , p ∈ U . Then β(s, t) ∈ π
−1({γ(t)}), for all s and all
t, as β(s, t0) ∈ π
−1({γ(t0)}) for all s (see (340)). Moreover
β(s0, t) = β0(t) , ∀t ∈ I, (342)
since β(s0, t) = γ
t
t0
(δ(s0)) = γ
t
t0
(β0(t0)) = β0(t), by the hypothesis (337). Therefore (341)
gives a variation of β0 through tangent to H paths. And
∂β
∂s
(s0, t) = Q
Hβ0(t)
K2
β0(t)
[β∗0K
2]tt0v, (343)
in virtue of Theorem 8, (296), (340) and definition (334). We apply Theorem 9 to H ,
K = K1 and this β; mutiplying both sides of (323) by
(
Q
Hβ0(t0)
K1
β0(t0)
)−1
and using the equality
PH
K1
·QH
K2
= QH
K1
, we obtain (338) for any K1 and K2 of the form (339).
Third, we show that if (338) holds for K1 and K2, it is verified also for the transposed
pair, K2 and K1. Indeed
d
dt
{[β∗0K
2]t0t · [β
∗
0K
1]tt0 · v} =
d
dt
{[β∗0K
1]t0t · [β
∗
0K
2]tt0}
−1v =
= −[β∗0K
2]t0t · [β
∗
0K
1]tt0 ·
d
dt
{[β∗0K
1]t0t · [β
∗
0K
2]tt0} · [β
∗
0K
2]t0t · [β
∗
0K
1]tt0v =
= −[β∗0K
2]t0t · C
H
β0(t)
(
P
K1
β0(t)
Hβ0(t)
Q
Hβ0(t)
K2
β0(t)
[β∗0K
1]tt0v ∧ β˙0(t)
)
=
= [β∗0K
2]t0t · C
H
β0(t)
(
P
K2
β0(t)
Hβ0(t)
Q
Hβ0(t)
K1
β0(t)
[β∗0K
1]tt0v ∧ β˙0(t)
)
,
since from (333) we get PK2H Q
H
K1
= −PK1H Q
H
K2
. Then the equality (338) holds also for K1
of the same form (339) and K2 arbitrary.
Finaly, we show that, if (338) holds for the pairs (K1, K3) and (K3, K2), then it is verfied
by the pair (K1, K2). Indeed,
d
dt
{[β∗0K
1]t0t · [β
∗
0K
2]tt0 · v} =
d
dt
{[β∗0K
1]t0t · [β
∗
0K
3]tt0 · [β
∗
0K
3]t0t · [β
∗
0K
2]tt0 · v} =
=
d
dt
{[β∗0K
1]t0t · [β
∗
0K
3]tt0} · [β
∗
0K
3]t0t · [β
∗
0K
2]tt0 · v+
+[β∗0K
1]t0t · [β
∗
0K
3]tt0 ·
d
dt
{[β∗0K
3]t0t · [β
∗
0K
2]tt0 · v} =
= [β∗0K
1]t0t · C
H
β0(t)
(
P
K1
β0(t)
Hβ0(t)
Q
Hβ0(t)
K3
β0(t)
[β∗0K
2]tt0v ∧ β˙0(t)
)
+
+[β∗0K
1]t0t · C
H
β0(t)
(
P
K3
β0(t)
Hβ0(t)
Q
Hβ0(t)
K2
β0(t)
[β∗0K
2]tt0v ∧ β˙0(t)
)
=
= [β∗0K
1]t0t · C
H
β0(t)
(
P
K1
β0(t)
Hβ0(t)
Q
Hβ0(t)
K2
β0(t)
[β∗0K
2]tt0v ∧ β˙0(t)
)
,
as (333) gives PK1H Q
H
K3
+PK3H Q
H
K2
= PK1H Q
H
K2
. The proof ends by combining these facts

The equation (338) allows to determine the parallel transport of the connection induced
on β∗0K
2 −→ I, when the operators (β∗0K
1)ts , corresponding to another supplementary
vector subbundle K1, are known.
7 The equation of infinitesimal variation through
tangent paths to the given vector subbundle
First, the following consequence of the previous relation (338).
Theorem 11 . In the same hypothesis (337), the operator
(DX)t =: [β
∗
0K]
t
t0
d
dt
(
[β∗0K]
t0
t P
Hβ0(t)Xt
)
− CHβ0(t)
(
P
Kβ0(t)
Hβ0(t)
Xt ∧ β˙0(t)
)
, (344)
acting as
D : C∞Γ(β∗0(TM)) −→ C
∞Γ(β∗0(TM/H)) , (345)
depends neither on t0, nor on the smooth, supplementary to H, vector subbundle K.
Proof. Let K1, K2 be two such subbundles of TM ; then the difference of the expres-
sions (344) corresponding to them gives
[β∗0K
1]tt0
d
dt
(
[β∗0K
1]t0t P
Hβ0(t)Xt
)
−CHβ0(t)
(
P
K1
β0(t)
Hβ0(t)
Xt∧β˙0(t)
)
−[β∗0K
2]tt0
d
dt
(
[β∗0K
2]t0t P
Hβ0(t)Xt
)
+
+CHβ0(t)
(
P
K2
β0(t)
Hβ0(t)
Xt ∧ β˙0(t)
)
= [β∗0K
1]tt0 ·
d
dt
{[β∗0K
1]t0t · [β
∗
0K
2]tt0} · [β
∗
0K
2]t0t P
Hβ0(t)Xt+
+CHβ0(t)
(
(P
K2
β0(t)
Hβ0(t)
− P
K1
β0(t)
Hβ0(t)
)Xt ∧ β˙0(t)
)
= CHβ0(t)
(
P
K1
β0(t)
Hβ0(t)
Q
Hβ0(t)
K2
β0(t)
PHβ0(t)Xt ∧ β˙0(t)
)
+
+CHβ0(t)
(
(P
Hβ0(t)
K1
β0(t)
− P
Hβ0(t)
K2
β0(t)
)Xt ∧ β˙0(t)
)
= CHβ0(t)
(
(Q
Hβ0(t)
K2
β0(t)
−Q
Hβ0(t)
K1
β0(t)
)PHβ0(t)Xt ∧ β˙0(t)
)
+
+CHβ0(t)
(
(P
Hβ0(t)
K1
β0(t)
− P
Hβ0(t)
K2
β0(t)
)Xt ∧ β˙0(t)
)
,
where we have used (338) and also (333). But this makes zero, as
PHK = Q
H
K · P
H (346)
(see also (226))
Next we prove the reciprocal of Theorem 9.
Theorem 12 . If β0 : I −→ M is tangent to H, then X ∈ C
∞Γ(β∗0(TM)) satisfies
(DX)t = 0 , ∀t ∈ I, (347)
if and only if there exists a smooth variation of β0 on I
β : (−ε, ε)× I −→M , β(0, ·) = β0 , (348)
in tangent to H paths, i.e.
∂β
∂t
(s, t) ∈ Hβ(s,t) , ∀t ∈ I , ∀s ∈ (−ε, ε) , (349)
such that
Xt =
∂β
∂s
(0, t) , ∀t ∈ I. (350)
Proof. it is easy to verify that (323) can be written as D
∂β
∂s
(0, ·) = 0 on I.
Conversely, X being given with (347), we have to construct β with (348), (349) and (350).
First, we consider the case when
β0(I) ⊂ U , χ : U −→ V ×W , χ(U) = D ×G, (351)
χ being a chart of the form (5) where H is of the form (6) (D open in V , G open in W ).
Then, disregarding the chart χ, we consider K and H as in (303), i.e.
K = {(x, y; 0V , w)| x ∈ D, y ∈ G,w ∈ W}, H = {(x, y; v, Γ (x, y)v)| x ∈ D, y ∈ G, v ∈ V }.
(352)
Let us denote
β0(t) = (x0(t), y0(t)) ∈ V ×W , X(t) = (A(t), B(t)) ∈ V ×W ; (353)
then the equation (347) becomes
dB
dt
(t)− Γ (x0(t), y0(t))
dA
dt
(t)− <
∂Γ
∂x
(x0(t), y0(t));A(t) >
dx0
dt
(t)−
− <
∂Γ
∂y
(x0(t), y0(t));B(t) >
dx0
dt
(t) = 0. (354)
If, taking into account (348), we denote
β(s, t) = (x(s, t), y(s, t)) , x(0, t) = x0(t) , y(0, t) = y0(t), (355)
the condition (349) reads
∂y
∂t
(s, t) = Γ (x(s, t), y(s, t))
∂x
∂t
(s, t). (356)
It is clear that (354) is the consequence of (356) when (350) is satisfied, i.e.
∂x
∂s
(0, t) = A(t) ,
∂y
∂s
(0, t) = B(t). (357)
So, taking (354) as hypothesis, together with
dy0
dt
(t) = Γ (x0(t), y0(t))
dx0
dt
(t), (358)
we look for x(s, t), y(s, t) with (356), (355) and (357). x(s, t) can be chosen arbitrary with
(355) and (357). Next, for t0 ∈ I fixed and y(s, t0) arbitrary such that
y(0, t0) = y0(t0) ,
∂y
∂s
(0, t0) = B(t0), (359)
we consider y(s, t) defined by (356) and y(s, t0) so prescribed. Then y(s, t) will satisfy
y(0, t) = y0(t) and
∂y
∂s
(0, t) = B(t) , ∀t ∈ I, since both
∂y
∂s
(0, t) and B(t) satisfy as Z(t)
the differential equation
dZ
dt
(t)− <
∂Γ
∂y
(x0(t), y0(t));Z(t) >
dx0
dt
(t)− Γ (x0(t), y0(t))
dA
dt
(t)−
− <
∂Γ
∂x
(x0(t), y0(t));A(t) >
dx0
dt
(t) = 0
with the same initial condition Z(t0) = B(t0).
It remains however to show that ∃ ε > 0 such that the solution of the equation (356) be
defined on all of I for |s| < ε. We have in mind to use the following fact: for a smooth
vector field X, on a manifold M , of local flow ϕt(x), x ∈ M and t in a neighbourhood
J(x) of 0 in R, ϕ0(x) = x, if ϕt(x0) is defined for t in a compact interval I containing
0, there exists a neighbourhood U of x0 in M such that ϕ
t(x) is defined on all of I for
x ∈ U . (For M compact, ϕt(x) is defined ∀ t ∈ R and ∀ x ∈ M . If M is not compact we
consider ψ ∈ C∞0 (M,R) , ψ = 1 in a neighbourhood of {ϕ
t(x0) | t ∈ I}. Then the flow of
ψX is global and coincides with the flow of X on I for x in a neighbourhood of x0.) We
write the equation (356), with y(s, t0) given, in the form
dz
dt
(t) = Γ (x(σ(t), τ(t)), z(t))
∂x
∂τ
(σ(t), τ(t)) ,
dσ
dt
(t) = 0 ,
dτ
dt
(t) = 1;
z(0) = y(s, t0) , σ(0) = s , τ(0) = t0.
Then, of course, σ(t) = s , τ(t) = t + t0 , z(t) = y(s, t + t0) , ∀t ∈ I − t0, and the
solution will be defined on all of I − t0 for s in a neighbourhood of 0.
In the general case, in order to find ε > 0 such that β is defined as in (348), with (349)
and (350), satisfied on I, we proceed as follows. For all t0 we find J ∋ t0 interval, open
as a subset of the compact interval I, such that J has the properties (351) of the interval
I. We then extract a finite and minimal subcovering for I with such intervals J (that
can be of one of the forms: J = [a, t2) , J = (t1, t2) , J = (t1, b] , J = [a, b], if I = [a, b]).
When the covering is minimal, the maps J 7−→ inf J and J 7−→ sup J are injective. Let
us enumerate the intervals of the covering such that
sup Jk < sup Jk+1 , 1 6 k < n, (360)
if n > 1 is their number (n = 1 corresponds to the previous situation). It is easy to see
that
inf J1 = a , sup Jn = b. (361)
Also, to check the inequality
inf Jk+1 < sup Jk , 1 6 k < n, (362)
in the contrary case the points from [sup Jk, inf Jk+1] being not covered.
Then the solution β(s, t) can be constructed recurrently: first on J1 for |s| < ε1; if the
solution is already defined on
⋃q
k=1 Jk = [a, sup Jq], for |s| < εq, it can be extended to⋃q+1
k=1 Jk, since according to (362) inf Jq+1 < sup Jq and on the interval [inf Jq+1, sup Jq]
the solution is already constructed using the chart χq. With x(s, t) suitably extended,
y(s, 1
2
(inf Jq+1+sup Jq)) inherited and the chart χq+1, we get the extension of the solution
to
⋃q+1
k=1 Jk = [a, sup Jq+1], for a certain εq+1 6 εq and |s| < εq+1; and so on, up to
q + 1 = n. The theorem is proven 
Of course, the equation (347) can be written in the form (see (322))
∇
β∗0K
∂
∂t
P
Hβ0(t)
Kβ0(t)
Xt = Q
Hβ0(t)
Kβ0(t)
CHβ0(t)(P
Kβ0(t)
Hβ0(t)
Xt ∧ β˙0(t)). (363)
The equation (347) appears to be the root for the Jacobi equation of infinitesimal variation
of geodesics. In that case we have a linear connection on the vector bundle TM over a
smooth manifold M . In this analysis we will make use of
Proposition 8 . For every smooth path
Z : I −→ TM , (364)
on an interval I ⊆ R, if we denote
γ := τM ◦ Z, (365)
for X ∈ TM , VX : TX(TM) −→ TX(TτM (X)M) the vertical projection defining the con-
nection (see (266)) and T the respective torsion tensor, the following equality holds ∀t ∈ I
ΨTγ(t)M(γ˙(t), ·)−1 Vγ˙(t) ωM(Z˙(t))− Ψ
Tγ(t)M(Z(t), ·)−1 VZ(t) Z˙(t) = Tγ(t)(Z(t), γ˙(t)) . (366)
Proof. As this equality (366) is local and of intrinsic meaning, we may suppose M = U
open subset in the vector space V , so that TM = U × V . In that case
H(x,y) ⊂ T(x,y)(U × V ) = {(x, y)} × V × V ,
H(x,y) = {(x, y; v, Γ (x, y) v)| v ∈ V } (367)
where the liniarity of the connection corresponds to the linearity of Γ (x, y) in y, or to the
existence of linear Γ (x) on V ⊗ V such that
Γ (x, y) v = Γ (x)(y ⊗ v) , x ∈ U , y, v ∈ V. (368)
Then
V(x,y)(x, y; v, w) = (x, y; 0V , w − Γ (x)(y ⊗ v)). (369)
In these local coordinates the torsion tensor becomes (see Kobayashi + Nomizu, vol. I
[2])
Tx(v, w) = Γ (x)(v ⊗ w − w ⊗ v). (370)
For (see (364) and (365))
Z(t) = (x(t), y(t)) , γ(t) = x(t), (371)
we have
γ˙(t) = (x(t); x′(t)) , Z˙(t) = (x(t), y(t); x′(t), y′(t)) ,
ωM(Z˙(t)) = (x(t), x
′(t); y(t), y′(t)). (372)
Using (369) we get
ΨTγ(t)M(γ˙(t), ·)−1 Vγ˙(t) ωM(Z˙(t)) = (x(t); y
′(t)− Γ (x(t))(x′(t)⊗ y(t))),
ΨTγ(t)M(Z(t), ·)−1 VZ(t) Z˙(t) = (x(t); y
′(t)− Γ (x(t))(y(t)⊗ x′(t))),
wherefrom the result 
It is easy to establish the relation between the Riemann tensor R and the curvature
tensor C of the horizontal subbundle H of T (TM) defining the linear connection, namely
RτM (X)(TXτM A, TXτM B) X = −Ψ
TτM (X)
M(X, ·)−1 QHXKX CX(A ∧ B), (373)
if X ∈ TM , A,B ∈ HX and
KX = TX(TτM (X)M). (374)
Recall that TXτM : HX−˜→TτM (X)M , Ψ
TτM (X)
M(X, ·) : TτM (X)M−˜→KX and
QHXKX : TX(TM)/HX−˜→KX are isomorphisms.
And the link with the Jacobi equation (see Kobayashi + Nomizu vol. II [2]) is given
in
Theorem 13 . Let M be smooth manifold with a linear connection on TM given by ∇.
Let γ0 : I −→ M be a geodesic for ∇. Then Z ∈ C
∞Γ(γ∗0(TM)) = Tγ0C
∞(I,M) is a
solution for the Jacobi equation
∇2γ˙0(t)Z(t) +∇γ˙0(t)(T (Z(t), γ˙0(t))) +R(Z(t), γ˙0(t)) γ˙0(t) = 0 (375)
if and only if
Xt := ωM(Z˙(t)) (376)
satisfies the equation (347) for H the horizontal subbundle of T (TM) corresponding to ∇
and
β0 = γ˙0. (377)
Proof. From (297), for P
Hβ0(t)
Kβ0(t)
Xt = Ψ
Eγ(t)(β0(t), αγ(t)) and E = TM , we obtain
ΨTγ0(t)M(β0(t), ·)
−1 ∇
β∗0K
∂
∂t
P
Hβ0(t)
Kβ0(t)
Xt = ∇γ˙0(t)Ψ
Tγ0(t)M(β0(t), ·)
−1P
Hβ0(t)
Kβ0(t)
Xt
Next, using (363) and (373) we infer
∇γ˙0(t)Ψ
Tγ0(t)M(β0(t), ·)
−1P
Hβ0(t)
Kβ0(t)
Xt = −R(Tβ0(t)τM P
Hβ0(t)
Kβ0(t)
Xt , γ˙0(t)) γ˙0(t). (378)
But, forXt from (376), Tβ0(t)τM P
Hβ0(t)
Kβ0(t)
Xt = Z(t), since Tβ0(t)τM P
Hβ0(t)
Kβ0(t)
Xt = Tβ0(t)τM Xt =
= (TτM ◦ωM)(Z˙(t)) = τTM(Z˙(t)) = Z(t). As in our case VX = P
HX
KX
, in the left hand side
of (378) we can use (366) from Proposition 8 and the usual notation
∇γ˙0(t)Z(t) = Ψ
Tγ0(t)M(Z(t), ·)−1 VZ(t) Z˙(t). (379)
In this way we get
∇γ˙0(t)(∇γ˙0(t)Z(t) + Tγ0(t)(Z(t), γ˙0(t))) = −R(Z(t), γ˙0(t)) γ˙0(t),
or the equation (375) 
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