Abstract-This paper presents a method for robust target tracking with a set of independent pan-tilt cameras which combines smooth pursuit and saccades. The approach is systematic and optimization-based, and was inspired by our understanding of the chameleon visual system. Explicit robust and minimumtime Model Predictive Control (MPC) theory is used for the design of the tracking control law. Experimental validation of the approach on a robotic chameleon head composed of two independent pan-tilt cameras is presented.
I. INTRODUCTION
Environment visual scanning (EVS) is a critical task for living creatures and artificial systems alike. EVS refers to the process of visual exploration of the environment used to identify relevant events and detect threats or targets. In nature, solutions to EVS are diverse and range from: (i) nonmoving eyes on top of a movable neck as in the barn owl, through (ii) coupled movements of the eyes as in humans, to (iii) independent eye movements as seen in chameleons. Overall, one can identify three models which represent different levels of eye vs. neck movements and correspond to the three examples mentioned above: the owl-like, the human-like and the chameleon-like models. In the world of robotics, common solutions are based on the first two models. For example, a number of systems have been implemented using two cameras that are either fixed or verged [1] - [3] . These two models have a number of important advantages in terms of facilitating visual calculations such as estimating depth from stereo. Yet, by constraining the relative motion of the cameras they sacrifice search efficiency due to a large overlap between the views of the two cameras.
The chameleons are probably the best known example for independent eye movements. Eye movements in chameleons are considered unique. They are laterally positioned and can move independently, each over a wide range, while scanning different sections of the environment. Independent eye movements are seen also in fishes. A well studied example is that of the sandlance which has an optical system and eye movements similar to the chameleon [4] . Scanning in chameleons is performed by saccades -i.e. large, independent and rapid movements of the eye from one location to another [5] . The range of movement of each eye is almost 180
• in the pan axis and about 90
• in the tilt axis. Recent studies of this manuscript' authors indicate that the global scanning strategy of the chameleon is based on a "negative correlation" principle. More specifically, if one eye scans forward, then with a high probability, the other will point backwards.
Motivated by this fact and the observations mentioned above, the objective of our research is to develop, model and control a robot head based on the principles that govern the chameleon eyes movements, without imposing a-priori constraints on the relative motion of the cameras. Figure 1 depicts our system as compared to a chameleon. It is assumed that the vision system has two main goals: 1) Scanning the environment autonomously while searching for targets or threats. 2) Acquiring and tracking targets or threats once they are detected.
Because of lack of space, this paper focuses only the second goal: active target tracking. Nevertheless, both goals are important in order to understand and reproduce the chameleon visual system. The reader is referred to [6] , [7] for a detailed discussion on the topic and for a novel scanning algorithm which has a remarkable resemblance with the one of the chameleon. Also, it is worth mentioning that in real-life systems the oculomotor system has additional objectives related to the two mentioned above; an obvious example is range estimation to the prey, which is required for a successful capture. This paper does not dwell with such additional objectives as well as with the image processing tasks, i.e., with extracting information and features from the optical images. In general, a good active target tracking can be achieved by combining smooth pursuit and saccades movements [8] , [9] . In smooth pursuit, the target is tracked continuously with the camera motion controlled so that the image of the target remains inside a predefined window. Saccades are triggered either by large tracking errors (including the case where the image of the target exits the tracking window) or by the request of moving the camera to a new region of attention. Usually, the purpose of saccades is to quickly reorient the cameras in order to allow a smooth pursuit. The smooth pursuit/saccades scheme is a natural consequence of the foveated structure of biological eyes found in many creatures in nature including the chameleon. As shown by [8] , [9] , foveated vision and hence smooth pursuit/saccades can be explained in terms of optimal control theory. As a continuation of that work, Model Predictive Control is proposed in this paper as a more suited approach to design each control loop and their interaction. Model Predictive Control (MPC) is a control technique that uses the model of the plant to predict the future evolution of the system [10] . Based on this prediction, at each time step t a certain performance index is optimized under operating constraints with respect to a sequence of future input moves. The first of such optimal moves is the control action applied to the plant at time t. At time t + 1, a new optimization is solved over a shifted prediction horizon. This leads to a feedback control policy.
In the past, MPC was limited to relatively "slow" processes as found in the chemical industry, since solving an optimization problem in real-time is computationally expensive. Recent developments have shown that it is possible to solve the optimization problem off-line as a function of all feasible states. In particular, for linear and piecewise-linear systems, the feedback solution of an MPC scheme with a linear or quadratic performance index and linear constraints is shown to be a piecewise linear function of the states [11] , [12] . Therefore, MPC on-line implementation resorts to a simple lookup-table evaluation and allows the use of MPC in "fast", real-time systems. The interested reader is referred to the manual of the Multi-Parametric Toolbox [13] for a quick introduction to the topic. A detailed description of latest results on the topic can be found in [14] .
The paper is organized as follows. In Section I-A we present in more details the principles that govern the eyes movements in chameleons. In Section II the smooth pursuit controller, the saccade controller and the way they are combined together are discussed. Section III contains experimental results of the proposed approach.
A. The Visual System of the Chameleon
Chameleons are arboreal lizards that eat mostly insects. They are rather slow and developed, as a compensation, a unique visual system combined with a specialized tongue in order to catch a prey. The chameleon's eyes are positioned laterally on the head and are able to move independently over a wide range. This enables the chameleon to quickly scan the environment while improving its camouflage, since only its eyes are moving.
The chameleon's eye has the basic structure of a simple chambered eye common to all vertebrates. The lens, unlike other vertebrates, has a negative power [15] . This results in a magnification of the image on the retina, which enables a more accurate measurement of image focus and probably supports more accurate distance measurement from accommodation cues. Before shooting the tongue, the eyes alternate between states of in-focus and out-of-focus [16] which may serve to perform distance estimation by focus/defocus algorithms.
As mentioned in the introduction, in order to scan the environment, chameleons performs large, independent saccadic movements of the eyes. Once a target is detected the head axis is directed towards it and both eyes fixate it. If the target starts to move the chameleon tracks it using a combination of head movements and eye movements [17] . In [17] the author highlights that while the saccadic movements are independent during the search for the prey, they are synchronous during the tracking of the prey. The chameleon is the only vertebrate known to switch from independent to synchronous saccades. Additional details can be found in [6] , [7] .
II. TARGET TRACKING: SMOOTH PURSUIT AND SACCADE
In this section we introduce the smooth pursuit controller, the saccade controller, and the method they are combined together. The smooth pursuit controller is a robust controller and relies on the assumption that the target model is excited by an unknown and bounded disturbance which brings it away from the center of a given tracking window. The saccade controller is a minimum-time optimal controller that takes the opposite approach: it assumes that the target movement is known, without any disturbances, and tries to center the target in the tracking window as fast as it can. We start by presenting the used dynamical model of a single pan-tilt head (Figure 2a) .
A. Active Vision Model
We denote by ψ and θ the pan angle and the tilt angle, respectively, and byψ andθ the pan and tilt speeds, respectively. By collecting the model variables, the head state vector can be denoted by x p = ψ,ψ, θ,θ T . We use discretetime linear time-invariant model with sampling time equal to the sampling time of the camera. With abuse of notation the same notation is used for the corresponding discrete time 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeIP7.4 variables, x p = ψ,ψ, θ,θ T . The head dynamics, including the dynamics of the motors and their local controllers, are described by the model
where A p is a 4 × 4 matrix, B p is a 4 × 2 matrix and u is the 2 × 1 input vector to the local pan-tilt controllers.
The target dynamics are modeled as a double integrator in the radial coordinate system. If A t and B t define the dynamics of double integrator, and x t = ψ t ,ψ t , θ t ,θ t T is the target state, then the target dynamics can be written as
where v(k) is the acceleration of the target which is unknown to the cameras. We define the global tracking error as ∆x = x t − x p , and we separate it into global tracking error in the pan axis, ∆Ψ = Ψ t − Ψ t and global tracking error in the tilt axis, ∆Θ = Θ t − Θ p , where Ψ = ψ,ψ
We denote by δψ and δθ the measured tracking errors. It should be noticed that the measured tracking error are referred to the camera coordinate system (Figure 2b ) which is different from the global coordinate system in our configuration. It should also be noticed that only the position tracking error is measured and that the tracking error speed is estimated from it. Given the measured tracking errors δψ and δθ and the current position of the camera ψ and θ, the target position in the world coordinate system can be calculated as
where
is a normal vector pointing toward the target in the world coordinate system. w T can be calculated from the line of sight in the camera coordinate system and by using c T , through the equation: where R O (α) is the rotation matrix around the axis O, with α radians. The vector c T is calculated in a similar way using δψ and δθ.
The global tracking error can then be easily calculated by subtracting the current camera position, ∆ψ = ψ t − ψ and ∆θ = θ t − θ.
Clearly the global tracking errors ∆ψ and ∆θ are not linearly dependent on the measured errors δψ and δθ. In order to make use of a linear MPC, we preprocess the measured errors with a nonlinear static inversion. In particular, after measuring δψ and δθ, the global tracking errors ∆ψ and ∆θ are computed by a non-linear function (denoted IK). The MPC controller receives as inputs the latter tracking errors. Since a minimization of ∆θ implies the minimization of δθ, we obtain a linear MPC with the same final objective. Figure 3 presents the system model. The large left block performs the control. The large block to the right is the plant. In the control block the IK non-linear function computes the tracking errors ∆ψ and ∆θ from the measured tracking errors δψ and δθ and the current head position ψ c and θ c . In the plant, the block marked as P represents the local pan-tilt controllers and the pan-tilt engines. It receives the input from the MPC controllers and considers the target movements as a disturbance. The outputs of P are the tracking error ∆ψ, ∆θ and the head position. However, through image precessing one can measure only δψ and δθ, outputs of the static nonlinear function K im .
In addition to the linearity of the problem, by using the global tracking error rather the measured ones, we gain the separability of the control problem. The pan and tilt controllers can be now separated since they are dynamically decoupled.
B. Smooth Pursuit Control
We combine the camera states and target states into the following LTI dynamical model:
We apply a linear state transformation by replacing the target states with the tracking error states:
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x = x p ,ẋ p , ∆x,∆x , where ∆x = x t − x p and∆x = x t −ẋ p . The resultant model will be compactly written as
The goal of the smooth pursuit controller is to maintain the target inside a predefined tracking window. The acceleration v(k) that drives the target can be seen as a disturbance that competes against the controller goal. The smooth pursuit controller is designed by solving a min-max game where the disturbance is the opponent and the controller tries to minimize the worst-case performance index while satisfying the constraints for all the possible disturbance. State constraints will include the presence of the target within a pre-specified window and bounds on position, variation and acceleration of the head angles. We design a min-max MPC controller by solving the following optimization problem
where N is the prediction horizon, Q ∈ R n×n defines the weights on the states and R ∈ R m×m defines the weights on the control inputs. The vector x k+j|k denotes the predicted state at time k + j starting from state x k|k = x(k) and applying the input sequence u k , . . . , u k+j−1 , and the disturbances sequence v k , . . . , v k+j−1 to the model (1). The sets X, V, and U are polyhedral sets that define constraints on the states, disturbances and inputs. In particular, the set X constraints the target position to be in a certain window and the set V defines the maximum amplitude of the target acceleration.
Solving this optimization problem (2) in real-time might be challenging. In the case of a piecewise-linear performance index (p = 1, ∞), an off-line solution to problem (2) can be computed as a function of the current state vector x [18], i.e.,
In [18] it is shown that the state-feedback solution f to problem (2) is a piecewise linear function of the states. That is, the states space is partitioned into polyhedra and in each polyhedron the optimal controller is a linear function of the states. Hence, at each time step, the online solution of (2) is reduced to the evaluation of f . This consists of searching for the polyhedron containing x(k) and computing the corresponding linear function in order to obtain U * . Once U * is obtained, the first input signal u * k is applied, and the procedure is repeated over a shifted horizon. Note that f is time-invariant and it is computed off-line only once.
C. Saccade Controller
When the smooth pursuit controller fails the saccade controller is used. In this case we want to complete the task as fast as possible, hence the saccadic motion. For this reason, the saccade controller, in general, requires a more accurate model of the target motion in opposite to the smooth pursuit controller, which is a robust controller. The need of a more accurate model is translated in the assumption that the disturbance acting on the target is known and constant.
We design a saccade controller by computing the state feedback closed-loop solution to the following constrained finite-time optimal control problem [14] :
where the disturbance is assumed constant over the horizon and with a terminal state constraints T set . The choice ofv is discussed in Section II-D. For a fixed N , the off-line solution is piecewise affine [11] , i.e, the set of feasible states (states that can be brought to T set in N steps) is partitioned into polyhedra and in each polyhedron the optimal control is a linear function of the states. In order to obtain the statefeedback solution to problem (3), we solve (3) off-line for all horizons N ≤ N max for a given N max . This procedure yields N max controllers, one for each horizon:
These controllers will be referred to as "explicit controllers". The feasible area of the explicit controllers f N (x(k)) will increase with N since as the horizon is getting longer, state vectors which are farer from the terminal set can be driven into the terminal set. We implement a feedback controller that brings x to the terminal set T set in minimum time by using the explicit controllers f N (x(k)) in a combined way. At each time step, for a given current state x(k), we look for a feasible controller f N (x(k)) with the smallest horizon N . Once this has been found we implement the corresponding optimal control policy. It should be noted that checking whether or not the state vector is inside a feasible region of a controller is simple: the feasible region of a linear MPC controller is a polyhedron.
We remark that in the proposed scheme, the systems state reaches T set in minimum-time, under no model mismatch for all the cases where x(k) is inside the feasible area of one of the explicit controllers. There is a trade off between the real-time computational complexity and the choice of N max . The use of a long horizon N max allows a wider tracking capability (due to the increase of the feasible area). On the other hand a long prediction horizon requires higher realtime computational capabilities, since such controller has a large number of polyhedral regions. In our approach N max is chosen to be the largest possible given the computational limits of our system. If x(k) is outside the feasible area of 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 WeIP7.4
all the explicit controllers, we implement a different saccade controller (3) without terminal set and tuned with a high weight on the position error compared to the other weights. This type of controller, tries to minimize the position errors as fast as it can. When the errors becomes smaller the explicit controllers f N (x(k)) become feasible and are used until the state vector enters the terminal set.
As an alternative solution to reduce the complexity of the saccade controller (3) the method in [19] could be applied. In [19] the authors propose a minimum-time low complexity controller. While this approach provides a wider tracking area with a lower controller complexity, the overall performance degrades compared to our approach.
In summary, at each time step, the proposed strategy for the saccade controller consist in implementing the explicit controller with minimum N . If no explicit controller is feasible, then a saccade controller with no terminal set is applied.
D. Switching between Smooth Pursuit and Saccade
Consider the case where the smooth pursuit controller is active and it becomes infeasible (i.e, the target exits the tracking window). Since the smooth controller is robust to disturbances on the target motion, then an acceleration larger than modeled is acting on the target. In order to apply the saccade controller we estimate the acceleration using the last and current states. With this estimation as input to the target model, we implement the saccade controller as described in the previous section. During the operation of the saccade controller, no image processing is performed, and the control is based on the estimated states of the target. This is due to the fact that it is hard to find the target in the image when the relative speed between the camera and the target is high. This also preserve the ballistic nature of saccades seen in primates.
When the saccade is completed, based on the estimated movement of the target, the system starts to look for the target in the center of the image. If the estimates were correct, the target will be found. If the target is not found, the system switches back to EVS mode and starts to scan the expected area of the target.
III. EXPERIMENTAL RESULTS
Inspired by the arrangement of the chameleon visual system, the robotic head used for experiments is composed of two cameras installed each on top of a pan-tilt units. The two cameras can be moved independently covering large sections of the environment thanks to the wide range of motion of the pan-tilt units. At the high level, an algorithm that scans the environment runs continuously. This algorithm is a heuristic algorithm based on the principles that govern global scanning in the chameleon [6] , [7] .
The system is equipped with a standard PC. In the PC, the image processing module is responsible to find the target in the images. The smooth pursuit controller and the saccade controller are also hosted on the PC: they receive information from the high-level scanning algorithm during scan operation and directly from the image processing and target location module during target tracking operation. They send references to the pan-tilt units controllers which are located outside the PC and are responsible to perform the movements. The head is composed of two pan-tilt units model PTU-D46-17.5 of DirectedPerception. Two flea cameras of PointGrey are mounted on top of the pan-tilt units and are working with a frame rate of 30Hz. The cameras are connected to a PC computer using a firewire link and the controllers of the pan-tilt units are connected to the computer using a serial RS232 cable.
The smooth pursuit and saccade controllers were first simulated in matlab and then experimentally validated on the robotic head. A short discussion on the system delays can be found in [6] , [7] . Next we present two experimental tracking tasks using one camera. The results for tracking a target (black circle) moving along a sinusoidal path with constant amplitude and different frequencies can be seen in Figure 4 . When the frequency is low, target acceleration is low and the smooth pursuit controller performs a good tracking. When the frequency is high, the saccade controller is activated due to the high acceleration during the direction change, and drives the target back to the smooth-pursuit tracking window (Figure 4(d) ). Figure 5 depicts experimental results when the target is moving with a constant acceleration. Each experiment begins with an initialization phase that brings the target to a base speed. The base speed is maintained for 0.25 seconds. This is represented by the phase of zero acceleration in the upper plots of Figure 5 . After this phase, the test acceleration is applied until the target exits the experiment area. As the acceleration increases, the rate of saccades needed to track the target increases as well. With larger accelerations than the ones reported in Figure 5 , after the first saccade, the system could no longer find the target.
IV. CONCLUSIONS
In this paper we have presented a novel method for autonomous target tracking by means of independent pan-tilt cameras which mimic the chameleon visual system. We have designed and implemented minimum time and robust MPC controllers. The MPC technique has several advantages: (i) it is model based, (ii) it allows to include the physical constraints of the system and the target in the control design, (iii) it is robust to abrupt and bounded changes in target directions. Thanks to most recent developments on MPC theory we have computed and implemented the piecewise affine state feedback solution to the MPC problem. The implementation is real-time capable and experimental results have shown excellent performance. Figure 4 . The constant acceleration is applied after the target is brought to a base speed, which is maintained for 0.25 seconds. The value of the constant acceleration v is provided in the plots labels. As the acceleration increases, more saccades are needed to track of the target.
