In this article, a set of fourth-order compact finite difference schemes is developed to solve a heat conduction problem with Neumann boundary conditions. It is derived through the compact difference schemes at all interior points, and the combined compact difference schemes at the boundary points. This set of schemes is proved to be globally solvable and unconditionally stable. Numerical examples are provided to verify the accuracy.
INTRODUCTION
High-order compact schemes (HOCs) are frequently used because they can provide accurate results on well-structured compact stencils. Most existing high-order compact schemes are constructed for problems with Dirichlet boundary conditions (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] for references). However, fewer HOCs have been constructed for problems with Neumann boundary conditions, which are much more difficult to handle than Dirichlet conditions. Even for those less popular compact difference schemes involving Neumann boundary conditions, very often, the schemes are fourth or sixth order at the interior points, but only second order or less at the boundary points [3] .
In this article, we construct a set of fourth-order compact finite difference schemes for a heat conduction problem with Neumann boundary conditions. Rather than being second order or less at the boundary points, the new set of schemes is fourth-order accurate in space at all grid points, both interior and boundary points. Moreover, it is proved to be globally solvable and unconditionally stable. It should be pointed out that the method used in proving the stability result in this article is quite different from the traditional approaches, because we use both matrix analysis and the quadratic forms of analysis.
The set of schemes is constructed based on the following heat conduction problem:
Here U(x, t) represents the temperature at point (x, t); β is the diffusion constant; and F (x, t), α 1 (t), and α 2 (t) are sufficiently smooth functions. The outline of this article is as follows. In Section 2, the set of fourth-order compact difference schemes is constructed for both interior and boundary points. Its global solvability and unconditional stability results are stated and proved in Section 3. Numerical examples are provided in Section 4.
THE SET OF SCHEMES

Preliminaries
Let x and t denote the spatial mesh size and time increment, respectively. We assume that there exists an integer M, such that (M + 1) x = 1, and u m j and (u xx ) m j are used to represent the numerical approximations of U (j x, m t) and U xx (j x, m t), respectively. Also, we use j and m to represent the discrete space and time indexes, where 0 ≤ j ≤ M + 1 and m ≥ 0.
The application of the well-known Crank-Nicolson type of scheme to (1) results in the following expression:
where
Based on the established results of the Crank-Nicolson type of scheme, (2) is order O( t 2 ) in time. In the next two subsections, we will construct fourth-order approximations to terms (u xx ) m j and (u xx ) m+1 j , so that (2) is order O( x 4 ) in space.
The Interior Points
The first part of our construction is for all interior points (x j , t m ), where 2 ≤ j ≤ M − 1 and m ≥ 1.
The following compact scheme is used in order to derive a fourth-order approximation to (u xx ) m j :
where a, b, and c are constants to be determined. The Taylor series expansions to terms U(x j +1 , t m ) and U(x j −1 , t m ), on the left side of (3), at the point (x j , t m ) yield the following result:
Similar expansions for U xx (x j +1 , t m ) and U xx (x j −1 , t m ), on the right side of (3), at the same point yield the result below:
The substitutions of (3) into (4) and (5) give the next result:
To turn both sides of (6) into fourth order, we need to equate the corresponding coefficients for terms involving x 0 , x, x 2 , and x 3 on both sides. This results in the following set of linear equations in terms of a, b, and c:
for which the solutions are
Substituting these values into (3) and changing U(
to their analogous notations, the following fourthorder relation at all interior points and any time level, is derived.
It should be pointed out that (7) is as same as that in [4] . Furthermore, it can be seen that (7) is obtained by solving a linear system, which is different from the standard approximations such as the following one, which is obtained from Taylor series only:
The Boundary Points
We now develop similar fourth-order approximations for (u xx )(x 1 , t m ) and (u xx )(x M , t m ), where x 1 and x M are the two points next to the actual boundary points 0 and 1. We start with (x 1 , t m ) first, where the following combined compact scheme is used:
* , e * , and f * are constants to be determined. By multiplying both sides of (9) by x 2 , we can rewrite it as follows:
If each term of (10) is expanded in Taylor series at point (0, t m ), we would obtain the following results:
The substitutions into (10) of (11) (12) (13) (14) , and afterward simplifications give the following result:
To derive a fourth-order approximation in (15), we only need to equate the corresponding coefficients for those terms involving x 0 , x, x 2 and x 3 on its both sides. This results in the following system equations:
with the solutions to be
We take f * = 1 in the above solutions, and substitute it together with the corresponding values of a * , b * , c * , d * , e * into (10) to get the following scheme: 
Similarly, the following fourth-order scheme at the point (x M−1 , t m ) can also be derived:
Thus the set of schemes, consisting of (2), (7), (19), and (20), has overall order of O( t 2 + x 4 ), which indicates that our set of compact schemes is consistent with the differential equation. 
and the following two square matrices:
. . . . . . . . .
With this notation, the schemes (7), (19), and (20) can be combined and expressed in the following matrix form:
By the Gerschgorin Theorem [13] , we can prove that A is invertible. This invertibility result also proves the solvability of (23), which can be simplified to: (24) into (2), we have the following vector equation:
Advance from Level t n to Level t n+1 Assume that the sets of values {u
. Equation (25) can be further simplified to the next result:
where r = t/ x 2 . We can prove quite easily that the matrix A + rB is invertible by the Gerschgorin Theorem, the detail is omitted here. It follows that (26) is solvable, therefore, {u n+1 j } can be obtained from {u n j }. This proves that the set of schemes, consisting of (2), (7), (19), and (20), is globally solvable.
Stability
The stability result is proved in this sub-section. Based on the theory for the finite difference method [14] , a consistent and stable finite difference scheme implies its convergence to the exact solution. Hence, only the stability result is proved here, the convergence result follows automatically.
The result and proof are based on (26), which is the vector form of set consisting of (2), (7) 
at any two consecutive time levels t n and t n+1 . The following result then follows from (27):
where r = t/ x 2 . We now prove that the magnitude of each eigenvalue of matrix
is real and less than or equal to 1. Note that if λ is an eigenvalue of A −1 B, then (1 − rλ)/(1 + rλ) is an eigenvalue of the matrix (29) having the same corresponding eigenvectors. Thus, in order to prove that |1−rλ/1+rλ| ≤ 1, we only need to show that each λ is real and λ ≥ 0. This proof is provided next. Proof. Since λ and x are an eigenvalue and a corresponding eigenvector of matrix A −1 B, they satisfy the following conditions:
Lemma 1. Assume that λ is an eigenvalue of matrix
Since
. . .
and
the above two results indicate that λ is real and λ ≥ 0.
The stability proof also requires the following lemma [13] . Based on this lemma, the stability result of (25) can now be stated as follows.
Theorem 1.
The set of schemes, consisting of (2), (7) 
where > 0. From this, it can be concluded that
If we take = t, then (34) yields the following result:
for t n ≤ T . This marks the end of our proof.
NUMERICAL EXAMPLES
In this section, numerical examples are provided to verify the accuracy. The new set of schemes obtained in this article is compared to the following standard Crank-Nicolson type of scheme:
The comparison is based on the two following examples described below, where β is taken to be 1. The computations are performed using t = 0.0001, x = 0.1, 0.02 and 0.04 for both examples, and the following stopping criterion is applied:
It should be pointed out, although a small t is chosen here, our set of schemes is unconditionally stable with no restriction on either space mesh or time increment. For testing purpose only, both computations are performed for 0 ≤ t ≤ 1. When t >> 1, U(x, t) → 0.
The first example is as described below: where the exact solution is U(x, t) = e −π 2 t cos(π x). The homogeneous Neumann boundary conditions indicate that the boundaries are insulated. The comparison results are displayed in Fig. 1 . It can be seen from Fig. 1 that the accuracy of the new set of schemes is significantly better than that of the Crank-Nicolson type of scheme.
The second example is: 
CONCLUSIONS
In this article, a set of fourth-order compact difference schemes is constructed for a heat conduction problem with Neumann boundary conditions. The greatest significance of this set of schemes, comparing to other similar ones, is that it is fourth order accurate in space at all grid points, including both interior and boundary points. This set of schemes is also proved to be globally solvable and unconditionally stable. Numerical examples are provided to confirm the accuracy.
