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Abstract We present in this paper a methodology to deal with heterogeneity in 
modelling when the sources are unknown. Although the approach is general we present 
it for the PLS-PM latent variable modelling. We call such approach PATHMOX. The 
idea behind PATHMOX is to build a path models tree having a binary decision tree 
look-alike structure with models for different segments in each of its nodes. The split 
criterion consists in an F statistic for comparing structural models based on testing the 
equality of the path coefficients. We emphasize the rationale of such approach and its 
limitations. Finally we present an application to an Alumni Satisfaction survey.  
1 Modelling intangibles, integrating data and theory.  
We understand for modelling the fact of explaining the behaviour of phenomenon by 
stating the relationships between the signals of it. In the era of Big Data we may think 
that analyzing a vast amount of data we will inevitably find the correct model. We 
emphasize that this is a wrong attitude toward modelling; we need models not only to 
predict but to explain the main underlying relationships of the phenomenon; in this 
sense the model would have to reflect some theory regarding the phenomenon and not 
being an artefact obtained from the mere exploration of data. We call “model driven” 
the first approach to distinguish from the “data driven” of the last one. Hence, to 
conduct a model driven approach, we need to integrate data and theory. One way of 
achieving this is by means of a causal diagram setting the theoretical framework of 
relationships among variables. 
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Very often data models refer to latent concepts, not directly measurable, but which 
belongs to everyday language, describing mental images of concepts of the real world 
and without having a precise definition of them (a precise definition often implies 
measurability). This is the case for customer satisfaction, the loyalty, the human capital 
of the company, the reputation of a company, the employee commitment, the propensity 
to technological change ... There are two main approaches to estimate such models: 
Covariance based approach “SEM  (or LISREL) approach” (hard-modelling) and 
Component based approach “PLS-PM approach” (soft-modelling). By hard-modelling 
we understand when we want to test the causal relationships between the variables, 
(scientific ideal), this implies to embed the collected data into a probabilistic framework 
and the usage of statistical tests; whereas we understand by soft-modelling when we 
don’t make assumptions about the data, neither about the size of the sample (no 
asymptotic theory behind), and the objective is no to test a hypothesis but to estimate 
the latent constructs in their relationships, in order to take decisions based on them. In 
such case the relevance of the estimated latent constructs is given by their 
interpretability (Wold, 1982).  
Intangibles are important nowadays because we are in a economy of consumption, 
that is, it is not enough to sell but also must meet the needs of customers (an increase of 
productivity based on a loss in the level of service quality, certainly would not ensure 
long-term profitability). This is why it is necessary having tools for measuring 
intangibles; as Lord Kelvin pointed out “if you cannot measure it, you cannot improve 
it”. 
2 Segmentation Modelling to unveil heterogeneity 
Heterogeneity it is a polysemic word, in statistics it may refer to many different 
concepts: mixtures of distributions, clustering of individuals … Here we will refer to 
finding groups of individuals following different models. We call this operation 
Segmentation Modelling, and more precisely we will refer to models with latent 
variables (currently SEM or PLS-PM models) (Esposito et al, 2010). 
One common assumption when estimating path models is to suppose homogeneity 
over the entire set of individuals: “one model fits all individuals”. In other words, all 
individuals are treated alike without considering any group structure as if they belonged 
to the same population. This assumption, however, is unrealistic in many cases, 
consider for example survey research studies, where potential sources of heterogeneity 
can be expected among different subgroups defined by gender, groups of age, ethnicity, 
or level of education. In those cases, having a unique model when heterogeneity is 
present can be misleading. 
We emphasize that modelling segmentation is not the same operation as clustering. 
In clustering we find homogeneous groups of individuals without considering whether 
the model in the different groups is the same or not, whereas here we just consider 
heterogeneity in modelling, i.e. subpopulations following different models, without 
taking into account whether individuals hold different values or not across groups. 
We assume that heterogeneity is caused by some observed “third” variables, 
normally of socio-economic type. We call this situation as assignable heterogeneity, 
that is, heterogeneity is assignable if subpopulations can be defined based on observed 
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variables; this is a different situation when heterogeneity is non assignable, that is, 
when the variables that cause the heterogeneity in the data are unknown beforehand 
(Lubke and Muthén, 2005). It is well known that survey questionnaires contain not 
only the manifest variables that integrate the path models but they also include other 
additional variables that do not form part of the models. For instance, socio-economic 
variables, or psychographic variables, or habits, opinions or factual data, are currently 
gathered to enrich the analysis and for the sake of interpretation.  
Moreover, in the case of SEM or PLS-PM models, groups of individuals may differ 
from each other for different reasons. We need to specify what type of heterogeneity we 
consider. The analyst may be confronted to compare segments of individuals based on 
the following differences: 
1. Differences at the causal network level: this refers to differences in the 
assumed network linking the latent variables.  
2. Differences at the structural level: this involves differences of magnitude in 
the structural path coefficients.  
3. Differences at the measurement level: this refers to the way in which the 
latent variables are defined by their indicators in each segment.  
Within PLS Path Modelling, the common standpoint among analysts for the 
purpose of segmentation is to assume that heterogeneity is exhibited in the structural 
parameters (i.e., path coefficients). The rationale for focusing exclusively on the 
structural coefficients has to do with the modelling goals: researchers are mainly 
interested in the variation of the complex system of cause-effect relationships of 
constructs among segments. This standpoint is not without its limitations. One 
limitation is that no differences at the measurement level are considered, that is, every 
construct is specific to each own segments, hence no comparison on the levels of 
constructs across segments can be provided.  
3  Dealing with heterogeneity 
There are several ways of dealing with heterogeneity: Introducing moderating variables 
in the model, estimating the models into the potential heterogeneous groups or by a 
global test comparing the homogeneous model versus the heterogeneity we want to test. 
 
1. Moderating variables2
Classically, heterogeneity is tested by including the segmentation variables as terms 
in the model (called moderating variables), representing the heterogeneity we want 
to test. 
 
 ( )0 1 0 1U Uy f U Uβ β β β ε= + + + ⋅ +x x  
where x represent the vector of explanatory variables of the model and U the 
moderating (or interaction) variable we want to test. Heterogeneity is assessed by 
means of statistical test on the coefficients of the interaction terms (β0U = 0 and β0U 
= 0).   
                                                          
2 For the purpose we are seeking we don’t distinguish between moderator and mediator 
variables. 
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In practice this approach has limited possibilities of exploration; it implies that the 
source(s) of heterogeneity must be known a priori, with a small number (normally 
one) moderating variables (segments are defined by the levels of the moderating 
variable). 
 
2. Comparison of coefficients 
Another way to deal with heterogeneity is to fit the model in all groups and then 
assess the similarity of the obtained coefficients. 
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Where A and B represent the two segments we want to test its homogeneity. Here, 
heterogeneity is assessed variable by variable forming the model, looking whether 
the difference of coefficients is significant (β0A = β0B and β1A = β1B ). As before, we 
have limited possibilities of exploration: the source(s) of heterogeneity must be 
known a priori and we can only deal with a limited number of segments (normally 
two). 
 
3. Global comparison of models 
We test the identity of two models, one representing the homogeneity assumption 
and the other representing the heterogeneity we want to test.  
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where the null hypothesis represents the homogeneity situation and the alternative 
hypothesis represents the heterogeneity that we want to test. Heterogeneity is then 
assessed looking at global statistic of model comparison (i.e. in regression it means 
comparing the sum of squares of residuals of both models: SSR0 = SSR1). Within 
this approach we do not need to know beforehand the sources causing the 
heterogeneity, we can deal with a large number of segments and we can adapt the 
alternative hypothesis to test the heterogeneity that fits our a priori knowledge; that 
is, this is a very flexible approach to explore the heterogeneity, but in the other side, 
we may incur in a the danger of overfitting. 
 
Approaches to deal with heterogeneity can be classified under this typology:  
1. Assignable heterogeneity, moderating variables: 
Moderation testing approach (Chin, Marcolin, and Newsted, 2003).  
2. Assignable heterogeneity, coefficient comparison: 
Re-sampling parametric approach (Chin, 2000). Permutation approach (Chin, 
2003). Henseler’s approach (Henseler, 2007), Possibilistic PLS-PM approach 
(Palumbo and Romano, 2008). 
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3. Assignable heterogeneity, global comparison: 
PATHMOX approach (Gaston, 2009).  
4. Non assignable heterogeneity: 
Finite Mixture Partial Least Squares (FIMIX-PLS) approach (Hahn et al, 
2002; Ringle, Wende, and Will, 2005). Response Based Procedure for 
detecting Unit Segments (REBUS) approach (Trinchera et al, 2007; Esposito 
Vinzi et al, 2008). PLS Genetic Algorithm Segmentation (PLS-GAS) 
approach (Ringle and Schlittgen, 2007). 
4 The PATHMOX approach3
PATHMOX constitutes a standard procedure to detect segments with assignable 
heterogeneity. It emerges as an approach on segmentation tasks in PLS-PM inspired in 
the segmentation scheme used in decision trees. It is motivated by the need of 
researchers and practitioners to have automated (or semi-automated) methods to 
analyze their data. PATHMOX adapts the basic idea behind binary segmentation 
processes in order to produce a segmentation tree with different path models in each of 
the obtained nodes. The data set is partitioned into smaller sets (i.e. segments) 
according to the observed sources of heterogeneity, and separate models can be 
estimated for each segment.  
 
From a technical point of view, in each partition we assume that the homogeneity 
hypothesis holds, then we test the significance on the induced partitions and the most 
significant one is retained, producing a binary split of PLS-PM models, each one being 
as much different from its corresponding sister node. 
4.1 PATHMOX algorithm 
We start setting all individuals in the root node, the optimum partition is found, data is 
split accordingly and then the same procedure is continued in the child nodes (Figure 
1).  
Like any tree building process, a segmentation tree of path models requires three 
main components: 
1. Establish the set of admissible divisions for each node. 
2. Define a criterion to choose the “best” node split. 
3. Define a rule to declare a given node as terminal (leaf node). 
The set of admissible splits for each node depends on the segmentation variables 
available in each node and their type. The stopping rule is quite simple; it doesn’t make 
sense to find large and sophisticated trees, to produce meaningful trees it is enough to 
control the minimum number of individuals per node, the maximum depth of the tree 
and the significance of the splitting criterion. The most challenging criterion is how to 
define the best split of a node. 
                                                          
3 PATXMOX comes from the Nahuatl (Aztec language) word “moxexeloa”, which 
means divide into groups. 
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Figure 1. PATHMOX tree 
 
 
The splitting criterion 
Let’s consider a binary split produced by a segmentation variable dividing the 
elements of a node t (not terminal) in two subsets. For each partition we have two child 
nodes. One node contains nA elements and the other node contains nB observations (nt = 
nA + nB). Then we estimate the corresponding PLS-PM in the parent node. It 
corresponds to the homogeneity situation without any difference between groups A and 
B (null hypothesis).  Then we let the difference emerge allowing different path 
coefficients in both groups (alternative heterogeneous hypothesis). Finally, it just 
remains to see how much plausible is the null hypothesis. To do this we compare both 
models (i.e. global comparison) using an extension of the identity test of two 
regression models of Lebart et al (1979) and Chow (1960). 
Let X0 represents the design matrix in the parent node, whereas X1 represents the 
design matrix in the child nodes. SSR0 and SSR1 are the respective sum of squares of 
residuals. Then, with the usual assumptions, the following statistic follows an F of 
Fisher distribution with SSR0-SSR1 degrees of freedom and SSR1 degrees of freedom. 
0 1 0 1
1 1
( ) ( ( ) ( ))
( )
SSR SSR df SSR df SSR
F
SSR df SSR
− −
=  
Check Gaston (2009) the rationale of the extension of the F global test to assess the 
identity of two PLS-PM models.  
5 The FIB-Telecom Alumni Satisfaction Survey 
To illustrate the application of the PATHMOX approach we will use an example based 
on the evaluation of Alumni satisfaction and its comparison in two main ICT schools: 
Informatics and Telecommunications schools of the UPC (Universitat Politècncia de 
Catalunya), three years after their graduation. The model is a variant of the ECSI model 
adapted to the Alumni satisfaction survey. The want to explain the satisfaction from its 
drivers, image of the school, expectations on general skills, expectations on technical 
skills, perceived quality on general skills, perceived quality on technical skills and 
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value or profit obtained after graduation. The analysis is done with the plspm and 
pathmox packages of R (version 0.2-11, August 2010).  
The PATHMOX tree clearly identifies the difference between the students of both 
schools, and for the informatics group, it separates them according their age, “<27 
years”, “between 27 and 30 years” and “>30 years”. In Figure 2 we give  first the 
global model of satisfaction, we can see that value is by far the most important driver of 
satisfaction, followed by image, whereas the perceived quality on general skills is 
almost 0. The following graphics gives the differential display of the path coefficients 
in each segments regarding the global model, thus, we can see that Telecommunication 
students tend to valorise the achieved quality on the general skills, whereas the “on 
term” informatics valorise the achieved quality on the technical skills and for the “old 
informatics” it is the image of the school what matters, but not the expectations they 
could have, whereas the “informatics between 27 and 30 years” is the group which 
closely follow the estimated global model. The age of the student is a proxy for the 
number of years spent during the career. 
Figure 2. Satisfaction models of segments  
 
6 Conclusions 
The present article clearly proves the ability of decision trees to unveil the hidden 
sources of heterogeneity that it may exist when modeling. We can see that 
PATHMOX follows a data mining approach for discovering heterogeneity in 
the PLS-PM context. It remains as a working issue the validity of the emerged 
segments in order to avoid the false positives; this can be solved as a first attempt by 
bootstrap (Gaston, 2009). Also the validity of the measurement model across the 
segments needs to be assessed in order to make meaningful comparisons across 
segments. Finally, the F of Fisher splitting criterion, even if it relies on the normality 
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assumption of intangibles and the homocesdatic assumption over the segments, had 
showed in all applications performed a clear interpretability of results.   
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