Abstract. Consider a linear di erential equation of some order n with coefcients analytic in the unit disk. Assuming that the equation has a unique Fuchsian singular point at z = 0, and all roots of the corresponding indicial equation are real, we establsih an upper bound for the number of zeros of any solution of this equation in any sector with the vertex at z = 0. This upper bound is in some sense linear in the magnitude of the coe cients of the equation.
1. Introduction 1.1. Zeros of analytic functions determined by linear ordinary di erential equations: a brief survey. Let f(t) be a function analytic on some subset K C and known to satisfy a di erential equation Lf = 0 in a larger (open) domain U K, where L is a linear ordinary di erential operator of the form L = a 0 (t) @ n + a 1 (t) @ n?1 + + a n?1 (t) @ + a n (t); @ = d dt ;
(1) with the coe cients a j (t) analytic and bounded in U. In this paper we address a particular case of the following general problem: nd an upper bound for the number of isolated zeros of f in K in terms of the magnitude of the coe cients a j (t) in U. The latter notion apparently needs to be speci ed, since the coe cients a j ( ) can be simultaneously multiplied by a nonzero analytic function without changing the equation Lf = 0. This problem has already been investigated for various classes of equations and functions. If L is a second order operator with real coe cients, then upper bounds for the number of zeros can be obtained within the classical Sturm theory. The case of arbitrary n and real zeros was studied in 1] in two di erent contexts. Let K be a segment on the real line and U an open neighborhood of K. If the operator L has no singular points in U (i.e. the leading coe cient a 0 (t) is nonvanishing in U), then without loss of generality we may assume a 0 (t) 1. The rst main result of 1] asserts that in this case the number of zeros of any real solution of the equation Lf = 0 on K does not exceed n + (kLk + lnn), where kLk is a majorant for the coe cients ja j (t)j, j = 0; 1; : : :; n in U, and = (K; U) is a constant depending only on the relative position of K inside U, see 1, Theorem 1] . An example of computation of (K; U) for a pair of concentric disks can be found below in x5.
If the leading coe cient a 0 (t) vanishes somewhere in U, still these points may be nonsingular for a given particular solution f (so called apparent singularities). The second result of 1] claims that in this case the number of real isolated zeros can grow at most polynomially in kLk (to de ne the kLk in this context, we normalize L by the condition that ja 0 (t)j > 1 somewhere in K). However, in both cases the primary condition was analyticity of f in a larger domain U containing K strictly inside.
The question about complex zeros is more subtle. The case of equations with constant coe cients was considered in 11], 12] and recently in 4], where similar results were established for bounded subdomains K b C (note that equations with constant coe cients have a unique singularity at t = 1). In general, the number of zeros grows with the size of K. However, in some particular cases the estimates remain nite even for unbounded domains K, containing the singularity in their closure, for example, if K is a horizontal strip ?1 < a 6 Imt 6 b < +1 and all characteristic exponents of L are real.
The general problem of counting complex zeros in bounded domains for the nonsingular case was studied in 7], where it was proved that the number of zeros in this case also grows linearly in kLk even if the coe cients were variable. In 5] a su cient condition of the form kLk < " n was found guaranteeing that any solution of Lf = 0 has no more than n ? 1 root in the unit disk, provided that the leading coe cient is identically equal to 1.
In this paper we consider the problem of counting isolated zeros in a set K containing a singular point of the operator L in its closure. The uniqueness theorem for analytic functions does not apply to f on K, so the number of zeros can apriori be in nite. The asymptotical rate of accumulation of zeros to a singularity is usually studied within the framework of Nevanlinna theory 6]. On the contrary, we are interested in the cases when the number of zeros is nite, and look for explicit estimates in terms of the coe cients of L. The simplest case is that of Fuchsian singularities. Our main result is an explicit upper bound for the number of isolated complex zeros of solutions of a Fuchsian di erential equation in terms of the magnitude of coe cients of the latter. Besides the natural interest, our investigation was motivated by eventual applications to bifurcation of limit cycles for planar vector elds. Consider an integrable polynomial system together with a polynomial one-parametric perturbation. Then the rst variation of the Poincar e rst return map is an Abelian integral and satis es the Picard{Fuchs linear di erential equation which can be in many cases written explicitly, and zeros of this variation keep track of the limit cycles born out of periodic (nonisolated) orbits of the initial integrable eld. The separatrix polygones correspond to singularities of both Poincar e map and its variation: the associated Picard{Fuchs equation usually has a Fuchsian singularity with the real spectrum (for more details concerning this deeply developed subject see 2] and references therein). The results proved below allow to majorize explicitly the number of limit cycles born by perturbation of integrable planar vector elds, as soon as the corresponding Picard{Fuchs equation is written explicitly.
1.2. Fuchsian singular points. Recall that a singular point t = 0 of the differential operator L is Fuchsian, if after multiplication by an appropriate analytic function the coe cients a j (t) are divisible by t n?j : for all j = 0; 1; : : :; n a j (t) = t n?j b a j (t), and b a 0 (0) 6 = 0. An equivalent condition is that all solutions (in general, multivalued) grow at most polynomially at any sector with the vertex at t = 0, see 3].
Since solutions are in general multivalued near a Fuchsian singular point, it makes sense to count their zeros in sectors with the vertex at the singularity. This de nition does not apply formally to operators having singular points in U.
However, for a Fuchsian operator L in the unit disk D we de ne the magnitude of kLk p;H as the magnitude of the same operator in the logarithmic chart on H. (4) .
As an obvious corollary, this result gives an upper bound for the number of zeros of real solutions near a \true" Fuchsian singular point with the real spectrum in the self-overlapping sector f0 < j t j < exp(?4 ); j Arg t j 6 2 g.
The choice of the speci c semistrip is not a restriction: any other horizontal semistrip on a positive distance from the boundary of H can be put into the standard position by rescaling and translations (however, such operators may a ect kLk).
The assumption that the solution is real, can be replaced by the assumption that the equation is real, as the second result shows.
Theorem 2. If all coe cients of the Fuchsian operator L with the real spectrum are real on the real axis, then any (not necessarily real) solution may have no more than (n + 1)(2c(L) + 1) complex roots in the semistrip . Remark. One cannot remove from the assumptions of the theorems the condition that the spectrum is real, as the example of the function f(t) = t i +t ?i = 2i sin(ln t) shows (in this case the spectrum is i). Even more grave problems occur in the non-Fuchsian case.
Remark. The assumption of Theorem 2 that the coe cients of L are real on the real axis, formally is not restrictive. Indeed, for any Fuchsian operator with bounded coe cients one can nd another Fuchsian operator L + of order not exceeding 2n with real coe cients, such that any solution of the equation Lf = 0 will satisfy L + f = 0. This procedure is constructive (the coe cients of L + can be obtained by algebraic operations and di erentiation from the coe cients of L), see 3] . In particular, for each explicitly given operator L its \real envelope" L + can be explicitly computed. However, in general it is not possible to control the magnitude of coe cients of L + through that of L. Besides, it is rather unnatural to require the reality of the spectrum for a totally non-real equation. 
In other words, any solution of the equation Lf = 0 can be represented as a combination P n j=1 h j (z)F j (z), where h j 2 P and F j 2 Z(L 0 ).
Proof. This is a reformulation of the well-known fact 3] about representability of Fuchsian singularities in the form P k; h k; (t) t ln k t with analytic coe cients h k; (t) (Frobenius theorem), written in the logarithmic chart. Let L be a Fuchsian operator of the form (2) with the principal part L 0 and the spectrum = f 1 ; : : :; n g ordered arbitrarily. Consider the composition P L = P 1 P 2 P n ; It remains only to observe that Imf(x 2 i) = 1 2 (P 0 f)(x) for x 2 R, if f is real on R(indeed, in this case f(x+2 i) = f(x ? 2 i) by the symmetry principle). Since the number of zeros of P 0 f in the whole rectangle s is not smaller than on the real segment s \ R, i.e. N H s (Imf) = N s\R (P 0 f) 6 N s (P 0 f), we arrive to the conclusion
and since s may be chosen as large as necessary, the same inequality holds for , as asserted by the Lemma.
If f is allowed to have isolated zeros on fImz = 2 g but Imf 6 0 on these lines, then one can replace by a slightly bigger semistrip j Imzj 6 2 + ", Re z 6 ?4 , where " > 0 is chosen so that f has no zeros on the boundary of that bigger semistrip. Then the above argumentation can be applied, and to achieve the proof in this case it remains only to note that the number of zeros of Imf(x + 2 i + i") 5.1. Denote by kf(t)k p the norm (jf(t)j p +jf 0 (t)j p + +jf (n?1) (t)j p ) 1=p . Then by the Gronwall inequality kY (t)k 6 kY (0)k exp R t 0 kA(t)k jdtj applied to the system of rst order equations introduced in x1.3, we can control the growth of kf(t)k p , proving for all t 2 4 D the inequality kf(t)k p 6 kf(0)k p exp 4 kLk p for any solution f 2 Z(L), where kLk p is de ned by (3) .
For any vector Y = (y 1 ; : : :; y n ) 2 C n we have the inequalities 8j = 1; : : :; n : jy j j 6 kY k p ; 9j 2 f1; : : :; ng : jy j j > n ?1=p kY k p :
Therefore for one of the derivatives g(t) = f ( ) (t) of some order between 0 and n ? 1, we have jg(0)j > n ?1=p kf(0)k p , and hence jg(t)j 6 jg(0)j expB p on 4 D, where B p = 1 p ln n+4 kLk p . The number B p is a majorant for the Bernstein index of g, the latter in this particular case being de ned as ln max jtj=1 jg(t)j ? ln jg(0)j (cf. 4, 7] ). Using the ideas of 4], we estimate the index V 2 I (g) and then use the inequality (5) to derive the similar estimate for f. with the summation extended over all roots of F, assuming that F is nonzero at z = 0 and on the boundary jzj = 1. This gives the required upper bound for the number of zeros of F(z) (resp., g(t)) inside the disk fjzj 6 3=4g (resp., fjtj 6 3 g). 5 .3. Consider the ratio h(t) = g(t)=P(t), P(t) = (t ? t 1 ) (t ? Moreover, the inequality asserted by Lemma 1 is subject to a certain trade-o between the term n=2 and the term proportional to kLk p : if the latter is substantially overtaking the former, then one could partition the segment 2 Iinto a number of smaller subsegments. Then the relative position of each segment in the disk 4 D will be \better", i.e. allowing for a better estimate for the variation of argument of the corresponding derivative g = f ( ) , but the term n=2 will be replaced by kn=2, where k is the number of subsegments. However, all these improvements still do not yield a sharp estimate for the number of zeros, therefore we restrict ourselves to just indicating how they could be made when really necessary. Our goal was only to stress the explicit nature of the estimates.
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