This project proposes an approach to identify significant single nucleotide polymorphism (SNP) effects, both additive and dominant, on the dynamic growth of poplar in diameter and height. The annual changes in yearly phenotypes based on regular observation periods are considered to represent multiple responses. In total 156,362 candidate SNPs are studied, and the phenotypes of 64 poplar trees are recorded. To address this ultrahigh dimensionality issue, this paper adopts a two-stage approach. First, the conventional genome-wide association studies (GWAS) and the distance correlation sure independence screening (DC-SIS) methods (Li et al., 2012) were combined to reduce the model dimensions at the sample size; second, a grouped penalized regression was applied to further refine the model and choose the final sparse SNPs. The multiple response issue was also carefully addressed. The SNP effects on the dynamic diameter and height growth patterns of poplar were systematically analyzed. In addition, a series of intensive simulation studies was performed to validate the proposed approach.
INTRODUCTION
Forests maintain the primary body of terrestrial ecosystems and serve many critical functions in the preservation of biodiversity and water quality and the mitigation of climate change. Forest trees account for half of the biospheric carbon sink (Pan et al., 2011) and play an important role in the global economy by supplying a source of raw materials for use in agriculture and industry (Harfouche et al., 2011) . Accordingly, the selection and breeding of superior tree varieties for large-scale plantations have long been some of the most important tasks of forestry and environmental management, and is currently experiencing a shift from the use of traditional phenotypic screening to more effective molecular and biotechnological approaches (Boerjan, 2005; Neale and Kremer, 2011) . However, unlike model systems and plants, for which inbred lines are widely available or characterized mutations are used to study the inheritance of phenotypic traits (Tian et al., 2011) , forest trees are characterized by a long generation cycle, high genetic load, high heterozygosity and a large size, thus increasing the difficultly of developing these powerful genetic materials (Wu et al., 2000; Neale and Kremer, 2011) . Moreover, limited funding has obstructed our understanding of forest genetics and the practical deployment of these resources for tree breeding.
The recent advent of high-throughput genotyping techniques has provided an unprecedented opportunity to disentangle this dilemma regarding forest trees because massive genotype data from complete genomes can be generated in a cost-effective manner (Harfouche et al., 2012) . For example, single nucleotide polymorphisms (SNPs), which are variations in a single nucleotide at a genomic position, are widely used to dissect complex traits or diseases in humans, and several other important species can also be generated in forest trees (Neale and Kremer, 2011) . Statistical approaches for detecting significant quantitative trait loci (QTLs) from SNPs have been well established via marginal analyses of single markers for single phenotypes. This approach has been applied as a primary tool in genetic mapping and association studies because of its simplicity (Tian et al., 2011) ); however, it may be less powerful for forest tree genetic mapping. First, the main stem of a tree that forms the major part of wood and biomass production undergoes growth in height and diameter with age (Wu and Stettler, 1996) . The dynamic properties of stem growth in forest trees, which is regulated by the differential activity of apical and lateral meristems (Sanchez et al., 2012) , has been recognized and considered in previous QTL mapping studies (Grattapaglia et al., 1996; Emebiri et al., 1998; Wu and Stettler, 1998; Lerceteau et al., 2001; Rae et al., 2007) . However, these studies were based on a marginal analysis of single phenotypes, and they did not chart a dynamic picture of genetic architecture over development. Second, although marginal analyses are computationally simple and can focus on the specific SNPs of interest, this approach does not capture the dependence on the structure of different SNPs and cannot provide an accurate description of global genetic control. Recent QTL mapping based on ultrahighdensity genetic maps or GWAS that sample natural populations at random (Tian et al., 2011) are expected to capture all possible QTLs for a particular complex trait. The success of such endeavours heavily depends on a method of analyzing all markers genotyped throughout the entire genome within a unifying framework.
The first issue has been resolved by developing a statistical model, called functional mapping Wu and Lin, 2006) , which is aimed at modeling the genetic control mechanisms of trait growth processes. Because the growth of every organism follows a general internal law, such as logistic growth, which has been demonstrated based on proven fundamental principles of biophysical and biochemical processes (West et al., 2001) , the biological relevance of gene identification can be enhanced by integrating such a rule into mapping or association studies. Functional mapping implements the mathematical description of growth law by estimating growth parameters for different genotypes at a gene or QTL and comparing and testing genotype-dependent differences in these growth parameters. If these differences are statistically significant, then the growth curves are thought to vary among different genotypes, thus implying the presence of a significant QTL. Specifically, functional mapping allows us to address how QTLs govern the onset and offset of a particular process and the rate at which the process proceeds. This information is critical for the design of early selection in long-lived tree species by helping to select superior genotypes with a high yield at harvest age based on their performance at young ages (Ye and Jayawickrama, 2012) .
Because of its role in characterizing the temporal pattern of genetic effects on growth traits (He et al., 2010; Sun and Wu, 2015) , functional mapping has been recognized and used by many researchers (Yang et al., 2009; Sillanpaa et al., 2012; Li and Sillanpaa, 2013) . In their seminal review, Li and Sillanpaa (2015) outlined the basic principles and applications of functional mapping and future improvements to this method. Although the issue of mapping growth processes has achieved some resolution, the second issue has been increasingly considered because of the state-of-art development of high-dimensional variable selection statistical theory and methods. In high-density mapping or association studies, the number of markers far exceeds the number of samples, making it impossible to analyze all SNPs. To overcome this challenge, variable selection approaches based on feature screening and penalized regression (Liu et al., 2014) have been implemented to detect a sparse set of significant QTLs (Ueki and Tamiya, 2012) .
Recently, a statistical platform has been constructed to resolve these two issues within an organizing framework via the development of a two-sided high-dimensional GWAS model (or 2HiGWAS) (Jiang et al., 2015b) . In this article, we develop a new statistical method based on 2HiGWAS that can manage multiple aspects of a response, such as the diameter and height growth trajectory.
The genetic material used in this study was described in previous studies Xu et al., 2016) , which is a full-sib family derived from hybridization between two heterozygous parents of poplar (Populus) trees. The fullsib family has been widely used as a mapping population for outcrossing species including trees (Grattapaglia et al., 1996; Wu et al., 2002; Lu et al., 2004) . In the early 1980s, two commercial poplar clones, Populus deltoides I-69 (female) and P. euramericana I-45 (male), both introduced from the USA in the early 1970s (Wu et al., 1992) , was crossed at Nanjing Forestry University, producing a full-sib family population of 450 F1 hybrids. These hybrids were planted in a randomized design with ramets derived from their seedlings in a uniform site in terms of soil physical properties, moisture, and nutrient contents at Zhangji Forest Farm, Xuzhou, Jiangsu, China.
After these trees were grown for 24 years in the field, part of the population (64) were cut down for stem analyses. Stem analysis provided the measurements of total growth per year. In this study, we analyzed stem heights and stem diameters at breast height over the first 24 years. The harvested trees were genotyped genome-wide, obtaining 156,362 SNPs. Genotyping was performed on the Applied Biosystems TM QuantStudio TM 12K Flex real-time polymerase chain reaction (PCR) system. SNP genotypes were obtained after stringent quality control filters.
The scientific goal of this paper is to identify significant SNP effects, both additive and dominant, from the 156,362 candidates that are responsible for diameter and height growth. We advocated two statistical methods for this objective: screening based on conventional GWAS and distance correlation sure independence screening (DC-SIS). The DC-SIS method can be used to simultaneously analyze repetitive measurements performed over 24 years and can automatically consider the within-subject correlation, whereas the conventional GWAS method can only focus on each single time point individually. The variable selection techniques are then conducted after the screening stage. The complete selection procedure is described in the Experimental Procedure section.
RESULTS AND DISCUSSION

Analysis results
In this section, the response is considered the diameter of the poplar trees. First, we obtain the conventional GWAS plot of the negative log(P) values for all SNP effects at each of the 24 time points. For instance, Figure 1 demonstrates the additive effects at the 6th time point. Because the conventional GWAS is a single SNP analysis, the multiple comparison issue must be considered; hence, a much smaller P-value cutoff than the usual 0.05 must be applied. Explicitly, three significance levels of 0.00005, 0.0001 and 0.0005 are considered as illustrated by the three horizontal lines in the plot. In Figure 1 , the most significant effects are observed in chromosome 5, even at a significance level of 0.00005. The other conventional GWAS plots are provided in the Supporting Information (S1) because of space constraints, and the additive effects and dominant effects are separately studied.
Based on a combination of the results from all the conventional GWAS plots, the significant additive and dominant effects at a level of 0.00005 are reported in Tables 1  and 2 , respectively. The significance level is chosen to control family-wise type I errors. From Tables 1 and 2 , the most significant SNPs are observed at time point 6 and the majority of significant SNPs are contained in chromosome 5. In particular, No. 5137853 in chromosome 5 is of great scientific interest and worthy of further exploration because it is significant at 16 out the 24 time points. A comparison of Table 1 and Table 2 shows that more additive effects than dominant effects tend to be significant.
Furthermore, we demonstrate the SNP effect via a heat map of the P-values based on the conventional GWAS as illustrated in Figures 2 and 3 for the additive effects and dominant effects, respectively.
In these two figures, the dark blue lines represent the most significant SNP effects at a P-value of < 0.00001 at the corresponding time points (x-axis). The green line, red line, black line. magenta line and light blue line indicate that the P-value falls within the intervals (0.00001, 0.00005), (0.00005, 0.0001), (0.0001, 0.0005), (0.0005, 0.001), and (0.001, 0.002), respectively. This figure shows that the SNP effects are more significant during certain time points over the whole growth path than other points. For example, time points 6 to 10 contain many more significant SNP effects than the early stage points (time points 1 to 5). One possible explanation is that the SNP effects on diameter growth are most active mainly between the 6th and 10th year for poplar trees.
In contrast, the DC-SIS method provides different results during this screening stage. Following the hard threshold, the screened submodel size is considered d = n/log(n) = 8 throughout this paper. Table 3 illustrates the SNP information based on the DC-SIS. Because the DC-SIS treats the dynamic diameter change over all the M time points as the M -dim multiple response, the significance of the SNP effects can be evaluated together at all time points and does not need to involve pointwise regression learning.
In general, the DC-SIS tends to provide a much sparser solution than the conventional GWAS in the screening stage because it exploits the multiple response model structure. However, as shown in Table 3 , out of the eight SNPs selected by the DC-SIS, seven are also chosen by the conventional GWAS, with five representing additive effects as shown in Table 1 and two representing dominant effects as shown in Table 2 . Only No. 10163499 is not selected by the conventional GWAS.
To enhance the probability of selecting the truly important SNPs in this stage, we included all SNPs selected by both the conventional GWAS and DC-SIS. In the post-screening variable selection stage, we compared three penalty functions, LASSO (Tibshirani, 1996) , adaptive LASSO (Zou (2006) ) and SCAD (Fan and Li (2001) ), and two tuning parameter selection criteria, AIC and BIC. Because of space limitations, we only report the grouped SCAD+BIC combination in the grouped penalized regression procedure because it provides the sparsest model with the largest overall heritability of 67.9%. 
The first column is the chromosome number of the selected SNP, and the second column identifies the SNP by its ID. Each '1' indicates significance at 0.00005, and the additive effect of that SNP is significant at the corresponding time point.
© selected by both DC-SIS and conventional GWAS in the first stage, and according to Table 1 , it is significant at most time points. Moreover, Figure 4 indicates that this SNP contributes considerably to the diameter growth in terms of heritability. Through GO analysis, SNP 5137853 on Chr 5 detected to affect diameter growth of poplar trees was found to reside in the genomic region of candidate gene (AT4G39952.1) encoding pentatricopeptide repeat (PPR) superfamily proteins. The dynamic changes in SNP effects are depicted in Figures 5 and 6, and they are represented by regression coefficient estimations. This figure implies the change trends in the SNP effects on the diameter growth over time. For example, the effect of No. 5137853 (the second SNP in the first row) on diameter is negative when poplar trees are young but becomes positive as the trees mature.
All analysis methods used to study height are similar to those used to study diameter. Therefore, we only report the final results from the two-stage technique. The selected SNP information is tabulated in Table 5 . Figure 7 provides the dynamic heritability pattern, and Figures 8 and 9 show the dynamic changes in SNP effects. The heat map of the P-value classification and the individual negative log(P) value plots are attached in the Supporting Information (S2). The last column reports the magnitude of the distance correlation between each chosen SNP and the response diameter.
CONCLUSION
Biological traits are conferred a function to alter their phenotypes to better adapt to environmental or developmental signals. A particular set of genes must exist that regulate or reflect such alteration (Jernvall, 2010) . The estimates of the temporal pattern of genetic regulation allow us to assess the dynamic interplay of genes and development. In this regard, 2HiGWAS offers unique power that is not achieved by other approaches. First, it can illustrate the temporal pattern of genetic effects and heritabilities explained by individual loci during ontogenetic development. Age-dependent changes of genetic control can be explained as the adaptation of the organism to developmental and ecological signals. This information can be helpful for the design of effective early selection strategies (Ye and Jayawickrama, 2012) . Second, the development of any trait is guided by precisely timed switches that walk the trait from one stage to the next in response to developmental signals. 2HiG-WAS is powerful to reveal the genetic machineries that underlie such switches. By analyzing the real data of a full-sib family in poplar, 2HiGWAS has identified several key loci that contribute to the secondary growth of this tree. Many of the significant QTLs detected by 2HiGWAS were found to be in or adjacent to candidate genes with proven functions in biochemical pathways toward plant growth.
EXPERIMENTAL PROCEDURES
In the dataset, because all subjects have the same number of measurements for each phenotype of interest, the dynamic phenotype pattern can then be treated as a multiple response problem with dimension M. For example, the diameter has a response
, where Y t , t = 1 . . ., M, is the diameter of the poplar tree at year t.
Among the 156,362 SNPs, p 1 = 109,244 have two genotypes, meaning that their additive effects are of interest; and the other p 2 = 47,118 have three genotypes, which enable us to study both the additive effects and dominant effects. The predictor vector is then a set of T categorical variables with an intercept, X = (1, X 1 , . . .,
, where X j = 0 or 1, j = 1, . . ., p 1 , is the additive effect of the two-genotype SNPs, Z aj = 0, 1 or 2, j = 1, . . ., p 2 , is the additive effect of the three-genotype SNPs, and Z dj = 0 or 1, j = 1,. . ., p 2 , is the dominant effect of the three-genotype SNPs. The predictor dimension p = p 1 + 2p 2 = 203,480 is much larger than the sample size n = 64. For notation simplicity, we rewrite the predictor as X = (1, X 1 , . . ., X p ) T . For the dominant effect, we combine AA and aa as 1 and Aa as 0; and for the additive effects, we code AA as 2, Aa as 1, and aa as 0.
We study the following multiple response model:
where
T 2 R M is the M -dimensional random error, and B is a coefficient and an M 9 (p + 1) matrix:
T is the (j + 1)th column of B, j = 0, . . ., p, and
T is the tth row of B, t = 1, . . ., M.
Furthermore, based on the observation {(x i , y i ), i = 1, . . ., n}, where x i = (1, x i1 , . . ., x ip ) T , x ij is the jth SNP effect of the ith poplar tree and y i = (y i1 , . . ., y iM) T , y it is the diameter of the ith poplar tree at year t, the element-wise sample-level model is represented as follows: The last column reports the average heritability square of each chosen SNP over all the time points. For simplicity in the following sections, the matrix form of this model is constructed in the following way. The n 9 (p + 1) design matrix is
. . . . . 
When height is of interest, the model has the same multiple response form (4.1) and (4.2), and the only difference is that the response becomes the height measurements over 24 years. For the ultrahigh dimensional models, the sparse assumption is often imposed, in which the number of truly important predictors is assumed to be much smaller than the sample size n. This assumption is realistic from a genetic perspective because only a small number of SNPs actually contributed to the phenotypes. Under this assumption, one appealing method is to use the two-stage approach to deal with the ultrahigh dimensionality p: in the first stage, a fast and efficient marginal screening criterion is used to filter out the spurious X variables and reduce the dimension from p to a moderate scale d under the sample size n; in the second stage, a penalized regression technique is applied to further recover the sparse model.
Screening stage: conventional GWAS versus DC-SIS
In this first stage, we consider two screening methods: a conventional GWAS and DC-SIS by Li et al. (2012) .
Conventional GWAS. In this stage, a computationally efficient method is required to quickly filter out the SNPs (X variables) that are not important for the response. In the literature, the GWAS is often used: we conduct P marginal linear regressions between each SNP and the response at every single time point, and the importance of the SNPs is evaluated by the marginal P-values of these linear models. We will plot the negative log(P) value at each time point and identify the potentially important SNPs by combining the significant SNPs at all M time points. The conventional GWAS was indeed equivalent to the pointwise SIS by Fan and Lv (2008) .
Distance correlation and DC-SIS. For this multiple response problem, Li et al. (2012) advocated the DC-SIS criterion in this stage. Thus, we calculate the distance correlation between the response Y and each predictor X j , j = 1. . .,p, and select the top d variables after ranking them in decreasing order. Two advantages of the distance correlation motivate us to use it for our model. First, this correlation can be defined for two random vectors with arbitrary dimensions, which enables us to manage the multiple response Y. Second, the distance correlation between two random vectors is 0 if and only if they are independent (Sz 0 ekely et al., 2007); thus, the non-linear dependency can also be captured by this screening method. Therefore, the DC-SIS is indeed a modelfree screening method, and the model form (4.1) is not required in this stage. More specifically, the distance correlation between the multiple response vector Y and each predictor X j is defined as follows (Sz 0 ekely et al., 2007): The third column indicates the selected effects of the SNP (1: additive, 2: dominant), and the last column shows the average heritability square of each chosen SNP over all time points. 
And the sample distance correlation between Y and X j is a nonnegative number calculated as follows:
Therefore, the screened model index set M with cardinality d is obtained based on the rank of d dcorr ðY ; X j Þ; j ¼ 1; . . .; p; therefore M ¼ fj : 1 j p; d dcorr ðY ; X j Þranks in the top dg
To guarantee that the screened submodel size is under the sample size but still large enough to make a statistical inference, we followed Fan and Lv (2008) when choosing d using the hard threshold d = n/log(n).
The conventional GWAS is a classical approach in the literature, while the DC-SIS is capable of taking the multiple response structure into consideration. In the simulation section, we will compare the performance of these two screening procedures.
Variable selection stage: grouped penalized regression with multiple response
In this stage, the final sparse model is recovered from the screened submodel obtained in the first stage. We still denote the submodel in this stage as (4.1), although now the size is d + 1 and the first column of the X matrix denotes the intercept. The screened effects are recoded as X 1 , . . ., X d . For this multiple response model, we use the group version of the penalized regression techniques in this stage. More specifically, we consider the following minimization problem:
where p k (Á) is a penalty function and k is the tuning parameter. In the following section, the LASSO penalty (Tibshirani, 1996) and the SCAD penalty (Fan and Li, 2001 ) are compared, and the tuning parameter k is chosen by the Bayesian information criterion. To implement the optimization, we adopt the local quadratic approximation from Fan and Li (2001) . The entire procedure can be summarized by Algorithm 1 below. And the finite sample performance of the algorithm is assessed by the simulation studies in the Supporting Information S3.
Algorithm 1 Algorithm for SNP selection
1 Conduct the conventional GWAS and DC-SIS. 2 Combine the results from the two methods and apply group penalized regression techniques, such as group LASSO. Obtain the sparse final model. 3 Re-fit the model and estimate the heritabilities.
