The nearest neighbor method is one of the most widely used pattern classification methods. However its major drawback in practice is the curse of dimensionality. In this paper we propose a new method to alleviate this problem significantly. In this method, we attempt to cover the training patterns of each class with a number of hyperspheres. The method attempts to design hyperspheres as compact as possible, and we pose this as a quadratic optimization problem. We performed several simulation experiments, and found that the proposed approach results in considerable speed-up over the k-nearestneighbor method while maintaining the same level of accuray. It also significantly beats other prototype classification methods (Like LVQ, RCE and CCCD) in most performance aspects.
Introduction
The nearest neighbor method is one of the oldest but still most widely used pattern classification methods 9, 11, 12, 14, 18, 19, 31, 35, 16 . It is simple, as there is no need for uncertain or lengthy training methods. Its analytical properties in terms of performance estimates are mostly well-understood. Also, it can handle in some way non-numeric inputs, for example text inputs whereby some distance function can be defined. Consequently, it has a wide spread use in applications such as web mining. However, one of its disadvantages is the curse of dimensionality and so parametric methods outperform for large dimensions. The other major drawback is the high computational complexity for the classification stage for large data sets, as the entire training set must be stored and used for classification. It is as though whatever one saves in terms of computational effort in the training or design stage, gets deferred to the classification stage. This speed problem is a serious drawback. We have come across many problems where there are tens of thousands of training data points. For such problems classification speed is a major issue.
The objective of this article is to propose a new method that speeds up the computation significantly. The main idea of the proposed method is to cover the data points with a number of hyperspheres. Every hypersphere will encompass a number of points from only one class, so it will be a representative of that group of points. When performing a classification, the distances to only the hypersphere centers (the "representatives") are computed and the closest hypersphere determines the classification. Using certain developed optimization algorithms the hypersphere centers and radii are determined. As it turns out, the approach leads to significant computational savings with no sacrifice in classification performance. A preliminary version of the algorithm was introduced in Ref. 1, 2. The paper is organized as follows. In the next section, we give a brief literature overview. The new method is described in section 3. Section 4 describes a method to split a region into two sub-regions; this is a very useful step in training. Section 5 illustrates the method that we used for classifying a query pattern. Section 6 describes the performance measures and the experimental setup. Section 7 demonstrates our experiments for synthetic and real world data sets. Finally, section 8 gives summary and concluding remarks.
Literature Review
There are three major approaches in the literature to speed up the nearest neighbor classification: 1) Computational methods to speed up the k-nearest neighbor search, 2) Reducing the number of data points in the nearest neighbor search (condensed nearest neighbor), 3) Clustering the space into several objects, each of them corresponds to only one class, and the class of the nearest object is assigned to the query example. Obviously, our method belongs to the third category. Here is a short overview of what is there in the literature.
Speeding up the k-nearest neighbor search
One way to speed up the the k-nearest neighbor search is to use a k-dimensional binary search tree 5 . This method is very efficient when the dimension of the data space is small. Alternatively a tree can be constructed by repeating the process of dividing the points into subsets 15 . Given a query point, they used a branch-andbound search strategy to efficiently find the closest point using the tree structure. A different approach is to partition the underlying space of the sample points into a set of cells 10 . A few cells located in the vicinity of the query point can be determined by calculating the distances between the query point and the centers of the cells. The nearest neighbor can then be found by searching only in these neighboring cells, instead of the whole space. A very fast algorithm was proposed to search for the nearest neighbor within a pre-specified distance threshold 30 . It is based on looking at one dimension at a time and excluding points that violate the given threshold. Based on triangle inequality, another elimination-based method was proposed using a number of anchor sample points to eliminate many distance calculations 27 .
Condensed nearest neighbor
The condensed nearest neighbor 17 is based on removing some points from the data set so that we speed up the search. By intelligently discarding the points that will not affect classification performance, one will end up with a smaller data set and hence faster nearest neighbor search. A number of follow-on methods have been proposed in the literature that improve on Hart 
Clustering the space
A classification approach based on clustering each class region into a set of hyperspheres was first proposed in Ref. 36 . This approach borrows ideas from what is called Restricted Coulomb Energy network classifiers. At each moment the system keeps some of the data points which were presented to it before, called prototypes together with a hypersphere centered around it. If a new point presented to the system is contained in some hyperspheres of inappropriate classes, the radii of the containing hyperspheres are reduced, so that none of them contains the new point. If the new point is contained in any of the hyperspheres of its own class, then no action is taken. If it is not contained in any hypersphere, then it becomes a new prototype, and is given its own hypersphere of some initial radius. Another improved version of RCE network, namely RCE-2, was proposed in Ref. 20 . In this method, only the hypersphere of the closest stored pattern from a different class is modified. In Ref. 40 two modifications to the standard RCE were proposed. (1) Assigning two thresholds for the hidden units that produce two hyperspheres and determine regions of rejections. (2) Modifying the center of the hidden unit towards newly presented training examples. A variant of RCE is to cover each class region by a set of ellipsoids whose orientation coincides with the local orientation of the class region 25 . The general learning scheme is similar to RCE's scheme 36 . Our proposed method, even though based on the concept of hyperspheres, is very different from the RCE approaches and their variants. For example, the RCE method are sequential in nature, while in our method we consider all data points as a whole, allowing us to pose the problem as an optimization problem. The sequential nature of RCE, while giving it an adaptive nature, presents a problem for batch design in that the order of pattern presentation can have a big influence on the resulting final solution.
As we will see in the simulation results, our methods result in significantly less number of hyperspheres (hence more compact representation) and considerably better performance than that of RCE method. Recently, a more efficient algorithm was proposed that utilizes dominating sets for class cover catch digraphs (CCCD) based on the proximity between training observations 34 . Class cover catch digraphs are proximity graphs defined via the relationship between class-labeled observations. Each class j gives rise to a digraph D j . The vertices of D j are the class-conditional observations and a directed edge between two vertices exists if the proximity of the two vertices is small compared to the proximity of the vertices to the observations from the other classes. In this method, the number, location, and size of the hyperspheres are determined adaptively and its performance is usually superior to RCE methods. The difference between our methods and CCCD is that for the proposed algorithm we pose the problem of designing the hypersphere locations and centers as a quadratic optimization method. Thereby the centers are not restricted to coincide with a training pattern. On the other hand, CCCD employs an iterative method that searches among the training patterns for the best one that serves as the hypersphere center and determines its radius accordingly. In Ref. 37 , a family of learning algorithms are described based on nested generalized exemplars (NGE). In NGE, an exemplar is a single data point, and a generalized exemplar is an axisparallel hyperrectangle that may cover several data points. These hyperrectangles may overlap or nest. The NGE algorithm grows the hyperrectangles incrementally as data points are processed. Once the generalized exemplars are learned, a test data point can be classified according to the shortest Euclidean distance between the data point and the generalized exemplars. We wish to mention that the approach of clustering the space into several objects or hyperspheres has been also implemented in the unsupervised learning/clustering framework see for example Ref. 22, 41 . Another approach, proposed in Ref. 13 , is based on a successive splitting of the training patterns into groups, in a way such that the resulting groups will specify well-defined prototypes.
Smallest Covering Hyperspheres (SCHS)
The proposed approach is based on covering the data points with a number of hyperspheres. Each hypersphere covers or contains data points from only one class, and as such it is considered a prototype or a "representative". Moreover, the hyperspheres have to be as compact as possible, in order for them to be efficient representatives. The covering procedure is performed in a sequential manner, tackling the points of one class after the other, and terminating when all points are covered. The detailed procedure is described below.
Consider a K-class pattern classification problem with N data points in a ddimensional feature space. Consider first the data points of one of the classes (say class k). As a first step we attempt to cover all points from this class with a hypersphere that is as small as possible. This is derived by posing the problem as a quadratic optimization problem, as follows: Denote the data points as
T , where i indexes the data point number. The problem is to find the center
T and radius r by solving :
where R=r 2 . The standard Lagrangian dual 44 is:
s.t.
where
is the vector of all ones. This is a convex optimization problem and can be easily solved by any interior-point algorithm 45 or by the iterative barycentric coordinate descent method 23 . It was noticed that the problem of designing a smallest hypersphere to enclose a number of given points has been addressed before for some other applications such as robotics. It has been posed in Ref. 7, 21 . Its extension, the smallest enclosing ellipsoid has received much attention in the literature 42, 32, 38, 26 . They rely mostly on randomized algorithms or some novel nonlinear programming methods such as semidefinite programming and core-sets. In our implementation, we employed the predictor-corrector method 28 in conjunction with core-sets 26 to speed up the implementation especially for large data sets. By introducing Lagrange multipliers to the above problem: t as the Lagrange multiplier for the equality constraint (Eq. (3)) and s as the Lagrange multiplier vector for the inequality constraints (Eq. (4)), the predictor-corrector method efficiently solves the optimality conditions:
by generating iterates (λ, s, t) that are strictly feasible with respect to the inequality constraints, that is (λ, s) > 0. The initial core-set is selected as follows. For the considered points, pick any point p 0 , find the point p 1 that is furthest from p 0 , then find the point p 2 that is furthest from p 1 . Construct the initial core-set as {p 1 ,p 2 }.
Apply the predictor-corrector to find the smallest hypersphere that covers the coreset. Add the furthest point p 3 from the center that lies outside the hypersphere to the core-set. Then find the smallest hypersphere that covers the new core-set {p 1 ,p 2 ,p 3 }. This procedure continues until all points are covered by a hypersphere.
d is the i th training pattern of class k and K is the total number of classes:
Find the smallest hypersphere (h) that encompasses W orkSet.
6:
Find points of different class that are encompassed by the hypersphere.
7:
if no such points exist then 8: Exitflag ← 1
9:
else 10: if number of samples of other classes encompassed by the hypersphere/number of samples of class k encompassed by the hypersphere < µ then 11: Exitflag ← 1.
12:
else 13: Compute the distance (d y ) of the furthest point y from the center.
14:
Drop the points of W orkSet whose distances from the center are greater than or equal to d y .
15:
end if 16: end if 17: until Exitflag = 1 18: if number of samples of class k encompassed/number of samples of the W orkSet < γ then 19: Split W orkSet points into two groups (according to section 4), tackle the points of each group separately (the problem is divided into two subproblems) using the same procedure recursively by setting W orkSet to the points of the group under consideration and running from line 5.
20:
else if number of samples of class k encompassed by the hypersphere <N min then 21: remove these samples from P ointSet (considered as outliers and are discarded from hypersphere coverage algorithm).
22:
end if 23 :
Remove points encompassed by hyperspheres assigned from P ointSet.
25:
if P ointSet is not empty then 26: W orkSet ← P ointSet.
27:
else if k<K then 28 :
end if 30: end while After the optimization steps are concluded, we shrink the radius of the resultant hypersphere to expel out all data points from different classes that lie in the hypersphere. We now have a hypersphere that contains a number of points only from class k. We have now accounted for these points, so we remove them and tackle the remaining points of class k. We repeat the same procedure for these points and keep adding hyperspheres until we have covered all points from class k. Then, we repeat the whole procedure for all other classes (see the algorithm).
We have developed a modified step that led to significant improvement in the results, and added that step to be part of the core algorithm. If at any step the resultant hypersphere encompasses too few points from W orkSet, then this can be overcome by splitting the patterns into two groups (see Section 4) and the process (hypersphere covering) is repeated for each group. Note that W orkSet is the set of points that are now targeted to be covered by the hypersphere. We also developed two more enhancements. We allow a small fraction µ of points of classes different from the considered class to be encompassed by the hypersphere generated. This will improve the generalization performance and will prevent the covering to be fragmented into too many hyperspheres. Another modification (not included in the algorithm steps displayed above) can be made to line 14 by dropping the points of W orkSet whose distances from the center are greater than or equal to ηd y rather than d y , where 0 < η ≤ 1 (usually η is chosen to be close to 1, for example η=0.95). This step could be repeated if some points from the other classes still exist inside the hypersphere. This modification gives the points close to the surface of the hypersphere the chance to be assigned to a perhaps better hypersphere and also speeds up the determination of the hypersphere (the innermost loop). During the estimation of a hypersphere in SCHS, sometimes the resultant hypersphere may encompass too few points of the W orkSet. This case often occurs when samples of the class under consideration are clustered into groups separated by samples of other classes, or when the hypersphere center falls in a region of class overlap. In the following time step (of obtaining the next hypersphere) we will not be much better off, because not much has changed since only a few points have been chipped off from W orkSet. The outcome of this is that we end up with more hyperspheres than necessary. To overcome this standoff, the samples of the W orkSet are divided into two groups. Consider the direction of maximum variation of the points of W orkSet, that is the first principal component, say α. Let a be the mean vector of the points in W orkSet. Then break these points into the two groups: z Assume that the design of the hyperspheres is complete, and that it is required to classify a given data point (q). Several problems exist, for example the data point could fall inside several hyperspheres, or it could fall outside all hyperspheres. We have chosen to use the distance to the outside surface of the hypersphere (with that distance counted as negative if the point is inside the hypersphere) as the selection criterion. Specifically, we perform the following steps: Compute the distance (d i ) between the data point and the center of each hypersphere h i . The index of the nearest neighbor hypersphere I q is chosen as:
Splitting a Cluster into Two Groups

Classification Stage
where |H| is the total number of hyperspheres, r i is the radius of hypersphere h i . See Figure 3 for an illustration of the classification procedure in the case when a test point (q) falls inside two hyperspheres.
Experimental Setup
To validate our methods, we used four synthetic data sets and three real world data sets. In our implementation we used MATLAB 6.5 on Windows XP operating system running on Intel PC 2.4GHZ 256MB RAM. We compared our results with the one-nearest-neighbor (1-NN), k-nearest-neighbor (K-NN), learning vector quantization (LVQ) 24 , restricted coulomb energy network (RCE) 36 , modified restricted coulomb energy network (RCE-2) 20 and class cover catch digraphs (CCCD) 34 . Best parameters for each method are selected using 5-fold cross validation 8, 11, 14 . Suggested values for k for K-NN are {1, 3,5,7,9,11,13,15,17,19} . In LVQ, the initial value of the learning rate ( 0 ) is one of the following {0.01,0.05,0.1} and is decreased as a proportional to the reciprocal of the iteration number; i.e. ( i = 0 /i) where i is the iteration number. The number of prototypes (P k ) for class k is selected as: ceil(δN k ) where δ ∈{0.01,0.1,0.2}, N k is the number of training patterns whose class is k and ceil() is a function that returns the nearest integer greater than or equal to its argument. Since all the training data used in our experiments are already randomized, we select the first P k patterns for each class as the initial positions of the prototypes. To avoid overfitting, early stopping is utilized. For RCE networks, suggested values for r min are: 1 min • CPU times elapsed in both training and testing. Note that the training time reported is the average over all folds and all models trained using cross validation.
• Test classification error: the percentage of misclassified patterns relative to the size of the test set.
• Number of prototypes: This is the size of training set for NN, K-NN methods, the number of generated prototypes/hyperspheres for LVQ, RCE, RCE-2, CCCD and SCHS methods.
Experimental Results
Synthetic data sets
Parabolic boundary data set (PARABOLA 05)
This data set is constructed as follows: 11,000 uniformly randomly distributed points were generated in two dimensions and two classes are assigned according to the following predetermined parabolic boundary:
where both x and y ∈[0,1] and N (0, 0.05
2 ) denotes a number generated from a normal distribution with zero mean and standard deviation of 0.05. This allows some class overlap at the boundary, which is typically expected in the majority of pattern classification problems. 10,000 points were used for testing and a varying number of training examples: 100,200,300,.. . ,1000. Table 1 shows the training and test times for the different methods. By training we mean the process of constructing the hyperspheres for the hypersphere methods, obtaining the final prototypes for LVQ and obtaining the optimal K through cross validation for the k-nearest classifier. Table 2 shows the test classification error and the number of prototypes/hyperspheres for each method. Figure 4 shows the number of prototypes/hyperspheres of different methods while Figure 5 shows the test classification error (RCE is not plotted since it has a very bad performance compared to the others). Number of prototypes for 1-NN and K-NN are the same and equals the number of training sample; this is reported as NN in the figure.
Diagonal Data Set (DIAGONAL)
We consider a two-class problem using the distributions used in Ref. 46 . Each class consists of a mixture of two normal distributions as follows:
T , and N(µ,I) is the multivariate normal distribution with mean µ and covariance matrix equal to the identity matrix I. We used µ=3.5 in our experiments, 10,000 testing examples and varying the number of training examples: 100,200,300,.. . ,1000. Results are shown in Table 3 and Table 4 . The number of prototypes/hyperspheres and the test classification error are shown in Figure 6 and Figure 7 respectively.
Interval Data Set (INTERVAL)
It is a two-class data set generated using the distributions used in Ref. 15 Table 5 and Table 6 . The number of prototypes/hyperspheres and the test classification error are shown in Figure 8 and Figure 9 respectively.
I-I Data Set (I-I)
Here we considered a higher-dimensional data set. We generated the data points of the two classes from the n-dimensional normal distributions N( µ i , Σ i ), i =1,2. The parameters are:
The value of µ controls the degree of overlap between the two distributions. We used 6-dimensional normal distributions and set µ = 2.56 in the experiments, 10,000 testing examples and varying the number of training examples: 100,200,300,.. . ,1000. Results are shown in Table 7 and Table 8 . The number of prototypes/hyperspheres and the test classification error are shown in Figure 10 and Figure 11 respectively.
Real world data sets
Cancer data set
In this breast cancer data set, the goal is to classify a tumor as benign or malignant. The data set consists of 9 inputs, 1 binary output and 699 examples. 65.5% of the examples are benign. 525 examples were used for training and the remaining 174 examples were used for testing. This data set was obtained from cancer1.dt 33, 6 .
Diabetes data set
This data set is about the diagnosis of diabetes of Pima Indians. 
Thyroid data set
This data set is about the diagnosis of thyroid hypofunction. Based on patient query data and patient examination data, the task is to decide whether the patient's thyroid has overfunction, normal function, or underfunction. The data set consists of 21 inputs, 1 discrete output, 7200 examples. The class probabilities are 5.1%, 92.6% and 2.3% respectively. 5400 examples were used for training and the remaining 1800 examples were used for testing. This data set was obtained from thyroid1.dt 33, 6 .
Satimage data set
The original Landsat data for this database was generated from data purchased from NASA by the Australian Centre for Remote Sensing, and used for research at the University of New South Wales. The data set consists of 36 inputs, one discrete output of 6 classes, 6635 examples. The data were divided into a training set and a test set with 4,435 examples in the training set and 2,000 in the test set. This data set was obtained from Ref. 6 and was used in STATLOG project 29 .
By inspecting Table 1 through Table 10 , we can notice the following:
1. The SCHS method is the slowest method in terms of training time, followed by RCE and RCE-2, then by LVQ and CCCD. K-NN is the fastest. But this is usually not a problem. It pays to spend time training or designing a classifier in return for faster classification and better performance. 2. Performance of RCE and RCE-2 degrades dramatically as the amount of noise increases in the data set. This is often due to the way they handle ambiguity of patterns enclosed by hyperspheres of different classes. 3. The smallest number of hyperspheres is generally obtained by SCHS. Naturally, this also is the best method in terms of classification speed (as classification speed is proportional to the number of hyperspheres). RCE and RCE-2 usually generate a much larger number of hyperspheres especially for noisy data sets and in overlapping regions. 4. For test-set classification performance, K-NN and SCHS were the best, followed by CCCD and LVQ with a clear margin, followed by RCE-2, followed by 1-NN, followed by RCE which was consistently worse. 5. Although CCCD's training time is considerably less than most of the methods, its testing time and performance is worse than those of SCHS. Performance of CCCD is prone to degrade with noisy boundary problems (see PARABOLA 05's results).
Overall, one can see that the developed method exhibit fairly good results in comparison with the existing methods. Overall, the method that provides a very good performance in most criteria (except training time) compared to the other methods is the SCHS method. It has good classification speed compared to the other hypersphere methods and is much faster than K-NN for classification, and gives good out-of-sample performance.
Conclusion
In this article, we presented a novel method (SCHS) for clustering class regions using hyperspheres. SCHS has some distinct features that do not exist in RCE methods. 1) Positions of hyperspheres' centers and their radii do not depend on the order of presentation of training examples to the network. 2) Storage requirements and number of training epochs are also not affected by the order of presentation of training examples to the network. 3) Hyperspheres' centers are not restricted to be a subset of the training set. Conversely, they are learned via an optimization procedure. 4) Hyperspheres can be permitted to enclose patterns of other classes and hence it has better generalization capability (especially for noisy problems). Besides, feature 3 does not exist in CCCD method as well. Our experiments show that while not sacrificing performance, SCHS achieves a significant acceleration in the classification computation, and need smaller storage compared to the knearest-neighbor method. It has much better performance than the RCE method and generates significantly less number of hyperspheres. 
