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ABSTRACT
Dynamic estimation of the reproduction number of COVID-19 is important for assessing the impact of
public health measures on virus transmission. State and local decisions about whether to relax or strengthen
mitigation measures are being made in part based on whether the reproduction number, Rt , falls below the
self-sustaining value of 1. Employing branching point process models and COVID-19 data from Indiana as a
case study, we show that estimates of the current value of Rt , and whether it is above or below 1, depend
critically on choices about data selection and model specification and estimation. In particular, we find a
range of Rt values from 0.47 to 1.20 as we vary the type of estimator and input dataset. We present methods










During the first months of 2020, nations responded to the
COVID-19 pandemic by adopting a variety of public health
interventions, including contact tracing, disease surveillance,
and mandated social distancing (Pan et al. 2020; Remuzzi and
Remuzzi 2020; Walensky and del Rio 2020). Within the United
States, the ongoing transmission of COVID-19 represents a
serious public health threat and an ongoing strain on local, state,
and federal resources. In the United States, direct public health
authority is largely vested in states and localities, with local
decision-makers playing a critical role in shaping public health
responses and in deploying resources during times of crisis. The
federal government, meanwhile, seeks to play a coordinating
role through the Centers for Disease Control and Prevention
(CDC), funds research through agencies such as the National
Institutes of Health (NIH), and helps shape the regulatory envi-
ronment through the Food and Drug Administration (FDA)
and other agencies (Carpenter 2014; Sledge 2017; Gostin and
Hodge 2020; Thomson and Nachlis 2020).
While this system has the potential to be highly responsive
and adaptive, it is prone to problems including divergent out-
comes across political jurisdictions and difficulty coordinating
responses to emergent events. The lack of widespread testing
in the early stages of transmission in the United States forced
policymakers to make decisions without high-quality data and
foreclosed the possibility of effective disease surveillance, which
might under different circumstances have proved a powerful
public policy tool (Hellewell et al. 2020). In the absence of
testing and of pharmaceutical interventions such as a vaccine or
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anti-viral therapies, social distancing measures (including
shelter-in-place orders and mandated closure of nonessential
businesses) emerged as the primary tool at the disposal of state
and local decision-makers (Gostin and Wiley 2020).
Despite the very real public health benefits of such inter-
ventions, they have potentially large economic and social costs,
which are distributed unevenly across society. As the pandemic
has continued, public and political pressure to relax public
health interventions has increased. Policymakers, as a result,
confront a complex set of problems and high levels of uncer-
tainty (Head 2008; Baumgartner and Jones 2015; Epp 2018).
Given these circumstances, the swift assessment of how
differing public health strategies impact the transmission of
COVID-19 is critical to fostering flexible, focused, and data-
driven policy-making (Frieden 2017). One means of measuring
the impact of public health interventions is through the effective
reproduction number of a virus, Rt , for example, the average
number of individuals an infected person directly infects. When
Rt > 1 and the majority of the population is susceptible, as
during the initial stages of the pandemic, the number of new
daily infections exhibits exponential growth. However, when
Rt < 1, the virus is no longer self-sustaining and will die out
before most people in the population are exposed.
COVID-19’s initial reproduction number, R0 (when the
entire population is susceptible and policy interventions are not
in place) has been estimated across several studies to be around
3.28 (1.4, 6.5) (Liu et al. 2020). A study conducted with data from
China through mid-February estimated that, as a result of public
health interventions, the effective time-varying reproduction
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number, R(t), was reduced from 2 to 1 (You et al. 2020). In Sin-
gapore, the impact of social distancing on R was estimated to be
between 78.2% and 99.3% (Lewnard and Lo 2020). Research on
interventions in Europe observed that a combination of school
closings, bans on mass gatherings, and other social distancing
measures reduced R(t) below 1 (Flaxman et al. 2020). In the
United States, state and local decisions about implementing,
modifying, and relaxing social distancing measures have been
informed in part based on whether the reproduction number,
Rt , falls below the self-sustaining value of 1.
1.1. A Need for Model Comparison and Evaluation
While many of the forecasting models guiding policy-makers
on COVID-19 capture uncertainty in parameter estimates, a
large number of these analyses are presented via stand-alone
models: model comparison, evaluation, and goodness-of-fit
tests are often not presented. In addition, there are a variety
of data sources available to researchers, ranging from data
aggregation websites (Dong, Du, and Gardner 2020) (https://
covidtracking.com/) to local government data portals (https://
www.coronavirus.in.gov/).
In this article, we show how estimates of the impact of policy
interventions can vary depending on modeling and estimation
choices, as well as the dataset that is used as an input. Under-
standing the role of model and dataset selection, we argue,
is critical to high-quality policymaking during the COVID-
19 pandemic and may help policymakers to more effectively
prepare for and respond during the early stages of future disease
outbreaks.
A variety of frameworks have been employed for modeling
COVID-19 (Bertozzi et al. 2020), including agent based models,
compartmental models, and branching point process models.
Given our expertise and their broad use in estimating the repro-
duction number of a virus (Farrington, Kanaan, and Gay 2003;
Wallinga and Teunis 2004; Cauchemez et al. 2006; Meyer, Held,
and Höhle 2017; Schoenberg, Hoffmann, and Harrigan 2019),
we focus here on the point process type of model. Within this
framework, we compare three choices for modeling the impact
of interventions on the transmission of COVID-19: (1) a step
function modeling an immediate impact on Rt at key policy
change dates that is employed in the highly cited article (Flax-
man et al. 2020), (2) a constant Rt up until a key policy change
date followed by exponential decay (Lekone and Finkenstädt
2006; Ivorra et al. 2020), and (3) a nonparametric histogram
estimator that adapts to changes in the reproduction number
over time. These choices are not meant to be exhaustive, but
rather illustrative of the variation in estimates that can arise
based on differing model and data choices.
We apply these models to both daily case and mortality
COVID-19 data in Indiana from three different sources: the
widely-used COVID-19 data portal hosted at Johns Hopkins
University (Dong, Du, and Gardner 2020) (abbreviated as “jhu”
throughout), the Covid Tracking project (https://covidtracking.
com/) (abbreviated as “covidtracking” throughout), and the local
Indiana data portal hosted at https://www.coronavirus.in.gov/
(abbreviated as “in.gov” throughout). Differences in COVID-
19 data collection and reporting standards represent a critical
challenge for both researchers and policymakers. One issue we
investigate is the reporting lag of new cases and deaths posted to
the Indiana state department of health dashboard, often several
days after the testing date (with reporting sometimes paused on
the weekend). While data on the Indiana state health depart-
ment website are retrospectively updated and corrected, data on
aggregation websites like covidtracking and jhu are based on
daily updates to cumulative counts and are not retrospectively
corrected. Consequently, artificial peaks and valleys are present
in the covidtracking and jhu count data. As a result, Indiana
provides an excellent test case to investigate different choices
in data processing and their impact on critical parameters in
models for the spread of Covid-19.
In Section 2, we present the branching point process model-
ing framework and discuss how these models can be estimated
from data. Then, in Section 3, we present our results when the
models are applied to Indiana COVID-19 data. We show that
estimates of the value of Rt in Indiana, and whether it is above or
below 1, depend on the model and dataset used for estimation.
We also present several methods that can either be used to
compare competing models or used to assess the goodness of
fit of a particular model. We find a range of Rt values from 0.47
to 1.20 as we vary the type of estimator and input dataset. In
Section 4, we discuss the policy implications of our findings.
2. Methods
We consider a branching point process (Hawkes and Oakes
1974; Meyer, Held, and Höhle 2017) framework to estimate a
time-varying reproduction number R(t) (Wallinga and Teunis
2004; Cauchemez et al. 2006; Obadia, Haneef, and Boëlle 2012;
Schoenberg, Hoffmann, and Harrigan 2019). The conditional
intensity (rate) of infections is modeled as
λ(t) = μ +
∑
t>ti
R(ti)w(t − ti), (1)
where R(t) and w(t) are the dynamic reproduction number
and inter-infection time (also known as serial interval, Wallinga
and Teunis 2004) distribution, respectively. We also include an
exogenous rate μ modeling imported infections.
The conditional intensity models the rate of new infections
and is connected to the reproduction parameter R(t) through
the serial interval distribution w(t). In particular, the expected
number of new secondary infections on day t caused by an
infection on day ti is given by R(ti)w(t − ti). The point process
governed by Equation (1) can be viewed as an approximation
to the common SIR (susceptible-infected-removed) model of
infectious diseases during the initial phase of an epidemic when
the total infections is small compared to the overall population
size and w(t) is specified to be exponential (Rizoiu et al. 2018).
When w(t) is chosen to be gamma distributed, the Hawkes
process also can approximate staged compartment models, like
SEIR, if the average waiting time in each compartment is equal
(Lloyd 2001). One can also allow the reproduction parameter to
vary parametrically as a function of the overall infection rate,
due to mitigation efforts and herd immunity, as in Schoenberg,
Hoffmann, and Harrigan (2019).
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We consider three competing models for R(t):
1. A step function that changes at the Indiana stay-at-home
order date tsh, effective on March 24, 2020:
R(t) =
{
R0 t ≤ tsh,
R1 t > tsh.
(2)
This is analogous to the step function used in Flaxman et al.
(2020) to assess the impact of public health interventions on
COVID-19 in Europe.
2. An exponential decay (Lekone and Finkenstädt 2006; Ivorra
et al. 2020) after the stay-at-home date of the form:
R(t) =
{
R0 t ≤ tsh,
R0 exp(−ct) t > tsh. (3)





rk1{t ∈ Ik}. (4)
Here the Ik are intervals discretizing time, B is the number
of such intervals, and rk is the estimated reproduction rate in
interval k. In the remainder of the article, we use a bin-width
of 1 week. We also merge the bins of the first 3 weeks due to
the low number of events during that time period.
The branching process can be estimated via an expectation-
maximization (EM) algorithm for maximum likelihood infer-
ence (Veen and Schoenberg 2008; Lewis and Mohler 2011;
Mohler et al. 2011). Given initial guesses for the model parame-
ters and rk, the EM algorithm iteratively updates the parameters
and branching probabilities by alternating between the E-step
update:
pij = R(tj)w(ti − tj)/λ(ti), (5)
pii = μ/λ(ti), (6)
and M-step update:








pij1{tj ∈ Ik}/Nk, (9)
where T is the total length of the observation period, Nk is
the total number of new infections in interval k, and w(t) is
estimated via weighted maximum likelihood estimation (MLE)
using the inter-event times as observations and branching prob-
abilities as weights. The branching probability pij corresponds
to the probability that secondary infection i was caused by
infection j in the dataset. While w(t) can be estimated using a
Weibull, Gamma, or log-normal distribution, we use a nonpara-
metric histogram estimator with bin-width of 1 day to prevent
model misspecification.
Competing models can be compared using the Akaike infor-
mation criterion (Akaike 1974), AIC = 2p − 2 log(L). The
AIC balances goodness of fit measured by the log-likelihood,
log(L), and over-parameterization by penalizing the number of
parameters, p (lower AIC is better). Alternatively, the goodness
of fit of a branching process model can be assessed using residual





The rescaled times are distributed according to a unit rate
Poisson process if the model is correctly specified.
2.1. Using Reported Death Data to Estimate the
Reproduction Number
We estimate the reproduction number of COVID-19 in Indiana
from both new reported case data and mortality data. While
it is standard to use reported infections to estimate the repro-
duction number, in the case of Indiana the daily rate of testing
has steadily increased since the start of the pandemic (https://
www.coronavirus.in.gov/). In such a scenario, the reproduction
number may be over-estimated as the rate of increase of reported
infections is partly explained by an increase in testing. On
the other hand, reported death counts also suffer from under-
counting (Weinberger et al. 2020).
We note that under certain modeling assumptions, the repro-
duction number can be estimated from either reported infec-
tions or deaths, though the latter estimate will be lagged due to
the time between a confirmed case and a subsequent fatality.
For example, consider a susceptible-infected-recovered-death
(SIRD) model governed by dS/dt = −βSI/N, dI/dt =
βSI/N − γ I, dR/dt = (1 − c)γ I, and dD/dt = cγ I. Here it
is assumed that some fraction, c, of those who are infected will
subsequently correspond to a fatality. In Figure 1, we simulate
such a model with N = 106, γ = 0.2, β = 0.2 and c = 0.01. We
note that during the initial phase of the simulation when S ≈ N,
the exponential growth rates of new daily infections and new
daily deaths are the same. When we apply the EM algorithm with
the histogram estimator in Equations (5)–(9) to the simulated
SIRD data, we obtain similar estimates for Rt , close to the true
value of R0 = 2, when using new infections (βSI/N) or new
deaths (cγ I).
Similarly, in Figure 1, we also display a simulation of a
Hawkes process of the form of Equation (1) with μ = 1,
R0 = 2, and inter-infection time distribution w(t) given by a
Weibull(6, 2). We assume a fraction c = 0.1 of infections lead
to a fatality where the infection-death inter-time distribution is
given by a Weibull(5, 3). Again, we observe that the growth rate
of new infections and new deaths is the same. When we apply
the EM algorithm with the histogram estimator in Equations
(5)–(9) to the simulated Hawkes process data, we obtain similar
estimates for Rt , close to the true value of R0 = 2, when using
new infections or new deaths.
However, there are certainly scenarios where the estimated
reproduction number will be different when infections or
deaths are analyzed. For example, transmission may not be a
homogeneous process across the population, and instead sub-
populations with higher (or lower) case-fatality rates could have
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Figure 1. New infections and new deaths in a SIRD model simulation with N = 106, γ = 0.2, β = 0.2, and c = 0.01 (top left) along with estimated reproduction number
Rt (bottom left). New infections and new deaths in a Hawkes process simulation with μ = 1, R0 = 2, inter-infection time distribution Weibull(6, 2), infection-death time
distribution Weibull(5, 3), and case fatality rate 0.1 (top right) and estimated reproduction number Rt using EM algorithm with histogram estimator (bottom right).
higher (or lower) contact rates. There also could be temporal
trends, for example, the case-fatality rate could go down over
time as the quality of medical interventions improves. Including
these types of effects in estimates of the dynamic reproduction
number are outside of the scope of this article.
3. Results
We apply the estimation procedure outlined above to Indiana
COVID-19 case and mortality daily counts (new cases rather
than cumulative) from March 5, 2020 to April 26, 2020. While
school and business closings occurred on March 16, 2020, there
is limited case data available before this date and we therefore
assume R0 is constant across all models up until the stay-at-
home order on March 24, 2020.
We present estimated Rt curves in Figure 2, estimated inten-
sities λt (Figure 3), and inter-infection time distributions ω(t)
(Figure 4), and in Table 1, we present the corresponding AIC
values for the different models (step, exponential, histogram),
different data sources (Johns Hopkins: Dong, Du, and Gardner
2020, Covid Tracking Project: https://covidtracking.com/, State
of Indiana: https://www.coronavirus.in.gov/), and different data
types (case counts or mortality).
The first observation of note is that the AIC values are lower
for all models using the local in.gov data rather than data
from aggregation websites. In the case of Indiana, new cases
and deaths on a given date are routinely reported to the state
department of health several days after the fact (with reporting
often paused on the weekend). While the data on Indiana’s
state health website are retrospectively updated and corrected,
the aggregation website data are based on daily updates to
cumulative counts. Importantly, these sites do not go back and
correct historical cumulative count data. Consequently, artificial
peaks and valleys are present in the covidtracking and jhu
estimates (see Figure 3). Our findings are consistent with recent
recommendations to use local data whenever possible (Jewell,
Lewnard, and Jewell 2020).
Variation in estimates of Rt that arise from using either
case or death counts is higher earlier in the Indiana epidemic.
Estimates of Rt are initially as high as 5 when using case data
but are between 2 and 4 using death counts. The high value of
Rt early on for cases may be due to the initial lack of testing
followed by a rapid growth in testing over a several week period.
We find a larger variation in Rt across models than across
data sources. For example, when applied to jhu case data the
models provide final Rt values (at our study’s end date of April
26th) of 1.20 (histogram), 0.83 (step), and 0.66 (exponential).
Across the datasets, the estimated value of Rt at the final time
tends to be higher for the histogram as it adapts to changes
in reproduction after Indiana’s March 24th stay-at-home order.
While Rt fell below 1 according to the histogram several weeks
after the order, it later rose back above 1 (possibly due to lack of
adherence to social distancing or the emergence of new clusters
in counties outside of the Indianapolis Metropolitan area). The
histogram estimator also consistently has the lowest AIC values
of the competing models because of its ability to adapt to local
changes in time.
While the AIC is useful for comparing competing models,
goodness of fit of a point process model can be evaluated using
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Figure 2. Fitted Rt curves for histogram estimator (blue), step function (red), and exponential decay (yellow) applied to different Indiana COVID-19 data types and data
sources.
Figure 3. Fitted intensity λt curves for histogram estimator (blue), step function (red), and exponential decay (yellow) applied to different Indiana COVID-19 data types
and data sources. Example realizations of λt simulated for 14 days past the current date (dashed line) show growth or decay depending on whether Rt > 1 or Rt < 1.
residual analysis. In Figure 3, we plot point process intensities fit
to Indiana COVID-19 cases and deaths per day from March 5,
2020 to April 26, 2020. We again use a histogram estimate for the
inter-infection time distribution ω(t) which we plot in Figure 4.
In Figure 5, we plot the normalized cumulative distribution of
rescaled event times and compare them to confidence bounds of
the cumulative distribution for a unit rate Poisson process. We
find that the estimated intensity using the histogram and expo-
6 G. MOHLER ET AL.
Figure 4. Fitted inter-infection time distribution ω(ti − tj) curves for histogram estimator (blue), step function (red), and exponential decay (yellow) applied to different
Indiana COVID-19 data types and data sources.
Table 1. Comparison of dynamic Rt model fits across estimator type, data sources,
and data types for Indiana COVID-19 data.
Model Dataset Datatype Log-likelihood AIC Rfinal (SE)
hist covidtracking deaths 1965.80 −3921.60 1.17 (0.40)
step covidtracking deaths 1824.10 −3644.20 0.68 (0.14)
exp covidtracking deaths 1947.40 −3890.90 0.49 (0.12)
hist in.gov deaths 1980.10 −3950.20 0.97 (0.37)
step in.gov deaths 1951.50 −3899.00 0.95 (0.16)
exp in.gov deaths 1967.50 −3931.00 0.59 (0.13)
hist jhu deaths 1954.60 −3899.30 1.12 (0.39)
step jhu deaths 1877.30 −3750.60 0.85 (0.16)
exp jhu deaths 1944.60 −3885.20 0.47 (0.11)
hist covidtracking cases 81,521.00 −163,030.00 1.19 (0.41)
step covidtracking cases 80,809.00 −161,610.00 0.83 (0.15)
exp covidtracking cases 80,838.00 −161,670.00 0.67 (0.14)
hist in.gov cases 81,534.00 −163,060.00 1.19 (0.41)
step in.gov cases 80,727.00 −161,450.00 0.83 (0.15)
exp in.gov cases 80,853.00 −161,700.00 0.67 (0.14)
hist jhu cases 81,516.00 −163,020.00 1.20 (0.41)
step jhu cases 80,741.00 −161,480.00 0.83 (0.15)
exp jhu cases 80,793.00 −161,580.00 0.66 (0.14)
NOTE: Number of bins is B = 5 for the histogram estimator. The other two models
each have p = 2 parameters for the dynamic reproduction number. Bold values
represent relative likelihood >0.999.
nential decay for Rt provides a good fit to Indiana new deaths
per day, whereas the intensity that uses a step function for Rt
under-estimates the empirical death rate. This is in comparison
to Figure 3, where all of the intensities appear to give plausible
fits to the data based upon visual inspection.
4. Discussion
Over the course of the COVID-19 pandemic, state and local pol-
icymakers have employed mathematical models and projections
to inform decisions about implementing, relaxing, and reim-
posing a variety of public health interventions. Policymakers
and public officials have at times focused on the predictions of
individual models without making comparisons to other models
that might yield different results. During the first months of
the pandemic, notably, top presidential advisors regularly refer-
enced the Institute for Health Metrics and Evaluation (IHME)
model (IHME COVID-19 Health Service Utilization Forecast-
ing Team and Murray 2020), which generated more optimistic
projections than several high-profile alternatives (Bui et al.
2020).
It is critical that policymakers and political leaders consider
the role of model and data selection when attempting to respond
to an outbreak such as the COVID-19 pandemic. Focusing on
one model and data source, decision-makers might easily draw
misleading conclusions about the impacts of public health inter-
ventions on the transmission of COVID-19. Confronted with
the social and economic costs that flow from stringent social
distancing measures, political leaders may be drawn toward
the most optimistic projections. Here, however, we show that
conclusions about when COVID-19 transmission might peak
depend on the type of model that is used and on the data that is
used.
In the present study, we find that a histogram estimator for
dynamic R(t) provides the most accurate fit to Indiana COVID-
19 data during the early stages of the COVID-19 pandemic, with
the exponential model also providing a plausible fit according to
residual analysis. We emphasize, however, that these results may
not generalize to other datasets and time periods. For other data
and for different time periods, model comparison and goodness
of fit analysis should again be applied. We also note that while
this analysis was limited to temporal data, in the future, access
to detailed spatial-temporal data on individual cases may enable
more precise estimation of spatial-temporal triggering in these
types of models.
STATISTICS AND PUBLIC POLICY 7
Figure 5. Normalized cumulative distribution of rescaled event times along with 95% error bounds of the Kolmogorov–Smirnov statistic for histogram-based intensity
(left), step function (middle), and exponential (right) applied to in.gov daily death counts.
During the early stages of the COVID-19 pandemic, it
was important that forecasting models be rapidly developed
to inform decision-making. Now that these models have
been implemented and knowledge of COVID-19 transmission
dynamics has matured, research is needed on the trade-offs
between competing model and data choices. Here, we showed
that, when varying the estimator of dynamic Rt between three
simple choices, along with 3 different data sources, we get dra-
matically different answers to the question of whether public
health interventions in Indiana during Spring 2020 reduced the
reproduction number to below one.
As the COVID-19 pandemic has progressed, decision-
makers have faced a myriad of new challenges and cross-
pressures. Economic concerns, social costs, and public fatigue
with health interventions have interacted with misinformation
and partisan positioning to help foster an environment in which
key political leaders have publicly expressed comfort with ongo-
ing community spread. As COVID-19’s reproduction number
declined during the late spring and early summer of 2020,
states and localities began relaxing mandated social distancing
measures. Often framed in terms of the need for increased
economic activity, these policy changes had a substantial impact
on individual behavior and on public perceptions of the threat
of ongoing transmission. In many areas, relaxation was followed
by periods where Rt again rose above 1, resulting in new cases
and deaths.
In several high-profile cases, state Governors implemented
a new round of public health interventions. In California and
Texas, for instance, Governors allowed bars to reopen and then
moved to close them again as they became associated with
increases in COVID-19 transmission. Similar patterns were
observed during the 1918 Influenza pandemic (Bootsma and
Ferguson 2007). In Indiana, meanwhile, Governor Eric Hol-
comb announced a new set of restrictions in November 2020 as
case counts and hospitalizations began to soar. As of November
15, 2020, the histogram model estimate for the reproduction
number was Rt = 1.3 in Indiana.
Moving forward, modeling will continue to play a critical
role in informing policy decisions. The results presented here
emphasize both the complex nature of the pandemic and the
critical importance of acknowledging that findings about the
impacts of public policy interventions will vary as a result of
model and data selection. In making decisions about public
health measures and in gauging the impact of various inter-
ventions, policy-makers should be careful to consider model
specification, goodness of fit, and the sensitivity of models to
the choice of input data.
Funding
This research was supported by NSF grants SCC-1737585, ATD-1737996,
and ATD-1737925.
References
Akaike, H. (1974), “A New Look at the Statistical Model Identification,”
IEEE Transactions on Automatic Control, 19, 716–723. [3]
Baumgartner, F. R., and Jones, B. D. (2015), The Politics of Information:
Problem Definition and the Course of Public Policy in America, Chicago,
IL: University of Chicago Press. [1]
Bertozzi, A. L., Franco, E., Mohler, G., Short, M. B., and Sledge, D. (2020),
“The Challenges of Modeling and Forecasting the Spread of COVID-19,”
arXiv no. 2004.04741. [2]
Bootsma, M. C., and Ferguson, N. M. (2007), “The Effect of Public Health
Measures on the 1918 Influenza Pandemic in US Cities,” Proceedings of
the National Academy of Sciences of the United States of America, 104,
7588–7593. [7]
Bui, Q., Katz, J., Parlapiano, A., and Sanger-Katz, M. (2020), “What 5
Coronavirus Models Say the Next Month Will Look Like,” New York
Times. [6]
Carpenter, D. (2014), Reputation and Power: Organizational Image and
Pharmaceutical Regulation at the FDA (Vol. 137), Princeton, NJ: Prince-
ton University Press. [1]
Cauchemez, S., Boëlle, P.-Y., Donnelly, C. A., Ferguson, N. M., Thomas, G.,
Leung, G. M., Hedley, A. J., Anderson, R. M., and Valleron, A.-J. (2006),
“Real-Time Estimates in Early Detection of SARS,” Emerging Infectious
Diseases, 12, 110. [2]
Dong, E., Du, H., and Gardner, L. (2020), “An Interactive Web-Based
Dashboard to Track COVID-19 in Real Time,” The Lancet Infectious
Diseases, 20, 533–534. [2,4]
Epp, D. A. (2018), The Structure of Policy Change, Chicago, IL: University
of Chicago Press. [1]
Farrington, C., Kanaan, M., and Gay, N. (2003), “Branching Process Models
for Surveillance of Infectious Diseases Controlled by Mass Vaccination,”
Biostatistics, 4, 279–295. [2]
Flaxman, S., Mishra, S., Gandy, A., Unwin, H., Coupland, H., Mellan, T.,
Zhu, H., Berah, T., Eaton, J., Perez Guzman, P., Schmit, N., Cilloni, L.,
Ainslie, K., Baguelin, M., Blake, I., Boonyasiri, A., Boyd, O., Cattarino,
L., Ciavarella, C., Cooper, L., Cucunuba Perez, Z., Cuomo-Dannenburg,
G., Dighe, A., Djaafara, A., Dorigatti, I., Van Elsland, S., Fitzjohn, R.,
Fu, H., Gaythorpe, K., Geidelberg, L., Grassly, N., Green, W., Hallett, T.,
Hamlet, A., Hinsley, W., Jeffrey, B., Jorgensen, D., Knock, E., Laydon, D.,
Nedjati Gilani, G., Nouvellet, P., Parag, K., Siveroni, I., Thompson, H.,
Verity, R., Volz, E., Walters, C., Wang, H., Wang, Y., Watson, O., Winskill,
P., Xi, X., Whittaker, C., Walker, P., Ghani, A., Donnelly, C., Riley, S.,
Okell, L., Vollmer, M., Ferguson, N., and Bhatt, S. (2020), “Estimating the
8 G. MOHLER ET AL.
Number of Infections and the Impact of Non-Pharmaceutical Inter-
ventions on COVID-19 in 11 European Countries,” Imperial College
COVID-19 Response Team. [2,3]
Frieden, T. R. (2017), “Evidence for Health Decision Making—Beyond
Randomized, Controlled Trials,” New England Journal of Medicine, 377,
465–475. [1]
Gostin, L. O., and Hodge, J. G. (2020), “US Emergency Legal Responses to
Novel Coronavirus: Balancing Public Health and Civil Liberties,” JAMA,
323, 1131–1132. [1]
Gostin, L. O., and Wiley, L. F. (2020), “Governmental Public Health Powers
During the COVID-19 Pandemic: Stay-at-Home Orders, Business Clo-
sures, and Travel Restrictions,” JAMA, 323, 2137–2138. [1]
Hawkes, A. G., and Oakes, D. (1974), “A Cluster Process Representation
of a Self-Exciting Process,” Journal of Applied Probability, 11, 493–503.
[2]
Head, B. W. (2008), “Wicked Problems in Public Policy,” Public Policy, 3,
101. [1]
Hellewell, J., Abbott, S., Gimma, A., Bosse, N. I., Jarvis, C. I., Russell,
T. W., Munday, J. D., Kucharski, A. J., Edmunds, W. J., Sun, F., and
Flasche, S. (2020), “Feasibility of Controlling COVID-19 Outbreaks by
Isolation of Cases and Contacts,” The Lancet Global Health, 8, e488–e496.
[1]
IHME COVID-19 Health Service Utilization Forecasting Team, and Mur-
ray, C. J. (2020), “Forecasting COVID-19 Impact on Hospital Bed-
Days, ICU-Days, Ventilator-Days and Deaths by US State in the Next
4 Months,” medRxiv. [6]
Ivorra, B., Ferrández, M., Vela-Pérez, M., and Ramos, A. (2020), “Math-
ematical Modeling of the Spread of the Coronavirus Disease 2019
(COVID-19) Considering Its Particular Characteristics. The Case of
China,” Technical Report, MOMAT, available at https://doi-org.usm.idm.
oclc.org. [2,3]
Jewell, N. P., Lewnard, J. A., and Jewell, B. L. (2020), “Predictive Mathe-
matical Models of the COVID-19 Pandemic: Underlying Principles and
Value of Projections,” JAMA, 323, 1893–1894. [4]
Lekone, P. E., and Finkenstädt, B. F. (2006), “Statistical Inference in a
Stochastic Epidemic SEIR Model With Control Intervention: Ebola as
a Case Study,” Biometrics, 62, 1170–1177. [2,3]
Lewis, E., and Mohler, G. (2011), “A Nonparametric EM algorithm for
Multiscale Hawkes Processes,” Journal of Nonparametric Statistics, 1, 1–
20. [3]
Lewnard, J. A., and Lo, N. C. (2020), “Scientific and Ethical Basis for Social-
Distancing Interventions Against COVID-19,” The Lancet Infectious
Diseases, 20, 631–633. [2]
Liu, Y., Gayle, A. A., Wilder-Smith, A., and Rocklöv, J. (2020), “The
Reproductive Number of COVID-19 Is Higher Compared to SARS
Coronavirus,” Journal of Travel Medicine, 27, 1–4. [1]
Lloyd, A. L. (2001), “Destabilization of Epidemic Models With the Inclusion
of Realistic Distributions of Infectious Periods,” Proceedings of the Royal
Society of London, Series B, 268, 985–993. [2]
Meyer, S., Held, L., and Höhle, M. (2017), “Spatio-Temporal Analysis of
Epidemic Phenomena Using the R Package Surveillance,” Journal of
Statistical Software, 77, 1–55. [2]
Mohler, G. O., Short, M. B., Brantingham, P. J., Schoenberg, F. P., and Tita,
G. E. (2011), “Self-Exciting Point Process Modeling of Crime,” Journal of
the American Statistical Association, 106, 100–108. [3]
Obadia, T., Haneef, R., and Boëlle, P.-Y. (2012), “The R0 Package: A Toolbox
to Estimate Reproduction Numbers for Epidemic Outbreaks,” BMC
Medical Informatics and Decision Making, 12, 147. [2]
Ogata, Y. (1988), “Statistical Models for Earthquake Occurrences and
Residual Analysis for Point Processes,” Journal of the American Statistical
Association, 83, 9–27. [3]
Pan, A., Liu, L., Wang, C., Guo, H., Hao, X., Wang, Q., Huang, J., He,
N., Yu, H., Lin, X., and Wei, S. (2020), “Association of Public Health
Interventions With the Epidemiology of the COVID-19 Outbreak in
Wuhan, China,” JAMA, 323, 1915–1923. [1]
Remuzzi, A., and Remuzzi, G. (2020), “COVID-19 and Italy: What Next?,”
The Lancet, 395, 1225–1228. [1]
Rizoiu, M.-A., Mishra, S., Kong, Q., Carman, M., and Xie, L. (2018), “SIR-
Hawkes: Linking Epidemic Models and Hawkes Processes to Model
Diffusions in Finite Populations,” in Proceedings of the 2018 World Wide
Web Conference, pp. 419–428. [2]
Schoenberg, F., Hoffmann, M., and Harrigan, R. (2019), “A Recursive
Point Process Model for Infectious Diseases,” Annals of the Institute of
Statistical Mathematics, 71, 1271–1287. [2]
Sledge, D. (2017), Health Divided: Public Health and Individual Medicine
in the Making of the Modern American State, Lawrence, KS: University
Press of Kansas. [1]
Thomson, K., and Nachlis, H. (2020), “Emergency Use Authorizations
During the COVID-19 Pandemic: Lessons From Hydroxychloroquine
for Vaccine Authorization and Approval,” JAMA, 324, 1282–1283. [1]
Veen, A., and Schoenberg, F. P. (2008), “Estimation of Space-Time Branch-
ing Process Models in Seismology Using an EM-Type Algorithm,” Jour-
nal of the American Statistical Association, 103, 614–624. [3]
Walensky, R. P., and del Rio, C. (2020), “From Mitigation to Containment
of the COVID-19 Pandemic: Putting the SARS-CoV-2 Genie Back in the
Bottle,” JAMA, 323, 1889–1890. [1]
Wallinga, J., and Teunis, P. (2004), “Different Epidemic Curves for Severe
Acute Respiratory Syndrome Reveal Similar Impacts of Control Mea-
sures,” American Journal of Epidemiology, 160, 509–516. [2]
Weinberger, D. M., Chen, J., Cohen, T., Crawford, F. W., Mostashari, F.,
Olson, D., Pitzer, V. E., Reich, N. G., Russi, M., Simonsen, L., and
Watkins, A. (2020), “Estimation of Excess Deaths Associated With the
COVID-19 Pandemic in the United States, March to May 2020,” JAMA
Internal Medicine, 180, 1336–1344. [3]
You, C., Deng, Y., Hu, W., Sun, J., Lin, Q., Zhou, F., Pang, C. H., Zhang,
Y., Chen, Z., and Zhou, X.-H. (2020), “Estimation of the Time-Varying
Reproduction Number of COVID-19 Outbreak in China,” available at
SSRN 3539694. [2]
