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We have characterized the robust propagation modes of electromagnetic waves in helical struc-
tures by the section Chern number that is defined for a two-dimensional (2D) section of the three-
dimensional (3D) Brillouin zone. The Weyl point in the photonic bands is associated with a dis-
continuous jump of the section Chern number. A spatially localized Gaussian basis set is used to
calculate the section Chern numbers where we have implemented the divergence-free condition on
each basis function in 3D. The validity of the bulk-edge correspondence in a 3D photonic crystal is
discussed in relation to the broken inversion symmetry.
I. INTRODUCTION
Photonic crystals1–3 are systems with a spatially pe-
riodic structure of refractive medium. Electromagnetic
(EM) fields in a photonic crystal are given by the Bloch
states where frequency dispersion may have an energy
gap as the electronic band dispersion of solids. This
gives us an opportunity to simulate microscopic quan-
tum states of electrons by the macroscopic EM waves
governed by the classical Maxwell equations. Especially,
simulating topologically nontrivial phases in quantum
solids has been an extensively studied topic these days.
A prototypical topological phase of matter is an inte-
ger quantum Hall state4, where its topological nature is
encoded in a topological invariant, the Chern number,
calculated using the Bloch wave functions5. A physi-
cal consequence of the topological nature is quantization
of the Hall conductance, since it is proportional to the
Chern number. On the other hand, the quantization
is also explained in terms of the chiral edge states6,7.
Generally, there is an intimate relation between bulk
topology and edge states, as known as the bulk-edge
correspondence8. So, we can access topological proper-
ties of the bulk via edge states, or inversely, we can know
about the edge/surface states by the bulk information
alone.
The idea of the bulk-edge correspondence is especially
important in photonic systems9–21, since there is no “Hall
conductance” in photonic systems, while edge states are
always physical observable. Since we have the Bloch
states and the Brillouin zone in periodic photonic sys-
tems, the Chern number is well-defined as in electronic
systems. Then, comparing the bulk Chern number and
the edge states is a natural strategy to attack topological
issues in photonic systems. In fact, quantum Hall state
analogs in 2D photonic crystals have been discussed fo-
cusing on the edge states. Note that in such studies, the
time reversal symmetry (TRS) breaking is mandatory to
realize a quantum Hall analog.
In this paper, a Gaussian type localized basis set based
method is introduced for numerical evaluation of the
Bloch states of the EM waves. With the localized ba-
sis set, momentum, which defines the Brillouin zone, is
treated as a twisted boundary condition eiφα , α = x, y,
and then, the basis functions naturally and strictly be-
comes periodic in momentum φα. Since we will explain
later, this feature is advantageous in the Chern number
calculation, and this is the reason for our choice of the lo-
calized basis set. The Gaussian expansion is not the only
choice for the localized basis set, i.e., for instance, the fi-
nite element method22–26 gives an alternative. However,
the Gaussian basis element is convenient when deriva-
tives of the basis functions are required, obviously due to
its Gaussian nature. Such a situation really arises in 3D
crystals where the decomposition of the EM field into TE
or TM modes is impossible. We demonstrate the merit
of the Gaussian expansion through the calculation of the
“section” Chern numbre27–30 of the 3D photonic crystals.
As we explained, the introduced method is applied to
3D photonic crystals. First of all, note that it is possible
to define and use the Chern number to characterize the
given system even in 3D cases as follows. That is, let us
fix one of the three components of the momentum, say
k3, and define the Chern number C(k3) using (k1, k2) as
a periodic parameter space. Since this parameter space
is a 2D section of the 3D Brillouin zone, we call C(k3)
the section Chern number. This section Chern number
is well defined only when the band gap is always finite
on the constant k3 plane (section). Different from the
usual Chern number in 2D systems, the section Chern
number can be finite even in systems having TRS. This
feature enables us to realize a topologically nontrivial
state in photonic crystals without magneto-optical me-
dia. Specifically, C(k3) can take a nonzero value when
the TRS or the spatial inversion symmetry (SIS) is bro-
ken.
Since the section Chern number C(ki) is a topological
invariant, it can change only when the band gap vanishes
at a certain point on the constant ki plane. Generally,
this gap closing point is a Weyl point in the band struc-
ture, having a linear dispersion around it. Intriguing
topological properties are expected in the system with
the Weyl points31–34. Also, it has been already shown
that the Weyl points emerge in the double gyroid pho-
tonic crystal when TRS or SIS is broken18,20.
In this paper, we consider a photonic crystal of a sim-
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FIG. 1. (a) Gaussian (spatially localized) basis elements are
put on the grid that divides unit cell uniformly in the direc-
tions of a1 and a2. (b) Each basis element is set on each unit
cell with the factor eik·R.
ple structure with Weyl points to discuss the topological
nature. In this paper, we limit ourselves to the cases
with TRS but without SIS. The considered system is
anisotropic and the Weyl points are clearly resolved only
in a constant kz plane in the Brillouin zone. We also dis-
cuss the edge states associated with the nonzero section
Chern number, which can be realized by making a wave
packet.
This paper is organized as follows. In Sec. II, we in-
troduce the Gaussian expansion method for the photonic
crystals, and explain the importance of the localized basis
set for the calculation of the Chern number. Section III
is devoted to demonstrate the validity and the usefulness
of the introduced method by applying the method to sim-
ple models. In Sec. IV, a specific photonic crystal having
the Weyl points in its photonic band structure is pro-
posed, and the section Chern number for that model is
evaluated. The relation between the section Chern num-
ber and the edge modes is also discussed. Summary and
discussion are given in Sec. V.
II. METHODS
The Maxwell equations for the normal modes intro-
duced as E(r, t) = e−iωtE(r) and H(r, t) = e−iωtH(r)
are written as
∇×E(r) = iωB(r), ∇×H(r) = −iωD(r),
∇ ·D(r) = 0, ∇ ·B(r) = 0. (1)
Here, we assume that the permittivity and the perme-
ability are linear and lossless, i.e., we assume
D(r) = ε0εˆ(r)E(r) , B(r) = µ0µˆ(r)E(r) , (2)
where εˆ(r) and µˆ(r) are 3× 3 tensors satisfying the Her-
mitian conditions εˆ† = εˆ and µˆ† = µˆ. With this assump-
tion, the Maxwell equations are rewritten into Hermitian
eigenequation forms as
∇× εˆ−1(r)∇×H(r) =
(ω
c
)2
µˆ(r)H(r) , (3)
∇× µˆ−1(r)∇×E(r) =
(ω
c
)2
εˆ(r)E(r) . (4)
We only have to solve the either of these eigenequations
with respect to E or H. In a spatially periodic system,
all the eigenstates are represented as Bloch states.
Roughly speaking, there are two ways to expand a
Bloch state. The first way is to use a basis set localized
in wave space like plane waves35–39, and the second way
is to use a basis set localized in real space. For the plane
wave type basis sets , a Bloch state is usually represented
as
ψk(r) =
∑
G
fGe
i(G+k)·r, (5)
with G denoting reciprocal lattice vectors. In this form,
each basis element is not periodic for a parameter change
k→ k +G, since eik·r and ei(G+k)·r are not identical.
On the other hand, for spatially localized basis sets, the
matrix eigenequation can be naturally made into periodic
in parameter k. A Bloch state is represented by localized
basis set as
ψk(r) =
1√
N
∑
m
eik·Rmwm(r) , (6)
withRm and N representing a lattice vector in real space
and the number of unit cells of the system under consid-
eration respectively, and wm(r) = w0(r −Rm). In this
form, a parameter k only appears as eik·Rm and is in-
troduced in the eigenequation as a boundary condition.
This periodicity is crucial in the numerical evaluation of
the Chern number40.
Representative localized functions are the maximally
localized Wannier functions41–44, however, it is known
that the so-called composite bands, which compose the
maximally localized Wannier functions, must be distin-
guished from the bands below and above by gaps with
vanishing Chern number45,46. However, photonic bands
are generally tangling in higher frequencies and it is not
common for photonic band structures to have an isolated
set of bands enclosed by gaps.
Then, we use a Gaussian basis set as a typical localized
basis set in the following. Explicitly, the Gaussian basis
element is written as
gλi,k(r) =
1√
N
∑
m,λ
eik·Rmfλ(rim) e−r
2
im/α
2
, (7)
with
fλ(rim) =
fλx (xim, yim, zim)fλy (xim, yim, zim)
fλz (xim, yim, zim)
 . (8)
3Here, suffices i and λ specify the grid position within
the unit cell and the polarization degrees of freedom re-
spectively, and rim = r − (Rm + ri). The fλi (x, y, z)
is a polynomial of (x, y, z). Using this basis set for the
eigenfunction expansion in Eq. (3), we obtain a matrix
eigenequation∑
j,λ′
Θiλ,jλ′(k) c
λ′
j =
(ω
c
)2∑
j,λ′
Oiλ,jλ′(k) c
λ′
j . (9)
Here, Θiλ,jλ′(k) is the matrix element of the operator in
the left hand side of Eq. (3), i.e., Θˆ = ∇ × εˆ−1(r)∇×,
which is explicitly written as
Θiλ,jλ′(k)=
〈
gλik
∣∣∇× εˆ−1(r)∇× ∣∣∣gλ′jk〉
=
∑
m
e−ik·Rm
∫
d3r
(
∇× fλ(rim) e−r2im/α2
)∗
·εˆ−1(r)
(
∇× fλ(rj0) e−r2j0/α2
)
. (10)
Here we used the Hermiticity of the rotation,
∫
d3r g∗(r)·
{∇ × f(r)} = ∫ d3r f(r)·{∇ × g(r)}∗ under the bound-
ary condition, lim
r→∞ g
λ
i,k(r) = 0. On the other hand,
Oiλ,jλ′(k) is the overlap, which is obtained as,
Oiλ,jλ′(k)=
〈
gλik
∣∣ µˆ(r) ∣∣∣gλ′jk〉
=
∑
m
e−ik·Rm
∫
d3r
(
fλ(rim) e
−r2im/α2
)∗
·µˆ(r)
(
fλ
′
(rj0) e
−r2j0/α2
)
. (11)
The integration is performed over the infinite spatial re-
gion. In many cases, a photonic crystal is constituted by
repetition of structures having different permittivity or
permeability from the uniform media. Then, it is conve-
nient to separate the inverse of permittivity εˆ−1(r) as
εˆ−1(r) = εˆ−1c +
(
εˆ−1(r)− εˆ−1c
)
. (12)
The first term of the right hand side is constant corre-
sponding to the uniform background media. The second
term is nonzero only in the region where the structures
exist. For the constant term, the integrals of the ma-
trix elements are the standard Gaussian integral, which
can be analytically evaluated. For the second term, the
numerical integration is easy since the integrand is fi-
nite only in the limited region. The same argument also
applies to the inverse of the permeability µˆ−1(r). For a
uniform system all the matrix elements are given without
numerical integration.
A. Gaussian basis set (2D case)
First, we consider the 2D case. Here, 2D means that
εˆ(r) and µˆ(r) have no dependence on z. In such a system,
a mirror plane perpendicular to the z axis exists and the
solutions of Eqs. (3) and (4) are separated into TE modes
(Hz polarization) or TM modes (Ez polarization). As
a result, we only have to consider the z component of
either field H or E, which indicates that the equation to
be solved becomes a scalar equation.
For the scalar eigenequation, we use a basis element
gik(r) =
1√
N
∑
m
eik·Rme−r
2
im/α
2
. (13)
Each basis function is cylindrically symmetric and there
are finite overlaps between the basis functions. Then,
these basis elements are put on the grid dividing the unit
cell regularly (Fig.1). Later, we will see that the simple
configuration of the basis elements gives sufficient accu-
racy for our purpose, and there arises no need for further
attention on the distribution of the grids, which is often
important in the standard finite element methods.
For this basis set, the integral of the overlap Oij(k) for
the constant term (when µˆc = 1ˆ) is obtained as
Oemptyij (k) =
∑
m
piα2
2
e−ik·Rme−
r′m2
2α2 , (14)
where r′m = ri + Rm − rj . On the other hand, the
integral of the matrix element Θij(k) for the constant
term (when εˆ−1c = 1ˆ) is
Θemptyij (k) =
∑
m
piα2
2
e−ik·Rme−
r′m2
2α2
1
α2
(
2− r
′
m
2
α2
)
.
(15)
For the empty lattice, all the matrix elements of Eq. (9)
are given by using Eqs. (14) and (15). When some
structures are introduced, the additional work to obtain
matrix elements is the numerical integration within the
structures.
B. Gaussian basis set (3D case)
For a 3D system, it is generally impossible to decom-
pose the EM fields into TE or TM modes, and we have to
handle all three components of the vector eigenequation.
A naive thought suggests us to use the scalar Gaussian
functions [Eq. (13)] for each component of the vector as
ψk(r) =
3∑
λ=1
eλ
∑
i
cλikgik(r) . (16)
Here, eλ represents unit vectors in three orthogonal di-
rections. This naively introduced basis set, however,
has a deficiency in the following sense. Firstly, note
that the divergence of the Eq. (3) vanishes because of
∇· (∇× f(r)) = 0 for any vector field f(r). Thus, when
the permeability is constant and isotropic, the solution
of Eq. (3) satisfies the constraint,
∇ ·H(r) = 0. (17)
4On the other hand, the divergence of Eq. (16) is
∇ ·
∑
i,λ
eλc
λ
ikgik(r) =
∑
i,λ
(−2αxλ) cλikgik(r) , (18)
where the right-hand side does not vanish except in the
trivial case with cλik = 0 for all combinations of i and λ.
Namely, expansion Eq. (16) does not satisfy constraint
Eq.(17), and as a consequence, the spectrum of the eigen-
values includes unphysical spurious values. For each basis
to satisfy constraint Eq. (17), we modify each basis by
taking its rotation as
gλik(r) = ∇× eλgik(r)
=
3∑
µ,ν=1
εµλν (−2αxµ) gik(r) eν ,
(19)
where ελµν is an anti-symmetric symbol (ε123 = 1). This
is also obtained by choosing three independent basis
elements of the lowest order from Eq. (7) under the
divergence-free condition. The modified basis element
Eq. (19) has no divergence, and satisfies the constraint
[Eq. (17)]. We expand the solution using these basis ele-
ments as
ψk(r) =
3∑
λ=1
∑
i
cλikg
λ
ik(r) . (20)
Here again, we write down the integral values for this ba-
sis set. The integrals for the constant term of the overlaps
Oiz,jz (k) and Oix,jz (k) are
Oemptyiz,jz (k)=
∑
m
√(
piα2
2
)3
e−ik·Rme−
r′m2
2α2
× 1
α2
{
2− 1
α2
(
x′m
2
+ y′m
2
)}
(21)
Oemptyix,jz (k)=
∑
m
√(
piα2
2
)3
e−ik·Rme−
r′m2
2α2
1
α4
x′mz
′
m (22)
respectively, while the integrals for the matrix elements
Θiz,jz (k) and Θix,jz (k) are
Θemptyiz,jz (k) =
∑
m
√(
piα2
2
)3
e−ik·Rme−
r′m2
2α2
× 1
α4
[ 1
α4
(
x′m
2
+ y′m
2
)2
− 9
α2
(
x′m
2
+ y′m
2
)
+
z′m
2
α2
{ 1
α2
(
x′m
2
+ y′m
2
)
− 2
}
+ 10
]
(23)
Θemptyix,jz (k) =
∑
m
√(
piα2
2
)3
e−ik·Rme−
r′m2
2α2
×x
′
mz
′
m
α6
(
7− r
′
m
2
α2
)
(24)
respectively. The integrals of the other components are
obtained by permutations of the indices x, y, and z. In
addition, the integrals are invariant against the simulta-
neous exchange of the position of the localization center
and the direction of the polarization (iλ′ ↔ jλ). Thus
all matrix components for an isotropic bulk dielectric are
given by Eqs. (22)-(24). The grid points for these ba-
sis elements can be chosen to divide the unit cell of the
Bravais lattice with a regular spacing like Fig. 1.
Here, we make some comments on the case of spatially
varying µˆ(r). In such a case, we have ∇ ·H(r) 6= 0, but
the expansion (Eq. (16)) still produces a spurious spec-
trum. However, the basis set (Eq. (19)) is also insufficient
because it has no longitudinal component ofH(r), which
should arise in this case.
C. Chern number calculation
The most sophisticated method for the calculation of
the Chern number seems to be the one devised by Fukui,
Hatsugai and Suzuki40. Here, let us review the method
briefly. In this method, the Chern number is derived on
a discretized mesh of the Brillouin zone. An U(1) link
variable is defined as
Uµ(kl) ≡ 〈n(kl) |n(kl + eµ)〉|〈n(kl) |n(kl + eµ)〉| , (25)
where |n(kl)〉 is the nth eigenvector obtained by diago-
nalizing an eigenequation, kl represents a lattice point
in the discretized, Brillouin zone and eµ represents one
lattice displacement in the direction µ (= 1, 2). The kl
is invariant under the displacement of periodic length
kl + Nµeµ = kl. From the link variable, a lattice field
strength is taken as
F˜12(kl)≡ lnU1(kl)U2(kl+e1)U−11 (kl+e2)U−12 (kl)
−pi < 1
i
F˜12(kl) ≤ pi. (26)
Here the field strength is defined as the principal branch
of the logarithm. From this field strength, the Chern
number is computed as
c˜ =
1
2pii
∑
l
F˜12(kl) , (27)
where the sum is taken over all the lattice points in Bril-
louin zone. It is straightforward to extend this method
to multiband cases.
Equation (26) naturally reflects gauge invariance. The
result is always given as an integer because of the peri-
odicity of the parameters (|n(kl +Nµeµ)〉 = |n(kl)〉) and
it can be seen by fixing the gauge over the entire lattice
points. A gauge potential is defined as
A˜µ(kl) = lnUµ(kl) , −pi < 1
i
A˜µ(kl) ≤ pi, (28)
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FIG. 2. Band structures of empty lattices (homogeneous systems εˆ = 1ˆ and µˆ = 1ˆ). (a) Dispersion of 2D square empty lattice
calculated by using 64 (8× 8) scalar Gaussian basis elements. The basis elements are located on grid points that regularly the
divide square lattice. Results of different settings are compared between α = d (solid lines) and α = 0.83d (broken lines). For
the basis set with smaller overlap (broken line),the lowest eigenvalue at Γ point does not converge to 0. (b) Dispersion of 3D
simple cubic empty lattice calculated by using 1,536 basis elements with α = 1.07d (solid lines) and α = d (broken line). The
fictitious divergence of the lowest eigenvalue near Γ suppressed by taking larger overlap (solid line). The lowest eigenstate at
Γ point cannot be restored by the vector Gaussian basis set.
which is periodic on the lattice A˜µ(kl +Nµeµ) = A˜µ(kl).
The field strength (Eq. (26)) is related to this gauge po-
tential by
F˜12(kl) = 41A˜2 −42A˜1 + 2piin12(kl) , (29)
where 4µ represents a forward difference operation
4µA˜(kl) = A˜(kl + eµ)−A˜(kl) and n12(kl) is an integer-
valued field that makes −pi < F˜12/i ≤ pi. Taking the sum
of Eq. (29), the first and second terms of the right hand
side cancel between adjacent links. Then the total sum
of those terms vanishes because of the periodicity, and
the result is given by
c˜ =
∑
l
n12(kl) . (30)
For the Gaussian(spatially localized) basis sets, |n(k)〉
is given by the eigenvector of the matrix eigenequation
(Eq. (9)). Since Eq. (9) is invariant under the displace-
ment k → k + G, it is guaranteed that the computed
Chern number is an integer.
III. TEST FOR THE METHOD
A. Empty lattice
In this subsection, we give appropriate settings for the
Gaussian basis sets to produce sufficiently accurate re-
sults for empty lattices in 2D and 3D cases. Further,
using the determined setting, we calculate band struc-
tures of typical photonic crystals of both 2D and 3D as
examples.
Let us begin with the 2D empty lattice, in which the
equation to be solved becomes a scalar equation. The
results for a square lattice are shown in Fig. 2(a) for two
different settings represented as solid and broken lines.
For both of the settings, we use 64 basis elements on
regularly aligned grid points, i.e., eight basis elements per
each direction. The broken line is obtained by setting the
localization factor in the e−r
2/α2 to α = 0.87d (d being
the spacing between two gird points) and the solid line is
obtained by setting it to α = d. A good convergence for
these settings requires matrix elements up to the fifth-
nearest-neighbor pairs of the grid points. The necessary
furthest pairs for matrix elements are determined by the
overlap length of the matrix Θ since the convergence of
the matrix elements of Θ is slower than those of O.
Within the shown frequency scale, the solid and broken
lines overlap well and the solid lines match perfectly with
the analytically derived dispersion, namely, ω = ck folded
in the first Brillouin zone. However, at the Γ-point, the
lowest band does not converge to ω → 0, in k → 0 limit.
This mismatch comes from the fact that the Gaussian
basis elements should have sufficiently large overlaps be-
tween them in order to compose a spatially homogeneous
state, which is expected to be realized in the ω → 0 and
k → 0 limit. On the other hand, the accuracy for higher
frequency modes is improved by increasing the number
of basis elements since higher modes vary more rapidly in
space. The failure in the ω → 0 limit is usually irrelevant
in the discussion of topological states, since we usually
focus on photonic gaps at finite ω to see topological phe-
nomena.
For the 3D case, the vector equations should be treated
and the basis set
{
|g˜λik〉
}
is used. Also in this case, the
exact band structure of the empty lattice is well restored
by using 1, 536 basis elements, i.e., 512 grid points with
eight grid points per each direction, and three basis el-
ements (λ = 1, 2, 3) on each grid point. The results are
6shown in Fig. 2(b) for two different settings. The broken
line is obtained by setting the localization factor in the
|g˜λik〉[Eq. (19)] to α = d and the solid line is obtained
by setting it to α = 1.07d. However, since the |g˜λik〉 is
the Gaussian function multiplied by the first-order poly-
nomial, it extends in a broader region than the genuine
Gaussian function does.
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FIG. 3. Calculated band structure of dielectric columns ar-
ranged in a square lattice in air with radius r = 0.378a. We
set the relative permittivity ε = 8.9 in columns (ε = 1 in air).
Solid lines (dashed lines) represents TE (TM) mode disper-
sion. The calculation is performed using 64 basis elements
with α = d.
The difference of the first eigenvalues between α = d
and α = 1.07d near Γ-point is more prominent than the
2D case. We have confirmed that the results are well
converged and match perfectly to the dispersion, ω = ck,
folded in the first Brillouin zone in the shown frequency
scale when we set α more than 1.07d, which takes the
matrix elements up to the 8th nearest neighbor points.
Yet the lowest eigenmode at Γ point is never restored
with the basis set {|g˜λik〉}, due to the difficulty in rep-
resenting a uniform field by |g˜λik〉, since |g˜λij〉 is an odd
function with respect to its center.
B. The case of spatially modulated permittivity
To begin with, we choose an array of dielectric columns
arranged on a square lattice as a sample system for the
2D Gaussian basis set. We assume the radius of the col-
umn to be 0.378a with a representing the lattice spac-
ing, and the relative permittivity to be ε = 8.9 within
the columns (ε = 1.0 out of the columns)24. The cal-
culated dispersions for TE modes (solid lines) and TM
modes (dashed lines) are shown in Fig. 3. The calcula-
tion is done with the same setting as the empty lattice
[the solid line in Fig. 2(a)]. The numerical integration
between Gaussian basis elements converges by fining the
integral mesh up to α/5. The precision of the results
increases with the number of basis elements in one direc-
tion nx. In this system, the most of eigenvalues converge
in the shown scale before nx = 8, with which the result
in Fig. 3 is obtained.
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FIG. 4. Calculated band structure of the three-dimensional
square rod structure with the width of rod being 0.26a and the
relative permittivity ε = 13.0. The calculation is performed
using 1,536 basis elements with α = 1.07d.
In this case, the radius of the column r = 0.378a is rel-
atively large compared to the size of the unit cell. There-
fore the structure is smooth and well restored with the
integral mesh α/5 for nx = 8. However, when the radius
of the column is smaller, the basis set has to detect a
finer structure in integration and we need a larger num-
ber of basis elements, which implies slower convergence.
Another potential source of bad convergence is a sharp
structure such as a corner of a rectangular rod, and we
should be careful when such a structure is treated in the
present method.
Next, we choose a simple scaffold structure, namely a
three-dimensional square rod structure studied by So¨zu¨er
and Haus37, as an example system for the 3D Gaussian
basis set. We assume the width of the rod as 0.26a and
the relative permittivity ε = 13.0, which is the same
situation as in the study of Dobson et al.25. The result
shown in Fig. 4 is obtained with the same setting as in the
empty lattice case [the solid line in Fig. 2(b)]. As known,
there exists full gap between the fifth and sixth bands.
As in the case of the empty lattice, there is difficulty in
the ω → 0 and k → 0 limit, however, except that point,
the global profile of the calculated band structure, such
as the existence of the full gap, is consistent with that of
the previous works.
7IV. SECTION CHERN NUMBERS AND EDGE
STATES IN A 3D PHOTONIC CRYSTAL
In this section, we demonstrate the topologically pro-
tected edge states of EM waves associated with the finite
section Chern number in a 3D photonic crystal with bro-
ken SIS.
In a 3D periodic system, the wave vector has three
components, k1, k2, and k3, and the section Chern num-
ber is defined using two of them, regarding the remaining
one as a free parameter. If we fix k3, the section Chern
number Cn(k3) is defined as
Cn(k3) =
1
2pii
∫
dk1dk2 Bn,12(k),
Bn,12(k) = ∂k1An,2 (k)− ∂k2An,1 (k) ,
An,i(k) = 〈ψn(k)|∂ki |ψn(k)〉,
(31)
and those defined by fixing k1 or k2 are similarly
given by permutations of the components (k1, k2, k3) →
(k2, k3, k1)→ (k3, k1, k2). In order to make Cn(k3) well-
defined, the gap should remain finite over the entire k3
constant plane. In general, the section Chern number
takes any value, but the symmetry of a given system in-
duces restriction. If a system has TRS, the eigenstate for
k is related to that for −k by the bosonic time-reversal
operation T , as T |ψn(k)〉 = |ψn(−k)〉∗, which leads to
Bn(−k) = −Bn(k). Then, we have Cn(k3) = 0 for k3 =
0 and pi, because of Bn(−k1,−k2, 0) = −Bn(k1, k2, 0)
and Bn(−k1,−k2,−pi(=pi)) = −Bn(k1, k2, pi), and the
definition Eq. (31). If there is SIS in addition to TRS,
an additional restriction may arise, that is, SIS gives
|ψn(−k)〉 = |ψn(k)〉, which indicates Bn(−k) = Bn(k),
and if this relation is combined with Bn(−k) = −Bn(k)
required by TRS, we finally obtain Bn(k) = −Bn(k) =
0. Therefore, SIS has to be broken for a nonzero section
Chern number if the system has TRS.
Owing to the topological nature of Cn(k3), when
Cn(k3) changes as a function of k3, there should be a
gap closing point somewhere on the corresponding k3
constant plane. On the other hand, as we have noted,
the section Chern number is always zero at k3 = 0 and
pi with TRS. These facts indicate that the finite section
Chern number requires existence of a gap closing point.
Typically, gap closing occurs on isolated points in the
Brillouin zone and the linear dispersion appears around
those degeneracy points. A degeneracy point with linear
dispersion is named as a Weyl point. Note that kz ap-
pearing in the section Chern number Cn (kz) is related to
the fixed kz of an incident wave on the photonic crystal.
A. Honeycomb array of air hole columns
Now, we consider to realize Weyl points in photonic
crystals. In specific, we need a system in which the Weyl
point related physics is readily accessible. More specif-
ically, in order to observe chiral edge modes associated
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FIG. 5. (Color online) (a) Honeycomb array of hollow
columns in a dielectric material. (b) Two-dimensional disper-
sion of the photonic crystal. We use permittivity ε = 20.0,
the radius of hollow column r =
√
3a/6. The band structure
of TE modes (red line) has a distinctive degeneracy point,
which is clear (indicated by black lines) in the kz = 0 plane
among both of TE and TM modes.
with the finite section Chern number Cn(k3), it is re-
quired to have a clear gap on the entire two-dimensional
plane with fixed k3. Since a clear gap is required only on
a fixed k3 plane, a possible strategy to achieve our goal is
to start with a two-dimensional system having “pseudo-
gap,” a frequency region filled with only a few bands,
and then to apply appropriate three-dimensional modifi-
cations to the system. Because we are handling photonic
crystals, the band structure can be modified by control-
ling the background medium. However, our experience
tells us that careless modifications prone to fail, namely,
even if Weyl points are successively generated, they are
often masked by the other dispersive bands. Hence, the
careful design is important and this is what we discuss in
the following.
In order to realize easily accessible Weyl points, we
consider a photonic crystal of hollow columns aligned on
the honeycomb lattice as depicted in Fig. 5. The band
structure of this system has some similarity to that of
the triangular lattice consisting of dielectric columns36.
This is because the complementary region of the hollow
honeycomb lattice composes a triangular lattice. Despite
this similarity, we choose to use the hollow honeycomb
lattice since it turns out that the existence of the sublat-
tice structure of the honeycomb lattice is advantageous
in the following discussion. Without three-dimensional
modulation, the second and third TE modes of the hol-
low honeycomb lattice form 2D Dirac cones at K and
K’ points, and TM modes do not mask these TE Dirac
cones.
Owing to SIS of the hollow honeycomb lattice, these
TE Dirac cones are actually line degeneracies extend-
ing in the kz direction in the three-dimensional Brillouin
zone. Then, SIS should be broken to transform the line
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FIG. 6. (Color online) (a) Columns are modulated into helices
with the same twists for sublattices A and B. The radius of
the twisting circle is taken to be rh = 0.05a and it circles
one time with translation in the z direction by a unit length
a. The system does not have SIS but is invariant under the
twofold rotation around the z axis and the axis perpendicular
to the z axis. (b) The value of the total section Chern number
summed up to the 9th band for each kz (−pi/4 ≤ kz ≤ pi/4).
(c) Bulk band dispersions for several values of kz. The 1-9th
bands are represented by purple lines.
degeneracy into Weyl points, and therefore, we reshape
each hollow column into a hollow helix. Note that it is
possible to modulate columns differently on sublattices
A and B of the honeycomb lattice.
B. Weyl points and change in section Chern
number
Now, we consider to apply the same twist on the both
hollows at sublattices A and B (Fig. 6). By transform-
ing columns into helices, the SIS is broken and the line
degeneracy is lifted except K and K’ points, which im-
plies emergence of the Weyl points. This emergence is
explained in terms of the point group symmetry as fol-
lows. Before the twist is applied, the system has D6h
symmetry, and the group of k is C3v on the line parallel
to the kz axis passing through K and K’ points, whereas
it is D3h for K and K’ points. Since both of C3v and D3h
contain two-dimensional representations, twofold degen-
eracy is allowed on the whole line, which supports exis-
tence of the line degeneracy without twist. Then, after
applying the twist, the reflection symmetry with respect
to a plane including the z axis is broken and the group
of k on the line parallel to the kz axis passing through K
and K’ points turns to C3, except K and K’ points. This
implies the line degeneracy dissolves except K and K’
points since C3 has no multidimensional representation.
For K and K’ points, the group of k changes from D3h
to D3. By the compatibility relation, 2D representations
of D3h are connected to 2D representations of D3, and
therefore, the degeneracies at K and K’ points survive
even with the twist.
The surviving degeneracy points are two Weyl points
with the same chirality since these points are related by
two-fold rotation around the z axis. Then, the section
Chern number Cn(kz) changes by ±2 when kz crosses
kz = 0, because of two Weyl points on the kz = 0 plane
[Figs. 6(b) and 6(c)]. The exactly same argument also
applies for the kz = pi plane, but it is not possible to re-
solve Weyl points on the kz = pi plane, since the bands on
which we focus merge into the other bands as we increase
kz from 0 to pi. Note that the observation of ±2 jump
in Cn(kz) at kz = 0 does not contradict with the former
statement that Cn(0) should be 0, since at that time we
had assumed that the gap is finite on entire kz = 0 plane,
and this assumption is invalid in this case.
Next, we consider to change the twist of helix only for
the hollow on the sublattice B [Fig. 7(a)]. With this mod-
ification, the twofold rotational symmetry around the kz
axis and the axis perpendicular to kz axis are broken and
then, there is no reason to have degeneracy on the kz = 0
plane. However, the Weyl points found in Fig. 6(c) do
not simply disappear because Weyl points are topologi-
cally stable and only disappear by annihilating as a pair
of Weyl points with opposite chiralities47. Our numeri-
cal calculation shows that the Weyl points move to ±kz
directions as we increase the difference of the radius of
the helices. When one of the Weyl points moves in +kz
direction, the other one moves in −kz direction due to
TRS. In this case, the dispersion is fully gapped on the
kz = 0 plane, and we have Cn(0) = 0, which is consistent
with the former statement. The section Chern number
becomes finite for large enough kz as expected from the
existence of the Weyl points.
C. Edge modes
In order to investigate edge modes, we perform calcu-
lations using the developed Gaussian basis elements on
the photonic crystal truncated in the ~a1 direction [see
Fig. 8(b) for the definition of ~a1] with finite width (eight
unit cells in specific). At the interface, we place a ma-
terial with a smaller dielectric constant so as to prevent
the light from evading to outside. This is necessary be-
cause the momentum/frequency region we are focusing
on lies above the light cone (for the same dielectric con-
stant with the hollow region), which means that the light
is able to escape from the system.
In Figs. 8 and 9, the dispersion relations of the fi-
nite width system are compared with the bulk disper-
sions projected on the surface for several values of kz.
We find several bands apart from the bulk contribution,
which signals the existence of edge modes. In fact, it is
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FIG. 7. (Color online) (a) Different twists for sublattices A
and B, with the twisting circle for helix A being rh,A = 0.05a
and for helix B being rh,B = 0.03a. (b) The value of the
total section Chern number summed up to the ninth band for
each kz (−pi/4 ≤ kz ≤ pi/4). (c) Bulk band dispersions for
several values of kz. The first to ninth bands are represented
by purple lines.
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FIG. 8. (Color online) (a) The dispersion curve (color spec-
trum) for a finite width system (eight unit cells) that corre-
sponds to Fig. 6 in bulk, plotted with projected bulk disper-
sion (yellow lines). The color spectrum indicates on which side
the eigenstate inclines by red (left) - yellow (middle) - green
(right). (b) The profile of the nth eigenstate for kz = pi/4,
k2 = (4/15)2pi and k2 = (11/15)2pi, which are indicated by
the points in the right most panel of (a).
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FIG. 9. (Color online) The dispersion curve (with color spec-
trum) for a finite width system (eight unit cells) that corre-
sponds to Fig. 7 in bulk, plotted with projected bulk disper-
sion (yellow lines). See the caption of Fig. 8 for the description
of the color spectrum.
confirmed that the non-bulk bands are localized at the
interfaces by examining the eigenvector for each mode.
The eigenvectors also tell us on which side, left or right,
each mode localizes. In Figs. 8 and 9, the red color
corresponds to the states on the left edge, while the
green color to the states on the right edge. The color
spectrum is determined by the moment of the eigenfield
〈r1〉Hn,k =
∫
d3r r1 ~H
2
n,k(r). As we change kz, the way
that the edge modes connect bulk bands changes in ac-
cordance with the change of the sum
∑9
n=1 Cn(kz), which
confirms the bulk-edge correspondence. The same argu-
ment also applies to gaps other than the 9th gap with
nonzero total section Chern number. When the fixed
momentum is conserved for kz with
∑i
n=1 Cn(kz) being
nonzero, the wave propagates unidirectionally along the
interface.
This photonic crystal has the structure similar to
the honeycomb array of twisted waveguides studied by
Rechtsman et al.17, where evanescently coupled modes
are considered. In the system of evanescently coupled
waveguides, the z axis, which is the propagation direc-
tion of a waveguide mode, is regarded as the temporal
axis and the system is spatially two-dimensional. There,
the twist of a waveguide becomes a temporal periodic
modulation for waveguide modes and the appearance of
the chiral edge modes is attributed to the Chern num-
ber for the Floquet band structure. On the other hand,
we consider, in this paper, TE-like modes in the spa-
tially three-dimensional photonic crystal and relate the
unidirectional propagation of them to the finite value of
section Chern numbers.
Depending on the dielectric constant of the material,
there might exist some wave guide modes near the fre-
quency of the Weyl point and it leads to coupling between
edge modes and wave guide modes that extend into bulk.
In such a case, it is possible to suppress the mixing be-
tween the edge modes and the wave guide modes by shift-
ing the relative positions of them in the frequency space.
The relative shift can be achieved by changing the pitch
of the helix while keeping its twist unchanged because
the dispersion of wave guide modes is easily affected by
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the periodic length in the z direction, whereas that of
TE-like modes is not affected so much.
V. SUMMARY
We proposed the Gaussian basis sets for the calcula-
tion of EM fields in 2D and 3D photonic crystals. In
the formulation with spatially localized basis elements,
the wave number appears as a boundary condition in
the eigenequation and the eigenequation strictly becomes
periodic in the wave number, which is advantageous for
the Chern number calculation. In addition, the localized
property of the Gaussian basis element becomes effec-
tive for the consideration of finite size or interface effects,
which usually requires larger systems, by utilizing itera-
tive algorithms. Besides, in three-dimensional cases, the
Gaussian basis element can easily be accommodated to
the divergence-free constraint of the Maxwell equations
due to its simplicity for differentiation operation. For fur-
ther improvement, it would be expected to optimize the
mesh alignment or the localization factor of the Gaussian
basis elements for each structure.
We demonstrated the bulk-edge relation between the
section Chern number and chiral edge modes in the SIS
broken 3D photonic crystal with TRS. It was confirmed
that chiral edge modes in the nth gap at each kz reflects
the total of the section Chern number below the nth gap
Cn (kz). A system with a finite section Chern number
is expected to lead to some applications for wave-packet
dynamics. For simplicity, we take a situation that the
Weyl points exist on the kz = 0 plane. When a wave
packet is injected into the finite width system of the SIS
broken 3D photonic crystal, a wave packet composed of
the Bloch states with positive kz does propagate on the
one side, but does not on the other side. If we use the
Bloch states with negative kz, the side that allows propa-
gation changes. In this way, the system is useful to filter
wave packets with fixed sign of kz.
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