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Abstract
In this work we analyze by means of numerical simulations the features of break-
ing of two dimensional free surface waves induced by a body or a sloping bottom.
The sample cases selected for the simulations characterize different aspects of
wave breaking, thus they are supposed to represent rather widely a problem of
large interest for ship hydrodynamics and ocean engineering applications. The
simulations considered are: wave breaking induced by a fully submerged hy-
drofoil towed in calm water at constant speed; shallow water waves breaking
on a sloping beach in spilling and plunging mode; regular intermediate depth
waves breaking gently over a weakly submerged horizontal circular cylinder at a
low Keulegan-Carpenter number. Each simulated case is supported by detailed
comparisons with experimental data in time and frequency domain. The results
presented have been obtained adopting a standard RANS approach. They show
a generally good reproduction of the wave breaking characteristics even though
it is rather clear that there is a case dependent potential loss of accuracy in the
presence of pronounced foamy flow.
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OpenFOAM.
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1. Introduction
Wave breaking plays an important role in ship/marine hydrodynamics and
in offshore/coastal engineering as it relates, among others, to wave loads on
floating or fixed bodies, to energy loss of wind waves and to ship resistance in
calm water or in a seaway. Wave breaking is also related to the ultimate behav-5
ior of steep deep water waves under modulational (Benjamin-Feir) instability.
In this respect, the scientific community involved in free surface hydrodynamics
has fed both laboratory measurements and numerical studies. RANS models
still represent the bulk of the numerical simulations. The understanding of the
actual effect of turbulence in the two-phase flow resulting from breaking is still10
a challenging problem, both in experimental measurements and in numerical
simulations. For instance, simplified models have been developed and applied
to overcome the difficulties in handling the typical unsteady foamy flow of the
breakers. Muscari and Di Mascio (2004) have proposed a wave breaking model
parameterization useful to account for average energy loss in the RANS com-15
putations of ship resistance in calm water.
The simulation of two-dimensional breaking waves is often considered as a
common starting point for understanding, handling or calibrating a new solver
for the dynamics of interface problems with breaking. A common technique for
modeling 2-D flows in turbulent regime is RANS approach. In this case, there20
are at least three relevant aspects to take care of: a) the parameterization of the
flow with turbulence models acts as an intrinsic cut-off of the high frequency
space/time fluctuations and therefore it allows to capture only some characteris-
tics of the flow (Iaccarino et al., 2003); b) turbulence modeling in 2-D is always a
thorny charge because of a 3-D intrinsic nature of the phenomenon (Lilly, 1969),25
and even if the most popular RANS turbulence models, from Spalart-Allmaras
to k−ε, have been extensively calibrated and adopted also in 2-D flows (Menter,
1994), the whole energy cascade mechanism is not straightly accounted for and
this aspect could still reveal further weaknesses in the solution (Zhao et al.,
2004), c) since turbulence is a multi-scale phenomenon, a range of lengths (for30
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instance the sizes of the vortices eventually present in the flow) and frequen-
cies is present but, when designing a RANS simulation, it is request to identify
a unique reference value, for instance, for specific dissipation or turbulent ki-
netic energy (namely the amount of fluctuations in the velocity field) (Zhao and
Armfield, 2010). Moreover most of the standard experiments in the marine hy-35
drodynamics field are conducted at relatively low Reynolds numbers, typically
of order of 105÷106. In these cases, the adoption of RANS methods can lead to
over-smoothed free surface profiles, moving the position of the crests/hollows,
inhibiting the entrapment of air bubbles and removing implicitly high frequency
terms in the flow field and in the free surface elevation.40
Starting from the considerations above, the goal of this work is to reproduce
some of the main characteristics of complex two-phase flows with breaking,
namely free surface elevation, its macro-time scales and pressure field, adopting
a standard RANS approach. Solid experimental data are used as reference. The
numerical experiments are executed with and without modeling of turbulence, in45
order to evince, when time and space resolutions are adequate, useful indications
on the same targets.
Consistently with the RANS approach, the main instruments for the analysis
are averages (over a number of periods and in phase), reproducing here the free
surface in statistically meaningful terms. This is done in all cases analyzed.50
Furthermore, in order to clarify some aspect of the phenomena or to refer to
solid experimental and numerical results from other authors, time series at fixed
gauges and snapshots will be presented too.
The selected numerical simulations are:
Case I: steady and unsteady breaking induced by a fully submerged hydrofoil55
at constant speed in calm water;
Case II: ultra shallow water cnoidal waves breaking in spilling and plunging
mode on a sloping beach (ramp);
Case III: breaking of intermediate water depth regular waves, induced by a
weakly submerged horizontal circular cylinder at a low Keulegan-Carpenter60
number.
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The first two simulations (Case I and Case II) are supported by the results
of celebrated experiments, Duncan (1983, 2001, 1981), De Blasi et al. (2000)
and Ting and Kirby (1994, 1995, 1996) respectively, whereas Case III has been
previously studied in the hydrodynamic laboratory of the University of Trieste65
by one of the authors (Contento and Codiglia, 2001).
The cases selected characterize different aspects of wave breaking induced by a
solid boundary/body, thus they are supposed to represent a rather wide variety
on a problem of interest for engineering applications.
In the first case, a submerged 2D hydrofoil travels in steady incident flow,70
generating a wave train. Depending on the Froude number, on the foil submer-
gence and on the angle of attach, the wave train may ultimately break. The
incident flow is originally in a laminar regime but breaking makes it locally tur-
bulent. Furthermore the breaker has been observed to pulsate back-and-forth
with a well-defined periodicity that depends on the Froude number (Duncan,75
1981, 1983, 2001).
In the second case, there is no body inducing breaking. Cnoidal waves,
generated by a wavemaking boundary, travel and break on a sloping ramp.
Depending on the characteristics of the incident wave, two different types of
breaking events may take place, spilling and plunging breakers (Ting and Kirby,80
1994, 1995, 1996).
In the third case, a deep water regular wave train generated by a wavemaking
boundary, breaks gently on a weakly submerged circular cylinder. Furthermore,
the specific case examined is characterized by a low Keulegan Carpenter number
and the wave-body interaction leads to a steady streaming around the cylinder85
surface that induces a pressure field playing a crucial role in the surface elevation
as a suction effect on the wave throats and breaking. This has been observed
experimentally by Contento and Codiglia (2001).
The paper is organized as follows:
• in Sec. 2 and 3 the mathematical method and the numerical approach are90
described briefly;
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• in Sec. 4 to 6 each physical problem is initially outlined with references
to previous studies, then providing details on the computational set up;
finally the specific results of interest are shown with comments.
The tool used for this investigation is the OpenFOAM library (2012). The95
k − ωSST of Menter (1994) has been considered for turbulence modeling. In
this Finite Volume library, the solver for the problems enounced is interFoam
that includes, as standard for the treatment of free surface fluxes, the Volume
Of Fluid technique of Hirt and Nichols (1981). In this work the library has
been enriched by a numerical wave absorber designed according to Clement100
(1996), Smith (2009), Wang et al. (2007) and added to avoid undesired reflec-
tions of waves from the boundaries. A wavemaking boundary has been imple-
mented as well.
2. Mathematical model
The governing equations for incompressible Newtonian fluid are the momen-105
























where ρ is the fluid density, ui is the velocity component, p is pressure without
hydrostatic term, µ is the dynamic viscosity, t and xi the time/space indepen-
dent variables.
Broadly speaking, for large Reynolds numbers the Navier-Stokes equations110
can be reformulated in terms of Reynolds averages. Then, to achieve the closure
of the new set of equations, additional equations are added in order to redefine
the eddy viscosity. In this paper, the turbulence model in use is the k−ω Shear
Stress Transport (Menter, 1994) that consists of two extra transport equations,
for the turbulent kinetic energy k and for the specific turbulent dissipation ω115
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respectively. Being interested in two phase flows (a coupled air-water interface
system), it is possible to deal with interface capturing methods such as the VOF
technique of Hirt and Nichols (1981). The idea is to use a scalar function α to
represent the phase of the fluid in each cell, therefore for the viscosity µ and the
density ρ in Navier-Stokes equations we have:120
 µ = µwaterα+ µair(1− α)ρ = ρwaterα+ ρair(1− α) (3)







The function α is bounded between 1 (if only water is present in a control
volume) and 0 (if only air is present) over an extremely small layer. This can lead
to numerical difficulties associated with the discretization of the convection term
in Eq.(4). This in turn results in smearing of the interface. Following Rusche125
(2002) and Maki (2011), we have used a modified transport equation with an










where wi is an artificial velocity field that is directed normal to and towards the








where Kc is an adjustable coefficient that determines the magnitude of the
compression, n∗i is the interface unit normal vector, Fl is the flux and Si is the
surface area vector.
These equations complete the mathematical formulation of the two phase
flow model. In the following, unless differently specified, the nominal free sur-135
face elevation (air-water interface) is referred to α = 0.5. It has been shown in
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the literature (Chen et al. (2014), Maki (2011)) that Eq.(5) allows mass conser-
vation at a very reasonable level. For the Case III presented below (taken as
representative), after approximately 20 periods of the incident wave, the relative
variation of the mass is of order of 10−3.140
3. Numerical method
The numerical tool used for this investigation is the OpenFOAM library
(2012). The Navier-Stokes and free surface equations above are solved over a
finite volume using the schemes summarized in Table 1, based on a 2nd order
Gaussian integration. The pressure-velocity coupling is achieved using a PISO145
algorithm. Euler explicit scheme is adopted to march forward in time. The
free-surface location is computed using the multidimensional universal limited
for explicit solution method (MULES).
As far as wave generation and absorption within the OpenFOAM library is
concerned, the work of Jacobsen et al. (2012), Higuera et al. (2013a) and Higuera150
et al. (2013b) is worth mentioning. In the present work we have implemented
our own wave generation as follows:
- we have specified the fluid velocity at the wave-making boundary, derived
from a suitable wave theory, leaving the wave elevation free at the boundary
cells because of the presence of the unavoidable evanescent modes and possible155
local disturbances; this method does not cause any serious spurious wave and
furthermore it allows a detailed wave calibration;
- for Case II, i.e. ultra shallow water waves, we have used the cnoidal wave
model (Fenton, 1998), consistently with what had been done in the work of Xie
(2013);160
- for Case III, i.e. regular waves in intermediate water depth, we have adopted
an ”Airy model” conveniently extrapolated above the mean free surface level to
account for finite amplitude wave elevation and evanescent modes. This method
would lead to a mean positive flux across that boundary during a complete wave
period. Therefore at each time step the inlet velocity profile has been corrected165
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over the whole height with a time dependent function (derived analytically)
that keeps the net flux over a whole period at an extremely low level. A time
domain and frequency domain analysis of the wave elevation conducted at the
cylinder axis position without the submerged cylinder (target wave) have been
systematically used to control the incident wave characteristics at the target170
station (namely height and harmonic terms) and compared with those obtained
in our physical wave basin. For Case III, the target value (experimental) is H
= 0.127 m, attained value H = 0.126 m, error less than 1%.
Due to the intrinsic strong conservative nature of free surface wave energy,
the numerical simulation of waves unavoidably leads to tackle the problem of the175
limited dimensions of the computing domain. Depending on the BC used at the
outlet, totally or partially reflected waves can occur, with evident effects on the
pollution of the numerical experiment. To prevent this, a variety of numerical
dissipation tools have been developed. The method proposed by Higuera et al.
(2013a) has been shown to work really fine for shallow water waves whereas the180
reflection coefficient in intermediate water depth has been shown to be around
10%, at least for the cases presented in that paper. Alternatively, an absorbing
layer can be added over a portion of the domain. It reduces reasonably the
wave reflection at the boundary, keeps the effect for a wide range of frequencies
provided the beach length is set longer than the typical wavelength of the longest185
target wave in the spectrum (Clement (1996), Smith (2009),Wang et al. (2007)).
However this method is slightly less efficient from the computational point of
view since it increases the size of the domain. In our simulations, Case I and
Case III specifically, data windowing has been also applied to the time series
of the simulations, according to the group velocity of the dominant wave. This190
has guaranteed highly non-polluted wave characteristics.
For viscous flows an artificial viscosity term in the form of ρανdui is intro-
duced in the momentum equation Eq.(7) (Wang et al., 2007), where the artificial
viscosity function νd depends on the longitudinal position x. An ideal case is























The artificial viscosity function starts from zero at a given location xstart in
the domain and smoothly increases to its final value at the outlet, smoothness
at xstart being mandatory to prevent reflections at the beginning of the sponge
layer. According to Clement (1996) and Smith (2009), a 3rd order polynomial200
can be used:
νd(x) =
 0 if x < xstarta(x− xstart)3 + b(x− xstart)2 + c(x− xstart) if x > xstart (8)
and a = −2(νd,max −ML)/(L3), b = − 32aL and c = M .
The starting location xstart of the sponge layer, νd,MAX the maximum value
of the artificial viscosity function, the slope M of the cubic function at xstart, the
length of the layer L are user specified. The intensity of the artificial viscosity205
function depends upon the amount of the wave energy to be dissipated and
therefore it must be tuned properly. Consistently with the mentioned literature,
in this work we have adopted the following setting: L = 2λ where λ is the typical
wave length, M = 0.01 and νd,MAX = 100.
As far as the numerical uncertainty UN is concerned, UN is here evaluated210












where ∆f is the amplitude of the oscillation of the solution.
UNH takes into account the effect of the grid size on a generic variable f , as






Here r is the grid refinement ratio and σt is the theoretical convergence








An additional source of uncertainty comes from the quasi-periodicity of vari-
able f . In Case I in Sec. 4, the wave train induced by the foil in steady incident
flow exhibits a time-dependence, including a quasi-periodic breaking. If f is the220
free surface elevation at any longitudinal position, consistently with the avail-
able experimental data, f is computed as phase averaged over a time window
whose length is an integer number of the characteristic period. The overall vari-
ability in time of f at any position is then represented by the phase average
value and by the averages of the max and min values.225
For Cases II and III of Sec. 4, the time dependence of f is introduced explic-
itly by the periodicity T of the wave generated at the wave-making boundary. In
those cases, f is computed at any time 0 < t0 < T averaging the data taken over
a finite number of corresponding time instants evenly spaced in time, t = t0+i·T
for any i.230
As sample case, hereafter we refer to Case I in Sec. 4, specifically to Sec. 4.3.2
and Fig. 7 where the smallest submergence of the foil induces a violent breaking.
Three grids have been used and the results have been re-sampled in space/time
in order to use them consistently in Eq.(9) to Eq.(12). The numerical uncer-
tainty UN (computed for the fine grid relatively to the medium grid) of the local235
mean free surface elevation has led to UNH ' 2÷ 3% in the breaking zone and
within few chords downwind the foil position and to UNH ' 0.001% in the rest
of the domain. These small values of the numerical uncertainty show that the
mean free surface profile has almost reached grid-independence on the medium
grid (UNH → 0) and that it has reached convergence (UNIT → 0). On the other240
hand, the overall uncertainty that includes the quasi-periodicity of the free sur-
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face elevation, is rather large. The largest values occur in the foamy part of the
breaker. In this zone, the vertical distance between the max and min elevations
is at least one order of magnitude greater than the numerical uncertainty of
the mean local wave elevation UN , thus the overall uncertainty is dominated by245
quasi-periodicity issues.
4. Case I: unsteady wave breaking induced by a submerged hydrofoil
at constant speed in calm water
4.1. Problem formulation
Duncan (1983, 2001, 1981) has conducted a set of experimental tests on a250
weakly submerged NACA 0012 hydrofoil towed in calm water at constant speed
with relatively low Reynolds numbers Re, where Re = ρUcµ . The Froude number
is here defined as Fr = U√gc . Fig. 2 shows a schematic representation of the
set-up: c is the chord length, U the foil speed, α the angle of attack and h the
distance from the bottom. In the experiments, different depths of submergence255
d of the foil have been tested, keeping h fixed. The free surface profiles have been
derived from video recording and presented unfortunately without experimental
uncertainty. The wave profiles given by Duncan (1983) are thus supposed to
be time averaged profiles that include the presence of foam and of unsteady
breaking. The original plots of the free surface profiles are reported in Fig. 3 to260
ease the discussion below.
The literature related to the numerical reproduction of the experiments of
Duncan is rather wide and the difficulties in the correct simulation of the wave
profiles of Duncan have been already evidenced and discussed, among others,
by Muscari and Di Mascio (2004), by Rhee and Stern (2002) and by Lupieri et265
al. (2012).
De Blasi et al. (2000) have repeated some of the experiments of Duncan in
a circulating channel, measuring the free surface elevation and the flow field
by LDV, at a slightly higher Reynolds number. Even in steady flow and non-
breaking conditions with d/c = 1.034, they could not reproduce experimentally270
11
the longitudinal position of the wave train as measured by Duncan, with dif-
ferences in the position of the zero-crossings of order of more than half chord
length. The height of the first two waves of the measured train was rather dif-
ferent too. In that paper these differences have been related mainly to the free
surface boundary layer induced by the circulating channel at the inlet section,275
i.e. a non-uniform incident flow. They have shown that the smaller incident
speed in the free surface boundary layer acts a trigger for breaking, inducing
large differences in the longitudinal position of the wave train and in the wave
height. This is consistent with the results of Duncan, indeed he succeeded in
making a wave train break (Fig. 3(b)) from a stable non-breaking condition280
(Fig. 3(a)) by simply dragging a cloth on the free surface in front of the foil,
inducing a kind of free surface current that travels at the same speed of the
foil. In the Duncan experiments the breaker height (Fig. 3(b)) dropped down to
approximately half the value of the stable non-breaking case (Fig. 3(a)). Even
in non-breaking conditions, De Blasi et al. (2000) have shown that, compared to285
the characteristic wave height, the uncertainty level of the local wave elevation
is around 20%, 25% in breaking conditions, where most of the uncertainty level
is concerned with the quasi-periodicity (back-and-forth) of the wave train.
Among the experiments of Duncan (1981, 1983, 2001), the case with d/c =
0.783 has the smallest submergence of the foil and it exhibits a violent complex290
breaking.
De Blasi et al. (2000) have shown an additional condition, with d/c = 0.65.
In this case, breaking is violent too, with a complex foamy free surface.
Summarizing, the shape of a wave train generated by a foil underneath
the free surface at constant speed is characterized by a pronounced sensitivity295
to small variations of the incident ambient flow. The wave elevation and the
longitudinal position of the zero crossings are generally unsteady, mostly in
breaking or quasi-breaking conditions.
Duncan observed the recirculating aerated water of the breaker zone in the
attempt to establish the relationships between the geometric parameters of the300
spilling breaker. Fig. 4 summarizes these parameters.
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According to Duncan, the following relationships hold (among others):
a) the relationship between the wavelength λb of the breaker and the incident






b) the breaking region has been observed to have a characteristic oscillation305
in space and time with an almost regular period Tb approximately equal to 4.4





In this work we focus our attention on the breaking cases only, as shown by Dun-
can (1983) (d/c = 0.783) and by De Blasi et al. (2000) (d/c = 0.65), with partic-
ular interest to the analysis of the free surface elevation close to the breaker - in310
terms of averages and amplitude spectrum - and to the effect of the turbulence
model on the free surface characteristics.
4.2. Numerical simulations
The numerical simulations shown here refer to 2 different foil depths: 1)
d/c = 0.783 (case(d) after Duncan (1983)) and 2) d/c = 0.65 (after De Blasi et315
al. (2000)). In the present simulations, the frame of reference is fixed to the foil
and x = 0 corresponds to the leading edge. The foil depth d is measured from
the center point of the chord of the foil.
The Froude number is Fr = 0.567 and the Reynolds number is Re = 1.62×
105 (case 1) and Re = 4.52 × 105 (case 2) respectively. The angle of attack is320
α = 5◦
For the case 2), the onset flow field is derived from the average vertical profile
reported in De Blasi et al. (2000). It accounts for the free surface boundary
layer induced by the circulating channel. Even with the use of the numerical
absorption of waves, there is a relatively strong influence of the domain length on325
the quality of the results. For this reason and after some tests, the computational
domain has been set to 40c long downwind and 20c long upwind from the leading
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edge of the foil. After setting the domain size, in order to avoid reflections from
the outer boundary, the useful time window of the simulation has been defined
according to the propagation of the wave energy (wave group velocity).330
Simulations have been carried out in unsteady mode, with or without tur-
bulence model (k − ωSST turbulence model of Menter (1994) where the tur-
bulent intensity I and eddy viscosity β are specified at the inlet, respectively
I = 5× 10−5, β = νt/ν = 2× 10−2). The simulations have been run also with
strongly different values of the eddy viscosity, up to β = 102 (not shown here).335
Within the simulations with turbulence model, no appreciable difference have
been observed in terms of free surface profile position and wave amplitude.
The grids used for the computations are composed of 27 structured blocks
with 380, 000 cells approx. for the finest grid, with y+ ' 5 at the foil surface.
Three grids have been prepared for the simulations with increasing number340
of elements according to a grid refinement factor greater or equal than 1.3
after Celik et al. (2008). The aspect ratio between the size of adjacent cells
is never greater than 1.1 according to the best practice and recommendations
of ITTC (2014).
The results shown hereafter refer to the finest grid.345
4.3. Results and discussion
4.3.1. d/c = 0.783 (after Duncan (1983))
Fig. 5 shows the comparison between the experimental profile (empty cir-
cles, derived from Fig. 3 (after Duncan) and the time averaged simulated profile
(solid thin line with small squares = with turbulence model, solid thick line =350
without turbulence model). As observed also by Duncan, the wave train exhibits
a strong time dependence or quasi-periodicity, with crests and hollows moving
sligthly back and forth. Thus the free surface elevation at any longitudinal po-
sition has been averaged over a time window that includes an integer number of
characteristic periods of oscillation (see discussion below), starting from a con-355
dition where the wave train is reasonably fully developed. Fig. 6(a),(b) (left)
shows a waterfall of snapshots of the simulated free surface profiles taken at con-
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stant time intervals, with turbulence model (a) and without turbulence model
(b) respectively. In Fig. 5 the dashed (without turbulence model) and dotted
(with turbulence model) lines represent the time averages of the maximum and360
minimum free surface elevation at each longitudinal position.
Finally Fig. 6(a)(b) (right) shows the amplitude spectrum of the wave ele-
vation at the longitudinal position x/c = 2. In both cases (with or without tur-
bulence model), the dominant peak occurs at ωb = 2π/Tb = 2.7 rad/s approx.,
i.e. 4.4 times the phase speed period, in full agreement with the observations365
and analytical estimates of Duncan (Eq.(14)).
As expected (Iaccarino et al., 2003), the simulation with a model for tur-
bulence exhibits a smoother behavior of the free surface, both in space and
frequency domain (Fig. 6), since this approach acts as a low pass filter for the
velocity field. This filtered flow leads to an over-estimation of the first wave370
crest by a factor 3 approximately (Fig. 5), the scatter of the data around the
mean value is rather limited (dotted lines in Fig. 5) and the amplitude spec-
trum shows a very narrow band (Fig. 6(a) right). On the other hand, without a
model for turbulence, the free surface appears scattered around the mean value
(dashed lines of Fig. 5) and the amplitude spectrum (Fig. 6(b) right) shows a375
noisy behavior at frequencies higher than the dominant peak. As shown also
in other works in the literature,see for instance (Muscari and Di Mascio, 2004),
the wave train profile of the Duncan experiment is hardly well captured by
RANS simulations, with a typical strong over-estimate of the first crest and an
underestimate of the first hollow, that has been attribuited to an inadequate380
prediction of the pressure field in the suction zone (Rhee and Stern, 2002).
The presence of breaking takes the flow into a local turbulent regime, with the
double consequence of enhancing the air-water mixing at the interface and of
switching-on a persistent vorticity field (not shown here).
In the case analyzed, the standard 2-D RANS simulations presented seem to385
become inadequate in the prediction of averaged free surface elevation; this
is probably due to an over-estimation of the eddy viscosity produced by the
model (Tian et al., 2012; Zhao et al., 2004; Zhao and Armfield, 2010).
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4.3.2. d/c = 0.65 (after De Blasi et al. (2000))
The results obtained for this test case are shown in Fig. 7 in terms of time390
averaged wave profile and time averaged maxima and minima around the mean
profile. Fig. 8(a)(b) presents the results in terms of waterfall of profiles (left)
and amplitude spectrum of the wave elevation at x/c = 2 (right). Again the
results are shown with (a) or without (b) turbulence model. In this case the
inlet vertical velocity profile is derived from the paper of De Blasi et al. (2000).395
The conclusions derived in Sec. 4.3.1 still hold or they are even more evi-
dent. In this case the wave train shown in the experiments and in the simula-
tion without a model for turbulence is almost totally destroyed by breaking. A
thick foamy flow spreads along the wave train. The scatter of the data around
the mean value has the same order of magnitude in the simulation and mea-400
surements. On the other hand, the simulation with turbulence model shows a
smooth breaking wave train, failing completely to predict the first and second
wave crests.
The results obtained by the simulations in terms of some parameters of interest
in this discussion (wave breaking length and period of horizontal oscillation of405
the wave crest) are summarized in Table 2. The reference values for the com-
parison are those computed with Eq.(13) and (14) for d/c = 0.783 whereas for
the case d/c = 0.65 the reference period has been given by De Blasi et al. (2000)
directly from the experiments. While the periodicity of the breaking event is
captured in both cases d/c = 0.783 and d/c = 0.65, with or without a model for410
turbulence, referring to Table 2, the shape of the breaking wave is associated
to a larger error when the model for turbulence is adopted. This still occurs
even if the grid adopted cannot resolve properly the details of the foamy surface
and consequently a lack of accuracy in the simulations without a model for tur-
bulence is expected, at least in that area. This feature is difficult to comment415
since many elements are expected to contribute and interact. A possible reason
can lay in the dependence of free surface solution on the complex pressure field
in the suction area.
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As concluding remarks for Case I, within the limits of the grid used and of
the 2D assumption, the simulations conducted with a standard RANS approach420
show weakness in reproducing some features of the awaited breaking events. The
reasons for this difficulty probably combine together. Following Rhee and Stern
(2002), the first hollow position may be difficult to catch because related to the
accuracy in the prediction of the pressure field; the same reason could have a
role in the prediction of breaking wave asymmetry (λb), while the wave crest,425
higher then expected, could be associated to the fact that turbulence production
and dissipation occurs in different parts of the traveling wave, indicating that
in these regions the assumption of equilibrium requested in the RANS approach
is not correct (Zhao et al., 2004). Furthermore, the transition from laminar to
turbulent regime may play a role too and its onset is not accounted for by a430
standard RANS approach. Viceversa, the same RANS approach captures the
quasi-periodic breaking occurrence Tb as clearly evidenced by the spectral anal-
ysis of the free surface elevation. In this case the relatively low frequency is far
from those filtered in the turbulence model (Iaccarino et al., 2003).
5. Case II: ultra-shallow water cnoidal waves breaking in spilling and435
plunging mode on a sloping beach
5.1. Problem formulation
Cnoidal waves are surface gravity waves of fairly long wavelength when com-
pared with water depth. They represent the solution of the Kortweg and deVries
equation and in the limit of infinite wavelength, the cnoidal wave becomes a soli-440
tary wave. From the mathematical point of view, the complete solution has been
given in terms of rational numbers (Fenton, 1998). We refer to this work in the
following definitions. Surface elevation and fluid velocity has been defined in
terms of cnoidal function cn, the ratio of wave height to trough, depth and the
elliptic parameter m. When m < 0.96, a 3rd order representation for relatively445
short and not so high waves becomes feasible, while the 5th order representation
is preferred when the m parameter is very close to 1.
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Ur determines a wave in terms of ratio between non linearity (as the ratio
between wave height and water depth) and shallowness (as the squared ratio450
between wave length and water depth). In case of waves with Ur < 5 the linear
theory is adequate, then a zone in between Stokes theory and cnoidal theory
lays in the range of 10 < Ur < 25. According to other evidences, cnoidal theory
should be applied for Ur > 40, while for lower values, Stokes theory could be
used (Hedges, 1995).455
In this work the numerical study is concerned with the reproduction of shal-
low water waves propagating initially in a constant depth and then breaking on
a sloping beach (ramp).
Reference is made to the experiments of Ting and Kirby (1994), Ting and Kirby
(1995), Ting and Kirby (1996) and to the numerical simulations of Xie (2013).460
The attention is here focused on the capability of the simulation to reproduce
two types of breakers, spilling and plunging respectively. The key point re-
gards the shape of the wave profile at breaking, in both spilling and plunging
conditions, and the position of the breaker along the ramp.
5.2. Numerical simulations465
Referring to the experiments in Ting and Kirby (1994, 1995, 1996) and to the
numerical simulations in Xie (2013) and in Chella et al. (2015), the computa-
tional domain here used is sketched in Fig. 9 with the relevant symbols. The left
boundary acts as a wavemaker where the cnoidal wave model of Fenton (1998)
is applied in order to reproduce the waves with parameters given in Table 3.470
They propagate initially in a constant depth of 0.4 m with a wavelength of 3.70
and 10.76 m for the spilling and plunging breaker respectively. Afterwards the
wave train reaches a 1/35 slope ramp where waves are supposed to break at a
specific position xb.
The goals of this section of the paper are:475
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a) to reproduce spilling and plunging breaker shapes with a wavemaking
inlet boundary condition consistent with the cnoidal wave theory;
b) to capture the correct breaking position xb of the waves along the ramp;
c) to compare the surface elevation with experimental results at different
stations along the domain/ramp;480
d) to see the effect of turbulence model on the breaker characteristics.
The initial conditions consist of an unperturbed flat free surface. A zero
normal derivative for the pressure is prescribed at the inlet. A constant total
pressure is assigned at the top boundary and a blended zero gradient and fixed
value condition is specified for the velocity field.485
Simulations have been carried on with the k−ωSST turbulence model of Menter
(1994) where the turbulent intensity I and eddy viscosity β are specified at the
inlet, I = 2.5× 10−3 and eddy viscosity β = νt/ν = 0.1.
The grids used for the computation are composed of 7 structured blocks with
a maximum of 900, 000 cells approx (finest grid). The first grid cell at the bottom490
boundary layer has a thickness of 0.002 m (after the previous study of Chella et
al. (2015).) Three grids have been prepared for the simulations with increasing
number of elements according to a grid refinement factor greater or equal than
1.3 after Celik et al. (2008). The aspect ratio between the size of adjacent cells
is never greater than 1.1 according to the best practice and recommendations495
of ITTC (2014).
The results shown hereafter refer to the finest grid.
5.3. Results and discussion
A sequence of snapshots of the simulated spilling and plunging breakers is
reported in Fig. 10(a-e) and Fig. 11(a-e) respectively, as obtained with a RANS500
approach. The time step between the snapshots is T/20 and T/10 respectively.
The contour variable is the volume fraction α. The capability of the model to
capture position of the breaker (xb) accurately is among the crucial aspects of
this kind of simulations. The experimental position of xb, as given in Ting and
Kirby (1994), Ting and Kirby (1995) and Ting and Kirby (1996) (approximate505
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assumption of incipient breaking, i.e. the wave profile starts being a multivalued
curve), is evidenced with a solid vertical line.
Fig. 10(a-e) shows a sequence of snapshots of the volume fraction of a single
breaking event among those simulated. The data are obtained within the stan-
dard RANS approach. The incipient breaking occurs in a slight advance with510
respect to experimental measurement (a). The spilling breaker appears initially
as a ”small” size spilling phase followed by a jet of liquid ejected from the wave
crest (b). This initial jet is expected to hit the front of the wave, close to
the crest, starting to entrap foam. In the meanwhile the wave moves forward
and, depending on the velocity field near the free surface, a roller where air515
and bubbles are mixed together may take place (c), (d) and (e). This mecha-
nism is qualitatively reproduced in our simulations, consistently with the grid
resolution.
In the plunging breaker case, Fig. 11(a-e), the simulation anticipates the
breaking position xb on the ramp by a distance of approximately 5% of the520
undisturbed wave length, but still the agreement is rather satisfactory.
Compared with spilling breakers, plunging breakers have the ability to en-
train a bigger quantity of air and at greater depths, with larger bubbles en-
trapped in the water column. This is described as an important mechanism
since it relates to dissipation. With reference to Fig. 11(a-e), obtained with a525
standard RANS approach, a discontinuous overturning jet is observed to move
from the wave crest. In (a) and (b), the onset of the breaking appears slightly
anticipate in comparison with the experimental measurement (black line). Af-
ter the impingement, the air cavity entrapped by the overturning jet is then
observed to break up into bubbles of different sizes (c), (d) and (e).530
The size of the jet originally generated at the wave crest is important since it
relates to the onset of the plunging mechanism. In particular, an insufficient
resolution (Lubin et al., 2011) in space or the schemes in use for the divergence
terms in the VOF equations (Chen et al., 2011) can lead to unfeasible impinge-
ment with the consequence of a wrong physics prediction. For these reasons,535
this topic has been considered, for instance, by Lubin et al. (2006) within the
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framework of 3D Large Eddy Simulations. In our case it was not possible to
evince details on the jet size from the paper of Ting and Kirby (1995), and
for this reason, in our models we tried to overcome this problem by ensuring a
grid resolution similar to that of recent literature (Chella et al., 2015) and using540
upwind schemes only for turbulent quantities.
A comparison between experimental and numerical results regards the time
traces of the surface elevation at different stations along the direction of propaga-
tion. Accordingly to the available experimental data, in the spilling breaker case
(Fig. 12), the positions of the gauges are at x = −1.5,−0.5, 4.5, 5.5, 6.0, 6.5, 7.0, 8.0545
m (Ting and Kirby (1996) as reported in Chella et al. (2015)), in the plunging
breaker case (Fig. 13), the positions of the gauges are at x = −1.5, 2, 4, 6, 8, 9, 10, 11
m (Ting and Kirby, 1996). In both cases, the time traces show five periods of
the simulations in almost stabilized breaking conditions. The agreement is again
rather satisfactory, in terms of wave elevation and phase lag at each station of550
both type of breakers and in line with the results of other investigators (Chella
et al., 2015; Xie, 2013).
Fig. 10 and Fig. 11 have been previously shown to witness qualitatively
the breaking mechanism captured by the numerics (air entrainment, jet im-
pingement). Fig. 12 and Fig. 13 show a a direct comparison with experimental555
measurements and the numerical results of other investigators that recently ap-
proached the same problem with a comparable grid resolution and numerical
approach (Chella et al., 2015). Differently from Case I, the RANS simulations
reasonably reproduce the wave breaking while the results of the simulations
without turbulence model show a large advance in the breaking position along560
the ramp and consequently a corrupted wave propagates along the rest of the
ramp, both in spilling and plunging case; this is probably due to a larger amount
of foam and air entrapped that grid and time resolution could not account for.
A further step in the analysis is finally consistent with the RANS approach and
accounts for phase averages.565
Fig. 14 shows the comparison between experimental Ting and Kirby (1996) and
present numerical results (with turbulence model) for the spilling breaker case.
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The phase-averaged time traces of the surface elevation along the ramp are given
for the positions (a) x = 7.275m, (b) 7.885m, (c) 8.495m, (d) 9.110m after Ting
and Kirby (1996). In particular the surface elevation parameter is ζ−ζ̄h , where ζ̄570
is the phase averaged elevation at the generic station x and h is the water depth
at the same station x. Both experimental and numerical peak values over the
considered period decrease with increasing x, or in non-dimensional form with
increasing (x−xb)/hb, where hb is the water depth at breaking. Considering the
complexity of the physical phenomenon and the rough treatment of turbulence575
at breaking with a RANS model, the agreement can be considered satisfactory
for the purposes of this work.
Finally, Fig. 15 shows a further comparison between experimental Ting and
Kirby (1995) and present numerical results (with turbulence model) for the
plunging breaker case. The phase-averaged time traces of the surface eleva-580
tion along the ramp are given in non-dimensional form for the positions (a)
x = 7.795m, (b) 8.345m, (c) 8.975m, (d) 9.295m. As shown in Fig. 11, in our
simulations we find a slightly premature breaking along the ramp. Thus at
the positions (a) to (d), the crest height is underestimating systematically the
experimental values. On the other hand we observe that our results are in line585
with those shown in Zhao et al. (2004) and obtained with a standard Reynolds
stress model. In the same paper, tha authors have shown better results obtained
with a k − l model in which the artificial energy cascade process is introduced
explicitly by a model suited for a 2D flow.
The research conducted on this specific topic has involved many investigators590
(Zhao et al. (2004), Zhao and Armfield (2010), Kimmoun and Branger (2007))
showing that the more accurate and expensive techniques (in terms of grid reso-
lution and advanced numerical frameworks) have been capable to give the most
accurate prediction of the various aspects concerning the breaking, specifically
the free surface elevation and the velocity profiles (Lubin et al. (2006), Lubin et595
al. (2011), Chella et al. (2015), Christensen (2006)).
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6. Case III: breaking of regular waves induced by a weakly submerged
horizontal cylinder at a low Keulegan-Carpenter number
6.1. Problem formulation
In this section, we investigate the breaking of regular waves induced by a600
weakly submerged horizontal cylinder with axis perpendicular to the direction
of propagation of the waves. The incident wavy flow is characterized by a very
low Keulegan Carpenter number, KC = 0.8.
Fig. 16 shows a sketch of the physical problem and relevant symbols. Here a
is the radius of the cylinder, D = 2a its diameter, λ is the incident wave lenght,605
H is the incident wave height, T is the incident wave period, h is the water
depth.
The Reynolds (Re =
ρUrefD
µ ) and Keulegan Carpenter (KC =
UrefT
D ) num-
bers are computed in relation to the incident (unperturbed) wave kinematics
computed conventionally at the cylinder axis. Stokes 3rd order wave theory is610
used to compute the reference velocity Uref .
The problem has been studied by several authors, both experimentally and
numerically (see Contento and Codiglia (2001) for a brief review). Among others
Chaplin (1984a,b, 1992, 1993) and Contento and Codiglia (2001) have shown
experimentally the strong nonlinear behavior of the inertia (pressure) forces615
acting on the cylinder, as a result of a steady streaming (of viscous origin)
around the cylinder surface, induced by the orbital nature of the incident flow.
For such low KC numbers (< 3), the inertia forces are expected to be the
only contribution to the wave load and the inertia coefficient Cm of the Morison
equation, Eq.(16), is expected to be ≈ 2.620








CdρDU |U | (16)
where F (t) is the force per unit length of the cylinder. Unexpectedly, due to
this orbital streaming that induces a kind of Magnus effect in anti-phase with
the inertia force, Cm drops down well below 1 at KC ≈ 2.5 as A−B ·KC2, the
values of A and B being basically a function of the submergence of the cylinder.
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Another strong nonlinear effect evidenced by the experiments (Contento and625
Codiglia, 2001) regards the higher order contributions that arise in both the
pressure field on the cylinder wall related forces (Chaplin (1984a,b, 1992, 1993))
and on the free surface elevation, the magnitude of these higher order terms
being again a function of the submergence of the cylinder and of theKC number.
These considerations describe some of the physiscal aspets of the problem630
that has been studied experimentally at the wave basin of the University of
Trieste (Contento and Codiglia, 2001), showing, at the lowest submergence of
the cylinder, a wave gently breaking above the cylinder. For this reason it has
been selected as third case of this work.
6.2. Numerical simulations635
The cylinder diameter is D = 2a = 0.315 m, the depth of the cylinder axis is
y/a = −2, the incident wave length is λ = 4m, the wave height H = 0.1273m,
the water depth is d = 1.55m, KC = 0.8, Re = 43372 and the diffraction
parameter is ka = 0.2474, where k is the wave number. Table 4 summarizes the
design parameters of the simulation.640
Similarly to what has been done in the physical lab, the incident waves have
been simulated separately (without the cylinder), with the same domain size
and resolution at the free surface. In this way it has been possible to obtain the
exact phase lag between the unperturbed incident flow and the free surface and
pressure perturbed by the presence of the cylinder.645
Hereafter we assume time t = 0 at the zero crossing-up of the unperturbed
incident wave elevation at the longitudinal position of the cylinder axis.
The computational domain used is set into a block structure that allows a
straightforward refinement in the near wall region (O − grid) and at the free
surface interface (here with a constant vertical spacing). The domain is assumed650
to be 26m long downwind and 18m long upwind, with respect to the cylinder
axis position.
Waves are generated at the left boundary of the domain. The target steep-
ness of the incident waves is less than 1/30 so that the linear wave kinematics
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can be applied as boundary condition at the wave-making patch with an accept-655
able approximation. Due to the finite amplitude elevation of the free surface,
the velocities at the wavemaking boundary have been modified (not shown here)
in order to fulfill both a zero net flux during a complete wave period and con-
sistent velocity values above the mean free surface. A sponge layer extending 2
wavelengths has been adopted here (see Sec. 3).660
Due to the very low nominal Reynolds number, the simulations presented
here have been carried out with and without the turbulence model. In the
former case the turbulent intensity I and eddy viscosity β are specified at the
inlet as follows, I = 1.0× 10−2 and β = νt/ν = 10−1.
In this case the grid has been prepared with 3 × 106 points and 28 blocks,665
with y+ ' 1 at the cylinder wall. The aspect ratio beteween the size of adjacent
cells is never greater than 1.05 in order to ensure the best sampling of the wave
fields in space.
6.3. Results and discussion
As an instrument for the analysis of the results, the phase averages of free670
surface and dynamic pressure at the cylinder surface have been presented and
compared with experimental results. In this case, numerical results from other
authors have not been found in literature. Fig. 17 to Fig. 24 show a sequence
of snapshots of the free surface elevation and pressure at the cylinder wall,
equally spaced in time t according to t/T = j/8, with j = 0, 1, 2 . . . 7 where T675
is the incident wave period. As stated before, time t is assumed to be zero at
the zero crossing-up of the unperturbed incident wave elevation at the cylinder
axis. The dotted line represents the incident wave profile (simulated separately);
the solid lines represent the free surface and the dynamic pressure without tur-
bulence model. A positive dynamic pressure is plotted outside the cylinder680
surface,negative is inside the cylinder. The dashed lines represent the free sur-
face and the dynamic pressure with turbulence model switched-on. On the
same plot the solid rhombus represents the experimental elevation of the unper-
turbed wave at the cylinder axis. Finally the empty circles represent the free
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surface and pressure measurements after Contento and Codiglia (2001). The685
mean uncertainty level of the measured wave elevation and dynamic pressure is
±0.0015 m and ±0.01 kPa respectively for the Bias error, and approximately
±0.002m and ±0.1 kPa for the RMS. These RMS values are due mainly to the
fluctuation of the signal within consecutive periods. Thus both measured and
simulated values in the plots represent average values computed over four time690
instants t evenly spaced in time, t = t0 + i · T for any i. The time window
corresponds to a quasi-stationary part of the Fourier components of the signal.
The agreement of both pressure and free surface elevation is excellent at each
t/T . The influence on the pressure distribution of the shallow water condition
above the cylinder and of the wave breaking is reproduced extremely well, as695
shown in Fig. 17 and Fig. 24 for t/T = 0/8 and t/T = 7/8 respectively.
As a whole, the simulations with turbulence model show a rather good agree-
ment, even though there is a systematic underestimation of the dynamic pres-
sure and a smoother behavior of the free surface elevation at the breaker. It
is really difficult to identify an unique reason for this. Certainly, free surface700
elevation and dynamic pressure at the cylinder have been observed to be strictly
connected during all the phases of the averaged wave period analyzed and it is
possible that the RANS approach lacks of the accuracy in the prediction of the
free surface since the same happens for the prediction of the vortices detached
from the cylinder surface, being this occurrence non-steady and related to a lo-705
cal adverse pressure gradient that is hard to capture on curved surfaces invested
by wavy flows (Menter, 1994).
The presence of rotating structures detaching from the cylinder surface is repre-
sented in Fig. 25(a)(b) that shows a contour plot of the non-dimensional vorticity
ω∗ = ωU/D for t/T = 9/80 and 15/80 respectively. The complexity of the flow710
field in terms of detached large eddies at the cylinder surface and of eddy riding
at the breaker is well evidenced (Lupieri and Contento, 2015). The volume frac-
tion (not shown) at breaking exhibits a pronounced mixture of air-water over a
thick layer at the interface.
As discussed in Sec. 6.1, Chaplin (1984a,b, 1992, 1993) and Chaplin and715
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Ikeda (1999) have shown experimentally that the interaction at low KC numbers
of a 2D regular wave train with a weakly submerged cylinder with axis parallel
to the wave crests leads to a pronounced steady streaming in the boundary layer.
This effect has viscous origins and is responsible of the large drop of the inertia
(pressure) force. The experimental data of Contento and Codiglia (2001) have720
shown that, keeping KC constant while varying the submergence of the cylinder,
the higher order Fourier components of the Morison’s force (Eq.(16)) and of the
flow (pressure), exhibit a strongly nonlinear dependence on the submergence of
the body, the deeper the cylinder is, the lower the amplitudes of the second and
third harmonic are (Lupieri and Contento, 2015). Fig. 26 shows the clockwise725
averaged velocity field around the cylinder surface. The time window used for
computing the average vectors is the same as reported above (4 consecutive
complete wave periods).
7. Conclusions
This work has focused the attention on the numerical reproduction of 2-D730
wave breaking events as propaedeutic benchmark for more complex 3D situa-
tions, like the resistance of a ship in calm water including breaking or the loads
of large breaking waves on a fixed or moving structure.
The cases investigated by means of numerical simulations are quasi-steady
breaking induced by a fully submerged hydrofoil at constant speed in calm735
water, ultra shallow water cnoidal waves breaking in spilling and plunging mode
on a sloping beach and breaking of intermediate water depth regular waves
induced by a weakly submerged horizontal cylinder at a low Keulegan-Carpenter
number. The experimental cases examined belong to nominally laminar or
transient regime. However either the gentle breaking or the violent splashing740
produce a mixing of air and water at the free surface interface and this leads
the flow to a local turbulent regime.
In the case of the submerged hydrofoil, the simulation with turbulence model
shows a smooth breaking wave train, but it fails completely to predict the first
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and second wave crests, both in longitudinal position and mostly in breaker745
height. The simulation without turbulence model, probably under-resolved in
space, shows a thick foamy flow that spreads along the wave train, as evidenced
in the experiments too. In this case the scatter of the data around the mean
value has the same order of magnitude for both simulations and measurements.
The low frequency periodicity of the wave elevation (predicted by the theory and750
shown with non-negligible difficulties by the experiments) appears clearly when
the turbulence model is used, due to its implicit low-pass filtering (Iaccarino et
al., 2003).
The breaking of cnoidal waves in spilling and plunging mode, traveling on a
ramp has been simulated with satisfactory results. It is shown that the simu-755
lated surface elevation is very close to the experimental data, with just a slight
difference in the detection of the breaking position and peak values.
In the case of the circular cylinder in regular waves, the free surface eleva-
tion and the pressure at the cylinder wall are in very close agreement with the
experimental data.760
Summarizing, the results obtained in this work using a standard turbulence
model are in a general good agreement with both experiments and other nu-
merical solutions from the literature. The worse case obtained regards the wave
train generated by a foil at steady speed, irrespective of grid resolution and
interface-capturing method (Contento et al., 2015). On the other hand, in the765
case of bottom induced breaking, the grid resolution has been shown to play a
key role in the reproduction of the position and mostly of the local features of
the breaker.
In any case, as shown also by the wide literature, there are undeniable dif-
ficulties in simulating very accurately breaking waves with a standard RANS770
approach. For the three cases here considered, the reasons have been widely
discussed, with support from the literature, leading to consider alternative ways
to take turbulence into account at breaking, but still in a RANS context. For
instance, the high level of eddy viscosity produced by the adopted turbulence
model in the breaking region could be limited with a different formulation of775
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the turbulence production term, as sometimes practiced in external aerody-
namics for fluxes with high level of streamlines curvature. A radically different
approach could be Large Eddy Simulations or the promising DES technique,
as already shown in the literature for one of the selected cases (Christensen,
2006). However, even with 3D LES and even with the adoption of different780
sub-grid models, Christensen (2006) has shown that the position of breaking is
still shifted from the experimental one, (slightly) forth or back for spilling or
plunging breakers respectively.
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Laplacian ∇2 linear corrected
Table 1: Numerical schemes in use in the simulations.
d/c = 0.783 d/c = 0.783 d/c = 0.65 d/c = 0.65
(SST) (SST)
Error (%) λb 9 3 26 7
Error (%) Tb 9 9 12 12
Table 2: Errors in the breaker parameters of the simulated waves according to the results of
Duncan (1983) and De Blasi et al. (2000) - Case I.
λ(m) H(m) T (s) h(m) m Ur Order xb(m)
Spilling 3.70 0.125 2.0 0.40 0.87 27.97 3rd 6.40
Plunging 10.76 0.128 5.0 0.40 0.99 230 5th 7.79
Table 3: Parameters of the cnoidal waves simulated - Case II.
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D(m) λ(m) H(m) T (s) KC Re ka y/a
0.315 4 0.1273 1.6009 0.80 43372 0.2474 −2
Table 4: Parameters of the simulation of wave breaking over a circular cylinder - Case III.
10. List of figures caption
Figure 1. Schematic representation of a computational domain with wave
absorbing zone.
Figure 2. Waves induced by a foil towed underneath the free surface: schematic
representation.795
Figure 3. Wave profiles induced by a NACA0012 foil at U = 0.80 m/s in
fresh water after Duncan (1983).
Figure 4. Spilling breaker parameters (after Duncan (1981).
Figure 5. Comparison between the simulated and experimental wave profile:
empty circles = experiments after Duncan (1983); thin solid line with squares=800
time averaged free surface profile from the simulation with turbulence model;
dotted lines = time averaged max and min free surface profile from the simula-
tion with turbulence model; thick solid line= time averaged free surface profile
from the simulation without turbulence model; dashed lines = time averaged
max and min free surface profile from the simulation without turbulence model805
(d/c = 0.783).
Figure 6. Waterfall of snapshots of the free surface profile (left) and ampli-
tude spectrum (right) of the wave elevation at x/c = 2: a) = with turbulence
model, b) = without turbulence model (d/c = 0.783).
Figure 7. Comparison between the simulated and experimental wave profile:810
empty circles = experiments after De Blasi et al. (2000) (mean +/- RMS); thin
solid line with squares= time averaged free surface profile from the simulation
with turbulence model; dotted lines = time averaged max and min free surface
profile from the simulation with turbulence model; thick solid line= time av-
eraged free surface profile from the simulation without turbulence model and815
with numerical uncertainty bars; dashed lines = time averaged max and min
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free surface profile from the simulation without turbulence model (d/c = 0.65).
Figure 8. Waterfall of snapshots of the free surface profile (left) and ampli-
tude spectrum (right) of the wave elevation at x/c = 2: a) = with turbulence
model, b) = without turbulence model (d/c = 0.65).820
Figure 9. Wave breaking on a sloping beach: schematic representation.
Figure 10. Spilling breaker on a 1 : 35 ramp. The contour variable is the
volume fraction. The time step between the snapshots is T/20. The vertical
line shows the position xb = 6.40 m of expected breaking, according to the
measurements of Ting and Kirby (1994, 1996).825
Figure 11. Plunging breaker on a 1 : 35 ramp. The contour variable is the
volume fraction. The time step between the snapshots is T/10. The vertical
line shows the position xb = 7.79 m of expected breaking, according to the
measurements of Ting and Kirby (1994, 1996).
Figure 12. Spilling breaker on a 1 : 35 ramp. Comparison between experi-830
mental (Ting and Kirby (1996) as reported in Chella et al. (2015)), numerical
results from Chella et al. (2015) and present numerical results. Free surface
elevation at 8 gauges along the ramp. x = −1.5,−0.5, 4.5, 5.5, 6.0, 6.5, 7.0, 8.0
m (top-down); empty circles = experiments; thick solid line with squares= free
surface profile from the present simulation with turbulence model; thin solid835
line= free surface profile from the present simulation without turbulence model,
dashed line = results from Chella et al. (2015).
Figure 13. Plunging breaker on a 1 : 35 ramp. Comparison between experi-
mental (Ting and Kirby (1996) as reported in Xie (2013)) and present numerical
results. Free surface elevation at 8 gauges along the ramp. x = -1.5, 2, 4, 6,840
8, 9, 10, 11 m (top-down); empty circles = experiments; thick solid line with
squares= free surface profile from the present simulation with turbulence model;
thin solid line= free surface profile from the present simulation without turbu-
lence model.
Figure 14. Spilling breaker on a 1 : 35 ramp. Comparison between exper-845
imental (Ting and Kirby, 1996) and present numerical results. Free surface
elevation at 4 gauges along the ramp. (x − xb)/hb = 4.397 (a), 7.462 (b),
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10.528 (c), 13.618 (d); empty circles = experiments; solid line with squares=
free surface profile from the simulation with turbulence model.
Figure 16. Regular wave breaking over a submerged circular cylinder: sche-850
matic representation.
Figure 17. t/T = 0/8.
Figure 18. t/T = 1/8.
Figure 19. t/T = 2/8.
Figure 20. t/T = 3/8.855
Figure 21. t/T = 4/8.
Figure 22. t/T = 5/8.
Figure 23. t/T = 6/8.
Figure 24. t/T = 7/8. Wave elevations at t/T = j/8, with j = 0, 1, 2, . . . 7.
Dotted line = incident wave profile (simulated separately); thick solid line = free860
surface elevation and dynamic pressure without turbulence model, dashed line =
free surface elevation and dynamic pressure with turbulence model; solid rhom-
bus = experimental (undisturbed) wave elevation at the cylinder axis, empty
circles = free surface elevation and dynamic pressure measurements (Contento
and Codiglia, 2001).865
Figure 25. Contour plot of non-dimensional vorticity at t/T = 9/80 (without
turbulence model) on (a) and at t/T = 15/80 on (b).
Figure 26. Velocity field close to the cylinder surface, averaged over 4 com-
plete incident wave periods. The reference velocity Uref corresponds to the
velocity used to define di KC number.870
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11. Figures
Figure 1: Schematic representation of a computational domain with wave absorbing zone.
Figure 2: Waves induced by a foil towed underneath the free surface: schematic representation.
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Figure 3: Wave profiles induced by a NACA0012 foil at U = 0.80 m/s in fresh water af-
ter Duncan (1983).
35
Figure 4: Spilling breaker parameters (after Duncan (1981).
Figure 5: Comparison between the simulated and experimental wave profile: empty circles
= experiments after Duncan (1983); thin solid line with squares= time averaged free surface
profile from the simulation with turbulence model; dotted lines = time averaged max and
min free surface profile from the simulation with turbulence model; thick solid line= time
averaged free surface profile from the simulation without turbulence model; dashed lines =





Figure 6: Waterfall of snapshots of the free surface profile (left) and amplitude spectrum
(right) of the wave elevation at x/c = 2: a) with turbulence model, b) = without turbulence
model (d/c = 0.783).
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Figure 7: Comparison between the simulated and experimental wave profile: empty circles =
experiments after De Blasi et al. (2000) (mean +/- RMS); thin solid line with squares= time
averaged free surface profile from the simulation with turbulence model; dotted lines = time
averaged max and min free surface profile from the simulation with turbulence model; thick
solid line= time averaged free surface profile from the simulation without turbulence model
and with numerical uncertainty bars; dashed lines = time averaged max and min free surface




Figure 8: Waterfall of snapshots of the free surface profile (left) and amplitude spectrum
(right) of the wave elevation at x/c = 2: a) with turbulence model, b) = without turbulence
model (d/c = 0.65).
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Figure 10: Spilling breaker on a 1 : 35 ramp. The contour variable is the volume fraction. The
time step between the snapshots is T/20. The vertical line shows the position xb = 6.40m of







Figure 11: Plunging breaker on a 1 : 35 ramp. The contour variable is the volume fraction.
The time step between the snapshots is T/10. The vertical line shows the position xb = 7.79m





















































































































































































































































































































































































































































































































































































































































Figure 14: Spilling breaker on a 1 : 35 ramp. Comparison between experimental (Ting and
Kirby, 1996) and present numerical results. Phase averaged free surface elevation at 4 gauges
along the ramp. (a) x = 7.275m, (b) 7.885m, (c) 8.495m, (d) 9.110m; empty circles =
experiments; solid line with squares= free surface profile from the simulation with turbulence
model.
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Figure 15: Plunging breaker on a 1 : 35 ramp. Comparison between experimental (Ting
and Kirby, 1995) and present numerical results. Phase averaged free surface elevation at 4
gauges along the ramp. (a) x = 7.795m, (b) 8.345m, (c) 8.975m, (d) 9.295m; empty circles =
experiments; solid line with squares= free surface profile from the simulation with turbulence
model.
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Figure 25: Contour plot of non-dimensional vorticity at t/T = 9/80 (without turbulence
model) on (a) and at t/T = 15/80 on (b).
56
Figure 26: Velocity field close to the cylinder surface, averaged over 4 complete incident wave
periods. The reference velocity Uref corresponds to the velocity used to define di KC number.
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