Abstract: Firefly-Algorithm (FA) is an eminent nature-inspired swarm-based technique for solving numerous real world global optimization problems. This paper presents an overview of the constraint handling techniques. It also includes a hybrid algorithm, namely the Stochastic Ranking with Improved Firefly Algorithm (SRIFA) for solving constrained real-world engineering optimization problems. The stochastic ranking approach is broadly used to maintain balance between penalty and fitness functions. FA is extensively used due to its faster convergence than other metaheuristic algorithms. The basic FA is modified by incorporating opposite-based learning and random-scale factor to improve the diversity and performance. Furthermore, SRIFA uses feasibility based rules to maintain balance between penalty and objective functions. SRIFA is experimented to optimize 24 CEC 2006 standard functions and five well-known engineering constrained-optimization design problems from the literature to evaluate and analyze the effectiveness of SRIFA. It can be seen that the overall computational results of SRIFA are better than those of the basic FA. Statistical outcomes of the SRIFA are significantly superior compared to the other evolutionary algorithms and engineering design problems in its performance, quality and efficiency.
Introduction
Nature-Inspired Algorithms (NIAs) are very popular in solving real-life optimization problems. Hence, designing an efficient NIA is rapidly developing as an interesting research area. The combination of evolutionary algorithms (EAs) and swarm intelligence (SI) algorithms are commonly known as NIAs. The use of NIAs is popular and efficient in solving optimization problems in the research field [1] . EAs are inspired by Darwinian theory. The most popular EAs are genetic algorithm [2] , evolutionary programming [3] , evolutionary strategies [4] , and genetic programming [5] . The term SI was coined by Gerardo Beni [6] , as it mimics behavior of biological agents such as birds, fish, bees, and so on. Most popular SI algorithms are particle swarm optimization [7] , firefly algorithm [8] , ant colony optimization [9] , cuckoo search [10] and bat algorithm [11] . Recently, many new population-based algorithms have been developed to solve various complex optimization problem such as killer whale algorithm [12] , water evaporation algorithm [13] , crow search algorithm [14] and so on. The No-Free-Lunch (NFL) theorem described that there is not a single appropriate NIA to solve all optimization problems. Consequently, choosing a relevant NIAs for a particular optimization problem involves a lot of trial and error. Hence, many NIAs are studied and modified to make them more powerful with regard to efficiency and convergence rate for some optimization problems. 
h j ( z) = 0 j = m + 1, . . . , q ; (3)
where f ( z) is the objective-function given in Equation (1), ( z) = (z 1 , z 2 , z 3 ..., z n ) n-dimensional design variables, l x and u x are the lower and upper bounds, g j ( z) inequality with m constraints and h j ( z) equality with q − 1 constraints. The feasible search space F ⊆ S is represented as the equality (q) and inequality (m). Some point in the z ∈ F contains feasible or infeasible solutions. The active constraint ( z * ) is defined as inequality constraints that are satisfied when g j (z) ≤ 0 (j = {1, 2, 3, . . . , m}) at given point ( z * ) ∈ F. In feasible regions, all constraints (i.e., equality constraints) were acknowledged as active constraints at all points.
In NIA problems, most of the constraint-handling techniques deal with inequality constraints. Hence, we have transformed equality constrained into equality using some tolerance value (ε):
where j ∈ {m + 1, . . . , q } and 'ε' is tolerance allowed. Apply the value of tolerance ε for equality constraints for a given optimization problem. Then, the constraint-violation CV j ( z) of an individual from the j th constraint can be calculated by
The maximum constraint-violation of z of every constraint in the all individual or population is given as:
CV j ( z).
With this background, the rest of paper is ordered as follows: Section 2 explains the classification of constrained-Handling Techniques (CHT); Section 3 deals with an overview of Constrained FA; Section 4 gives the outline of SR and OBL approaches. Section 5 described the proposed SRIFA with OBL; the experimental setup and computational outcomes of the SRIFA with 24 CEC 2006 benchmark test functions are illustrated in Section 6. The comparison of SRIFA with existing metaheuristic algorithms is also discussed with respect to its performance and effectiveness. The computational results of the SRIFA are examined with an engineering design problem in Section 7. Finally, in Section 8, conclusions of the paper are given.
Constrained-Handling Techniques (CHT)

Classification of CHT
In this section, we provide a literature survey of various CHT approaches that are adapted into NIAs to solve COPs. The classification of constrained handling approaches is shown in Figure 1 . In the past few decades, various CHTs have been developed, particularly for EAs. Mezura-Montes and Coello conducted a comprehensive survey of NIA [19] . 
1.
Feasibility Rules Approach: The most effective CHT was proposed by Deb [20] . Penalty Function Method: COPs can be transformed into unconstrained problems using penalty function. This penalty method includes various techniques such as static-penalty, dynamicpenalty [22] , adaptive-penalty [23] , death-penalty [24] , oracle-penalty and exact-penalty methods.
3.
Special representation scheme: This method includes decoders, locating the boundary of a feasible solution [25] and repair method [26] . The new repair methods classified into three types: Constrained Optimization by Radical basis Function Approximation (COBRA) [27] , the centroid and No-pair method.
4.
Multi-objective Methods (MO) or Vector optimization or Pareto-optimization: It is an optimization problems that has two or more objectives [28] . There are roughly two types of MO methods: bi-objective and many-objective.
5.
Split-up objective and constraints: There are many techniques to handle split-up objective and constraints. These techniques are co-evolution, Powell and Skolnick technique, Deb-rule and ranking method. There are different types of ranking methods such as stochastic ranking, Tessema and Yen method, multiple ranking and the balanced ranking method.
6.
Hybrid Method: The NIAs combined with a classical constrained method or heuristic method are called as hybrid methods. The hybrid method includes Lagrangian multipliers, constrained Optimization by random evolution and fuzzy logic [25] . 7.
Miscellaneous Method: These methods include ensemble [29] , -constrained [30] , dynamic constrained, hyper-heuristic, parent-centric and inverse parabolic [31] .
Overview of Constrained FA
Basic FA
FA is a swarm-based NIAs proposed by Xin-she Yang [8] . Fister et al. [32] carried out in detail comprehensive review of FA. The basic FA pseudo-code is indicated in Algorithm 1. The mathematical formulation of the basic FA is as follows (Figure 2 Let us consider that attractiveness of FA is assumed as brightness (i.e., fitness function). The distance between brightness of two fireflies (assume u and v) is given as:
where I is an intensity of light-source parameter, γ is an absorption coefficient, and (z u ) is distance between two fireflies u and v. I 0 is the intensity of light source parameter when r = 0. The attractiveness for two fireflies u and v (u is more attractive than v) is defined as:
β 0 is attractiveness parameter when r = 0. Movement of fireflies are basically based on the attractiveness, when a firefly u is less attractive than firefly v; then, firefly u moves towards firefly v and it is determined by Equation (10):
where the second term is an attractive parameter, the third term is a randomness parameter and rand is a vector of random-numbers generated uniform distribution between 0 and 1.
Constrained FA
The FA Combined with CHT has been widely used for solving COPs. Some typical constrained FA (CFA) has been briefly discussed below.
To solve engineering optimization problems, the adaptive-FA is designed has been discussed in [33] . Costa et al. [34] used penalty based techniques to evaluate different test functions for global optimization with FA. Brajevic et al. [35] developed feasibility-rule based with FA for COPs. Kulkarni et al. [36] proposed a modified feasibility-rule based for solving COPs using probability. The upgraded FA (UFA) is proposed to solve mechanical engineering optimization problem [37] . Chou and Ngo designed a multidimensional optimization structure with modified FA (MFA) [38] .
Algorithm 1 Stochastic Ranking Approach (SRA)
1: Number of population (N), P f balanced dominance of two solution of f ( z), CV k ( z) is sum of constrained violation, m is individual who will be ranked 2: Rank the individual based on P f and f ( z) 3: Calculate z k = 1, */ k ∈ 1, 2, 3, ..., λ and z k is variable of f(z) 4: for i = 1 to n do 5: for k = 1 to m-1 do 6: Random R = U(0, 1) */random number generator 7: end for 8: if (CV k ((z k ) = CV k ((z k+1 ) = 0)) or R < P f then 9: if (f(z k ) > f(z k+1 )) then 10: swap (z k ,z k+1 ) 11: end if 12: else if (CV k (z k ) > CV k (z k+1 )) then 13: swap (z k , z k+1 ) end if 14: end if 15: if no swapping then break; 16: end if 17 : end for
Stochastic Ranking and Opposite-Based Learning (OBL)
This section represents an overview of SR and OBL.
Stochastic Ranking Approach (SRA)
This approach, which was introduced by Runarsson and Yao [39] , which balances fitness or (objective function) and dominance of a penalty approach. Based on this, the SRA uses a simple bubble sort technique to rank the individuals. To rank the individual in SRM, P f is introduced, which is used to compare the fitness function in infeasible area of search space. Normally, when we take any two individuals for comparison, three possible solutions are formed.
(a) if both individuals are in a feasible region, then the smallest fitness function is given the highest priority; (b) For both individuals at an infeasible region, an individual having smallest constraint-violation (CV k ) is preferred to fitness function and is given the highest priority; and (c) if one individual is feasible and other is infeasible, then the feasible region individual is given highest priority. The pseudo code of SRM is given in Algorithm 1.
Opposition-Based Learning (OBL)
The OBL is suggested by Tizhoosh in the research industry, which is inspired by a relationship among the candidate and its opposite solution. The main aim of the OBL is to achieve an optimal solution for a fitness function and enhance the performance of the algorithm [40] . Let us assume that z ∈ [x + y] is any real number, and the opposite solution of z is denoted asź and defined aś
Let us assume that Z = (z 1 , z 2 , z 3 , . . . , z n ) is an n-dimensional decision vector, in which z i ∈[xi + yi] and i = 1, 2, . . . , n. In the opposite vector, p is defined asŹ = (ź 1 ,ź 2 ,ź 3 , . . . ,ź n ), wheré
The Proposed Algorithm
The most important factor in NIAs is to maintain diversity of population in search space to avoid premature convergence. From the intensification and diversification viewpoints, an expansion in diversity of population revealed that NIAs are in the phase of intensification, while a decreased population of diversity revealed that NIAs are in the phase of diversification. The adequate balance between exploration and exploitation is achieved by maintaining a diverse populations. To maintain balance between intensification and diversification, different approaches were proposed such as diversity maintenance, diversity learning, diversity control and direct approaches [16] . The diversity maintenance can be performed using a varying size population, duplication removal and selection of a randomness parameter.
On the other hand, when the basic FA algorithm is performed with insufficient diversification (exploration), it leads to a solution stuck in local optima or a suboptimal region. By considering these issues, a new hybridizing algorithm is proposed by improving basic FA.
Varying Size of Population
A very common and simple technique is to increase the population size in NIAs to maintain the diversity of population. However, due to an increase in population size, computation time required for the execution of NIAs is also increased. To overcome this problem, the OBL concept is applied to improve the efficiency and performance of basic FA at the initialization phase.
Improved FA with OBL
In the population-based algorithms, premature convergence in local optimum is a common problem. In the basic FA, every firefly moves randomly towards the brighter one. In that condition, population diversity is high. After some generation, the population diversity decreases due to a lack of selection pressure and this leads to a trap solution at local optima. The diversification of FA is reduced due to premature convergence. To overcome this problem, the OBL is applied to an initial phase of FA, in order to increase the diversity of firefly individuals.
In the proposed Improved Firefly Algorithm (IFA), we have to balance intensification and diversification for better performance and efficiency of the proposed FA. To perform exploration, a randomization parameter is used to overcome local optimum and to explore global search. To balance between intensification and diversification, the random-scale factor (R) was applied to generate randomly populations. Das et al. [41] used a similar approach in DE:
where R u,v is a vth parameter of the uth firefly, ub v is upper-bound, lb v is a lower-bound of vth value and rand (0, 1) is randomly distributed of the random-number. The movement of fireflies using Equation (10) will be modified as
Stochastic Ranking with an Improved Firefly Algorithm (SRIFA)
Many studies are published in literature for solving COPs using EAs and FA. However, it is quite challenging to apply this approach for constraints effectively handling optimization problems. FA produces admirable outcomes on COPs and it is well-known for having a quick convergence rate [42] . As a result of the quick convergence rate of FA and popularity of the stochastic-ranking for CHT, we proposed a hybridized technique for constrained optimization problems, known as Stochastic Ranking with an Improved Firefly Algorithm (SRIFA). The flowchart of SRIFA is shown in Figure 3 .
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Initialize population-size and apply OBL approach
Initialize attractiveness, absorption , and randomness values.
Initialize parameter of SR U(0,1) is random-value-generator(RVG)
Searching
Phase 
Duplicate Removal in SRIFA
The duplicate individuals in a population should be eliminated and new individuals should generated and inserted randomly into SRIFA. Figure 4 represents the duplication removal in SRIFA. 
Experimental Results and Discussions
To examine the performance of SRIFA with existing NIAs, the proposed algorithm is applied to 24 numerical benchmark test functions given in CEC 2006 [43] . This preferred benchmark functions have been thoroughly studied before by various authors.
In Table 1 , the main characteristics of 24 test function are determined, where a fitness function (f(z)), number of variables or dimensions (D), ρ = |Feas| / |SeaR| is expressed as a feasibility ratio between a feasible solution (Feas) with search region (SeaR), Linear-Inequality constraint (LI), Nonlinear Inequality constraint (NI), Linear-Equality constraint (LE), Nonlinear Equality constraint (NE), number active constraint represented as (a * ) and an optimal solution of fitness function denoted (OPT) are given. For convenience, all equality constraints, i.e., h j (z) are transformed into inequality constraint h j (z) − ε ≤ 0, where ε = 10 −4 is a tolerance value, and its goal is to achieve a feasible solution [43] .
Experimental Design
To investigate the performance and effectiveness of the SRIFA, it is tested over 24 standardfunctions and five well-known engineering design-problems. All experiments of COPs were experimented on an Intel core (TM) i5 − 3570 processor @3.40 GHz with 8 GB RAM memory, where an SRIFA algorithm was programmed with Matlab 8.4 (R2014b) under Win7 (x64). Table 2 shows the parameter used to conduct computational experiments of SRIFA algorithms. For all experiments, 30 independent runs were performed for each problem. To investigate efficiency and effectiveness of the SRIFA, various statistical parameters were used such as best, worst, mean, global optimum and standard-deviation (Std). Results in bold indicate best results obtained. Table 2 . Experimental parameters for SRIFA.
Parameters Value Significances
Size of population (NP) 50
Gandomi [44] suggested that 50 fireflies are adequate to perform experiments for any application. If we increase the population size, the computational time of the proposed algorithm will be increased.
Initial randomization value (α 0 ) 0.5
In the literature, many authors suggested that a randomness parameter must used in range (0, 1). In our experiment, we have used a 0.5 value.
Initial attractiveness value (β 0 ) 0.2 The attractiveness parameter for our experiment is 0.2 value.
Absorption coefficient (γ) 4
The absorption value is crucial in our experiment. It determines convergence speed of algorithms. In most applications, the γ value in range (0.001, 100)
Number of iterations or generations (G) 4800 Total number of iterations.
Total number of function evaluation (NFEs) 240,000
The total number of objective function evaluations (50 × 4800 = 240,000 evaluations) Constrained-handling values Initial tolerance value: 0.5 (for equality)
Final tolerance: 1 × 10 −4 (for equality)
It is used to rank objects. P f is used to compare the fitness (objective) function in infeasible areas of the search space.
Varphi (φ) 1 Sum of constrained violation.
Calibration of SRIFA Parameters
In this section, we have to calibrate the parameter of the SRIFA. According to the strategy of the SRIFA, described in Figure 2 , the SRIFA contains eight parameters: size of population (NP), initial randomization value (α 0 ), initial attractiveness value (β 0 ), absorption-coefficient (γ), max-generation (G), total number of function evaluations (NFEs), probability P f and varphi (φ). To derive a suitable parameter, we have performed details of fine-tuning by varying parameters of SRIFA. The choice of each of these parameters as follows: (NP)∈ (5 to 100 with an interval of 5), (α 0 ) ∈ (0.10 to 1.00 with an interval of 0.10), (β 0 ) ∈ (0.10 to 1.00 with an interval 0.10), (γ) ∈ (0.01 to 100 with an interval of 0.01 until 1 further 5 to 100), (G) ∈ (1000 to 10,000 with an interval of 1000), NFEs ∈ (1000 to 240,000), P f = ∈ (0.1 to 0.9 with an interval of 0.1) and (φ) ∈ (0.1 to 1.0 with an interval of 0.1). The best optimal solutions obtained by SRIFA parameter experiments from the various test functions. In Table 2 , the best parameter value for experiments for the SRIFA are described.
Experimental Results of SRIFA Using a GKLS (GAVIANO, KVASOV, LERA and SERGEYEV) Generator
In this experiment, we have compared the proposed SRIFA with two novel approaches: Operational Characteristic and Aggregated Operational Zone. An operational characteristic approach is used for comparing deterministic algorithms, whereas an aggregated operational zone approach is used by extending the idea of operational characteristics to compare metaheuristic algorithms.
The proposed algorithm is compared with some widely used NIAs (such as DE, PSO and FA) and the well-known deterministic algorithms such as DIRECT, DIRECT-L (locally-biased version), and ADC (adaptive diagonal curves). The GKLS test classes generator is used in our experiments. The generator allows us to randomly generate 100 test instances having local minima and dimension. In this experiment, eight classes (small and hard) are used (with dimensions of n = 2, 3, 4 and 5) [45] . The control parameters of the GKLS-generator required for each class contain 100 functions and are defined by the following parameters: design variable or problem dimension (N), radius of the convergence region (ρ), distance from of the paraboloid vertex and global minimum (r) and tolerance (δ). The value of control parameters are given in Table 3 . From Table 4 , we can see that the mean value of generations required for computation of 100 instances are calculated for each deterministic and metaheuristic algorithms using an GKLS generator. The values ">m(i)" indicate that the given algorithm did not solve a global optimization problem i times in 100 × 100 instances (i.e., 1000 runs for deterministic and 10,000 runs for metaheuristic algorithms). The maximum number of generations is set to be 10 6 . The mean value of generation required for proposed algorithm is less than other algorithms, indicating that the performance SRIFA is better than the given deterministic and metaheuristic algorithms.
Experimental Results FA and SRIFA
In our computational experiment, the proposed SRIFA is compared with the basic FA. It differs from the basic FA in following few points. In the SRIFA, the OBL technique is used to enhance initial population of algorithm, while, in FA, fixed generation is used to search for optimal solutions. In the SRIFA, the chaotic map (or logistic map) is used to improve absorption coefficient γ, while, in the FA, fixed iteration is applied to explore the global solution. The random scale factor (R) was used to enhance performance in SRIFA. In addition, SRIFA uses Deb's rules in the form of the stochastic ranking method.
The experimental results of the SRIFA with basic FA are shown in Table 5 . The comparison between SRIFA and FA are conducted using 24 CEC (Congress on Evolutionary-Computation) benchmark test functions [43] . The global optimum, CEC 2006 functions, best, worst, mean and standard deviation (Std) outcomes produced by SRIFA and FA in over 25 runs are described in Table 5 .
In Table 5 , it is clearly observed that SRIFA provides promising results compared to the basic FA for all benchmark test functions. The proposed algorithm found optimal or best solutions on all test functions over 25 runs. For two functions (G20 and G22), we were unable to find any optimal solution. It should be noted that 'N-F' refers to no feasible result found. 
Comparison of SRIFA with Other NIAs
To investigate the performance and effectiveness of the SRIFA, these results are compared with five metaheuristic algorithms. These algorithms are stochastic ranking with a particle-swarm-optimization (SRPSO) [46] , self adaptive mix of particle-swarm-optimization (SAMO-PSO) [47] , upgraded firefly algorithm (UFA) [37] , an ensemble of constraint handling techniques for evolutionary-programming (ECHT-EP2) [48] and a novel differential-evolution algorithm (NDE) [49] . To evaluate proper comparisons of these algorithms, the same number of function evaluations (NFEs = 240,000) were chosen.
The statistical outcomes achieved by SRPSO, SAMO-PSO, UFA, ECHT-EP2 and NDE for 24 standard functions are listed in Table 6 . The outcomes given in bold letter indicates best or optimal solution. N-A denotes "Not Available". The benchmark function G20 and G22 are discarded from the analysis, due to no feasible results were obtained.
On comparing SRIFA with SRPSO for 22 functions as described in Table 6 , it is clearly seen that, for all test functions, statistical outcomes indicate better performance in most cases. The SRIFA obtained the best or the same optimal values among five metaheuristic algorithms. In terms of mean outcomes, SRIFA shows better outcomes to test functions G02, G14, G17, G21 and G23 for all four metaheuristic algorithms (i.e., SAMO-PSO, ECHT-EP2, UFA and NDE). SRIFA obtained worse mean outcomes to test function G19 than NDE. In the rest of all test functions, SRIFA was superior to all compared metaheuristic algorithms.
Statistical Analysis with Wilcoxon's and Friedman Test
Statistical analysis can be classified as parametric and non-parametric test (also known as distribution-free tests). In parametric tests, some assumptions are made about data parameters, while, in non-parametric tests, no assumptions are made for data parameters. We performed statistical analysis of data by non-parametric tests. It mainly consists of a Wilcoxon test (pair-wise comparison) and Friedman test (multiple comparisons) [50] .
The outcomes of statistical analysis after conducting a Wilcoxon-test between SRIFA and the other five metaheuristic algorithms are shown in Table 7 . The R+ value indicates that the first algorithm is significantly superior than the second algorithm, whereas R− indicates that the second algorithm performs better than the first algorithm. In Table 7 , it is observed that R+ values are higher than R− values in all cases. Thus, we can conclude that SRIFA significantly outperforms compared to all metaheuristic algorithms.
The statistical analysis outcomes by applying Friedman test are shown in Table 8 . We have ranked the given metaheuristic algorithms corresponding to their mean value. From Table 8 , SRIFA obtained first ranking (i.e., the lowest value gets the first rank) compared to all metaheuristic algorithms over the 22 test functions. The average ranking of the SRIFA algorithm based on the Friedman test is described in Figure 5 .
Computational Complexity of SRIFA
In order to reduce complexity of the given problem, constraints are normalized. Let n be population size and t is iteration. Generally in NIAs, at each iteration, a complexity is O(n * FEs + Co f * FEs), where FEs is the maximum amount of function evaluations allowed and and Co f is the cost of objective function. At the initialization phase of SRIFA, the computational complexity of population generated randomly by the OBL technique is O(nt). In a searching and termination phase, the computational complexity of two inner loops of FA and stochastic ranking using a bubble sort are O(n 2 t + n(log(n))) +O(nt)). The total computational complexity of SRIFA is O(n, t)= O(nt)+ O(n 2 t + nlogn) +O(nt) ≈ O(n 2 t). 
SRIFA for Constrained Engineering Design Problems
In this section, we evaluate the efficiency and performance of SRIFA by solving five widely used constrained engineering design problems. These problems are: (i) tension or compression spring design [51] ; (ii) welded-beam problem [52] ; (iii) pressure-vessel problem [53] ; (iv) three-bar truss problem [51] ; and (v) speed-reducer problem [53] . For every engineering design problem, statistical outcomes were calculated by executing 25 independent runs for each problem. The mathematical formulation of all five constrained engineering design problems are given in "Appendix A".
Every engineering problem has unique characteristics. The best value of constraints, parameter and objective values obtained by SRIFA for all five engineering problems are listed in Table 9 . The statistical outcomes and number of function-evaluations (NFEs) of SRIFA for all five engineering design problems are listed in Table 10 . These results were obtained by SRIFA over 25 independent runs. 
Tension/Compression Spring Design
A tension/compression spring-design problem is formulated to minimize weight with respect to four constraints. These four constraints are shear stress, deflection, surge frequency and outside diameter. There are three design variables, namely: mean coil (D), wire-diameter d and the amount of active-coils N.
This proposed SRIFA approach is compared to SRPSO [46] , MVDE [54] , BA [44] , MBA [55] , JAYA [56] , PVS [57] , UABC [58] , IPSO [59] and AFA [33] . The comparative results obtained by SRIFA for nine NIAs are given in Table 11 . It is clearly observed that SRIFA provides the most optimum results over nine metaheuristic algorithms. The mean, worst and SD values obtained by SRIFA are superior to those for other algorithms. Hence, we can draw conclusions that SRIFA performs better in terms of statistical values. The comparison of the number of function evacuations (NFEs) with various NIAs is plotted in Figure 6 . Figure 6 . NIAs with NFEs for the tension/compression problem.
Welded-Beam Problem
The main objective of the welded-beam problem is to minimize fabrication costs with respect to seven constraints. These constraints are bending stress in the beam (σ ), shear stress (τ ), deflection of beam (δ ), buckling load on the bar (P c ), side constraints, weld thickness and member thickness (L).
Attempts have been made by many researchers to solve the welded-beam-design problem. The SRIFA was compared with SRPSO, MVDE, BA, MBA, JAYA, MFA, FA, IPSO and AFA. The statistical results obtained by SRIFA on comparing with nine metaheuristic algorithms are described in Table 12 . It can be seen that statistical results obtained from SRIFA performs better than all metaheuristic algorithms. The results obtained by the best optimum value for SRIFA performs superior to almost all of the seven algorithms (i.e., SRPSO, MVDE, BA, MBA, MFA, FA, and IPSO) but almost the same optimum value for JAYA and AFA. In terms of mean results obtained by SRIFA, it performs better than all metaheuristic algorithms except AFA as it contains the same optimum mean value. The standard deviation (SD) obtained by SRIFA is slightly worse than the SD obtained by MBA. From Table 12 , it can be seen that SRIFA is superior in terms of SD for all remaining algorithms. The smallest NFE result is obtained by SRIFA as compared to all of the metaheuristic algorithms. The comparisons of NFEs with all NIAs are shown in Figure 7 . 
Pressure-Vessel Problem
The main purpose of the pressure-vessel problem is to minimize the manufacturing cost of a cylindrical-vessel with respect to four constraints. These four constraints are thickness of head (T h ), thickness of pressure vessel (T s ), length of vessel without head (L) and inner radius of the vessel (R).
The SRIFA is optimized with SRPSO, MVDE, BA, EBA [60] , FA [44] , PVS, UABC, IPSO and AFA. The statistical results obtained by SRIFA for nine metaheuristic algorithms are listed in Table 13 . It is clearly seen that SRIFA has the same best optimum value when compared to six algorithms (MVDE, BA, EBA, PVS, UABC and IPSO). The mean, worst, SD and NFE results obtained by SRIFA are superior to all NIAs. The comparisons of NFEs with all NIAs are shown in Figure 8 . 
Three-Bar-Truss Problem
The main purpose of the given three-bar-truss problem is to minimize the volume of a three-bar truss with respect to three stress constraints.
The SRIFA is compared with SRPSO, MVDE, NDE [49] , MAL-FA [61] , UABC, WCA [62] and UFA. The statistical results obtained by SRIFA in comparison with the seven NIAs are described in Table 14 . It is clearly seen that SRIFA has almost the same best optimum value except with the UABC algorithm. In terms of mean and worst results obtained, SRIFA performed better compared to all metaheuristic algorithms except NDE and UFA, which contain the same optimum mean and worst value. The standard deviation (SD) obtained by SRIFA is superior to all metaheuristic algorithms. The smallest NFE value is obtained by SRIFA compared to all other metaheuristic algorithms. The comparisons of NFEs with all other NIAs are shown in Figure 9 . Figure 9 . NIAs with NFEs for three-bar-truss problem.
Speed-Reducer Problem
The goal of the given problem is to minimize the speed-reducer of weight with respect to eleven constraints. This problem has seven design variables that are gear face, number of teeth in pinion, teeth module, length of first shaft between bearings. diameter of first shaft, length of second shaft between bearings, and diameter of second shaft.
The proposed SRIFA approach is compared with SRPSO, MVDE, NDE, MBA, JAYA, MBA, UABC, PVS, IPSO and AFA. The statistical results obtained by SRIFA for nine metaheuristic algorithms are listed in Table 15 . It can be observed that the SRIFA provides the best optimum value among all eight metaheuristic algorithms except JAYA (they have the same optimum value). The statistical results (best, mean and worst) value obtained by SRIFA and JAYA algorithm is almost the same, while SRIFA requires less NFEs for executing the algorithm. Hence, we can conclude that SRIFA performed better in terms of statistical values. Comparisons of number of function evacuations (NFEs) with various metaheuristic algorithm are plotted in Figure 10 . Figure 10 . NIAs with NFEs for the speed-reducer problem.
Conclusions
This paper proposes a review of constrained handling techniques and a new hybrid algorithm known as a Stochastic Ranking with an Improved Firefly Algorithm (SRIFA) to solve a constrained optimization problem. In population-based problems, stagnation and premature convergence occurs due to imbalance between exploration and exploitation during the development process that traps the solution in the local optimal. To overcome this problem, the Opposite Based Learning (OBL) approach was applied to basic FA. This OBL technique was used at an initial population, which leads to increased diversity of the problem and improves the performance of the proposed algorithm.
The random scale factor was incorporated into basic FA, for balancing intensification and diversification. It helps to overcome the premature convergence and increase the performance of the proposed algorithm. The SRIFA was applied to 24 CEC benchmark test functions and five constrained engineering design problems. Various computational experiments were conducted to check the effectiveness and quality of the proposed algorithm. The statistical results obtained from SRIFA when compared to those of the FA clearly indicated that our SRIFA outperformed in terms of statistical values.
Furthermore, the computational experiments demonstrated that the performance of SRIFA was better compared to five NIAs. The performance and efficiency of the proposed algorithm were significantly superior to other metaheuristic algorithms presented from the literature. The statistical analysis of SRIFA was conducted using the Wilcoxon's and Friedman test. The results obtained proved that efficiency, quality and performance of SRIFA was statistically superior compared to NIAs.
Moreover, SRIFA was also applied to the five constrained engineering design problems efficiently. In the future, SRIFA can be modified and extended to explain multi-objective problems. 
