Abstract-Several algorithms have been proposed in order to identify or authenticate a certain user in an Iris Detection System. These previous algorithms are based on different transforms applied to a certain features extracted from the Iris, known as Iris template. However, this new approach aims to identify and/or authenticate a user avoiding transforms, comparing directly the Iris templates instead. Based on ideas inherited from DNA alignment algorithms and fuzzy logic, this new algorithm attains a better result in deciding whether two templates belong to the same user, when being compared to previous algorithms. Furthermore, this new algorithm allows a partial comparison between the whole template stored in a database, and a portion of template, decreasing the accessing time. As a result, not only False Acceptance Rate (FAR) and False Rejection Rate (FRR) but also time in identifying and authenticating are highly decreased compared to current algorithms and furthermore its flexibility in a local comparison makes of it a promising algorithm in not only an Iris Detection System, but in any Biometric System.
I. INTRODUCTION
Attempting to recognize an individual based on the Iris covers several steps since the image is acquired till the system is able to accept or reject the previous mentioned individual. Firstly, the information contained in the irides must be extracted. Several patterns and templates has been proposed, together with algorithms able to compare in a precise manner the former features and elucidate whether or not two patterns are the same, [1] , [2] , [3] .
On the other hand, there exist algorithms able to compare DNA sequences, containing proteins or aminoacids. These algorithms provide an alignment among sequences, allowing to know whether two sequences remain the same, or on the contrary, mutation has occurred along evolution. In other words, DNA alignment algorithm gives an idea about how similar two protein sequences are, [4] .
The purpose of this paper consists of gathering the former ideas, id est, implement an algorithm able to align two Iris templates. However, DNA alignment algorithms must be tuned in order to make possible such an alignment between two templates. Fuzzy logic will provide this new algorithm with the required skills to meet the final goals.
Furthermore, this algorithm has been tested in UPOL database, [5] , with very promising results.
Once the problem has been stated, the papers goes on with a detailed explanation of not only the algorithm itself but also about how the information is extracted from the Iris. Furthermore, results are presented and compared, ending with conclusions and future work 1 .
II. ALIGNING TWO IRIS TEMPLATES
Within this section, several aspects are gathered. First of all, how the information is extracted from the Iris is explained. Once the features have been extracted, how to decide whether two individuals are the same is described. Background in DNA Alignment is also given for the sake of understanding. Finally, this section ends presenting the results obtained and a comparison with previous works based on the same database.
A. Feature Extraction
Since a biometric system relies strongly on how the information is extracted from the relevant biometric technique, feature extraction deserves being treated separately.
Although several feature extraction schemes have been already proposed, [1] , [2], [6] , [7] , [8] , this paper will focus on those templates suggested by Boles et al., [9] , and Sánchez-Ávila et al., [10] . Inspired by these two previous schemes, the pattern provided within this paper comes up.
First of all, a segmentation process is carried out in order to ensure the fact that only Iris tissue is extracted in subsequent steps, id est, Iris is isolated from a given eye image, neglecting not only eyelashes but also eyelids. Furthermore, pupil radius and center are extracted.
Straight afterwards, and taking pupil radius and center from previous segmentation as an input parameter, a virtual crown of radius ρ is extracted from the Iris as follows:
Considering the fact that the crown can be divided into 360 degrees, for a given angle α ∈ N ∩ [1, 360] , intensities along radius ρ are recorded and averaged. In other words, the template consists of 360 points, result of the previous radial average of intensities. As an example, Fig. 1 provides a visual performance of the extraction of features in a random image in UPOL database, [5] , where reader can notice the 1-D nature of this feature.
Once the feature has been extracted, a desired goal of any Iris biometric system is to tackle the challenge of deciding whether two irides are the same or not, based on previous feature.
B. Algorithm Specification
Measuring similarities between two patterns is a very well-known problem in pattern recognition, [11] . Within this paper, a new approach based on DNA Alignment algorithms is proposed to cope with the problem of comparing two onedimensional signals.
Furthermore, and due to the nature of the DNA Alignment algorithms, new possibilities emerge such as local alignments, id est, recognize part of the template from a whole template, allowing, exempli gratia, to identify an individual even from a partial occluded eye, or storing a big template in the system, requiring only a small template to access inside, reducing accessing time. Besides, this technique can be used to avoid a 1 : N comparison when seeking for the identity of the accessing user in a database due to a properties of the algorithms themselves.
Apart from this, global alignment might be also performed, keeping all the properties of a suitable comparison algorithm.
This two aspects of the algorithm will be specifically described in subsequent subsections.
1) Global Alignment: The first alignment algorithm was designed by Needlmand and Wunsch, [12] , around 1970. Based on Dynamic Programming, the algorithm was able to find an optimal alignment according to a certain matrix (substitution matrix) where the score of aligning two aminoacids (or proteins) was established. This algorithm considered the option of adding 'gaps' between sequences in order to emphasize the idea of mutation (by substitution, deletion or insertion of new aminoacids), and these gaps were included also in the original previous substitution matrix. An example of global alignments with aminoacid sequences is provided in Fig. 2 , where reader can realize visually of both the concept of alignment and gap. However, in an attempt to adapt the original idea of Needleman and Wunsch, [4] , [12] , there exist several aspects which require a new approach.
First aspect regards 'gaps', in other words, the space included when a mutation occurs. Gaps are represented in the original algorithm by a hyphen (-), but within this new algorithm neither the representation nor the concept is longer available. Since gaps measure how two sequences have changed along time (mutation), gaps might be then a good measurement of how different two sequences are. In other words, gaps will represent, in this new approach, the form of deciding whether two templates are the same or not. The higher the number of gaps, the lower the similarity.
On the other hand, representation remains to be solved. Gaps contains a peculiarity: 'It must not be included within the alphabet', being this the reason why gaps are represented by a hyphen. Notice that in original algorithm, sequences are represented by letters (A, C, G, T in case of aminoacids, F, Y, W, C, M, V, L, I, H, K, R, E, D, Q, N, P, A, G, S, T in case of proteins, [4] ), so gaps can be represented by hyphen, since they are not included within the alphabet.
Therefore, gaps must be represented by a number whose values might never be included in the values of the templates. Then, considering the fact that templates contains average values of gray colors, black (represented by 0) will never be included on them, for there exist none whose Iris (or at least one region of it) is black.
Thus, gaps are represented by zeros, 0, and they will provide an idea of how different two templates are. Second aspect regards substitution matrix. Originally, there exist several matrix which gather all the possible alignments among proteins or aminoacids, exempli gratia, BLOSUM62, PAM250, [4] , among others. However, since alphabet in original algorithm is delimited (four elements in case of aminoacids, twenty in case of proteins), such a substitution matrix was a suitable solution. Nevertheless in this new approach, due to the nature of the templates. Reader must notice that templates contain elements which belong to R since they are average of integer values, N.
In order to tackle this problem, fuzzy logic provides a very suitable solution. Since substitution matrix comes out with a measurement of an alignment between two elements, a function able to measure such a similarity should verify to be symmetrical and congruent with gaps representation, besides of giving a measurement of how similar two values in different templates are. Instead of a discrete substitution matrix, a gaussian function will verify previous conditions. Two parameters are required to define a gaussian normal distribution, [13] : σ, representing standard deviation, and μ, mean. This function, as it can be seen in Fig. 3 , is symmetrical with regard to mean μ. Furthermore, if two values are to be compared, one will be considered as the mean μ, giving the function itself a measure of how this latter value differs from the former one. Finally, this gaussian function is congruent with the chosen representation of the gap, since aligning each value with 0 will result in a low score.
Mathematically, this function is represented by ζ, and let be T 1 and T 2 two templates belonging to the set of all possible templates T , then T Range for ζ is (0, 1] due to the fact that theoretically ζ could never be null. Instead, and concerning computational errors, ζ can be null, without any significance for this algorithm. In Fig. 4 , a fuzzy substitution matrix, σ = 50, can be seen. In section II-C, a study concerning σ is carried out concluding that an optimal σ can be found to minimize Equal Error Rate, EER, and thus, maximize the performance of the whole system. Finally, the algorithm based on Dynamic Programming must be adapted to the characteristics of the problem. However, this modification is negligible compared to previous changes, id est, gaps and substitution matrix. Firstly, the problem must be formally stated: Given two templates T 1 , T 2 ∈ T , M is the best alignment regarding gaps metrics (the greater the number of gaps, the lower the similarity), and function ζ. This is actually a very difficult problem, but easily solved by Dynamic Programming as follows:
with M [1, 1] = 0 as a common criterion, [4] .
A backtracing algorithm is carried out to find out the optimal path through M . In order to understand how this backtracing algorithm works, a deeper explanation on previous equation must be provided. Let focus on position There exists another possibility between global and local alignment known as semi-global alignment, which takes as a first value to begin backtracing algorithm, not M [360, 360], but the maximum value along the sides of matrix M , id est, column j and row i. However, this alignment lacks of interest within this context.
2) Local Alignment: As it was introduced before, local alignment would allow certain improvements. First of all, the problem must be stated formally: Let be T, U, V ∈ T , where T and U belong to the same user, and V to another, and let be τ a partial section of previous T .
This problem can be easily solved by means of Dynamic Programming again, based on Smith-Waterman algorithm, [14] . This algorithm presents two differences in relation to previous global alignment: Firstly, in finding M there exists an extra possibility for each cell, and secondly, maximum value in the whole matrix M is considered, instead of M [360, 360] .
Since there is another possibility, algorithm to find M changes as follows: In other words, if the best alignment up to some point has a negative score, it is a better option to start a new one, rather than extend the old one.
Actually, this local alignment is used to find small protein chains within a long protein sequence, as it can be seen in Fig. 5 . The other difference copes with traceback algorithm. Maximum value of M is considered as beginning cell, and alignment is carried out till a 0 is found in the matrix M . This will provide with the best local alignment, or accordingly to the previous nomenclature, τ will be aligned with U with more score (less gaps) than with V .
However, and as it will be seen in Section II-C, performance of the biometric system will strongly rely on τ length, independently of the performance of the local alignment, since the lower the length of τ , the lower the possibilities of recognizing a certain user. This fact is directly arisen from the nature of the template itself.
Finally, and as an example, Fig. 6 is presented to show two aligned templates, T 1 and T 2 , belonging to the same user (above image), and to a different users (below image). Note how the number of included zeros is a significative measure of similarity once the templates have been aligned.
C. Results
Several aspects of the algorithm are to be measured within this section. This algorithm has been tested with images contained in UPOL database, [5] , which consists of 64 users with 3 images per eye, in other words, 384 images.
The results obtained here are compared to those in [8] , in order to make a good comparison when using the same database.
Firstly, the whole biometric algorithm requires both irides for identification and authentication. Two scores are obtained, one score regards left eye, the other one regards right eye. However, only the minimum between them is considered as the final score, id est, that score to identify or authenticate a certain user.
Since there exist many different aspects to be measured, they will be separately detailed in subsequent subsections, for the sake of simplicity.
1) Temporal study:
Regarding temporal aspects of the algorithm, it must be considered the fact that this alignment algorithm verifies to be a O(n 2 ) algorithm, not only in time but also in memory, [4] . Obviously, temporal performance depends entirely on sequence length, being completely independent from σ and μ. Besides, all the experiments were taken place in a PC Intel Core 2 Duo @ 1.87 GHz, with 2GB Memory, and algorithms were implemented under MATLAB R2007. Several performances of the global alignment algorithm pointed out that in average, aligning signals of 360 points in length, impliest = 1.36s and a standard deviation of σ t = 0.01s. However, in order to measure both global and local alignment, Fig. 7 is provided, where several performances of local algorithm are carried out. Notice that a global alignment is a specific case of a local alignment when both templates contains the same number of elements. Fig. 7 represents the variation in time when aligning two sequences but with different lengths. In X and Y axis, length of two templates are represented, while in Z-axis time is available in seconds. Maximum value is achieved for templates of length 720, id est, two normal templates concatenated, only used as an example. Furthermore, Fig.  8 shows the exponential characteristic of the algorithm complexity. 2) Standard deviation study, σ : In this subsection, how the performance of the systems varies in relation to σ is studied. Never before in this paper has been suggested which is the key to manage the performance of the whole biometric system. Given a database, this responsibility relies completely on σ, the standard deviation of the gaussian distribution used to compared two elements in two templates, and on templates length which will be study in next subsection II-C3. Fig. 9 represents the variation of EER in relation to σ. There exists an optimal value for σ which minimizes EER. This value can be set by hand, or found out by using more sophisticated methods such as Evolutionary Strategies, [15] . However, this problem is beyond the scope of this paper and remains as future work. Notice the performance of the algorithm attains a value where is independent of σ. However, in those values, algorithm lacks of interest due to its low accuracy. Furthermore, σ = 8 was selected to obtained best values.
3) Template length study:
A proper study about the length of the templates is required, since it is obviously understandable the fact that the longer the templates, the better the performance could be. However, it remains to show to what extend this is true, or in other words, whether it could be possible to recognize a certain user by using a portion of a template.
In order to provide a form of measuring the previous query, Table I presents the relation between lengths of templates and EER, expressed in percentage (%), and it was built by carrying out a normal comparison among users within the database, but taking different portions of each template. Such a portion was taken randomly from a different template from those used in the comparison, in an attempt to avoid the possibility of comparing a portion of a template and the same template where the portion was taken from, which is a trivial problem. Table I provides an important result: even with short template lengths, identification or verification is possible with good accuracy considering the portion of template compared. Matrix diagonal is highlighted to remark the fact that maximum EER is achieved when lengths are the same in both templates. Notice Table I is symmetrical since ζ verifies so.
Furthermore, local alignment algorithm never fails in associating the respective portion to the corresponding template. However, avoiding completely the possibility of associating a portion to a not corresponding template, remains as future work.
D. Performance
Having described which parameters are related to EER, the performance of the whole biometric system is to be measured. In order to obtain results, which could be compared to those obtained in [8] , similar experiments were carried out.
Correct Match Rate, CMR, was considered in [8] , to express accuracy in a human iris recognition.
CMR equation is presented in (1),
where F AR and F RR stand for False Acceptance Rate and False Rejection Rate, respectively, and δ 0 represents the optimal threshold where CMR is maximum. Notice, δ in general represents the number of zeros in an alignment of two signals. Table II compares the results achieved in [8] , with the proposed method in this paper. Despite of not being provided in [8] , EER is calculated for the alignment algorithm, with a result of EER= 0.3%. A remarkable result, although it cannot be compared to other EERs obtained with other algorithms, since databases are different. Rates in identifying and authenticating are 100% and 99.5%, respectively. On the other hand, better results are obtained, given the same database, with this new algorithm.
Regarding local alignment, accuracy evidently decrease when being performed, due to the length of the templates, as seen in Table I . However, local alignment is able to locate within a whole template where a portion of template belongs to, with awesome accuracy. On the other hand, a bigger template will be considered as future work in order to make local alignment achieve better results.
III. CONCLUSIONS
Aligning two Iris templates offers a new approach in a biometric system based on Iris detection. Results were compared in reference to those which were based on the same database, being clearly better. As an overall, EER= 0.3% and a CMR=99.7% were achieved. However, decreasing processing time remains as future work, as well as developing new metrics in order to measure similarities in this new alignment.
On the other hand, and considering these new algorithm characteristics, new scenarios arise where it can take place. First of all, this algorithm can be used as a normal procedure to identify or authenticate individuals. Secondly, it allows to identify a user with only a portion of template, there being a big template stored in the database, requiring from the user a partial template. This aspect decreases accessing time, and allows the system to recognize a certain user under low quality conditions such as partial occluded eyes, blurred images and so forth.
In addition to this, identifying an individual in a database requires a 1 : N comparison. However, this new strategy allows to create a 'profile', [4] , with all the individuals registered in the database, being possible to identify a certain user with a 1 : 1 comparison decreasing enormously the accessing time. This also remains as future work.
Furthermore, notice that when pupil dilates, Iris cells hide one over others, putting each on top of others depending to what extend the pupil dilates. If a new template is read without averaging in a radial direction, signals obtained by reading intensities along the radius, ρ, being α fixed, could be aligned among them, since deletion and insertion concepts correspond directly to those partial Iris cells hidden. In other words, when pupil dilates, this algorithm would remain invariant to such a situation. However, a deeper understanding of this phenomenon together with that new feature extraction are kept as future work, as well as an attempt to test this algorithm with other databases.
Finally, not only in Iris Detection Systems could this algorithm be used, but also on other biometric techniques. Reader should be aware of the fact that a DNA Alignment algorithm is one of the most powerful algorithms in comparing sequences, hence its promising results when being extended to a biometric context, and what is more, all the properties derived from this algorithm allow possibilities never before considered in Biometry. 
