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Abstract 
Stein-rule estimators, also known as shrinkage estimators, combine sample and 
non-sample information in a way that improves the precision of the estimation process or 
the quality of subsequent predictions.  A Stein-rule estimator is a weighted average of a 
restricted and an unrestricted estimator, where the weights determine the degree of 
shrinkage, i.e. the importance that we place on the non-sample information.  The existing 
literature shows that Stein-rule estimators may lead to squared error risk improvements in 
the linear regression, and in a number of non-linear models.  
The dissertation explores Stein-rule estimation in the context of multinomial 
choice models.  It consists of three main parts.  First, a Monte Carlo study is conducted to 
examine the properties of a Stein-rule estimator for the orthonormal conditional logit 
model.  The shrinkage estimator is compared to the maximum likelihood estimator based 
on different measures of risk, namely squared error risk, weighted error risk, risk of 
marginal effects, and mean squared error of prediction in-sample and out-of-sample.   
Secondly, the analysis is extended to a more general data generation process by 
introducing various degrees of collinearity within alternatives, or between alternative-
specific variables. Finally, there are three applications of Stein-rule estimation in 
multinomial choice models using marketing data. 
The main results of the study show that Stein-rule estimators offer significant risk 
improvement over the maximum likelihood estimator when certain conditions are met.  
The importance of this research is that shrinkage estimation is an easy to implement 
alternative to maximum likelihood estimation, which should be preferred in cases where 
we have good non-sample information, or when we are not sure of the performance of the 
MLE.  The latter refers to data with small number of observations, or collinearity among 
the regressors, which is often a problem in practical applications. 
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1 Discrete Choice Models and the Use of Prior Information 
1.1 Introduction 
The purpose of this research is to provide comparisons of Stein rule and 
maximum likelihood estimation techniques in the context of the conditional logit model.  
Stein rule estimators, also known as shrinkage estimators, incorporate the use of non-
sample information through a set of restrictions on the model parameters.  Shrinkage 
reduces the absolute magnitude of the parameter estimates, which reduces their 
variability.  As a result, shrinkage estimators have lower variance than the maximum 
likelihood estimator, but are generally more biased.  We study the performance of the 
estimators based on their risk, which incorporates both the bias and the variance. Lower 
estimator risk implies that the obtained coefficients are closer to their true parameter 
values.  
Section 1.2 discusses discrete choice models and the maximum likelihood 
estimation technique.  Section 1.3 discusses different ways of introducing prior 
information into the estimation process.  The Stein rule estimators are presented in 
Section 1.4. 
1.2 Discrete Choice Models 
Discrete choice models describe decision maker’s choice among alternatives.  
These models are derived under the assumption of utility-maximizing behavior by the 
decision maker, and are also known as random utility models. 
A decision maker i faces a choice among J different alternatives, and obtains a 
certain level of utility ijU  from each alternative.  The utility is known by the decision 
maker, but not observable by the researcher.  Some of the attributes of the alternatives, 
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and some of the characteristics of the decision maker are observable, and are used to 
model the expected utility ijE U⎡ ⎤⎣ ⎦ .  Therefore, the utility of the ith individual faced with J 
choices is 
 ε β εij ij ij ij ijU E U x′⎡ ⎤= + = +⎣ ⎦  (1.1) 
The residual ijε  is the difference between the true utility ijU  and the part of utility 
captured in ijE U⎡ ⎤⎣ ⎦ . 
The decision maker will choose the alternative that provides the highest utility. 
Therefore, alternative j will be selected if and only if ij ikU U>  for all k j≠ .  The 
probability that alternative j yields the highest utility is 
 Pr Pr 0ij ij ik ik ijP U U U U⎡ ⎤ ⎡ ⎤= > = − <⎣ ⎦ ⎣ ⎦  , k j≠  (1.2) 
The probability is a cumulative distribution with a density ( )nf ε .  Different 
discrete choice models are obtained from choosing a specific distribution of unobserved 
utility. 
? Conditional Logit Model 
When the J disturbances are assumed to be independent and identically distributed 
with type I extreme value distribution, then the underlying model is logit.  The key 
assumption is that the errors are independent, which means that the unobserved portion of 
utility for one alternative is unrelated to the unobserved portion of utility for another 
alternative.  Logit is very popular because the formula for the choice probabilities has a 
closed form, which makes the model relatively easy to estimate.  The probability that 
individual i  chooses alternative j  is:  
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 ( ) ( )( )
1
exp β
Pr
exp β
ij
ij i J
ij
j
x
P ob Y j
x
=
′= = =
′∑
 (1.3) 
When the order of alternatives is not important and when the explanatory 
variables ijx  are individual and alternative specific, the model is called conditional logit.  
The most significant contribution to this model was done by Daniel McFadden (1974), 
who was awarded a Nobel prize for his work.  The conditional logit has many 
applications in economics, marketing, transportation research, and other fields.  Some of 
the popular examples in the literature analyze selecting mode of transportation, 
occupational choice, or choice among competing products, to name just a few. 
? Maximum Likelihood Estimation 
The unknown parameters of the conditional logit model can be obtained by 
maximum likelihood estimation.  The probability function of the observable random 
variable iy  is ( ) 11 ...i iJy yi i iJf y P P= , where 1ijy =  if individual i chooses alternative j, and 
zero otherwise.  The likelihood function is the joint probability density function, which 
for a sample of n independent observations, is the product of the n probability functions. 
 ( ) 11
1 1
...i iJ
n n
y y
i i iJ
i i
L f y P P
= =
= =∏ ∏  (1.4) 
Estimates of the parameters are obtained by maximizing the log-likelihood 
function, which is globally concave. 
 ( ) ( )
1 1
ln β ln
n J
ij ij
i j
L y P
= =
= ∑∑ , (1.5) 
where ijy  equals to one if individual i chooses alternative j.  Since the function is non-
linear, estimation is usually done using the Newton-Raphson algorithm or the method of 
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scoring.  The gradient and the Hessian are shown in equations (1.6) and (1.7) 
respectively. 
 ( )
1 1
ln
β
n J
ij ij ij
i j
L d P x
= =
∂ = −∂ ∑∑  (1.6) 
 ( ) ( )2
1 1
ln
β β
n J
ij i ij ij i
i j
L x x P x x
= =
∂ ′= − − −′∂ ∂ ∑∑ , where 1
J
i ij ij
j
x P x
=
= ∑  (1.7) 
 
? The Independence of Irrelevant Alternatives 
One of the properties of the conditional logit model is called the independence of 
irrelevant alternatives (IIA), coming from the assumption that the errors are uncorrelated 
and that they have the same variance across categories.  It implies that the odds of 
choosing one alternative versus another are the same no matter what other alternatives are 
available and what their characteristics are.  The ratio of probabilities for alternative 1 
and 2 is: 
 
( ) ( )
( ) ( )
( )
( )
1
1 11
2 2
2
1
exp β exp β
exp β
exp βexp β exp β
J
i ij
j ii
J
i i
i ij
j
x x
xP
P xx x
=
=
′ ′ ′= = ′′ ′
∑
∑
 (1.8) 
This ratio depends only on alternatives 1 and 2, so it does not depend on 
alternatives 3 to J, which are irrelevant alternatives to this choice.  There are many 
situations in which the IIA property is a good representation of reality.  In cases when the 
assumption does not hold, a more general model will provide better estimates of the 
unknown parameters.  A class of models called generalized extreme value (GEV) models 
allows the unobserved portion if utility to be correlated over alternatives.  These types of 
models are beyond the scope of our current research.  
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1.3 Use of Prior Information 
Econometric models use data to estimate the values of unknown parameters.  In 
many cases, however, the data are difficult to work with.  In addition, the researcher may 
have non-sample information about the problem of interest. Such information is usually 
available from the underlying theory, previous empirical work, or experience with the 
data, and may include knowledge about the signs or values of the estimated coefficients.  
If the information is correct, it would seem useful to combine it with the sample 
information in subsequent analysis and statistical estimation.  
In the classical framework, prior information may be introduced either by 
augmenting the sample information, through the likelihood function, or by modifying the 
parameter space. The latter is achieved through equality and inequality restrictions.  In 
the case of exact restrictions, the new parameter space is of reduced dimensionality, 
which improves the precision of parameter estimates, because the available information is 
concentrated on a smaller set of parameters. 
Exact prior information on linear combinations of the parameters can be 
expressed as 
 βR r= , (1.9) 
where R is a matrix of dimension J x K with J K≤ , β is a K x 1 vector of unknown 
parameters, and it is assumed that R has rank J, which implies that the J equations do not 
contain redundant information about β .  If we consider the classical linear regression 
model, the restricted estimator *β is obtained by minimizing the sum of squared residuals, 
subject to the condition βr R= .  If βˆ  is the OLS estimator then the restricted least 
squares estimator is 
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 ( )1* 1 1ˆ ˆβ β ( ) ( ) βX X R R X X R r R−− −′ ′ ′ ′⎡ ⎤= + −⎣ ⎦  (1.10) 
Another way of introducing linear restrictions is by substitution through solving 
βR r=  for J of the parameters as 
 [ ]11 1 2 2β βR r R−= − , (1.11) 
where [ ]1 2R R R= ?  is partitioned and 1R  is a J x J nonsingular matrix containing the 
restrictions; [ ]1 2X X X= ? , and ( )1 2β β ,β′ ′ ′= .  Then 1β  may be substituted into 
1 1 2 2β βy X X e= + +  to obtain 
  
 ( )11 1 2 2 2 2β βy X R r R X e−⎡ ⎤= − + +⎣ ⎦ , 
 
which can be written as: 
 
 * * 2βy X e= + , (1.12) 
where ( )* 11 1y y X R r−= −  and ( )* 11 1 2 2X X R R X−= − + .  Ordinary least squares estimates of 
2β  obtained from equation (1.12) and the estimates of 1β  obtained from equation (1.11)
are identical to the ones obtained from applying the restricted estimator *β shown in 
equation  (1.10).1 
If the restrictions are correct, βR r= , it can be shown that *β is unbiased.  If the 
restrictions are not correct and β δ 0r R− = ≠ , then the restricted estimator is biased since 
 
1* 1 1β β ( ) ( ) δE X X R R X X R
−− −′ ′ ′ ′⎡ ⎤= + ⎣ ⎦  (1.13) 
It can be shown that the difference between ( )ˆvar β  and ( )*var β  is a positive 
semidefinite matrix, which implies that the restricted least squares estimator is more 
                                                 
1 See Judge et al (1988). 
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efficient than the OLS estimator.  This result is true even if the imposed restrictions are 
not correct. Therefore, the decision whether to use the restricted estimator or not involves 
a tradeoff between bias and variance reduction.  One way to evaluate this tradeoff is 
using a loss function.  In general, a loss function ( )β,βL ? , reflects the loss incurred by 
incorrectly guessing βusing the estimator β? .  The quadratic loss function takes the form 
 ( ) ( ) ( )β,β; β β β βL W W′= − −? ? ?  (1.14) 
where W is a positive semidefinite weighting matrix.  The loss function is random 
because β? is a random variable.  Therefore, the expected loss, called the estimator’s risk, 
is more appropriate in evaluating the estimator: 
 ( ) ( )β,β; β,β;E L W W⎡ ⎤ =⎣ ⎦? ?R  (1.15) 
The most common choices of the weight matrix W are W=I, which defines the 
risk as the mean square error, and W X X′= , which defines the risk as the mean square 
error of in-sample prediction. 
When two estimators are compared based on their risk functions, the preferred 
estimator is the one with smaller risk for β .   
Figure 1.1 compares several estimators based on their risk functions2.  For 
simplicity of presentation the squared error loss of the orthonormal model is chosen, 
where KX X I′ = , KR I= , and δ βr R= −  denotes the specification error in the prior 
restrictions.  However, the following conclusions hold also for nonorthonormal regressors 
( )KX X I′ ≠  and general linear restrictions ( )KR I≠ .  The risk is plotted against the 
extent to which restrictions are not met, which is a function of the specification error, and 
                                                 
2 See Judge et al, p.87, Kennedy (98), p.197. 
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the unknown parameters β  and 2σ .  The risk of the unrestricted least squares estimator is 
equal to 2σ K  because the estimator is unbiased and does not depend on the prior 
information.  The risk of the restricted estimator is equal to the sum of squares of the 
restriction specification errors δ δ′  and is unbounded if the prior information is “bad”, i.e. 
if the specification error is large.  The two estimators have the same risk when 2δ δ σ K′ =  
or when 2δ δ 2σ 2K′ = .  Therefore, the restricted estimator dominates the unrestricted 
estimator if the prior information is “good”, and the opposite is true when the 
specification error increases. 
 
 
 
 
 
 
 
 
Figure 1.1: Risk functions for selected estimators 
 
One way to address the choice of estimator is by testing the hypotheses that 
0 :δ 0H =  vs. 1 :δ 0H ≠ , or possibly ( )20 : δ δ / 2σ / 2H K′ <  vs. ( )21 : δ δ / 2σ / 2H K′ ≥ .  
The first set of hypotheses tests if the imposed restrictions are correct; the second one is a 
test of whether the restricted estimator is superior to the unrestricted estimator.  This 
Unrestricted 
Restricted 
Pre-test
Stein 
Risk 
2δ δ / 2σ′
K/2 
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methodology defines what is called a pre-test estimator, because the choice of an 
estimator depends on the outcome of a preliminary test:   
 ( ) ( )*[0, ) [ , ) ˆβ β βc cI u I u∞= +? , (1.16) 
where ( )[0, )cI u is an indicator function which takes the value one if the test statistic u falls 
in the interval [0,c), and zero otherwise, and c is the critical value of the F-distribution. 
The pre-test estimator is superior to the estimator based on sample information 
only over a small portion of the parameter space. Moreover, the sampling properties of 
the pretest estimator are different from that of the restricted and unrestricted least squares 
estimators, and the usual standard errors associated with ordinary least squares or 
restricted least squares are no longer appropriate. 
This result has lead to the development of non-traditional estimators that use non-
sample information to modify the OLS estimator in such a way that the resulting 
estimator performs better over the entire parameter space, regardless of how correct the 
prior information is.  Such estimators, originally proposed by Charles Stein in 1956, and 
are called Stein rule estimators. 
1.4 Stein Rule Estimation 
Stein rule estimators follow the work of Stein (1956) and James and Stein (1961) 
and combine sample information with non-sample information in a way that improves the 
precision of the estimation process and the quality of subsequent predictions.  The Stein 
rule estimator uses a weighted average of the restricted and unrestricted estimators, the 
weight being a function of the magnitude of the F-statistic used to test the restrictions.  In 
other words, it “shrinks” the unrestricted estimator towards the restricted estimator, and 
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the F-statistic determines the extent of shrinkage.  Shrinkage estimators produce a biased 
estimator but may have lower estimation or prediction mean square error, or risk. 
If βR r=  represent a set of J K≤ independent linear restrictions on β , the Stein 
rule estimator that combines sample and non-sample information is 
 ( ) ( ) ( ) ( ) ( )
* * *
11
ˆ ˆδ β, 1 β β β
ˆ ˆβ β
ass
r R R X X R r R
−−
⎡ ⎤⎢ ⎥= − − +⎢ ⎥′ ⎡ ⎤′ ′⎢ ⎥− −⎣ ⎦⎣ ⎦
 (1.17) 
where *β is the restricted estimator described in equation (1.10).  Sufficient condition for 
minimaxity, meaning that the estimator minimizes the maximum risk over the entire 
parameter space, are 2J > restrictions and 
 
( ) ( ) ( ){ }11 1 1
max
20 2
2 ηL
tr R X X R R X X W X X R
a a
T K
−− − −⎡ ⎤⎡ ⎤′ ′ ′ ′ ′⎢ ⎥⎣ ⎦< < − =⎢ ⎥− + ⎢ ⎥⎢ ⎥⎣ ⎦
, (1.18) 
where ηL is the largest characteristic root of the matrix in braces.
3  The estimator ( )* ˆδ β, s  
can be written as 
 ( ) ( )* * * *ˆ ˆ ˆδ β, 1 β β β 1 β βc c cs u u u⎛ ⎞ ⎛ ⎞ ⎛ ⎞= − − + = − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ , (1.19) 
where u is the  F statistic for the hypothesis βR r= , 
 
( ) ( ) ( )
( )
1ˆ ˆβ β .r R R X X R r R J
u
s T K
−′ ⎡ ⎤′ ′− −⎣ ⎦= −  (1.20) 
and ( )c a T K J= − .  If the data support the non-sample information then u will be small 
and a relatively large weight is placed on the restricted estimator *β .  Conversely, if the 
                                                 
3 See Hill et al. (1991). 
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data do not support the imposed restrictions, u will be large and the unrestricted estimator 
βˆ  is more heavily weighted.  If u c< the Stein estimator reverses the sign of the estimator 
βˆ , or the latter is shrunk beyond the hypothesis vector.  This problem is resolved by the 
use of the “positive rule” estimator ( )ˆδ β, s+ , which preserves the sign of the estimates 
and dominates the Stein rule estimator over the entire parameter space. It has the form 
 ( ) ( )* *ˆ ˆδ β, 1 β β βcs u+ +⎡ ⎤= − − +⎢ ⎥⎣ ⎦ , (1.21) 
where [ ] ( )max ,0a a+ = .  The weighting scheme of the Stein rule estimators insures that 
invalid prior information will not impose large losses in estimator efficiency relative to 
ordinary least squares.  Some of the disadvantages of Stein rule estimator are that it is 
generally biased and requires the assumption of normally distributed errors.  In addition, 
its covariance matrix depends on the unknown population parameters, so it cannot be 
used for hypothesis testing.   
The dissertation is organized as follows. Chapter 2 discusses Stein rule estimation 
in nonlinear models and explores the empirical risk of the estimators in the context of the 
conditional logit model, where the explanatory variables are independent and have a 
standard normal distribution.  Chapter 3 extends the analysis by allowing collinearity 
among the regressors.  In both cases the analysis is conducted via a Monte Carlo 
simulation.  Chapter 4 applies Stein rule estimation to three data sets in which we vary 
the quality of non-sample information.  Chapter 5 summarizes our results. 
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2 Risk Properties of a Stein-Like Estimator for the  
Orthonormal Conditional Logit Model 
 
2.1 Introduction 
The Stein-rule estimator has lower risk than the maximum-likelihood estimator in 
the classical normal linear regression model if the number of hypothesis restrictions 
exceeds two and if certain other design related conditions are met4.  Stein-like estimators 
may also lead to quadratic risk improvements in nonlinear regression models.  In this 
paper we explore the risk properties of Stein-like estimation in the context of the 
conditional logit model.  The analysis is done using a Monte Carlo simulation, in which 
the logit model explanatory variables are orthonormal.  The choice of regressors is 
motivated by the fact that the original results for Stein-rule estimation, following Stein 
(1956) and James and Stein (1956), were derived for the orthonormal linear regression 
model.  In the next chapter we extend the analysis to a more general design matrix, 
allowing multicollinearity among the regressors.   
This chapter is organized as follows.  In section 2 we present some results for 
shrinkage estimation in non-linear models.  Section 3 describes the shrinkage estimators 
and the Monte Carlo design.  Section 4 contains our empirical results, and section 5 
concludes.  
2.2 Stein Rule Estimation in Non-linear Models: Literature Review 
There have been a number of studies on Stein-like estimation in the context of 
nonlinear models.  Adkins and Hill (1989) use the approximate normality of MLE to 
construct a Stein-rule estimator for the probit model by replacing the elements of the 
                                                 
4 Judge and Bock (1978) 
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Stein-rule used in the classical normal linear regression model with the estimates of the 
probit model.  They find that when the sample size is small (50 observations), the Stein-
like estimator outperforms the MLE in the sense that it has smaller risk over the range of 
parameters considered.  For larger samples, the performance of all the estimators 
examined improves.  The positive-part rule is superior to MLE and other Stein-rule 
alternatives for small to moderate degrees of hypothesis error.   
Kim and Hill (1995) propose a positive-part Stein-like estimator for the Box-Cox 
model and derive the asymptotic risk functions of the maximum likelihood estimator, the 
restricted maximum likelihood estimator, the pretest estimator, and the positive-part rule 
under a sequence of local alternatives 0 : β δH R r T= + , where δ  is a vector of 
constants defining the degree of hypothesis error.  They adopt an asymptotic risk measure 
( ) ( )ˆ ˆβ β β βAE ⎡ ⎤′− ℑ −⎢ ⎥⎣ ⎦  where AE stands for asymptotic expectation, βˆ  is the estimator of 
β  and ℑ  is the information matrix. They show that under information weighted 
quadratic loss the risk of the shrinkage estimator for any 0c > is smaller than the risk of 
the ML estimator, where c is a constant controlling the degree of shrinkage. 
Adkins, Hill and Kim (1993) present different examples of nonlinear shrinkage 
estimation: linear model with autocorrelated errors, linear model with multiplicative 
heteroskedastic errors, several examples of the probit model, and two examples of 
nonlinear least squares.  They find that in all cases but one, the Stein rules offer 
substantial risk gains over MLE and NLLS rules. The exception is the case of 
multiplicative heteroskedasticity where the non-sample information is very poor and the 
increase in risk over MLE is very small. 
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Adkins and Hill (1994) conduct a Monte Carlo study using a variety of economic 
models and sets of prior information, and conclude that in the context of probit model, 
using prior information via the Bayes, empirical Bayes or Stein estimator can 
significantly reduce estimator risk relative to pretesting or the MLE. 
Following Adkins and Hill (1989) the Stein-like estimator for the logit model is  
 δ 1 β βU R
c c
u u
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ , (2.1) 
where βU  is the MLE (unrestricted) and βR  is the restricted MLE of β in the conditional 
logit model. In the absence of other non-sample information, we use the hypothesis 
restriction 0 :β 0H = .  Under the null hypothesis, the restricted estimator βR will be a 
1K ×  vector of zeros.  In the context of the conditional logit model this implies that all 
the alternatives are equally likely, i.e. if there are J alternatives, the probability of each 
alternative is 1/J.  The shrinkage constant c and a test statistic u control how much 
unrestricted estimates are shrunk towards the restricted estimates.  The test statistic can 
be based on a Lagrange multiplier (LM), likelihood ratio (LR), or Wald principles.  
Davidson and MacKinnon (1984) conduct a Monte Carlo experiment in the context of the 
probit model and conclude that the LR test performs better under the null hypothesis, and 
the LM test performs slightly better under the alternative hypothesis.  Griffiths, Hill and 
Pope (1987) find that the distribution of the Wald statistics in small samples is a poor 
approximation of the asymptotic distribution.  We use the likelihood ratio test statistic 
 ( )2 ln (β ) ln β  U RLR L L⎡ ⎤= −⎣ ⎦  (2.2) 
 
If the null hypothesis (K restrictions) is true, the likelihood ratio test statistic LR is 
asymptotically distributed as 2χK .  If the restrictions agree with the data, the value of the 
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test statistic is relatively small, and the restricted estimator βR  is weighted more heavily.  
Otherwise, the value of u is relatively large and more weight is placed on the unrestricted 
estimator βU .  The degree of shrinkage is also controlled by the constant c.  Judge, Hill 
and Bock (1990) motivate the Stein rule estimator by providing an empirical Bayes 
justification and suggest that the value of the shrinkage constant should be 2g − , where 
g is the number of restrictions.  Therefore, we need at least three restrictions in order to 
use Stein rule estimation.  Other studies suggest different shrinkage constants and there is 
no truly optimal value of the shrinkage constant c in the sense that there is no dominant 
Stein rule estimator over the entire parameter space.   
If the value of the shrinkage constant c exceeds the value of the test statistic u, the 
estimated coefficients change signs.  To prevent this, the corresponding positive-part rule 
of the Stein rule estimator is given by 
 δ 1 β βU R
c c
u u
+
+
⎡ ⎤ ⎛ ⎞= − + ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ , (2.3) 
 
where [ ]arg + is a function that chooses the maximum of the argument or zero, ensuring 
that δ+ is a convex combination or the restricted and the unrestricted maximum likelihood 
estimators.  Shrinkage reduces the absolute magnitude of the parameter estimates, as 
compared to the unrestricted estimator, which reduces their variability.  Therefore, 
shrinkage estimators have lower variance than the maximum likelihood estimator, but are 
generally biased.  If the variance reduction is greater than the bias, the risk of the Stein 
rule estimators is lower than the risk of MLE. 
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2.3 Design of Monte Carlo Experiment 
We have chosen four different Stein-rule estimators, and their positive 
counterparts, based on the degree of shrinkage.  Following Judge et al. (1990) the base 
model uses a shrinkage constant 2c g= − .  In addition, we choose a constant c1, which 
shrinks the estimator less, and c3 and c4, which shrink the estimator more towards the 
restricted model.  We change the shrinkage constant following Hill, Cartwright and 
Arbaugh (1991), who analyze the relative performance of several biased estimators using 
marketing data and find out that “overshrinking” can lead to significant risk improvement 
in out-of-sample prediction.   
We name the Stein and Positive-part estimators “SteinXY” and “PsteinXY” 
respectively, where XY denotes alternative multiplicative factors of c.  Specifically: 
 
1
2
3
4
0.5 :  Stein05 and Pstein05
:      Stein10 and Pstein10
1.5 :  Stein15 and Pstein15 
2 :    Stein20 and Pstein20
c c
c c
c c
c c
=
=
=
=
 (2.4) 
  
In the Monte Carlo experiments we use 2000 Monte Carlo samples, generated for 
various degrees of specification error and other conditions as follows: 
− The model we simulate has explanatory variables that are independent and 
have a standard normal distribution. Histograms of some marketing variables, 
such as prices, used in the context of conditional logit, motivate the choice of 
normal variables.  Only one design matrix is generated per Monte Carlo 
experiment, and it remains fixed for each Monte Carlo sample. 
− The “true” parameter vector β , used in the data generation process, is 
obtained as ( )β β 1 βi U i Rw w= + − , where βU  is a Kx1 vector of ones, βR  is a 
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Kx1 vector of zeros, and iw = 0, 0.1, 0.2, … ,1 controls the degree of 
specification error.  As iw  increases, β is further from βR , meaning that the 
specification error in the restriction β 0R =  is greater. 
− For each Monte Carlo observation, the utility of individual i from alternative j 
is created as βij ij ijU z e′= + , where ije  follows an extreme value (Gumbel) 
distribution.  This assumption about the distribution of the unobserved 
portion of utility results in the logit model.5  The observed variable ijy  is 
assigned a value of 1 if max ,  1,..., ,ij ijU U j J= =  and zero otherwise. 
− For out-of-sample prediction, a holdout sample with NO = 100 observations is 
generated as described above. 
− In the Monte Carlo experiment, we manipulate the following: 
o number of variables: K = 4, 7, 10; 
o number of alternatives: J = 4, 7, 10; 
o sample size: N = 50, 250;  The sample size of 50 is used to study the 
finite sample properties of the estimators.  Such sample size was used 
in other Monte Carlo simulations to study the performance of Stein 
rule estimators.6  The sample size of 250 is large enough to test the 
asymptotic properties of the estimators.  We also performed Monte 
Carlo simulations with 500 observations but the results are not 
significantly different from the results with 250 observations and are 
not reported.  After some experimentation we excluded sample sizes 
                                                 
5 See Train (2003). 
6 See Adkins and Hill (1989). 
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smaller than 250 because the results did not provide any additional 
information. 
o mean of the explanatory variables, in order to create three cases: (1) 
all alternatives have similar shares, (2) one alternative is dominant, (3) 
half of the alternatives are dominant; 
o direction of the “true” parameter vectorβ , by setting the unrestricted 
vector β ( 1,1,...,1)U = − .  Changing the “true” β is necessary to explore 
the robustness of the estimation.  
− For each estimator and each value of β the following estimates are obtained: 
o goodness of fit measures and information criteria for model selection; 
o squared and weighted risk for MLE and Stein rule estimators; 
o risk of marginal effects; 
o mean squared errors of prediction in-sample and out-of sample; 
o hit rate in-sample and out-of-sample. 
To compare the different models, we report two measures of goodness of fit, 
proposed by Estrella (1998), which are preferred in nonlinear models, and two 
information criteria.  The goodness of fit measures are  
 
2
1 1
RLogLN
U
R
LogLE
LogL
⎛ ⎞−⎜ ⎟⎝ ⎠⎛ ⎞= − ⎜ ⎟⎝ ⎠
 (2.5) 
 
2
2 1
RLogLN
U
R
LogL KE
LogL
⎛ ⎞−⎜ ⎟⎝ ⎠⎛ ⎞−= −⎜ ⎟⎝ ⎠
 (2.6) 
where ULogL  and RLogL  are the values of the unrestricted  and restricted log-likelihood 
functions, K is the number of parameters, and N is the number of observations.  The two 
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measures are comparable to the 2R  in the linear regression model, with values ranging 
from 0 to 1, where 0 means no fit and 1 means perfect fit.  E2 corrects for the number of 
variables K and is preferred when comparing models where K varies.  Unless stated 
otherwise, we refer to the latter when we report Estrella results, and we call it Estrella-R2.  
In terms of model selection we use two information criteria: Akaike’s information 
criterion (AIC) and Bayesian information criterion (BIC), where models with smaller 
AIC and BIC are preferred.  Both criteria depend on the value of the log likelihood 
function, but penalize models with large number of parameters.  The formulae and shown 
below.   
 2 2UAIC LogL KN N
= − +  (2.7) 
 ( )2 U KBIC LogL Log NN N= − +  (2.8) 
In the Monte Carlo experiment, the risk performance of the estimators in equation 
(2.4)  is examined under two loss functions.  Squared error loss for estimator βU  is 
denoted 
 ( ) ( )1 β β β βU UL ′= − −  (2.9) 
and gives the squared distance between the unrestricted estimator βU  and the true 
parameter vector β .  The weighted loss is computed as 
 ( ) ( )( )2 β β β βU UL ′= − ℑ − , (2.10) 
where we estimate the information matrix ℑ  using the negative of the Hessian. 
Estimator asymptotic risk is average loss, and we use empirical risk to judge 
estimator performance.  The variable of interest is the relative risk, i.e. the empirical risk 
 20
of each estimator divided by the risk of the MLE.  The appendix contains the numerical 
results in terms of relative risk of the Stein rule estimators compared to the MLE.  Values 
less that one indicate that the Stein estimators perform better than the MLE, and values 
greater than one show the reverse.  We calculate a confidence interval for the risk of the 
MLE equal to two standard deviations from the estimated risk.  If the lower bound of that 
confidence interval is greater than the risk of the Stein rule estimators, we consider the 
risk difference statistically significant.  Shaded values of relative risk in the output tables 
indicate statistical significance. 
Another measure of interest is the relative risk of the marginal effects.  Marginal 
effects in conditional logit give the change in probability of choosing alternative j  given 
a change in one of the explanatory variables, and can be calculated as 
 βij ij ik
ik
P
P P
Z
∂ = −∂    (2.11) 
for k j≠  and 
 ( )1 βij ij ij
ij
P
P P
Z
∂ = −∂  (2.12) 
    The marginal effects depend not only on the parameter vector β  but also on the 
probability of choosing alternative j and, therefore, on the values of the explanatory 
variables. In practice the estimated marginal effects may be more interesting than the 
estimated coefficients because they provide more relevant information to decision makers 
interested in influencing the choice of individuals.  For example, in marketing context, 
the marginal effects help determine how is the probability of choosing a given brand 
going to be affected by a change in the price of that brand, and by a change in the price of 
competitive brands.  The empirical risk is calculated as follows: first, we calculate the 
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“true” marginal effects by applying the above formulae to the true β . Next we calculate 
the estimated marginal effects using the MLE and Stein rule estimates.  The loss for each 
Monte Carlo sample is calculated as the difference between the true and estimated 
marginal effects.  The risk is the sum of the squared losses divided by the number of 
samples, and is computed for each level of specification error.   
A very important aspect of this study is examining the performance of the 
estimators in terms of prediction in-sample and out-of-sample.  We look at two different 
measures of prediction risk.  First we calculate the mean squared error of prediction as  
 
( )2
1 1
ˆ
N J
ij ij
i j
P
P P
MSE
N
= =
−
=
∑∑
 (2.13) 
where ijP  is the true probability of individual i choosing alternative j, and iˆjP  is the 
predicted probability obtained using each of the nine estimators.  The value we report is 
the average mean squared error of prediction over all Monte Carlo samples, and we do it 
in-sample and out-of-sample.   
Following Kamakura and Wedel (2004), we also look at another measure of 
predictive accuracy: 
 
( )2
1 1
ˆ
N J
ij ij
i j
Y
Y P
MSE
N
= =
−
=
∑∑
 (2.14) 
where Y equals 1 if an alternative was actually chosen, and zero otherwise.  This measure 
was used in a Monte Carlo study to compare the performance of a finite mixture logit and 
mixed logit models in terms of out-of sample forecasting.  The mean squared error is 
calculated as in the previous case, where we use yij instead of the true probability Pij.   
The error is large if alternative j was actually chosen but we predict small probability of 
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selecting it, or if alternative j was not chosen but the predicted probability of selecting it 
is large.  Intuitively, in practical applications, the probability of an alternative being 
chosen is less important than the actual choice of an alternative, which makes it logical to 
use this measure of predictive accuracy.   
When performing the Monte Carlo experiments, we encountered the following 
problems.  As we increased the number of variables K, we observed a jump in all risk 
values of the estimators for N=50 and large weights, usually for w=1.  The values of the 
squared error loss and weighted error loss were more than 10 times larger at w=1 than the 
values of the risks for other weights.  It was due to several Monte Carlo samples in which 
the estimated coefficients were 4-5 times larger than the true beta.  These samples had 
very high goodness of fit values, usually over 98%.  Likewise, when we increased the 
number of alternatives, we observed much higher risk as the true parameter vector 
increased in magnitude.  The problem was more severe in the cases of one dominant or 
several dominant alternatives.  The reason may be the existence of a perfect classifier7.  
The latter occurs when there exists some linear combination of the independent variables, 
say β~′ijX , which allows us to predict the value of ijy  with perfect accuracy for every 
observation.  In this case there is said to be complete separation of the data.  As a result, 
we could not identify all the components of the parameter vector β.  The existence of 
complete or quasi-complete separation of the data occurs in practice when the sample is 
very small, when almost all of the yij’s are equal to zero or almost all of them are equal to 
one, or when the model fits extremely well.  This is why the problems in our simulation 
occurred for N=50 and models with one or more dominant alternatives, because the 
                                                 
7 See Davidson and MacKinnon (2004), p.458. 
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probabilities of choosing these alternatives approach zero or one, which causes the 
estimation to break down. In the Monte Carlo simulation, we solved the problem by 
excluding from the analysis samples with values for Estrella-R2 greater than 98%.  When 
more than 10% of the Monte Carlo samples are replaced because of high values of 
Estrella-R2, the results should not be considered in our analysis because they are not 
representative of our Monte Carlo experiment.  We clearly indicate these cases in the text 
and in the output tables.  In some cases, because of the long execution time of the 
programs, we removed the check for values of Estrella-R2 and ran the original versions of 
the programs.  For each of these cases we checked the weight at which the experiment 
breaks down and indicated it in the output tables.  Finally, we observed a difference in the 
number of excluded samples when we changed the direction of the true β .  Generally, 
less samples were excluded from the experiment when we used gam= ( )1,1,...,1−  as the 
vector of unrestricted coefficients used to create β .  Since the normal range of values of 
βijx′ should be ( )3,  3− , having the same sign for all coefficients probably pushes the 
value towards one end of the interval and possibly out of the interval, while having 
different signs helps the values stay within the normal range. 
2.4 Empirical Results 
2.4.1 Four Equally Likely Alternatives  
? Goodness of Fit 
Table 2.1 shows the goodness of fit measures for each Monte Carlo experiment.  
The model fits the data very well when the signal-to-noise ratio increases.  Estrella-R2 
reaches 0.8 when w=1. Towards the mid-range of our parameter space, Estrella-R2 is over 
40%, which is common in this type of models.   
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Table 2.1: Goodness of Fit Measures for Monte Carlo Designs, Orthonormal Model 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.05 0.03 0.14 0.28 0.41 0.52 0.61 0.69 0.75 0.80 
   BIC  3.00 2.97 2.89 2.77 2.61 2.44 2.27 2.10 1.95 1.80 1.67 
   LR  4.03 5.55 9.94 15.93 23.78 32.47 40.76 49.20 56.70 64.10 70.62 
4 4 250 Estrella -0.02 0.01 0.10 0.21 0.34 0.45 0.55 0.64 0.70 0.76 0.80 
   BIC  2.84 2.81 2.73 2.60 2.45 2.29 2.13 1.98 1.84 1.72 1.61 
   LR  4.00 11.57 33.11 65.04 103.81 143.24 182.80 220.63 254.12 285.90 313.80 
4 7 50 Estrella -0.14 -0.08 0.08 0.27 0.45 0.60 0.70 0.78 0.83 0.87 0.90 
   BIC  3.17 3.12 2.95 2.72 2.48 2.24 2.03 1.85 1.69 1.56 1.45 
   LR  7.32 10.09 18.62 29.77 41.80 53.85 64.41 73.45 81.32 87.94 93.31 
4 7 250 Estrella -0.03 0.03 0.16 0.32 0.47 0.59 0.68 0.75 0.81 0.85 0.88 
   BIC  2.90 2.85 2.70 2.51 2.31 2.11 1.93 1.76 1.63 1.50 1.40 
   LR  7.01 20.54 56.11 103.46 154.76 205.03 250.52 290.61 325.34 356.29 382.93 
4 10 50 Estrella -0.21 -0.13 0.06 0.27 0.44 0.58 0.67 0.74 0.80 0.84 0.87 
   BIC  3.35 3.28 3.08 2.84 2.62 2.39 2.21 2.05 1.91 1.80 1.69 
   LR  10.22 13.94 23.74 35.52 46.98 58.34 67.24 75.20 82.22 87.90 93.05 
4 10 250 Estrella -0.04 0.03 0.20 0.40 0.56 0.68 0.77 0.83 0.87 0.90 0.92 
   BIC  2.95 2.88 2.69 2.45 2.20 1.97 1.78 1.61 1.47 1.35 1.24 
   LR  10.15 28.02 74.62 135.79 197.48 255.00 304.42 346.08 381.69 411.78 437.88 
4 4 50 Estrella -0.08 -0.05 0.05 0.18 0.35 0.51 0.66 0.76 0.84 0.90 0.94 
j1 dominant BIC  3.00 2.97 2.87 2.72 2.51 2.27 2.02 1.78 1.54 1.33 1.15 
   LR  4.04 5.67 10.60 18.14 28.57 40.70 53.35 65.44 77.25 87.69 96.62 
4 4 250 Estrella -0.02 0.02 0.11 0.24 0.40 0.55 0.68 0.79 0.87 0.92 0.96 
j1 dominant BIC  2.84 2.81 2.72 2.56 2.36 2.13 1.89 1.63 1.39 1.16 0.95 
   LR  4.00 11.82 35.72 74.60 124.80 182.29 243.82 308.62 367.66 424.50 476.83 
4 7 50 Estrella -0.14 -0.08 0.10 0.32 0.51 0.67 0.77 0.85 0.90 0.93 0.95 
j1 dominant BIC  3.17 3.11 2.93 2.67 2.39 2.11 1.86 1.64 1.45 1.30 1.19 
   LR  7.32 10.29 19.58 32.38 46.49 60.69 72.85 83.91 93.51 100.89 106.38 
4 7 250 Estrella* -0.03 0.03 0.17 0.34 0.51 0.65 0.76 0.84 0.90 0.93 0.96 
j1 dominant BIC  2.90 2.84 2.69 2.48 2.24 2.00 1.76 1.53 1.31 1.13 0.96 
   LR  7.06 20.98 58.56 111.26 171.94 232.65 292.84 350.27 403.83 449.85 491.92 
4 10 50 Estrella -0.21 -0.13 0.08 0.33 0.53 0.70 0.81 0.88 0.92 0.95 0.96 
j1 dominant BIC  3.35 3.27 3.06 2.77 2.47 2.15 1.87 1.63 1.45 1.31 1.22 
   LR  10.22 14.12 24.79 39.12 54.09 70.02 84.13 96.16 105.14 112.04 116.76 
4 10 250 Estrella -0.04 0.03 0.22 0.44 0.64 0.77 0.87 0.92 0.96 0.98 0.99 
j1 dominant BIC  2.95 2.88 2.67 2.38 2.06 1.76 1.48 1.23 1.02 0.84 0.69 
   LR  10.15 28.90 80.72 153.00 232.29 309.36 379.09 441.66 494.10 539.15 576.40 
4 4 50 Estrella -0.08 -0.05 0.05 0.18 0.34 0.50 0.64 0.74 0.81 0.86 0.90 
half dominant BIC  3.00 2.97 2.87 2.73 2.52 2.29 2.06 1.84 1.64 1.47 1.32 
   LR  4.04 5.69 10.63 18.00 28.09 39.55 51.49 62.53 72.43 80.77 88.17 
4 4 250 Estrella -0.02 0.02 0.11 0.24 0.40 0.55 0.67 0.77 0.84 0.89 0.93 
half dominant BIC  2.84 2.81 2.72 2.56 2.36 2.14 1.91 1.68 1.47 1.29 1.13 
   LR  4.01 11.89 35.87 74.42 124.05 180.69 238.52 296.20 346.99 392.34 433.42 
4 7 50 Estrella -0.14 -0.08 0.10 0.31 0.51 0.66 0.77 0.84 0.89 0.92 0.94 
half dominant BIC  3.17 3.11 2.93 2.67 2.39 2.12 1.88 1.66 1.49 1.35 1.24 
   LR  7.32 10.26 19.55 32.28 46.42 60.24 72.07 83.01 91.30 98.45 103.79 
4 7 250 Estrella -0.03 0.03 0.17 0.35 0.52 0.66 0.77 0.84 0.89 0.93 0.95 
half dominant BIC  2.90 2.84 2.69 2.47 2.22 1.97 1.73 1.53 1.34 1.18 1.05 
   LR  7.00 21.12 59.90 114.44 176.55 239.52 298.48 350.42 396.79 436.94 470.22 
4 10 50 Estrella -0.21 -0.12 0.10 0.34 0.55 0.71 0.82 0.89 0.93 0.95 0.96 
half dominant BIC  3.35 3.27 3.05 2.76 2.43 2.12 1.84 1.61 1.43 1.32 1.25 
   LR  10.22 14.25 25.42 39.88 56.01 71.67 85.96 97.37 106.44 111.71 115.25 
4 10 250 Estrella -0.04 0.03 0.22 0.44 0.62 0.76 0.85 0.91 0.94 0.96 0.97 
half dominant BIC  2.95 2.88 2.68 2.39 2.09 1.79 1.53 1.31 1.13 0.98 0.90 
   LR  10.15 28.54 79.36 150.17 226.82 300.48 365.15 421.05 466.44 502.96 524.39 
(Table continued)
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J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
7 4 50 Estrella -0.08 -0.05 0.06 0.21 0.36 0.51 0.64 0.73 0.81 0.86 0.90 
   BIC  4.12 4.09 3.98 3.81 3.60 3.37 3.12 2.89 2.67 2.46 2.28 
   LR  3.99 5.85 11.44 19.75 30.11 41.57 54.23 65.76 76.98 87.01 96.18 
7 4 250 Estrella -0.02 0.02 0.11 0.25 0.39 0.52 0.63 0.72 0.79 0.84 0.87 
   BIC  3.96 3.93 3.83 3.67 3.48 3.28 3.07 2.86 2.67 2.49 2.33 
   LR  4.00 12.61 37.98 76.45 124.61 176.28 228.72 279.83 327.37 372.35 412.08 
7 7 50 Estrella -0.15 -0.08 0.08 0.28 0.47 0.61 0.73 0.80 0.86 0.89 0.92 
   BIC  4.30 4.23 4.06 3.84 3.56 3.29 3.02 2.80 2.59 2.41 2.27 
   LR  7.16 10.36 18.80 30.20 44.13 57.43 70.84 82.10 92.57 101.56 108.39 
7 7 250 Estrella -0.03 0.03 0.18 0.37 0.55 0.69 0.79 0.85 0.90 0.93 0.95 
   BIC  4.02 3.96 3.79 3.55 3.26 2.97 2.70 2.46 2.25 2.07 1.92 
   LR  7.01 22.03 64.02 124.99 195.83 268.09 335.42 396.51 448.40 493.73 532.71 
7 10 50 Estrella -0.21 -0.12 0.09 0.34 0.55 0.70 0.80 0.86 0.90 0.93 0.95 
   BIC  4.47 4.38 4.17 3.86 3.53 3.21 2.92 2.68 2.46 2.30 2.18 
   LR  10.21 14.60 25.25 40.81 57.22 73.26 87.64 99.92 110.50 118.67 124.51 
7 10 250 Estrella -0.04 0.04 0.25 0.47 0.65 0.78 0.86 0.91 0.94 0.96 0.97 
   BIC  4.07 3.99 3.76 3.44 3.10 2.78 2.49 2.24 2.03 1.85 1.72 
   LR  10.18 30.74 88.95 168.25 252.87 332.64 405.16 468.09 519.85 565.39 598.19 
7 4 50 Estrella -0.08 -0.04 0.08 0.27 0.49 0.68 0.82 0.91 0.95 0.97 0.97 
j1 dominant BIC  4.12 4.08 3.95 3.73 3.41 3.02 2.60 2.21 1.90 1.73 1.67 
   LR  4.00 6.01 12.64 23.95 39.72 59.09 80.19 99.81 115.32 123.70 126.93 
7 4 250 Estrella* -0.02 0.02 0.13 0.29 0.48 0.66 0.80 0.90 0.96 0.98 0.99 
j1 dominant BIC  3.96 3.93 3.81 3.62 3.35 3.01 2.62 2.21 1.79 1.42 1.08 
   LR  4.02 13.11 41.42 89.34 157.66 242.88 339.99 443.21 547.08 640.81 725.57 
7 7 50 Estrella -0.15 -0.08 0.10 0.32 0.55 0.73 0.85 0.92 0.95 0.97 0.97 
j1 dominant BIC  4.30 4.23 4.05 3.78 3.41 3.02 2.63 2.25 1.99 1.85 1.79 
   LR  7.17 10.41 19.56 33.15 51.67 70.91 90.49 109.72 122.33 129.53 132.65 
7 7 250 Estrella* -0.03 0.03 0.20 0.41 0.62 0.78 0.88 0.94 0.97 0.99 1.00 
j1 dominant BIC  4.02 3.96 3.77 3.49 3.13 2.74 2.34 1.97 1.62 1.32 1.05 
   LR  7.06 22.74 67.96 139.65 228.64 326.64 426.20 519.51 607.38 682.00 747.99 
7 10 50 Estrella -0.21 -0.11 0.12 0.40 0.64 0.79 0.88 0.93 0.96 0.97 0.97 
j1 dominant BIC  4.47 4.38 4.14 3.77 3.35 2.95 2.58 2.27 2.07 1.95 1.89 
   LR  10.21 14.78 26.85 44.97 66.07 86.21 104.91 120.07 130.15 136.11 139.04 
7 10 250 Estrella* -0.04 0.05 0.26 0.50 0.70 0.83 0.91 0.96 0.98 0.99 1.00 
j1 dominant BIC  4.07 3.98 3.74 3.39 2.98 2.59 2.22 1.88 1.56 1.28 1.02 
   LR  10.18 32.49 93.43 181.50 282.07 380.52 473.55 558.60 638.39 709.11 772.61 
7 4 50 Estrella -0.08 -0.04 0.09 0.29 0.52 0.71 0.84 0.91 0.95 0.97 0.97 
3 dominant BIC  4.13 4.08 3.95 3.71 3.36 2.96 2.54 2.18 1.92 1.77 1.70 
   LR  3.99 6.12 12.98 24.81 42.35 62.17 83.08 101.19 114.31 121.59 125.01 
7 4 250 Estrella -0.02 0.02 0.13 0.31 0.51 0.68 0.81 0.90 0.95 0.97 0.98 
3 dominant BIC  3.96 3.93 3.81 3.59 3.30 2.95 2.57 2.21 1.89 1.65 1.54 
   LR  4.00 13.23 43.37 96.96 170.34 258.77 352.08 442.47 522.77 583.74 609.17 
7 7 50 Estrella -0.15 -0.08 0.11 0.34 0.57 0.74 0.85 0.92 0.95 0.96 0.97 
3 dominant BIC  4.30 4.23 4.04 3.74 3.37 2.98 2.61 2.29 2.04 1.91 1.82 
   LR  7.15 10.49 20.03 34.80 53.70 72.92 91.27 107.46 120.10 126.54 130.77 
7 7 250 Estrella* -0.03 0.04 0.21 0.43 0.65 0.80 0.90 0.95 0.97 0.99 0.99 
3 dominant BIC  4.02 3.95 3.76 3.46 3.07 2.65 2.25 1.91 1.62 1.40 1.23 
   LR  7.05 23.14 70.70 147.45 245.35 349.33 448.07 533.58 605.38 661.69 704.80 
7 10 50 Estrella* -0.21 -0.11 0.12 0.41 0.64 0.79 0.88 0.93 0.96 0.98 0.99 
3 dominant BIC  4.47 4.38 4.13 3.76 3.35 2.94 2.58 2.28 2.01 1.80 1.63 
   LR  10.22 14.93 27.14 45.59 66.34 86.91 104.72 119.58 133.07 143.61 152.00 
7 10 250 Estrella* -0.04 0.05 0.27 0.51 0.71 0.84 0.92 0.96 0.98 0.99 0.99 
3 dominant BIC  4.07 3.99 3.73 3.37 2.96 2.55 2.18 1.85 1.59 1.37 1.21 
   LR  10.20 31.86 94.65 185.97 288.50 390.97 484.21 564.89 631.14 685.73 726.36 
(Table continued)
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J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
10 4 50 Estrella -0.08 -0.05 0.06 0.20 0.37 0.52 0.65 0.75 0.82 0.88 0.91 
   BIC  4.84 4.80 4.69 4.53 4.31 4.06 3.79 3.52 3.28 3.02 2.84 
   LR  4.07 5.73 11.31 19.32 30.57 42.83 56.47 69.92 82.10 94.86 104.09 
10 4 250 Estrella -0.02 0.02 0.12 0.26 0.41 0.55 0.67 0.76 0.83 0.87 0.91 
   BIC  4.68 4.64 4.53 4.37 4.16 3.92 3.68 3.43 3.19 2.98 2.78 
   LR  4.12 13.14 39.87 80.67 133.07 192.25 254.21 315.10 374.89 428.51 479.02 
10 7 50 Estrella -0.15 -0.09 0.10 0.32 0.52 0.67 0.79 0.85 0.90 0.93 0.95 
   BIC  5.01 4.95 4.76 4.49 4.16 3.84 3.52 3.27 3.01 2.81 2.66 
   LR  7.12 10.04 19.89 33.13 49.65 65.57 81.48 94.38 106.94 117.23 124.47 
10 7 250 Estrella -0.03 0.03 0.20 0.41 0.59 0.74 0.83 0.90 0.93 0.96 0.97 
   BIC  4.73 4.67 4.49 4.21 3.88 3.54 3.21 2.90 2.63 2.40 2.24 
   LR  7.02 22.93 68.05 137.77 218.72 305.78 388.63 463.78 531.77 589.08 631.18 
10 10 50 Estrella -0.22 -0.12 0.11 0.37 0.60 0.75 0.85 0.91 0.94 0.96 0.96 
   BIC  5.18 5.10 4.85 4.52 4.12 3.74 3.38 3.09 2.84 2.69 2.59 
   LR  10.17 14.57 26.64 43.20 63.45 82.22 100.16 114.95 127.15 135.04 139.98 
10 10 250 Estrella -0.04 0.05 0.26 0.49 0.68 0.81 0.88 0.93 0.96 0.97 0.98 
   BIC  4.79 4.70 4.45 4.11 3.72 3.35 3.01 2.72 2.47 2.29 2.19 
   LR  9.95 32.54 93.64 179.20 275.35 368.72 453.09 526.57 589.32 635.18 657.88 
10 4 50 Estrella -0.08 -0.05 0.07 0.22 0.41 0.60 0.76 0.87 0.93 0.96 0.97 
j1 dominant BIC  4.84 4.80 4.68 4.50 4.24 3.91 3.50 3.08 2.68 2.40 2.27 
   LR  4.08 5.77 11.71 20.76 34.09 50.56 70.82 92.03 112.08 125.77 132.52 
10 4 250 Estrella -0.02 0.02 0.13 0.28 0.45 0.62 0.76 0.86 0.93 0.97 0.98 
j1 dominant BIC  4.68 4.64 4.53 4.35 4.10 3.79 3.43 3.04 2.62 2.23 2.08 
   LR  4.20 13.19 41.28 86.44 148.31 225.61 316.23 414.35 517.97 615.32 653.65 
10 7 50 Estrella* -0.15 -0.08 0.13 0.39 0.64 0.81 0.91 0.97 0.99 1.00 1.00 
j1 dominant BIC  5.01 4.95 4.72 4.38 3.92 3.43 2.92 2.43 1.95 1.55 1.17 
   LR  7.12 10.22 21.44 38.50 61.41 86.36 111.86 136.29 159.99 180.07 199.17 
10 7 250 Estrella* -0.03 0.04 0.22 0.46 0.68 0.85 0.94 0.98 0.99 1.00 1.00 
j1 dominant BIC  4.73 4.67 4.46 4.13 3.68 3.15 2.60 2.08 1.58 1.16 0.82 
   LR  7.03 23.53 74.33 157.73 270.20 402.30 539.01 669.88 793.98 898.89 984.03 
10 10 50 Estrella* -0.22 -0.12 0.14 0.46 0.74 0.90 0.97 0.99 1.00 1.00 1.00 
j1 dominant BIC  5.18 5.09 4.83 4.39 3.78 3.12 2.43 1.85 1.36 1.01 0.83 
   LR  10.17 14.72 28.02 49.80 80.20 113.35 148.08 177.03 201.59 219.03 227.91 
10 10 250 Estrella* -0.04 0.05 0.28 0.56 0.80 0.93 0.98 1.00 1.00 1.00 1.00 
j1 dominant BIC  4.79 4.69 4.42 3.98 3.40 2.72 2.06 1.50 1.06 0.73 0.50 
   LR  9.96 33.37 101.25 211.21 357.47 527.31 691.70 831.86 941.69 1023.69 1080.57 
10 4 50 Estrella -0.08 -0.05 0.08 0.25 0.46 0.64 0.79 0.88 0.93 0.95 0.97 
5 dominant BIC  4.84 4.80 4.67 4.47 4.15 3.81 3.40 3.01 2.70 2.47 2.33 
   LR  4.07 5.87 12.27 22.64 38.27 55.48 75.72 95.65 110.77 122.52 129.40 
10 4 250 Estrella -0.02 0.02 0.13 0.30 0.48 0.66 0.79 0.88 0.93 0.96 0.97 
5 dominant BIC  4.68 4.64 4.52 4.32 4.04 3.69 3.32 2.96 2.61 2.32 2.14 
   LR  4.21 13.29 42.70 93.00 163.17 249.72 343.25 433.65 519.65 593.85 639.56 
10 7 50 Estrella* -0.15 -0.08 0.15 0.42 0.66 0.82 0.91 0.95 0.97 0.98 0.99 
5 dominant BIC  5.01 4.95 4.71 4.34 3.87 3.40 2.96 2.60 2.34 2.14 1.98 
   LR  7.12 10.36 22.36 40.51 64.24 87.81 109.62 127.44 140.51 150.80 158.54 
10 7 250 Estrella* -0.03 0.04 0.23 0.48 0.70 0.85 0.93 0.96 0.98 0.99 0.99 
5 dominant BIC  4.73 4.66 4.45 4.09 3.63 3.14 2.70 2.32 2.03 1.82 1.64 
   LR  6.90 23.91 77.87 168.56 282.96 405.60 515.73 609.61 681.40 735.92 779.50 
10 10 50 Estrella* -0.22 -0.11 0.19 0.54 0.79 0.90 0.96 0.98 0.99 0.99 0.99 
5 dominant BIC  5.18 5.08 4.76 4.25 3.63 3.09 2.66 2.35 2.12 1.96 1.83 
   LR  10.17 15.24 31.37 57.06 87.93 114.65 136.56 151.74 163.45 171.55 178.06 
10 10 250 Estrella* -0.04 0.06 0.32 0.62 0.83 0.93 0.97 0.99 0.99 1.00 1.00 
5 dominant BIC  4.79 4.69 4.38 3.87 3.27 2.71 2.27 1.94 1.71 1.54 1.41 
   LR  9.85 34.71 112.70 239.47 389.15 529.43 640.02 720.91 778.26 821.17 853.24 
Note: Shaded values indicate statistical significance at the 0.05 level.  The asterisk denotes cases in which there 
was no check for values of Estrella greater than 0.98 and no samples were excluded from the simulation. 
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The AIC and BIC also improve as we move away from the restricted model.  The 
log likelihood function increases as the signal-to-noise ratio increases, and so does the 
likelihood-ratio test statistic.  In terms of Stein rule estimation the latter implies that 
smaller weights will be placed on the restricted model, and the Stein rule estimators will 
converge to the MLE. For sample size N=250 the measures are slightly better, although 
the differences are not significant.  The value of the likelihood-ratio test statistic is bigger 
and implies faster convergence to the MLE for larger samples, which is what we observe 
in our study.  Changing the direction of the true beta does not alter the goodness of fit 
measures. 
? Squared Error Loss 
Table 2.2 shows the relative risk values in terms of squared error loss.  The risk of 
each positive-part Stein estimator is divided by the risk of the MLE, i.e. values smaller 
than one indicate that shrinkage leads to risk improvement over MLE.  The squared error 
loss measures the distance of the estimator from the true parameter.  In other words, this 
loss measure shows the ability to estimate the parameters of the model.  The squared 
error loss increases as the bias and/or the variance of the estimators increase.  The results 
show that under squared error loss Stein rule estimators dominate the MLE for each 
sample size and each level of specification error.  The risk of the Stein rule estimators 
approaches the risk of MLE as the signal-to-noise ratio increases, and the convergence 
occurs faster for larger samples.  The risk improvement is bigger for N=50, which is not 
surprising, since the performance of the MLE improves as the sample size increases.  
When N=50, for the parameter space that we consider, with parameter index w increasing 
from zero to one, the squared error loss of the Stein rule estimator remains smaller than 
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the one of the MLE.  When w=1 the parameter vector β  reaches its maximum length.  
When N=50 this corresponds to an Estrella-R2 of 0.8.  When β  increases in length still 
further, the risk of the Stein rule converges to the risk of the MLE.  This follows because 
as β β′  increases, the power of the likelihood ratio test approaches one, so that the Stein 
rule in equation (2.3) converges to the MLE.   
Table 2.2:  Squared Error Loss, Four Equally Likely Alternatives 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
K=4 
N=50 Risk MLE 0.12 0.13 0.14 0.14 0.16 0.20 0.22 0.26 0.31 0.38 0.47 
 PStein c=0.5  0.62 0.73 0.86 0.92 0.94 0.95 0.96 0.96 0.96 0.96 0.96 
 PStein c=1  0.38 0.56 0.77 0.88 0.91 0.92 0.92 0.93 0.93 0.93 0.93 
 PStein c=1.5 0.23 0.45 0.73 0.86 0.89 0.89 0.90 0.90 0.90 0.90 0.90 
 PStein c=2  0.14 0.39 0.73 0.88 0.90 0.88 0.89 0.88 0.89 0.88 0.88 
             
N=250 Risk MLE 0.02 0.02 0.02 0.03 0.03 0.03 0.04 0.04 0.05 0.06 0.07 
 PStein c=0.5  0.61 0.90 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.37 0.85 0.95 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
 PStein c=1.5 0.22 0.84 0.95 0.97 0.97 0.98 0.98 0.98 0.98 0.97 0.97 
 PStein c=2  0.13 0.87 0.97 0.97 0.97 0.98 0.98 0.97 0.97 0.97 0.97 
             
K=7 
N=50 Risk MLE 0.23 0.23 0.27 0.32 0.39 0.51 0.73 0.96 1.30 1.77 2.18 
 PStein c=0.5  0.49 0.62 0.79 0.86 0.89 0.90 0.91 0.91 0.92 0.92 0.92 
 PStein c=1  0.22 0.42 0.66 0.76 0.80 0.82 0.83 0.84 0.84 0.85 0.85 
 PStein c=1.5 0.09 0.33 0.61 0.72 0.75 0.76 0.77 0.78 0.78 0.78 0.78 
 PStein c=2  0.04 0.30 0.62 0.72 0.73 0.73 0.73 0.73 0.73 0.73 0.72 
             
N=250 Risk MLE 0.04 0.04 0.04 0.05 0.06 0.06 0.08 0.09 0.11 0.12 0.15 
 PStein c=0.5  0.46 0.83 0.94 0.96 0.97 0.97 0.97 0.97 0.98 0.97 0.97 
 PStein c=1  0.19 0.76 0.91 0.95 0.96 0.96 0.95 0.95 0.96 0.95 0.95 
 PStein c=1.5 0.07 0.77 0.91 0.94 0.95 0.95 0.94 0.94 0.94 0.94 0.94 
 PStein c=2  0.02 0.85 0.95 0.96 0.96 0.95 0.94 0.93 0.93 0.93 0.93 
             
K=10 
N=50 Risk MLE 0.35 0.36 0.42 0.51 0.61 0.87 1.10 1.64 2.71 3.92 8.21 
 PStein c=0.5  0.42 0.56 0.73 0.81 0.84 0.85 0.86 0.87 0.88 0.88 0.90 
 PStein c=1  0.14 0.35 0.58 0.69 0.74 0.75 0.75 0.76 0.77 0.78 0.81 
 PStein c=1.5 0.04 0.28 0.56 0.66 0.70 0.68 0.68 0.68 0.69 0.69 0.73 
 PStein c=2  0.01 0.27 0.61 0.70 0.71 0.66 0.65 0.63 0.62 0.62 0.65 
             
N=250 Risk MLE 0.06 0.06 0.06 0.08 0.09 0.11 0.13 0.15 0.19 0.22 0.27 
 PStein c=0.5  0.40 0.80 0.92 0.95 0.96 0.96 0.96 0.96 0.96 0.96 0.96 
 PStein c=1  0.13 0.71 0.89 0.92 0.93 0.93 0.93 0.93 0.93 0.93 0.92 
 PStein c=1.5 0.04 0.75 0.90 0.92 0.93 0.92 0.91 0.91 0.91 0.90 0.89 
 PStein c=2  0.01 0.88 0.95 0.94 0.94 0.92 0.91 0.90 0.89 0.88 0.87 
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The risk differences are statistically significant with the exception of Pstein05, the 
estimator with smallest degree of shrinkage, when Estrella-R2 exceeds 0.6. Statistical 
significance at the 0.05 level is indicated by the shaded values in each table.  When N=50 
more shrinkage offers a larger risk improvement, but there is no dominant Stein Rule 
estimator over the entire parameter space, because the two estimators with maximum 
shrinkage cross at w=0.3 which is the weight at which the average value of the LR test 
statistic becomes statistically significant, and we can reject the null hypothesis of the 
restricted model.  As the sample size increases, Stein rule estimators offer significant gain 
only over a small range of the parameter space, but the performance of all estimators 
improves.  The likelihood ratio test statistic becomes statistically significant for relatively 
low levels of Estrella-R2, as low as 10% when K=4.  This is also when the Stein rule 
estimators begin to converge to the MLE, although the risk of the shrinkage estimators 
remains slightly lower that the risk of the MLE.  In absolute terms, the risk for N=250 is 
smaller than the risk for N=50 which agrees with asymptotic theory: as the sample size 
increases, both the bias and the variance of the MLE decrease.  The value of the risk 
increases as K increases which is what we expect, because the squared error loss depends 
on the number of variables in the model.  If we increase the number of variables the 
relative risk still shows that the Stein estimators dominate the MLE, and overall the risk 
gain is larger compared to the case of 4 variables.  The conventional wisdom tells us that 
shrinkage works better in cases with more restrictions, which explains why shrinkage 
estimators perform better in models with more variables. Figure 2.1 shows the plots of 
the relative risk functions.  For clarity of presentation we have plotted only the relative 
risk of the four positive-rule estimators.   
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K = 4 
 
K = 7 
 
K = 10 
Figure 2.1: Squared Error Loss, Four Equally Likely Alternatives 
 
For N=50 the difference between the Stein estimators is more pronounced, 
showing that bigger shrinkage leads to larger risk improvement, but again there is no 
dominant Stein rule estimator. For N=250 the risk differences improve in terms of 
statistical significance as the number of variables increases.  The model with ten variables 
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shows larger risk improvement than the model with seven variables, but there are no 
significant differences between the two cases. Changing the direction of the true 
parameter vector β  does not provide any additional information and will not be discussed 
separately.   
? Weighted Squared Error Loss 
Table 2.3 shows the relative risk values in terms of weighted squared error loss.  
The weighted squared error loss also measures the distance of the estimator from the true 
parameter and thus the ability to estimate the parameters of the model.  The difference 
from the squared error loss comes from the fact that in this case the loss is weighted by 
the information matrix of the vector of parameters β .  Since the information matrix is the 
inverse of the covariance matrix, the weighted loss will be inversely related to the 
variance of the parameters, i.e. more weight will be placed on parameters with smaller 
variance.  In other words, the weighted loss penalizes more for errors in coefficients with 
smaller variability.  Since shrinkage reduces the variability of the estimates, we expect 
the values of the weighted loss to be higher than the values of the squared loss, and the 
differences to be more pronounced for smaller degree of specification error.  In addition, 
because variability increases when the coefficients of the model increase in value, the risk 
increases but the errors will be weighted less compared to cases with smaller values of 
the coefficients.  Therefore, we expect the values of weighted risk to be similar for each 
degree of hypothesis error.  Our results show that the Stein rule estimators dominate the 
MLE for the entire parameter space, and the risk differences improve in statistical 
significance as the number of variables increases.  The risk improvement of Stein rule 
estimators over MLE is larger for models with more variables.   
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Table 2.3:  Weighted Error Loss, Four Equally Likely Alternatives 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
K=4 
N=50 Risk MLE 4.31 4.41 4.45 4.45 4.45 4.92 4.84 5.06 5.13 5.47 5.83 
 PStein c=0.5  0.62 0.73 0.86 0.92 0.94 0.95 0.96 0.96 0.96 0.96 0.97 
 PStein c=1  0.38 0.56 0.78 0.87 0.90 0.91 0.92 0.93 0.93 0.93 0.94 
 PStein c=1.5 0.23 0.46 0.74 0.86 0.88 0.88 0.89 0.90 0.90 0.90 0.91 
 PStein c=2  0.14 0.40 0.74 0.87 0.88 0.87 0.87 0.87 0.88 0.88 0.88 
             
N=250 Risk MLE 4.05 3.98 4.08 4.00 4.10 4.19 4.22 4.13 4.12 4.16 4.21 
 PStein c=0.5  0.61 0.90 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.37 0.86 0.95 0.97 0.97 0.98 0.98 0.98 0.98 0.98 0.98 
 PStein c=1.5 0.22 0.85 0.95 0.97 0.97 0.97 0.98 0.97 0.98 0.98 0.98 
 PStein c=2  0.13 0.89 0.97 0.97 0.96 0.97 0.97 0.97 0.97 0.97 0.97 
             
K=7 
N=50 Risk MLE 8.23 8.06 8.64 8.68 9.04 9.90 11.25 11.98 13.12 14.20 14.40 
 PStein c=0.5  0.49 0.63 0.79 0.86 0.88 0.90 0.91 0.92 0.93 0.93 0.93 
 PStein c=1  0.21 0.44 0.68 0.76 0.80 0.82 0.84 0.85 0.86 0.87 0.87 
 PStein c=1.5 0.09 0.36 0.64 0.72 0.74 0.76 0.78 0.79 0.80 0.81 0.81 
 PStein c=2  0.04 0.34 0.68 0.73 0.72 0.72 0.73 0.74 0.75 0.75 0.76 
             
N=250 Risk MLE 7.14 7.27 7.31 7.26 7.28 7.32 7.37 7.57 7.57 7.62 7.67 
 PStein c=0.5  0.46 0.83 0.94 0.96 0.97 0.97 0.98 0.98 0.98 0.98 0.98 
 PStein c=1  0.19 0.76 0.90 0.94 0.95 0.95 0.96 0.96 0.96 0.97 0.97 
 PStein c=1.5 0.07 0.78 0.90 0.93 0.94 0.94 0.94 0.95 0.95 0.95 0.95 
 PStein c=2  0.02 0.87 0.93 0.93 0.93 0.93 0.93 0.93 0.94 0.94 0.94 
             
K=10 
N=50 Risk MLE 11.8 12.1 12.8 13.6 13.9 15.9 16.7 19.3 23.4 26.5 37.5 
 PStein c=0.5  0.42 0.56 0.72 0.80 0.84 0.86 0.87 0.89 0.89 0.90 0.91 
 PStein c=1  0.14 0.35 0.57 0.67 0.72 0.75 0.77 0.79 0.80 0.81 0.83 
 PStein c=1.5 0.04 0.29 0.54 0.61 0.65 0.67 0.68 0.70 0.72 0.73 0.75 
 PStein c=2  0.01 0.28 0.58 0.61 0.61 0.61 0.62 0.63 0.65 0.66 0.68 
             
N=250 Risk MLE 10.4 10.4 10.1 10.6 10.5 11.0 10.7 11.0 11.2 11.1 11.4 
 PStein c=0.5  0.40 0.80 0.92 0.95 0.96 0.96 0.97 0.97 0.97 0.97 0.97 
 PStein c=1  0.13 0.72 0.88 0.91 0.93 0.94 0.94 0.95 0.95 0.95 0.95 
 PStein c=1.5 0.04 0.75 0.87 0.90 0.91 0.91 0.92 0.92 0.93 0.93 0.93 
 PStein c=2  0.01 0.88 0.91 0.90 0.90 0.90 0.90 0.91 0.91 0.91 0.91 
 
The absolute risk is smaller in large samples, and it increases as K increases for 
each sample size.  The risk increases as the coefficients increase in values, but as 
expected, the differences are relatively small, especially for N=250.  The differences are 
larger for models with 50 observations, especially when the number of variables 
increases, because adding more variables make precise estimation more difficult in small 
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samples.  In addition, for each model, the values of the weighted risk for N=50 are not 
very different from the values for N=250 unlike the case of squared error loss, but the 
difference increases as K increases.  The risk functions are presented in Figure 2.2. 
 
K = 4 
 
K = 7 
 
K = 10 
Figure 2.2: Weighted Squared Error Loss, Four Equally Likely Alternatives 
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More shrinkage leads to larger risk improvement in small samples, because it 
reduces the absolute magnitude of the parameter estimates, as compared to the 
unrestricted estimator, which reduces their variability.  In large samples the variance of 
all estimators decreases which diminished the benefits of shrinking the coefficients.  Also 
here, there is no dominant Stein rule estimator. As we explained earlier, there is a 
difference is the actual risk values compared to the squared loss – the weighted loss is 
larger than the squared loss, because the weighted loss takes into account the variance of 
the coefficients and pays more attention to errors in precisely estimated coefficients. 
Again, changing the true beta does not change the results.   
? Marginal Effects 
The results for the relative risk of the marginal effects are similar to the ones 
obtained for the squared and weighted error loss, and are not reported, but can be 
provided upon request8. The Stein rule estimators dominate the MLE over the entire 
parameter space, with significant risk improvement in small samples and for small 
degrees of specification error.  There is no dominant Stein rule estimator, although in 
most cases more shrinkage means larger risk improvement.  The numerical values of the 
risk here are very small, and, as expected, they are smaller for N=250 than for N=50.  
Charging the true beta does not affect the results.   
? In-Sample Prediction Loss 
Next we evaluate the models in terms of predictive ability.  The true probabilities 
are computed as 
1
exp( β)
exp( β)
ij
ij J
ij
j
z
P
z
=
′=
′∑
, and the predicted probabilities are computed as 
                                                 
8 If additional results are needed, please contact the author (vtabak1@lsu.edu) or the LSU Department of 
Economics. 
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, where βˆ takes the values obtained by each of the nine estimators.  The 
loss function is shown in equation (2.13).  It measures the squared distance between the 
true and predicted probability. The values of the prediction risk are very small, because 
the difference in probabilities ˆij ijP P−  is a very small number, which is then squared and 
summed over the number of alternatives J.  The obtained value is summed over i but then 
divided by the number of observations N.  We report the average values over all Monte 
Carlo samples.  The risk of the MLE for N=50 ranges from 0.02 for K=4 to 0.06 for 
K=10.  As we increase the sample size, these values get smaller.  We expect good 
performance of the MLE for prediction in sample, because it chooses the parameters that 
maximize the probability of obtaining the sample of observations, and we use the same 
sample to determine the probabilities of choosing an alternative.  The results for relative 
risk show that shrinkage estimators still dominate the MLE for small degrees of 
specification error, but convergence to the MLE occurs fast, especially in large samples, 
usually for values of Estrella-R2 lower than 10%.  The risk improvement over MLE is 
greater as the number of variables increases. Another way of evaluating forecasts is 
looking at the percentage of correct hits for each estimator.  The value of this measure is 
called the “hit rate” and is calculated as 11 ... ...jj JJp p p+ + + + , which is the sum of the 
percent correctly predicted outcomes for each alternative.  The hit rate increases as we 
increase the signal-to-noise ratio and reaches a value of .7 or higher for all models when 
the Estrella-R2 exceeds .8.  There are no differences in the hit rate obtained by the 
different estimators.  Changing the true beta does not provide any additional information 
and does not change the results.   
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? Out-Of-Sample Prediction Loss 
The results for prediction out-of-sample are presented in Table 2.4.     
Table 2.4:  MSE of Prediction Out of Sample, Four Equally Likely Alternatives 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 2.08 2.15 2.17 2.15 2.11 2.24 2.15 2.17 2.16 2.23 2.36 
 PStein c=0.5  0.62 0.74 0.88 0.95 0.97 0.98 0.98 0.98 0.99 0.99 0.99 
 PStein c=1  0.38 0.57 0.81 0.92 0.95 0.96 0.97 0.97 0.98 0.98 0.98 
 PStein c=1.5 0.23 0.48 0.79 0.93 0.96 0.96 0.97 0.97 0.97 0.97 0.97 
 PStein c=2  0.14 0.42 0.79 0.96 0.98 0.97 0.97 0.96 0.97 0.97 0.97 
             
N=250 Risk MLE 0.45 0.44 0.45 0.45 0.47 0.48 0.49 0.48 0.48 0.49 0.51 
 PStein c=0.5  0.61 0.90 0.97 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 
 PStein c=1  0.37 0.86 0.96 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1.5 0.22 0.85 0.96 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=2  0.13 0.88 0.97 0.98 0.98 0.98 0.99 0.99 0.99 0.99 0.99 
             
K=7 
N=50 Risk MLE 3.90 3.82 4.16 4.30 4.66 5.06 5.72 6.00 6.39 6.84 7.18 
 PStein c=0.5  0.50 0.64 0.82 0.89 0.92 0.94 0.96 0.97 0.97 0.97 0.98 
 PStein c=1  0.22 0.44 0.70 0.81 0.86 0.90 0.92 0.93 0.94 0.95 0.96 
 PStein c=1.5 0.09 0.35 0.66 0.77 0.82 0.86 0.88 0.90 0.92 0.93 0.94 
 PStein c=2  0.04 0.32 0.67 0.77 0.79 0.83 0.86 0.88 0.89 0.91 0.92 
             
N=250 Risk MLE 0.70 0.72 0.74 0.75 0.74 0.74 0.72 0.74 0.74 0.73 0.74 
 PStein c=0.5  0.46 0.83 0.95 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.19 0.76 0.93 0.97 0.98 0.98 0.98 0.99 0.99 0.99 0.99 
 PStein c=1.5 0.07 0.77 0.94 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
 PStein c=2  0.02 0.85 0.97 0.99 0.99 0.98 0.98 0.98 0.98 0.98 0.98 
             
K=10 
N=50 Risk MLE 5.61 5.65 5.85 5.97 5.77 5.75 5.65 5.72 5.82 5.88 5.84 
 PStein c=0.5  0.44 0.60 0.79 0.88 0.93 0.94 0.96 0.96 0.97 0.97 0.97 
 PStein c=1  0.15 0.39 0.67 0.82 0.88 0.91 0.92 0.93 0.94 0.95 0.95 
 PStein c=1.5 0.04 0.32 0.66 0.81 0.87 0.89 0.91 0.91 0.92 0.93 0.93 
 PStein c=2  0.01 0.32 0.75 0.88 0.92 0.91 0.91 0.91 0.91 0.91 0.91 
             
N=250 Risk MLE 1.12 1.11 1.11 1.19 1.19 1.23 1.19 1.22 1.23 1.22 1.23 
 PStein c=0.5  0.41 0.80 0.93 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.13 0.71 0.89 0.95 0.96 0.97 0.98 0.98 0.98 0.98 0.99 
 PStein c=1.5 0.04 0.72 0.89 0.94 0.96 0.96 0.97 0.97 0.98 0.98 0.98 
 PStein c=2  0.01 0.83 0.92 0.95 0.96 0.96 0.97 0.97 0.97 0.97 0.98 
 
For each Monte Carlo experiment we generate a sample of 100 observations which 
are not used in the estimation of the model parameters.  The data generating process is 
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the same as the one used in the original sample.  The true probabilities are computed as 
1
exp( β)
exp( β)
Oij
ij J
Oij
j
z
P
z
=
′=
′∑
, and the predicted probabilities are computed as 
1
ˆexp( β)ˆ
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z
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z
=
′=
′∑
, 
where βˆ takes the values obtained by each of the nine estimators using the original 
sample, and OZ  is the matrix of observations generated for out-of-sample prediction.  We 
use two different loss functions to evaluate out-of-sample performance, MSEP and MSEY, 
shown in equations (2.13) and (2.14).  The results in the table are obtained using MSEP.  
The values of risk are very small, as explained in the previous section, therefore the risk 
of the MLE is multiplied by 100 in the output tables to be able to make comparison 
between models.  The results for relative risk show that shrinkage improves prediction, 
but there is no dominant shrinkage estimator over the entire parameter space. Stein rule 
estimators show larger risk improvement as the number of variables increases.  For N=50, 
the shrinkage estimators converge to the MLE when the Estrella-R2 is close to .2 for the 
model with 4 variables, and higher than .3 for the models with more variables.  For 
N=250, convergence occurs for values of Estrella-R2 equal to .11, .17, and .22 for K=4, 7 
and 10 respectively.  If we use MSEY, we replace the true probability with the actual 
choice of an alternative, where 1ijy =  for the alternative with the highest utility, and zero 
otherwise.  In this case our conclusions do not change, but the differences between the 
relative risks are very small.  The value of risk is higher under this measure, but 
comparison cannot be made, because in this case we subtract a probability from a dummy 
variable.  The hit rate shows very good predictive ability out-of-sample and increases as 
we increase the signal-to-noise ratio.  The values of the hit rate are higher in-sample than 
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out-of-sample, but the differences are small.  This is a result we expect because the 
estimated coefficients βˆ  are based on the original sample, while the out-of-sample 
explanatory variables and choice variables are not used in the estimation process.   
Overall, the results for prediction do not differ from the results for estimation and we 
should use the same considerations when choosing an estimator, regardless the main 
purpose of our research.  The plots of the risk functions are similar to the ones for 
squared and weighted error loss and are not reported. 
2.4.2 Four Alternatives With One Dominant 
The model with one dominant alternative represents cases in which one of the 
alternatives is chosen by the majority of individuals.  In marketing context such a model 
describes a situation in which one of the brands is the market leader, and all other brands 
have only a small market share.  This is an interesting example, because such a situation 
can be encountered often in practical applications.  An alternative may be preferred over 
the other alternatives if one or more of the explanatory variables have values significantly 
different from the values of other alternatives.  For example, a brand may be preferred 
because it offers the lowest price, or because it invests more heavily in advertising 
compared to the competing brands.  Following this logic, a dominant alternative was 
created by changing the mean of the explanatory variables associated with this 
alternative.  It was achieved in the Monte Carlo experiment by adding a constant to the 
explanatory variables of the dominant alternative.  In most cases it was sufficient to add 
0.1 to the standard normal variables to generate an alternative which was selected by 80% 
of the individuals when the values of the true β equal to one.  For smaller degrees of 
hypothesis error the share of the dominant alternative is smaller, and all alternatives are 
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equally likely when specification error is zero and the true β is determined only by the 
restricted model. 
? Goodness of Fit 
Table 2.1 shows the goodness of fit measures.  The measures improve compared to 
the model with four equally likely alternatives, and the improvement is larger as we 
increase the signal-to-noise ratio, which corresponds to larger share of the dominant 
alternative. This is because as the probability of choosing an alternative increases, the 
value of the log-likelihood increases as well.  As the true β  increases in value, the 
likelihood ratio test statistics get bigger, which shows that the hypothesis of equally likely 
alternatives is rejected a larger percent of the time.  As we increase the number of 
variables, the values of the Estrella-R2 get close to one.  The chances of a probability 
being equal to one or to zero increase, which makes the model a perfect predictor and 
may cause the estimation to break down.  To avoid this problem we excluded from the 
Monte Carlo experiment samples with values of the Estrella-R2 greater than 0.98, which 
in the models with seven and ten variables lead to a number of exclude samples 
exceeding the acceptable level of 10%.  The exact number of excluded samples for each 
model is shown in Table 2.5 at the end of Section 2.4.   
? Squared Error Loss 
The results for relative risk are very similar to the model with equally likely 
alternatives and show that under squared error loss Stein rule estimators dominate the 
MLE for each sample size and each level of specification error.  Shrinkage leads to risk 
improvement also in this case due to the following reasons.  For small degrees of 
hypothesis error the parameters of the model are close to zero and all alternatives have 
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similar shares.  In particular, each alternative get chosen 25% of the time when the true β  
is a vector of zeros. In these cases we place more weight on the restricted estimator which 
significantly reduces estimation risk.  As the model coefficients increase in value the 
differences between the shares of each alternative increase as well.  In these cases the 
value of the likelihood ratio test statistic is large and we place more weight on the 
unrestricted estimator, therefore we are not imposing the restriction of equally likely 
alternatives. Generally, when the share of the dominant alternative exceeds 30%, the 
likelihood ratio test statistic is statistically significant and we can reject the hypothesis of 
a null vector of coefficients. As in the case with equally likely alternatives, the results 
show that the risk improvement is larger for N=50 and for models with more explanatory 
variables.  The risk differences for N=50 are statistically significant with the exception of 
Pstein05, the estimator with smallest degree of shrinkage, when the Estrella-R2 exceeds 
0.6 for the model with K=4, and 0.8 for the model with K=10.  When the number of 
variables increases, the risk differences are statistically significant also for N=250, again 
with the exception of Pstein05 for larger degrees of specification error.  Generally more 
shrinkage offers a larger risk improvement, but there is no dominant Stein Rule estimator 
over the entire parameter space.  Convergence to the MLE occurs for values of Estrella-
R2 as low as 0.10 in the large sample, and as high as .34 in the small sample, which in 
most cases coincides with the value of the likelihood ratio test statistic becoming 
statistically significant. The value of the risk is higher compared to the model with 
equally likely alternatives, although the differences are small.  We also observe an 
increase in the estimator bias9 which is a reason for the risk increase.  The bias is 
                                                 
9 We only estimate the bias of the first coefficient. 
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calculated as the difference between the true parameter β  and the average value of the 
estimated coefficients over all Monte Carlo samples.  The bias is not reported, but the 
results can be provided upon request.  As we expect, the values for the risk are smaller in 
large samples and for models with smaller number of explanatory variables.   
? Weighted Squared Error Loss 
Our results for weighted error loss are similar to the case with four equally likely 
alternatives and show that the Stein rule estimators dominate the MLE for the entire 
parameter space, and the risk differences improve in statistical significance as the number 
of variables increases.  The risk improvement of Stein rule estimators over MLE is larger 
in small samples and for models with more variables.  More shrinkage leads to larger risk 
improvement, but there is no dominant Stein rule estimator.  Like in the case of squared 
error loss, the Stein rule estimators converge to the MLE for small values of Estrella-R2, 
on average close to .20 for N=250 and to .3 for N=50.  The values of the weighted risk 
are similar to the values when all alternatives are equally likely, and decrease as we 
increase the number of observations.  The risk differences between the two samples sizes 
get larger as we increase the number of variables, because as the model complexity 
increases 50 observations are not sufficient for precise estimation and we observe 
substantial risk increase for higher degrees of specification error.  Again, for the model 
with four variables the risk differences between weights are small, and they increase for 
K=7 and K=10. 
? Marginal Effects 
The results for the relative risk of the marginal effects are similar to the ones 
obtained for the squared and weighted error loss, and similar to the results for the case 
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with equally likely alternatives.  Shrinkage decreases the variability of the estimates and 
decreases the risk, and the gains are larger in small samples, because as we increase the 
number of observations the bias and variance decrease and the performance of the 
maximum likelihood estimator improves.  The Stein rule estimators dominate the MLE 
over the entire parameter space, but again there is no dominant Stein rule estimator, 
although in most cases more shrinkage means larger risk improvement.  
? In-Sample Prediction Loss 
The values of the prediction risk are very small and very similar for each degree of 
specification error.  The MLE performs very well while predicting the probabilities in 
sample, and the risk gain over MLE is significant only for values of β close to zero, when 
more weight is placed on the restricted estimator.  The hit rate has the same values for all 
estimators for values of Estrella-R2 higher than 10%.  In addition, the hit rate is higher 
compared to the model with equally likely alternatives.  This result is logical because it is 
easier to predict outcomes when there is only one dominant alternative.  The hit rate 
increases as we increase the number of variables, because we add more information 
relevant to the choice of an alternative.  Looking at the actual shares and the predicted 
shares for each alternative shows very small differences, which also confirms that the 
estimators perform very well as predictors in-sample.  Generally, both the MLE and the 
Stein rule estimators over-predict the dominant alternative for all degrees of specification 
error, but the differences between actual and predicted shares get smaller as we increase 
the signal-to-noise ratio. 
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? Out-Of-Sample Prediction Loss 
The results for relative risk of out-of-sample prediction show that shrinkage 
improves prediction, but there is no dominant shrinkage estimator over the entire 
parameter space.  Stein rule estimators show bigger risk improvement as the number of 
variables increases.  For N=50, the shrinkage estimators converge to the MLE when 
Estrella-R2 is close to .2 for the model with 4 variables, and higher than .3 for the models 
with more variables.  For N=250, convergence occurs for values of Estrella-R2 between .1 
and .2 depending on the number of variables in the model.  More shrinkage results in 
larger risk improvement but the risk of the maximum shrinkage estimator Pstein20 
exceeds the risk of the other shrinkage estimators upon convergence to MLE, and 
therefore, there is no dominant estimator over the entire parameter space. The hit rate 
shows very good predictive ability out-of-sample and exceeds 80% at the highest signal-
to-noise ratio.  Comparable to the in-sample hit rate, the percent correctly predicted 
outcomes is higher than in the case of equally likely alternatives.  The values of the hit 
rate for all estimators are the same. The actual and predicted shares out-of-sample show 
that both the MLE and the Stein rule estimators tend to over-predict the dominant 
alternative, a result similar to the case of prediction in-sample.  Overall, all estimators 
predict very well out-of-sample, but the Stein estimators outperform the MLE for small to 
moderate degrees of hypothesis error. 
2.4.3 Four Alternatives With Two Dominant 
The model with two dominant alternatives represents cases in which two of the 
alternatives are chosen by the majority of individuals, and the two alternatives have 
similar shares.  In marketing context such a model describes a situation in which we have 
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two major brands that compete with each other, and the remaining brands have only a 
small market share.  One of the examples in the fourth chapter discusses the choice of 
four brands of saltine crackers, where two of the brands (Nabisco and a Private label) 
together get selected about 86% of the time, and the other two brands (Sunshine and 
Keebler) share the remaining 14%.  We use the same reasoning about the choice of an 
alternative as in the previous case, and assume that the explanatory variables associated 
with the dominant alternatives will have different mean from the rest of the variables. 
Creating two dominant alternatives was achieved in the Monte Carlo experiment by 
adding a constant equal to 0.1 to the standard normal explanatory variables of the 
dominant alternatives.  The common share of the two dominant alternatives is about 90% 
when the values of the true β equal to one.  Like in the previous case, for smaller degrees 
of hypothesis error the shares of the dominant alternatives are smaller, and all alternatives 
are equally likely when specification error is zero and the true β is determined only by 
the restricted model. 
? Goodness of Fit 
The goodness of fit measures are comparable to the model with one dominant 
alternative, although the values are a little lower because the chances of a probability 
being equal to one is much smaller in this case.  The number of excluded samples is 
generally smaller compared to the model with one dominant alternative, but the weights 
for which the Monte Carlo experiment breaks down overlap in all cases except for the 
model with N=250 and K=10.   
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? Squared Error Loss 
The results for relative risk are very similar to the models with one dominant or 
equally likely alternatives and show that under squared error loss Stein rule estimators 
dominate the MLE for each sample size and each level of specification error, for the same 
reasons discussed in the case of one dominant alternative.  At low degree of specification 
error we place more weight on the restricted estimator, but the actual shares are very 
similar, and identical when β 0= .  As the differences in shares for each alternative 
increase we weigh heavily the unrestricted model and do not impose the restriction of 
equally likely alternatives.  The risk differences for N=50 are statistically significant with 
the exception of Pstein05, the estimator with smallest degree of shrinkage, when Estrella-
R2 exceeds 0.6 for the model with K=4, and 0.8 for the model with K=10, and Pstein10, 
the base model, when K=4 and Estrella-R2 equals .84.  When the number of variables 
equals 7 or 10, the risk differences are statistically significant also for N=250, again with 
the exception of Pstein05 for K=7 and larger degrees of specification error.  Generally 
more shrinkage offers a larger risk improvement, but again the risk of the maximum 
shrinkage estimator exceeds the risk of one or more of the remaining shrinkage 
estimators before the risk function levels out (or converges to the MLE for N=250) and 
therefore no Stein Rule estimator has lower risk over the entire parameter space.  
Convergence to the MLE occurs for values of Estrella-R2 identical to the values of the 
model with one dominant alternative. The values of the risk are almost identical to the 
model with one dominant alternative as well.  As we expect, the values of risk are smaller 
in large samples and for models with less explanatory variables.   
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? Weighted Squared Error Loss 
As in the previous two cases Stein rule estimators dominate the MLE for the 
entire parameter space, and the risk improvement is larger in small samples and for 
models with more variables.  More shrinkage leads to larger risk improvement, but the 
risk of Pstein20 is higher than the risk of Pstein15 for K=4, and also higher than the risk 
of Pstein10 for K=7 and 10 when the risk functions of all estimators level out, which 
occurs for values of Estrella-R2 lower than .10 when N=50 and lower than .05 when 
N=250.  After that it decreases again and remains below the risk of the other estimators as 
the hypothesis error increases.  The values of the weighted risk are very similar to the 
values when one alternative is dominant, and decrease as we increase the number of 
observations.  Also here the risk differences between the two samples sizes get bigger as 
we increase the number of variables. 
? Marginal Effects 
The results for the relative risk of the marginal effects are similar to the ones 
obtained for the cases with one dominant or four equally likely alternatives.  The Stein 
rule estimators dominate the MLE over the entire parameter space, but again there is no 
dominant Stein rule estimator because of the behavior of the maximum-shrinkage 
estimator Pstein20.  
? In-Sample Prediction Loss 
As in the previous two cases, the values of the prediction risk are very small and 
very similar for each degree of specification error.  The MLE performs very well while 
predicting the probabilities in sample, and the risk gain over MLE is significant only for 
values of β close to zero, when more weight is placed on the restricted estimator.  
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Convergence to the MLE occurs fast, for values of Estrella-R2 less than .10 if N=50, and 
less than 0.03 in N=250.  The hit rate equals .9 when K=10 and β 1= , and has the same 
values for all estimators for values of Estrella-R2 higher than .10.  Compared to the 
previous two cases, the hit rate is larger than in the models with equally likely 
alternatives and smaller than in the model where one alternative is dominant.  The actual 
shares and the predicted shares for each alternative also confirm that all estimators 
perform very well as predictors in-sample.   
? Out-Of-Sample Prediction Loss 
The results for relative risk of out-of-sample prediction confirm out findings in the 
previous two cases: shrinkage improves prediction, but there is no dominant shrinkage 
estimator over the entire parameter space. For N=50, the shrinkage estimators converge to 
the MLE when Estrella-R2 is close to .2 for the model with 4 variables, and higher than .3 
for the models with more variables.  For N=250, convergence occurs for values of 
Estrella-R2 equal to .11, .17 and .22 for K=4, 7 and 10 respectively. The hit rate shows 
very good predictive ability out-of-sample and exceeds .8 for some models at the highest 
signal-to-noise ratio.  The values of the hit rate for all estimators are the same and there 
are no significant differences as we increase the sample size or the number of variables in 
the model.  Overall, also in this case, all estimators predict very well out-of-sample, but 
the Stein estimators outperform the MLE for small to moderate degrees of hypothesis 
error. 
2.4.4 Seven or Ten Equally Likely Alternatives  
Our next objective is to explore the performance of the estimators when the number 
of alternatives increases.  We choose models with 7 or 10 alternatives, which is a 
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reasonable assumption because in reality often many brands compete for the same target 
market.  We want to confirm our findings about relative risk and to determine whether 
more variables or more alternatives favor shrinkage estimation.   
? Goodness of Fit 
The goodness of fit measures generally increase when the number of alternatives 
increases.  This also increases the number of samples excluded from the experiments, and 
the highest number of excluded samples is for the models with J=10 and K=10.  The 
values of the likelihood-ratio test statistic generally are higher compared to the relevant 
model with smaller number of alternatives, which implies that the assumption of all 
alternatives being equally likely is more likely to be incorrect in models with large 
number of alternatives.  In terms of Stein rule estimation the former implies that smaller 
weights will be placed on the restricted model. 
? Squared Error Loss 
The results show that under squared error loss Stein rule estimators dominate the 
MLE for each sample size and each level of specification error.  The risk differences, 
however, are larger for models with smaller number of alternatives, when the sample size 
is small.  As the sample size increases, we do not notice differences in terms of relative 
risk when we change the number of variables and/or the number of alternatives.  In this 
case the maximum shrinkage estimator Pstein20 converges faster to the MLE for small 
degree of specification error and corresponding values of Estrella-R2 below .10, and then 
its risk becomes lower than the risk of the other shrinkage estimators.  This behavior is 
consistent for all models and implies that there is no dominant Stein rule estimator over 
the entire parameter space.  For the model with seven alternatives, the risk differences are 
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statistically significant if N=50 with the exception of Pstein05 when K=4.  For N=250, 
the risk differences improve in statistical significance as K increases.  We observe the 
same pattern for the model with ten alternatives.  In absolute terms there is a risk 
improvement in all models as we increase the number of alternatives.   
? Weighted Squared Error Loss 
The values of the weighted loss are higher than the values of the squared loss 
because in this case the errors in coefficients with lower variability are more heavily 
weighted, and shrinkage reduces the variability of the estimates.  The values of the 
weighted loss for different levels of hypothesis error are very similar, and so are the 
values in small and large samples, which is what we expect for the information weighted 
error loss.  Also in this case the value of risk decreases as J increases, but the differences 
are relatively small.  In terms of relative risk, our results show that the Stein rule 
estimators dominate the MLE for the entire parameter space, and the risk differences 
improve in statistical significance as the number of variables increases.  The risk 
improvement of Stein rule estimators over MLE is larger for models with more variables, 
but does not increase as we increase the number of alternatives.  Also here, there is no 
dominant Stein rule estimator because of the increase in risk of the maximum shrinkage 
estimator when the risk of all estimators approaches the risk of MLE.   
? Marginal Effects 
The results for the relative risk of the marginal effects are similar to the ones 
obtained for the squared and weighted error loss, and for the models with four 
alternatives.  The Stein rule estimators offer risk improvement over MLE for all degrees 
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of specification error. The numerical values of the risk here are very small as well, and 
decrease with the increase in number of observations. 
? In-Sample Prediction Loss 
The results for relative risk show that shrinkage estimators still dominate the MLE 
for small degrees of specification error, but convergence to the MLE occurs fast, 
especially in large samples, usually for values of Estrella-R2 lower than .5.  These results 
are consistent with our finding for the model with 4 alternatives and with the fact that the 
maximum likelihood estimator is a good predictor in-sample.  The hit rate, which gives 
the sum of the percent correctly predicted outcomes, is lower compared to the model with 
four alternatives.  The possibility to make a mistake in predicting the choice of an 
alternative should increase as we add to the model more outcomes that need to be 
predicted.  As in the case with four alternatives, there are no differences in the hit rate 
obtained by the different estimators.     
? Out-Of-Sample Prediction Loss 
The results for relative risk show that shrinkage improves prediction, and for 
N=50 the shrinkage estimators converge to the MLE for larger degree of specification 
error compared to the model with four alternatives.  This corresponds to values of 
Estrella-R2 ranging from .36 for K=4 to .55 for K=10 with seven alternatives, and from 
.37 to .68 in the corresponding cases for ten alternatives.  Overall the risk values are 
lower than when J=4. Also here Stein rule estimators show larger risk improvement as 
the number of variables increases.  Overall more shrinkage leads to larger risk 
improvement but no estimator dominates the others over the entire parameter space.  The 
hit rate is similar to the hit rate in-sample and the values are lower compared to models 
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with less alternatives.   In this case, the results show that an increase in the number of 
alternatives favors shrinkage in prediction out-of-sample but does not show risk 
improvement for estimation compared to models with smaller number of alternatives. 
2.4.5 Seven Or Ten Alternatives With One Dominant 
As in the case of four alternatives a dominant alternative was created by changing 
the mean of the standard normal explanatory variables associated with it. It was achieved 
by adding a constant to these variables, and the same constant was used in all models. For 
smaller degrees of hypothesis error the share of the dominant alternative is smaller, and 
all alternatives are equally likely when specification error is zero and the true β  is 
determined only by the restricted model.  When β is determined only by the unrestricted 
model, the share of the dominant alternative exceeds 70% in most models. 
? Goodness of Fit 
The values of Estrella-R2 increase compared to the models where all alternatives 
are equally likely, and approaches one as β  increases in value.  The chances of a 
probability being equal to one or to zero increase even more when the number of 
alternatives is high.  This is a problem and may cause the estimation to break down.  The 
number of excluded samples significantly increases and is the highest for models where 
K=10 and J=10.  In several cases, the programs had to run without a check for the values 
of Estrella-R2 because of the high computation time. 
? Squared Error Loss 
The results for relative risk are very similar to the model with equally likely 
alternatives and show that under squared error loss Stein rule estimators dominate the 
MLE for each sample size and each level of specification error.  However, the risk 
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improvement is larger for models with smaller number of alternatives, although there is 
no significant difference in terms of relative risk between the models.  As we increase the 
number of alternatives, the absolute risk decreases, hence the performance of all 
estimators improves. As in all previously discussed cases, the results show that the risk 
improvement is larger for N=50 and for models with more explanatory variables, and also 
here no Stein rule estimator has the lowest risk over the entire parameter space. 
? Weighted Squared Error Loss 
Our results for relative risk show that the Stein rule estimators dominate the MLE 
for the entire parameter space.  The risk is lower for models with large number of 
alternatives as long as the values of Estrella-R2 stay below .95.  As the models increase 
and the values of Estrella-R2 approach one, we observe a severe risk increase for large 
degrees of specification error, especially when w=1.  Such values can be observed for the 
model with ten alternatives when K=7 and K=10. Since it happens in cases where the 
number of excluded samples exceeds the allowed 10% we will not consider these risk 
values in our analysis. 
? Marginal Effects 
The results for the relative risk of the marginal effects do not provide any additional 
information as a result of the increase in the number of alternatives. Shrinkage estimators 
have lower risk than the MLE, and the gains are larger in small samples, because as we 
increase the number of observations the bias and variance decrease and the performance 
of the maximum likelihood estimator improves.  
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? In-Sample Prediction Loss 
The values of the prediction risk are very small and very similar for each degree of 
specification error.  The MLE performs very well while predicting the probabilities in 
sample, and the risk gain over MLE is significant only for values of β close to zero, when 
more weight is placed on the restricted estimator.  The hit rate is higher compared to the 
model with equally likely alternatives.  However, the actual and predicted shares in 
sample show that both the Stein estimators and the MLE over-predict the dominant 
alternative and the gap is larger compared to the model with four alternatives. 
? Out-Of-Sample Prediction Loss 
In terms of out-of-sample prediction in this case, comparable to the other measures, 
we should not consider the results of the experiment for values of Estrella-R2 greater than 
.95 because of the large number of excluded samples.  The results for relative risk show 
that shrinkage improves prediction, but there is no dominant shrinkage estimator over the 
entire parameter space.  The risk decreases in value as the number of alternatives 
increases.  The hit rate shows improved predictive ability compared to the model with 
equally likely alternatives.  Also in this case, both the MLE and the shrinkage estimators 
over-predict the dominant alternative.   
2.4.6 Seven Or Ten Alternatives With Half Of Them Dominant 
The model considers three dominant alternatives when J=7 and five dominant 
alternatives when J=10.  Usually for large degrees of specification error the share of the 
dominant alternatives exceeds 90% and 10% or less is distributed among the remaining 
alternatives.  This increases the risk of getting a value of zero for the probability of an 
alternative, which would affect the likelihood function and, hence, the risk of all 
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estimators.  Creating the dominant alternatives was achieved in the same way as in all 
previously described models. 
? Goodness of Fit 
The goodness of fit measures are comparable to the models with one dominant 
alternative and approach one if the programs are executed in their original form. The 
number of excluded samples is comparable to the model with one dominant alternative, 
although in some instances it is smaller.    
? Squared Error Loss 
The results for relative risk confirm our conclusions in others models that under 
squared error loss Stein rule estimators dominate the MLE for each sample size and each 
level of specification error.  The risk differences are statistically significant in most cases, 
and the exceptions are usually for the estimator with minimum shrinkage Pstein05.  
Convergence occurs for the same values of Estrella-R2 as in the model with equally likely 
alternatives and with one dominant alternative.   
? Weighted Squared Error Loss 
The risk jump for weighted error loss is much smaller here than in the model with 
one dominant alternative.  As in the previous two cases Stein-rule estimators dominate 
the MLE for the entire parameter space, and the risk improvement is bigger in small 
samples and for models with more variables.  The values of the weighted risk get smaller 
as J increases, although in most cases the risk differences are very similar between 
models. Also here the risk differences between the two samples sizes get larger as we 
increase the number of variables. 
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? Marginal Effects 
The results for the relative risk of the marginal effects are similar to the ones 
obtained for the cases with one dominant or four equally likely alternatives, and for 
smaller number of alternatives.  The Stein rule estimators dominate the MLE over the 
entire parameter space, but again there is no dominant Stein rule estimator. 
? In-Sample Prediction Loss 
As in the previous two cases, the risk gain for the shrinkage estimators is 
substantial only when the values of β  are close to zero.  Convergence to the MLE occurs 
fast, for average values of Estrella-R2 close to .1 in N=50 and less than .05 if N=250.  The 
value of the hit rate is lower than in the case of one dominant alternative, but is still 
above 60% for most of the models. 
? Out-Of-Sample Prediction Loss 
The results for prediction out-of-sample in terms of relative risk confirm our 
findings in the previous two cases: shrinkage improves prediction, but there is no 
dominant shrinkage estimator over the entire parameter space. For N=250, the shrinkage 
estimators converge to the MLE when Estrella-R2 is close to .2 on average.  For N=50 
convergence occurs towards the mid range of parameter space. The hit rate is similar to 
the hit rate in sample and the values for all estimators ate identical with the exception of 
the case of zero specification error.  
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Table 2.5: Count of samples excluded from the Monte Carlo experiment10 
J K N Equal 
shares 
One 
dominant 
Half  
dominant 
W=.6 W=.7 W=.8 W=.9 W=1 
4 4 50 X       1 
4 4 250 X       0 
4 4 50  X    1 27 171 
4 4 250  X      14 
4 4 50   X    6 23 
4 4 250   X     0 
4 7 50 X     4 7 36 
4 7 250 X       0 
4 7 50  X   5 27 125 433 
4 7 250  X      38 
4 7 50   X   21 73 232 
4 7 250   X     4 
4 10 50 X       12 
4 10 250 X       0 
4 10 50  X  2 20 151 624 2468 
4 10 250  X  - - - - - 
4 10 50   X 4 30 165 684 1625 
4 10 250   X   1 53 696 
7 4 50 X      5 15 
7 4 250 X       0 
7 4 50  X   24 499 4797 70858 
7 4 250  X  - - - - - 
7 4 50   X 1 29 319 1722 6534 
7 4 250   X   2 176 4919 
7 7 50 X     1 9 44 
7 7 250 X       1 
7 7 50  X  1 45 591 4429 45836 
7 7 250  X  - - - - - 
7 7 50   X  34 264 1456 5339 
7 7 250   X - - - - - 
7 10 50 X    3 33 91 256 
7 10 250 X     1 10 250 
7 10 50  X  6 102 798 4398 35046 
7 10 250  X  - - - - - 
7 10 50   X - - - - - 
7 10 250   X - - - - - 
10 4 50 X      1 27 
10 4 250 X       0 
10 4 50  X   3 106 1241 9669 
10 4 250  X     167 35292 
10 4 50   X  3 73 438 1958 
10 4 250   X    20 1215 
10 7 50 X    1 11 69 205 
10 7 250 X      12 330 
10 7 50  X  - - - - - 
10 7 250  X  - - - - - 
10 7 50   X - - - - - 
10 7 250   X - - - - - 
10 10 50 X   2 18 151 640 1816 
10 10 250 X     1 234 3058 
10 10 50  X  - - - - - 
10 10 250  X  - - - - - 
10 10 50   X - - - - - 
10 10 250   X - - - - - 
 
                                                 
10 The shaded areas indicate cases where more than 10% of the samples would be excluded from the 
simulation.  The programs for these models were executed without a check for values of Estrella because of 
the high computation time. 
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2.5 Conclusions 
The objective of this study is to explore the properties of Stein-rule estimators in 
the context of the orthonormal conditional logit model.  We look at three different types 
of models: a model where all alternatives are equally likely, a model where one 
alternative is dominant, and a model where half of the alternatives are dominant.   
The results of the Monte Carlo experiment show that Stein rule estimators have 
lower risk than the MLE both in terms of estimation and in terms of prediction for the 
entire parameter space under consideration.  The risk improvement is larger in small 
samples and for small degrees of specification error.  In addition, Stein rule performance 
improves relative to the MLE when the number of variables increases.  In large samples 
the performance of all estimators improves because both the bias and the variance of the 
estimators decrease with an increase in the number of observations.  The results for 
relative risk show no significant differences between the three cases. 
When we increase the number of alternatives we confirm out previous results.  
Although higher number of alternatives generally does not favor shrinkage in estimation, 
the performance of all estimators improves.  In out-of-sample prediction, higher number 
of alternatives expands the parameters space for which Stein rule estimators offer risk 
improvement over MLE in small samples. 
In terms of recommendations, Stein rule should be used instead of the MLE in 
small samples and when the restrictions agree with the data.  If we are uncertain of the 
quality of prior information or we have a large number of observations we can still use 
shrinkage estimation because it offers lower or equal risk relative to the maximum 
likelihood estimator over the entire space.   
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3 Risk Properties of a Stein-Like Estimator:  
Extensions of the Orthonormal Conditional Logit Model 
 
3.1 Introduction 
Chapter 2 explored the risk properties of Stein-like estimation in the context of 
the conditional logit model when the explanatory variables are orthonormal. This paper 
extends our analysis to a more general design matrix, allowing multicollinearity among 
the regressors.   
The chapter is organized as follows.  In section 2 we provide some theoretical 
background about multicollinearity in linear and nonlinear models, and explain how 
multicollinearity is modeled in the Monte Carlo experiment.  Section 3 describes the 
shrinkage estimators and the Monte Carlo design.  Section 4 contains our empirical 
results, and section 5 concludes.  
3.2 Multicollinearity 
3.2.1 Multicollinearity in the Linear Regression Model11 
Multicollinearity is associated with the fact that economists or marketing 
researchers observe but do not control the values of the explanatory variables that 
produce or condition the values of the dependent variables.  If multicollinearity is 
present, the statistical results are ambiguous because of interrelationships among the 
explanatory variables.  In this case the variation in the dependent variable cannot be 
accurately attributed to a specific explanatory variable.  As a result, the estimated 
coefficients tend to have large sampling error and thus the actual estimates may be far 
from the true parameter values.  The negative consequences of multicollinearity in linear 
                                                 
11 The discussion in the following two sections is heavily borrowed by Hill (1987). 
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regression are that the estimated coefficients may have incorrect signs and magnitudes, 
and the variables may not appear significantly different from zero, despite high R2 or F 
values, indicating that a model fits the data well.  In addition, the estimated coefficients 
may be sensitive to the addition or deletion of a few observations, or to the exclusion of a 
seemingly insignificant variable from the model.  
To illustrate the collinearity problem we will consider a linear regression model 
 βy Z e= + , (3.1) 
where y is a vector of observations, Z is a matrix of explanatory variables, β  is a vector 
of unknown regression coefficients, and 2~  (0,σ )e iid N  is the vector of random 
disturbances. 
Exact or perfect collinearity is said to exist when one of the variables can be written 
as an exact linear combination of the rest, and thus the columns of the matrix of 
explanatory variables are linearly dependent.  Perfect collinearity does not occur very 
often in practice.  Usually the linear relationship between the explanatory variables is not 
exact, but nearly exact, and has the form 
 1 1 2 2 ... 0K KZc z c z c z c= + + +  , (3.2) 
where c is a constant, and   means “almost equal to”.  The above expression can be 
written in the form of an auxiliary regression as 
 1 2 2 3 3 1... εK Kz z d z d z d= + + + + , (3.3) 
 
where 1i id c c= −  and 21 1ε ~ (0,σ )N .  The smaller the value of 21σ , the stronger the linear 
dependence between the explanatory variables, and the more severe the multicollinearity.  
If 21σ 0= , the multicollinearity would be perfect. 
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A more general framework of the collinearity problem can be provided by 
transforming the model in equation (3.1) into a principal components form. This 
transformation is based on the characteristic vectors of the Z Z′ matrix.  If P is the 
orthogonal matrix whose columns are the characteristic vectors of Z Z′  then the equation 
(3.1) can be rewritten as 
 β ( )( β) θy Z e ZP P e M e′= + = + = + . (3.4) 
The matrix M is called the matrix of principal components.  The principal 
components have the property λi i im m′ =  and 0i jm m′ = , where mi is the ith column of M 
and λi  is the i
th characteristic root of .Z Z′   Therefore 1 2Λ (λ ,λ ,...,λ )KM M diag′ = =  and 
the characteristic roots by convention are in descending order.  In the transformed model 
collinearity is revealed by the magnitude of the characteristic roots of Z Z′ . The existence 
of some relatively small characteristic roots implies the existence of some near-exact 
linear dependency among the columns of Z, and for every λ 0i =  the linear dependency is 
exact.      
Another transformation related to the principal components transformation is the 
singular value decomposition.  The matrix of regressors can be written as 
 1 2ΛZ U P′= , (3.5) 
where U is the matrix whose columns are the characteristic vectors of the matrix Z Z′ , 
1 2Λ  is the matrix containing the square roots of the characteristic roots of Z Z′  on the 
diagonal, and P is the matrix whose columns are the orthonormal characteristic vectors of 
Z Z′ .  The characteristic roots in this case are called the singular values of the matrix Z.  
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3.2.2 Multicollinearity in Nonlinear Models 
Nonlinear statistical models can also suffer from ill-conditioned or multicollinear 
data.  In the context of nonlinear models, studying the multicollinearity problem involves 
exploring the relationship between near-exact linear dependencies among a set of 
explanatory variables and the asymptotic covariance matrix of the estimator of the 
model’s parameters.  Studying the effects of multicollinearity on the small sample 
performance of the estimators is difficult to do analytically and often the problem is 
explored via Monte Carlo methods.  In nonlinear models estimated by maximum 
likelihood methods, like the conditional and multinomial logit models, the asymptotic 
properties of the estimator can be approximated as 
 ( )( )1βˆ ~ β, βN I −⎡ ⎤⎣ ⎦ , (3.6) 
where the information matrix ( ) 2β
β β
LI E ∂= − ′∂ ∂  is evaluated at βˆ .  The effects of 
multicollinearity affect the ML estimator through ( ) 1βˆI −⎡ ⎤⎣ ⎦ .  There are three popular 
nonlinear optimization procedures used to obtain ML estimates, and each of them used a 
different estimator of ( )βI , which further complicates the problem.  We may perceive 
the effects of multicollinearity differently depending on which optimization procedure we 
adopt, and also depending on the parameter values β .  Despite the potential difficulties, 
the methods used to generate collinear data in the linear model are still applicable in the 
nonlinear case. 
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3.2.3 Modeling Multicollinearity in the Monte Carlo Experiment 
In our study we analyze two types of multicollinearity.  First we estimate models 
where collinearity is present among the explanatory variables related to each alternative.  
For example, in a marketing context, we may want to estimate the probability of choosing 
a particular brand of product as a function of its price, advertising expenditure, and 
quality, which could be measured by the number of attributes that the product offers.  
Let’s consider a model about a choice between four competing brands.  If  Brand A offers 
a product of high quality, it is logical to expect that it is associated with high advertising 
expenditure and as a results charges a high price, which implies a positive relationship 
between the explanatory variables.  Similar judgments may or may not be true for the 
other brands as well.  Therefore, it is possible in this case collinearity to be present for 
brand A, but not for brands B, C or D, or it is possible to be present for more than one or 
all brands under consideration. We do not explore all possibilities and assume that 
collinearity is present for all brands. 
Multicollinear data in our experiment are constructed in the following way.  We 
start by creating a KxK matrix Σ  which represents the desired correlation between the K 
explanatory variables for a given alternative.  For example, if K=4 and we want to 
generate severe collinearity between two variables, the matrix of correlation is 
 
1 .9 0 0
.9 1 0 0
Σ
0 0 1 0
0 0 0 1
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
. (3.7) 
There exists a matrix C such that ΣCC′ = . The matrix C can be written as 
1 2ΛC V= , where V is a KxK matrix with columns equal to the characteristic vectors of 
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Σ , and ( )1 2 1 2 1 21Λ λ ,...,λKdiag=  is a KxK diagonal matrix with elements equal to the 
square roots of the characteristic values of Σ . Let ,i iz Cu=  where iu  is a Kx1 vector of 
independent standard normal random variables. Then ( )~ 0,Σiz N  represents one 
observation for the jth alternative.  Repeating this process N times generates a sample 
with the specified collinearity pattern. We generate a separate data matrix Zi for each 
alternative, and then stack them horizontally to create the Nx(JxK) matrix of explanatory 
variables Z, where J is the number of alternatives. 
Secondly, we analyze the performance of the estimators when collinearity is 
present between alternative-specific variables.  For example, consider a model that 
analyzes the choice of competing brands as a function of price and other product 
attributes. Price can be determined as a function of costs of production, and it is logical 
that similar products have similar costs.  Likewise, prices may depend on the cost of 
advertising, and we expect similar products that use advertising as a way to compete to 
have similar advertising expenditures.  Product prices may also be the result of 
assumptions about the consumers’ price elasticity of demand.  Since usually similar 
products compete for the same target market, we expect the prices of different brands to 
be influenced by the same factors that affect consumer demand.   Finally, if prices are 
used as a tool of competition, usually a decrease in the price of one brand is followed by 
a decrease in the prices of the remaining brands.     
 Collinearity between alternatives was generated with the use of auxiliary 
regressions of the form presented in equation (3.3).  We create an Nx(JxK) matrix of 
explanatory variables Z, that are iid standard normal variables. To generate multi-
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collinearity between the first two alternatives, we transformed the values of the second 
alternative as 
 2 1 1z z cv= + , (3.8) 
where iz  is the relevant variable for each alternative, ( )1 0,1v N∼  is a vector of random 
disturbances, and c is a constant that helps us achieve the desired degree of correlation 
between variables.  The smaller the value of 1cv , the greater the linear dependence 
between 1z  and 2z , and the more severe the collinearity.  Modeling collinearity between 
more alternatives was achieved in the same manner, where we generated a new vector of 
disturbances iv  for each separate case.   
3.3 Design of Monte Carlo Experiment 
The Monte Carlo experiment follows closely the design adopted in the case of 
orthonormal explanatory variables.  The Stein rule estimator has the form 
 δ 1 β βU R
c c
u u
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ , (3.9) 
where βU  is the MLE (unrestricted) and βR  is the restricted MLE of β in the conditional 
logit model, c is a constant controlling the degree of shrinkage, and u is the value of the 
likelihood-ratio test statistic for the hypothesis 0 :β 0H = .  The choice of shrinkage 
constant and test statistic is discussed in detail in the orthonormal case.  The 
corresponding positive counterpart of the estimator is given by 
 δ 1 β βU R
c c
u u
+
+
⎡ ⎤ ⎛ ⎞= − + ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ , (3.10) 
 65
where [ ]arg + is a function that chooses the maximum of the argument or zero, ensuring 
that δ+ is a convex combination or the restricted and the unrestricted maximum likelihood 
estimators. 
Like in the orthonormal case, we use four different Stein-rule estimators, and their 
positive counterparts, based on the degree of shrinkage.  We achieve this by choosing 
values of the shrinkage constant c from the interval {0.5, 1, 1.5 and 2}, where higher 
values imply more shrinkage towards the restricted model.   
The names of the estimators are presented below: 
 
1
2
3
4
0.5 :  Stein05 and Pstein05
:      Stein10 and Pstein10
1.5 :  Stein15 and Pstein15 
2 :    Stein20 and Pstein20
c c
c c
c c
c c
=
=
=
=
 (3.11) 
  
In the Monte Carlo experiments we generate 2000 Monte Carlo samples for 
various degrees of specification error and other conditions as follows: 
− We create a matrix of independent standard normal random variables.  Then 
the variables are transformed using singular value decomposition to model 
collinearity between variables, or using auxiliary regressions to model 
collinearity between alternatives. The process of transforming the data is 
described in detail in section 3.2.3.  Only one design matrix is generated per 
Monte Carlo experiment, and it remains fixed for each Monte Carlo sample. 
− The “true” parameter vector β , used in the data generation process, is 
obtained as ( )β β 1 βi U i Rw w= + − , where βU  is a Kx1 vector with elements   
(1,1,…,1), βR  is a Kx1 vector of zeros, and iw = 0, 0.1, 0.2,…,1 controls the 
degree of specification error.   
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− For each Monte Carlo observation, the utility of individual i from alternative j 
is created as βij ij ijU z e′= + , where ije  follows an extreme value (Gumbel) 
distribution. The observed variable ijy  is assigned a value of 1 if 
max  , 1,...,ij ijU U j J= = , and zero otherwise. 
− For out-of-sample prediction, a holdout sample with NO = 100 observations is 
generated as described above. 
− In the Monte Carlo experiment, we manipulate the following: 
o number of variables: K = 4, 7, 10; 
o number of alternatives: J = 4, 7, 10; 
o sample size: N = 50, 250;   
o correlations between the explanatory variables.  For each number of 
variables we explore two cases: severe collinearity (0.9) and low 
collinearity (0.4).  For each case we generate collinearity between two 
variables and between all the variables for a given alternative; 
o correlations between alternatives.  For one of the explanatory 
variables we generate severe collinearity (correlation 0.9) and low 
collinearity (correlation 0.4) between 2, 3 and 4 alternatives for J=4, 
7 and 10 respectively. 
o mean of the explanatory variables, in order to create three cases: (1) 
all alternatives have similar shares, (2) one alternative is dominant, (3) 
half of the alternatives are dominant; 
− For each estimator and each value of β the following estimates are obtained: 
o goodness of fit measures and information criteria for model selection; 
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o squared and weighted risk for MLE and Stein rule estimators; 
o mean squared errors of prediction and hit rate out-of sample; 
The goodness of fit measures and the different loss functions are described in 
detail in the orthonormal case. 
The numerical results and the plots of the risk functions are presented in the 
appendix.  The information in the tables contains the actual risk of the MLE and the 
relative risk of the Stein rule estimators, where values less than one indicate risk 
improvement over MLE.   
3.4 Empirical Results 
3.4.1 Collinearity Among Variables 
3.4.1.1 Four Equally Likely Alternatives  
? Goodness of Fit 
Tables 3.1 and 3.2 show the goodness of fit measures when severe collinearity is 
present between two and among all explanatory variables, respectively.  Tables 3.3 and 
3.4 show the corresponding values in the case of low collinearity.  All models of severe 
collinearity were estimated excluding samples with values of Estrella-R2 higher than .98.  
Therefore, in these models the goodness of fit measures may be underestimated, but they 
can be used for comparison between models.  The number of excluded samples from 
these models is presented in Table 3.13.  The obtained values show that all models fit the 
data very well, and fit improves as we increase the signal-to-noise ratio.  The values of 
Estrella-R2 are higher for models with collinearity among all variables.  
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Table 3.1: Goodness of Fit Measures, Severe Collinearity Between Two Variables 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.07 -0.03 0.04 0.12 0.21 0.30 0.38 0.46 0.53 0.58 
   BIC  3.00 2.99 2.95 2.88 2.80 2.69 2.58 2.47 2.36 2.25 2.16 
   LR  4.11 4.77 6.77 10.31 14.52 19.78 25.06 30.92 36.07 41.82 46.20 
4 4 250 Estrella -0.02 0.00 0.05 0.12 0.20 0.30 0.39 0.47 0.55 0.62 0.68 
   BIC  2.84 2.83 2.78 2.71 2.61 2.50 2.37 2.25 2.13 2.01 1.89 
   LR  4.00 7.96 19.71 38.30 62.70 90.95 121.68 152.37 183.29 213.46 242.63 
4 7 50 Estrella -0.14 -0.11 0.00 0.13 0.27 0.41 0.52 0.61 0.68 0.74 0.78 
   BIC  3.17 3.14 3.04 2.90 2.73 2.55 2.38 2.23 2.08 1.94 1.84 
   LR  7.30 8.91 14.05 21.18 29.52 38.49 47.02 54.60 61.88 68.84 74.11 
4 7 250 Estrella -0.03 0.01 0.11 0.24 0.38 0.50 0.60 0.69 0.75 0.80 0.84 
   BIC  2.90 2.86 2.76 2.61 2.43 2.25 2.08 1.92 1.77 1.65 1.53 
   LR  7.02 15.94 41.95 80.11 124.15 169.48 211.82 252.71 288.11 318.71 348.06 
4 10 50 Estrella -0.21 -0.15 0.00 0.18 0.35 0.50 0.60 0.68 0.74 0.79 0.83 
   BIC  3.35 3.30 3.15 2.95 2.74 2.52 2.36 2.20 2.05 1.93 1.82 
   LR  10.46 12.90 20.48 30.20 40.96 51.52 59.70 67.75 75.04 81.26 86.86 
4 10 250 Estrella -0.04 0.02 0.17 0.34 0.50 0.62 0.72 0.79 0.84 0.87 0.90 
   BIC  2.95 2.89 2.74 2.52 2.30 2.09 1.89 1.72 1.58 1.45 1.34 
   LR  9.94 24.72 64.57 117.52 173.16 226.01 274.74 317.12 354.30 385.40 412.23 
4 4 50 Estrella -0.08 -0.07 -0.02 0.08 0.22 0.39 0.58 0.73 0.85 0.92 0.95 
One dominant BIC  3.00 2.99 2.94 2.84 2.68 2.46 2.17 1.85 1.53 1.24 1.05 
   LR  4.10 4.78 7.38 12.35 20.14 31.31 45.91 61.82 77.85 92.04 101.84 
4 4 250 Estrella -0.02 0.00 0.06 0.16 0.30 0.46 0.62 0.76 0.86 0.93 0.97 
One dominant BIC  2.84 2.83 2.77 2.66 2.50 2.28 2.01 1.71 1.40 1.11 0.86 
   LR  4.01 8.29 22.67 49.13 90.65 146.36 213.29 287.49 364.89 438.35 500.08 
4 7 50 Estrella -0.14 -0.11 0.02 0.20 0.40 0.59 0.74 0.85 0.91 0.94 0.96 
One dominant BIC  3.17 3.14 3.01 2.82 2.56 2.25 1.95 1.64 1.39 1.22 1.11 
   LR  7.30 8.99 15.30 25.11 38.14 53.32 68.64 83.90 96.26 104.86 110.53 
4 7 250 Estrella -0.03 0.01 0.12 0.28 0.45 0.62 0.75 0.85 0.91 0.95 0.97 
One dominant BIC  2.90 2.86 2.75 2.57 2.33 2.06 1.78 1.49 1.23 1.00 0.85 
   LR  6.93 16.27 44.65 90.39 149.75 217.22 286.78 358.38 423.73 481.93 519.95 
4 10 50 Estrella -0.21 -0.14 0.08 0.38 0.66 0.85 0.94 0.96 0.97 0.97 0.98 
One dominant BIC  3.35 3.29 3.07 2.70 2.22 1.73 1.38 1.22 1.15 1.12 1.10 
   LR  10.45 13.42 24.32 42.92 66.59 91.37 108.92 116.65 120.19 121.93 122.99 
4 10 250 Estrella -0.04 0.02 0.19 0.40 0.60 0.76 0.86 0.93 0.96 0.98 0.98 
One dominant BIC  2.95 2.89 2.71 2.45 2.13 1.80 1.49 1.22 0.98 0.87 0.84 
   LR  9.95 25.39 70.29 136.95 216.04 297.59 375.09 444.17 502.70 531.59 538.45 
4 4 50 Estrella -0.08 -0.07 -0.01 0.09 0.22 0.38 0.54 0.67 0.77 0.84 0.89 
Two dominant BIC  3.00 2.99 2.94 2.83 2.68 2.47 2.23 1.98 1.76 1.55 1.38 
   LR  4.09 4.88 7.51 12.63 20.51 30.89 42.81 55.03 66.33 76.88 85.08 
4 4 250 Estrella -0.02 0.00 0.06 0.15 0.28 0.43 0.58 0.70 0.80 0.86 0.91 
Two dominant BIC  2.84 2.83 2.77 2.67 2.52 2.32 2.08 1.84 1.61 1.40 1.23 
   LR  4.00 8.20 22.13 47.88 86.15 136.28 194.82 254.65 312.78 364.62 408.97 
4 7 50 Estrella -0.14 -0.10 0.03 0.21 0.41 0.60 0.72 0.82 0.87 0.91 0.93 
Two dominant BIC  3.17 3.14 3.01 2.80 2.54 2.24 1.99 1.74 1.56 1.41 1.30 
   LR  7.31 9.09 15.70 25.96 39.00 53.94 66.76 79.01 88.08 95.56 101.12 
4 7 250 Estrella -0.03 0.01 0.12 0.28 0.45 0.61 0.74 0.83 0.89 0.93 0.95 
Two dominant BIC  2.90 2.86 2.75 2.56 2.32 2.06 1.80 1.55 1.34 1.17 1.02 
   LR  6.92 16.34 45.24 92.07 150.79 216.16 282.44 343.89 396.17 440.53 476.68 
4 10 50 Estrella -0.21 -0.15 0.05 0.29 0.52 0.69 0.81 0.87 0.91 0.93 0.95 
Two dominant BIC  3.35 3.29 3.10 2.82 2.49 2.16 1.88 1.66 1.50 1.39 1.32 
   LR  10.45 13.19 22.75 36.90 53.11 69.60 83.64 94.59 102.60 108.04 111.75 
4 10 250 Estrella -0.04 0.02 0.20 0.42 0.63 0.77 0.87 0.92 0.95 0.97 0.97 
Two dominant BIC  2.95 2.89 2.70 2.41 2.08 1.76 1.48 1.25 1.07 0.95 0.88 
   LR  9.94 25.94 73.63 145.22 227.61 307.72 378.14 436.00 480.68 512.10 528.76 
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Table 3.2: Goodness of Fit Measures, Severe Collinearity Among All Variables12 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.05 0.03 0.16 0.28 0.40 0.50 0.59 0.66 0.72 0.76 
   BIC  3.00 2.97 2.89 2.75 2.60 2.44 2.30 2.14 2.01 1.89 1.78 
   LR  4.11 5.67 9.84 16.82 24.24 32.08 39.37 47.19 53.81 60.02 65.26 
4 4 250 Estrella -0.02 0.01 0.10 0.21 0.34 0.46 0.57 0.66 0.73 0.78 0.83 
   BIC  2.84 2.81 2.73 2.60 2.44 2.27 2.10 1.94 1.79 1.65 1.53 
   LR  4.00 11.71 33.44 66.15 105.35 148.57 189.89 230.69 267.83 302.52 333.67 
4 7 50 Estrella -0.14 0.03 0.33 0.58 0.74 0.83 0.88 0.92 0.94 0.95 0.96 
   BIC  3.17 3.01 2.65 2.27 1.95 1.70 1.51 1.35 1.25 1.18 1.12 
   LR  7.30 15.59 33.53 52.58 68.27 80.84 90.73 98.36 103.54 107.11 109.86 
4 7 250 Estrella -0.03 0.12 0.39 0.61 0.76 0.84 0.89 0.93 0.95 0.96 0.97 
   BIC  2.90 2.75 2.42 2.06 1.76 1.52 1.32 1.17 1.04 0.95 0.88 
   LR  7.02 44.70 127.94 215.55 291.52 351.43 400.86 439.96 471.89 495.04 512.05 
4 10 50 Estrella -0.21 0.12 0.55 0.77 0.87 0.92 0.94 0.95 0.96 0.96 0.97 
   BIC  3.35 3.02 2.44 1.99 1.68 1.49 1.36 1.29 1.24 1.21 1.18 
   LR  10.46 26.93 55.64 78.44 93.72 103.23 109.56 113.41 115.82 117.48 118.67 
4 10 250 Estrella -0.04 0.31 0.68 0.85 0.92 0.95 0.97 0.97 0.98 0.98 0.98 
   BIC  2.95 2.57 1.97 1.53 1.24 1.05 0.93 0.88 0.85 0.84 0.83 
   LR  9.94 106.05 256.58 367.06 439.07 486.48 515.92 529.59 535.34 538.31 539.71 
4 4 50 Estrella -0.08 -0.05 0.04 0.19 0.36 0.52 0.65 0.77 0.84 0.90 0.94 
One dominant BIC  3.00 2.97 2.88 2.71 2.50 2.26 2.03 1.77 1.55 1.33 1.15 
   LR  4.11 5.70 10.42 18.80 29.36 41.10 53.01 65.73 76.83 88.00 96.74 
4 4 250 Estrella -0.02 0.02 0.11 0.26 0.43 0.59 0.72 0.82 0.89 0.94 0.97 
One dominant BIC  2.84 2.81 2.71 2.54 2.32 2.07 1.81 1.54 1.29 1.07 0.87 
   LR  4.00 12.01 37.54 79.18 134.68 197.40 263.54 330.78 392.78 448.28 498.95 
4 7 50 Estrella -0.14 0.03 0.37 0.63 0.80 0.88 0.93 0.95 0.96 0.97 0.97 
One dominant BIC  3.17 3.00 2.61 2.17 1.80 1.51 1.32 1.21 1.13 1.08 1.05 
   LR  7.30 15.99 35.69 57.42 76.09 90.50 99.98 105.70 109.37 111.87 113.69 
4 7 250 Estrella -0.03 0.12 0.40 0.64 0.79 0.88 0.93 0.96 0.97 0.98 0.98 
One dominant BIC  2.90 2.75 2.40 2.02 1.68 1.39 1.17 0.98 0.86 0.82 0.80 
   LR  6.92 45.52 132.68 226.75 312.26 383.60 440.01 487.32 517.19 528.04 532.49 
4 10 50 Estrella -0.21 0.13 0.56 0.78 0.88 0.92 0.94 0.96 0.96 0.97 0.97 
One dominant BIC  3.35 3.01 2.42 1.95 1.66 1.47 1.35 1.27 1.22 1.19 1.16 
   LR  10.46 27.33 56.91 80.05 94.88 104.20 110.17 114.28 116.70 118.41 119.60 
4 10 250 Estrella -0.04 0.31 0.69 0.86 0.93 0.96 0.97 0.98 0.99 0.99 0.99 
One dominant BIC  2.95 2.57 1.96 1.51 1.22 1.01 0.87 0.78 0.71 0.67 0.64 
   LR  9.95 105.98 257.54 369.93 443.95 494.73 530.41 553.78 570.20 581.56 589.4 
4 4 50 Estrella -0.08 -0.05 0.04 0.18 0.33 0.48 0.61 0.73 0.81 0.87 0.91 
Two dominant BIC  3.00 2.97 2.88 2.73 2.54 2.32 2.10 1.86 1.66 1.47 1.29 
   LR  4.11 5.68 10.14 17.96 27.41 38.25 49.14 61.03 71.39 81.01 89.66 
4 4 250 Estrella -0.02 0.02 0.11 0.26 0.42 0.58 0.70 0.80 0.87 0.91 0.94 
Two dominant BIC  2.84 2.81 2.71 2.55 2.33 2.09 1.84 1.61 1.40 1.20 1.04 
   LR  4.00 12.35 37.65 78.98 132.17 193.43 253.99 313.50 366.47 414.51 454.96 
4 7 50 Estrella -0.14 0.03 0.35 0.61 0.77 0.87 0.91 0.94 0.95 0.96 0.97 
Two dominant BIC  3.17 3.01 2.63 2.22 1.87 1.57 1.38 1.25 1.17 1.12 1.08 
   LR  7.31 15.66 34.38 55.06 72.75 87.43 97.14 103.39 107.28 110.02 112.06 
4 7 250 Estrella -0.03 0.12 0.41 0.64 0.79 0.87 0.92 0.95 0.96 0.97 0.98 
Two dominant BIC  2.90 2.74 2.39 2.02 1.68 1.42 1.22 1.05 0.92 0.84 0.81 
   LR  6.91 45.79 133.54 227.49 311.41 377.81 427.83 468.97 501.32 521.14 529.83 
4 10 50 Estrella -0.21 0.13 0.56 0.78 0.88 0.92 0.95 0.96 0.96 0.97 0.97 
Two dominant BIC  3.35 3.01 2.42 1.96 1.64 1.45 1.32 1.25 1.20 1.17 1.15 
   LR  10.45 27.40 56.90 79.94 95.56 105.38 111.68 115.21 117.50 119.14 120.29 
4 10 250 Estrella -0.04 0.31 0.68 0.86 0.93 0.96 0.98 0.98 0.99 0.99 0.99 
Two dominant BIC  2.95 2.57 1.96 1.51 1.22 1.01 0.86 0.76 0.69 0.63 0.58 
   LR  9.94 106.31 257.20 370.17 444.49 495.54 532.17 557.97 576.80 591.96 603.7 
 
                                                 
12 The models with K=10, N=250 and one dominant or two dominant alternatives are estimated without a 
check for values of Estrella-R2. 
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Table 3.3: Goodness of Fit Measures, Low Collinearity Between Two Variables13 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.06 0.00 0.09 0.20 0.31 0.41 0.51 0.58 0.65 0.70 
   BIC  3.00 2.98 2.92 2.82 2.71 2.57 2.43 2.29 2.16 2.02 1.92 
   LR  4.11 5.13 8.10 13.14 18.99 26.01 32.91 39.87 46.41 53.12 58.50 
4 4 250 Estrella -0.02 0.01 0.07 0.16 0.27 0.37 0.47 0.56 0.63 0.70 0.75 
   BIC  2.84 2.82 2.76 2.66 2.53 2.40 2.26 2.12 1.98 1.86 1.74 
   LR  4.00 9.51 25.76 50.08 81.62 116.31 150.47 186.16 219.62 250.59 279.96 
4 7 50 Estrella -0.14 -0.10 0.02 0.18 0.34 0.47 0.58 0.66 0.73 0.77 0.81 
   BIC  3.17 3.14 3.01 2.84 2.65 2.45 2.27 2.12 1.98 1.86 1.76 
   LR  7.30 9.20 15.46 24.01 33.70 43.61 52.48 60.26 67.04 72.77 78.22 
4 7 250 Estrella -0.03 0.02 0.13 0.28 0.43 0.56 0.65 0.73 0.79 0.83 0.86 
   BIC  2.90 2.86 2.73 2.56 2.36 2.16 1.99 1.82 1.68 1.56 1.44 
   LR  7.02 17.85 48.51 92.96 142.26 191.16 235.23 276.64 312.94 342.89 371.21 
4 10 50 Estrella -0.21 -0.14 0.03 0.22 0.40 0.55 0.65 0.73 0.78 0.83 0.86 
   BIC  3.35 3.29 3.12 2.90 2.67 2.44 2.26 2.09 1.95 1.82 1.71 
   LR  10.46 13.31 21.86 32.60 44.12 55.73 64.51 73.02 80.33 86.85 92.02 
4 10 250 Estrella -0.04 0.03 0.19 0.38 0.54 0.66 0.75 0.81 0.86 0.89 0.91 
   BIC  2.95 2.89 2.71 2.48 2.24 2.02 1.81 1.65 1.50 1.38 1.28 
   LR  9.94 26.64 71.26 129.41 188.87 244.36 294.88 336.38 372.78 403.14 428.57 
4 4 50 Estrella -0.08 -0.06 0.01 0.13 0.28 0.44 0.61 0.74 0.84 0.90 0.94 
One dominant BIC  3.00 2.98 2.91 2.79 2.61 2.38 2.11 1.83 1.56 1.31 1.12 
   LR  4.10 5.13 8.61 14.94 23.73 35.05 48.60 62.60 76.48 88.72 98.42 
4 4 250 Estrella -0.02 0.01 0.08 0.20 0.35 0.51 0.66 0.78 0.87 0.93 0.96 
One dominant BIC  2.84 2.82 2.75 2.62 2.43 2.20 1.93 1.65 1.37 1.10 0.88 
   LR  4.01 9.67 28.36 60.73 107.45 165.63 232.83 303.15 373.70 439.33 494.90 
4 7 50 Estrella -0.14 -0.10 0.06 0.27 0.49 0.68 0.82 0.90 0.94 0.96 0.97 
One dominant BIC  3.17 3.13 2.98 2.73 2.42 2.08 1.73 1.44 1.24 1.12 1.05 
   LR  7.30 9.41 17.17 29.40 44.91 62.15 79.30 94.00 103.88 109.84 113.41 
4 7 250 Estrella -0.03 0.02 0.15 0.33 0.52 0.69 0.81 0.90 0.95 0.97 0.98 
One dominant BIC  2.90 2.85 2.72 2.50 2.22 1.92 1.61 1.31 1.05 0.86 0.80 
   LR  6.93 18.26 52.71 107.33 176.52 252.38 328.22 403.84 470.46 517.85 531.50 
4 10 50 Estrella -0.21 -0.14 0.06 0.31 0.55 0.73 0.85 0.92 0.96 0.98 0.99 
One dominant BIC  3.35 3.28 3.08 2.79 2.44 2.07 1.75 1.46 1.20 0.97 0.85 
   LR  10.45 13.53 23.73 38.46 55.66 74.29 90.47 104.62 117.82 129.01 135.40 
4 10 250 Estrella -0.04 0.03 0.21 0.43 0.63 0.77 0.87 0.93 0.96 0.98 0.99 
One dominant BIC  2.95 2.88 2.68 2.40 2.08 1.76 1.46 1.20 0.97 0.78 0.64 
   LR  9.95 27.42 77.17 149.15 229.36 309.07 383.45 449.34 506.16 552.53 589.46 
4 4 50 Estrella -0.08 -0.06 0.01 0.13 0.27 0.43 0.57 0.69 0.79 0.85 0.90 
Two dominant BIC  3.00 2.98 2.91 2.79 2.61 2.41 2.17 1.94 1.72 1.51 1.34 
   LR  4.09 5.20 8.64 14.97 23.54 33.99 45.54 57.13 68.47 78.94 87.28 
4 4 250 Estrella -0.02 0.01 0.08 0.19 0.34 0.49 0.63 0.74 0.83 0.88 0.92 
Two dominant BIC  2.84 2.82 2.75 2.62 2.44 2.22 1.99 1.75 1.53 1.33 1.16 
   LR  4.00 9.83 28.38 59.83 104.32 159.00 217.42 278.40 333.20 382.37 425.43 
4 7 50 Estrella -0.14 -0.10 0.06 0.28 0.49 0.67 0.79 0.86 0.90 0.93 0.94 
Two dominant BIC  3.17 3.13 2.97 2.72 2.42 2.09 1.83 1.59 1.43 1.32 1.23 
   LR  7.31 9.50 17.53 30.00 45.03 61.40 74.69 86.46 94.38 100.22 104.31 
4 7 250 Estrella -0.03 0.02 0.15 0.33 0.52 0.68 0.79 0.87 0.92 0.95 0.97 
Two dominant BIC  2.90 2.85 2.71 2.49 2.22 1.94 1.66 1.41 1.21 1.04 0.92 
   LR  7.08 18.36 53.45 108.58 175.90 247.98 316.95 379.55 430.52 472.17 502.81 
4 10 50 Estrella -0.21 -0.14 0.07 0.32 0.54 0.70 0.81 0.87 0.91 0.94 0.95 
Two dominant BIC  3.35 3.28 3.07 2.78 2.46 2.14 1.88 1.67 1.50 1.36 1.26 
   LR  10.45 13.61 24.07 38.62 54.78 70.66 83.96 94.43 102.87 109.93 114.65 
4 10 250 Estrella -0.04 0.03 0.22 0.46 0.65 0.79 0.88 0.93 0.95 0.97 0.98 
Two dominant BIC  2.95 2.88 2.67 2.37 2.03 1.71 1.44 1.22 1.05 0.92 0.81 
   LR  9.94 27.98 80.67 157.02 240.85 320.15 387.62 442.98 486.38 518.67 545.00 
 
                                                 
13 The models with 10 variables are estimated without a check for values of Estrella-R2. 
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Table 3.4: Goodness of Fit Measures, Low Collinearity Among All Variables14 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.05 0.04 0.17 0.30 0.43 0.53 0.63 0.70 0.76 0.80 
   BIC  3.00 2.97 2.88 2.74 2.58 2.41 2.24 2.08 1.93 1.79 1.67 
   LR  4.11 5.69 10.17 17.32 25.43 33.88 42.19 50.49 57.84 64.74 70.73 
4 4 250 Estrella -0.02 0.01 0.10 0.22 0.34 0.46 0.56 0.64 0.71 0.77 0.81 
   BIC  2.84 2.81 2.73 2.59 2.44 2.28 2.12 1.96 1.82 1.69 1.58 
   LR  4.00 11.79 33.63 66.68 104.53 146.21 185.40 224.72 259.45 291.84 320.42 
4 7 50 Estrella -0.14 -0.03 0.21 0.45 0.62 0.75 0.82 0.87 0.91 0.93 0.94 
   BIC  3.17 3.07 2.80 2.49 2.20 1.93 1.72 1.55 1.42 1.32 1.24 
   LR  7.30 12.71 25.89 41.69 56.10 69.53 79.91 88.58 95.16 99.97 104.03 
4 7 250 Estrella -0.03 0.07 0.28 0.50 0.65 0.76 0.83 0.88 0.91 0.93 0.95 
   BIC  2.90 2.80 2.56 2.26 1.98 1.74 1.54 1.38 1.25 1.13 1.03 
   LR  7.02 31.43 92.33 167.04 235.77 295.96 345.57 387.78 420.38 449.46 474.91 
4 10 50 Estrella -0.21 -0.02 0.32 0.59 0.75 0.84 0.89 0.93 0.95 0.96 0.97 
   BIC  3.35 3.16 2.78 2.37 2.04 1.78 1.58 1.42 1.30 1.19 1.11 
   LR  10.46 19.57 38.82 59.05 75.89 88.62 98.61 106.77 112.83 118.31 122.33 
4 10 250 Estrella -0.04 0.17 0.50 0.72 0.84 0.90 0.94 0.96 0.97 0.98 0.98 
   BIC  2.95 2.73 2.29 1.88 1.56 1.32 1.15 1.02 0.92 0.84 0.77 
   LR  9.94 65.17 175.66 278.94 358.91 417.13 460.69 493.95 518.84 538.45 555.62 
4 4 50 Estrella -0.08 -0.05 0.05 0.21 0.38 0.54 0.66 0.77 0.85 0.90 0.94 
One dominant BIC  3.00 2.97 2.87 2.70 2.47 2.24 2.00 1.76 1.53 1.33 1.16 
   LR  4.11 5.75 10.88 19.51 30.78 42.37 54.16 66.16 77.59 87.78 96.32 
4 4 250 Estrella -0.02 0.02 0.11 0.26 0.42 0.58 0.71 0.82 0.89 0.94 0.97 
One dominant BIC  2.84 2.81 2.71 2.55 2.33 2.08 1.82 1.55 1.29 1.06 0.86 
   LR  4.00 12.32 37.40 78.57 132.00 195.55 261.07 328.11 391.82 450.19 500.28 
4 7 50 Estrella -0.14 -0.03 0.23 0.49 0.68 0.79 0.86 0.90 0.93 0.95 0.96 
One dominant BIC  3.17 3.06 2.77 2.42 2.09 1.81 1.59 1.43 1.30 1.19 1.11 
   LR  7.30 12.95 27.30 45.10 61.59 75.68 86.44 94.54 100.87 106.50 110.50 
4 7 250 Estrella -0.03 0.07 0.30 0.54 0.71 0.83 0.90 0.94 0.97 0.98 0.98 
One dominant BIC  2.90 2.80 2.53 2.20 1.87 1.57 1.31 1.09 0.92 0.83 0.80 
   LR  7.16 32.33 98.10 182.15 265.23 340.24 404.49 460.23 502.59 525.00 531.80 
4 10 50 Estrella -0.21 -0.01 0.35 0.63 0.78 0.87 0.92 0.95 0.96 0.98 0.99 
One dominant BIC  3.35 3.16 2.74 2.29 1.95 1.67 1.47 1.30 1.15 1.00 0.90 
   LR  10.45 19.96 40.84 63.11 80.23 94.34 104.29 112.62 120.14 127.78 132.78 
4 10 250 Estrella -0.04 0.17 0.51 0.73 0.85 0.91 0.95 0.97 0.98 0.99 0.99 
One dominant BIC  2.95 2.73 2.28 1.85 1.53 1.28 1.09 0.95 0.83 0.74 0.66 
   LR  9.95 65.78 178.45 284.77 366.18 428.26 475.08 511.27 540.28 563.13 582.22 
4 4 50 Estrella -0.08 -0.05 0.05 0.19 0.36 0.50 0.64 0.74 0.82 0.88 0.91 
Two dominant BIC  3.00 2.97 2.87 2.71 2.50 2.29 2.06 1.84 1.63 1.43 1.26 
   LR  4.10 5.71 10.65 18.67 29.26 39.86 51.34 62.53 73.02 82.61 91.05 
4 4 250 Estrella -0.02 0.02 0.12 0.27 0.43 0.58 0.71 0.80 0.87 0.91 0.94 
Two dominant BIC  2.84 2.81 2.71 2.54 2.32 2.08 1.83 1.60 1.38 1.20 1.05 
   LR  3.99 12.53 38.48 81.27 135.62 196.48 257.70 315.77 369.54 416.18 453.83 
4 7 50 Estrella -0.14 -0.03 0.23 0.49 0.67 0.80 0.87 0.91 0.93 0.95 0.96 
Two dominant BIC  3.17 3.06 2.78 2.43 2.09 1.79 1.57 1.40 1.28 1.19 1.13 
   LR  7.31 12.83 26.95 44.55 61.39 76.29 87.42 96.01 102.0 106.5 109.8 
4 7 250 Estrella -0.03 0.07 0.30 0.53 0.70 0.82 0.88 0.93 0.95 0.97 0.97 
Two dominant BIC  2.90 2.80 2.53 2.20 1.89 1.60 1.37 1.18 1.02 0.90 0.83 
   LR  6.91 32.31 98.56 181.24 260.48 331.36 388.17 436.68 476.42 505.60 523.31 
4 10 50 Estrella -0.21 -0.01 0.35 0.62 0.78 0.86 0.91 0.94 0.96 0.98 0.98 
Two dominant BIC  3.35 3.16 2.74 2.31 1.96 1.69 1.50 1.33 1.19 1.05 0.95 
   LR  10.45 19.89 40.58 62.10 79.71 93.06 102.94 111.06 118.14 125.31 130.06 
4 10 250 Estrella -0.04 0.17 0.51 0.73 0.85 0.91 0.95 0.96 0.98 0.98 0.99 
Two dominant BIC  2.95 2.73 2.28 1.86 1.53 1.28 1.10 0.96 0.86 0.77 0.70 
   LR  9.94 65.42 177.64 283.26 365.11 427.19 473.17 507.58 534.47 555.16 572.96 
 
                                                 
14 The models with 10 variables are estimated without a check for values of Estrella-R2. 
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When collinearity is present in linear regression, the models often have very high 
values of R2, but the coefficient may have wrong signs, unreasonable magnitudes, or may 
not be statistically significant from zero. Collinearity may have similar effects in the 
nonlinear case, which would explain the high goodness of fit values.  Models with higher 
number of variables show better fit in all the four cases under consideration.   
? Squared Error Loss 
The squared error loss measures the distance of the estimator from the true 
parameter, thus the ability to estimate the parameters of the model.  The squared error 
loss increases as the bias and/or the variance of the estimators increase.  Multicollinearity 
increases the variance of the estimators, while shrinkage decreases variability at the 
expense of possible bias.  Therefore exploring the performance of shrinkage estimators is 
interesting when collinearity is present among the regressors.  If shrinkage improves 
estimation in choice models with collinear variables it may provide a better alternative to 
social scientists or market researchers who have to use “problematic” data to estimate 
their models.   
In our experiment we generate four different types of collinear data: severe 
collinearity (correlation close to 0.9) between two variables and among all variables, and 
low collinearity (correlation close to 0.4) between two variables and among all variables 
for each alternative.  Tables 3.5 and 3.6 show the relative risk values in terms of squared 
error loss for the two cases of severe collinearity. Because of the large volume of 
presented information and the similarity of the results, the values and risk functions for 
the case of low collinearity and the cases of one or two dominant alternatives are 
discussed but not included in the text.  
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Table 3.5:  Squared Error Loss, Four Equally Likely Alternatives,  
Severe Collinearity Between Two Variables 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 0.40 0.40 0.39 0.42 0.46 0.49 0.49 0.58 0.61 0.70 0.75 
 PStein c=0.5  0.62 0.67 0.78 0.85 0.90 0.92 0.94 0.95 0.95 0.95 0.96 
 PStein c=1  0.39 0.46 0.63 0.75 0.82 0.86 0.89 0.90 0.92 0.92 0.92 
 PStein c=1.5 0.24 0.33 0.53 0.68 0.77 0.83 0.86 0.87 0.89 0.88 0.89 
 PStein c=2  0.15 0.24 0.47 0.65 0.74 0.80 0.84 0.85 0.87 0.86 0.87 
             
N=250 Risk MLE 0.07 0.07 0.07 0.08 0.08 0.09 0.09 0.10 0.10 0.11 0.13 
 PStein c=0.5  0.61 0.79 0.92 0.96 0.98 0.98 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.37 0.66 0.86 0.93 0.96 0.97 0.98 0.98 0.98 0.98 0.98 
 PStein c=1.5 0.22 0.58 0.82 0.91 0.95 0.96 0.97 0.97 0.98 0.98 0.97 
 PStein c=2  0.14 0.53 0.81 0.90 0.94 0.95 0.96 0.97 0.97 0.97 0.97 
             
K=7 
N=50 Risk MLE 0.53 0.53 0.57 0.59 0.65 0.74 0.89 1.06 1.30 1.78 2.18 
 PStein c=0.5  0.48 0.57 0.72 0.81 0.85 0.88 0.90 0.90 0.91 0.91 0.91 
 PStein c=1  0.22 0.33 0.55 0.68 0.75 0.80 0.81 0.83 0.84 0.84 0.84 
 PStein c=1.5 0.09 0.22 0.46 0.62 0.70 0.74 0.76 0.77 0.78 0.78 0.78 
 PStein c=2  0.04 0.17 0.43 0.61 0.68 0.72 0.73 0.73 0.74 0.73 0.73 
             
N=250 Risk MLE 0.08 0.08 0.09 0.10 0.10 0.11 0.13 0.15 0.17 0.18 0.21 
 PStein c=0.5  0.46 0.76 0.91 0.95 0.96 0.97 0.98 0.98 0.98 0.98 0.98 
 PStein c=1  0.20 0.63 0.85 0.92 0.94 0.95 0.96 0.96 0.96 0.96 0.96 
 PStein c=1.5 0.08 0.59 0.83 0.90 0.93 0.93 0.95 0.94 0.95 0.95 0.94 
 PStein c=2  0.03 0.60 0.84 0.89 0.92 0.93 0.94 0.94 0.94 0.94 0.93 
             
K=10 
N=50 Risk MLE 0.57 0.60 0.68 0.77 0.95 1.21 1.42 1.91 2.66 3.81 5.81 
 PStein c=0.5  0.43 0.53 0.68 0.77 0.82 0.84 0.85 0.86 0.87 0.87 0.88 
 PStein c=1  0.15 0.29 0.51 0.64 0.69 0.72 0.74 0.75 0.76 0.77 0.78 
 PStein c=1.5 0.05 0.20 0.45 0.59 0.63 0.65 0.67 0.67 0.67 0.68 0.69 
 PStein c=2  0.01 0.18 0.46 0.61 0.62 0.62 0.63 0.62 0.61 0.61 0.62 
             
N=250 Risk MLE 0.10 0.11 0.12 0.12 0.14 0.16 0.20 0.22 0.26 0.30 0.36 
 PStein c=0.5  0.40 0.75 0.90 0.94 0.96 0.96 0.97 0.96 0.96 0.96 0.96 
 PStein c=1  0.13 0.61 0.84 0.90 0.92 0.94 0.94 0.94 0.93 0.93 0.93 
 PStein c=1.5 0.03 0.57 0.81 0.88 0.91 0.92 0.92 0.92 0.91 0.91 0.91 
 PStein c=2  0.01 0.61 0.82 0.89 0.90 0.92 0.91 0.91 0.90 0.89 0.89 
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Table 3.6:  Squared Error Loss, Four Equally Likely Alternatives,  
Severe Collinearity Among All Variables15 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 0.93 0.91 0.93 1.03 1.11 1.23 1.31 1.44 1.60 1.74 1.91 
 PStein c=0.5  0.62 0.69 0.81 0.89 0.92 0.94 0.95 0.96 0.96 0.97 0.97 
 PStein c=1  0.38 0.48 0.66 0.79 0.85 0.89 0.91 0.92 0.93 0.93 0.94 
 PStein c=1.5 0.24 0.34 0.54 0.70 0.78 0.83 0.86 0.88 0.90 0.90 0.91 
 PStein c=2  0.15 0.24 0.45 0.63 0.72 0.79 0.82 0.85 0.87 0.87 0.88 
             
N=250 Risk MLE 0.16 0.16 0.17 0.18 0.19 0.21 0.24 0.26 0.28 0.31 0.35 
 PStein c=0.5  0.61 0.83 0.94 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.37 0.70 0.89 0.95 0.96 0.97 0.98 0.98 0.98 0.99 0.99 
 PStein c=1.5 0.22 0.59 0.85 0.92 0.95 0.96 0.97 0.97 0.98 0.98 0.98 
 PStein c=2  0.13 0.50 0.80 0.90 0.93 0.95 0.96 0.96 0.97 0.97 0.97 
             
K=7 
N=50 Risk MLE 1.96 2.15 2.63 3.40 4.60 6.18 7.98 10.24 12.38 13.57 14.21 
 PStein c=0.5  0.49 0.71 0.86 0.91 0.93 0.94 0.95 0.95 0.95 0.95 0.95 
 PStein c=1  0.22 0.49 0.73 0.82 0.86 0.88 0.89 0.90 0.90 0.91 0.91 
 PStein c=1.5 0.09 0.32 0.62 0.74 0.80 0.83 0.84 0.85 0.86 0.86 0.86 
 PStein c=2  0.04 0.21 0.52 0.67 0.74 0.77 0.79 0.81 0.81 0.82 0.82 
             
N=250 Risk MLE 0.33 0.35 0.40 0.47 0.58 0.68 0.80 0.92 1.11 1.20 1.32 
 PStein c=0.5  0.46 0.89 0.96 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.20 0.79 0.92 0.95 0.97 0.97 0.97 0.98 0.98 0.98 0.98 
 PStein c=1.5 0.08 0.70 0.89 0.93 0.95 0.96 0.96 0.96 0.96 0.97 0.97 
 PStein c=2  0.03 0.61 0.85 0.91 0.93 0.94 0.95 0.95 0.95 0.96 0.96 
             
K=10 
N=50 Risk MLE 3.07 3.53 5.60 9.40 20.0 41.3 56.3 80.4 81.3 87.4 92.5 
 PStein c=0.5  0.43 0.73 0.87 0.91 0.92 0.93 0.93 0.93 0.93 0.93 0.93 
 PStein c=1  0.15 0.51 0.75 0.82 0.85 0.86 0.86 0.86 0.86 0.86 0.87 
 PStein c=1.5 0.05 0.34 0.64 0.73 0.77 0.79 0.80 0.80 0.80 0.80 0.80 
 PStein c=2  0.01 0.22 0.54 0.65 0.71 0.73 0.73 0.74 0.74 0.74 0.74 
             
N=250 Risk MLE 0.50 0.59 0.81 1.10 1.44 1.77 2.08 2.02 2.03 2.03 2.29 
 PStein c=0.5  0.40 0.93 0.97 0.98 0.98 0.98 0.98 0.99 0.99 1.00 1.00 
 PStein c=1  0.13 0.85 0.94 0.96 0.96 0.97 0.97 0.97 0.98 0.99 1.01 
 PStein c=1.5 0.04 0.79 0.91 0.93 0.94 0.95 0.95 0.96 0.97 0.99 1.01 
 PStein c=2  0.01 0.72 0.88 0.91 0.93 0.93 0.94 0.95 0.96 0.99 1.01 
 
The results for relative risk in the case of severe collinearity show that shrinkage 
estimators dominate the maximum likelihood estimator over the entire parameter space.  
                                                 
15 The bar indicates that for the corresponding weights to the right of it, more than 10% of the Monte Carlo 
samples were replaced.   As a result, the values in italic cannot be considered representative of our Monte 
Carlo experiment. 
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For N=50 and K=4 the risk differences are statistically significant for each level of 
specification error, with the exception of the risk of the minimum shrinkage estimator 
Pstein05 which gets close to the risk of MLE after the mid-range of parameter space.  
There is a clear distinction between the Stein rule estimators indicating that more 
shrinkage offers larger risk improvement, thus the dominant estimator is Pstein20.  The 
risk improvement is substantial for values of Estrella-R2 less than .4.  As we increase the 
sample size the shrinkage estimators still have lower risk than the MLE for each degree 
of specification error, but their risks approach the risk of MLE for values of Estrella-R2 
less than .3.  We expect faster convergence in large samples because the bias and 
variance of the maximum likelihood estimator decrease and the benefits of shrinking the 
estimates towards zero decrease as well. Also in this case more shrinkage offers larger 
risk improvement and Pstein20 is the dominant estimator.  These results are confirmed 
also in the case of collinearity between all variables and there are no significant 
differences in the risk functions of the estimators.  In terms of magnitude, the risk of all 
estimators is larger when collinearity is present among all variables, compared to the case 
of two variables, which is an expected result, because in this case the estimators are likely 
to have higher variance.  When w=1 and N=50, the risk of MLE is about 155% higher 
when severe collinearity is present among all variables, compared to severe collinearity 
between two variables.  Figure 3.1 shows the risk functions when severe collinearity is 
present between two variables, and Figure 3.2 shows the case of severe collinearity 
among all variables.  In both cases all alternatives are equally likely.  When one or two of 
the alternatives are dominant, the relative risk functions are very similar and therefore not 
included in the text.  
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Figure 3.1: Squared Error Loss, Four Equally Likely Alternatives, Severe Collinearity 
Between Two Variables 
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K = 4 
 
 
K = 7 
 
 
K = 10 
 
Figure 3.2: Squared Error Loss, Four Equally Likely Alternatives, Severe Collinearity 
Among All Variables 
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Compared to the relevant cases of low collinearity, the risk increase is 75% when 
severe collinearity is present between two variables, and more than 200% when severe 
collinearity is present among all variables. Although there is a significant percentage 
change in risk between the models, the values of the risk are relatively small.  In all cases 
the risk decreases by more than 80% as the sample size increases which complies with 
asymptotic theory: as the sample size increases, both the bias and the variance of the 
estimators decrease.  This is also confirmed by the estimated bias which is smaller when 
N=250.    
Increasing the number of variables also increases the benefits of shrinkage.  There 
is a larger risk improvement compared to the model with 4 variables and the risk 
differences are statistically significant over the entire parameter space, again with the 
exception of Pstein05 but only at w=1.  The Stein rule estimators do not converge to the 
MLE for the parameter space that we consider.  They will converge as we increase the 
length of the vector of true parameters β  but we did not investigate the length at which it 
will occur. In terms of individual performance more shrinkage offers bigger risk 
improvement with the exception of the maximum shrinkage estimator Pstein20 which has 
the same risk as Pstein15 for K=7 and higher risk for K=10 for values of Estrella-R2 
smaller than .2.  As we increase the size of the true parameters, the risk of Pstein20 
decreases and remains the lowest among all estimators.  We do not observe such behavior 
in the case of collinearity among all variables: there is a clear distinction between the 
Stein rule estimators and more shrinkage is better in terms of relative risk.  In both cases 
the largest risk improvement over MLE is achieved in the model with 10 regressors.  This 
was the result we obtained also in the orthonormal case.  Stein rule estimators perform 
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better as we increase the number of restrictions, and more variables imply more 
restrictions since we shrink the parameters towards the null vector.  Increasing the sample 
size shows similar performance in terms of relative risk as in the case of four variables 
when collinearity is present between two variables.  In the case of collinearity among all 
variables, when K=10 the risk of the Stein estimators exceeds the risk of MLE for w=1, 
which corresponds to values of Estrella-R2 of .9. The difference is small (the risk ratio is 
1.01) and at this weight the number of samples excluded from the analysis is 
unacceptably high.  The only exception is the minimum shrinkage estimator Pstein05, 
whose risk does not exceed the risk of MLE for all levels of specification error. In terms 
of magnitude, when N=50 we observed a significant jump in risk for the model where all 
variables are strongly correlated and K=10. The risk of the MLE reached its highest value 
of 93 at the largest degree of specification error in the modified model, compared to 5.8 if 
collinearity is present only between two variables.  In the original model, where no 
samples are excluded, the magnitude of risk reaches five-digit numbers.  When the model 
becomes more complex and severe collinearity is present, the small sample performance 
of all estimators shows that the obtained values for the coefficients are very far from the 
true values and the results are unreliable.  Even if shrinkage improves estimation 
significantly, it is not good enough to justify estimating complex models with collinear 
data using only 50 observations.  The models with N=250 show that the risk of all 
estimators remains relatively small even when K=10.  Shrinkage offers significant risk 
improvement only for values of Estrella-R2 less than .2, but the performance of all 
estimators improves.   
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For the models with low collinearity, the results are similar to the ones described 
above.  When collinearity is present between two variables, the behavior of Pstein20 is 
more erratic than in the corresponding case of severe collinearity.  Its risk becomes 
higher than the risk of the other shrinkage estimators for w=.3 when the estimators level 
out and start converging to the MLE.  If N=250, the risk of Pstein20 even exceeds the risk 
of MLE for w=.1 or w=.2, but the risk differences are not statistically significant.  When 
collinearity is present among all variables, comparable to the case of severe collinearity, 
there is a clear distinction between the Stein rule estimators and more shrinkage offers 
larger risk improvement.  Overall, shrinkage offers significant risk improvement over a 
larger parameter space when collinearity is severe. 
? Weighted Squared Error Loss 
The effects of multicollinearity in choice models affect the maximum likelihood 
estimator through ( ) 1βˆ ,I −⎡ ⎤⎣ ⎦  which is the inverse of the information matrix, evaluated at 
MLE.   The weighted squared error loss measures the distance of the estimator from the 
true parameter, weighted by the information matrix of the vector of parameters β .  Since 
the information matrix is the inverse of the covariance matrix, the weighted loss will be 
inversely related to the variance of the parameters, i.e. more weight will be placed on 
parameters with smaller variance.  In other words, the weighted loss penalizes more for 
errors in coefficients with smaller variability.  Since shrinkage reduces the variability of 
the estimates, we expect the values of the weighted loss to be higher than the values of 
the squared loss, and the differences to be more pronounced for smaller degree of 
specification error.  Table 3.7 shows the relative risk values in terms of weighted squared 
error loss, where severe collinearity is present between two variables.  
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Table 3.7:  Weighted Squared Error Loss, Four Equally Likely Alternatives,  
Severe Collinearity Between Two Variables 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 4.41 4.35 4.20 4.45 4.45 4.73 4.60 4.61 4.89 5.19 4.99 
 PStein c=0.5  0.62 0.68 0.79 0.87 0.91 0.93 0.94 0.95 0.95 0.95 0.96 
 PStein c=1  0.39 0.48 0.67 0.80 0.86 0.89 0.90 0.90 0.91 0.92 0.92 
 PStein c=1.5 0.24 0.35 0.60 0.77 0.84 0.87 0.88 0.87 0.88 0.88 0.89 
 PStein c=2  0.15 0.28 0.57 0.77 0.85 0.87 0.87 0.86 0.86 0.86 0.87 
             
N=250 Risk MLE 4.05 3.94 4.09 4.17 4.13 4.12 4.25 4.02 4.19 4.25 4.23 
 PStein c=0.5  0.61 0.83 0.95 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.37 0.74 0.92 0.96 0.97 0.98 0.98 0.98 0.98 0.98 0.98 
 PStein c=1.5 0.22 0.71 0.93 0.97 0.97 0.97 0.97 0.98 0.98 0.98 0.97 
 PStein c=2  0.14 0.71 0.96 0.98 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
             
K=7 
N=50 Risk MLE 8.13 7.97 8.14 8.42 8.58 9.16 9.47 10.0 10.4 11.9 12.3 
 PStein c=0.5  0.49 0.58 0.73 0.82 0.86 0.88 0.90 0.91 0.91 0.92 0.92 
 PStein c=1  0.22 0.37 0.60 0.71 0.77 0.80 0.81 0.83 0.84 0.85 0.85 
 PStein c=1.5 0.09 0.27 0.55 0.68 0.72 0.74 0.75 0.77 0.78 0.78 0.79 
 PStein c=2  0.04 0.23 0.57 0.72 0.73 0.72 0.72 0.73 0.73 0.73 0.74 
             
N=250 Risk MLE 7.16 7.05 7.04 7.19 7.22 7.22 7.15 7.34 7.43 7.43 7.45 
 PStein c=0.5  0.46 0.79 0.92 0.95 0.97 0.97 0.98 0.98 0.98 0.98 0.98 
 PStein c=1  0.20 0.71 0.89 0.93 0.94 0.95 0.96 0.96 0.96 0.97 0.96 
 PStein c=1.5 0.08 0.74 0.90 0.92 0.93 0.94 0.95 0.94 0.95 0.95 0.95 
 PStein c=2  0.03 0.82 0.96 0.94 0.93 0.93 0.94 0.93 0.93 0.94 0.94 
             
K=10 
N=50 Risk MLE 12.2 12.1 12.6 13.1 14.1 15.7 15.6 17.4 19.2 22.2 27.9 
 PStein c=0.5  0.43 0.53 0.69 0.77 0.82 0.84 0.86 0.87 0.88 0.89 0.90 
 PStein c=1  0.15 0.31 0.53 0.64 0.69 0.72 0.75 0.77 0.78 0.79 0.81 
 PStein c=1.5 0.05 0.23 0.49 0.59 0.62 0.64 0.66 0.68 0.69 0.71 0.73 
 PStein c=2  0.01 0.22 0.53 0.62 0.60 0.59 0.60 0.61 0.62 0.63 0.65 
             
N=250 Risk MLE 10.2 10.3 10.7 10.4 10.4 10.6 10.9 10.8 11.1 11.1 11.5 
 PStein c=0.5  0.40 0.77 0.91 0.94 0.96 0.96 0.97 0.97 0.97 0.97 0.97 
 PStein c=1  0.13 0.68 0.86 0.90 0.92 0.94 0.94 0.94 0.94 0.95 0.95 
 PStein c=1.5 0.04 0.72 0.85 0.89 0.91 0.92 0.92 0.92 0.92 0.93 0.93 
 PStein c=2  0.01 0.84 0.89 0.89 0.90 0.91 0.90 0.90 0.90 0.91 0.91 
 
Table 3.8 shows the relative risk values in terms of weighted squared error loss, 
where severe collinearity is present among all variables. In both cases all alternatives are 
equally likely. 
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Table 3.8:  Weighted Squared Error Loss, Four Equally Likely Alternatives,  
Severe Collinearity Among All Variables 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 4.41 4.34 4.25 4.56 4.53 4.78 4.93 5.15 5.17 5.29 5.49 
 PStein c=0.5  0.62 0.73 0.87 0.92 0.94 0.95 0.96 0.96 0.96 0.96 0.96 
 PStein c=1  0.39 0.57 0.80 0.87 0.89 0.91 0.92 0.92 0.93 0.93 0.93 
 PStein c=1.5 0.24 0.47 0.77 0.84 0.86 0.88 0.89 0.89 0.90 0.90 0.90 
 PStein c=2  0.15 0.41 0.78 0.84 0.85 0.86 0.88 0.87 0.87 0.87 0.88 
             
N=250 Risk MLE 4.05 3.92 4.01 4.16 4.01 4.11 4.17 4.24 4.12 4.20 4.28 
 PStein c=0.5  0.61 0.90 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.37 0.85 0.96 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.98 
 PStein c=1.5 0.22 0.85 0.96 0.97 0.97 0.97 0.98 0.98 0.98 0.98 0.98 
 PStein c=2  0.14 0.88 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.97 
             
K=7 
N=50 Risk MLE 8.13 8.19 8.65 9.75 10.9 12.8 14.0 14.5 14.1 12.6 10.8 
 PStein c=0.5  0.49 0.76 0.87 0.90 0.92 0.93 0.93 0.94 0.94 0.94 0.94 
 PStein c=1  0.22 0.63 0.78 0.82 0.84 0.86 0.87 0.87 0.88 0.89 0.89 
 PStein c=1.5 0.09 0.60 0.73 0.76 0.78 0.80 0.81 0.82 0.83 0.83 0.84 
 PStein c=2  0.04 0.63 0.72 0.72 0.73 0.75 0.76 0.77 0.78 0.79 0.80 
             
N=250 Risk MLE 7.16 7.11 7.15 7.31 7.52 7.47 7.76 7.71 8.11 7.61 7.14 
 PStein c=0.5  0.46 0.92 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.99 0.99 
 PStein c=1  0.20 0.89 0.94 0.96 0.96 0.97 0.97 0.97 0.97 0.97 0.98 
 PStein c=1.5 0.08 0.89 0.93 0.94 0.95 0.95 0.95 0.96 0.95 0.96 0.97 
 PStein c=2  0.03 0.93 0.93 0.93 0.93 0.94 0.94 0.94 0.94 0.95 0.96 
             
K=10 
N=50 Risk MLE 12.2 12.7 16.7 22.6 38.2 55.5 57.9 63.5 44.6 39.6 31.9 
 PStein c=0.5  0.43 0.75 0.86 0.89 0.91 0.92 0.92 0.92 0.92 0.92 0.92 
 PStein c=1  0.15 0.61 0.74 0.79 0.82 0.84 0.84 0.85 0.85 0.85 0.85 
 PStein c=1.5 0.05 0.57 0.66 0.70 0.74 0.76 0.77 0.78 0.78 0.78 0.78 
 PStein c=2  0.01 0.62 0.60 0.63 0.67 0.69 0.70 0.71 0.71 0.71 0.72 
             
N=250 Risk MLE 10.2 10.3 10.8 11.1 11.6 11.7 11.2 9.10 8.47 8.29 8.76 
 PStein c=0.5  0.40 0.94 0.97 0.97 0.98 0.98 0.98 0.99 1.00 1.00 1.01 
 PStein c=1  0.13 0.90 0.94 0.95 0.95 0.96 0.96 0.98 1.00 1.01 1.02 
 PStein c=1.5 0.04 0.89 0.92 0.93 0.93 0.94 0.94 0.97 1.00 1.02 1.03 
 PStein c=2  0.01 0.90 0.90 0.91 0.91 0.92 0.93 0.96 1.00 1.02 1.04 
 
In addition, because variability increases when the coefficients of the model 
increase in value, the risk increases but the errors will be weighted less compared to cases 
with smaller values of the coefficients.  Therefore, we expect the values of weighted risk 
to be similar for each degree of hypothesis error.  When collinearity is present among all 
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variables, we expect higher variance compared to a case of collinearity between two 
variables.  With information matrix weighted error loss, we expect smaller weights in the 
first case, and larger weights in the second case, resulting in smaller differences in risk 
values compared to the squared error loss.  The results confirm our expectations. The 
values of weighted error loss are larger than the values of the squared error loss in all 
cases, and the differences are more pronounced for small degrees of specification error, 
when we weigh more heavily the restricted estimates and their variability is lower.  The 
differences in weighted error loss for different values of the true β  are smaller compared 
to the differences in squared error loss.   In addition, the values of the weighted error loss 
do not change much when collinearity is present among all variables, compared to 
collinearity between two variables.  In both cases risk is smaller in large samples and 
increases as we add more variables to the model.  In terms of relative risk Stein rule 
estimators dominate the MLE for the entire parameter space.  When N=50 the shrinkage 
estimators do not converge to the MLE for the chosen length of the vector of coefficients. 
All risk differences are statistically significant, with the exception of Pstein05 a small 
percentage of the time.  The risk improvement of Stein rule estimators over MLE is larger 
for models with more variables.  The plots of the risk functions are similar to the case of 
squared error loss and are not presented.  The results show that the shrinkage estimators 
approach faster the MLE when all variables are correlated.  When K=4, this occurs at 
values of Estrella-R2 close to .03, compared to Estrella-R2 of .10 when collinearity is 
present only between two variables.  We observe the same pattern also for models with 
K=7 and K=10.  As we increase the sample size, the risk improvement over MLE is 
significant only over a small range of parameter space, and the risk of the shrinkage 
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estimators gets closer to the risk of MLE for values of Estrella-R2 close to .10 for K=4, .4 
for K=7, and .6 for K=10, when collinearity exists between two variables.  When all 
variables are correlated, the results are comparable, but convergence generally occurs 
faster.  In the latter case, when K=10 and N=250 the risk of the shrinkage estimators 
exceeds the risk of MLE when w=.8, although the highest risk ratio is 1.04 for Pstein20 
and w=1, and this is in the range of values where higher than acceptable number of 
Monte Carlo samples is replaced and the results may not be representative of our 
experiment.  In terms of relative performance of the Stein rule estimators, more shrinkage 
leads to bigger risk improvement in small samples, with the exception of Pstein20 whose 
risk does not increase monotonically and intersects the risk of other estimators usually 
when the weight is as low as .2, after which decreases again and becomes lower than the 
risk of the rest of the estimators.  In large samples the results are similar, but the 
differences between the estimators are less distinct.   
Unlike the case of squared error loss, there are no significant differences between 
the relevant models with severe and low correlation.  We expect variability to be higher if 
correlation is severe than if correlation is low, but there will be different weights in the 
two cases, which explains the similarity in the results.  
? Out-Of-Sample Prediction Loss 
The results for prediction out-of-sample are presented in Tables 3.9 and 3.10.  For 
each Monte Carlo experiment we generate a sample of 100 observations which are not 
used in the estimation of the model parameters.  The data generating process is the same 
as the one used in the original sample.   
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Table 3.9:  Mean Squared Error of Prediction Out of Sample, Four Equally Likely 
Alternatives, Severe Collinearity Between Two Variables16 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 2.08 2.04 1.97 2.06 2.04 2.09 1.97 1.93 2.00 2.01 1.95 
 PStein c=0.5  0.63 0.68 0.81 0.90 0.94 0.97 0.98 0.98 0.98 0.98 0.99 
 PStein c=1  0.39 0.49 0.69 0.84 0.92 0.95 0.97 0.97 0.97 0.97 0.98 
 PStein c=1.5 0.24 0.37 0.64 0.83 0.94 0.97 0.98 0.97 0.97 0.97 0.98 
 PStein c=2  0.15 0.29 0.62 0.86 0.98 1.01 1.01 0.99 0.99 0.98 0.98 
             
N=250 Risk MLE 0.40 0.38 0.39 0.40 0.39 0.39 0.41 0.39 0.42 0.42 0.43 
 PStein c=0.5  0.61 0.83 0.95 0.98 0.99 0.99 0.99 0.99 1.00 1.00 1.00 
 PStein c=1  0.37 0.74 0.92 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 
 PStein c=1.5 0.22 0.70 0.92 0.97 0.98 0.98 0.98 0.99 0.99 0.99 0.99 
 PStein c=2  0.14 0.69 0.95 0.98 0.98 0.98 0.98 0.99 0.99 0.99 0.99 
             
K=7 
N=50 Risk MLE 3.92 3.78 3.81 3.85 3.84 3.90 3.94 4.02 4.03 4.20 4.25 
 PStein c=0.5  0.50 0.60 0.76 0.86 0.91 0.94 0.95 0.96 0.96 0.97 0.97 
 PStein c=1  0.23 0.39 0.64 0.79 0.86 0.90 0.91 0.93 0.93 0.94 0.94 
 PStein c=1.5 0.10 0.29 0.61 0.79 0.85 0.88 0.90 0.91 0.91 0.92 0.92 
 PStein c=2  0.04 0.25 0.64 0.86 0.90 0.91 0.90 0.91 0.91 0.90 0.91 
             
N=250 Risk MLE 0.70 0.69 0.70 0.72 0.72 0.73 0.73 0.75 0.76 0.79 0.78 
 PStein c=0.5  0.47 0.81 0.94 0.97 0.98 0.98 0.99 0.99 0.99 0.99 0.99 
 PStein c=1  0.20 0.75 0.92 0.95 0.97 0.97 0.98 0.98 0.98 0.99 0.98 
 PStein c=1.5 0.08 0.80 0.95 0.96 0.96 0.97 0.98 0.97 0.98 0.98 0.98 
 PStein c=2  0.03 0.91 1.03 0.98 0.97 0.97 0.97 0.97 0.97 0.98 0.97 
             
K=10 
N=50 Risk MLE 5.71 5.64 5.71 5.66 5.70 5.74 5.55 5.65 5.75 5.90 6.06 
 PStein c=0.5  0.45 0.57 0.76 0.86 0.91 0.93 0.94 0.95 0.96 0.96 0.97 
 PStein c=1  0.16 0.37 0.65 0.80 0.85 0.88 0.90 0.92 0.93 0.93 0.94 
 PStein c=1.5 0.05 0.30 0.68 0.84 0.86 0.87 0.89 0.89 0.90 0.91 0.91 
 PStein c=2  0.02 0.29 0.78 0.98 0.94 0.90 0.90 0.89 0.89 0.89 0.89 
             
N=250 Risk MLE 0.99 1.02 1.10 1.10 1.12 1.18 1.21 1.21 1.25 1.26 1.31 
 PStein c=0.5  0.40 0.78 0.92 0.95 0.97 0.98 0.98 0.99 0.99 0.99 0.99 
 PStein c=1  0.13 0.69 0.87 0.92 0.95 0.96 0.97 0.97 0.98 0.98 0.98 
 PStein c=1.5 0.04 0.72 0.86 0.91 0.94 0.95 0.96 0.96 0.97 0.97 0.97 
 PStein c=2  0.01 0.84 0.90 0.92 0.94 0.95 0.95 0.96 0.96 0.96 0.97 
 
 
 
 
                                                 
16 The risk of MLE is multiplied by 100 in all tables for out-of-sample prediction. 
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Table 3.10:  Mean Squared Error of Prediction Out of Sample, Four Equally Likely 
Alternatives, Severe Collinearity Among All Variables 
 W 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
             
K=4 
N=50 Risk MLE 2.08 2.04 2.02 2.16 2.13 2.20 2.21 2.17 2.18 2.19 2.17 
 PStein c=0.5  0.63 0.74 0.89 0.94 0.96 0.97 0.98 0.98 0.99 0.99 0.99 
 PStein c=1  0.39 0.58 0.83 0.91 0.94 0.96 0.97 0.97 0.97 0.97 0.98 
 PStein c=1.5 0.24 0.48 0.81 0.90 0.93 0.95 0.97 0.96 0.97 0.96 0.97 
 PStein c=2  0.15 0.42 0.83 0.91 0.94 0.95 0.97 0.96 0.96 0.96 0.96 
             
N=250 Risk MLE 0.40 0.38 0.39 0.41 0.40 0.41 0.43 0.44 0.44 0.45 0.47 
 PStein c=0.5  0.61 0.90 0.97 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 
 PStein c=1  0.37 0.86 0.96 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1.5 0.22 0.86 0.97 0.98 0.99 0.98 0.99 0.99 0.99 0.99 0.99 
 PStein c=2  0.14 0.90 0.99 0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.99 
             
K=7 
N=50 Risk MLE 3.92 4.03 4.23 4.34 4.50 4.76 4.86 5.05 5.26 5.34 5.24 
 PStein c=0.5  0.50 0.79 0.92 0.96 0.97 0.98 0.98 0.98 0.99 0.99 0.99 
 PStein c=1  0.23 0.68 0.88 0.93 0.94 0.96 0.96 0.97 0.97 0.97 0.98 
 PStein c=1.5 0.10 0.67 0.87 0.91 0.92 0.94 0.95 0.95 0.96 0.96 0.97 
 PStein c=2  0.04 0.71 0.90 0.90 0.91 0.93 0.93 0.94 0.95 0.95 0.96 
             
N=250 Risk MLE 0.70 0.73 0.75 0.76 0.78 0.78 0.80 0.81 0.85 0.85 0.87 
 PStein c=0.5  0.47 0.93 0.98 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 
 PStein c=1  0.20 0.89 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=1.5 0.08 0.89 0.96 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 
 PStein c=2  0.03 0.93 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.99 
             
K=10 
N=50 Risk MLE 5.71 5.58 5.91 6.22 7.03 7.65 8.01 8.59 8.39 8.38 8.32 
 PStein c=0.5  0.45 0.82 0.94 0.96 0.97 0.98 0.98 0.98 0.99 0.99 0.99 
 PStein c=1  0.16 0.74 0.89 0.93 0.94 0.96 0.96 0.97 0.97 0.97 0.98 
 PStein c=1.5 0.05 0.76 0.87 0.90 0.92 0.94 0.94 0.95 0.96 0.96 0.96 
 PStein c=2  0.02 0.88 0.88 0.88 0.90 0.92 0.93 0.94 0.94 0.95 0.95 
             
N=250 Risk MLE 0.99 1.07 1.15 1.19 1.26 1.27 1.29 1.19 1.21 1.25 1.35 
 PStein c=0.5  0.40 0.95 0.98 0.99 0.99 0.99 0.99 1.00 1.00 1.01 1.01 
 PStein c=1  0.13 0.93 0.97 0.98 0.98 0.99 0.99 1.00 1.00 1.01 1.02 
 PStein c=1.5 0.04 0.93 0.96 0.97 0.98 0.98 0.98 0.99 1.01 1.02 1.03 
 PStein c=2  0.01 0.95 0.96 0.96 0.97 0.97 0.98 0.99 1.01 1.03 1.04 
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The true probabilities are computed as 
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, where βˆ takes the values obtained by 
each of the nine estimators using the original sample, and OZ  is the matrix of 
observations generated for out-of-sample prediction.  We use two different loss functions 
to evaluate out-of-sample performance, MSEP and MSEY, described in detail in the 
orthonormal case.  The results in the tables are obtained using MSEP.  Since the values of 
risk are very small, the risk of the MLE is multiplied by 100 in the output tables to be 
able to make comparison between models.  The conventional wisdom about the effects of 
multicollinearity on prediction in linear regression tells us that the risk of prediction 
should not be affected by correlations among the regressors, as long as the values of the 
explanatory variables OZ  obey the same pattern of multicollinearity as the sample data Z.  
Therefore, we expect the performance of MLE and the shrinkage estimators as out-of-
sample predictors not to be affected by the presence of collinearity.  Consequently, we 
expect to obtain similar estimates of prediction risk in cases of different patterns or 
degrees of collinearity.  The results show that the values of MSEP are similar in the case 
of severe collinearity between two and among all variables of the model, and also similar 
to the results in the orthonormal case.  In all cases the risk estimates do not differ much as 
we change the degree of specification error, and increase as we increase the number of 
explanatory variables.  The risk increases more when N=50 and reaches its highest values 
for K=10 and collinearity among all variables, where the model becomes too complex to 
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be estimated by such a small number of observations.  The results for relative risk show 
that shrinkage improves prediction, but there is no dominant shrinkage estimator over the 
entire parameter space. For N=50 Stein rule estimators show larger risk improvement 
when collinearity is present between two variables.  The risk of the shrinkage estimators 
starts converging to the risk of MLE towards the mid-range of specification error, or for 
values of Estrella-R2 equal to .12 for K=4, .27 for K=7, and .35 for K=10.  The risk of 
Pstein20 exceeds the risk of the other shrinkage estimators close to convergence and 
decreases again afterwards.  The spike in the risk function is the highest for K=10, as 
shown in Figure 3.3.  In the case of collinearity among all variables, convergence to MLE 
occurs faster and the risk of Pstein20 is closer to the risk of the other shrinkage 
estimators, although again no estimator is dominant over the entire parameter space.  For 
N=250 shrinkage offers risk improvement only for small degree of specification error, 
and again performance of Stein rule estimators is better for collinearity between two 
variables.  If we use MSEY, we replace the true probability with the actual choice of an 
alternative, where 1ijy =  for the alternative with the highest utility, and zero otherwise.  
In this case we observe a decrease in the risk of all estimators as the signal-to-noise ratio 
increases.  The risk differences are small, ranging from .77 for w=0 to .54 for w=1 in the 
model with K=4 and N=50, and the values for the other models differ only slightly from 
these results.  When we shrink the model parameters to zero we imply that all alternatives 
are equally likely, therefore 1ijP J= .  As we move away from this restriction, we 
introduce more information to the model through the estimated coefficients and the 
explanatory variables, and we allow for a larger range of predicted probabilities.   
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Figure 3.3: MSE of Prediction Out-Of-Sample, Four Equally Likely Alternatives, Severe 
Collinearity Between Two Variables 
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Since in the data generation process we set 1ijy =  for the alternative associated 
with the highest utility, and both the utilities and the predicted probabilities depend on the 
values of the explanatory variables, it becomes easier to predict an outcome as the signal-
to-noise ratio increases.  The hit rate confirms this conclusion.  In general, we expect the 
hit rate to behave similarly to MSEY, because both measures depend on the ability to 
predict 1ijy =  when alternative j is chosen.  There are no significant differences in 
estimator performance for the relevant models of severe and low collinearity, because the 
presence and degree of collinearity generally does not affect out-of-sample prediction, as 
long as the sample data and the non-sample data follow the same pattern of collinearity. 
3.4.1.2 Four Alternatives With One Dominant 
The model with one dominant alternative represents cases in which one of the 
alternatives is chosen by the majority of individuals.  Since the probability of choosing an 
alternative depends on the values of the explanatory variables, we created a dominant 
alternative by changing the mean of the explanatory variables associated with this 
alternative.  It was achieved in the Monte Carlo experiment by adding a constant to the 
explanatory variables of the dominant alternative.  In most cases the constant was equal 
to 0.2 and generated an alternative which was selected by 80% of the individuals when 
the values of the true β equal to one.  The value of the constant in the orthonormal case 
was 0.1. In our experiment this implies that when collinearity is present the explanatory 
variables have smaller influence over a choice of an alternative, compared to the 
orthonormal case.  For smaller degrees of hypothesis error the share of the dominant 
alternative is smaller, and all alternatives are equally likely when specification error is 
zero and the true β is determined only by the restricted model. 
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? Goodness of Fit 
The goodness of fit measures improve compared to the model with four equally 
likely alternatives, and the improvement is larger as we increase the signal-to-noise ratio, 
which corresponds to larger share of the dominant alternative. This is because as the 
probability of choosing an alternative increases, the value of the log-likelihood increases 
as well.  As we increase the number of variables, the values of Estrella-R2 get close to 
one.  The chances of a probability being equal to one or to zero increase, which could 
make the model a perfect predictor and may cause the estimation to break down, as 
explained in the orthonormal case.  To avoid this problem we excluded from the Monte 
Carlo experiment samples with values of Estrella-R2 greater than 0.98, and the number of 
excluded samples for each model is shown in Table 3.13.  The model with 10 variables 
and 250 observations was estimated without the exclusion of Monte Carlo samples 
because of the long computation time. 
? Squared Error Loss 
The results for relative risk are very similar to the model with equally likely 
alternatives and show that under squared error loss Stein rule estimators dominate the 
MLE for each sample size and each level of specification error.  Shrinkage leads to risk 
improvement also in this case due to the following reasons.  For small degrees of 
hypothesis error the parameters of the model are close to zero and all alternatives have 
similar shares.  In particular, each alternative get chosen 25% of the time when the true β  
is a vector of zeros. In these cases we place more weight on the restricted estimator, 
which significantly reduces estimation risk.  As the model coefficients increase in value 
the differences between the shares of each alternative increase as well.  In these cases the 
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value of the likelihood ratio test statistic is large and we place more weight on the 
unrestricted estimator, therefore we are not imposing the restriction of equally likely 
alternatives. Generally, for severe collinearity between two variables, when the share of 
the dominant alternative exceeds 40% for N=50 and 30% for N=250, the likelihood ratio 
test statistic is statistically significant and we can reject the hypothesis of a null vector of 
coefficients. In the case of severe collinearity among all variables the corresponding 
numbers are close to 35% for N=50 and close to .28 for N=250. The plots of the risk 
functions are very similar to the cases with equally likely alternatives, and therefore are 
not presented.  The only difference we observed was for the model with K=7, N=50, and 
collinearity between two variables.  In the case of equally likely alternatives there was no 
dominant estimator, while if one alternative is dominant there is a clear distinction 
between the estimators and more shrinkage means larger risk improvement over the 
parameter space under consideration.  In addition, where K=10, N=250 and collinearity is 
present between two variables, when w=.9, corresponding to adjusted values of Estrella-
R2 equal to .98, the risk of the shrinkage estimators exceeds the risk of MLE.  However, 
at this weight the results cannot be considered representative, because the number of 
excluded sample is 4,582, followed by 663,201 for w=1.  As in the case with equally 
likely alternatives, the results show that the risk improvement is larger for N=50 and for 
models with more explanatory variables.  The risk differences for N=50 are statistically 
significant with the exception for Pstein05 and Pstein20 a percentage of the time.  When 
the number of variables increases, the risk differences are statistically significant also for 
N=250, again with exceptions similar to the previous case.  In terms of magnitude, the 
risk of all estimators is larger compared to the case of equally likely alternatives, and 
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when collinearity is present among all variables, compared to the case of two variables.  
In both cases of collinearity the risk decreases as the sample size increases.  Increasing 
the number of variables shows that the models become increasingly difficult to estimate 
in small samples.  The risk increases almost 20-fold when K=10 in the adjusted model, 
and much more in the original model, where no samples are excluded.  When the model 
becomes more complex and severe collinearity is present, the small sample performance 
of all estimators shows that the obtained values for the coefficients are very far from the 
true values and the results are unreliable.  The models with N=250 show that the risk of 
all estimators remains relatively small even when K=10, although the number of excluded 
samples increases substantially.  We did not estimate an adjusted model for K=10 and 
N=250 because of the long computation time.  The program was interrupted after more 
than 36 hours of execution.   The relative risk does not change as a result of replacing 
Monte Carlo samples, therefore we can be confident when we compare these results to 
the rest of the cases.  Comparing out results to the case of low collinearity does not add 
additional information.  The relative risk functions behave in a manner similar to the 
cases of severe collinearity, and generally the values of loss are lower with low 
collinearity, which is a result we expect. 
? Weighted Squared Error Loss 
The results for weighted error loss are similar to the case with four equally likely 
alternatives and show that the Stein rule estimators dominate the MLE for the entire 
parameter space, and the risk differences improve in statistical significance as the number 
of variables increases.  The improvement is more significant when collinearity is present 
between two variables.  In all cases there is no dominant shrinkage estimator.  The risk 
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functions are very similar to the case of equally likely alternatives, therefore the graphs 
are not included in the appendix.  In terms of magnitude, the risk values do not differ 
much with the degree of specification error, or with the type or degree of collinearity.  
The risk in all cases increases when we add more explanatory variables to the models.  
? Out-Of-Sample Prediction Loss 
The results for out-of-sample prediction show that there are no significant 
differences from the case of equally likely alternatives, and between the two types of 
collinearity.  Overall the risk values are very small which shows that all estimators 
perform very well as predictors out-of-sample.  The graphs of the risk functions are very 
similar to the ones obtained in the case of equally likely alternatives, and are not 
included.  The only difference we found was for the model with K=10, N=50, and severe 
collinearity between two variables, where the spike in the risk of Pstein20 was smaller 
than in the case of equally likely alternatives.  The hit rate shows very good predictive 
ability out-of-sample, and much better performance compared to the model with equally 
likely alternatives.  In the case with 4 variables and 50 observations, we start observing 
differences in the hit rate when the share of the dominant alternative exceeds 30%, and 
they increase as the differences in shares become more apparent.  The hit rate for w=1 
reaches 87%.  These results are expected, because it is easier to predict correctly an 
outcome where one of the alternatives is dominant.  Generally all estimators over-predict 
the dominant alternative, which is the results we obtained also in the orthonormal case.  
The values of the hit rate for all estimators are the same and there are no significant 
differences as we increase the sample size, the number of variables, or if we change the 
form or degree of collinearity in the model.   
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3.4.1.3 Four Alternatives With Two Dominant 
The model with two dominant alternatives represents cases in which two of the 
alternatives are chosen by the majority of individuals, and the two alternatives have 
similar shares.  In the next chapter we estimate a model which represents such a situation.  
Using the same reasoning about the choice of an alternative as in the previous case, we 
create two dominant alternatives by adding a constant (equal to 0.15 in most cases) to the 
explanatory variables of the dominant alternatives. The common share of the two 
dominant alternatives is about 90% when the values of the true β equal to one.  Like in 
the previous case, for smaller degrees of hypothesis error the shares of the dominant 
alternatives are smaller, and all alternatives are equally likely when specification error is 
zero and the true β is determined only by the restricted model. 
? Goodness of Fit 
The goodness of fit measures are generally lower than in the model with one 
dominant alternative, because the chances of a probability being equal to one is much 
smaller in this case.  The number of excluded samples is generally smaller compared to 
the model with one dominant alternative, and also smaller for models with collinearity 
only between two variables.     
? Squared Error Loss 
The results for relative risk are very similar to the models with one dominant or 
equally likely alternatives and show that under squared error loss Stein rule estimators 
dominate the MLE for each sample size and each level of specification error, for the same 
reasons discussed in the case of one dominant alternative.  At low degree of specification 
error we place more weight on the restricted estimator, but the actual shares are very 
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similar, and identical when β 0= .  As the differences in shares for each alternative 
increase, we weigh heavily the unrestricted model and do not impose the restriction of 
equally likely alternatives.  Generally, for severe collinearity between two variables, 
when the common share of the two dominant alternatives exceeds 66% for N=50 and 
55% for N=250, the likelihood ratio test statistic becomes statistically significant and we 
can reject the hypothesis of a null vector of coefficients. In the case of severe collinearity 
among all variables the corresponding numbers are comparable but smaller. The plots of 
the risk functions are very similar to the cases with equally likely alternatives, and 
therefore are not included in the text.  The only difference we observed was for the model 
with K=7, N=50, and collinearity between two variables.  In the case of equally likely 
alternatives there was no dominant estimator, while if one alternative is dominant there is 
a clear distinction between the estimators and more shrinkage means larger risk 
improvement over the parameter space under consideration.  This is the result we 
obtained also in the case of one dominant alternative. The risk differences for N=50 are 
statistically significant with the exception for Pstein05 and Pstein20 a percentage of the 
time.  When the number of variables increases, the risk differences are statistically 
significant also for N=250, again with some similar exceptions.  In terms of magnitude, 
the risk of all estimators is very similar to the risk when one alternative is dominant.  In 
both cases of collinearity the risk decreases as the sample size increases.  Increasing the 
number of variables shows that the models become increasingly difficult to estimate in 
small samples, and again we observe the highest risk values for K=10 and N=50. The 
models with N=250 show that the risk of all estimators remains relatively small even 
when K=10.  We did not estimate an adjusted model for K=10 and N=250 because of the 
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long computation time.  Comparing out results to the case of low collinearity does not 
add any important additional information.   
? Weighted Squared Error Loss 
As in the previous two cases Stein rule estimators dominate the MLE for the entire 
parameter space, and the risk improvement is larger in small samples and for models with 
more variables.  More shrinkage leads to larger risk improvement, but in most cases the 
risk of Pstein20 exceeds the risk of the other shrinkage estimators, usually when they 
begin converging to the MLE in large samples, or level out in small samples.  The risk 
functions do not differ from the model with equally likely alternatives, therefore the plots 
are not presented.  The values of the weighted risk are very similar to the values when 
one alternative is dominant.  The only more significant difference we found in the model 
of collinearity between two variables.  When K=10 and N=50, the risk of MLE for the 
model with one dominant alternative increases faster than in the case of two dominant 
alternatives.  In addition, much more Monte Carlo samples were excluded in the case of 
one dominant alternative, which makes the results for the last five weights not 
representative of our experiment. 
? Out-Of-Sample Prediction Loss 
The results for relative risk confirm out findings in the previous two cases: 
shrinkage improves prediction, but there is no dominant shrinkage estimator over the 
entire parameter space. The plots of the relative risk are similar to the case of equally 
likely alternatives and are not presented.  The only difference is again in the case of 
K=10, N=50, and collinearity between two variables, where the spike in Pstein20 is 
smaller than when the four alternatives are equally likely.  In terms of magnitude, the risk 
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values are higher here than in the previous two cases when severe collinearity is present 
between two variables.  When all variables are severely correlated, the risk differences 
between the models get smaller.  The hit rate again shows very good predictive ability, 
although its values are lower than in the case of one dominant alternative.  Again the 
values of the hit rate for all estimators are the same and there are no significant 
differences as we increase the sample size or the number of variables in the model.  
Overall, also in this case, all estimators predict very well out-of-sample, but the Stein 
estimators outperform the MLE for small to moderate degrees of hypothesis error. 
3.4.2 Collinearity Between Alternative-Specific Variables  
Collinearity between alternatives-specific variables was generated with the use of 
auxiliary regressions of the form presented in equation (3.3), and a transformation of the 
variables shown in equation (3.8).  We analyzed models with 4, 7 and 10 alternatives 
where one variable was correlated between two, three, and four alternatives, respectively.  
In a marketing context we were thinking about prices, which may be correlated between 
different brands.   
We studied the correlations between variables when the data matrix is arranged in 
two different ways.  First, the matrix (call it matrix A) has N rows and J*K columns, i.e. 
there is a column for each alternative-specific variable.  Second, a matrix B is in 
“stacked” form, i.e. it has dimensions (N*J)xK so there are J rows for each observation, 
where J is the number of alternatives.  When we generate collinearity between 
alternative-specific variables, the desired degree of correlation appears in Matrix A, but 
does not appear in Matrix B.   When the data are in stacked form the alternative-specific 
effects are lost and only correlations between variables matter.  All software packages 
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estimate conditional model in stacked form, and therefore even if severe collinearity is 
present between alternative-specific variables, it will have no effect on the estimation 
results. In conditional logit the effect of a variable is assumed constant across alternatives 
and the model estimates a single coefficient associated with that variable.   
? Goodness of Fit 
Table 3.11 shows the goodness of fit measures where severe collinearity is 
present between alternative-specific variables.  Table 3.12 shows the corresponding 
values in the case of low collinearity.  All models were estimated in the original form, i.e. 
no samples with values of Estrella-R2 higher than .98 were excluded from the simulation.  
Therefore, we observe goodness of fit values approaching one, especially in models with 
one or more dominant alternatives, which is an indication that we may observe the 
perfect classifier problem, especially when the sample size is small and the number of 
alternative increases.  Overall, there is no difference between the models with severe 
collinearity and the ones with low collinearity. 
? Squared Error Loss 
Because of the large volume of presented information, and the similarity of the 
results, the numerical values when collinearity is present among alternative specific 
variables are not included but can be provided upon request. The results for absolute and 
relative risk are very similar to the results obtained in the orthonormal case.  Due to the 
reasons explained above, since collinearity among alternatives does not affect the 
estimation results in conditional logit, this is an expected outcome.  In terms of relative 
risk, shrinkage estimators dominate the maximum likelihood estimator over the entire 
parameter space. 
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Table 3.11: Goodness of Fit Measures, Severe Collinearity Among Alternatives17 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.05 0.04 0.17 0.30 0.43 0.53 0.62 0.69 0.75 0.79 
   BIC  3.01 2.97 2.88 2.74 2.58 2.40 2.24 2.08 1.95 1.81 1.70 
   LR  4.02 5.71 10.32 17.12 25.27 34.04 42.28 50.06 56.79 63.76 69.52 
4 4 250 Estrella -0.02 0.01 0.09 0.21 0.33 0.45 0.55 0.64 0.71 0.76 0.81 
   BIC  2.84 2.82 2.73 2.61 2.46 2.29 2.14 1.98 1.84 1.71 1.58 
   LR  3.99 11.21 32.09 63.45 101.34 141.59 180.93 220.22 256.29 288.74 319.01 
7 4 50 Estrella -0.08 -0.05 0.06 0.20 0.36 0.50 0.63 0.72 0.80 0.85 0.89 
   BIC  4.13 4.09 3.98 3.81 3.60 3.38 3.14 2.91 2.69 2.48 2.31 
   LR  3.99 5.87 11.28 19.52 30.07 41.11 53.34 64.59 75.66 86.14 94.94 
7 4 250 Estrella -0.02 0.02 0.11 0.24 0.38 0.52 0.63 0.72 0.79 0.84 0.88 
   BIC  3.96 3.93 3.83 3.68 3.49 3.28 3.07 2.86 2.67 2.48 2.31 
   LR  4.07 12.30 36.59 74.17 121.75 174.77 227.57 279.96 328.64 375.39 418.15 
10 4 50 Estrella -0.08 -0.05 0.04 0.17 0.32 0.45 0.58 0.68 0.76 0.82 0.87 
   BIC  4.84 4.81 4.71 4.57 4.38 4.18 3.94 3.72 3.49 3.27 3.08 
   LR  4.07 5.65 10.54 17.30 26.98 36.84 48.78 59.92 71.50 82.38 91.97 
10 4 250 Estrella -0.02 0.02 0.12 0.25 0.40 0.54 0.66 0.76 0.83 0.88 0.91 
   BIC  4.68 4.64 4.54 4.38 4.17 3.94 3.68 3.44 3.20 2.98 2.77 
   LR  4.04 12.91 38.65 79.26 130.62 189.55 252.20 312.74 374.17 428.67 479.87 
4 4 50 Estrella -0.08 -0.04 0.07 0.25 0.46 0.65 0.80 0.89 0.94 0.97 0.99 
One dominant BIC  3.01 2.97 2.84 2.64 2.36 2.02 1.68 1.37 1.09 0.84 0.64 
   LR  4.02 5.93 12.06 22.14 36.46 53.37 70.04 86.02 99.84 112.36 122.34 
4 4 250 Estrella -0.02 0.02 0.12 0.28 0.47 0.65 0.79 0.89 0.94 0.98 0.99 
One dominant BIC  2.84 2.81 2.71 2.52 2.26 1.96 1.64 1.31 1.03 0.77 0.55 
   LR  4.00 12.12 38.38 84.76 149.89 225.35 305.91 386.49 458.98 522.44 577.16 
7 4 50 Estrella -0.08 -0.04 0.08 0.26 0.48 0.67 0.83 0.92 0.97 0.99 1.00 
One dominant BIC  4.12 4.08 3.96 3.75 3.43 3.04 2.58 2.13 1.72 1.35 1.04 
   LR  4.00 6.00 12.24 22.88 38.97 58.47 81.40 103.82 124.26 142.87 158.23 
7 4 250 Estrella -0.02 0.02 0.12 0.29 0.48 0.67 0.82 0.92 0.97 0.99 1.00 
One dominant BIC  3.96 3.93 3.82 3.62 3.34 2.97 2.54 2.08 1.63 1.23 0.90 
   LR  4.06 12.80 40.75 89.12 159.62 251.87 359.25 474.62 587.31 687.91 770.49 
10 4 50 Estrella -0.08 -0.05 0.06 0.20 0.40 0.60 0.77 0.89 0.96 0.99 1.00 
One dominant BIC  4.84 4.80 4.70 4.53 4.25 3.90 3.46 2.95 2.41 1.87 1.39 
   LR  4.07 5.68 11.12 19.56 33.45 50.78 73.08 98.28 125.27 152.23 176.38 
10 4 250 Estrella -0.02 0.02 0.12 0.28 0.47 0.66 0.81 0.91 0.97 0.99 1.00 
One dominant BIC  4.68 4.64 4.53 4.34 4.07 3.70 3.25 2.75 2.22 1.71 1.27 
   LR  3.94 13.07 40.77 88.12 156.78 248.88 360.64 486.22 618.32 744.84 856.71 
4 4 50 Estrella -0.08 -0.05 0.07 0.22 0.39 0.55 0.67 0.75 0.81 0.86 0.90 
Two dominant BIC  3.01 2.97 2.85 2.68 2.46 2.21 2.00 1.81 1.64 1.49 1.35 
   LR  4.03 5.87 11.57 20.30 31.52 43.57 54.49 63.98 72.33 79.93 86.74 
4 4 250 Estrella -0.02 0.02 0.11 0.25 0.41 0.56 0.68 0.77 0.84 0.89 0.92 
Two dominant BIC  2.84 2.81 2.72 2.56 2.35 2.12 1.89 1.67 1.47 1.30 1.15 
   LR  4.01 11.94 36.28 75.93 127.06 184.75 242.31 296.87 346.52 391.04 428.75 
7 4 50 Estrella -0.08 -0.04 0.07 0.23 0.42 0.58 0.72 0.82 0.89 0.93 0.95 
Two dominant BIC  4.13 4.08 3.97 3.78 3.52 3.24 2.92 2.62 2.34 2.07 1.87 
   LR  3.99 5.99 11.79 21.31 34.09 47.99 64.28 79.23 93.34 106.82 116.83 
7 4 250 Estrella -0.02 0.02 0.12 0.26 0.43 0.58 0.71 0.80 0.87 0.92 0.95 
Two dominant BIC  3.96 3.93 3.82 3.65 3.43 3.16 2.89 2.61 2.34 2.09 1.87 
   LR  3.98 12.74 39.45 82.26 138.52 204.43 272.69 342.74 409.48 471.41 527.13 
10 4 50 Estrella -0.08 -0.05 0.05 0.20 0.38 0.55 0.70 0.81 0.89 0.93 0.96 
Two dominant BIC  4.84 4.80 4.70 4.53 4.28 4.00 3.66 3.31 2.97 2.65 2.38 
   LR  4.05 5.74 11.07 19.36 31.74 45.71 62.69 80.30 97.58 113.50 127.07 
10 4 250 Estrella -0.02 0.02 0.12 0.27 0.44 0.60 0.73 0.83 0.89 0.93 0.96 
Two dominant BIC  4.68 4.64 4.53 4.36 4.11 3.83 3.51 3.19 2.87 2.59 2.34 
   LR  3.95 13.17 40.15 84.49 145.09 216.91 296.88 376.54 454.68 525.37 588.70 
 
                                                 
17 The models are estimated without a check for values of Estrella-R2. 
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Table 3.12: Goodness of Fit Measures, Low Collinearity Among Alternatives18 
J K N Measure W=0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
4 4 50 Estrella -0.08 -0.05 0.05 0.18 0.33 0.46 0.57 0.65 0.72 0.77 0.81 
   BIC  3.00 2.97 2.87 2.72 2.54 2.36 2.19 2.03 1.89 1.75 1.64 
   LR  4.04 5.87 10.95 18.23 27.15 36.35 45.00 52.84 59.86 66.84 72.40 
4 4 250 Estrella -0.02 0.02 0.13 0.27 0.42 0.54 0.64 0.72 0.78 0.83 0.87 
   BIC  2.84 2.80 2.69 2.52 2.34 2.14 1.96 1.79 1.64 1.51 1.39 
   LR  3.99 14.18 42.65 84.10 131.23 179.81 225.02 267.06 304.27 337.46 367.51 
7 4 50 Estrella -0.08 -0.02 0.13 0.33 0.51 0.65 0.76 0.82 0.88 0.91 0.94 
   BIC  4.12 4.06 3.89 3.65 3.37 3.10 2.82 2.60 2.38 2.18 2.02 
   LR  4.02 7.00 15.49 27.68 41.81 55.25 68.99 80.13 91.09 101.15 109.00 
7 4 250 Estrella -0.02 0.04 0.18 0.37 0.54 0.67 0.77 0.84 0.89 0.92 0.94 
   BIC  3.96 3.91 3.75 3.52 3.24 2.97 2.71 2.48 2.26 2.08 1.90 
   LR  3.97 17.57 57.29 116.14 183.99 252.48 316.61 376.06 429.78 475.73 519.04 
10 4 50 Estrella -0.08 -0.04 0.07 0.21 0.38 0.52 0.64 0.74 0.81 0.87 0.90 
   BIC  4.84 4.80 4.68 4.51 4.29 4.06 3.80 3.55 3.31 3.08 2.90 
   LR  4.05 6.01 11.94 20.16 31.52 42.96 55.78 68.24 80.49 91.89 100.97 
10 4 250 Estrella -0.02 0.03 0.15 0.31 0.47 0.62 0.74 0.82 0.88 0.92 0.94 
   BIC  4.68 4.63 4.51 4.31 4.06 3.78 3.49 3.22 2.96 2.72 2.51 
   LR  4.04 15.06 46.87 96.67 159.19 228.72 301.39 368.70 434.50 492.35 545.39 
4 4 50 Estrella -0.08 -0.04 0.08 0.27 0.48 0.67 0.80 0.89 0.94 0.97 0.99 
One dominant BIC  3.00 2.96 3.00 2.96 2.83 2.62 2.33 1.99 1.67 1.37 1.10 
   LR  4.04 6.12 12.57 23.18 37.72 54.53 70.81 85.97 99.31 111.75 121.08 
4 4 250 Estrella -0.02 0.02 0.13 0.29 0.47 0.62 0.75 0.84 0.90 0.94 0.97 
One dominant BIC  2.84 2.81 2.69 2.50 2.26 2.00 1.74 1.48 1.25 1.03 0.84 
   LR  3.99 13.79 43.28 89.96 149.36 215.23 281.28 344.23 402.82 456.70 506.46 
7 4 50 Estrella -0.08 -0.02 0.15 0.36 0.57 0.74 0.86 0.93 0.97 0.99 1.00 
One dominant BIC  4.12 4.06 3.88 3.61 3.26 2.88 2.45 2.06 1.69 1.35 1.07 
   LR  4.03 7.12 16.10 29.87 47.33 66.42 87.80 107.40 125.97 142.86 156.80 
7 4 250 Estrella -0.02 0.04 0.19 0.39 0.59 0.75 0.86 0.94 0.97 0.99 1.00 
One dominant BIC  3.96 3.91 3.74 3.48 3.15 2.78 2.38 1.97 1.60 1.25 0.97 
   LR  4.01 17.93 59.37 124.65 207.89 301.18 401.23 501.96 595.37 682.03 753.21 
10 4 50 Estrella -0.08 -0.04 0.08 0.24 0.45 0.63 0.79 0.89 0.96 0.99 1.00 
One dominant BIC  4.84 4.80 4.67 4.48 4.18 3.83 3.41 2.92 2.41 1.90 1.43 
   LR  4.06 6.05 12.46 22.13 36.89 54.36 75.42 99.79 125.17 150.94 174.49 
10 4 250 Estrella -0.02 0.03 0.15 0.33 0.52 0.69 0.83 0.92 0.97 0.99 1.00 
One dominant BIC  4.68 4.63 4.50 4.28 3.98 3.61 3.19 2.73 2.24 1.78 1.35 
   LR  4.06 15.42 48.34 103.66 177.75 269.96 376.24 491.82 613.26 729.42 835.68 
4 4 50 Estrella -0.08 -0.04 0.07 0.22 0.38 0.53 0.65 0.73 0.80 0.84 0.88 
Two dominant BIC  3.00 2.97 2.85 2.68 2.47 2.24 2.03 1.85 1.69 1.55 1.43 
   LR  4.04 5.96 11.65 20.12 30.88 42.21 52.69 61.53 70.00 76.88 82.73 
4 4 250 Estrella -0.02 0.03 0.14 0.31 0.47 0.61 0.72 0.80 0.86 0.90 0.93 
Two dominant BIC  2.84 2.80 2.68 2.49 2.26 2.02 1.80 1.60 1.42 1.26 1.12 
   LR  3.99 14.67 46.11 93.93 150.41 210.12 265.21 315.68 360.22 399.87 433.99 
7 4 50 Estrella -0.08 -0.02 0.15 0.38 0.59 0.74 0.84 0.91 0.95 0.97 0.98 
Two dominant BIC  4.12 4.06 3.88 3.58 3.23 2.88 2.53 2.23 1.95 1.71 1.53 
   LR  4.02 7.18 16.47 31.12 48.60 66.34 83.85 98.91 112.90 124.78 133.74 
7 4 250 Estrella -0.02 0.04 0.20 0.41 0.61 0.75 0.85 0.92 0.95 0.97 0.98 
Two dominant BIC  3.96 3.91 3.73 3.45 3.11 2.76 2.42 2.10 1.82 1.58 1.37 
   LR  3.98 18.15 62.39 132.64 216.66 304.76 390.13 470.52 539.00 600.49 652.09 
10 4 50 Estrella -0.08 -0.04 0.07 0.21 0.38 0.52 0.64 0.74 0.81 0.87 0.90 
Two dominant BIC  4.84 4.80 4.68 4.51 4.29 4.06 3.80 3.55 3.31 3.08 2.90 
   LR  4.05 6.01 11.94 20.16 31.52 42.96 55.78 68.24 80.49 91.89 100.97 
10 4 250 Estrella -0.02 0.03 0.15 0.31 0.47 0.62 0.74 0.82 0.88 0.92 0.94 
Two dominant BIC  4.68 4.63 4.51 4.31 4.06 3.78 3.49 3.22 2.96 2.72 2.51 
   LR  4.04 15.06 46.87 96.67 159.19 228.72 301.39 368.70 434.50 492.35 545.39 
 
                                                 
18 The models are estimated without a check for values of Estrella-R2. 
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Shrinkage estimators start converging to the MLE for values of Estrella-R2 less 
than 20% when N=50 and close to 12% when N=250.   The risk gain is smaller compared 
to the case of collinearity between variables, and similar to the orthonormal case.  
Increasing the number of alternatives does not improve the performance of the shrinkage 
estimators.  The results do not change if one or more alternatives are dominant.  The only 
important difference we observed is a significant decrease in absolute risk when one of 
the alternatives is dominant and we increase the number of alternatives in small samples.  
We still do not have an explanation about the improved estimator performance in this 
particular case.  In terms of individual performance of the estimators, generally more 
shrinkage offers larger risk improvement, but there is no dominant shrinkage estimator 
over the entire parameter space.  
? Weighted Squared Error Loss 
The results are very similar to the orthonormal case, and there are no important 
differences between the models where all alternatives are equally likely, or where one or 
more of the alternatives are dominant, with the exception of one dominant alternative 
when N=50.  In the latter case, comparable to the case of squared error loss, there is a 
significant reduction in absolute risk as the number of alternatives increases.  Again, in 
terms of relative risk, Stein rule estimators dominate the MLE for the entire parameter 
space, and convergence occurs for values of Estrella-R2 less than 20%, as in the case of 
squared error loss.  
? Out-Of-Sample Prediction Loss 
In the case of severe collinearity we found that the results are similar to the 
orthonormal case, and as expected, this result was confirmed also in models with 
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collinearity between alternative-specific variables.  The results for relative risk, as in the 
previous cases, show that shrinkage improves prediction, but there is no dominant 
shrinkage estimator over the entire parameter space. 
Table 3.13: Count of samples excluded from the Monte Carlo experiment19    
J K N Equal 
shares 
One 
dominant 
Half  
dominant 
W=.6 W=.7 W=.8 W=.9 W=1 
 
Severe Collinearity Between Two Variables 
4 4 50 X       0 
4 4 250 X       0 
4 4 50  X    4 100 762 
4 4 250  X      317 
4 4 50   X   1 2 7 
4 4 250   X     0 
4 7 50 X       0 
4 7 250 X       0 
4 7 50  X   4 60 386 1465 
4 7 250  X     20 1311 
4 7 50   X  1 8 25 96 
4 7 250   X     5 
4 10 50 X      2 3 
4 10 250 X       0 
4 10 50  X  407 3376 24874 256328 4292121 
4 10 250  X    80 4582 663201 
4 10 50   X 2 25 64 177 377 
4 10 250   X   1 155 1571 
 
Severe Collinearity Among All Variables 
4 4 50 X       0 
4 4 250 X       0 
4 4 50  X    3 29 143 
4 4 250  X      192 
4 4 50   X    1 33 
4 4 250   X     1 
4 7 50 X   23 99 268 581 1123 
4 7 250 X     5 47 355 
4 7 50  X  90 323 684 1479 3512 
4 7 250  X   15 684 9546 240584 
4 7 50   X 52 203 483 1058 1845 
4 7 250   X   77 1162 10594 
4 10 50 X   353 789 1630 3043 5462 
4 10 250 X   233 1752 10794 77817 845548 
4 10 50  X  368 1109 2638 5355 8713 
4 10 250  X  - - - - - 
4 10 50   X 408 1234 2799 6484 13173 
4 10 250   X - - - - - 
 
                                                 
19 The models with N=250, K=10, and one or two dominant alternatives, were estimated without a check 
for values of Estrella-R2 because of the high computation time. 
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3.5 Conclusions 
The objective of this study is to explore the properties of Stein-rule estimators 
when collinearity is present among the explanatory variables.  We look at collinearity 
between the explanatory variables within an alternative, and between alternatives. We 
analyze three different types of models: where all alternatives are equally likely, where 
one alternative is dominant, and where half of the alternatives are dominant.   
Our results show that in conditional logit the results are going to be influenced not 
only by the degree of collinearity, but also by the type of collinearity.  We found that 
when collinearity is present between alternative-specific variables, its effects disappear in 
the estimation process. In this case the results for relative and absolute risk are 
comparable to the orthonormal model: Stein rule estimators have lower risk than the 
maximum likelihood estimator both in terms of estimation and in terms of prediction for 
the entire parameter space under consideration, and the existence of collinearity between 
alternatives does not affect the results.  When collinearity is present between the variables 
within alternatives, the risk improvement is larger compared to the orthonormal model, 
and increases with the degree of collinearity and with the number restrictions in the 
model.     
In small samples, when the number of variables increases and severe collinearity 
is present among all variables, we found a very significant increase in risk of all 
estimators.  Although shrinkage offers risk improvement, such complex models should 
not be estimated with small number of observations when severe collinearity is present 
among the regressors. In terms of out-of-sample prediction we did not find significant 
differences between the different types or degree of collinearity.   
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4 Applications of Shrinkage Estimation in  
Multinomial Choice Models 
 
4.1 Introduction 
The previous two chapters studied the risk properties of Stein rule estimators in 
the context of the conditional logit model, where the explanatory variables were 
simulated in a Monte Carlo experiment.  This chapter extends our analysis to several real 
applications of the conditional and multinomial logit models.  The analysis is performed 
on three economic and marketing data sets.  We are interested in determining whether 
shrinkage can improve out-of-sample prediction for models with different numbers of 
parameters and different quality of non-sample information.    
This chapter is organized as follows.  In section 2 we describe the way in which 
our analysis is conducted.  Section 3 estimates a conditional logit model about the choice 
between four brands of saltine crackers. Section 4 estimates a conditional logit model 
about the choice between seven brands of soft drink beverages. Section 5 estimates a 
multinomial logit model about car ownership, and section 6 concludes.  
4.2 Estimation Method 
Each model is estimated by maximum likelihood and Stein-rule estimation 
procedures.   The Stein rule estimator for the conditional logit is given by 
 δ 1 β βU R
c c
u u
⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ , (4.1) 
and the corresponding positive-rule is given by 
 
 δ 1 β βU R
c c
u u
+
+
⎡ ⎤ ⎛ ⎞= − + ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ , (4.2) 
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where βU  and βR  are the unrestricted and the restricted maximum likelihood estimates 
respectively.  The way in which shrinkage estimation works, and the choice of a test-
statistic u and a shrinkage constant c are discussed in detail in the orthonormal case.   
The estimation of each model is performed using the econometrics software 
Limdep.  The code for the Stein-rule estimator and the mean square error of prediction 
can be provided upon request.  We switched to Limdep in order to show that shrinkage 
estimation is not only easy to understand, but also easy to do using standard econometrics 
software.  The analysis is done in the following steps: 
− extract a certain number of observations from the original data to create a holdout 
sample for out-of-sample prediction; 
− select the restricted models to be used in the Stein rule estimation;  
 
− estimate the model coefficients and evaluate out-of-sample predictive ability for 
each estimator.  
4.3 Saltine Crackers Data 
4.3.1  Data  
The data set is a scanner panel of 136 households in Georgia observed for two 
years.  Each household has a choice of four brands of saltine crackers: Nabisco, 
Sunshine, Keebler, and a collection of private labels.  The explanatory variables are the 
actual price of the purchased brand and the shelf prices of other brands, and three dummy 
variables indicating whether the brand was on display, featured in a newspaper, or jointly 
on display and featured at the time of purchase.  There are a total of 3292 observations.  
To allow for out-of-sample prediction, the last purchase of each household was used to 
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create a holdout sample of 136 observations.  The remaining 3156 observations were 
used for parameter estimation.  The data set was originally provided by Information 
Resources, Inc. and used in the estimation of a conditional logit model by Frances and 
Paap (2001). 
Descriptive information about the data is presented in Tables 4.1 and 4.2.  Keebler 
is the most expensive brand with average price of $1.08.  The Private label has the lowest 
average price of $0.68.  There is no collinearity between the explanatory variables.   
Table 4.1: Saltine Data - Correlations Between the Explanatory Variables 
Correlations: Price Display Feature Display & Feature 
Price 1 0.04 -0.03 -0.13 
Display 0.04 1 -0.06 -0.07 
Feature -0.03 -0.06 1 -0.03 
Display & Feature -0.13 -0.07 -0.03 1 
 
Table 4.2: Saltine Data – Relative Shares 
Brand Share 
Private Label 31.4% 
Sunshine 7.3% 
Keebler 6.9% 
Nabisco 54.4% 
 
4.3.2 Estimation 
Table 4.3 shows the maximum likelihood parameter estimates and their 
corresponding standard errors.  The model contains three alternative specific dummy 
variables, with Nabisco omitted to serve as the reference group.  The alternative specific 
parameters for the Private label, Sunshine, and Keebler are negative, indicating that 
Nabisco is the market leader.  This result is also confirmed by the relative shares of each 
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brand: 54% of individuals choose Nabisco, followed by the Private label (32%), Sunshine 
(7.4%), and Keebler (6.8%).   
Table 4.3: Saltine data, maximum likelihood estimates 
 
Variables 
 
Parameter
Standard 
error 
   
Intercepts   
Private label -1.814* 0.104
Sunshine  -2.465* 0.082
Keebler -1.968* 0.075
  
Marketing variables  
Price -3.172* 0.216
Display 0.049 0.068
Feature 0.412* 0.151
Display and feature 0.580* 0.119
   
Max log-likelihood value -3215.83  
   
Note: *Significant at the 0.01 level, N=3156. 
 
 
The negative price coefficient agrees with economic theory, indicating that an 
increase in the price of a brand decreases the probability of that brand being purchased.  
The positive coefficients of the promotional variables show that the probability of 
choosing a brand is higher if that brand was on display or featured at the time of 
purchase. However, the parameter of a single display is not statistically significant.  All 
other parameters are significant at the 0.01 level. 
In order to introduce different sets of non-sample information, we modified the 
original model by creating alternative-specific variables, thus allowing the parameters of 
the model to vary across brands. This is not unreasonable to do, because having constant 
price effects is only an assumption.  The full model is presented in Table 4.4.   
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Table 4.4: Saltine data, full model 
 
Variables 
 
MLE 
Standard 
error 
   
Intercepts   
Private label -3.031* 0.366 
Sunshine  -1.339** 0.609 
Keebler 0.438 0.811 
   
Marketing variables   
Price Private -1.563* 0.345 
Price Sunshine -4.689* 0.578 
Price Keebler -5.577* 0.720 
Price Nabisco -3.347* 0.282 
Display Private -0.495* 0.179 
Display Sunshine 0.170 0.210 
Display Keebler 0.244 0.230 
Display Nabisco 0.040 0.083 
Feature Private -0.045 0.359 
Feature Sunshine 0.351 0.395 
Feature Keebler 0.544 0.401 
Feature Nabisco 0.430** 0.204 
Display and feature Private 0.246 0.210 
Display and feature Sunshine 0.959* 0.314 
Display and feature Keebler 0.615** 0.288 
Display and feature Nabisco 0.650* 0.196 
   
Max log-likelihood value -3177.54  
   
Note: *Significant at the 0.01 level, **Significant at the 0.05 level, N=3156. 
 
The model contains three alternative specific dummy variables, with Nabisco 
omitted to serve as the reference group.  The alternative specific parameters for the 
Private label, Sunshine, and Keebler are negative, indicating that Nabisco is the market 
leader.  This result is also confirmed by the relative shares of each brand: 54% of 
individuals choose Nabisco, followed by the Private label (32%), Sunshine (7.4%), and 
Keebler (6.8%).  For the Stein-rule estimation, five restricted models were chosen, 
namely: 
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Restriction Set 1. All alternative-specific parameters, including the intercepts, are 
equal. 
Restriction Set 2. All alternative-specific parameters, except for the intercepts, are 
equal.  In this case the restricted model is the original model, which 
assumes that the model parameters do not vary across alternatives. 
Restriction Set 3. All alternative-specific parameters, except for the intercepts, are 
equal and the parameters for display and display&feature equal zero.  
We assume that feature is the only promotional variable, which 
influences the choice of an alternative. 
Restriction Set 4. The price coefficients for the three national brands are equal, and the 
parameters for display equal zero. We assume that the price 
coefficients would differ between a national brand and a private 
label, but there is no difference between the national brands.  In 
addition, we assume that display alone does not influence the choice 
of an alternative, but we include the interaction variable 
display&feature. 
Restriction Set 5. The parameters for Sunshine and Keebler are equal for each 
explanatory variable.  The descriptive statistics and the relative 
shares of the four brands show that there is no significant difference 
between Sunshine and Keebler therefore we assume a single 
parameter for the two brands. 
  The estimated coefficients obtained by the Stein-rule estimator for each restriction 
are reported in Table 4.5.   
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Table 4.5: Saltine data, Stein-rule and MLE estimates 
 
Variables 
 
MLE 
Stein 
R1 
Stein 
R2 
Stein 
R3 
Stein 
R4 
Stein 
R5 
       
Intercepts       
Private label -3.031* -3.011 -2.872 -2.840 -3.171 -2.808
Sunshine  -1.339** -1.330 -1.486 -1.515 -1.775 -1.426
Keebler 0.438 0.436 0.124 0.061 -0.366 0.027
    
Marketing variables    
Price Private -1.563* -1.559 -1.773 -1.815 -1.569 -1.857
Price Sunshine -4.689* -4.664 -4.491 -4.451 -4.380 -4.412
Price Keebler -5.577* -5.547 -5.263 -5.201 -4.976 -5.138
Price Nabisco -3.347* -3.331 -3.324 -3.319 -3.481 -3.315
Display Private -0.495* -0.487 -0.424 -0.418 -0.332 -0.405
Display Sunshine 0.170 0.174 0.155 0.144 0.114 0.139
Display Keebler 0.244 0.247 0.218 0.206 0.163 0.199
Display Nabisco 0.040 0.045 0.041 0.034 0.027 0.033
Feature Private -0.045 -0.038 0.015 0.027 -0.036 0.039
Feature Sunshine 0.351 0.355 0.359 0.361 0.431 0.362
Feature Keebler 0.544 0.547 0.527 0.523 0.570 0.520
Feature Nabisco 0.430** 0.434 0.428 0.428 0.435 0.427
Display and feature Private 0.246 0.251 0.289 0.207 0.249 0.201
Display and feature Sunshine 0.959* 0.959 0.909 0.808 1.034 0.783
Display and feature Keebler 0.615** 0.618 0.610 0.519 0.668 0.502
Display and feature Nabisco 0.650* 0.653 0.641 0.548 0.642 0.531
       
Max log-likelihood value -3177.5  -4165.2 -3215.8 -3215.8 -3183.6 -3178.5 
       
 
Table 4.6 shows the mean squared error of out-of-sample prediction for the MLE, 
Stein-rule and Restricted estimators.  The shaded values indicate the best predictor. 
Table 4.6: Saltine data, MSE of out-of-sample prediction 
Restriction: MLE Stein Restricted LR statistic # of restrictions 
1 0.142369 0.142275 0.165324 1975.23 15 
2 0.142369 0.141315 0.135790 76.59 12 
3 0.142369 0.141555 0.138451 76.59 14 
4 0.142369 0.142153 0.142118 12.12 6 
5 0.142369 0.142367 0.142367 1.90 6 
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The values of the likelihood ratio test statistic and the number of restrictions 
determine the degree of shrinkage towards the restricted model.  In the first three models 
the LR statistic is relatively large which means that the restrictions would be rejected.  
For restriction sets 1 and 2 it implies that a model assuming constant price effects is 
misspecified.  In terms of shrinkage estimation it implies that larger weight is placed on 
the unrestricted model.  Restriction 5 results in a LR value smaller than the shrinkage 
constant, in which case the positive-part Stein-rule takes the values of the restricted 
model in order to prevent over-shrinkage and to preserve the signs of the estimated 
coefficients.  Overall, the values of the estimates are very similar, and although the Stein-
rule performs better than the MLE, the improvement is not significant.  The MLE 
performs very well because of the large number of observations and good quality of data, 
which implies that shrinkage cannot lead to significant improvement in estimation and 
prediction.   
4.4 Cola Data 
4.4.1  Data 
The data set is a scanner panel, kindly provided by Ron Niedrich and Danny 
Weathers from the marketing department at LSU.  The data are collected from five stores 
over a 104-week period.  There are 287 households, making purchases on a total of 3,546 
occasions. Each household has a choice of seven brands of two-liter carbonated 
beverages.  The brands are: Pepsi, 7-UP, Coca-Cola Classic, Diet Coke, Diet Rite, Diet 
Pepsi, and Diet 7-UP.  The explanatory variables are the shelf prices of each brand, two 
dummy variables indicating whether the brand was on display or featured at the time of 
purchase, and a variable measuring brand loyalty, created by Niedrich et al. (2004) 
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following the marketing literature. To allow for out-of-sample prediction, the last 
purchase of each household was used to create a holdout sample of 287 observations.  
The remaining 3,259 observations were used for parameter estimation.   
Descriptive information about the data is presented in Tables 4.7 and 4.8.  
Table 4.7: Cola Data - Correlations Between the Explanatory Variables 
Correlations: Price Display Feature Loyalty 
Price 1 -0.61 -0.64 -0.06 
Display -0.61 1 0.56 0.05 
Feature -0.64 0.56 1 0.04 
Loyalty -0.06 0.05 0.04 1 
 
Table 4.8: Cola Data – Relative Shares 
Brand Share 
Pepsi 17.7% 
7UP 18.5% 
Coke 14.4% 
Diet Coke 13.8% 
Diet Rite 12.5% 
Diet Pepsi 10.7% 
Diet 7UP 12.3% 
 
There are no significant differences in prices among the seven brands.  The overall 
average price is $1.2. The most expensive brands are Pepsi and Diet Pepsi, with an 
average price of $1.26, closely followed by Coke and Diet Coke ($1.23).  The least 
expensive brand is Diet Rite with an average price of $1.15.  Similarly, the loyalty 
variable does not change much between brands.  Interestingly, consumers on average 
appear most loyal to Pepsi and 7-UP, and least loyal to Diet Pepsi and Diet 7-UP.  There 
is moderate negative correlation between price and the promotional variables, which 
suggests that a brand might be on display or featured when the product is on sale.  There 
is a moderate positive correlation between feature and display, indicating that the two 
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promotional techniques are usually used together.  Loyalty is not correlated with prices 
and promotion.   
4.4.2 Estimation 
Table 4.9 shows the maximum likelihood parameter estimates and their 
corresponding standard errors.  The model contains six alternative specific dummy 
variables, with Diet 7-UP omitted to serve as the reference group.  Except for Diet Rite, 
all alternative specific parameters are positive, indicating that the brands are preferred 
compared to the reference brand.  The parameter for Diet Rite and Diet Pepsi are not 
statistically significant.   
Table 4.9: Cola data, maximum likelihood estimates 
 
Variables 
 
Parameter
Standard 
error 
   
Intercepts   
Pepsi 0.432* 0.082 
7-UP  0.191* 0.078 
Coke 0.313* 0.083 
Diet Coke 0.216* 0.083 
Diet Rite -0.114 0.088 
Diet Pepsi 0.130 0.088 
   
Marketing variables   
Price -1.862* 0.146 
Display 0.586* 0.072 
Feature -0.037 0.070 
Loyalty 3.290* 0.061 
   
Max log-likelihood value -4153.40  
   
Note: *Significant at the 0.01 level, N=3259. 
 
 
The relative shares show that 18.5% of individuals choose 7-UP, followed by 
Pepsi (17.7%).  Diet Pepsi has the lowest share (10.7%), followed by Diet 7-UP and Diet 
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Rite.  The parameters of the marketing variables have the expected signs, with the 
exception of feature, which is not statistically significant.  All other parameters are 
significant at the 0.01 level. 
In order to introduce different sets of non-sample information, we modified the 
original model by creating alternative-specific variables, thus allowing the parameters of 
the model to vary across brands. The full model has 28 variables and the estimates are 
presented in Table 4.2.2 in the appendix.  For the Stein-rule estimation, five restricted 
models were chosen, namely: 
Restriction Set 1. All alternative-specific parameters, including the intercepts, are 
equal. 
Restriction Set 2. All alternative-specific parameters, except for the intercepts, are 
equal.   
Restriction Set 3. The alternative-specific parameters and the intercepts are equal for: 
Pepsi and 7-UP, and Coke and Diet Coke.   
 Table 4.10 shows the mean squared error of out-of-sample prediction for the MLE, 
Stein-rule and Restricted estimators.  The shaded values indicate the best predictor. 
Table 4.10: Cola data, MSE of out-of-sample prediction 
Restriction: MLE Stein Restricted LR statistic # of restrictions 
1 0.699 0.698 0.697 150.12 25 
2 0.699 0.699 0.703 94.27 19 
3 0.699 0.697 0.691 48.99 10 
 
The values of the likelihood ratio test statistic and the number of restrictions 
determine the degree of shrinkage towards the restricted model.  In all three models the 
LR statistic is relatively large and larger weight is placed on the unrestricted model 
therefore we do not expect significant difference between the Stein-rule and the MLE.  
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The estimated coefficients obtained by the Stein-rule estimator for each restriction are 
reported in Table 4.11.   
Table 4.11: Cola data, MSE of out-of-sample prediction 
 
Variables 
 
MLE 
Stein 
R1 
Stein 
R2 
Stein 
R3 
     
Intercepts     
Pepsi 0.856 0.725 0.779 0.880 
7-UP  0.867** 0.734 0.745 0.889 
Coke -0.009 -0.008 0.048 0.014 
Diet Coke -0.234 -0.198 -0.154 -0.175 
Diet Rite -1.004** -0.850 -0.842 -0.840 
Diet Pepsi 0.168 0.142 0.160 0.141 
    
Marketing variables    
Feature -0.086 -0.073 -0.071 -0.072 
Price Pepsi -2.405* -2.288 -2.300 -2.358 
Price 7-UP  -2.263* -2.168 -2.184 -2.239 
Price Coke -1.638* -1.638 -1.671 -1.616 
Price Diet Coke -1.648* -1.646 -1.679 -1.624 
Price Diet Rite -1.595* -1.602 -1.636 -1.665 
Price Diet Pepsi -1.956* -1.907 -1.932 -1.886 
Price Diet 7-UP -2.054* -1.990 -2.012 -2.004 
Display Pepsi 0.860* 0.823 0.809 0.798 
Display 7-UP  0.222 0.283 0.286 0.264 
Display Coke 0.496* 0.515 0.511 0.493 
Display Diet Coke 0.536* 0.548 0.543 0.527 
Display Diet Rite 0.996* 0.938 0.920 0.953 
Display Diet Pepsi 0.727* 0.710 0.700 0.731 
Display Diet 7-UP 0.465* 0.488 0.485 0.485 
Loyalty Pepsi 3.161* 3.183 3.184 3.115 
Loyalty 7-UP  2.592* 2.701 2.718 2.639 
Loyalty Coke 3.089* 3.122 3.125 3.123 
Loyalty Diet Coke 3.556* 3.517 3.508 3.514 
Loyalty Diet Rite 4.334* 4.176 4.146 4.323 
Loyalty Diet Pepsi 2.890* 2.953 2.962 2.895 
Loyalty Diet 7-UP 3.832* 3.751 3.734 3.831 
     
Max log-likelihood value -4106.4 -4181.5 -4153.5 -4130.9 
     
Note: *Significant at the 0.01 level, **Significant at the 0.05 level, N=3259. 
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Overall, the values of the estimates are very similar, and the performance of the 
Stein-rule is either better or equal to the performance of the MLE, but there is no 
significant improvement.  The choice of restrictions on this model is not exhaustive, and 
we are going to try other choices of non-sample information.   
4.5 Car Ownership Data 
4.5.1  Data 
The data set is on private car ownership of Dutch households in 1989, made 
available and used for estimation of different choice models by Cramer (2003).  The data 
set consists of 2820 records, one for each household, who choose between four categories 
of private car ownership, namely: None, Used, New, and More.  The choice is assumed to 
depend on the following individual-specific variables: Income per equivalent adult, 
measured in Dutch guilders per annum; Size, the size of the household, measured per 
equivalent adults (1 for the first adult, 0.7 for other adults, and 0.5 for children); Age, the 
age of the head of household, measured by five year classes, starting with the class 
“below 20”; Urba, the degree of urbanization, measured on a six-point scale from 
countryside (1) to city (6); and Buscar, a (0,1) dummy variable for the presence of a 
business car in the household. To allow for out-of-sample prediction, the last 400 
observations were used as a holdout sample.  The remaining 2,420 observations were 
used for parameter estimation.   
Descriptive information and histograms of the data are presented in Tables 4.12 
and 4.13. There is no correlation between the explanatory variables.  
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Table 4.12: Car Ownership Data - Correlations Between the Explanatory Variables 
Correlations: Income Household Size Age Urbanization Business Car 
Income 1 -0.14 -0.09 -0.14 -0.14 
Household Size -0.14 1 -0.15 -0.08 -0.14 
Age -0.09 -0.15 1 -0.15 -0.08 
Urbanization -0.14 -0.08 -0.15 1 -0.14 
Business Car -0.14 -0.14 -0.08 -0.14 1 
 
Table 4.13: Car Ownership Data – Relative Shares  
Choice Share 
None 35.8% 
Used 33.5% 
New  24.5% 
More 6.2% 
 
4.5.2 Estimation 
Table 4.14 shows the maximum likelihood parameter estimates and their 
corresponding standard errors. The alternative specific dummy variables are positive and 
statistically significant.  The reference category is More, which appears as the least 
preferred choice of car ownership.  This is also supported by the relative shares of each 
choice: 36% of the individuals in the sample do not own a car, 34% own a used car, 25% 
own a new car, and only 6% own more than one car. 
The coefficients for Urban are not significant for each alternative, Buscar is not 
significant if the choice is new or used car, and Age is not significant if the choice is not 
to own a private car.  All other parameters are significant at the 0.01 level. 
For the Stein-rule estimation, four restricted models were chosen, namely: 
Restriction Set 1. Urbanization does not affect the choice of car ownership. 
Restriction Set 2. Urbanization and the presence of a business car do not affect the 
choice.   
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Restriction Set 3. Urbanization, business car and age do not affect the choice. 
Restriction Set 4. Urbanization, business car, age and household size do not affect 
the choice. 
 
Table 4.14: Car Ownership data, maximum likelihood estimates 
 
Variables 
 
Parameter 
Standard 
error 
   
None 49.415* 3.038 
None x Income -10.403* 0.670 
None x HH size -13.454* 0.755 
None x Age  0.044 0.037 
None x Urban 0.080 0.055 
None x Bus car 3.598* 0.369 
   
Used 33.344* 2.862 
Used x Income  -6.512* 0.628 
Used x HH size -7.570* 0.714 
Used x Age  -0.151* 0.037 
Used x Urban -0.049 0.052 
Used x Bus car 0.595 0.379 
   
New 19.844* 2.815 
New x Income  -3.613* 0.617 
New x HH size -7.269* 0.713 
New x Age  -0.014 0.036 
New x Urban -0.034 0.053 
New x Bus car 0.574 0.383 
   
Max log-likelihood value -2874.9  
   
Note: *Significant at the 0.01 level, N=2420. 
 
 
The estimated coefficients obtained by the Stein-rule estimator for each restriction 
are reported in Table 4.15.  Table 4.16 shows the mean squared error of out-of-sample 
prediction for the MLE, Stein-rule and Restricted estimators.  The shaded values indicate 
the best predictor. 
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Table 4.15: Car Ownership Data, MLE and Stein-Rule Estimates 
 
Variables 
 
MLE 
Stein 
R1 
Stein 
R2 
Stein 
R3 
Stein 
R4 
      
None 49.415* 49.042 49.030 48.942 48.928
None x Income  -10.403* -10.319 -10.316 -10.295 -10.297
None x HH size -13.454* -13.395 -13.386 -13.374 -13.321
None x Age  0.044 0.045 0.044 0.044 0.044
None x Urban 0.080 0.079 0.079 0.079 0.079
None x Buss car 3.598* 3.590 3.570 3.564 3.563
      
Used 33.344* 33.093 33.085 33.025 33.016
Used x Income  -6.512* -6.457 -6.455 -6.444 -6.444
Used x HH size -7.570* -7.527 -7.526 -7.517 -7.496
Used x Age  -0.151* -0.151 -0.151 -0.150 -0.150
Used x Urban -0.049 -0.049 -0.049 -0.049 -0.049
Used x Buss car 0.595 0.590 0.590 0.589 0.589
      
New 19.844* 19.694 19.690 19.654 19.649
New x Income  -3.613* -3.580 -3.579 -3.572 -3.574
New x HH size -7.269* -7.242 -7.240 -7.235 -7.197
New x Age  -0.014 -0.014 -0.014 -0.014 -0.014
New x Urban -0.034 -0.033 -0.033 -0.033 -0.033
New x Buss car 0.574 0.573 0.570 0.569 0.569
      
Max log-likelihood value -2874.9 -3139.9 -3324.5 -3397.4 -3535.1
      
Note: *Significant at the 0.01 level, **Significant at the 0.05 level, N=2420. 
 
Table 4.16: Car ownership data, MSE of out-of-sample prediction 
Restriction: MLE Stein Restricted LR statistic # of restrictions 
1 0.5457 0.5457 0.5879 530.1 6 
2 0.5457 0.5457 0.6468 899.4 9 
3 0.5457 0.5458 0.6660 1045.0 12 
4 0.5457 0.5459 0.7012 1320.6 15 
 
The values of the likelihood ratio test statistic in all models are very large, which 
implies a very small degree of shrinkage towards the restricted model.  There are 
virtually no differences between the MLE and the Stein estimators, and the restricted 
estimator has the worst performance in all cases.  In this model shrinkage does not 
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improve prediction, which is likely to be the result of good performance of MLE.  
Moreover, the restricted models were chosen for illustrative purposes only and not 
backed by theory, which resulted in a poor quality of non-sample information.     
4.6 Conclusions 
We estimated three choice models which differed by the number of alternatives, 
the number of variables, and the quality of non-sample information, introduced in the 
form of restrictions on the parameter coefficients.  The performance of the MLE and the 
shrinkage estimators was very similar and the values of the estimated coefficients and the 
estimated mean squared errors of prediction were very close numerically.  Stein rule did 
not show significant improvement over MLE because none of the conditions under which 
shrinkage offers significant gain was met.  The models were estimated with close to 
perfect data with sufficiently large number of observations to assure very good 
performance of the maximum likelihood estimator. In addition, the non-sample 
information was chosen for illustrative purposes and we have no reason to believe that 
the imposed restrictions were correct.  Even in these conditions, consistent with our 
previous results, the Stein rule did not perform worse, and in some cases performed 
slightly better than the MLE.  Shrinkage offers risk gains in repeated samples, and 
marketing researchers often estimate the same model using different data for different 
products or different geographical markets.  Therefore, we expect overall larger gains 
from shrinkage applied to marketing data.   In addition, when imposing restrictions, we 
can significantly improve the quality of non-sample information by collaborating with a 
product specialist, thus creating conditions for the Stein-rule estimator to offer significant 
risk improvement compared to maximum likelihood estimation. 
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5 Conclusions 
 
The objective of this study is to compare the performance of a Stein-like estimator 
to the MLE in the context of the conditional logit model.  We explored the risk properties 
of the estimators via a Monte Carlo experiment for the orthonormal model as well as 
when collinearity is present among the regressors.  Finally, we applied shrinkage 
estimation to three data sets to evaluate the performance of the estimators in terms of out-
of-sample prediction.   
In the Monte Carlo experiment we looked at three different types of models: a 
model where all alternatives are equally likely, a model where one alternative is 
dominant, and a model where half of the alternatives are dominant.   
In the orthonormal case, when the number of alternatives equals to four, the 
results of the Monte Carlo experiment showed that Stein rule estimators have lower risk 
than the maximum likelihood estimators both in terms of estimation and in terms of 
prediction for the entire parameter space under consideration.  The risk improvement is 
larger in small samples and for small degrees of specification error.  In addition, Stein 
rule performance improves relative to the MLE when the number of variables increases.  
In large samples the performance of all estimators improves because both the bias and the 
variance of the estimators decrease with an increase in the number of observations.  The 
results for relative risk showed no significant difference between the three cases. 
When we increase the number of alternatives we confirm the result that shrinkage 
leads to risk improvement over the entire parameter space.  Higher number of alternatives 
does not favor shrinkage in estimation but the performance of all estimators improves.  In 
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out-of-sample prediction, higher number of alternatives expands the parameters space for 
which Stein rule estimators offer risk improvement over MLE in small samples. 
Our next objective is to explore the properties of Stein-rule estimators when 
collinearity is present among the explanatory variables.  We look at collinearity between 
the explanatory variables within an alternative, and also at collinearity between specific 
variables between alternatives.  We analyze three different types of models: a model 
where all alternatives are equally likely, a model where one alternative is dominant, and a 
model where half of the alternatives are dominant.   
Our results show that Stein rule estimators have lower risk than the maximum 
likelihood estimators both in terms of estimation and in terms of prediction for the entire 
parameter space under consideration.  The risk improvement is larger compared to the 
orthonormal model, and increases with the degree of collinearity and with the number 
restrictions in the model.  In most cases there is no dominant shrinkage estimator over the 
entire parameter space, although generally more shrinkage corresponds to larger risk 
improvement.   
In small samples, when the number of variables increases and severe collinearity 
is present among all variables, we found out a very significant increase in risk of all 
estimators.  Although shrinkage offers risk improvement, such complex models should 
not be estimated with small number of observations when severe collinearity is present 
among the regressors.  In terms of out-of-sample prediction we did not find significant 
differences between the different kind or degree of collinearity.  The best predictive 
performance of all estimators is in the model with one dominant alternative, followed by 
the model with two dominant alternatives.   
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When collinearity was present between alternative-specific variables, we found 
that it had no effect on estimation or prediction.  This result raised some interesting 
questions about the effects of collinearity in conditional logit models, which we are going 
to pursue in the future.   
The three models using real data showed that the performance of the MLE and the 
shrinkage estimators was very similar and the values of the estimated coefficients and the 
estimated mean squared errors of prediction were very close numerically.  Stein rule did 
not show significant improvement over MLE because none of the conditions under which 
shrinkage offers significant gain was met.  The models were estimated with close to 
perfect data with sufficiently large number of observations to assure very good 
performance of the maximum likelihood estimator. In addition, the non-sample 
information was chosen for illustrative purposes and we have no reason to believe that 
the imposed restrictions were correct.  Even in these conditions, consistent with our 
previous results, the Stein rule did not perform worse, and in some cases performed 
slightly better than the MLE, which is what we observed in the Monte Carlo experiment 
when the signal-to-noise ratio increased and the shrinkage estimators converged to the 
MLE.   
In terms of recommendations, Stein rule should be used instead of the MLE in 
small samples and when there is a high degree of collinearity among the regressors.  It 
also offers a larger risk improvement in models with large number of variables, which 
allows for more restrictions and a higher degree of shrinkage. In addition, risk 
improvement is significant when the restrictions agree with the data.  We can 
significantly improve the quality of non-sample information by collaborating with a 
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product specialist. If we are uncertain of the quality of prior information or we have a 
large number of observations, we can still use shrinkage estimation because it offers 
lower or equal risk relative to the maximum likelihood estimator over the entire space.   
   Our analysis can be further improved by exploring the effects of shrinkage using 
more real data and comparing the estimators’ performance under different quality of non-
sample information. We also consider introducing unobserved heterogeneity among 
individuals, which, when combined with Stein-rule estimation, may lead to significant 
risk improvement over MLE.  For practical applications, we consider creating bootstrap 
confidence bands to allow the use of Stein-rule estimators also for interval estimation and 
hypothesis testing. 
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