This paper uses a volatility decomposition method to study the time-series behavior of equity volatility at the world, country, and local industry levels. Between 1974 and 2001, there is no noticeable long-term trend in any of the volatility measures. Then in the 1990s there is a sharp increase in local industry volatility compared to market and country volatility. Thus, correlations among local industries have declined. More assets are needed to achieve a given level of diversification, and there is more of a penalty for not being well diversified by industry. Local industry volatility leads the other volatility measures.
I. Introduction
The risk reduction benefits of the international diversification of equity portfolios have been accepted for a long time among academicians (e.g., Solnik (1974) ). Neither individual nor institutional investors, however, seem to take advantage of the benefits one would expect in a frictionless, fully integrated world: global portfolio composition is biased toward domestic shares (see Lewis (1999) ). Kang and Stulz (1997) moreover find that, when investors decide to invest internationally, they do not hold the market portfolio of the countries they choose to invest in. What is the total risk exposure faced by investors with undiversified global stock portfolios? This question is the major motivation of our study.
The historical evolution of total risk is particularly important for global portfolio managers of undiversified international portfolios. If the risk that must be diversified away has increased, there are both more opportunities for international diversification and more assets needed to achieve a given level of diversification.
The benefits of investing abroad may become harder to achieve, but the compensation for pursuing such an investment strategy is also greater. If investors face wealth constraints or transaction costs, increased diversifiable risk implies less diversification of their investment portfolios, unless they have superior stock selection capabilities. Total volatility is also an issue for taking advantage of mispriced individual assets, for pricing equity derivatives, and for measuring the market risk of equity portfolios (e.g., value-at-risk).
The relevance of exposure to world portfolio risk in explaining the cross section of expected returns has been established in countless empirical tests of international asset pricing models. 1 The empirical evidence in Cavaglia, Hodrick, Vadim, and Zhang (2002) and in Dahlquist and Sällström (2002) , for example, shows that exposure to the world return factor is priced both in the cross section of country and global industry portfolio returns, according to various international asset pricing models. Empirical evidence on the importance of country and industry dimensions is less clear.
While Roll (1992) attributes the low correlation among country indices to diverse local industry structures, Heston and Rouwenhorst (1994) decompose stock return volatility into pure country and industry sources of variation and clearly document the dominance of country-specific effects (the average ratio of country to industry variances is 4.5). Griffin and Karolyi (1998) find that when emerging markets are included in the sample the proportion of portfolio variance explained by the time-series variation in pure country effects is higher than previously documented, which again indicates investors would be better off-in terms of risk reduction-if they pursued a geographic diversification strategy rather than an industry one.
Conversely, Cavaglia, Brightman, and Aked (2000) , among others, find evidence that industry factors have grown in importance in recent years. Brooks and Catão (2000) also show that industry sectors are becoming more important in explaining portfolio risk and that the global industry factor, primarily associated with the information technology sector, has grown in importance since 1995. More recently, Brooks and Del Negro (2002b) assert that the rise in industry effects is simply a temporary phenomenon associated with the information technology bubble rather than a reflection of greater economic integration across countries. 2 We take the perspective of a global investor and use local industry portfolios (within country) as our individual assets, to study three sources of risk for internationally tradable equities. Two of the risk sources are diversifiable in a global portfolio: geographic location and industry affiliation. The remaining source represents the systematic component: world portfolio volatility.
Our primary goal is to describe the historical behavior of total volatility components and to study the implications for international diversification. We address three main questions. First, has the relative importance of world, country, and local industry risk changed over time? Second, has the power of international diver-sification to reduce risk been weakening? Finally, given the conflicting evidence in the literature, we take another look at the question of the relative efficiency of country vs. industry diversification for global equity investors.
We decompose the total volatility of individual assets into specific sources of risk by extending the Campbell, Lettau, Malkiel, and Xu (2001) volatility decomposition method to an international setting. We propose a parsimonious total risk decomposition that allows us, at an appropriate aggregation level, to measure and study the time-series behavior of risk components without the need to keep track of covariances or estimate risk exposure parameters for countries or local industry portfolios, which is an appealing feature of the approach.
The major simplification of this methodology is reliance on the use of marketadjusted residuals of country returns relative to world returns, and of local industry returns relative to country returns, to estimate country and local industry risk measures, respectively. This hierarchical decomposition is consistent with the traditional top-down approach to global asset management of first selecting countries and then industries and stocks. In addition, a simple change of the methodology is consistent with the view of the world for those investors who organize the world portfolio by industries rather than countries.
Our methodology measures industry risk on a country basis, which is an alternative to the Heston and Rouwenhorst (1994) fixed-effects model assumption that asset exposures to global industry shocks are equal across countries whenever they are non-zero. We take the variance of the local industry return in excess of its country of origin return as a measure of local industry risk. Thus, we allow for interactions among countries and industries; i.e., industry-specific shocks may have different impacts across countries. Moreover, our methodology provides a direct estimate of the volatility measures. 3 We use daily data within a month to estimate monthly time series of risk measures, without imposing a parametric multivariate volatility specification.
Our results indicate, first, that international diversification benefits have been substantial over the 1974-2001 period. World risk has always been the least important component of total risk. There is no evidence of a statistically significant long-term trend in any of the volatility series, although local and global industry volatility show a sharp increase after 1995, reaching an all-time peak in April 2000. An increase in local industry volatility is also notable in individual countries. The new economy bubble does not by itself explain the increase in industry risk, although the technology, media, and telecommunications industries play an important role in this phenomenon. World and country risk show a much more modest increase in the 1990s.
Second, the October 1987 crash was felt at both world and country levels, but had less of an effect on local industry risk. A period of increased local industry volatility may be seen since the beginning of 1987. The early 1990s may be considered an atypical period in historical terms; during the 1990-1995 period, the share of country risk in total risk is unusually high, and total risk is on average lower than in the surrounding years.
Third, using Granger causality tests, we provide evidence that lagged local industry risk is helpful in forecasting world-and country-level volatility, while the converse is not true.
Fourth, the ratio of local industry to world risk experienced a considerable increase during the final years of our sample. The average ratio is 3.23 for the 1996-2001 period compared to 2.50 in the 1974-1995 period. Accordingly, the average contemporaneous pairwise correlation between local industry portfolios declines considerably from 0.287 (1974-1995) to 0.203 (1996-2001) . Thus, the benefits of international portfolio diversification have become greater and the diversification of global portfolios using local industry portfolios has become harder to achieve as more assets are needed.
Finally, the notable increase in the ratio of industry to country risk, at both local and global levels, suggests that industry diversification became a more effective tool for risk reduction in the late 1990s. The share of local industry risk in total risk also increases considerably toward the end of the sample period to more than 50% in 1996-2001 while the share of country risk decreases.
The paper is organized as follows. Section II presents the model used to decompose total volatility, discusses some simplifying econometric solutions to the estimation of the volatility components, and briefly evaluates the exactness of the return structure employed. Section III gives details on the data set. Section IV presents the empirical findings concerning the historical evolution of the disaggregated volatility measures. Section V discusses the implications for global portfolio management. Section VI offers concluding comments.
II. Methodology
We extend the methodology proposed by Campbell et al. (2001) to decompose stock returns volatility into market, industry, and idiosyncratic components to an international setting. We take the perspective of a global investor whose returns are calculated in U.S. dollars. The global investor does not hedge foreign exchange rate risk, and we do not explicitly address currency risk factors. Moreover, we use local industry portfolios within countries as basic assets, and specify the same industry grouping variables across countries.
A. Total Volatility Decomposition
The volatility of a typical (or average) local industry is described by three components: world market volatility, average country volatility, and average local industry volatility. 4 We provide a decomposition of volatility that does not require the estimation of covariances or betas for local industries or countries, which is the most appealing feature of the Campbell et al. (2001) methodology applied to international stock markets. In fact, beta time dependence and error estimation are well documented in the literature and there is some controversy on which factors should be used in multifactor international asset pricing models to describe the cross section of expected returns.
The excess return of the industry i portfolio in country c for period t is denoted R ict .
5 Raw returns are U.S. dollar denominated and the excess return is measured over the U.S. dollar risk-free rate. Let x ict be the weight of industry i in country c. According to a weighting scheme based on market capitalization, x ict MV ict È i¾c MV ict , where MV ict denotes the market value of the local industry portfolio ic (assumed known at time t). Let x ct denote the weight of country c in the world market portfolio (if market values are used as weights, then (1) and similarly for local industry portfolio returns,
Equation (2) specifies that the return on a local industry portfolio (R ict ) equals the sum of the world portfolio return (R wt ), its country portfolio-specific residual (e ct ), and its local industry-specific residual (u ict ).
Thus, the variance of a local industry portfolio return is given by
+ 2Cov´R wt e ct µ + 2Cov´R wt u ict µ + 2Cov´e ct u ict µ
While the local industry return variance in equation (3) includes covariance terms, the cross-sectional weighted average sum of all the basic asset total variance across all local industry portfolios is free of individual covariance terms, provided that we use the same non-stochastic weighting scheme to compute the averages that we use to compute country and world portfolio returns. In what follows, the term return is used to express excess return, unless stated otherwise. Following Harvey (1991) we note that these returns may be considered real relative to U.S. inflation because the U.S. inflation components in stock raw returns and in the U.S. dollar nominal riskless interest rate cancel out. 6 We note that it is not required to assume weights based on market capitalization to assure the model consistency provided that national and world market returns are computed using the same weighting scheme. (4) can be interpreted as the expected variance of a typical local industry portfolio.
We can gain further intuition on our methodology by comparing it with alternative models of returns. Our simplified market-adjusted return assumes that all countries have the same exposure to the world market and that all within-country industry portfolios have the same exposure to the country of domicile market portfolio.
In the framework of the single factor international capital asset pricing model (ICAPM) of Grauer, Litzenberger, and Stehle (1976) , where the factor is the excess return on the world portfolio, which allows for country and local industry betas to be different from unity, the excess return on an individual local industry portfolio is written as
where ¬ ic denotes the beta of industry portfolio i in country c with respect to the corresponding local market excess return; ¬ c denotes country c beta with respect to the world market portfolio;ẽ ct is the zero mean country-specific residual; and u ict is the local industry-specific residual.
In this setting, if we take the average of the variance of country returns and the variance of the local industry returns, and compare them with the simplified decomposition equivalent measures, we will find that (7) shows that the biases in the proposed estimate of local industry risk depend on the variation of world returns, country residuals, and betas. Cross-sectional variation in country and local industry betas can produce common variation in our variance components-market, country, and local industry. However, we will show in Section IV.B that cross-sectional variation in betas has only a small effect on the historical behavior of our volatility measures.
A final note about two features of the proposed volatility decomposition. Local industry risk is less affected by currency fluctuations than world and countrylevel measures of volatility. Also, the short-term interest rate risk implied by the excess returns specification affects only the world volatility measure, because the same interest rate is subtracted from the local industry portfolio returns. 7 That is, assuming a perfectly integrated frictionless global stock market, where purchasing power parity holds (see Karolyi and Stulz (2001) ). 8 We assume that the beta of the local industry i with respect to the world market return satisfies
B. Estimation
We use daily data within a month to construct sample variance estimates for that month. The volatility components of equation (4) (8) where R wd is the world market portfolio excess return, constructed as the weighted average of the local industry index returns, using all available local industries in a given month, and wt is the world portfolio mean return in month t.
9 Weights for month t are based on the U.S. dollar-denominated market value of the local industry portfolios on the last day of month t 1, so weights are taken as constant within month t.
For the country-level risk
where x ct stands for the weight of country c in the world portfolio in month t, which we measure by using the end-of-month t 1 market capitalization, and e 2 cd is the square of the market-adjusted country-specific residual from equation (1 
where x ict denotes the weight of industry i in country c in month t, and È d¾t u 2 icd is the summation over all days of month t of the square of the local industry-specific residual from equation (2) for each local industry portfolio in the sample. Campbell et al. (2001) justify this simplified approach to estimate volatility components by the fact that all models for volatility estimation based on historical values tend to produce fitted volatility estimates that move close together. Thus, the simple use of daily data to produce monthly sample variance estimates is enough for historical description purposes.
III. Data Description
Our sample consists of daily U.S. dollar-denominated total return indices (including dividends) and market capitalizations for up to 38 industries, calculated by Datastream International (DS), for the period January 1974 to December 2001. DS indices are preferred over other domestic industry indices because: i) they are constructed on a uniform basis across countries; ii) they are not backfilled when new constituents are added or deleted; iii) a long time series of daily data is available; and iv) a comprehensive coverage of the industry structure of each domestic stock market is assured. These aspects are important because they eliminate anomalous behavior of the indices attributable to differences in technical aspects of index construction, and, as Griffin and Karolyi (1998) point out, broad industrial classifications may not provide enough cross-sectional variation in returns to distinguish between country-and industry-specific sources of variation.
10
The 21 developed markets analyzed are selected according to criteria as follows: i) coverage by the MSCI developed markets database; ii) no classification ever as an emerging market by the S&P/IFC EMDB; and iii) data availability. Thus, both the number of local industry portfolios and the number of countries represented in the world portfolio are allowed to change over the sample period.
11
To compute daily excess returns, we subtract the 30-day Treasury bill continuously compounded return divided by the number of trading days in a month from the daily logarithmic stock index rate of return. Tables 1 and 2 provide descriptive statistics of the country portfolios and the global industry portfolios. Daily country and global industry portfolio excess returns are computed using a value-weighted average of the available local industry portfolio aggregate either by countries or global industries. Local industry portfolios are aggregated by countries to build the country portfolios. Portfolio returns are value-weighted averages of the relevant local industry portfolio excess returns. Returns and standard deviation values are annualized assuming a 260-day year. Size is average available monthly market values (in $U.S. millions). Maximum and minimum indicate number of local industry portfolios available for a given country portfolio. Max. weight is average weight in each country of the industry portfolio with the highest market value in each month.
10 Cavaglia et al. (2002), Brooks and Del Negro (2002b) , Dahlquist and Sällström (2002) , and Brooks and Catão (2000) also rely on DS Global Equity Indices.
11 The sample starts with 13 countries and 270 local industry portfolios in 1974 and ends with 21 countries and 640 local industry portfolios in 2000. After its inclusion in the database, no country is eliminated. The regional components remain the same from 1990 onward with the addition of Ireland. The U.S. is by far the largest single market in the sample (representing an average weight of 45.8% in our G21 developed world), and it is the only country with data on all industries available since 1974. Because the U.S. returns are not affected by exchange rate risk, it is no surprise to see that they have the secondlowest standard deviation (15.8% annualized). The less representative countries both in terms of market value and number of local industry portfolios are Austria (0.1% average weight, maximum 24 industry portfolios), New Zealand (0.1%, 26), Ireland (0.2%, 27), Norway (0.2%, 25), and Denmark (0.3%, 22). Table 2 shows that the number of countries that include a particular global industry has changed dramatically over the last three decades. The average maximum number of countries that contribute to a given global industry portfolio is almost three times the average minimum number of countries. Also, the representation of global industry portfolios in the world portfolio is less concentrated than the representation of country portfolios. No single global industry portfolio accounts on average for more than 9% in the world portfolio (banks). Interestingly, the most volatile global industry portfolios are software and computer services (24.6% annualized standard deviation) and information technology (21.9%). Tables 1 and 2 together show that, in our sample, the opportunities for global investment increased substantially during the last three decades, largely because of an increased number of industries available in each country.
IV. Historical Evolution of Total Volatility Components
Have the risks of world, country, and local industry return components been changing over time? We provide a graphical analysis of the time evolution of the W, C, and I risk measures, estimated using equations (8) through (10), and discuss relevant descriptive and test statistics concerning the major features of the estimated volatility series.
A. Graphical Analysis and Descriptive Statistics
Figures 1, 2, and 3 plot our estimates of the world, country, and local industry volatility. To facilitate interpretation, we report annualized standard deviation and the backward 12-month moving average. Stulz (1999) finds that world portfolio volatility presents considerable time variation, but has not shown a tendency to increase over time, and that the 1970s and the 1990s were periods of relatively low volatility. The time pattern revealed by the plots in Figure 1 is consistent with his results. Figure 2 shows annualized standard deviation within each month of daily country returns relative to the world market (dashed line), calculated using equation (9), for the period 1974 to 2001. The backward 12-month moving average of C is also shown (solid line).
FIGURE 3
Local Industry Volatility The all-time high for the W series corresponds to the October 1987 crash (58.6% annualized standard deviation). The second-highest value occurs in August 1990 (28.2% annualized standard deviation), and clusters of volatility spikes are visible in 1974, 1982, and 1990-1992 . There is also evidence of an increase in world volatility for the 1997-2001 period. In fact, the smoothed 12-month moving average plot suggests that W has a slow-moving component, reinforcing the idea of persistent behavior. Figure 2 shows that the country risk measure (C) behaves much the same as the world volatility (Wµ. The 1987 crash had a slightly less pronounced effect on C (53.8% annualized standard deviation in October 1987) but with similar timing. Similar to world risk, the country volatility shows no upward trend.
Volatility spikes in C and W tend to be associated, but are not perfectly synchronized. The same clusters of volatility spikes found in W are also found in C, but additional volatility spikes are also found in the C series in different periods. This imperfect synchronization suggests that country shocks may occur without causing instantaneous spillovers. The slow-moving components of W and C seem to be highly synchronized, however, meaning there may be lead-lag relationships between the two series.
Our estimate of country risk is also consistent with the results in Campbell et al. (2001) for the U.S. market volatility measure and with the Schwert (1998) results for the U.S. and other international major stock markets. Schwert (1998) predicted, however, that after the 1997 mini-crash, market volatility would return to the historical lower levels and that prediction has not yet been confirmed at an international level. Country risk declined since 1997, as a cluster of volatility spikes characterize the final years of the sample. Of course, this raises the possibility that international diversification benefits have not lessened, as the globalization of national economies would suggest.
The local industry risk plot presented in Figure 3 shows a pattern different from the patterns of W or C. The 1987 crash impact is not concentrated around that single month (October), and its extent is much less pronounced.
12 In October 1987, the average industry risk reached 29% (annualized standard deviation), but the period of higher volatility at the local industry level started earlier (the average annualized standard deviation for the first semester of 1987 is 21%, well above its 12-month moving average). 13 The most striking feature of Figure 3 is the significant rise toward the end of the sample period when the maximum for industry volatility was reached in April 2000 (37.7% annualized standard deviation). This evidence is consistent with the growing importance of global industry effects in explaining international return variation, which may be a temporary phenomenon associated with the information technology bubble (see Brooks and Catão (2000) ).
The time evolution of the volatility components over time indicates that monthly volatility estimates are time varying; that periods of high volatility are concentrated around specific times and are followed by periods of relative stabil-ity; and that there is some evidence the series may be diverging upward from some lower bound, which leaves open the possibility there may be an upward trend. Especially clear is a rise in local industry risk toward the end of our sample. (1974-1979) and C (1980-1985) capture the dynamics of the earlier years. Panel D (1986 Panel D ( -1989 covers the high volatility period, especially at world and country levels, surrounding the 1987 crash. Panel E (1990 Panel E ( -1995 represents a period of relatively low level stability in all series. Finally, Panel F (1996 ) covers the high industry-level volatility period that we have remarked on. Descriptive statistics for monthly variance measures constructed from daily data, W , C, and I as described in equations (8)- (10), respectively. Mean, standard deviation, minimum, maximum, and median estimates of monthly variances are multiplied by 100. k is the autocorrelation of order k, Skew is the skewness, Kurt is the excess kurtosis, ADF is the augmented Dickey-Fuller test for unit root with an intercept, and PP is the Phillips-Perron test for unit root with an intercept. The 5% critical value for the unit root ADF and PP tests with intercept is 2.87. Trend is the linear trend coefficient multiplied by 10 4 , and t PS T is the Vogelsang test for deterministic linear trends whose 5% critical value is 1.72. The lines W dc and C dc are for a modified dataset where the October 1987 observation is replaced by the second-highest observation in the respective series.
Results are also shown for a modified data set. In this case, the observations of W and C for October 1987 are replaced by the second-highest observation in each series, thus preserving the effect of the event but reducing its influence in the sample.
14 For the whole sample, the mean of W is about 0 1118 ¢10 2 , which implies an annualized standard deviation of 11.6%. This is slightly lower than the average country-specific risk C (average annualized standard deviation of 13.5%).
Industry risk I is on average higher than W or C with a mean of 0 2104 ¢ 10 2 implying an annual standard deviation of 15.9%.
15 Across the five subsample periods, with the exception of the early 1990s, industry risk is always the most important component of total risk, although it has become the most volatile only in the most recent period.
The numbers in Panel A of Table 3 also imply that the degree of unconditional variance of a typical investment in a local industry portfolio that is due to the world portfolio volatility, or the R 2 of a world market model, is about 22.8% for the whole sample period (downweighted crash). The shares of C and I are 31.7% and 45.6%, respectively.
Comparing the values for the subperiods, we again see an increase in average local industry volatility during the last years of our sample. The mean of I for the 2 ) and about 1.8 times higher than its overall sample mean. W and C also rise toward the final years, but not as much as I.
B. Volatility Trends
The short-lived effect of the 1987 crash on volatility at world and country levels becomes clear when we compare the autocorrelations for the raw data and the downweighted crash data. Autocorrelation structure in Table 3 indicates that all series show a high degree of positive serial correlation, especially I. When we downweight the impact of the crash, W and C are considerably more autocorrelated. This high persistence, together with the evidence on an upward trend in the volatility series, raises a question about the nature of possible trends. Table 3 also reports the results of parametric augmented Dickey-Fuller (ADF) t-tests and semi-parametric Phillips-Perron (PP) Z t tests with an intercept for a unit root in the individual volatility series. The hypothesis of a unit root is rejected at the 5% level, whether or not the 1987 crash is downweighted and whether or not a deterministic time trend is included in the regression, with the exception of the ADF t test for the industry series. Thus, the volatility series seem to be stationary, so deviations from the long-run mean do not produce permanent effects on the behavior of the risk measures. This conclusion is consistent with the temporary swings we have already noted in Figures 1-3 .
To test for the significance of a possible deterministic linear time trend in the volatility series, we employ the Vogelsang (1998) t PS T trend test, which performs well in finite samples with serial correlation. The results reported in the last two columns of Table 3 reveal that the highest slope is for industry risk (0 0716 ¢ 10 4 ), which is three times higher than for the world risk measure and about 2.8 times higher than the linear trend coefficient for the country risk measure in the raw data set. The t PS T show that the trend coefficients are not statistically positive at the 5% level even for I, and so we are unable to reject the null hypothesis of no deterministic time increase for all volatility series. In fact, volatility measures are higher by the end of our sample, but this does not seem to be the consequence of a long-term upward trend. Table 4 shows that time patterns are fairly robust to the regional coverage of the sample and data frequency. 16 The level of disaggregated volatility estimates naturally changes, but that does not imply different patterns for the historical behavior of the volatility series estimated from daily data for the G21 world portfolio. For instance, when only the G7 countries and Switzerland are analyzed, the average sample estimates from daily data are 0 1181¢10 2 for W, 0 1353¢10 2 for C, and 0 2043 ¢ 10 2 for I, almost identical to the estimates constructed for the G21 world portfolio. When we exclude the U.S. market from the world portfolio, we obtain similar results. The maximum for the W and C series is still recorded in October 1987, and the final years of our sample are still characterized by a huge increase in local industry risk. 1974-1979 1980-1985 1986-1989 1990-1995 1996-2001 Panel With monthly data for the G21 world portfolio, the unconditional annualized average of C is 0 1446 ¢ 10 2 and the average of I is 0 2261 ¢ 10 2 . The major differences from the daily frequency results are that the spike corresponding to the October 1987 observation for C becomes less important (implied annual standard deviation of 33.1%) and the growing volatility toward the final years is not as clear for C Finally, we ask whether the cross-sectional variation in betas may explain the covariation of W, C, and I. As Campbell et al. (2001) note, under the hypothesis that movements in W might produce variation in C if betas differ across countries, the slope coefficient of a regression of C on W would equal the crosssectional variance of betas across countries. This regression coefficient is 0.751 for the whole sample, while a direct estimate (using average weights) of the crosssectional variance of country betas is only 0.016. Hence, the cross-sectional variation in betas explains only a small proportion of the covariation between W and C.
The importance of the cross-sectional variation in betas in explaining the covariation between I and the other two volatility measures may be ascertained by a similar calculation. The slope coefficients of regression of I on C and W are 0.887 and 0.348, respectively, which seem too high to be explained by plausible cross-sectional variation in local industry beta coefficients.
C. Individual Countries Risk Measures
Another interesting question is the behavior of the volatility components for individual countries. Volatility measures averaged across countries are informative about an "average" country, but there can be great deal of variation in the industry composition across countries. Country exposure to world shocks may also be different across countries.
If one is interested only in the behavior of local industry volatility in each country, we can easily develop a measure of industry-specific volatility per country. We simply do not take an average across countries of the industry-specific volatility for each country. That is, from equation (2) and before taking the average across countries in equation (4), it can be shown that
To avoid an incomplete variance decomposition, we assume a simple world market model, and use the estimated country residuals variance to estimate countryspecific volatility. The only new parameters that need to be estimated are country betas, which we take as constant for the whole sample period.
Consider the country decomposition with country betas relative to the world,
In this framework, the variance of country c return is given by Overall, smaller countries, or those most concentrated around a single industry portfolio, or those that have more variation in the number of industry portfolios also tend to have higher industry risk. The correlation across countries between average industry variance and country market capitalization is negative ( 0.380). Conversely, the correlation of the average industry variance with the average weight of the largest local industry portfolio is 0.396, and the correlation with the difference between the maximum and minimum number of industries for a given country is 0.296.
Two features strike us the most with regard to country risk. First, for three countries (France, Norway, and the U.K.), a statistically significant negative slope is found. Second, average country risk is much closer to industry risk than the equivalent aggregate measures, and it varies more across countries than industry risk. These findings strengthen the intuition that the characteristics of variance measures may vary considerably across countries, particularly notable at the country risk level. Countries with higher industry risk also tend to be riskier at the country level (the correlation between average industry variance and average country variance across countries is 0.53).
Thus, we are not surprised to see that smaller countries, countries with more weight given to a single industry, and countries with greater variation in the number of industry portfolios also tend to have more country risk. The correlation across countries between average country variance and country market capitalization is 0.375. The correlation of the average country variance with the average weight of the largest local industry portfolio is 0.502, and the correlation with the difference between maximum and minimum number of industries for a given country is 0.571.
D. Individual Global Industry Risk Measures
To explore the behavior of global industry portfolio risk, we analyze two measures of risk. The first is based on a version of the variance decomposition method of Campbell et al. (2001) that decomposes the world portfolio into global industries and uses the world market-adjusted return model residuals to estimate global industry-specific variance,
As before, when the variances of global industry returns are aggregated using the same weighting scheme used to compute world returns, a measure of the global level of industry risk is obtained without having to estimate covariances or betas for global industries,
The second measure is used to analyze individual industry risk. It is based on the residuals from a simple world market model for global industries, assuming constant betas relative to the world returns for the whole sample period. Consider the global industry return decomposition with global industry betas relative to the world,
R it
In this framework, the variance of global industry i return is given by
Aggregate global industry variance,
it µ, is estimated using daily returns within each month. Individual global industry variances, Var´v £ it µ, are estimated using a two-step procedure. The first step consists of estimating betas by an ordinary least-squares regression of global industry monthly excess returns on world monthly excess returns. In the second step, daily squared residuals from equation (16) are summed within a month to obtain a monthly estimate for the variance of each global industry portfolio. Panel A of Table 6 presents descriptive statistics and the linear trend coefficients for the global industry risk measure, and Graph A of Figure 4 plots the series. Comparing industry risk measured locally and globally, both series present positive linear trend coefficients, although values are not statistically significant. In addition, both series show a significant increase in the late 1990s; global industry risk reaches a historical maximum of 29.6% in April 2000. The average global industry risk for the 1996 to 2001 period is about 1.7 times higher than its unconditional mean and 2.5 times higher than in the early period between 1974 and 1979.
TABLE 6
Global Industry Volatility Panel A. Global Industry Variance 1974-2001 1974-1979 1980-1985 1986-1989 1990-1995 1996-2001 All Industries Panel A shows descriptive statistics for global industry variance. Industry volatility is constructed monthly using equation (15). t PS T is the Vogelsang test statistic for deterministic linear trends whose critical value is 1.72. Mean and standard deviation refer to monthly estimates multiplied by 100. Panel B presents the individual global industry portfolio variance estimates in the 10 industries with largest average market capitalization for the whole sample period according to equation (17) . Global industry portfolio betas in relation to world and their standard errors are shown under the ¬ and SE´¬µ columns, respectively. A linear regression of monthly global industry excess returns on the monthly world G21 excess return is estimated by OLS to obtain betas. Trend refers to the slope (multiplied by 10 4 ) of a linear trend regression for the monthly variance measures.
What might explain the increase in local and global industry risk that we document in the last years of the sample? One possibility is that the anomalous behavior of one group of industries, technology, media, and telecommunications companies (TMT), may have caused sufficient cross-sectional dispersion to justify the huge spike in the industry risk series. In fact, Brooks and Catão (2000) show that a global industry factor associated with the new economy stocks emerged in the mid-1990s to become the key determinant of stock return variability, and Brooks and Del Negro (2002b) find that, excluding the TMT stock group, there is a much less pronounced increase in the importance of industry effects in recent years.
To further investigate this hypothesis and obtain insights into the impact of the new economy stocks on the behavior of the aggregate risk measures, we rees- Global Industry Volatility Graph A shows annualized global industry standard deviation within each month of daily global industry returns relative to the world market (dashed line) for the period 1974 to 2001. Graph B shows similar estimates excluding technology, media, and telecommunications industries (dashed line). The backward 12-month moving averages are also shown (solid line).
timate global industry risk excluding the TMT industries. 18 Descriptive statistics on global industry risk excluding the TMT industries are also shown in Panel A of Table 6 , and Graph B of Figure 4 plots the series.
With the TMT industries excluded, we still see a sharp increase in global industry risk in the late 1990s, although less of an increase than when considering all industries. The historical maximum is reached in October 1987 (28.7% annualized standard deviation), and the second-highest value occurs in March 2000 (21%). The average point estimate for the 1996-2001 period is about 1.4 times higher than its unconditional mean and 1.9 times higher than in the early period between 1974 and 1979. The full sample average global industry volatility for the 1996 to 2001 period is now almost 1.5 times higher than the ex-TMT industry results, a pattern echoed by the standard deviation point estimates.
These results show that, at a global level, the TMT industries represented an important component of the increase in industry risk toward the late 1990s, but the increase in risk is not driven solely by these industries. The old economy also presented an important increase in industry risk.
Panel B of Table 6 presents results for the 10 individual global industries with the largest average market capitalization. 19 There is no statistically significant time trend, although the coefficients are positive for most global industries. The results suggest that smaller global industries, with less variation in the number of countries where they operate, or that are more concentrated in a single country, tend to be riskier. The correlation across global industries of the average industry-specific risk with the global industry market capitalization is 0.234. The correlation of the average industry-specific risk with the difference between the maximum and minimum number of countries represented is 0.129, and the correlation with the average weight of the most important country in each global industry is 0.583. Interestingly, the global industry with the highest average industry-specific variance is mining (18.7%, whole sample annualized standard deviation), followed by information technology (18.6%), tobacco (17.7%), and water (17.5%). For the 1996-2001 period, the point estimate of average industryspecific risk is higher than its unconditional mean for 35 of 38 industries. Heston and Rouwenhorst (1994) conclude that country diversification is more efficient than industry diversification. More recent evidence, e.g., Cavaglia et al. (2000) , shows that industry diversification became as important as country diversification in the late 1990s. The results in Table 6 suggest that the ratio of global industry risk to country risk has been fairly stable over the years, with the exception of the notable increase from 1995 onward. This ratio fluctuated around an average of 0.7 until 1989, followed by a period when it was visibly lower (on average 0.5 between 1990 and 1995), and finally a period of sustained increase in the late 1990s (on average greater than 1.0 after 1998). The ratio of local industry risk to country risk (see Table 3 ) also shows a clear increase in the late 1990s. Thus, the results suggest that toward the end of our sample period, international diversification power increases if an industry dimension is privileged over a geographic dimension. These results are consistent with the fixed-effects model evidence in Heston and Rouwenhorst (1994) and Cavaglia et al. (2000) .
E. Covariation and Causality
To assess the relative importance of each risk factor to the total volatility of a typical within-country industry portfolio holding, we perform mean and variance decompositions. By definition,
wt is the total volatility of a typical investment in a local industry portfolio (see equation (4)) for period t. Then, taking expected values and dividing the RHS elements by the LHS, we obtain a decomposition for the mean total volatility,
19 Results for other industries are available upon request.
Specifying a sample period, we can estimate the expected values by their sample means using the volatility estimators defined in equations (8) From the results in Table 3 , we know that the variance of a randomly selected local industry portfolio increases about 125% over the whole sample period (from 0 3224 ¢ 10 2 in the 1970s to 0.007245 in the late 1990s compared to a long-run unconditional mean of 0 4620 ¢ 10 2 ), and that the most significant increase occurred in the late 1990s. The means in the first column of Table 7 confirm that local industry risk has gained increased importance. Table 7 shows the results in percentage of the mean and variance decomposition of total volatility, as described in equations (18) and (19) for the monthly variance measures constructed from daily data, W , C, and I as described in equations (8)- (10). W and C refer to a modified dataset where the October 1987 observation is replaced by the second-highest observation in the respective series.
The share of I increased from 42.1% to 52.5% while the share of the other two risk measures declined (W dropped by 2.2 and C by 8.2 percentage points) from 1974-1979 and 1996-2001 , despite the fact that all risk measures rose on average. In the aftermath of the highly turbulent period of the late 1980s, the early 1990s are an important exception with regard to the importance of local industry risk across all subperiods (downweighted dataset). From 1990 through 1995, the average point estimate of the country risk share of total risk is 38.9%, while the share of I is slightly lower (34.2%).
Analysis of the variance of total volatility provides further insight into the importance of local industry risk. The variance of I represents not only the highest share of total volatility for the whole sample period (downweighted dataset), but the relationship is also systematic across subperiods, again with exception of the early 1990s and the 1970s. In fact, for the 1990-1995 period, the highest contribution to the variance of total volatility is given by the covariance between W and C while during the 1970s it is given by the covariance between C and I. Interestingly, the shares of the covariances between I and C or I and W (downweighted data set) in total volatility variance are fairly stable across all subperiods (about 20%), with the exception of the early 1990s (about 13%).
The results for both the mean and volatility decomposition of total volatility strengthen the hypothesis that the total risk components demonstrate atypical behavior during the early 1990s, and that local industry-specific sources of risk become noticeably more important in the late 1990s.
The high frequency movements of the three volatility measures already noted in Figures 1-3 appear to be correlated, and the contemporaneous correlation estimates reported in Panel A of Table 8 confirm this. To investigate the causality issue, we estimate bivariate and multivariate vector autoregression (VAR). We use crash downweighted variance series, and the multivariate version of the Akaike information criterion is used to select the VAR lag length (10 lags for the pair W and C and six lags for the remaining pairs and the trivariate system). Panels B and C of Table 8 report the p-values of a standard F-test on each equation for the null hypothesis that the lags 1 to k of each variable do not help to forecast the dependent variable for the VAR systems. In the bivariate VARs, I appears to Granger cause both W and C. The world risk does not help to forecast any of the other series, while C helps to predict W at the 5% significance level. In the trivariate system, neither W nor C helps to predict any of the other series, while I helps to predict W and also Granger causes C at the 5% significance level. Thus, our evidence supports the hypothesis that local industry risk leads the other volatility series.
V. Global Portfolio Management Implications
Has the power of international diversification to reduce risk been lessened? Is country diversification still the most effective diversification strategy for the global equity investor? In an attempt to corroborate the intuition based on our volatility results, we present results of traditional correlation and portfolio diversification analyses.
Declining correlations among individual assets returns would let the volatility of the market portfolio remain stable even if individual volatilities rise. Thus, the growing increase in the importance of local industry risk relative to the common factor (world risk) noticed toward the end of our sample (and plotted in Graph A of Figure 5 ) is consistent with reduced correlations among local industry portfolios.
Graph B of Figure 5 plots the equally weighted average pairwise correlation among local industry portfolios available in our sample. We use both monthly and daily returns. 20 Correlations are calculated each month between all pairs of industry portfolios for which 60 months (260 days) of data are available for that month. The number of estimated monthly (daily) pairwise correlations ranges from about 36,000 to over 153,000 (184,000) as the number of basic assets changes over time. Monthly correlations are systematically higher for the whole sample (0.265 average) than daily estimates (0.146), which is consistent with the daily downward biases for positively related markets.
Overall, the average correlation plot confirms our conclusion of reduced correlations. From 1996 through 2001, monthly (daily) pairwise correlations fluctuate around an average of 0.203 (0.125), which is lower than the average for the 1990-1995 period, 0.309 (0.175) . The ratio of local industry risk to world risk (I W) shows the opposite pattern: 3.23 for the 1996-2001 period and 1.0 for the early 1990s. This contrasting behavior between average correlation and the I W ratio is also clear when we compare the 1996-2001 period with 1974-1995, when the long-term mean of average monthly (daily) pairwise correlation is 0.287 (0.153) and the I W ratio is on average 2.5.
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As lower correlations imply greater diversification opportunities, we conclude that, for global investors who invest in local industry portfolios, the risk 20 In international stock market studies, one cannot ignore the effects of non-overlapping trading hours on the correlation between assets traded in non-contemporaneous markets, which are more significant with the use of daily data. Kahya (1997) shows that the estimated correlations of daily returns for positively (negatively) related markets are biased downward (upward). There is no significant bias associated with the use of monthly data. 21 Comparison of the daily correlation plot with a 12-month moving average of the I W ratio plot also reveals an inverse relation between the two measures (correlation of 0.587 for the whole sample). Graph A shows the ratio of local industry variance to world variance (dashed line). Monthly variance measures are constructed from daily data as described in equations (8) and (10). The backward 12-month moving average is also shown (solid line). Graph B shows the equally weighted average pairwise correlation across local industry portfolios. The solid (dashed) line is a plot of the monthly estimates of average monthly (daily) correlation coefficients computed using a rolling window of 60 (260) monthly (daily) observations. reduction benefits of international diversification rose in the late 1990s over previous years. Another implication of the observed rise in local industry-level volatility relative to world market risk is that more randomly selected assets are needed to achieve a given level of diversification. Similarly, the average volatility of portfolios made of the same number of randomly selected assets will be higher, with an increased amount of idiosyncratic volatility that has to be diversified away.
To illustrate this point, we construct portfolios containing different numbers of randomly selected assets, and compute the simple average of the difference between each portfolio standard deviation and the standard deviation of an equally weighted portfolio of all assets used in the calculations. For each year-end, we randomly group (without replacement) local industry portfolios with at least 60 consecutive monthly return observations available up to that date. Graph A of Figure 6 plots annualized excess standard deviations over time for portfolios of two, five, 20, and 40 assets calculated from monthly returns.
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FIGURE 6
International Diversification Benefits against Time and Number of Local Industry Portfolios Graph A shows annualized standard deviation of equally weighted portfolios containing 2, 5, 20, and 40 randomly selected basic assets, in excess of the standard deviation of the equally weighted portfolio containing all assets used in the calculations. Graph B shows excess standard deviation against the number of assets for the six-year subsample periods, 1996-2001 (top dashed line), 1990-1995 (dashed line), and 1980-1985 (solid line) .
The peak in excess standard deviation is reached in 2000 for all portfolios (10.7%), and all exhibit a modest increase up through 1995. For the two-asset randomly selected local industry portfolio, the excess standard deviation is 8.0% in 1995 compared with 7.7% in 1978. For the larger portfolios, the pattern is the same, although at much lower values.
Graph B of Figure 6 plots annualized excess standard deviation against the number of assets in the portfolio calculated from monthly returns. Data for these plots are obtained by averaging the yearly estimates of excess standard deviations over the sample periods. As is shown, the increase in local industry risk for the 1996-2001 period implies that more basic assets are needed to reduce excess standard deviation. For instance, estimates show that to reduce excess volatility to about 2%, 12 industry portfolios are needed in the 1996-2001 period. In earlier sample periods, the same level of diversification could be reached with approximately nine industries.
VI. Conclusion
We have extended the volatility decomposition method of Campbell et al. (2001) to an international setting in order to take a new look at the historical behavior of volatility in developed stock markets. We study the time-series behavior and international diversification implications of three non-overlapping monthly measures of stock volatility: variance of world portfolio returns, average variance of country returns relative to world returns, and average variance of local industry portfolio returns relative to their countries.
We find that between 1974 and 2001, world and country risk remained fairly stable. Industry risk, both at the local and the global level, however, displayed a huge increase during the late 1990s, after a long period of relative stability. This increase is not attributable solely to the new economy bubble. Local industry risk dominates world and country risk, except during the 1990-1995 period, when country risk is on average the most important component. World risk is systematically the least important component of total risk.
We show that the October 1987 crash had a short-lived but abnormally high impact on both world and country risk, but a much less pronounced impact at the local industry level. Granger causality tests suggest that lagged local industry volatility has explanatory power in forecasting world and country volatility series, but the converse is not true.
Consistent with the behavior of industry risk, toward the end of our sample, pairwise correlations among local industry portfolios drop and, not surprisingly, higher numbers of randomly selected assets are needed to achieve any given level of diversification after 1995. These results suggest that the power of international diversification to reduce risk has not been eroded as the process of globalization might imply. Our results also support a conclusion that industry diversification has become relatively more efficient than geographic diversification in the latter years of our sample only, although this may be a temporary result.
