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Une suite (S, } est r&xrrente liniaire d ‘ordre k s’il existe c,, = 1, ct, , ck tels 
que pour tout n 2 k, 
S” - C,S”_, + C,S”_, - ... fckS”-k = 0. 
Les specialistes [4] soulignent l’importance des suites rkcurrentes pour l’informa- 
tique theorique, et m’6pargnent ainsi d’avoir a justifier l’objet de cet expose. Pour ce 
qui est des methodes, on part classiquement du polyname caractkistique xk - 
c,xk-’ + . . . kc, et l’on exprime toute fonction des S, comme fonction (syme- 
trique) des racines de ce polynfjme et des conditions initiales. Or, si l’on ouvre un 
livre sur les fonctions symettiques comme [6], on trouve plusieurs identites entre 
bases de fonctions symetriques e pr&entant sous la forme de recurrences lineaires. 
Par Cconomie, on identifie la r&mrrence consider&e a l’une de ces recurrences 
classiques, bCn&iant alors du riche acquit de la thkorie des polynfrmes ymetriques. 
Nous en donnons ici deux exemples. 
Quelques definitions sent tout d’abord necessaires. 0 1986 Academic PUSS. IIIC. 
1. FONCTIONS SYMETRIQUES 
Soient deux ensembles A, B de variables (“alphabets”). On leur associe la 
sCrie 
n (1 - z!~)/~?J(l - za) 
hcB 
notee nFOz”S”(A - B) (1.1) 
qui factorise 
Cz”S”(A - B) = Cz”S”(A) * CzYY( 43) 
et dont l’inverse est Ez”.S”(B - A). 
De maniere equivalente, on peut associer a une s&e la matrice infinie de 
ces coefficients S(A - B) = [Sj-‘(A - II)], 5 i, j et l’on a les memes pro- 
priCtCs de factorisation et d’inversion: 
S(A - II) = S(A) * S(-II) = S(A) * (s(B))-’ = (S(B -A))-‘. 
La fonction de Schur S,/,( A - B) d’indice I = (il, . . . , i,), J = 
(A?. . .Y &?> E N* est le mineur pris sur les lignes i, + 1, i, + 2,. . . , i, + p 
et colonnes j, + 1,. . . , jP + p de la matrice S( A - B). 
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Lorsque I = 0.. .O, on simplifie l’indexation et note S, la fonction 
S J/O...O’ 
Depuis les tout debuts de la theorie des dtterminants, on sait exprimer les 
mineurs dun produit de matrices, ou de l’inverse dune matrice, et done les 
fonctions de Schur S,/,(A - B) en fonction des S,/,(A), S,/,( -B), ou 
S,/,(B - A). Par exemple, 
%,,(A - B) = C%,,(A) - SH,,(-B) (1.2) 
H 
somme sur toutes les partitions H, i.e., toutes les suites croissantes d’entiers 
H: 0 2 h, I h, _< ..a I h,,. 
Nous aurons besoin dune seule transformation sur les fonctions de 
Schur. Soit C un alphabet de cardinal r I p. Alors 
LEMME 1.3. La fonction S,(A - B) est igale au dgterminant d ‘ordre p 
obtenu tr partir de S,( A - B) en tchangeant dans les p - r premiires lignes 
SJ( A - B) par Sj( A - B - C) et en conservant les r dernieres lignes. 
Par exemple, pour r = 2, 
&,,(A - B) = 
= 
S*(A - B) S6(A - B) S9(A - B) 
S’(A - B) S’(A -B) S8(A - B) 
S”(A - B) S4(A - B) S7(A - B) 
S*(A - B - C) S6(A - B - C) S9(A - B - C) 
S’(A - B) S5(A - B) S8(A - B) 
S”(A - B) S*(A - B) S7(A - B) 
En effet, pour tout j, la definition 1.1 implique 
$(A - B - C) = c Sj-“(A - B) . Sk(-C); 
k>O 
(1.4 
en outre, l-I,,,-<1 - zc) = IzkSk(-C), c’est-a-dire les Sk(-C) sont les 
coefficients dun polyn6me de degre r et sont nuls pour k > r; la transfor- 
mation du determinant S,(A - B) consiste done a changer chacune des 
p - r premieres lignes en une combinaison lineaire des r suivantes. 
2. !!hJITES RECURRENTES GENERALES 
Soit une suite r&.urente d’ordre k: 
Vn 2 k, s,, - c,s,-, + - ’ ’ fc,&, = 0 
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determinCe par les cl,. . . , ck et les conditions initiales S,, = 1, St,. . . , Sk-,. 
Soit A l’alphabet des zeros du polyname caracthtique xk - 
clxkpl + -*a fc, = ll,,,(x - a), i.e., A est tel que (- l)jc, = Sj( -A). 
Les k - 1 conditions initiales sont prises en compte par un deuxibme 
alphabet B de cardinal k - 1, i.e., on peut poser 
Vj: 0 <j I k - 1, S, = S’(A - B). 
Alors la relation 1.3: S”( - B) = S”((A - B) - A) = C .S”-‘(A - B) . 
Sj(-A) = S”(A - B) - c,S”-‘(A - B) + ..a ~c,S”-~(A - B) im- 
plique que le terme general de la suite recurrente st S,, = S”(A - B) pour 
tout n, puisque Sn( - B) = 0 d&s que n 2 k. 
On n’a fait jusqu’ici que traduire la methode classique en theorie des 
recurrences lineaires. L’avantage est cependant de mettre l’accent sur les 
determinants S,,, et d’utiliser les proprietes de tels determinants en puisant 
dans le formulaire des fonctions symttriques. 
Par exemple, Euler a montre dans le cas d’une suite recurrente d’ordre 
deux que pour tout n 2 2 
ou bien encore, dans le paradigme symetrique, 
Vn 2 2, (S”“(A - w* = S”+ln+l(A - B) * Sn-l”-l(A - B) (2.2) 
lorsque card(A) = 2, card(B) = 1. 
La generalisation en a et6 obtenue par Brioschi [3] pour toute suite 
recurrente d’ordre k, que nous pouvons &ire S, = Sn( A - B), card(A) = 
k, card(B) = k - 1. 
PROPOSITION 2.3 (Brioschi). Vn 2 k, Q( A - B) . (+(A))-” est 
indkpendant de n, nk dhgnant I’il&ment (n, . . . , n) de N k. 
Cette proposition resulte de la proprittt suivante de factorisation des 
fonctions de Schur. 
PROPOSITION 2.4. Soient deux partitions Z = 0 I i, I i, I . . . I i, I 
k - 1 et J = 0 I j, I *a* 5 jk. Alors S, ,,,, i,j,+k-l,,,j,+k-l(A - B) = 
W-B) * S,(A) * R,,,,,,& - @ 
En effet, le lemme 1.3 permet de soustraire A dans les r premieres lignes 
et d’extraire ainsi le facteur S,( - B) du determinant; par symetrie en A et 
B, ou bien encore, en passant a la matrice inverse, on extrait de mCme le 
facteur S,(A), et il reste la fonction Sk- 1 k- 1( A - B) dont la m&me 
technique montre qu’elle est Cgale a II( a - 6). 0 
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La verification de la proposition 2.4 repose done sur un nombre tres 
limit6 de manipulations de fonctions de Schur, qu’une certaine familiarite 
avec la theorie des dites fonctions rend vite Clementaires-et automatiques 
(le premier chapitre de [6] est pour cela amplement suffisant). Nous ne 
pouvons cependant dans ce texte qu’indiquer comment des propriMs 
interessantes des suites nkurrentes decoulent de la theotie des fonctions 
symetriques. 
Pour revenir a l’invariance de Brioschi, on l’obtient en posant dans la 
proposition 2.4 I = 0.. .O, j, = . . . = j, = n - k + 1, auquel cas 
&4A - B) = q-1,4‘l - B) * q,-,+l)44 
= S(,&,,k(A - B) * (S,k(A)y+l 
La dite proposition donne les invariants plus generaux suivants: 
COROLLAIRE 2.5. Soient Z E N’, J E Nk deux partitions. Alors le 
diterminant F(Z, J, n) = Si,,,,i,j,+ “,,, jk+n (A - B) est un invariant relatif de 
la suite rchrrente Sj( A - B), i.e., Vn 2 k - 1, F( I, J, n + 1) = F(Z, J, n) 
. &k(A). 
Incidemment, les mtmes calculs de determinants e presentent dans la 
theorie des approximantes de PadC (approximation dune fonction par une 
fonction rationnelle, cf. [2]), des polyniimes orthogonaux (cf. [2, 5]), ou plus 
fondamentalement encore, dans la thtorie du resultant de deux polynomes 
et de 1’Climination. 
3. SUITE DE FIBONACCI 
Les nombres de Fibonacci sont definis par la recurrence 
F(n + 2) = F(n + 1) + F(n), F(0) = 0, F(1) = 1. (3.1) 
D’aprQ le paragraphe 2, et mis a part un dkcalage dans les indices, il 
existe deux alphabets A de cardinal 2, B de cardinal 1 tels que 
F(n + 1) = S”(A - B). (3.2) 
Fort heureusement, Fibonacci a choisi les conditions initiales qui 
entrainent la nullite de B: B = (0); par ailleurs, A = ((1 + 6)/2,(1 
- \/5)/2}, et done 
F(n + 1) = S”(A) 
(1 + 6)“+i (1 - fi)“+l (1 + 6) (1 - 6) -l 
= 
i 2 - 2 Ii 2 - 2 I 
(3.3) 
qui est bien l’expression classique a l’aide du nombre d’or. 
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Les nombres de Fibonacci d ‘ordre k sont d&ink par la recurrence 
F, = F,-, + - - - +Fnwk Vn 2 1 (3.4) 
en prenant comme conditions initiales F-k+l = - . - = F-, = 0 et F0 = 1. 
Comme pr&Sdemment, les conditions initiales sont telles que B = 
(0, * * * 7 0) et done 
F, = S”(A) (3.5) 
oh A est l’ensemble des racines du polyn6me caracteristique 
Zk - Zk-l - &2 - . . . -1 = 0. 
Bien entendu, on ne va pas chercher la valeur de ces racines pour 
exprimer les Fn. On puke dans le formulaire de fonctions symetriques 
1 -1 1 -1 1 *** 
1 -1 1 -1 . . . 
S”(A)= ; 1 1 -1 1 . . . (3.6) 
0 0 1 1 -1 *** 
. . . . 
qui est l’expression des S”(A) comme determinant en les S’( -A) (formule 
3.5 de [6]). 
Ou bien encore, l’expression developpee des S”(A) comme produit des 
S’( -A) s’ecrit ici comme somme de multinomiaux: 
somme sur toutes les partitions 
1=1...12...2... k...k - 
m, m2 mk 
de poia3 m, + 2m, + - * * +km, = n, Z(Z) dCsignant la longueur (= m, 
+ -. . +m,). 
On peut choisir de developper S”(A) dans une autre base de fonctions; 
par exemple, si \CI’(A) dtsigne la somme des i-iemes puissances Ca’ et 
#‘j,., ‘(A) le produit #‘(A)@(A). . . @(A) de telles fonctions, alors 
S”(A) = c#‘( A)/ml!m2! . . .1”‘12~*. . . (3-g) 
somme sur toutes les partitions Z = 1”12”2.. . de poids n. Pour notre 
alphabet A particulier, il nous reste a determiner les JI j( A). 
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LEMME 3.9. Soit A cornme duns 3.5, et j: 1 I j I k; alors I/‘( A) = 
2j - 1. 
En effet, Cz’!!V( A) = exp(logn(1 - za)-‘) = exp(C, E A - log(1 - za)) 
= exp(Cj >r#j( A)/j). Comme ici Xz”S”( A) = l/(1 - z - . . . -zk) = 
(1 - z)/(l - 22 + zkfi), on conclut pour ce qui concerne les termes de 
degr6 inferieur a k. 
Les formules 3.7, 3.8 et Lemme 3.9 sont periodiquement redecouvertes 
(cf. 171). 
4. TRANSFORMATION DE SUITES RECURRENTES 
Le recours aux fonctions symetriques permet le transfert formel des 
proprittCs de ces dernieres a la thtorie des suites rrkurrentes; en particulier 
est ainsi souligne l’importance des dCterminants i obares en les termes dune 
suite recurrente. On peut en outre tranformer les suites recurrentes H l’aide 
des differents operateurs dont on dispose sur l’anneau des polyn6mes. 
Par exemple, si A = {al,. . . , a,} est un alphabet otalement ordonne, on 
definit l’operateur de symttrisation rA par 
VJ E Nk, rA(ak . . . ati) = S,(A). (4.1) 
Cet operateur permet une recurrence sur le cardinal de A; ainsi, pour tout 
entier p 2 k, et tous I, J E NP, 
d$,~b@)) = s,,,(A) (4.2) 
avecA’= {al,..., up}. Par ailleurs, rA( fg) = fvA( g) si f est symetrique n 
A. 
Illustrons sur un exemple comment augmenter l’ordre d’une suite recur- 
rente a l’aide d’un operateur A. 
En reponse a une question de Fourier, Tardy [8] a montre que si {S,,} est 
une suite recurrente d’ordre k de polyname caracteristique (x - al). . . 
(x - ak), alors {(S,,+iSn+j - S,,+iS,+j,)}, ot i, j, i’, j’ sont des entiers tels 
que i + j = i’ + j’, est une suite recurrente d’ordre le binomial 0 : et de 
polyame caractkistique I& ~ ,(x - ah)( x - a,). 
Ce resultat se generalise n la propriett suivante: 
PROPOSITION 4.3. Soit p un entier, I, J E ZP, { S,,( A - B)} une suite 
rhrrente d’ordre k 2 p. Alors {T, = St,P+J,,,(A - B)} est we suite 
Gcurrente d ‘ordre z 0 , nP+Jd~signantI’&mentn+j,,...,n+j,deZP. 
Etudions tout d’abord la suite { T,l} obtenue en annulant up+*, . . . , ak. A 
partir de (2.4), ou plus aisement encore, de l’interpretation combinatoire des 
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fonctions de Schur comme sommes de tableaux de Young de forme don&e, 
on voit que (ai . . . up) -‘T’ est independant de n pour n assez grand. En n 
d’autres termes, 
cz”Tn’ = P(a,, . . . , up, B)/(l - a,. . . a,z) (4.4) 
le polynome P du numerateur prenant en compte les conditions initiales. 
Soit Q( p, A) le polyname lJ(l - a,~), produit sur tous les monomes 
a,, = a,,, * . . a$’ 1 I hi a** I h, I k. L’image de l’egalite (4.4) par 
l’operateur rA est 1’CgalitC 
P(u,,...,u,,B)Q(p,A)(l -u,...u,z)-‘)/Q(p,A). 
(4.5) 
La suite recurrente { T, } est done d’ordre ( i) et de polyname caracteris- 
tique IJ(x - uH). 
5. SUITE DE LUCAS 
Ainsi que nous l’avons indique dans la preface, il y a plusieurs man&es 
d’identifier une suite recurrente a une suite de fonctions symetriques. La 
plus fructueuse est detaillee au paragraphe 2 et illustree au paragraphe 3. 
Cepedant, pour les nombres de Lucas, il est preferable de s’appuyer sur la 
solide recurrence de Girard (Invention nouvelle en algebre, Amsterdam 
1629; attribuee a Newton dans les pays anglo-Saxons): 
$?(A) + s’( -A) * lp(A) + s*( -A) * J/“-*(A) 
+ . . . +S”-‘( -A) . \cl’( A) + nS’( -A) = 0 (5-l) 
valable pour tout alphabet, tout pays et tout n positif. 
Une suite recurrente d’ordre k, { JI”, JI’, . . . } avec #’ = k pourra done 
Ctre identifiee a la suite des { #“(A)}, card(A) = k si elle verifie les relations 
de Girard pour ses termes initiaux. Par exemple, le mCme alphabet que pour 
les nombres de Fibonacci, i.e., A = ((1 + 6)/2, (1 - 6)/2} donne la 
suite {#“(A)} telle que #O(A) = 2, #‘(A) = 1, et que J/“(A) - J/“-‘(A) - 
$‘I-*( A) = 0, puisque S’( -A) = - 1, S*( -A) = - 1. 
On aura reconnu la les nombres de Lucus 2,1,3,4,7,11,18,29, . . . . Dans 
le cas ot A est de cardinal quelconque, la suite {#“(A)} a CtC dite suite de 
Lucas g6nCrulisk. On prouve pour elle le m&me type de congruence que 
dans le cas des nombres de Lucas. 
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Part exemple, pour tout premier p et tout alphabet A tel que les S’( -A) 
soient entiers, alors (#‘( ,4))P = $J’(A) modulo p; comme par ailleurs 
d’apr&s Fermat, ($‘(A))P = @(A)mod p, on a finalement 
LEMME 5.2. J, p( A) = $‘(A) module p, 
Pour des propriMs de congruence plus fines, nous renvoyons g [l]. 
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