This study was conducted to quantitatively characterize the aroma strength of saffron, Crocus sativus L. (Iridaceae), using an electronic nose (e-nose). Thirty-three saffron samples from different geographical regions were prepared for the experiments. The aroma strength of the saffron samples was determined based on the ISO 3632 method as E 1% 1cm 330nm directly relates to safranal concentration. Multilayer Perceptron (MLP) and Radial Basis Function (RBF) neural network models were then applied for the prediction of E 1% 1cm 330nm using sensor array responses of the e-nose sensors. Principal Components Analysis (PCA) was also utilized for aroma feature selection and then dimensionality reduction of sensor array data sets for improving the neural models was applied. The results revealed that in the improved MLP model with lower-dimension data, the prediction accuracy of E 1% 1cm 330nm (R 2 = 0.99, RMSE = 0.64) remained the same or slightly higher than the original model with higher-dimension data and also was better than those obtained using the RBF models. The overall results showed the suitability of e-nose as a nondestructive and online instrument for saffron aroma strength characterization.
Introduction
Saffron (Crocus sativus L.) quality is determined by its main chemical properties, including Crocins (C 44 H 64 O 24 ), Picrocrocin (C 16 H 26 O 7 ), and Safranal (C 10 H 14 O), which are responsible for colour, taste, and aroma, respectively. [1] Based on the ISO 3632 standard, saffron aroma quality is evaluated by the amount of safranal using spectroscopy analysis. [2] Safranal, the main volatile component of the essential oil, forms approximately more than 60% of the essential oil and 0.001-0.006% of the dry matter content. [3] [4] [5] Because conventional quality analysis techniques such as chromatography and spectroscopy are not suitable for the rapid and online quality characterization of saffron, [6] in the last few decades new methods mimicking artificial senses and their fusion for in-process and real-time assessment of food products have been proposed. [7] [8] [9] [10] As described in a report, it is possible to classify saffron samples based on their "aroma strength" from low to high aromatic quality. [11] Authors extracted the aroma features of 11 saffron samples, which, after preprocessing, were utilized as the input data set for data analysis models. The final results showed that the e-nose system coupled with an artificial neural network model can strongly discriminate saffron samples based on their aroma strength. In the present study, a new technique for prediction of the aroma strength of saffron samples was developed by mimicking human experts using conventional techniques. The approach was to utilize an electronic nose (e-nose) system equipped with 11 metal oxide semiconductor (MOS) gas sensors to address the quantitative relationships between sensor array responses and saffron aroma strength by means of PCA, MLP, and RBF techniques based on the ISO standard. This approach has not been reported in the literature before.
Materials and methods

Saffron samples and chemicals
Thirty-three saffron samples including S1-S33 were procured from several prominent saffronproducing regions in Iran (Table 1) . The samples cultivated during three years of production were obtained directly from producers with a guarantee of origin and freedom from adulteration. The samples were dried at room temperature under ventilated conditions and then refrigerated at 4°C (in the absence of light) before the experiments. One gram of each sample was taken for analysis. Pure safranal was used (Sigma-Aldrich Chemie GmbH 17306) to develop the safranal function curve.
Uv-Vis spectrophotometry analysis
According to the ISO 3632 standard, aqueous saffron extract samples were prepared. [2] Then the spectral characteristics of the samples were monitored by scanning (from 200 to 700 nm) using a Cary 6o UV-Vis spectrophotometer (Agilent Technologies, Inc. USA) and utilizing Cary WinUV software. The maximum UV absorbance for the prepared samples in the 1 cm quartz cell and the maximum wavelength (about 330 nm) indicates the "aroma strength" corresponding to the amount of safranal compound recommended by ISO 3632 for saffron aroma quality characterization. The aroma strength can then be determined using the following equation:
Here E 1% 1cm 330nm: aroma strength; A: the absorbance at about 330 nm (maximum absorbance of safranal); m: mass of the saffron sample, in grams; and h: moisture and volatile content of the sample, expressed as a mass fraction: (initial mass-constant mass)/initial mass)* 100. Constant mass was calculated when 1 g of the powdered sample was placed uncovered in an oven set at 75°C for 48 h. It is worth mentioning that ISO3632 specifies saffron with aroma strength in the interval 20 < E 1% 1cm 330nm<50 value.
E-nose setup
E-nose is an instrument designed to imitate the sense of smell and to discriminate among complex odours by means of an array of gas sensors. [12] In this study, an e-nose system developed in our laboratory for saffron aroma characterization was utilized. It consisted of a sensor array comprising 11 selected gas sensors (TGS822, TGS813, TGS2602, TGS2611, TGS2610, and TGS2620 manufactured by Figaro Engineering, Inc. (Osaka, Japan) and MQ3, MQ6, MQ9, MQ136, and MQ137 sensors made by HANWEI Electronics Co. Ltd. (Henan, China)). These sensors were selected based on previous works for quality evaluation of some foods using the e-nose technique. [13] [14] [15] The objective of this research was, however, to evaluate the e-nose effectiveness for saffron aroma quality evaluation. In addition, a relative humidity sensor and a temperature sensor were installed inside the sensor chamber. Direct headspace sampling method and fresh air purging were utilized. The measurement process comprised two stages: (1) gas concentration and measurement, and (2) purging. Each saffron sample was placed in the e-nose chamber allowing the systems' headspace to become saturated with the saffron aroma for 400 s. Steady-state sensor responses occurred at around 350 s and this time period was considered as the system response time. To achieve gas homogeneity in the headspace, internal air circulation was performed during this period.
Data acquisition was conducted using a microcontroller device and a software program running on a laptop computer in 10 consecutive times (351-360 s). Eleven features were considered for each measurement and finally a rectangular data matrix (11*990) was organized as a raw database, i.e. 11 sensors (aroma features) *10 consecutive data for each sample*33 sample * 3 replications. During the experiments, air temperature and relative humidity of the chamber were maintained within 35-43°C and 5-10% RH, respectively. Because sensor signals are affected by changes in the chamber temperature and humidity, the chamber conditions must be kept constant during all the experiments. More details about the e-nose setup, the gas sensors, and signal processing are provided elsewhere.
[11] Figure 1 shows the schematic representation of the developed system.
Data analysis
To identify the aroma differences and to predict E 1% 1cm 330nm of the saffron samples, one unsupervised and two supervised pattern recognition models were used. Principal Components Analysis (PCA), an unsupervised model, is the best descriptor of differences between the samples and has been widely used in the literature to display a visualization of clusters and outliers of the e-nose response to odors. [16] In addition, PCA helps determine which principal components extracted from the original variances contribute more to the differences. In this study PCA was utilized for aroma feature selection and dimensionality reduction of the data set, which provides qualitative information for pattern recognition models.
Multilayer Perceptron (MLP) and Radial Basis Function (RBF) neural network models, the supervised models, were developed to create E 1% 1cm 330nm predictor models using the aroma features. MLP was a feedforward artificial neural network model that maps sets of input data onto a set of appropriate outputs. In this model, the input layer of the network consisted of several neurons corresponding to aroma feature values. The output layer had one neuron representing E 1% 1cm 330nm values. The original data matrix, 11* 990 data set, was randomly divided into 70%, 15%, and 15% portions to generate the training, validation, and test data sets, respectively. The trial-and-error approach was utilized to set the number of neurons in the hidden layer based on the root mean square error (RMSE) values. Tangent-sigmoid and linear transfer functions were applied in the hidden layer and the output layer, respectively. The Levenberg-Marquardt (trainlm) algorithm was utilized for error minimization. [17] The RBF network is a particular type of artificial neural network with feed-forward connectionist. RBF networks typically have three layers: an input layer, a hidden layer with a nonlinear RBF activation function, and a linear output layer. Although the structures of RBF and MLP networks are the same, their input-output mappings and training algorithms are fundamentally different. In the hidden layer, RBFs typically produce localized response to the input vector by means of a hybrid algorithm that employs a radially symmetric function such as the Gaussian function. Network output is a linear combination of the activation function in the hidden layer of the inputs and the neuron parameters (a straightforward supervised training) to predict the output variable in a way similar to MLP networks. [18] The steps include: selecting the radial basis centres (μ i ) using a clustering method, determining the spreads (σ i Þ from the average distance between neighbouring cluster centres, and finally, output-layer training using the radial basis activations as regressors to predict the goal outputs. [19] The spread default is set to 1; however, it can be varied to achieve the best final model results (by tracking R 2 and RMSE). More details about these techniques are discussed elsewhere. [18] [19] [20] One of the main problems of RBF and MLP network modelling is that more redundant or uncorrelated information in the input data set may decrease model accuracy or may result in over-fitting in the output layer. [21] Owing to these problems, redundant data were eliminated from the data set in two times based on the PCA results (data sets were: total aroma features, total aroma features excluding the less-effective features, and only the more-effective aroma features). PCA analysis was performed using Unscrambler 10.4 software while MLP and RBF network analyses were performed using the MATLAB 7.14.0 software package. 
Results and discussion
Uv-Visible spectroscopy analysis
First, a safranal calibration function was developed using spectroscopic analysis on six solutions (5-30 mg/L) of pure safranal. To determine the mean absorption of each sample, the prepared saffron extract samples were analysed three times using UV-Visible spectroscopy. Finally, by using the obtained safranal function and ISO3632 standard-based method, it was possible to determine the E 1% 1cm 330nm values as shown in Table 1 . The E 1% 1cm 330nm values of the saffron samples were sought as goals of the pattern recognition models.
Characterization of saffron aroma strength
Principal Component Analysis (PCA): PCA was applied for describing the differences between the saffron samples, allowing visualization of the clusters, and for reducing the dimensionality of the data as well. Over 330 measurements performed with the e-nose (10 measurements for each sample) and by employing the PCA data set were transformed into two-dimensional (2D) coordinates. The 2D PCA score plot is given in Fig. 2 , showing the mean centre of each cluster. In the 2D figure of PCA, the horizontal and vertical axes showed the contribution rates of the two main components (PC1 and PC2). These two components contain 98% of the data variance (PC1 explains 88% of the total variation, while 10% of the total variance is explained by PC2). Since PC3 described only the remaining 2% of the data set, it was removed. As Fig. 2 shows, the proposed method was able to detect a clear difference in the aroma fingerprint of nearly all the tested samples.
The PCA loading plot shows the relative contribution of the aroma features used (here the signal of gas sensors) to each PC as shown in Fig. 3 , illustrating the loading factors related to PC1 and PC2 for each sensor. Sensors associated with less loading factors for a particular component have a low contribution to the total response, while a discriminating sensor indicates high values.
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MLP analysis for the prediction of E 1% 1cm 330nm: The MLP networks were trained with three data sets (the input layer containing: 1 -all the aroma features; 2 -all the aroma features excluding the less-effective ones; and 3 -only the more effective features) based on the PCA results. Results of this analysis and the correlation between the actual and predicted values of E Figs. 4-6 (models A-C). Each training state was performed three times and finally the average values of R 2 and RMSE were calculated. It can be seen that the model utilizing all the aroma features (Fig. 4, model A) is more accurate than that utilizing only the more effective aroma features (Fig. 6, model C) . Figure 5 , model B shows that when the less-effective aroma features were removed from the total data set, the MLP model accuracy was slightly diminished. Therefore, it was decided to test increasing the number of neurons in the hidden layer of model B from 30 to 60 in 10 neuron increments. The final results are shown in Fig. 7 , as model D, and it can be seen that the accuracy of the developed model having 50 neurons in the hidden layer yields better results (R 2 = 0.99 and RMSE = 0.64) than model A. A similar procedure was performed for model C, but no more accurate results were obtained.
It could be concluded that by increasing the hidden-layer neurons of model A, more accurate results will be achieved. Model B is simpler and more economical due to having fewer MOS sensors. Figure 8 shows the training, validation, and test performance of model D. It can be concluded that these processes have performed accurately without over-fitting in the output layer.
RBF analysis for prediction of E
1% 1cm 330nm
The developed RBF networks were trained with the three data sets (used in models A-C) and the "newrb" function was implemented in the MATLAB software. The function newrb iteratively creates a radial basis network by adding one neuron at a time. At first, the default setting, i.e. 1, was used for the spread parameter of the RBFs and then it was varied. The best performance was achieved with the spread set at 0.4. Neurons are added to the network until the sum-squared error falls below an error goal (the goal was set at zero) or a maximum number of neurons has been reached (here 600 neurons). The output layer consisted of one neuron corresponding to E 1% 1cm 330nm. The RBF results and the correlation between the actual and predicted E 1% 1cm 330nm values are shown in Figs. 9-11 (models E-G). Each training state was performed three times and the average R 2 and RMSE values were calculated.
The above results show that the developed RBF neural networks, especially the all-inclusive one, can predict the E 1% 1cm 330nm with reasonable statistical indices (R 2 = 0.925 and RMSE = 2.7), but no more accurate than those obtained by the MLP models. It seems that the tangent-sigmoid function utilized in the MLP hidden-layer neurons is more robust than the RBFs for mapping aroma features to E 1% 1cm 330nm. In the previous work aimed at saffron aroma-based classification, some linear models such as Partial Least Squares (PLS) and Multiple Linear Regression (MLR) were tested and the results were less accurate than the MLP model. [11] 
Conclusion
This study attempted to establish an original approach for the quantitative characterization of saffron aroma strength using an e-nose. Eleven aroma features of 33 saffron samples of different geographical regions were picked up using a developed e-nose system. The aroma strength of the tested samples was calculated based on ISO standards. PCA was utilized to determine which aroma features (sensors) contribute more to clustering of the saffron samples. In addition, two nonlinear supervised models, MLP and RBF neural networks, were applied for mapping the aroma features to aroma strength. Their final results were compared and it was concluded that the developed e-nose system coupled with the improved MLP model (model D) can predict the E 1% 1cm 330nm values of saffron samples using sensor array responses of the e-nose with good accuracy (R 2 = 0.99, RMSE = 0.64). These results also showed that the aroma parameters are proper predictors for nondestructive and online saffron aroma-quality characterization.
