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Abstract
In this paper, we propose upper and lower error bounding techniques for reduced order mod-
elling applied to the computational homogenisation of random composites. The upper bound relies
on the construction of a reduced model for the stress field. Upon ensuring that the reduced stress
satisfies the equilibrium in the finite element sense, the desired bounding property is obtained. The
lower bound is obtained by defining a hierarchical enriched reduced model for the displacement.
We show that the sharpness of both error estimates can be seamlessly controlled by adapting the
parameters of the corresponding reduced order model.
keywords: Model Order Reduction, Error Estimation, Computational Homogenisation, Proper
Orthogonal Decomposition, Constitutive Relation Error
1 Introduction
Reduced order modelling is becoming an increasingly popular tool to solve parametrised or time-
dependent problems (e.g. [35, 37, 27, 16, 4, 40, 24]). Such problems appear in a number of applications
in solid mechanics, including the treatment of uncertainties, structural optimisation and multiscale
modelling. Here, we are particularly interested in the case of nested computational homogenisation
schemes for random heterogeneous materials (e.g. [55, 15, 17]) with parametrised micro-structural
properties. One of the numerical bottlenecks of such approaches is the numerical costs associated to
the representative volume element (RVE). Indeed, these costs become prohibitive when the material
hetorogeneities are parametrised in order to proceed to their identiﬁcation or optimisation with respect
to some macroscopic overall properties.
Reduced order modelling proposes to deliver a surrogate model for the solution to a parametrised
problem, whose evaluation should be inexpensive an accurate. Such techniques consist of two phases.
A training (or “oﬄine” ) stage and an evaluation (or “online” ) stage. During the training stage,
the parameter domain is explored, which provides training data that are used to build the surrogate
model over the parameter domain. In the evaluation stage, the surrogate model is evaluated at a
particular point of interest in the parameter domain. Reduced order modelling techniques diﬀer in the
way they explore the parameter domain, deﬁne and evaluate the surrogate model. One of the classical
family of reduced order models is based on the response surface method. The solution is evaluated
∗pierre.kerfriden(at)gmail.com
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at certain points of the parameter domain, and interpolated using explicitly deﬁned shape functions,
for instance polynomials. A more advanced class of interpolation techniques such as Kriging, Moving
Least-Squares or the Reduced Basis Method [46, 48, 16, 20], do not explicitly deﬁne the shape functions
over the parameter domain, but construct them “on-the-ﬂy” during the evaluation stage, based on some
optimality criteria. Another class of reduced order modelling techniques perform a spectral analysis
of the training data, and use the part of the spectrum associated to high energy content to build
the surrogate model. This is the case of the methods based on the Singular Value Decomposition
(SVD) and their extensions (Proper Orthogonal Decomposition (POD) [22, 36], Balanced Truncation
(see for instance [5]), Multilinear Singular Value Decomposition, Proper Generalised Decomposition
(PGD) [31, 11, 40, 12, 30]), or on Krylov Subspaces (Moment Matching Method, see for instance
[5]). As in the case of interpolation-based reduced order models, the surrogate can be deﬁned by
an explicit spectral expansion over the parameter domain, like in the case of the POD. Otherwise,
an implicit deﬁnition for the surrogate will require some “online” computations to conform to an
optimality criterion, like in the case of Galerkin-POD [35, 37, 27, 28, 23, 18] used in this article. In
any case, the choice of the best reduced order modelling method for a particular application strongly
depends on the characteristics of the underlying parametrised problem.
Reduced order modelling should be associated to error estimation to control the distance between
the solution of the parametrised problem (often called “truth” solution) and the solution delivered by
the surrogate. this requirement becomes even more stringent in the case of nested approximations,
for instance in the case of multiscale modelling. It is fundamental to understand that there are two
types of error associated with reduced order modelling: the “oﬄine” and the “online” error. The
“oﬄine” error is a global distance between the surrogate approximation and the “truth” solution over
the whole parameter domain. Error estimates for this quantity measure the average accuracy of the
surrogate model over the parameter domain. This error can be evaluated by several means, depending
on the application, which includes cross-validation estimates [26, 8, 25, 23], estimates based on spectral
analysis of the training data (see the review proposed in [1]), or more advanced techniques that deliver
bounds for a particular class of parametrised problems [16, 30]. These estimates are used to control
the sampling of the parameter domain and the construction of the surrogate model. The “online”
error is the distance between the “truth” solution and the solution delivered by the reduced model
at a particular point of interest of the parameter domain. The accuracy and reliability of “online”
error estimates is crucial as they measure the quality of the solution that is actually delivered by the
reduced model, which is in general not simply related to the average quality of the surrogate model 1.
In addition, the numerical complexity of the “online” estimates should remain low for the evaluation
stage to be performed at cheap costs.
This paper focusses on the reliable, accurate and eﬃcient bounding of the “online” error in the
context of the Galerkin-POD. In particular, we will focus on an elastostatic problem with discontinuous
and parametrised elasticity constants, discretised by the Finite Element Method. The ﬁnite element
mesh will be considered suﬃciently ﬁne so that the discretisation error can be neglected in comparison
to the reduced order modelling error. The Snapshot-POD methodology will then be deployed to extract
“oﬄine” an attractive spatial manifold, or reduced space, in which any solution to the parametrised
problem of elasticity can be accurately represented. In the evaluation stage, an optimal solution
corresponding to a particular set of elasticity constants can be optimally computed by a Galerkin
projection of the governing equations in the reduced space. Upper bounding techniques for the reduced
modelling error have been obtained for such problems in the context of the Reduced Basis Method.
In [16], the error estimation relies on a Riesz representation for the parametrised residual, using a
ﬁxed bilinear form over the parameter domain. Then, the bounding property is obtained by weighing
the result by a coercivity constant, which is a characteristic of the elliptic operator associated to
the parametrised problem of interest. The evaluation of this constant is a key point of the strategy,
1One of the fundamental ideas behind the Reduced Basis Method [46] is to link the two types of errors by measuring
the “oﬄine” error using a “max”-type norm in the parameter domain. In general, the distinction between “oﬄine” and
“online” errors is not necessarily relevant if the actual output of the analysis is the quantity used as a target for the
construction of the surrogate.
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and speciﬁc techniques such as the Successive Constraint Linear Optimization Method [21] have been
proposed to estimate this quantity whilst retaining the bounding property. However, coercivity lower
bounds can be pessimistic in the case of elasticity. In this paper, we propose to proceed diﬀerently by
using the concept of the Constitutive Relation Error (CRE) [32], which only requires to manipulate
the concepts of displacement and stress admissibilities. In particular, no coercivity bound is required.
The CRE is a widely used technique to bound the error associated to a displacement-based approxi-
mation of elasticity problems. In particular, it has been applied to the evaluation of discretisation errors
in a ﬁnite element context [33], where it coincides in practical implementations with the Equilibrated
Residual approach (see for instance [52, 3, 50, 14]). Conceptually, the CRE proposes to construct a
recovered stress ﬁeld that is statically admissible, or equilibrated. Applying the constitutive relation
to the kinematically admissible ﬁnite element solution that needs to be veriﬁed, one obtains a non-
equilibrated stress ﬁeld, called ﬁnite element stress ﬁeld. The distance (in energy norm) between the
recovered stress ﬁeld and the ﬁnite element stress ﬁeld is a bound for the discretisation error. All the
technical diﬃculty resides in the construction of the equilibrated stress ﬁeld [45].
...
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Figure 1: Schematic representation of the Galerkin-POD error bounding method based on the Consti-
tutive Relation Error.
We extend this idea to the certiﬁcation of the Galerkin-POD, which will provide a bounding tech-
nique that is conceptually simple to understand, implement and control. Here, the reference is the
ﬁnite element solution. Therefore, we ﬁrst redeﬁne the notion of statical admissibility, and require
the recovered stress ﬁeld to verify the equilibrium in the ﬁnite element sense. Then, at any point of
the parameter domain, we can upper bound the reduced order modelling error by measuring a dis-
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tance between this recovered ﬁeld and stress ﬁeld that is directly post-treated from the displacement
delivered by the reduced model. In order for the recovered stress ﬁeld to be available at cheap costs
in the “online” phase, we build a surrogate model for the ﬁnite element stress ﬁeld. This reduced
model is completely symmetric to the one developed for the displacement ﬁeld (see ﬁgure 1, which can
serve as visual guidance for the formal developments proposed in this paper). It requires an “oﬄine”
training from the initial sampling of the parameter domain, and an “online” computation to satisfy an
optimality condition. While the optimality of the reduced displacement is enforced by minimisation
of the potential energy, the optimality of the recovered stress is obtained by minimisation of the com-
plementary energy in the space of stresses that are generated by the surrogate model. The technique
proposed in this paper is largely inﬂuenced by, and complementary to, the developments given in [30],
where the CRE is applied to evaluate the “oﬄine” error of a PGD reduced order modelling technique.
We will show that the eﬃciency of the upper bound can be seamlessly controlled by the order of
the POD expansion of the reduced order model for the stress ﬁeld. In order to lay the foundation
for the development of adaptive reduced order models, we also propose a lower bound, which requires
the “online” solution of a hierarchically enriched reduced model for the displacement ﬁeld and whose
eﬀectivity can also be controlled. We will also provide some numerical results showing the convergence
of both bounds with the reﬁnement of the initial surrogate.
The eﬃciency of the method will be illustrated on problems that are directly related to com-
putational homogenisation. However, the concepts presented in this paper apply to any aﬃnely
parametrised problems in linearised elasticity. There are two main reasons for focussing on homogenisa-
tion. Firstly, computational homogenisation can hugely beneﬁt from algebra-based reduction methods,
as mentioned earlier. A number of related contributions dealing with reduced order modelling for ho-
mogenisation acknowledge this fact [53, 43, 7, 2, 42]. Secondly, the homogenisation problem can, under
some assumptions, be recast as a set of compliant boundary value problems over the RVE, which means
that the energy in the domain is the actual output of the computation. Therefore, straight error esti-
mates in the energy norm are of direct interest without resorting to speciﬁc goal-oriented techniques.
This is not a limitation of the method itself, which could be coupled to any technique available in the
literature to obtain general goal-oriented error estimates from error measures in the energy norm (see
for instance [41, 34, 50, 32, 29, 44, 16]). This idea will be elaborated (but not used explicitly) in the
core of this paper. Also, we limit our investigations to parametrised problems with ﬁxed geometry
(ﬁxed distribution of inclusions in the context of homogenisation, and test sample that is large enough
to be an RVE). Again this is not a limitation of the method, which could be coupled to the mapping
technique presented in [16] for instance.
The developments proposed in this contributions are organised as follows. In section 2, we deﬁne
the parametrised problem of elasticity and its discretisation by the Finite Element Method. In section
3, we present the basics of the Galerkin-POD reduced order modelling approach. The error bounding
technique is developed in section 4. Finally, a numerical validation of the certiﬁcation methodology in
the context of homogenisation will be presented in section 5.
2 Parametric problem of elasticity solved by the Finite Ele-
ment method
2.1 Problem statement: linear elasticity
We formulate the problem of static equilibrium of a linear elastic structure occupying a bounded
domain Ω in a physical space of dimension d ∈ {2, 3}. Let M be an arbitrary point of domain Ω and
let x = x1 e1 + ... + xd ed be its cartesian decomposition in reference frame R = (OR, e1, e2, e3). We
look for a displacement ﬁeld u ∈ U(Ω) = H1(Ω) that satisﬁes the Dirichlet boundary conditions u = w
on the part ∂Ωw of the domain boundary ∂Ω. Any displacement ﬁeld that satisﬁes the conditions of
regularity and the Dirichlet boundary conditions is said to be kinematically admissible and belongs to
space UAd(Ω) ⊂ U(Ω). We introduce the Cauchy stress tensor ﬁeld σ which belongs to a space S(Ω) of
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suﬃciently regular second-order tensor ﬁelds. A density of tractions t is applied to the structure on the
part ∂Ωt := ∂Ω\∂Ωw of the domain. A density of forces denoted by b is applied over Ω. The principle
of virtual work expresses the equilibrium of an arbitrary stress ﬁeld belonging to SAd(Ω) ⊂ S(Ω) as
follows:
∀u⋆ ∈ UAd,0(Ω), −
∫
Ω
σ : ǫ(u⋆) dΩ+
∫
Ω
b · u⋆ dΩ+
∫
∂Ωt
t · u⋆ dΓ = 0 , (1)
where UAd,0(Ω) = {v ∈ U(Ω) | v|∂Ωw = 0}. In the previous equation, ǫ(u) := 12 (▽u + ▽uT ) is the
symmetric part of the displacement gradient. The solution to the problem of elasticity is an admissible
pair (u, σ) ∈ UAd(Ω)× SAd(Ω) that veriﬁes the isotropic linear constitutive law
σ = λTr(ǫ(u)) I
d
+ 2Gǫ(u) :=D˜ : ǫ(u) , (2)
where λ and G are the Lame´ elasticity constants, and D˜ is the fourth-order Hooke’s elasticity tensor.
The inverse of this constitutive law reads
ǫ(u) =
1 + ν
E
Tr(σ) I
d
− ν
E
σ :=C˜ : σ , (3)
with E and ν the Young’s and Poisson’s moduli respectively, which are linked to the Lame´ constants
by the relationships λ = E ν(1+ν)(1−2 ν) and G =
E
2(1+ν) .
By substitution of the constitutive law into the principle of virtual work, the problem of elasticity
can be recast in the primal variational form (displacement approach)
Find u ∈ UAd(Ω) such that ∀u⋆ ∈ UAd,0(Ω), a(u, u⋆) = l(u⋆) , (4)
where the symmetric bilinear form and the linear form associated with the problem of elasticity are
respectively deﬁned, for any ﬁelds v and u⋆ in U(Ω), by
a(v, u⋆) =
∫
Ω
ǫ(u⋆) : D˜ : ǫ(v) dΩ , l(u
⋆) =
∫
Ω
b · u⋆ dΩ+
∫
∂Ωt
t · u⋆ dΓ . (5)
2.2 Parametrised problem of elasticity
We consider that the input characterising the problem of elasticity are functions of a ﬁnite set of nµ
scalar parameters (µi)i∈J1,nµK that are ordered in a parameter vector µ ∈ Rnµ . Let P ⊂ Rnµ be
the domain of admissibility of µ. More precisely, the force densities b and t, the Dirichlet boundary
conditions w and the Young’s and Poisson’s ratios E and ν are functions of parameter µ 2.
The ﬁeld variables are now formally redeﬁned as functions of the parameter:
u : P → U(Ω)
µ 7→ u(µ) and
σ : P → S(Ω)
µ 7→ σ(µ) . (6)
This deﬁnition is extended to all parametrised variables and spaces. If not stated explicitly, a symbolic
expression of the type f(µ) ∈ F(µ) will imply the deﬁnition of a function f with inputs in P and
values in space
⋃
µ∈P F(µ). A symbol of the type f(y, z;µ) will additionally imply that the values of
f are functions of variables y and z.
2The domain Ω and its boundary split ∂Ω = ∂Ωw ∪ ∂Ωt could also be parametrised, but this would lead to compli-
cations in terms of reduced order modelling and error estimation, which will not be addressed in this contribution. The
interested reader can refer to the work presented in [16] for the certification of Galerkin-based reduced order models
applied to elliptic problems with parametrised geometries. In this work, specific mappings to a reference problem with
fixed geometry are developed and used. This technique could be coupled in a relatively straightforward manner to the
certified reduced order modelling methodology that we present in this paper
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For a given µ, a kinematically admissible displacement ﬁeld will be sought in UAd(Ω;µ) = {v ∈
U(Ω) | v|∂Ωw = w(µ)}. Similarly, a statically admissible stress ﬁeld σ(µ) ∈ SAd(Ω;µ) will satisfy the
parametrised principle of virtual work:
∀u⋆ ∈ UAd,0(Ω), −
∫
Ω
σ(µ) : ǫ(u⋆) dΩ+
∫
Ω
b(µ) · u⋆ dΩ+
∫
∂Ωt
t(µ) · u⋆ dΓ = 0 , (7)
By constraining the stress ﬁelds to satisfy a priori the constitutive equation
σ(µ) = D˜ (µ) : ǫ
(
u(µ)
)
, (8)
the parametric problem of elasticity can be written in the primal variational form, for any µ ∈ P:
Find u(µ) ∈ U(Ω) such that ∀u⋆ ∈ UAd,0(Ω),
a(u(µ), u⋆;µ) = l(u⋆;µ) ,
(9)
where the parametrised bilinear and linear forms associated with the problem of elasticity read, for
any (v, u⋆) in (U(Ω))2,
a(v, u⋆;µ) =
∫
Ω
ǫ(u⋆) : D˜ (µ) : ǫ(v) dΩ , l(u
⋆;µ) =
∫
Ω
b(µ) · u⋆ dΩ+
∫
∂Ωt
t(µ) · u⋆ dΓ . (10)
2.3 Quantity of interest and input-output map
Let us consider a set of nQoI scalar quantities of interest ordered in a vector Q(µ) = Q˜(u(µ)) ∈ RnQoI .
Our goal is to construct a surrogate for map Q.
The basic strategy applied in such cases is to compute the quantity of interest corresponding to
certain (well-chosen) parameter values in µ ∈ P˜ = {µs1, µs2, ... , µsns}, where P˜ is a subset of P (called
training parameter domain or snapshot parameter domain), and interpolate the quantity of interest
in some ways over the entire parameter domain P. Of course, the method of interpolation should be
driven by considerations of optimality, stability and quality control.
In particular, interpolating the solution u and not directly the output over the parameter domain
is usually preferable. Notably, and this is the point that we focus on in this contribution, reliable error
estimates can be obtained for a certain class of parametrised boundary value problems. We will use
the Galerkin-POD approach, which will be described in section 3.
2.4 Finite element discretisation
We approximate the solutions to the parametrised problem of elasticity by making use of a classical
ﬁnite element discretisation Uh(Ω) ⊂ U(Ω) of space U(Ω) [54, 13]. As we assumed that domain Ω does
not depend on parameter µ, we can construct a unique ﬁnite element space for all the realisations of
the parametrised boundary value problem. More precisely, the ﬁnite element space will be such that
Uh(Ω) = {v ∈ U(Ω) | ∀ j ∈ {1, ... , d}, vj ∈ span ((Ni)i∈J1,nnK)} , (11)
where vj denotes the j
th component of vector ﬁeld v and functions (Ni)i∈J1,nnK are compactly supported
ﬁnite element shape functions belonging to U(Ω).
Let Uh,0(Ω) :=Uh(Ω) ∩ UAd,0(Ω) be the space of ﬁnite element ﬁelds that vanish on ∂Ωw and let
up(µ) be a particular ﬁeld of UAd(Ω;µ), for any µ ∈ P. The ﬁnite element approximation uh(µ) of
u(µ) is the solution to the following variational problem:
Find uh(µ) ∈ Uh,0(Ω) + {up(µ)} such that ∀u⋆ ∈ Uh,0(Ω),
a(uh(µ), u⋆;µ) = l(u⋆;µ) .
(12)
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We will assume in this paper that the parametrised Dirichlet boundary conditions conform to
the ﬁnite element space, which means that Uh,Ad(Ω;µ) :=Uh(Ω) ∩ UAd(Ω;µ) 6= {}. In this context,
up(µ) is naturally chosen in the ﬁnite element space Uh(Ω) and we will use the alternative notation
uh,p(µ) ≡ up(µ), where uh,p(µ) ∈ Uh,Ad(Ω;µ).
For any µ ∈ P, problem (12) can ﬁnally be recast in the form:
Find uh,0(µ) ∈ Uh,0(Ω) such that ∀u⋆ ∈ Uh,0(Ω),
a(uh,0(µ), u⋆;µ) = l(u⋆;µ)− a(uh,p(µ), u⋆;µ) , (13)
and the ﬁnite element solution is obtained making use of the lifting identity uh(µ) = uh,0(µ)+uh,p(µ).
Notice that the ﬁnite element solution obtained in this fashion is kinematically admissible, which is
important for the remainder of the developments.
In the following, we assume that the ﬁnite element space is suﬃciently ﬁne so any measure the
ﬁnite element error eh(µ) :=u(µ)− uh(µ) is small for all µ ∈ P.
3 Galerkin-Proper Orthogonal Decomposition
The idea of projection-based reduced order modelling relies on the fact that the solutions to parametrised
boundary value problems are often found to lie in low-dimensional spatial subspaces engendered by
the parametric dependence. In the training stage, several methods can be used to capture the at-
tractive subspace numerically, amongst them the popular Snapshot (or Empirical) Proper Orthogonal
Decomposition [49]. In the evaluation stage, the governing equations corresponding to any parameter
of interest are projected in the reduced space obtained “oﬄine”. In the case of elliptic parametrised
boundary value problems, such a projection by means of the Galerkin method yields an optimally
interpolated solution, from which the quantities of interest can be extracted.
3.1 Projection-based reduced order modelling
In order to introduce the approximation of the displacement uh using a reduced space, let us ﬁrst recall
the lifting of the ﬁnite element solution over the parameter space
∀µ ∈ P, uh(µ) = uh,0(µ) + uh,p(µ) . (14)
In equation (14), uh,0 is a function of µ with values in Uh,0(Ω), which means that the displacement ﬁelds
uh,0(µ) vanishes on ∂Ωw for any µ ∈ P , while the values of function uh,p belong to the ﬁnite element
space Uh(Ω) and satisfy the Dirichlet boundary conditions of the parametric boundary value problem
exactly. We assume for now that the lifting uh,p is known, and concentrate on the approximation of
the values of the homogeneous remainder uh,0 using a reduced space.
Let us introduce a basis (φ
i
)i∈J1,nφK ∈
(Uh,0(Ω))nφ of the representative subspace U r,0(Ω) ⊂ Uh,0(Ω)
in which any value of the displacement uh,0 will be approximated. This basis is also assumed to be
known at this stage. Using these notations, and for any µ ∈ P, we look for an approximation ur(µ) of
uh(µ) to the parametrised problem of elasticity in the form
uh(µ) ≈ ur(µ) :=ur,0(µ) + uh,p(µ) , where ur,0(µ) =
nφ∑
i=1
φ
i
αi(µ) . (15)
The functionals (αi)i∈J1,nφK are interpolation weights, called “reduced variables”. The interpolation
weights can be optimally computed by using a Galerkin formulation of the elasticity problem in the re-
duced space, for any admissible parameter value. The projected problem corresponding to an arbitrary
µ ∈ P reads
Find ur,0(µ) ∈ U r,0(Ω) such that ∀u⋆ ∈ U r,0(Ω),
a(ur,0(µ), u⋆;µ) = l(u⋆;µ)− a(uh,p(µ), u⋆;µ) . (16)
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Substituting (15) into (16), and using the explicit form of the bilinear and linear forms of the
parametrised elasticity problem, one obtains the following (small) system of nφ coupled equations in
the reduced variables (αi(µ))i∈J1,nφK:
Kr(µ)α(µ) = Fr(µ) + Fr,p(µ) , (17)
where the α(µ) ∈ Rnφ is the unknown vector of weighting coeﬃcients. The algebraic operators used
in the previous expression are deﬁned by:
∀ (i, j) ∈ J1, nφK2, Krij(µ) = a(φj , φi;µ)
∀ j ∈ J1, nφK, Frj(µ) = l(φj ;µ)
∀ j ∈ J1, nφK, Fr,pj (µ) = −a(uh,p(µ), φj ;µ) .
(18)
The linear system of equations (18) can be solved inexpensively in the “online” phase, for any
parameter value of interest. The result is the approximate ﬁeld ur(µ) =
∑nφ
i=1 φi αi(µ) + u
h,p(µ),
from which the approximation of the output Q˜(ur(µ)) can be estimated. However, in order to be able
to compute each of the terms of system (18) eﬃciently, some additional assumptions on the form of
the parametrised boundary value problem are required, which is detailed in the next section. The
computation of the reduced basis itself, and the deﬁnition of the lifting uh,p is done in the “oﬄine”
phase, which will be detailed later on.
3.2 Case of parametric elasticity problems admitting an affine form
It is important to remark that a reduced order modelling technique cannot reach the expected numerical
eﬃciency if the complexities of some of the operations performed in the “online” phase depend on the
dimension of the underlying ﬁnite element space. The usual framework is to deal with problems that
naturally admit an aﬃne or radial form (see [16, 30] for instance). When the problem does not admit
an aﬃne form (e.g.: moving domains, nonlinear problems), an approximation of the initial governing
equations must be performed in order to retrieve a reducible problem in aﬃne form (see for instance
[6, 47, 39, 10, 9, 23]).
We will suppose in this contribution that the parametrised problem of interest (13) admits a natural
aﬃne form, which reads mathematically:
∀µ ∈ P, ∀ (u⋆, v) ∈ (Uh,0(Ω))2,
a(v, u⋆;µ) =
na∑
i=1
a¯i(v, u
⋆) γai (µ)
l(u⋆;µ) =
nl∑
i=1
l¯i(u
⋆) γli(µ)
a(uh,p(µ), u⋆;µ) := lr,p(u⋆;µ) =
np∑
i=1
l¯r,pi (u
⋆) γr,pi (µ) ,
(19)
where (a¯i)i∈J1,naK are parameter-independent bilinear forms (not necessarily symmetric positive deﬁ-
nite), (γai )i∈J1,naK are explicitly known functionals of the coeﬃcients,
(
l¯i
)
i∈J1,nlK
are parameter-independent
linear forms and
(
γli
)
i∈J1,nlK
are explicitly known functionals of the coeﬃcients,
(
l¯r,pi
)
i∈J1,npK
are
parameter-independent linear forms and (γr,pi )i∈J1,npK are explicitly known functionals of the coef-
ﬁcients. Such a representation of the parametrised boundary value problem is obviously at hand if the
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parametrised data are originally given in the form of separate variables
∀µ ∈ P, ∀x ∈ Ω, D˜ (x, µ) =
nd∑
i=1
D¯i˜ (x) γ
d
i (µ)
∀µ ∈ P, ∀x ∈ ∂Ωt, t(x, µ) =
nt∑
i=1
t¯i(x) γ
t
i (µ)
∀µ ∈ P, ∀x ∈ Ω, b(x, µ) =
nb∑
i=1
b¯i(x) γ
b
i (µ)
∀µ ∈ P, ∀x ∈ ∂Ωw, w(x, µ) =
nw∑
i=1
w¯i(x) γ
w
i (µ) ,
(20)
where the notations used are consistent with those introduced for expressions (19).
In this context, assembling the projected system (18) in the “online” phase can be done eﬃciently.
The terms corresponding to each of the summands of the aﬃne expansions (19) can be pre-computed.
For instance, assembling the projected stiﬀness Kr(µ), which is an operation of numerical complexity
a priori related to the dimension of the ﬁnite element space, can be written as follows:
∀µ ∈ P, Kr(µ) =
nd∑
k=1
K¯
r
k
γdk (µ)
where, ∀ k ∈ J1, ndK, ∀ (i, j) ∈ J1, nφK2, K¯rk,ij = a¯k(φj , φj) :=
∫
Ω
ǫ(φ
j
) : D¯k˜ : ǫ(φi) dΩ .
(21)
Operators
(
K¯
r
k
)
k∈J1,ndK
can be precomputed “oﬄine”. In the “online” phase, the assembly is simply
done by computing a linear combination of these operators with coeﬃcients
(
γdi (µ)
)
i∈J1,ndK
. The same
technique can be used to assemble Fr(µ) and Fr,p(µ), for any µ of interest. As a consequence, the
numerical complexity of the “online” phase only depends on nd, nt, nb, nw and of course on the
dimension nφ of the reduced space.
3.3 Non-homogeneous Dirichlet boundary conditions in projection-based
reduced order modelling
Applying non-homogeneous Dirichlet boundary conditions in projection-based reduced order modelling
is not a trivial task. One possible approach is to use the usual boundary lifting performed in a ﬁnite
element context. We propose an alternative approach based a global lifting that is (i) consistent with
the choice of global basis vectors to deﬁne the reduced space U r,0(Ω) and (ii) consistent with the
construction of the dual reduced space used for error estimation, as will be explained later on.
Our lifting technique makes use of the previously assumed form of the prescribed displacements
(20). In the “oﬄine” stage, we compute a set of nw ﬁnite element displacement ﬁelds (ψi)i∈J1,nwK ∈(Uh(Ω))nw that satisfy
∀ i ∈ J1, nwK,
{ ∀u⋆ ∈ Uh,0(Ω), a(ψ
i
, u⋆;µ0) = 0
∀x ∈ ∂Ωw, ψ
i
(x) = w¯i(x) .
(22)
This set of ﬁelds is obtained by solving nw standard ﬁnite element problems “oﬄine” with non-
homogeneous boundary conditions. The choice of µ0 ∈ P is arbitrary.
The ﬁnite element lifting function uh,p, which satisﬁes the Dirichlet boundary conditions for any
µ ∈ P, can now be deﬁned by the aﬃne expansion
∀µ ∈ P, uh,p(µ) =
nw∑
i=1
ψ
i
γwi (µ) . (23)
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3.4 Reduced spaces obtained by the Snapshot Proper Orthogonal Decom-
position
The purpose of the Snapshot Proper Orthogonal Decomposition [49] is to deliver an orthonormal
reduced basis (φ
i
)i∈J1,nφK of given cardinality nφ such that the L2(Ω)-projection of a set of values of
the “truth” solution to the parametrised boundary value problem in the space generated by this basis
is minimised. In our context, this optimisation problem reads:
(φ
i
)i∈J1,nφK = argmin
(φ⋆
i
)i∈J1,nφK∈(U(Ω))
nφ ,
〈
φ⋆
i
,φ⋆
j
〉
L2(Ω)
= δij ∀ (i,j)∈J1,nφK2
J
(
(φ⋆
i
)i∈J1,nφK
)
where J
(
(φ⋆
i
)i∈J1,nφK
)
=
1
nφ
∑
µ∈P˜
∥∥∥∥∥uh,0(µ)−
nφ∑
i=1
〈
uh,0(µ), φ⋆
i
〉
L2(Ω)
φ⋆
i
∥∥∥∥∥
L2(Ω)
. (24)
In the previous equation, < . , . >L2(Ω) denotes the usual scalar product of L2(Ω), ‖ . ‖L2 denotes the
associated norm and δij is the Kronecker delta symbol. The snapshot parameter domain P˜ = {µsi | i ∈
J1, nsK} ⊂ P is a discrete set of ns parameter values that are chosen in P. The set of corresponding
values of uh,0 is the so-called snapshot Ξ0 = {uh,0(µ) |µ ∈ P˜}, which is computed “oﬄine” using the
“truth” ﬁnite element approximation.
The solution to this classical problem of optimisation can be obtained by solving the eigenvalue
problem
Hs ζ = λ ζ where Hsij =
〈
uh,0(µsi), u
h,0(µsj)
〉
L2(Ω)
∀ (i, j) ∈ J1, nφK2 . (25)
After ordering the eigenvalues (λi)i∈J1,nsK of H
s in descending order and denoting by (ζ
i
)i∈J1,nsK the
corresponding eigenvectors, the solution to the Snapshot POD optimisation problem (24) is given by
∀ i ∈ J1, nφK, φi =
ns∑
j=1
uh,0(µsj)
ζi,j√
λi
, (26)
where ζi,j denotes the j
th component of eigenvector ζ
i
. For a given snapshot Ξ0, the cardinal-
ity nφ of the reduced basis is usually chosen “oﬄine” such that the value of the objective function
J
(
(φ
i
)i∈J1,nφK
)
is small enough, which means that the correlated information contained in the snap-
shot has been correctly captured. Choosing the snapshot itself is a more diﬃcult issue. Qualitatively,
the sampling of the parameter domain should be ﬁne enough to capture the variations of uh,0 induced
by the parametric dependence. In practice, this requirement can be validated by empirical means such
as cross-validation [26, 1, 8, 25], or using more advanced numerical methods [28, 51, 30] to estimate
some measure of the “oﬄine” error over the entire parameter domain.
4 A posteriori error bounding for projection-based reduced
order modelling
4.1 Error field and error measures
For any µ of interest, a relevant measure of the diﬀerence the ﬁnite element “truth” solution uh(µ)
and the displacement ur(µ) that is delivered by the Galerkin-POD needs to be evaluated. A practical
measure of the error ﬁeld er(µ) :=uh(µ) − ur(µ) can be obtained by evaluation of the error in the
outputs Q˜i(e
r(µ)) = Q˜i(u
h(µ))− Q˜i(ur(µ)), for all i ∈ J1, nQoIK. This error measure, usually referred
to as error in the quantity of interest (QoI), can be related to an error measure in energy norm that
can be bounded mathematically. Following classical work in this ﬁeld [41, 50, 29, 16, 14], we can show3
3the proof is skipped as not central to this contribution
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that the error in the QoI can be upper and lower bounded as follows:
−‖er(µ)‖D˜ (µ)‖e
r,(i)
z (µ)‖D˜ (µ)+R(z
r,(i)(µ);µ) ≤ Q˜i(er(µ)) ≤ ‖er(µ)‖D˜ (µ)‖e
r,(i)
z (µ)‖D˜ (µ)+R(z
r,(i)(µ);µ) .
(27)
In the above inequalities, ‖u⋆‖D˜ (µ) =
(∫
Ω
ǫ(u⋆) : D˜ (µ) : ǫ(u
⋆) dΩ
) 1
2
is the energy semi-norm associated
to an arbitrary displacement ﬁeld. e
r,(i)
z (µ) := zh,(i)(µ) − zr,(i)(µ) is the error ﬁeld of an auxiliary (or
dual, adjoint) problem corresponding to quantity of interest i. The ﬁnite element “truth” solution
zh,(i)(µ) ∈ Uh,0(Ω) of this auxiliary problem satisﬁes
∀u⋆ ∈ Uh,0(Ω), a(u⋆, zh,(i)(µ);µ) = Q˜i(u⋆) . (28)
This solution is as expensive to solve as the initial parametrised ﬁnite element problem. Its approx-
imation zr,(i)(µ) in a reduced space U r,0z (Ω) spanned by ﬁnite element ﬁelds belonging to Uh,0(Ω)
satisﬁes
∀u⋆ ∈ U r,0z (Ω), a(u⋆, zr,(i)(µ);µ) = Q˜i(u⋆) . (29)
Finally, the residual linear form R of the initial “truth” ﬁnite element problem and evaluated in the
reduced order modelling solution is deﬁned by
∀u⋆ ∈ U(Ω), R(u⋆;µ) := l(u⋆;µ)− a(ur(µ), u⋆;µ) . (30)
The residual term in (27) is exactly computable in a reduced order modelling context (i.e. the numerical
complexity does not depend on the dimension of the ﬁnite element space).
We will consider some important particular cases of the previous derivation:
• if the reduced spaces used to approximate the initial and auxiliary problems are identical, i.e.
U r,0z (Ω) = U r,0(Ω), then the residual term in (27) vanishes owing to the Galerkin orthogonality
property. In this case, inequality set (27) reduces to the simple expression
|Q˜i(er(µ))| ≤ ‖er(µ)‖D˜ (µ)‖e
r,(i)
z (µ)‖D˜ (µ) , (31)
• if in addition to this, the linear form associated with quantity of interest i is such that Q˜i(u⋆) =
l(u⋆;µ) − a(uh,p(µ), u⋆;µ), for all u⋆ ∈ U(Ω) (i.e. the initial problem (13) and the auxiliary
problem (28) are identical owing to the symmetry of bilinear form a), then we have
|Q˜i(er(µ))| ≤ ‖er(µ)‖2D˜ (µ) . (32)
The former case is often used when quantifying discretisation errors [50, 19] (the same mesh
is used to solve the initial and auxiliary problems). More eﬃcient bounding techniques have
been proposed in this context, in particular in [41]. The latter case does not require to solve an
auxiliary problem. Although limited in terms of applications, we will see that this case arises
naturally in the context of computational homogenisation.
In any case, the bounds deﬁned by (27) are not computable as the energy norm of the exact error
ﬁelds are not available. However, these quantities can be bounded from above an below. Providing that
the bounds are suﬃciently sharp and numerically aﬀordable, they can be substituted in (27) to obtain
guaranteed upper and lower bounds for the quantities of interest. We will employ the Constitutive
Relation Error [32] to bound the energy norm of the reduced order modelling error from above. This
concept requires the availability of a stress ﬁeld that satisﬁes the discrete principle of virtual work,
or equilibrium in the ﬁnite element sense. Such a ﬁeld can be obtained by “oﬄine” construction and
“online” evaluation of a POD-based surrogate for the ﬁnite element “truth” stress over the parameter
space. This surrogate is similar to the one developed for the approximation of the ﬁnite element
“truth” displacement, which makes the upper bounding technique conceptually simple.
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4.2 Definition of the upper bound for the reduced order modelling error
measured in energy norm
We consider a realisation of the parametrised problem of elasticity corresponding to an arbitrary
parameter µ of P, which is solved approximately using the reduced order modelling technique described
in section 3. The reduced order model delivers a kinematically admissible displacement ﬁeld ur(µ) ∈
Uh,Ad(Ω). However, the stress ﬁeld σr(µ) :=D˜ (µ) : ǫ(u
r)(µ) does not satisfy the equilibrium in the
ﬁnite element sense a priori. If it did, the solution to the “truth” parametrised ﬁnite element problem
uh(µ) would be at hand. The idea behind the proposed error bounding technique is to post-process
a so-called “recovered” stress ﬁeld σ̂(µ) ∈ S(Ω) that is equilibrated in the ﬁnite element sense. This
admissibility condition reads:
∀u⋆ ∈ Uh,0(Ω), −
∫
Ω
σ̂(µ) : ǫ(u⋆) dΩ+
∫
Ω
b(µ) · u⋆ dΩ+
∫
∂Ωt
t(µ) · u⋆ dΓ = 0 . (33)
We denote by Sh,Ad(Ω;µ) the space of stresses satisfying the parametrised equilbrium in the ﬁnite
element sense (33).
Theorem: The distance νup(µ) between the stress ﬁeld σr(µ) ∈ S(Ω) obtained by direct evaluation
of the reduced order model and the recovered stress ﬁeld σ̂(µ) ∈ Sh,Ad(Ω;µ) can be used to bound the
error of reduced order modelling er(µ) = uh(µ)− ur(µ) as follows:
νup(µ) := ‖σr(µ)− σ̂(µ)‖C˜ (µ) ≥ ‖e
r(µ)‖D˜ (µ) , (34)
where ‖σ⋆‖C˜ (µ) =
(∫
Ω
σ⋆ : C˜ (µ) : σ
⋆ dΩ
) 1
2
is the energy norm associated to an arbitrary stress ﬁeld
σ⋆ ∈ S(Ω).
Proof: The proof is a straightforward extension of the one used to bound the discretisation error in
the context of ﬁnite element approximations [32]. We start by expanding the distance between the
reduced stress ﬁeld σr(µ) and the recovered stress ﬁeld σ̂(µ) by using the trivial identity
‖σr(µ)− σ̂(µ)‖2C˜ (µ) =
∥∥(σr(µ)− σh(µ))+ (σh(µ)− σ̂(µ))∥∥2
C˜ (µ)
, (35)
where σh(µ) :=D˜ (µ) : ǫ
(
uh(µ)
)
is the “truth” ﬁnite element stress ﬁeld (i.e.: the stress ﬁeld which
would be obtained without reduced order modelling). Then, by using the constitutive relation and the
deﬁnition of the energy norms given previously, we can expand identity (35) as follows:
‖σr(µ)− σ̂(µ)‖2C˜ (µ) = ‖u
r(µ)− uh(µ)‖2D˜ (µ) + ‖σ
h(µ)− σ̂(µ)‖2C˜ (µ)
+2
∫
Ω
(
σh(µ)− σ̂(µ)) : (ǫ (ur(µ))− ǫ (uh(µ))) dΩ . (36)
Recall that both the ﬁnite element stress ﬁeld and the recovered stress ﬁeld are equilibrated in the
ﬁnite element sense (equation (33)). Therefore, the following identity holds:
∀u⋆ ∈ Uh,0(Ω),
∫
Ω
(
σh(µ)− σ̂(µ)) : ǫ(u⋆)dΩ = 0 . (37)
As both the ﬁnite element displacement ﬁeld and the displacement ﬁeld obtained by solving the reduced
order model belong to the ﬁnite element space Uh(Ω) and satisfy the Dirichlet boundary conditions,
we obtain that the last term in (36) vanishes, which yields(
νup(µ)
)2
= ‖er(µ)‖2D˜ (µ) + ‖σ
h(µ)− σ̂(µ)‖2C˜ (µ) . (38)
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The last term of the right-hand side of the above equation is positive, which concludes the proof. 
A ﬁrst important remark is that the Galerkin orthogonality property a(er(µ), u⋆;µ) = 0 for all u⋆ ∈
U r,0(Ω) is not used, which means that the bounding property would hold true if an interpolation method
other than Galerkin reduced order modelling had been used to interpolate ur over the parameter domain
(e.g. Kriging, interpolation over a priori deﬁned polynomial bases, etc.). However, ur(µ) would still
be required to be kinematically admissible.
A second important remark is that the eﬃciency of the error estimate depends on the distance
‖σh(µ)− σ̂(µ)‖C˜ (µ),(i.e.: the distance between the recovered stress ﬁeld and the “truth” ﬁnite element
stress ﬁeld), for any µ ∈ P, which needs to be kept in mind when constructing the equilibrated stress
ﬁeld. If the recovered stress ﬁeld is ﬁnite element stress ﬁeld, the CRE estimate νup(µ) coincides
with the exact error. Of course, the ﬁnite element stress ﬁeld is not aﬀordable in the “online” phase.
Therefore, the next question is ”how can we compute a recovered stress field that is
• a good approximation of the finite element stress field,
• equilibrated in the finite element sense,
• of “online” numerical complexity approximately equal to the numerical complexity of evaluating
the reduced order model?”
4.3 Principle of the construction for the equilibrated stress fields
In order to address the previous question, we propose to build a POD-based reduced order model for
the ﬁnite element stress. The technique is similar to the one used to build the reduced order model for
the displacement ﬁeld. First, we use the aﬃne representation of the external load to build a statically
admissible stress ﬁeld over the whole parameter domain. Then, the complementary part of the ﬁnite
element stress ﬁeld deﬁned over the parameter domain is sampled, and a basis for the subspace spanned
by these samples is extracted using a singular value decomposition. These operations are performed
“oﬄine”. In the “online” stage, for a given parameter, the coeﬃcients associated to the reduced basis
functions are optimally obtained by solving a projected problem.
Speciﬁcally, we start by splitting the ﬁnite element stress into two parts, as follows
∀µ ∈ P, σh(µ) = σh,0(µ) + σh,p(µ) . (39)
The ﬁrst part σh,0 belongs to a space Sh,0(Ω) of stress ﬁelds satisfying the homogeneous equilibrium
conditions associated with the “truth” ﬁnite element problem, which reads
∀µ ∈ P, ∀u⋆ ∈ Uh,0(Ω),
∫
Ω
σh,0(µ) : ǫ(u⋆) dΩ = 0 . (40)
The second part of split (39) is a particular stress ﬁeld σh,p(µ) ∈ Sh,Ad(Ω) that satisﬁes the equilibrium
in the ﬁnite element sense (equation (33)). σh,p will be explicitly deﬁned as a function of the parameter,
while the complementary part σh,0 will be approximated using the Snapshot-POD:
∀µ ∈ P, σh(µ) ≈ σ̂(µ) :=σr,0(µ) + σh,p(µ) , (41)
where the approximate stress σr,0(µ) ∈ Sh,0(Ω) is such that it satisﬁes the homogeneous equilibrium
equations in the ﬁnite element sense for any µ in P.
It is clear that within this framework, the recovered stress ﬁeld σ̂(µ) satisﬁes the equilibrium in the
ﬁnite element sense (33) over the entire parameter domain.
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4.4 Riesz representation for the parametrised static load
Let us ﬁrst construct the particular stress σh,p associated to non-homogeneous equilibration condi-
tions. We make use of the assumed aﬃne form of the Neumann boundary conditions and body forces
given in expression (20). In the “oﬄine” phase, we compute a set of global ﬁnite element vectors
(ψ˜i)i∈J1, nt+nbK ∈
(Uh,0(Ω))nt+nb corresponding to the summand of the aﬃne form identities by solv-
ing successively the ﬁnite element problems:
∀ i ∈ J1, ntK, ∀u⋆ ∈ Uh,0(Ω), a(ψ˜i, u⋆;µ0) =
∫
∂Ωt
t¯i · u⋆ dΓ
∀ i ∈ J1, nbK, ∀u⋆ ∈ Uh,0(Ω), a(ψ˜i+nt , u⋆;µ0) =
∫
Ω
b¯i · u⋆ dΩ
(42)
Notice that we have chosen to enforce homogeneous Dirichlet conditions for this series of ﬁnite element
problems, which ensures a certain regularity of the procedure (the parametrised bilinear form a( . , . ;µ0)
is positive deﬁnite over
(Uh,0(Ω))2). Parameter µ0 is the one that we also used to deﬁne the lifting
uh,p. This choice has been made for the sake of simplicity.
In the “online” phase of the error estimation procedure, the ﬁelds (ψ˜i)i∈J1, nt+nbK are avilable, and
for a given parameter µ ∈ P, we evaluate the ﬁeld u˜h,p(µ) ∈ Uh,0(Ω) deﬁned by the formula
u˜h,p(µ) =
nt∑
i=1
ψ˜i γ
t
i (µ) +
nb∑
i=1
ψ˜i+nt γ
b
i (µ) . (43)
We can then verify that the stress ﬁeld
σh,p(µ) :=D˜ (µ0) : ǫ(u˜
h,p(µ)) , (44)
is statically admissible in the ﬁnite element sense, for any µ ∈ P. Therefore, the quantity ‖σh,p(µ)−
σr(µ)‖C˜ (µ) is an upper bound for the error measure ‖e
r(µ)‖D˜ (µ). However, in the case where the body
load and applied tractions are zero, this bound is trivial of no practical interest. In the general case
anyway, this bound should be sharpened by computing the complement σr,0(µ) to the recovered stress,
which is done next by making use use of an additional spectral analysis of the training data.
4.5 Snapshot POD for the finite element stress
The “oﬄine” computation of the snapshot delivers a set of admissible stress ﬁeld in the ﬁnite element
sense Ξ˜ := {σh(µ) |µ ∈ P˜}. After subtracting the corresponding values of the previously deﬁned
statically admissible stress component σh,p, we obtain the set Ξ˜0 := {σh,0(µ) |µ ∈ P˜} of stress ﬁelds
satisfying the homogeneous equilibrium equations in the ﬁnite element sense. In the “online” phase,
our purpose is to compute the correction σr,0(µ) corresponding to an arbitrary parameter µ ∈ P
as an optimal combination of these ﬁelds in the sense of the minimisation of ‖σ̂(µ) − σh(µ)‖C˜ (µ) =
‖σr,0(µ)− σh,0(µ)‖C˜ (µ). In other words, we aim at maximising the eﬃciency of the error estimate.
In order to do so, we compute a singular value decomposition of the ﬁnite element stress ﬁelds
contained in the snapshot Ξ˜0. We look for a set of n˜φ basis tensor ﬁelds (φ˜
i
)i∈J1,n˜φK ∈ (S(Ω))n˜φ that
are orthogonal with respect to the inner product < . , . >C˜ (µ0)
=
∫
Ω
. : C˜ (µ0) : . dΩ of space S(Ω), and
that are solution to the following optimisation problem:
(φ˜
i
)i∈J1,n˜φK = argmin
(φ˜
⋆
i
)i∈J1,nφK∈(S(Ω))
n˜φ , <φ˜
⋆
i
, φ˜
⋆
j
>C˜ (µ0)=δij ∀ (i,j)∈J1,n˜φK
2
J˜
(
(φ˜
⋆
i
)i∈J1,n˜φK
)
where J˜
(
(φ˜
⋆
i
)i∈J1,n˜φK
)
=
1
n˜φ
∑
µ∈P˜
∥∥∥∥∥∥σh,0(µ)−
n˜φ∑
i=1
〈
σh,0(µ), φ˜
⋆
i
〉
C˜ (µ0)
φ˜
⋆
i
∥∥∥∥∥∥
C˜ (µ0)
. (45)
14
This problem is similar to problem (24) except that we deal with second order tensors, and that
the optimality of the decomposition is deﬁned in the sense of the weighted norm ‖ . ‖C˜ (µ0) associated to
< . , . >C˜ (µ0)
instead of the usual Frobenius norm. The energy norm used to deﬁne the optimality of the
POD is evaluated in µ0 to avoid adding unnecessary parameters to the bounding technique. Similarly,
we have assumed that the sampling of the parameter domain performed to train the surrogates for the
stress and for the displacement are the same in order to keep the methodology simple.
The solution to optimisation problem (45) is obtained by solving the eigenvalue problem
H˜
s
ζ˜ = λ˜ ζ˜ where H˜sij =
〈
σh,0(µsi), σ
h,0(µsj)
〉
C˜ (µ0)
∀ (i, j) ∈ J1, n˜φK2 . (46)
After arranging the eigenvalues (λ˜i)i∈J1,nsK of H˜
s
in descending order and denoting by (ζ˜
i
)i∈J1,nsK the
corresponding eigenvectors, the solution to the Snapshot POD optimisation problem (45) is given by
∀ i ∈ J1, n˜φK, φ˜
i
=
ns∑
j=1
σh,0(µsj)
ζ˜i,j√
λ˜i
. (47)
Finally, the recovered stress ﬁeld is given over the whole parameter domain by the surrogate model
∀µ ∈ P, σ̂(µ) = σr,0(µ) + σh,p(µ) =
n˜φ∑
i=1
φ˜
i
α˜i(µ) + σ
h,p(µ) , (48)
where (α˜i)i∈J1,n˜φK ∈ Rn˜φ are interpolation functionals, and are the only unknowns to be estimated in
the “online” phase.
Notice that σr,0(µ) satisﬁes the homogeneous equilibrium equations for any µ ∈ P because the
reduced basis stress ﬁelds (φ˜
i
)i∈J1,n˜φK are linear combinations of ﬁelds that satisfy the homogeneous
equilibrium equations. Then, by linearity, the recovered stress σ̂(µ) is indeed equilibrated in the ﬁnite
element sense.
4.6 “Online” evaluation of the reduced order model for the stress
In the “online” phase, a simple method to estimate the coeﬃcients (α˜i(µ))i∈J1,n˜φK of the recovered
stress evaluated at a particular parameter value µ ∈ P is to perform an a priori interpolation of
these coeﬃcients over the parameter domain. This could be done, for instance, by means of a moving
least-squares technique or Kriging.
A more advanced interpolation technique consists in computing a recovered stress σ̂(µ) optimally
in the sense of the maximisation of the eﬃciency of the error estimate νup(µ). In other words, for a
particular µ ∈ P, we look for a recovered stress ﬁeld that is compatible with the surrogate model and
is solution to the optimisation problem:
σ̂(µ) = argmin
σ⋆∈Sr(Ω;µ)
‖σ⋆ − σh(µ)‖C˜ (µ) , (49)
where the space of admissibility for the reduced stress ﬁeld corresponding to parameter µ is deﬁned
by Sr(Ω;µ) = {σ⋆ ∈ S(Ω) |σ⋆ = ∑n˜φi=1 φ˜
i
α⋆i + σ
h,p(µ), ∀ (α⋆i )i∈J1,n˜φK ∈ Rn˜φ}. This problem of
optimisation can be recast in the variational form
Find σ̂(µ) ∈ Sr(Ω;µ) such that ∀σ⋆ ∈ Sr,0(Ω),
−
∫
Ω
σ̂(µ) : C˜ (µ) : σ
⋆ dΩ+
∫
Ω
ǫ
(
uh(µ)
)
: σ⋆ dΩ = 0 ,
(50)
where the constitutive relation has been used to obtain the right-hand side of the equation, and the
space Sr,0(Ω) is deﬁned by Sr,0(Ω) = {σ⋆ ∈ S(Ω) |σ⋆ =∑n˜φi=1 φ˜
i
α⋆i , ∀ (α⋆i )i∈J1,n˜φK ∈ Rn˜φ}.
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Now, by recalling that σ̂(µ) = σr,0(µ)+σh,p(µ) and that uh(µ) = uh,0(µ)+uh,p(µ) and taking into
account equation (40) and the fact that uh,0(µ) ∈ Uh,0(Ω), we obtain the following variational form
for the determination of the recovered stress ﬁeld:
∀σ⋆ ∈ Sr,0(Ω),
∫
Ω
σr,0(µ) : C˜ (µ) : σ
⋆ dΩ =
∫
Ω
ǫ
(
uh,p(µ)
)
: σ⋆ dΩ−
∫
Ω
σh,p(µ) : C˜ (µ) : σ
⋆ dΩ . (51)
Therefore, the expansion coeﬃcients (α˜i(µ))i∈J1,n˜φK of the reduced stress σ
r,0(µ) are obtained by
solving the linear system of equations
K˜
r
(µ) α˜(µ) = F˜
r
(µ) + F˜
r,p
(µ) , (52)
where the components of vector α˜(µ) are the interpolation coeﬃcients
(
α˜i(µ)
)
i∈J1,n˜φK
, and
∀ (i, j) ∈ J1, n˜φK2, K˜
r
ij
(µ) =
∫
Ω
φ˜
j
: C˜ (µ) : φ˜i dΩ
∀ j ∈ J1, n˜φK, F˜
r
j(µ) =
∫
Ω
φ˜
j
: ǫ
(
uh,p(µ)
)
dΩ
∀ j ∈ J1, n˜φK, F˜
r,p
j (µ) = −
∫
Ω
φ˜
j
: C˜ (µ) : σ
h,p(µ) dΩ .
(53)
“Oﬄine”/“Online” split of the numerical complexity. Assembling linear system (52) can be
done eﬃciently by a combination of “oﬄine” and “online” computations, where all the operations
with numerical complexity that depends on the dimension of the underlying ﬁnite element space are
performed “oﬄine”.
We will ﬁrst assume that the parametrised compliance tensor C˜ admits the natural aﬃne form:
∀µ ∈ P, ∀x ∈ Ω, C˜ (x;µ) =
nc∑
i=1
C¯i˜ (x) γ
c
i (µ) . (54)
Then, the expression of operator K˜
r
can be expanded as follows:
∀µ ∈ P, K˜r(µ) =
nc∑
k=1
¯˜
K
r
k
γck(µ)
where, ∀ k ∈ J1, ncK, ∀ (i, j) ∈ J1, n˜φK2, ¯˜K
r
k,ij
=
∫
Ω
φ˜
j
: C¯k˜ : φ˜i dΩ .
(55)
By making use of the expansion of quantity uh,p over the parameter domain (equation (23), we ﬁnd
that the ﬁrst term in the right hand side of linear system (52) reads
∀µ ∈ P, F˜r(µ) =
nw∑
k=1
¯˜
F
r
k γ
w
k (µ)
where, ∀ k ∈ J1, nwK, ∀ j ∈ J1, n˜φK, ¯˜F
r
k,j =
∫
Ω
ǫ(ψ
k
) : φ˜
j
dΩ .
(56)
The same approach, using (44), permits to obtain the aﬃne expansion of F˜
r,p
(µ) over the parameter
domain.
The“online” assembly operations, comprising the ﬁrst line of (55) and (56) respectively, do not
depend on the dimension of the ﬁnite element space. The remaining operations, namely the integrations
speciﬁed by the second line of (55) and (56) respectively, are performed “oﬄine”.
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4.7 Computation of the upper bound
Once coeﬃcients (α˜i)i∈J1,n˜φK corresponding to a particular parameter µ ∈ P have been computed, the
“online” error estimate νup(µ) deﬁned by
(
νup(µ)
)2
=
∫
Ω
(
σr(µ)− σ̂(µ)) : C˜ (µ) : (σr(µ)− σ̂(µ)) dΩ , (57)
can be evaluated. This can be done by a combination of “online” and “oﬄine” computations that
make use of the aﬃne form of C˜ , the aﬃne expansions of σ
r,0 (equation (48)) and σh,p (equation (44))
over the parameter domain, and the aﬃne expansions of ur,0 (equation (15)) and uh,p (equation (23)).
The technique is similar to the one deployed to assemble system (52) and will not be detailed for the
sake of concision.
4.8 Lower bound
As will be shown in the results section of this paper, deriving an eﬃcient lower bound for the “online”
error associated to the reduced order modelling strategy can help control the eﬃciency of the upper
bounding method. In particular, the choice of the dimension n˜φ of the reduced space for the recovered
stress remains to be made at this stage.
A lower bound νlow(µ) for the error measure ‖er(µ)‖D˜ (µ) corresponding to any parameter µ ∈ P
can be obtained by ﬁrst constructing an enhanced surrogate for the displacement:
∀µ ∈ P, uh(µ) ≈ u2r(µ) = uh,p(µ) + u2r,0(µ) , (58)
such that u2r,0(µ) belongs to a reduced space U2r,0(Ω) richer than U r,0(Ω) (i.e. U r,0(Ω) ⊂ U2r,0(Ω) ⊂
Uh,0(Ω)). In order to deﬁne this enriched space, we simply perform “oﬄine” a Snapshot-POD of higher
order for the displacement ﬁeld, which reads
U2r,0(Ω) := span
(
(φ
i
)i∈J1,n2r
φ
K
)
, (59)
where ns ≥ n2rφ > nφ and, consistently with the notations of section 3.4,
∀ i ∈ Jnφ + 1, n2rφ K, φi =
ns∑
j=1
uh,0(µsj)
ζi,j√
λi
. (60)
In the “online” phase, u2r(µ) is optimally obtained by a Galerkin projection of the governing
equations in space U2r,0(Ω), which reads
Find u2r,0(µ) ∈ U2r,0(Ω) such that ∀u⋆ ∈ U2r,0(Ω),
a(u2r,0(µ), u⋆;µ) = l(u⋆;µ)− a(uh,p(µ), u⋆;µ) . (61)
The ﬁeld u2r(µ) is a hierarchically enhanced approximation of uh(µ). It is expected to be closer than
ur(µ), in some sense, to the “truth” ﬁnite element solution uh(µ). The method to assemble and solve
problem (61) using a combination of “oﬄine” and “online” operations is the same as the one detailed
in section 3, the only diﬀerence being the dimensions of the respective reduced spaces.
Theorem Deﬁning an approximation of the error er by e˜r(µ) :=u2r(µ) − ur(µ) for any µ ∈ P, we
have the following lower bounding property
∀µ ∈ P, νlow(µ) := |R(e˜
r(µ);µ)|
‖e˜r(µ)‖D˜ (µ)
≤ ‖er(µ)‖D˜ (µ) , (62)
where the residual R is the parametrised linear form deﬁned by
∀µ ∈ P, ∀u⋆ ∈ U(Ω), R(u⋆;µ) := l(u⋆;µ)− a(ur(µ), u⋆;µ) . (63)
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Proof The proof is an extension of a similar technique used in the ﬁnite element context (see for
instance [14]). The starting point is the weak form (13) of the parametrised problem of elasticity, from
which we can obtain, for any µ ∈ P,
∀u⋆ ∈ Uh,0(Ω), a(uh,0(µ)− ur,0(µ), u⋆;µ) = l(u⋆;µ)− a(uh,p(µ), u⋆;µ)− a(ur,0(µ), u⋆;µ) . (64)
Using the identities ur = ur,0 + uh,p and uh = uh,0 + uh,p, we obtain the weak form of the equations
governing the error er:
∀u⋆ ∈ Uh,0(Ω), a(er(µ), u⋆;µ) = R(u⋆;µ) . (65)
We can now substitute for u⋆ the approximate error e˜r(µ) ∈ Uh,0(Ω), which leads to the expression
∀u⋆ ∈ Uh,0(Ω), a(er(µ), e˜r(µ);µ) = R(e˜r(µ);µ) . (66)
The exact error er(µ) and its approximation e˜r(µ) belong to the ﬁnite element space Uh,0(Ω). The
bilinear form a is an inner product for this particular space. We can therefore apply the Cauchy-
Schwartz inequality to obtain√
a(er(µ), er(µ);µ)
√
a(e˜r(µ), e˜r(µ) ≥ |R(e˜r(µ);µ)| (67)
and the announced result is immediate by making use of the deﬁnition of ‖ . ‖D˜ (µ). 
Again, an eﬃcient combination of “oﬄine” and “online” computations can be deployed such that
the “online” numerical complexity associated with the evaluation of νlow does not depend on the
dimension of the ﬁnite element space.
Summarising the upper and lower bounding results developed in the previous sections, we have,
for any µ ∈ P
νlow(µ) ≤ ‖er(µ)‖D˜ (µ) ≤ ν
up(µ) . (68)
5 Example: homogenisation of random composite materials
In order to illustrate the eﬃciency of the certiﬁed reduced order modelling methodology described
previously, we will apply it in the context of a computational homogenisation scheme for random
composite materials, in dimension 2 (plane strain assumption). The heterogeneous material of interest
is made of two isotropic, linear elastic phases possessing distinct elastic constants: circular inclusions
and surrounding matrix (see ﬁgure 2). The positions and diameters of the inclusions are distributed
randomly. The aim is to determine the so-called eﬀective elasticity tensor as a function of some
characteristics µm ∈ Pm of the material heterogeneities. In other words, we want to build a virtual
chart of the homogenised properties of the class of composite materials under investigation.
5.1 Classical computational homogenisation scheme for composite materi-
als
Following classical approaches in homogenisation of random heterogeneous media (see for instance
[38]), we consider that domain Ω is a statistical volume element (SVE) of the composite material.
The SVE is loaded via uniform Dirichlet boundary conditions. Parameters µl ∈ P l fully characterise
this load. We deﬁne the complete set of parmameters µ =
(
µm T µl
T
)T
. For a given material
characterised by µm, the displacement ﬁeld is additively split into a “coarse” contribution u¯ and a
ﬂuctuation ﬁeld u˜:
∀µ ∈ P, ∀x ∈ Ω, u(x;µ) = u¯(x;µ) + u˜(x;µ) . (69)
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Figure 2: Schematic representation of the computational homogenisation framework for composite
materials. The elastic constrast of the particulate composite is parametrised.
The “coarse” contribution u¯ lies in a low-dimensional “smooth” space U¯(Ω) of dimension 3 deﬁned by
U¯(Ω) = {u⋆ ∈ U(Ω) |u⋆(x) = ǫM(x− x¯), ∀ ǫM ∈ R2 × R2 such that ǫM = ǫM
T
} , (70)
where x¯ is the barycenter of Ω (i.e.
∫
Ω
(x − x¯) dΩ = 0). The eﬀective strain tensor ǫM represents a
far-ﬁeld action applied to the material. The complementary ﬂuctuation ﬁeld u˜ lies in space U˜(Ω) of
ﬁelds with small characteristic length of variation deﬁned by:
U˜(Ω) =
{
u⋆ ∈ U(Ω) |
〈
ǫ(u⋆)
〉
Ω
= 0
}
, (71)
where the averaging operator is deﬁned by 〈 . 〉Ω :=
1
|Ω|
∫
Ω
. dΩ. In order the displacement ﬁeld to
be completely determined under the action of the coarse ﬁeld, we enforce that the ﬂuctuation ﬁeld
vanishes on the boundary ∂Ω ≡ ∂Ωw of the SVE, consistently with deﬁnition (71) and the so-called
macrohomogeneity condition (see [38] for reference):
∀µ ∈ P, ∀x ∈ ∂Ω, u(x;µ) = u¯(x;µ) . (72)
Assuming zero body force, the parametrised boundary value problem { (7), (8), (72) } associated
with the equilibrium of the SVE is well-posed and for any eﬀective strain. The eﬀective elasticity
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tensor D˜
M can now be deﬁned by the relationship
∀(σ⋆, u⋆) ∈ SAd(Ω)×
(
U¯(Ω) + U˜(Ω)
)
satisfying (72) and (8),〈
σ⋆
〉
Ω
= D˜
M(µm)
〈
ǫ(u⋆)
〉
Ω
.
(73)
The components of the eﬀective elasticity tensor can be obtained by numerical testing (see for in-
stance [55]), whereby one applies a range of elementary eﬀective strains through the Dirichlet boundary
conditions, then solves the corresponding SVE boundary value problem numerically and ﬁnally post-
processes the resulting stress. More precisely, individual components of the eﬀective Hooke tensor are
obtained by prescribing eﬀective strain ǫM(µl) = 12 (ek ⊗ el + el ⊗ ek), for (k, l) ∈ {0, 1}
2, solve the
associated Dirichlet boundary value problem for displacement ﬁeld u(µ), and ﬁnally use the extractor
Σ := 12
(
ei ⊗ ej + ej ⊗ ei
)
for (i, j) ∈ {0, 1}2 to compute
DMijkl(µ
m) = Σ :
〈
D˜ (µ
m) : ǫ(u(µ))
〉
Ω
. (74)
In our case, the circular inclusions are distributed in an isotropic manner. For a suﬃciently large
SVE, the eﬀective elastic law will be linear isotropic (equation (2) applied to the average stress and
strain tensors). The eﬀective Lame´ constants λM(µm) and GM(µm) can be extracted by performing
two numerical tests and computing the quantity of interest
Q(µ) = Q˜(u(µ)) = ǫM(µl) :
〈
D˜ (µ
m) : ǫ(u(µ))
〉
Ω
. (75)
Indeed, choosing ǫM(µl) = 12 (e1 ⊗ e2 + e2 ⊗ e1) and following this procedure yields Q(µ) = G
M(µm)
directly, while choosing ǫM(µl) = e1 ⊗ e1 gives us Q(µ) = λ
M(µm) + 2GM (µm).
Still, solving the SVE boundary value problem for arbitrary parameters of the heterogeneities can
require a tremendous numerical eﬀort. We reduce this eﬀort by deploying the Galerkin-POD described
in section 3 for the parametrised SVE problem.
5.2 Data and discretisation of the parametrised SVE problem
The SVE boundary value problem {(7), (8), (72)} is parametrised by the material parameters µm and
the load parameters µl. Domain Ω is the unit square in 2D, deﬁned by Ω = [0, 1] × [0, 1], over which
we discretise the elasticity problem with piecewise constant elasticity constants in a conforming way,
using linear triangle elements (see ﬁgure 3). Consistently with the previous subsection, the “truth”
ﬁnite element SVE problem reads:
Find uh,0(µ) ∈ Uh,0(Ω) such that ∀u⋆ ∈ Uh,0(Ω),∫
Ω
ǫ(uh,0(µ)) : D˜ (µ) : ǫ(u
⋆) dΩ = −
∫
Ω
ǫ(uh,p(µ)) : D˜ (µ) : ǫ(u
⋆) dΩ ,
(76)
where uh,p(µ) = ǫM(µl)(x − x¯) ≡ u¯(µ) is the coarse ﬁeld and uh,0(µ) ≡ u˜(µ) is the ﬂuctuation ﬁeld
in the context of computational homogenisation. It is therefore clear that the linear form associated
with the quantity of interest Q is minus the right-hand side of this ﬁnite element problem, weighted
by the measure of Ω, which is the particular case announced at the end of section 4.1.
We assume in this example that the material heterogeneities are only parametrised by the elastic
contrast µm ≡ µ1 =
Einc
Emat
, where Emat is the Young’s modulus of the matrix and Einc is the Young’s
modulus of the inclusions. The elastic contrast ranges from 0.1 (soft inclusions) to 10 (hard inclusions).
The Poisson’s ratios of both phases is set to ν = 0.3. In this context, the aﬃne representation of the
Hooke’s elasticity tensor over the parameter domain reads:
∀µ ∈ P, ∀x ∈ Ω, D˜ (x, µ) = D˜
mat + (µ1 − 1)H
inc(x)D˜
mat . (77)
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Figure 3: Finite element discretisation of the parametrised SVE problem.
In the above equations, function H inc is the indicator function of the inclusion phase. It is equal to 1
for a point located in an inclusion and 0 elsewhere. The elasticity tensor of the matrix phase D˜
mat is
deﬁned by equation (2), with Emat = 1, and νmat = 0.3. The aﬃne representation of the compliance
tensor over the parameter domain becomes
∀µ ∈ P, ∀x ∈ Ω, C˜ (x, µ) = C˜
mat +H inc(x)
(
1
µ1
− 1
)
C˜
mat , (78)
where C˜
mat is the compliance tensor of the matrix phase.
The independent components of the eﬀective strain constitute parameters µl. More precisely, we
deﬁne µl1 ≡ µ2 = ǫ
M
11, µ
l
2 ≡ µ3 = ǫ
M
22 and µ
l
3 ≡ µ4 = ǫ
M
12. The aﬃne representation of the Dirichlet
boundary conditions is
∀µ ∈ P, ∀x ∈ ∂Ω, w(x, µ) =
((
1 0
0 0
)
µ2 +
(
0 0
0 1
)
µ3 +
(
0 1
1 0
)
µ4
)
(x− x¯) . (79)
The parameter domain is restricted to the hypercube P = [0.1, 10]× [−1, 1]× [−1, 1]× [−1, 1].
5.3 Reduced order modelling and certification
“Oﬄine” procedure In order to deploy the Galerkin-POD methodology, we ﬁrst sample the pa-
rameter domain P. This is done by generating a 4-dimensional Quasi-Random sequence (the Sobol
sequence implemented in MATLAB R©) and retaining the ﬁrst 20 points, which deﬁnes P˜ (see ﬁgure
4). The corresponding “truth” ﬁnite element displacement and stress ﬁelds are stored, for interpola-
tion and error estimation purposes respectively. In our implementation, we store the nodal values of
displacements, while we store the stresses at the quadrature points associated with Uh(Ω) (i.e.: at the
centroids of the triangle elements).
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Figure 4: Quasi Monte-Carlo Sampling of the parameter domain. Only three of the four dimensions
are represented here. The blue points are the parameter values used to compute the snapshot. The red
line is the 1D subdomain over which the “online” reduced order modelling interpolation and associated
error estimation is validated.
Next, we compute the set of lifting functions (ψ
i
)i∈J1,3K ∈ (U
h(Ω))3. In order to do so, we ﬁrst set
µ0 = (1 0 0 0)
T (we therefore make use of the bilinear form associated with an homogeneous material),
and then solve the series of corresponding ﬁnite element problems (recall equation (22)) with Dirichlet
boundary conditions corresponding to each of the term of aﬃne expansion (79). We can then subtract
the lifting uh,p(µ) from displacements uh(µ) for all parameters µ belonging to the sampled parameter
domain P˜. A singular value decomposition is performed on the resulting bubble ﬁelds (they vanish
over ∂Ω ≡ ∂Ωw). The ﬁrst nφ spatial modes of this proper orthogonal decomposition are then stored
(we store their nodal values).
The lifting for the stress needs not be performed as b(x) = 0, ∀x ∈ Ω and ∂Ωt = {}. A Snapshot
POD in the sense of the energy norm associated to µ0 is performed on the set of sampled ﬁnite element
stress, and the ﬁrst n˜φ spatial modes are stored (we store their values at the quadrature points).
Last, we can pre-compute all the operators that allow for the “oﬄine”/“online” split of the nu-
merical complexity associated to interpolation and veriﬁcation as described througout sections 3 and
4.
“Online” procedure In the online phase, for a particular µ ∈ P of interest, we need to evaluate the
lifting functions uh,p(µ) and σh,p(µ) (the latter is null in our case), and interpolate the complementary
parts of the displacement and stress ﬁelds, ur,0(µ) and σr,0(µ) respectively. The ﬁrst set of these
operations is done by direct evaluation (equation (22)), while the latter requires the solution of the
projected problems for the displacement (equation (16)), for the hierarchically enriched displacement
(equation (61)) and for the equilibrated stress in the ﬁnite element sense (equation (50)).
Finally, the upper bound for the “online” error associated with the Galerkin-POD is obtained
by comparison of the recovered stress ﬁeld σ̂(µ) to the stress ﬁeld σr(µ) obtained by applying the
constitutive relation to the reduced approximation of the displacement ur(µ), as explained in section
4. The lower bound is obtained by comparing the hierarchically enriched displacement ﬁeld u2r(µ) to
the reduced displacement ur(µ).
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Remark on the relationship between error of homogenisation and error in energy norm:
we come back to the statements made in section 4.1 about the particular form of quantity of interest
that is used in the context of our computational homogenisation scheme computational for isotropic
composite materials. If the eﬀective strain that is applied online is the pure shear strain ǫM(µl) =
1
2 (e1 ⊗ e2 + e2 ⊗ e1), then the quantity of interest Q(µ) extracts the eﬀective shear modulus G
M(µm).
The error in this constant that introduced by reduced order modelling is directly minus the square of
the energy norm of the error ﬁeld, weighted by the measure of the domain. Therefore, we have
−
(νlowG )
2
|Ω|
≥ GM,h −GM,r ≥ −
(νupG )
2
|Ω|
, (80)
where GM,h is the eﬀective shear modulus obtained using the ﬁnite element method directly, while
GM,r is its reduced order modelling approximation, νlowG ≡ ν
low(µ) and νupG ≡ ν
up(µ). The same
concept can be applied with ǫM(µl) = e1 ⊗ e1 to obtain bounds on the eﬀective ﬁrst Lame´ constant
that make direct use of the energy norm of the reduced order modelling error in both numerical tests.
After algebraic manipulations, this reads
−
(νlowλ+2G)
2
|Ω|
+ 2
(νupG )
2
|Ω|
≥ λM,h − λM,r ≥ −
(νupλ+2G)
2
|Ω|
+ 2
(νlowG )
2
|Ω|
, (81)
where νupλ+2G ≡ ν
up(µ) in this second setting, and νlowλ+2G ≡ ν
low(µ). It is important to notice that
these bounds only take into account the reduced order modelling error. The error due to the ﬁnite
element discretisation, and more importantly the error due to using a material sample of ﬁnite size in
this simpliﬁed computational homogenisation framework, are both ignored.
5.4 Numerical results
We validate our error bounding methodology on a subdomain of the parameter domain Peval = {µ ∈
P |µ2 = 0, µ3 = 0 and µ4 = 1}, which is illustrated in ﬁgure 4 and corresponds to applying a shear
load to the SVE. Notice that none of the sampled parameter values actually belong to this subdomain.
The numerical results are given in ﬁgures 5 and 6 and are commented below. In order to ease the
interpretation of the numerical results, we will use the relative error bounds νup,rel and νlow,rel deﬁned
by
∀µ ∈ P, νup,rel(µ) :=
νup(µ)
‖u2r(µ)‖D˜ (µ)
and νlow,rel(µ) =
νlow(µ)
‖u2r(µ)‖D˜ (µ)
, (82)
which satisfy the bounding properties
∀µ ∈ P, νlow,rel(µ) ≤
‖er(µ)‖D˜ (µ)
‖u2r(µ)‖D˜ (µ)
≤ νup,rel(µ) . (83)
5.4.1 Effectivity of the error bounds
First, we show in ﬁgure 5 the inﬂuence of parameters n˜φ and n
2r
φ on the eﬀectivity of the upper and
lower bounds for the error introduced by the reduced order modelling approximation.
For demonstration purposes, nφ is arbitrarily set to 7. The left-hand side graph in ﬁgure 5 shows
the evolution of the exact relative error in energy norm
‖er(µ)‖D˜ (µ)
‖u2r(µ)‖D˜ (µ)
, the upper bound νup,rel for this
error measure and the lower bound νlow,rel as a function of the elastic contrast µ1. The upper bound
is ﬁrst obtained by using an expansion of order 5 for the stress surrogate (i.e. n˜φ = 5). This number
is then increased to 12 in an incremental manner. Similarly, the lower bound is ﬁrst obtained using an
expansion of order 8 for the enriched displacement surrogate (i.e. n2rφ = 8), which is then increased to
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Figure 5: Eﬀectivity of the upper and lower bounds for the “online” error associated to the reduced
order modelling approach as a function of the elastic contrast of the composite structure and of the
expansion order of the two surrogates used to obtain the bounds.
13 in an incremental manner. It clearly appears that both the lower and upper bounds consistently
sharpen with increasing dimensions of the corresponding reduced spaces.
The sharp decrease of the exact error around point (1 0 0 1)T of the parameter domain can be
explained by the fact that our Galerkin-POD model provides the exact ﬁnite element solution at this
particular point. Indeed, the exact solution is obtained by direct evaluation of the lifting uh,p(µ), due
to the choice that we made for µ0. The complementary part of the reduced solution u
r,0(µ) vanishes
at that point.
The eﬀectivity results stated previously are emphasised by the right-hand side graph in ﬁgure 5.
The elastic contrast is ﬁxed at a value of 1.6. The eﬀectivity index of the two bounds, deﬁned by
∀µ ∈ P,


θup =
νup
‖er(µ)‖D˜ (µ)
θlow =
νlow
‖er(µ)‖D˜ (µ)
,
(84)
are plotted as a function of the ratio between the the dimension of the corresponding reduced spaces,
n˜φ and n
2r
φ , and the dimension of the reduced space used to compute the initial approximation of the
solution (i.e. nφ = 7). Both bounds seem to converge quickly to an eﬀectivity of 1. The lower bound
is extremely eﬀective even when using a very small number of additional POD modes. The upper
bound needs slightly more computational eﬀort to reach the expected numerical eﬃciency. However,
the sharpness of the upper bound could surely be controlled in an adaptive manner using the available
distance between the upper and the lower bounds.
Remark: It should be noticed that in spite of the fact that the bounds seem to converge to the exact
error with increasing dimensions of the corresponding reduced spaces, we have no reason to believe that
this behaviour is asymptotically true. Indeed, the information that is available to train the surrogate
models is obtained by sampling the parameter domain. Therefore, the exact ﬁnite element stress and
exact ﬁnite element displacement cannot, in general, be obtained by simply increasing n˜φ and n
2r
φ . In
fact, we should observe a stagnation of the eﬀectivities when using reduced spaces of large dimensions
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to compute the bounds. To alleviate this potential issue, the only solution is to reﬁne the sampling of
the parameter domain in an adaptive manner.
5.4.2 Convergence of the error bounds
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Figure 6: Convergence of the upper and lower bounds of the reduced order modelling error as a function
of the order of the POD expansion used to approximate the solution of the parametrised problem of
computational homogenisation over the parameter domain.
Next, we show how the proposed bounds converge with the error in the reduced order modelling
approximation. To do so, we set n˜φ = nφ + 2 and n
2r
φ = nφ + 1. In this manner, the numerical
parameters of the lower and upper bounds are constrained to follow the order of the surrogate model
that we want to certify. In ﬁgure 6, we show the convergence of the exact relative error
‖er(µ)‖D˜ (µ)
‖u2r(µ)‖D˜ (µ)
and that of the upper and lower bounds νup,rel and νlow,rel as a function of nφ. As for the previous
results, the plots are given for the subdomain Peval.
In the right-hand side bottom graph, we ﬁx µ1 = 1.6 to ease the interpretation. These partial
results show that the bounds have approximately the same convergence rate as the reduced order
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modelling approximation that we want to certify.
6 Discussion and conclusion
We have presented a novel and conceptually simple way to build lower and upper bounds for the error
arising in POD-based reduced order models for parametrised elasticity problems. The upper bound
relies on the error in the constitutive relation, which requires to construct and evaluate a reduced order
model for the stress ﬁeld. This bound does not rely on the Galerkin orthogonality, which potentially
allows us to apply it to other type of reduced order modelling techniques (Kriging, Moving Least-
Squares approximations, response surface method, etc.). We have shown good numerical convergence
and eﬀectivity properties of both bounds, which are the basic requirements to perform adaptivity.
In terms of implementation, we have shown that for each step of the bounding procedure, and
adequate “oﬄine”/“online” split of the numerical complexity guarantees that the certiﬁcation remains
eﬃcient numerically. However, the intrinsic nature of projection-based reduced order modelling makes
the implementation complex, and highly intrusive.
The bounding techniques have been applied to a basic example of multiscale modelling, for which
the requirements in terms of cost reductions are still rather stringent. On the way, we have laid some
foundations for future expansion of this work to more complex microstructures and micro/macro re-
lationships.
Our next step is to directly evaluate the surrogate error in terms of quantities of interest. In the
case of elasticity, this is a rather straightforward step, as the goal-oriented error estimation techniques
based on duality are very well-established. From there, we can imagine developing an adaptive reduced
order modelling approach. To do that, eﬃcient procedures need to be devised to control the dimension
of the reduced space used to approximate the solution, the sharpness of the error bounds and the
sampling of the parameter domain.
In terms of homogenisation, the goal-oriented certiﬁcation will require to devise two type of error
bounds, one for the averaged information, controlled by a global quantity of interest, and one for the
local information at the material level. The local quantities of interest are very often the maximum
value of some stress or strain components. Unfortunately, the corresponding dual problems are not
reducible in the general case. An approximation will be necessary, at the probable cost of loosing the
bounding property, or not bounding the right quantity.
At last, we hope that the proposed approach complements existing work in the area of error
estimation for reduced order modelling. A formal and numerical comparison of the methods available
will be necessary. More importantly, we believe that this contribution will help progressing towards
the certiﬁcation of non-aﬃne and nonlinear parametrised boundary value problem, for instance by
using the classical extensions of the the constitutive relation error to nonlinear problems.
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