Bangla alphabet has a large number of letters, for this it is complicated to type faster using Bangla keyboard. The proposed keyboard will maximize the speed of operator as they can type with both hands parallel. Association rule of data mining to distribute the Bangla characters in the keyboard is used here. The frequencies of data consisting of monograph, digraph and trigraph are analyzed, which are derived from data ire-house, and then used association rule of data mining to distribute the Bangla characters in the layout. ow the effectiveness of the proposed approach with better l Bangla Keyboard Layout, which distributes the load equally on both hands so that maximizing the ease and minimizing the effort.
mputer is increasing rapidly. It is the fastest growing industry in the world. New invention of technologies makes it faster. The billions of instructions can be done within a second now a days. But the technology of input device like keyboard has not been changed much. The typing speed is very slow in respect of computer's other devices. Its main mplex and insufficient keyb an limitations [8] [9] . A scientific t with equal hands load and maximum hand switching can reduce this problem. The use of Bangla is increasing day by day in everyday life. Specially in data entry and printing sector. But there is no scientific Bangla keyboard layout at present and very few research works have been done in this field. We use the concept of data mining association rule to design Bangla keyboard layout that shows optimal and better performance than the existing keyboard layout.
design a Bangla keyboard layout using the association rule of data mining. We have collected the data from various Bangla documents and we have used the association rule to extract the association of Bangla letters each other. And finally we have designed a Bangla keyboard layout with equal hands load and maximum hand switching.
BACKGROUND STUDY
Data mining refers to extracting or "mining" knowledge from large amounts of data [1] . It can also be named by "knowledge mining form data". Nevertheless, mining is a vivid term characterizing the process that finds a small set of precious nuggets from a great deal of raw material. There are many other terms carrying a similar or slightly different meaning to data
INTRODUCTION
The convenience of co cause is the co board layou oard layout and hum key
In this paper we have tried to 2. . Unfortunately, this procedure is prone to biases and errors, and is extremely time consuming and costly. In such situation data mining tools can perform data analysis and may uncover important data patterns, contributing greatly to business strategies, knowledge bases, and scientific or medical research.
Data Mining

Association Rule
Association rule mining finds interesting association or correlation relationships among a large set of data items. In short association rule is based on associated relationships. The discovery of interesting association relationships among huge amounts of transaction records can help in many decision-making processes. Association rules are generated on the basis of two important terms Association Rules that satisfy both a minimum support threshold and minimum confidence d are called strong association rules. A set of items is referred to as an ite mining research literature, "itemset" is more commonly used than "item set". An itemset that ains k items is a k-itemset. The occurrence frequency of an itemset is the number of sactions that contain the itemset. This is also known, simply as the fre or count of the itemset. An itemset satisfies minimum support if the occurrence frequency of the itemset is greater than or equal to the product of minimum support and the total number of sactions in D. The number of transactions required for the itemset to support is therefore referred to as the minimum support count. If an itemset satisfies minimum ort, then it is a frequent itemset. The set of frequent k-itemsets is commonly denoted by Lk.
ciation rule mining is a two-step process, whic 
The Apriori Algorithm
iori is an influential algorithm for mining frequent itemsets for Boolean association rules [1] . name of the algorithm is based on the fact that the algorithm uses prior knowledge of frequent set properties. Association rule mining is a two steps process [7] . Find all frequent itemsets: By definition, each of these itemsets will occur at least as frequently ii) Generate strong Association rules from the frequent itemsets: By definition, these rules must satisfy minimum confidence. iori employees an iterative approach known as a le to explore (k+1)-itemsets. First, the set of frequent 1-itemsets is found. This set is denoted L 1 . s used t more frequent k-itemsets can be found. The finding of each L k requires one full scan of the base. An important property called Apriori property, based on the observation is that, if an set I is not frequent, that is, P(I ) < min_sup then if an item A resulting itemset (i.e., I
A) cannot occur more frequently than I. Therefore, I A is not uent either, that is,
: C k is the superset of L k . A scan of the database to determine the ate in C k would result in the determination of L k (itemsets having a count no less um support in C k ). But this scan and computation can be reduced by applying the Ap is not frequent cannot be a subs et is not in L k-1 either and so can be removed from C k ..
Illustration of Apriori Algorithm
Consider an example of Apriori, based on the following transaction database, D of Figure: 1, with 9 transactions, to illustrate Apriori algorithm. In the first iteration of the algorithm, each item is a member of the set of candidate 1-itemsets, C1 The algorithm simply scans all of the transactions in order to count the number of occurrences of each item. If minimum support count is set to 2, frequent 1-itemsets, L1, can then be determined from candidate 1-itemsets satisfying minimum support [6] . To discover the set of frequent 2-itemsets, L2, the algorithm uses L1 | L1 to generate a candidate set of 2-itemsets ( Figure: The set of 2-itemsets, L2 ( Figure: 6), is then determined, consisting of those candidate 2-itemsets in C2 having minimum support. The generation of the set of candidate 3-itemsets, C3, is detailed in Figure: 7 to Itemset Sup. count Here C3 = L2 | L2 = {{I1,I2,I3},{I1,I2,I5}, {I1,I3,I5}, {I2,I3,I5}, {I2,I4,I5}}.Based on the Apriori property that all subsets of a frequent itemset must also be frequent, the resultant candidate itemsets will be as in Figure: 7. The transaction in D are scanned in order to determine L3 , consisting of those candidate 3-itemsets in C3 having minimum support ( Figure: 9) In the first iteration of the algorithm, each item is a number of the set of candidate 1-itemsets, C1. The algorithm simply scans all of the transactions in order to count the number of occurrences of each item. Suppose that the minimum transaction support count required is 2 (i.e.; min_sup = 2/9 = 22%). The set of frequent 1-itemsets, L1, can then be determined. It consists of the candidate 1-itemsets satisfying minimum support. To discover the set of frequent 2-itemsets, L2, the algorithm uses L1 | L2 to generate a candidate set of 2-itemsets, C2. The transactions in D are scanned and the support count of each candidate itemset in C2 is accumulated.
T200
l2, l4 T300 l2, l3 T400 l1, l2, l4 T500 l1, l3 T600 l2, l3 T700 l1, l3 T800 l1, l2, l3, l5 T900 l1, l2 , l3 Fig 4.6 to Fig 4. 7. Here C3 = L1 | L2 = {{l1, l2, l4, l5}}. Based on the Apriori property that all subsets of a frequent itemset must also be frequent, we can determine that the four latter candidates cannot possibly be frequent. The transactions in D are scanned in order to determine L3, consisting of those candidate 3-itemsets in C3 having minimum support. The algorithm uses L3 | L3 to generate a candidate set of 4-itemsets, C4. Although the join results in {{l1, l2, l3, l5}}, this itemset is pruned since its subset {{l2, l3, l5}} is not frequent. Thus, C4 = {}, and the algorithm terminates.
PROPOSED METHOD
At first we calculate the monograph, digraph from the frequ ncies of characters f m the Bangla doc ments. And then w find the associat n of a character with the determined left hand typed lett sets and right h nd typed letter sets according to ass iation ru p or better or maximize hand switching as described in the o F frequent word closer to finger fo o explain some keyword in brie stating the alg confidence is stated earlier in section 2. We introduce four new terms for our purpose. 2.092920 So according to the 1-3 steps of the algorithm we can initialize the left and right side characters, which are as follows: Right { }, left { } Now we have to take the decision in which set the 5 th character will lies. The decision is depend on the step 4. Left { } n we distribute the letter according to th The e most frequent occurring letter in middle row that is ard layout closer to the hand as described in the algorithm at step 4. Our designed Bangla keybo is below. 
C Y OMPARATIVE STUD
Here we show the comparative study and experimental result with our proposed keyboard layout to Bijoy and proposed lay out3 [3] [10]. The layouts are as follows Bijoy keyboard layout:
with shift key Proposed key board layout 3:
With shift key From the above table we can easily find out that our keyboard layout is optimal. Here we work with total 856725 character (with out space). In Bijoy the load in left is very large than right . So it is the time to research on this portant field. The Bangla academy also can come forward to finalize such an important matter and would produc ngladesh for new hand. And hand switching is also smaller than us. Increasing of the data this ratio also increased highly. On the other our keyboard layout is optimal because we design the layout by mining the proper association of letter each other in the various kinds of thoroughly. Not only depend on the frequently occurring monograph, digraph, etc. As for why our keyboard layout shows maximum hand switching than also proposed keyboard layout 3. In the above the table not determining characters are large because here we do not consider 0 to 10, united font etc. From the above data it is clear that our proposed layout divides the load on both hand equally and hand switching is also maximize. Comparing with other keyboard layout we can say that, our proposed layout is optimal.
CONCLUSION
The use of Bangla keyboard layout is increasing day by day im e an optimal keyboard layout and circular throughout Ba generation. Our keyboard layout shows maximum hand switching than any other exiting keyboard and also cost effective because frequently occurred letter is distribute closer to finger. Experimental results show that our proposed layout is more scientific and user friendly. If our keyboard layout is implemented, we hope that people will be benefited.
