ABSTRACT Metal component surfaces are random textured and non-smooth. There are many stains on the surface of metal component that are similar to the gray scale of the scratches. The scratches have non-uniform gray distribution, various shapes, and low contrast in their background, posing challenges in accurate scratch detection. This paper presents a method for detecting weak scratches on metal component surfaces based on deep convolutional neural networks (DCNNs). First, a DCNN is trained using labeled scratch images. Then, the scratches and some faults are detected by the trained DCNN, and most of the faults can be removed through properly thresholding based on the size of connected regions. Finally, the scratch length united in the number of pixels is obtained by the skeleton extraction. The experimental results show that the proposed method can effectively deal with background noise, thereby achieving accurate scratch detection.
I. INTRODUCTION
Scratches are a type of defect on the surface of metal components. In the traditional industry, scratch defects are often detected by manual visual inspection. Manual visual inspection is inefficient and exhibits high error detection rate. Machine vision technology has the advantages of high speed, low cost and non-destructiveness in inspection, making it widely used in industrial inspection. Statistical analysis, structural analysis, filtering methods and wavelet transform are the four main methods of machine vision detection technology. Histogram analysis is a kind of statistical analysis method. It analyzes image texture features based on histogram, divergence, chi-square and normalization. Truong and Kim [1] proposed an improved Ostu's method based on entropy weighting for the detection of small defects. Tao et al. [2] proposed a coarse-to-fine detection strategy of weak scratch in the complicated dark-field images of the large-aperture optical element. The Co-occurrence matrix method is another well-known statistical analysis method. The co-occurrence matrix method describes the gray-scale variation under specific spatial conditions by establishing a joint conditional probability function. The image texture features can be analyzed by entropy, energy, and correlation of co-occurrence matrices. Yang et al. [3] used the gray level co-occurrence matrix to obtain the defect characteristics of thin film transistors, and classified the defect features by neural network. The method realizes the identification detection of five types of defects of the thin film transistor. However, histogram statistics only apply to large differences in grayscale between defects and their background. The co-occurrence matrix method has a high computational load, and it is also sensitive to unstable grayscale changes.
The structural analysis method is to study the primitives that make up the image texture and the spatial arrangement of these primitives. Guan and Shi [4] proposed a new method that is put forward to detect fabric surface defect by target-driven features. Li et al. [5] proposed a fabric defect detection method based on low rank technique. The method utilizes the property of the fabric image to have a repeating texture structure to achieve detection of fabric defects.
Filter-based surface defect detection can be implemented in the spatial or frequency domain. In the frequency domain, the image is often analyzed by Fourier transform. Lin et al. [6] proposed a method of defect detection for ground with complex texture using Fourier transform. The method removes the texture information of the ground by zeroing the high-frequency components, and detects the defects of the reconstructed image by Canny operator.
The Fourier transform is a global method of characterizing the spatial frequency distribution of an image, which lacks the local description ability for detecting small deviations in an image. Therefore, windowing Fourier transforms such as Gabor transformations are introduced to add spatial information to frequency analysis. Vijaykumar and Angamithirai [7] enhance the difference between defect and defect background through Gabor filter, and realize the detection of track defects. However, Gabor filtering is computationally expensive and requires careful selection of filter parameters at different scales. Multiresolution analysis based on wavelet transform has become a common method to extract texture features. Different from Gabor transformation using fixed spatial resolution, wavelet transform applies multi-scale spatial resolution to frequency channel and produces abundant texture feature representation. Texture features extracted from wavelet decomposition images are widely used for texture classification and segmentation [8] , [9] . Yang et al. [10] proposed a method of using stationary wavelet transform to detect low contrast defects in magnetic tile images under various illuminations. Yao et al. [11] The multi-scale wavelet representation is used to obtain the features of the input image. The number of features is calculated by Hotelling 2 method as the threshold of scratch and background segmentation. Finally, the scratch detection is realized. Hao et al. [12] combined wavelet transforms with improved adaptive line enhancement method to reduce background noise and enhance the image features of track defects to achieve the detection of track defects.
The metal component surfaces are of random texture, non-smoothness and a lot of stains. The scratches have non-uniform gray distribution, various shapes, and low contrast with their background. Therefore, it is difficult to accurately detect the scratch on the surface of metal component based on traditional machine vision detection methods such as statistical analysis, structural analysis and filtering. FIGURE 1(a) is an example of the scratch. As shown in FIGURE 1(b) and (c), it is difficult to distinguish the scratch area from the background using traditional image processing (such as global threshold of Otsu, Gaussian weighting and threshold of local neighborhood blocks). As shown in FIGURE 1(d), although the scratch area can be separated from the background by a globally fixed threshold, scratch information will be lost. The existing detection methods can detect scratch defects with complex texture on the surface to a certain extent, but there are still some shortcomings: 1) Image features are acquired through a large number of image preprocessing, and the quality of the features directly affects the detection effect;
2) The selection of features requires expert cognition; 3) Artificially extracted features are susceptible to interference and do not have good applicability and practicability.
In recent years, deep convolutional neural networks (DCNNs) have performed well in the field of machine vision and solved challenging tasks such as image recognition and image segmentation. This success is due to the ability of DCNNs to learn raw input data without relying on manually extracted features. As the number of network layers' increases, the features extracted from the network will become richer The shallower layers hold local information, while the deeper layers use filters, which have a wider receiving domain and therefore capture global information [13] . Masci et al. [14] proposed a maximum pooled convolutional neural network method for supervising the classification of steel defects. Its optimal network is twice as effective as the traditional support vector machine classifier. Cha et al. [15] combined deep convolutional neural network with sliding window technology to identify and detect cracks on concrete surface, and proved that the method is better than traditional Canny and Sobel edge detection algorithms.
Based on the above situation, this paper proposes a method based on DCNN to detect weak scratches on metal component surfaces. First, a DCNN is trained using labeled scratch images. Then, the scratches and their backgrounds are separated by the trained DCNN. By setting the threshold value of connected domain, the small area of false segmentation can be removed. Finally, the scratch length united in the number of pixels is obtained by the skeleton extraction. The method in this paper does not require pre-processing the image, and a good model can be obtained by a small number of training samples. It is robust against illumination changes and uneven surface illumination.
This paper is organized as follows. A brief description of the detection system is presented in section 2. Section 3 provides a detailed description of the scratch detection method and a method to distinguish the scratch and interference. Section 4 gives the experiment and results. Finally, the paper concludes in section 5.
II. MACHINE VISION DETECTION SYSTEM
The detection system consists of a set of visual support platform, an industrial camera (RS-A2300-GC50) and a lens (Computar), two white strip light sources, a light source controller (HF-DY15-2) and a computer. Device Settings are shown in FIGURE 2. The visual support platform is used for placing and fixing light sources and industrial cameras. The light source controller controls the brightness and darkness of two white strip light sources. I The system captures images using an industrial camera with a 16mm lens. The computer processes the image acquired by the camera.
III. SCRATCH DETECTION METHOD A. DEEP CONVOLUTIONAL NEURAL NETWORK STRUCTURE
The traditional convolutional neural network classifies images, but it is unable to realize image segmentation. Cha et al. [15] combined neural network and sliding window technology to realize crack detection of concrete. Although this method can detect the crack area, it is inefficient and unable to detect the crack quantitatively. In 2015, Long et al. [16] proposed the use of Fully Convolutional Networks (FCN) for image semantic segmentation. The method can separate the target area from the background area to realize detection of the target area. U-net is an improvement of FCN, which has shown outstanding performance in the field of medical image segmentation [17] . The advantage of U-net is that it can solve the problem of image segmentation, and only a small number of training samples are needed. In order to better segment the scratch area, the DCNN in this paper adjusts the structure of the U-net. The DCNN in this paper is called DU-net. The DU-net has the same advantages as the U-net, can work with a small number of training images, and produces accurate segmentation. The DU-net architecture is shown in FIGURE 3. It consists of a contraction path (left) and an extension path (right).
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The contraction path follows the typical structure of convolution network. It consists of a single 3×3 convolutions, a single 2 × 2 max pool merge operation. In each down sampling step, we double the number of feature channels. Each step in the extended path includes an unsampled 2 × 2 convolution (upward convolution) of the feature map with a feature map connection corresponding to the contraction path, and a single 3×3 convolution layer. In the final layer, each 16-component eigenvector is mapped to the required number of classes using 1 × 1 convolution. Different from the U-net, the DU-net maintains the same input and output size to avoid edge loss of the image. The DU-net simplifies the structure of the U-net and avoids over-fitting caused by overly complex structures. In addition, the DU-net is superior to the U-net in training speed, and can accurately segment the scratch image.
B. TRAINING
Unlike image recognition problems of CNNs (such as image recognition), CNNs for pixel analysis do not contain any fully connected layers, and the entire network consists of only convolution, deconvolution, and pooling layers. In this paper, the three-channel scratch image of size is 512 × 512 used as the training set input image. The scratch binarization image with the size of 512 × 512 manually marked is used as the training set label image. The sample image of the input image and the label image is shown in FIGURE 4. The energy function is calculated by a combination of a softmax function and a cross entropy loss function. Calculating the probability distribution of the final feature map pixel using the softmax function. The cross-entropy loss function measures the distance between each label image pixel and the softmax function classification result. The softmax formula is as follows:
where a i (x) represents the score of each pixel point x corresponding to the feature channel i; I represent the number of classes; p i (x) is the classification result of the corresponding pixel of class i. The distance between the predicted value and the expected value is calculated by the cross entropy. The lower the value of the cross entropy, the closer the real value and the predicted value are. The cross-entropy formula is as follows:
where q r (x) represents the probability distribution of the predicted value, r : → R is the predicted result of each pixel; p l (x) represents the probability distribution of the expected value, and l : → {1, ..., K } is the true label of each pixel.
In order to make the training better, it is very necessary to carry out data augmentation. In this paper, the data is augmented by operations such as rotation, smooth deformation, and miscut transformation, as shown in FIGURE 5 . Through data augmentation, we expanded the original image of 100 scratches to 500 images. This paper randomly divides 500 images into 400 training samples and 100 test samples.
C. SCRATCH INFORMATION ACQUISITION
In order to obtain the arc length information of the scratches, the scratch skeleton is extracted by the K3M algorithm [18] . The K3M algorithm is a sequential iterative algorithm: the iterations are repeated in sequence until no modification is made to the image during the whole iteration. The K3M algorithm is not the focus of this paper, so it will not be described in detail here. In this paper, K3M algorithm is compared with two skeleton extraction algorithms to prove the superiority and effectiveness of K3M algorithm. The results are shown in FIGURE 6 (In order to observe the results better, we perform image color reversal operation.). From the results of the skeleton extraction, it can be seen that there are "branches" in the skeleton extraction of the table lookup algorithm and " fragments" in the algorithm proposed by Zhang and Suen [19] . K3M algorithm avoids the above two situations and effectively extracts the scratch skeleton. This is an important reason for this paper to select K3M algorithm as the scratch skeleton extraction method. The arc length of the scratch is obtained by calculating the number of pixels in the connected domain of the scratch skeleton. where L is the arc length of the scratched area, the unit is mm; l p is the actual length corresponding to a single pixel, the unit is mm; g(x, y) represents the connected domain pixel after the scratch is extracted by the K3M algorithm skeleton.
IV. EXPERIMENT
We use 500 expanded training images as training samples, in which the size of input and output images are 512 × 512. The equipment used in the experiment was the Asus notebook ROG GX501VIK7700, and its main parameters are shown in TABLE 1. The experiment uses the tensorflow GPU version training model of Google's machine learning architecture. The optimization algorithm adopted in this paper is Adam (Adaptive Moment Estimation) algorithm [20] . The exponential decay VOLUME 7, 2019 TABLE 2. The DU-net is compared with the U-net. rate of the first moment estimate is set to 0.9, the exponential decay rate of the second moment estimate is set to 0.999 and the epsilon is set to 1e-8. The experiment sets the initial learning rate to 1e-4 and batch size to 5. The experiment uses the Msra initialization method [21] to initialize the parameters. The number of epochs of training is 1000. The comparison of DU-net and U-net training process parameters is shown in TABLE 2. In the same experimental environment, the training time of the DU-net is much smaller than that of the U-net, and the accuracy is higher than that of the U-net.
In order to verify the robustness of this algorithm in detecting fine scratches on metal surface, as shown in Fig. 7 , 4 sets of different scratch images (long/short, straight/curved, horizontal/vertical) and 2 sets of non-scratch images are shown. We use U-net and DU-net to image segmentation of scratch images. After removing the small area of the partially segmented by the setting of the connected region threshold, the scratches detected by the DU-net are superimposed on the original for visual comparison. From FIGURE 7., We can intuitively see that U-net generates more false segmentation for scratch image segmentation, which cannot be eliminated by setting the connected region threshold. By contrast, the DU-net in this paper also generates some false segmentation, but the image processing method can effectively eliminate these false segmentation areas and avoid false detection. Seen from the second set of images, U-net caused the scratches to be segmented, which is not the result we want. The DU-net in this paper does not happen in the case of image segmentation.
This paper uses IoU (Intersection-over-Union) to evaluate the accuracy of segmentation results. The expression of IoU is as follows: where S m is the actual scratch area, S a is the segmentation area predicted by the model, S m ∩ S a is the overlap area between the real area of the scratch and the model prediction, and S m ∪ S a is the intersection of the real area of the scratch and the predicted area of the model. We used 100 scratch images as the test set and calculated the IoU to evaluate the segmentation results. The results of IoU evaluation are shown in TABLE.3. It can be seen from the evaluation results of IoU that the method proposed in this paper has a better effect on the segmentation of scratched areas.
In order to further prove the accuracy of the proposed method in detecting scratches, this paper uses K3M algorithm to extract the skeleton of the segmented scratched area. According to the calculation, the actual size of a single pixel is 0.05mm. The error analysis of the scratch arc length is shown in TABLE 4. Fig.8 shows the comparison of 5 groups of predicted scratch images and real scratch images. As can be seen from the figure, the size of the scratch and the shape of the scratch obtained by the method are basically the same as the size of the scratch of the artificial mark. The maximum error is 1.24mm, which does not affect our positioning of the scratches and the information acquisition of the arc length.
V. CONCLUSION
In this paper, a method for detecting fine scratches on the surface of metal components based on DCNNs is proposed. The scratches have non-uniform gray distribution, various shapes, and low contrast with their background, posing challenges in accurate scratch detection. We use the DU-net proposed in this paper to segment the image of the scratched image, and set the connected region threshold to remove the small area of the mis-segmentation. Finally, we use the K3M algorithm to extract the skeleton from the scratched area and obtain the length of the scratch. The experiment proves that the algorithm in this paper can effectively and qualitatively detect weak micro-scratches.
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