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Structure of elementary operators defining
m-left invertible, m-selfadjoint and related
classes of operators
B.P. Duggal, I.H. Kim
Dedicated to Professor Woo Young Lee on the occasion of his 65th birthday
Abstract
We use elementary, algebraic properties of left, right multiplication operators
to prove some deep structural properties of left m-invertible, m-isometric, m-
selfadjoint and other related classes of Banach space operators, often adding
value to extant results.
1. Introduction
Let B(X ) (resp., B(H)) denote the algebra of operators on an infinite dimensional
complex Banach Space X (resp., Hilbert space H) into itself. For A,B ∈ B(X ), let
LA and RB ∈ B(B(X )) denote, respectively, the operators
LA(X) = AX, RB(X) = XB
of left multiplication by A and right multiplication by B. The elementary operators
△A,B and δA,B ∈ B(B(X )) are then defined by
△A,B(X) = (LARB − I)(X) = LARB(X)−X = AXB −X
and
δA,B(X) = (LA −RB)(X) = LA(X)−RB(X) = AX −XB.
Let dA,B ∈ B(B(X )) denote either of the operators △A,B and δA,B . Let m ≥ 1 be
some integer. The elementary operators
dmA,B(I) = dA,B(d
m−1
A,B (I)) =


∑m
j=0(−1)
j
(
m
j
)
Am−jBm−j = 0, d = △
∑m
j=0(−1)
j
(
m
j
)
Am−jBj = 0, d = δ
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have been considered in the recent past by a large number of authors (see [2], [3],
[4], [8], [9], [13], [14], [15], [16], [17], [19], [20] for further references). Operators
satisfying△mA,B(I) = 0 have been called leftm-invertible ([6], [17], [19]): m-isometric
operators S ∈ B(H) satisfying △mS∗,S(I) = 0 and (m,C)-isometric operators S ∈
B(H) satisfying △mS∗,CSC(I) = 0 (for some conjugation C of H) are a couple of
important example of leftm-invertible operators. Again,m-selfadjoint operators S ∈
B(H) satisfying δmS∗,S(I) = 0 ([21], [23]) and (m,C)-symmetric operators S ∈ B(H)
satisfying δmS∗,CSC(I) = 0 ([13]) are a couple of important examples of operators
A, B satisfying δmA,B(I) = 0.
An array of results, amongst them that.
dmA,B(I) = 0⇐⇒ d
n
A,B(I) = 0 for all integers n ≥ m;
dmA,B(I) = 0⇐⇒ d
m
An,Bn(I) = 0 for all integers n ≥ 1,
conditions on Ai, Bi ∈ B(X ), i = 1, 2, ensuring
dmA1,B1(I) = 0 = d
m
A2,B2
(I) =⇒ dm+n−1A1,A2,B1B2(I) = 0;
and conditions on B and an n-nilpotent N ensuring
dmA,B(I) = 0 =⇒ d
m+n−1
A,B+N (I) = 0,
is available in extant literature. The authors of these papers have used a wide variety
of arguments, amongst them combinatorial arguments, arithematic progressions,
(interpolation by) Lagrange polynomials/properties of operator roots of polynomials
and the hereditary functional calculus (as developed in [1]).
This paper considers dmA,B(I) = 0 from the view point that
dmA,B(I) = (LARB − 1)
m(I) =

 m∑
j=0
(−1)j
(
m
j
)
(LARB)
m−j

 (I) = 0, d = △;
dmA,B(I) = (LA −RB)
m(I) =

 m∑
j=0
(−1)j
(
m
j
)
L
m−j
A R
j
B

 (I) = 0, d = δ
and, using little more them algebraic operations with left-right multiplication oper-
ators, provides a uniformly simple argument to prove (often, improved versions of)
these results.
The plan of this paper is as follows: Preliminaries are dealt with in Section
2. Here we use elementary arguments to prove some basic properties which opera-
tors A,B satisfying dmA,B(I) = 0 share with m-isometric operators. Amongst other
results, we prove here that if △mA,B(I) = 0 and △
m−1
A,B (I) 6= 0, then
{LtAR
s
B(I), L
t±1
A R
s±1
B △A,B(I), · · · , L
t±m−1
A R
s±m−1
B △
m−1
A,B (I)}
is a linearly independent set. Sections 3, 4 and 5, the final three sections (before the
section on references), deal with products, perturbations by commuting nilpotents
and commuting A,B. Here we give elementary proofs for some results which have
been proved for m-isometric, (m,C)-isometric (etc.) operators using a wide variety
of often lengthy, occasionally involved, arguments.
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2. Preliminaries
Henceforth, unless otherwise stated, A and B shall denote operators in B(X ). We
say that the pair (A,B) ∈ dm(I) if either △mA,B(I) = 0 or δ
m
A,B(I) = 0. Since
△m+nA,B (I) = (LARB − I)
n
(
△mA,B(I)
)
=
n∑
r=0
(−1)r
(
n
r
)
Ln−rA R
n−r
B
(
△mA,B(I)
)
and
δm+nA,B (I) = (LA −RB)
n
(
δmA,B(I)
)
=
n∑
r=0
(−1)r
(
n
r
)
Ln−rA R
r
B
(
δmA,B(I)
)
for all integers n ≥ 1,
dmA,B(I) = 0⇐⇒ d
t
A,B(I) = 0 for all integers t ≥ m.
Again, given an integer n ≥ 1, since
△mAn,Bn(I) = (LAnRBn − I)
m(I) = (LnAR
n
B − I)
m(I)
=

(LARB − I)m
m(n−1)∑
j=0
αj(LARB)
m(n−1)−j

 (I)
=
m(n−1)∑
j=0
αj(LARB)
m(n−1)−j
(
△mA,B(I)
)
and
δmAn,Bn(I) = (LAn −RBn)
m(I) = (LnA −R
n
B)
m(I)
=

(LA −RB)m
m(n−1)∑
j=0
βjL
m(n−1)−j
A R
j
B

 (I)
=
m(n−1)∑
j=0
βjL
m(n−1)−j
A R
j
B
(
δmA,B(I)
)
for some scalars αj and βj ,
(A,B) ∈ dm(I)⇐⇒ (An, Bn) ∈ dm(I) for all integers n ≥ 1.
([10], [17], [19]).
The hypothesis (A,B) ∈ △m(I) implies B is left invertible (and A is right
invertible). Thus, if (A,B) ∈ △m(I), B has a dense range and A is injective, then
A,B are invertible. Again, if (A,B) ∈ δm(I) and B is invertible, then
δmA,B(I) = 0 =⇒△
m
A,B−1(I) = 0 =⇒ A is right invertible.
Hence, if B is invertible and A is injective, then
δmA,B(I) = 0 =⇒ A,B invertible.
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Furthermore, since
(LA−1RB−1 − I)
m(I) = (−1)mL−mA R
−m
B (LARB − I)
m(I) = 0,
and
(LA−1 −RB−1)
m(I) = (−1)mL−mA R
−m
B (LA −RB)
m(I) = 0,
we have (A−1, B−1) ∈ dm(I).
We say in the following that the pair of operators (A,B) is strictly dm(I),
(A,B) ∈ strict-dm(I), if (A,B) ∈ dm(I) and dm−1A,B (I) 6= 0. The definition im-
plies that if (A,B) ∈ strict-dm(I), then drA,B(I) 6= 0 for all 0 ≤ r ≤ m− 1 and the
set {
drA,B(I)
}m−1
r=0
=
{
I, dA,B(I), · · · , d
m−1
A,B (I)
}
is linearly independent. To see this, assume (to the contrary) that there exist non-
zero scalars ar such that
∑m−1
r=0 ard
r
A,B(I) = 0. Then
0 = dm−1A,B
{
m−1∑
r=0
ard
r
A,B(I)
}
= a0d
m−1
A,B (I)⇐⇒ a0 = 0,
0 = dm−2A,B
{
m−1∑
r=1
ard
r
A,B(I)
}
= a1d
m−1
A,B (I)⇐⇒ a1 = 0,
· · ·
0 = am−1d
m−1
A,B (I)⇐⇒ am−1 = 0.
This being a contradiction, our assertion follows. More is true in the case in which
d = △.
Lemma 2.1 If (A,B) ∈ strict-△m(I), then the sets
{
Lt±rA △
r
A,B(I)
}m−1
r=0
,
{
Rs±rB △
r
A,B(I)
}m−1
r=0
and
{
Lt±rA R
s±r
B △
r
A,B(I)
}m−1
r=0
, where s, t ≥ m− 1 are some integers, are linearly in-
dependent.
Proof. The proof in all cases being similar, we prove the linear independence of the
set
{
Lt−rA R
s−r
B △
r
A,B(I)
}m−1
r=0
. Suppose to the contrary that there exist scalars ar
such that
∑m−1
r=0 arL
t−r
A R
s−r
B △
r
A,B(I) = 0. Assume without loss of generality that
s = t+ n for some integer n ≥ 0. Then
0 = △m−1A,B
(
m−1∑
r=0
arL
t−r
A R
s−r
B △
r
A,B(I)
)
=⇒ a0A
t△m−1A,B (I)B
t+n = 0
=⇒ a0A
t+n△m−1A,B (I)B
t+n = 0⇐⇒ a0△
m−1
A,B (I) = 0⇐⇒ a0 = 0;
0 = △m−2A,B
(
m−1∑
r=1
arL
t−r
A R
s−r
B △
r
A,B(I)
)
=⇒ a1A
t−1Rs−1B △
m−1
A,B (I) = 0
=⇒ a1A
t+n−1△m−1A,B (I)B
t+n−1 = 0⇐⇒ a1△
m−1
A,B (I) = 0⇐⇒ a1 = 0;
· · ·
0 = am−1A
t−m+1△m−1A,B (I)B
s−m+1
=⇒ am−1A
t+n−m+1△m−1A,B (I)B
t+n−m+1 = 0
⇐⇒ am−1△
m−1
A,B (I) = 0⇐⇒ am−1 = 0.
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This is a contradiction.
A similar result does not hold for d = δ, as the following example shows.
Example 2.2 Let H = C3 (the 3-dimensional complex space) and let A ∈ B(H) be
the operator
A =

 0 a 00 0 b
0 0 0

 , a and b distinct non− zero reals.
Let D be the conjugation D(x, y, z) = (x¯, y¯, z¯). Then
A3 = 0, DAD = A, δ5A∗,DAD(I) = 0, A
∗2 =

 0 0 00 0 0
ab 0 0

 ,
DA2D =

 0 0 ab0 0 0
0 0 0

 and δ4A∗,DAD(I) =

 0 0 00 0 0
0 0 a2b2

 6= 0.
Thus (A∗,DAD) ∈strict-δ5(I). However,
L4A∗δ
0
A∗,DAD(I) = L
3
A∗δ
1
A∗,DAD(I) = 0,
the set
{
L4−rA∗ δ
r
A∗,DAD(I)
}4
r=0
is not linearly independent and the set
{
δrA∗,DAD(I)
}4
r=0
is linearly independent.
We shall require the following lemma in our deliberations.
Lemma 2.3 If Rn−1−iB △
m+i
A,B (I) = 0 for some integer n ≥ 1 and 0 ≤ i ≤ n− 1, then
(A,B) ∈ △m(I).
Proof. The hypothesis implies An−1−i△m+iA,B (I)B
n−1−i = 0 for all 0 ≤ i ≤ n − 1.
Since A△rA,B(I)B = △
r+1
A,B(I) +△
r
A,B(I),
An−1−i△m+iA,B (I)B
n−1−i = An−2−i△m+i+1A,B (I)B
n−2−i +An−2−i△m+iA,B (I)B
n−2−i;
hence
An−2−i△m+iA,B (I)B
n−2−i = 0, 0 ≤ i ≤ n− 2.
Repeating the argument, another (n− 2)-times, it follows that △mA,B(I) = 0.
Let X⊗¯X denote the completion, endowed with a reasonable uniform cross-norm,
of the algebraic tensor product of X with itself. Let A⊗ B ∈ B(X⊗¯X ) denote the
tensor product operator defined by A and B. The following lemma is well known
(see [18], [22] for similar results).
Lemma 2.4 If
∑n
i=1Ai⊗Bi = 0 for some operators Ai, Bi ∈ B(X ), 1 ≤ i ≤ n and
the set {Bi}1≤i≤n is linearly independent, then Ai = 0 for all 1 ≤ i ≤ n.
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3. Results: Products
We start in the following by considering products of commuting pairs of operators
satisfying the dm(I) property. Products of commuting m-isometric operators have
been considered by Bermu´dez et al ([8] and [23]), of commuting left m-invertible
operators by [19], of tensor products of left m-invertible operators by Duggal and
Muller ([17]) and of commuting m-selfadjoint operators by Trieu Le ([23]). The
following theorem employs an elementary algebraic argument to prove these results
for operators satisfying the dm(I) property. Let [A,B] = AB − BA denote the
commutator of A and B.
Theorem 3.1 Let Ai, Bi ∈ B(X ), i = 1, 2, be such that [A1, A2] = 0 = [B1, B2].
(i) If (A1, B1) ∈ d
m(I) and (A2, B2) ∈ d
n(I), then (A1A2, B1B2) ∈ d
m+n−1(I).
(ii) If (A1, B1) ∈ △
m(I) and (A2, B2) ∈ △
n(I), then (A1A2, B1B2) ∈ strict-△
m+n−1(I)
if and only if (LA2RB2)
m−1△m−1A1,B1(I)△
n−1
A2,B2
(I) 6= 0, equivalently, △m−1A1,B1(I)△
n−1
A2,B2
(I) 6=
0.
(iii) If (A1, B1) ∈ δ
m(I) and (A2, B2) ∈ δ
n(I), then (A1A2, B1B2) ∈ strict-δ
m+n−1(I)
if and only if Rn−1B1 L
m−1
A2
δm−1A1,B1(I)δ
n−1
A2,B2
(I) = Ln−1A1 R
m−1
B2
δm−1A1,B1(I)δ
n−1
A2,B2
(I) 6= 0.
Proof. (i) The hypothesis [A1, A2] = 0 = [B1, B2] implies LA1 , LA2 , RB1 and RB2 all
(mutually) commute. Since
(LA1LA2RB1RB2 − I)
r = {LA2(LA1RB1 − I)RB2 + (LA2RB2 − I)}
r
=
r∑
j=0
(
r
j
)
(LA2RB2)
r−j(LA1RB1 − I)
r−j(LA2RB2 − I)
j
and{
(LA1RB1 − I)
r−j(LA2RB2 − I)
j
}
(I) = △jA2,B2(I)△
r−j
A1,B1
(I) = △r−jA1,B1(I)△
j
A2,B2
(I)
for all integers j ≥ 1, we have
△rA1A2,B1B2(I) =
r∑
j=0
(
r
j
)
(LA2RB2)
r−j△jA2,B2(I)△
r−j
A1,B1
(I).
Let r = m+ n− 1. Then △jA2,B2(I) = 0 for all j ≥ n, and since
j ≤ n− 1 =⇒ m+ n− 1− j ≥ m =⇒△m+n−1−jA1,B1 (I) = 0,
we have
(A1A2, B1B2) ∈ △
m+n−1(I).
Considering now
(LA1LA2 −RB1RB2)
r = {LA2(LA1 −RB1) + (LA2 −RB2)RB1}
r
=
r∑
j=0
(
r
j
)
L
r−j
A2
R
j
B1
(LA1 −RB1)
r−j(LA2 −RB2)
j ,
we have
δrA1A2,B1B2(I) =
r∑
j=0
(
r
j
)
L
r−j
A2
R
j
B1
δ
r−j
A1,B1
(I)δjA2,B2(I).
Structure of elementary operators 7
Hence, letting r = m+ n− 1 and recalling δmA1,B1(I) = 0 = δ
n
A2,B2
(I), we have
δm+n−1A1A2,B1B2(I) =
m+n−1∑
j=0
(
m+ n− 1
j
)
R
j
B1
δ
m+n−1−j
A1,B1
(I)Lm+n−1−jA2 δ
j
A2,B2
(I) = 0.
(ii) If △mA1,B1(I) = 0 = △
n
A2,B2
(I), then
△m+n−2A1A2,B1B2(I) =
m+n−2∑
j=0
(
m+ n− 2
j
)
(LA2RB2)
m+n−2−j△jA2,B2(I)△
m+n−2−j
A1,B1
(I)
=
(
m+ n− 2
m− 1
)
(LA2RB2)
m−1△n−1A2,B2(I)△
m−1
A1,B1
(I)
=
(
m+ n− 2
m− 1
)
△n−1A2,B2(I)△
m−1
A1,B1
(I)
(since △nA2,B2(I) = 0 implies A
m−1
2 △
m−1
A2,B2
(I)Bm−12 = △
n−1
A2,B2
(I)). Hence
△m+n−2A1A2,B1B2(I) 6= 0 ⇐⇒ (LA2RB2)
m−1△n−1A2,B2(I)△
m−1
A2,B2
(I) 6= 0
⇐⇒ △n−1A2,B2(I)△
m−1
A1,B1
(I) 6= 0
(equivalently, (A1, B1) ∈ strict-△
m(I) and (A2, B2) ∈ strict-△
n(I)).
(iii) Again, since δmA1,B1(I) = 0 = δ
n
A2,B2
(I),
δm+n−2A1A2,B1B2(I) =
m+n−2∑
j=0
(
m+ n− 2
j
)
L
m+n−2−j
A2
R
j
B1
δ
m+n−2−j
A1,B1
(I)δjA2,B2(I)
=
(
m+ n− 2
n− 1
)
Lm−1A2 R
n−1
B1
δm−1A1,B1(I)δ
n−1
A2,B2
(I).
Evidently,
δnA2,B2(I) = 0 ⇐⇒ LA2δ
n−1
A2,B2
(I) = RB2δ
n−1
A2,B2
(I)
=⇒ Lm−1A2 δ
n−1
A2,B2
(I) = Rm−1B2 δ
n−1
A2,B2
(I)
and
δmA1,B1(I) = 0 ⇐⇒ LA1δ
m−1
A1,B1
(I) = RB1δ
m−1
A1,B1
(I)
=⇒ Rn−1B1 δ
m−1
A1,B1
(I) = Ln−1A1 δ
m−1
A1,B1
(I).
Hence
(A1A2, B1B2) ∈ strict−δ
m+n−1(I) ⇐⇒ Lm−1A2 R
n−1
B1
δm−1A1,B1(I)δ
n−1
A2,B2
(I) 6= 0
⇐⇒ Ln−1A1 R
m−1
B2
δm−1A1,B1(I)δ
n−1
A2,B2
(I) 6= 0.
The condition that δm−1A1,B1(I) 6= 0 6= δ
n−1
A2,B2
(I), although necessary for (A1A2, B1B2) ∈
strict-δm+n−1(I) in Theorem 3.1(iii), is not sufficient.
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Example 3.2 Let A ∈ B(H), H = C3, be the operator of Example 2.2 and let the
conjugation C of H be defined by C(x, y, z) = (z¯, y¯, x¯). Then [C,D] = 0, (A∗, CAC) ∈strict-
δ3(I), (A∗,DAD) ∈strict-δ5(I), (A∗2, CACDAD) ∈strict-δ7(I) and
A∗
2
DA∗
4
Dδ2A∗,CAC(I)δ
4
A∗,DAD(I) = 0
(even though neither of the operators δ2A∗,CAC(I) and δ
4
A∗,DAD(I) is 0).
Translated to tensor products, Theorem 3.1 implies:
Proposition 3.3 Let Ai, Bi ∈ B(X ), i = 1, 2.
(i) If (A1, B1) ∈ d
m(I) and (A2, B2) ∈ d
n(I), d = △ or δ (exclusive ’or’ as always),
then (A1 ⊗A2.B1 ⊗B2) ∈ d
m+n−1(I ⊗ I).
(ii) Any two of the hypotheses (a) (A1, B1) ∈ strict−△
m(I); (b) (A2, B2) ∈ strict−
△n(I); (c) (A1 ⊗A2, B1 ⊗B2) ∈ strict−△
m+n−1(I ⊗ I) implies the other.
(iii) If d = δ in part (i), then (A1 ⊗ A2.B1 ⊗ B2) ∈ strict −△
m+n−1(I ⊗ I) if and
only if
(An−11 ⊗A
m−1
2 )δ
m−1
A1⊗I,I⊗B1
(I ⊗ I)δn−1A2⊗I,I⊗B2(I ⊗ I) 6= 0.
Proof. Define Si, Ti ∈ B(X ⊗ X ), i = 1, 2, by S1 = (A1 ⊗ I), S2 = (I ⊗A2), T1 =
(B1 ⊗ I) and T2 = (I ⊗ B2). Then [S1, S2] = 0 = [T1, T2], S1S2 = (A1 ⊗ A2) and
T1T2 = (B1 ⊗B2). Theorem 3.1 applies and we have:
(i) dm+n−1S1S2,T1T2(I) = 0 implies d
m+n−1
A1⊗A2,B1⊗B2
(I ⊗ I) = 0.
(ii) Since (A1 ⊗A2, B1 ⊗B2) ∈ strict-△
m+n−1(I ⊗ I) if and only if △m−1A1⊗I,B1⊗I(I ⊗
I) 6= 0 6= △n−1I⊗A2,I⊗B2(I ⊗ I), (A1, B1) ∈strict-△
m(I) if and only if △m−1A1,B1(I) 6= 0
(equivalently, △m−1A1⊗I,B1⊗I(I ⊗ I) 6= 0) and (A2, B2) ∈strict-△
n(I) if and only if
△m−1A2,B2(I) 6= 0 (equivalently, △
n−1
I⊗A2,I⊗B2
(I ⊗ I) 6= 0), any two of (a), (b) and (c)
imply the third.
The proof of (iii) being evident, the proof is complete.
4. Results: Perturbation by commuting nilpotents
Perturbation by commuting nilpotents of m-isometric, m-selfadjoint and left m-
invertible (etc.) operators has been considered by a number of authors in the recent
past, amongst them Bermu´dez et al ([9], [11], Le [23] and Gu [19]). The following
theorem provides a particularly elementary proof of the currently available results
for pairs (A,B) ∈ dm(I).
Theorem 4.1 If (A,B) ∈ dm(I), and N is an n-nilpotent which commutes with B,
then (A,B +N) ∈ dm+n−1(I). Furthermore, (A,B +N) ∈ strict-dm+n−1(I) if and
only if
Rn−1N δ
m−1
A,B (I) 6= 0, d = δ
and
Ln−1A R
n−1
N △
m−1
A,B (I) 6= 0, d = △.
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Proof. A straightforward calculation shows that
△m+n−1A,B+N (I) = {(LARB − I) + LARN}
m+n−1 (I)
=


m+n−1∑
j=0
(
m+ n− 1
j
)
(LARN )
j(LARB − I)
m+n−1−j

 (I)
=
m+n−1∑
j=0
(
m+ n− 1
j
)
(LARN )
j△m+n−1−jA,B (I)
and
δm+n−1A,B+N (I) = {(LA −RB)−RN}
m+n−1 (I)
=


m+n−1∑
j=0
(−1)j
(
m+ n− 1
j
)
R
j
N (LA −RB)
m+n−1−j

 (I)
=
m+n−1∑
j=0
(−1)j
(
m+ n− 1
j
)
R
j
Nδ
m+n−1−j
A,B (I).
The operator N being n-nilpotent, N j = 0 for all j ≥ n. For j ≤ n − 1
(equivalently, −j ≥ −n+ 1), m+ n− 1− j ≥ m. Hence (A,B +N) ∈ dm+n−1(I).
Since (A,B+N) ∈ strict-dm+n−1(I) if and only if dm+n−2A,B+N (I) 6= 0, it follows that
(A,B +N) ∈ strict-dm+n−1(I) if and only if
(
m+ n− 1
n− 1
)
(LARN )
n−1△m−1A,B (I) 6= 0, d = △
and (
m+ n− 1
n− 1
)
Rn−1N δ
m−1
A,B (I) 6= 0, d = δ.
The proof is now evident.
Evidently, (A,B) ∈ dm(I) implies (B∗, A∗) ∈ dm(I∗), and ifM is an n1-nilpotent
which commutes with A, then (B∗, A∗ +M∗) ∈ dm+n1−1(I∗). Hence, Theorem 4.1
implies:
Corollary 4.2 If (A,B) ∈ dm(I), and Ni (i = 1, 2) are ni-nilpotents such that
[A,N2] = 0 = [B,N1], then (A+N2, B +N1) ∈ d
m+n1+n2−2(I).
If A,B and Ni (i = 1, 2) are the operators of Corollary 4.2, then
△rA+N2,B+N1(I) =


r∑
j=0
(
r
j
)
△r−jA,B+N1(LN2RB+N1)
j

 (I)
and
δrA+N2,B+N1(I) =


r∑
j=0
(
r
j
)
δ
r−j
A,B+N1
L
j
N2

 (I)
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and it follows from an argument similar to the one above that (A+N2, B +N1) ∈
strict-dm+n1+n2−2(I) if and only if
△m+n1−2A,B+N1 (I)(LN2RB+N1)
n2−1 6= 0, d = △
and
δm+n1−2A,B+N1 (I)L
n2−1
N2
6= 0, d = δ.
In the particular case in which m = 1, Theorem 4.1 implies that a necessary
and sufficient condition for (A,B + N) ∈ strict-△n(I) is that An−1Nn−1Bn−1 =
An−1Bn−1Nn−1 = Nn−1 6= 0. Hence :
Corollary 4.3 If (A,B) ∈ △(I), and N is an n-nilpotent which commutes with B,
then (A,B +N) ∈ strict-△n(I).
An m-isometric version of Corollary 4.3 was first proved by Bermu´dez et.al. ([9],
Theorem 2.2). Observe that if d = δ and m = 1, then δA,B(I) = 0 if and only if
A = B and then (A,B +N) ∈ strict-δn(I) in Theorem 4.1.
If m > 1, then the hypothesis (A,B) ∈ strict-dm(I) is not enough to guarantee
(A,B+N) ∈ strict-dm+n−1(I), as the following (slightly changed) example from [19,
Example 7] shows.
Example 4.4 Define A,B ∈ B(X ⊕ X ) by A = I ⊕ A1 and B = I ⊕ B1, where
(A1, B1) ∈ strict-d
m(I). Let N1 ∈ B(X ) be an n-nilpotent operator, and define
N ∈ B(X ⊕ X ) by N = N1 ⊕ 0. Then neither of the operators d
m−1
A,B (I), N
n−1 and
An−1 is the 0 operator,
drA,B+N (I ⊕ I) = d
r
I,I+N1(I)⊕ d
r
A1,B1
(I),
(I, I +N1) ∈ strict− d
n(I), (A1, B1) ∈ strict−△
m(I), and
(A,B +N) ∈ strict− dt(I), t = max{n,m} < m+ n− 1.
Observe that
Ln−1A R
n−1
N △
m−1
A,B (I ⊕ I) = (I ⊕A
n−1
1 )(0⊕△
m−1
A1,B1
(I))(Nn−11 ⊕ 0)
= 0
= (0⊕ δm−1A1,B1(I))(N
n−1
1 ⊕ 0) = R
n−1
N δ
m−1
A,B (I ⊕ I)
(cf. Theorem 4.1).
Clearly, t = max{n,m} = n in (the example above in) the case in which m = 1.
The case d = δ of Theorem 4.1 is a particular case of the following proposition.
Proposition 4.5 If Ai, Bi ∈ B(X ) are such that [A1, A2] = 0 = [B1, B2], (A1, B1) ∈
δm(I) and (A2, B2) ∈ δ
n(I), then (A1+A2, B1+B2) ∈ strict-δ
m+n−1(I) if and only
if δm−1A1,B1(I)δ
n−1
A2,B2
(I) 6= 0.
Proof. If we let S = (LA1+LA2−RB1−RB2)(I) = {(LA1 −RB1) + (LA2 −RB2)} (I),
then
Sm+n−1 =
m+n−1∑
j=0
(
m+ n− 1
j
)
δ
m+n−1−j
A1,B1
(I)δjA2,B2(I)
=
m+n−1∑
j=0
(
m+ n− 1
j
)
δ
j
A2,B2
(I)δm+n−1−jA1,B1 (I).
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The hypothesis δmA1,B1(I) = 0 = δ
n
A2,B2
(I) forces Sm+n−1 = 0. Since
Sm+n−2 =
m+n−2∑
j=0
(
m+ n− 2
j
)
δ
m+n−2−j
A1,B1
(I)δjA2,B2(I)
=
(
m+ n− 2
n− 1
)
δm−1A1,B1(I)δ
n−1
A2,B2
(I),
it follows that Sm+n−2 6= 0 if and only if δm−1A1,B1(I)δ
n−1
A2,B2
(I) 6= 0.
The case d = δ of Theorem 4.1 is obtained from Proposition 4.5 upon choosing
A2 = 0 and B2 = N (for then δ
n
0,B2
(I) = 0 if and only if Bn2 = 0). It is clear
from Example 4.4 that the condition δm−1A,B1(I) 6= 0 6= δ
n−1
A2,B2
(I) in Proposition 4.5
though necessary is in no way sufficient for (A1 +A2, B1 +B2) ∈ strict-δ
m+n−1(I).
If we let Bi = S
∗
i and Ai = Si, i = 1, 2, for some operators Si ∈ B(H), and choose
n = 1, then Proposition 4.5 says: S1 + S2 is m-selfadjoint ([23], Corollary 2.9).
Furthermore, S1 + S2 ∈ strict-m-selfadjoint if and only if S1 ∈ strict-m-selfadjoint.
Remark 4.6 A ∈ B(H) is said to be an n-Jordan operator (or, a Jordan operator
of order n) if A = S + N for some selfadjoint operator S ∈ B(H) (i.e., for some
S ∈ B(H) satisfying δS∗,S(I) = 0) and an n-nilpotent operator N ∈ B(H) such
that [S,N ] = 0. Theorem 4.1 says that ”if δS∗,S(I) = 0, [S,N ] = 0, N
n = 0 and
A = S +N , then A is (2n − 1)-Jordan and satisfies δ2n−1A∗,A (I) = 0” ([24], Theorem
3.2).
Remark 4.7 Bayart ([7]) defines a Banach space operator S ∈ B(X ) to be m-
isometric if
∑m
j=0(−1)
j
(
m
j
)
‖Sm−jx‖2 = 0 for all x ∈ X . Hilbert space m-
isometric operators are left m-invertible operators, but a similar description does
not fit the (generalized) Banach space definition. Arguments similar to those used
to prove Theorems 3.1 and 4.1 do not extend to prove similar results for Banach
space m-isometries. This in a way is to be expected: Whereas it is true that if
A,B ∈ B(X ) are commuting operators such that A is m-isometric and B is n-
isometric then AB is (m + n − 1)-isometric ([8], Theorem 3.3), the perturbation
by a commuting n-nilpotent operator of an m-isometric (Banach space) operator
may not be an (m + 2n − 2)-isometric operator ([11], Example 4.1). Observe that
Bayart’s definition of m-isometries converts the problem of commuting products into
a problem in arithmetic progressions.
Let N ∈ B(X ) be an n-nilpotent operator, and let Sr, T r ∈ B(X⊗¯X ), r ≥ 1
some integer, be the operators
Sr = △rA⊗I+I⊗N,B⊗I(I ⊗ I) = {(LA⊗IRB⊗I − I ⊗ I) + LA⊗IRI⊗N}
r (I ⊗ I)
=


r∑
j=0
(
r
j
)
(LI⊗NRB⊗I)
j(LA⊗IRB⊗I − I ⊗ I)
r−j

 (I ⊗ I)
=
r∑
j=0
(
r
j
)
△r−jA,B(I)B
j ⊗N j
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and
T r = δrA⊗I+I⊗N,B⊗I(I ⊗ I) =


r∑
j=0
(
r
j
)
(LA⊗I −RB⊗I)
r−jL
j
I⊗N

 (I ⊗ I)
=
r∑
j=0
(
r
j
)
δ
r−j
A,B(I)⊗N
j.
Let E = A ⊗ I, F = B ⊗ I and Q = I ⊗ N . Then [E,Q] = 0 = Qn. If we now
assume that (A,B) ∈strict-dm(I), then it follows from an application of Theorem
4.1 that
(E +Q,F ) ∈ dm+n−1(I ⊗ I),
△m+n−2E+Q,F (I ⊗ I) = S
m+n−2 6= 0 6= Tm+n−2 = δm+n−2E+Q,F (I ⊗ I)
and
△m−1A,B (I)B
n−1 ⊗Nn−1 6= 0 6= δm−1A,B ⊗N
n−1.(1)
The following proposition is proved in ([19], Theorem 18) for the case in which
d = △; our proof, however, differs from that in ([19]).
Proposition 4.8 Given operators A,B,N ∈ B(X ), any two of the following con-
ditions implies the third.
(i) (A,B) ∈ strict-dm(I).
(ii) Nn = 0.
(iii) (A⊗ I + I ⊗N,B ⊗ I) ∈ strict-dm+n−1(I ⊗ I).
Proof. (i)∧(ii) =⇒ (iii): We have already seen (above) that (A⊗I+I⊗N,B⊗I) ∈
dm+n−1(I⊗I). Since△m−1A,B (I)B
n−1 = 0 implies An−1△m−1A,B (I)B
n−1 = △m−1A,B (I) = 0
(Recall: △mA,B(I) = A△
m−1
A,B (I)B −△
m−1
A,B (I) = 0), and since N
n−1 6= 0 6= dm−1A,B (I),
(1) holds.
(i) ∧ (iii) =⇒ (ii): Hypothesis (i) implies
Sm+n−1 =
m+n−1∑
j=n
(
m+ n− 1
j
)
△m+n−1−jA,B (I)B
j ⊗N j
and
Tm+n−1 =
m+n−1∑
j=n
(
m+ n− 1
j
)
δ
m+n−1−j
A,B (I)⊗N
j.
Here the sets
{
△m+n−1−jA,B (I)B
j
}m+n−1
j=n
and
{
δ
m+n−1−j
A,B (I)
}m+n−1
j=n
are linearly in-
dependent. Hence we must have N j = 0 for all n ≤ j ≤ m+ n− 1.
(ii) ∧ (iii) =⇒ (i): Hypotheses (ii) ∧ (iii) imply
Sm+n−1 =
n−1∑
j=0
(
m+ n− 1
j
)
△m+n−1−jA,B (I)B
j ⊗N j = 0
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and
Tm+n−1 =
n−1∑
j=0
(
m+ n− 1
j
)
δ
m+n−1−j
A,B (I)⊗N
j = 0.
The set
{
N j
}n−1
j=0
being linearly independent, we must have △m+jA,B (I)B
j = 0 =
δ
m+j
A,B (I) for all 0 ≤ j ≤ n− 1. Applying Lemma 2.1, it follows that (A,B) ∈ d
m(I).
Again, since
Sm+n−2 =
(
m+ n− 2
n− 1
)
△m−1A,B (I)B
n−1 ⊗Nn−1,
Tm+n−2 =
(
m+ n− 2
n− 1
)
δm−1A,B (I)⊗N
n−1
and
△m−1A,B (I)B
n−1 = 0 =⇒△m−1A,B (I) = 0,
we must have △m−1A,B (I) 6= 0 6= δ
m−1
A,B (I), i.e., (A,B) ∈ strict-d
m(I).
5. Results: Commuting A and B
Pairs of operators (A,B) ∈ dm(I) for which [A,B] = 0 have a particular repre-
sentation: There exists an m-nilpotent N satisfying [B,N ] = 0 and such that
A = B−1 + N if d = △ and A = B + N if d = δ. The following theorem is a
generalization of ([19], [Prpoposition 8,9).
Theorem 5.1 (a) Given A,B ∈ B(X ) such that [A,B] = 0, if :
(i) (A,B) ∈ △m(I), then B is invertible and there exists an m-nilpotent operator N
satisfying [B,N ] = 0 and A = B−1 +N ;
(ii) (A,B) ∈ δm(I), then there exists an m-nilpotent operator N satisfying [B,N ] =
0 and B = A+N .
(b) If A,B ∈ B(X ) satisfy
(iii) △2A,B(I) = 0, then B is invertible if and only if [A,B] = 0;
(iv) δ2A,B(I) = 0, then [A,B] = 0.
Proof. (i) The hypotheses [A,B] = 0 and (A,B) ∈ △m(I) imply △mB,A(I) = 0 =
△mA,B(I), and this in turn implies that both A and B are invertible. (△
m
A,B(I) = 0
implies B is left m-invertible, hence left invertible, and A is right m-invertible, hence
right invertible). The invertibility of B implies
△mA,B(I) = 0⇐⇒
m∑
j=0
(−1)j
(
m
j
)
AjB−m+j = 0⇐⇒ δmA,B−1(I) = 0.
Define N ∈ B(X ) by
δA,B−1 = LA −RB−1 = LN .
Then
Nm = LmN (I) = δ
m
A,B−1(I) = 0
and
LN (I) = δA,B−1(I)⇐⇒ A = B
−1 +N.
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Evidently,
I +NB = AB = BA = I +BN ⇐⇒ [B,N ] = 0.
(ii) If δmA,B(I) = 0, then define N by δA,B = LN . We have
A−B = δA,B(I) = LN (I) = N ⇐⇒ A = B +N,
Nm = LmN (I) = δ
m
A,B(I) = 0
and
NB = AB −B2 = BA−B2 = B(A−B) = BN.
(iii) It being clear that if [A,B] = 0 and △2A,B(I) = 0, then B is invertible, we
prove the converse. Assume B is invertible. Then
△2A,B(I) = 0⇐⇒ A
2 − 2AB−1 +B−2 = δ2A,B−1(I) = 0.
The operator δA,B−1 = LN satisfies δ
2
A,B−1
(I) = L2N (I) = N
2 = 0. Since δA,B−1(I) =
A − B−1 = N , (A − B−1)2 = A2 − AB−1 − B−1A + B−2 = 0. Hence (since
δ2
A,B−1
(I) = A2 − 2AB−1 +B−2)
B−1A = AB−1 ⇐⇒ [A,B] = 0.
(iv) If δ2A,B(I) = 0, then the operator δA,B = LN satisfies N = A − B and
δ2A,B(I) = N
2 = 0. Hence
δ2A,B(I) = A
2 − 2AB +B2 = N2 = (A−B)2 = A2−AB −BA+B2 =⇒ [A,B] = 0.
If X = Cn is a finite dimensional Hilbert space, then (A,B) ∈ △m(I) implies B
(also, A) is invertible. The conclusion of Theorem 5.1 (iii) does not extend to m ≥ 3
even for A,B ∈ B(Cn) (see [19], Example 10). Also, [A,B] = 0 in (iv) of Theorem
5.1 does not guarantee δ2A,B(I) = 0: Consider, for example, the operators A and
DAD of Example 2.2: [A,DAD] = 0 and δ2A,DAD(I) 6= 0.
IfB ∈ B(H) is an algebraic operator, thenB has a representation B = ⊕ri=1B|H0(B−λiI),
where σ(B) = {λi : 1 ≤ i ≤ r} and H0(B − λiI) = {x ∈ H : limn→∞ ||(B −
λiI)
nx||
1
n = 0} = (B − λiI)
−pi(0) for some integer pi > 0. ( Indeed, the points
λi are poles of the resolvent of B of some order pi.) Each Bi = B|H0(B−λiI) has
a representation Bi = λiI1 + Ni for some nilpotent Ni (of order pi) and B =
⊕ri=1λiIi + ⊕
r
i=1Ni = B0 + N for some normal operator B0 and a nilpotent N
such that [B0, N ] = 0. If we now assume (additionally) that B is m-isometric, then
B is invertible, hence |λi| = 1 for all λi ∈ σ(B) ([7], Proposition 2.3). The operator
B0 being normal is (hence) unitary. Consequently, (B
∗
0 , B0) ∈ △(I). Since B is
m-isometric (by hypothesis), it follows from an application of Corollary 4.3 that the
order n of nilpotency of N is given by n = m+12 . Observe here that the invertibility
of B forces m to be an odd integer ([7], Proposition 2.4). We have proved:
Proposition 5.2 Let B ∈ B(H) be an algebraic m-isometric operator. Then m is
odd and B is the perturbation of a unitary operator by a commuting m+12 -nilpotent
operator.
Recall that operators B ∈ B(Ct), Ct the t-dimensional complex space, are alge-
braic. Proposition 5.2 was proved for operators B ∈ B(Ct) by Bermu´dez et al ([9],
Theorem 2.7). That an m-isometric operator B ∈ B(Ct) is the perturbation of a
unitary by a commuting nilpotent was first observed by Agler et al ([5], Page 134).
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