Future Internet Resilience for Massive Failures

InfoLab 21

Yufei Cheng*, Egemen K. Çetinkaya*§, James P.G. Sterbenz*†‡
*EECS and ITTC, The University of Kansas – §ECE, Missouri Science and Technology
†SCC

I. INTRODUCTION and MOTIVATION
• Resilience of the Future Internet
With the increasing frequency of natural disasters and
intentional attacks that challenge the Future Internet,
vulnerability to regionally-correlated challenges or attacks is
increasingly important.
• Large-Scale Challenges and Centrality-Based Attacks
We use circular area for regionally-correlated challenge and
several centrality-based attacks: betweenness, closeness,
degree, and eigenvector centrality. We analyze how the
centrality-based attacks with a given budget can maximize the
damage, either in a single or multiple locations.

and InfoLab21, Lancaster University – ‡The Hong Kong Polytechnic University

III. RESILIENCE ANALYSIS and GEODIVERSE ROUTING PROTOCOL

IV. GeoDivRP RESULTS and ANALYSIS
• Performance Measures

• Centrality-Based Attacks and Resilience Analysis
We study how the number of attack locations affect network performance under different centrality-based attacks.
With a given attack budget, we spread the attacks to multiple equally-divided locations in terms of area. Degree
centrality has the greatest impact to the flow robustness; the significant drop occurs around eight challenge
locations as shown in Figure 2. When the number of locations increases beyond eight, the flow robustness drops
significantly, which is due to the fact that after the higher centrality nodes have been removed, the network is
partitioned. As shown in Figure 3, by protecting three nodes, the flow robustness increases to above
60%. Protection can be done by protecting existing nodes or providing hot standby nodes.

The performance metrics for the evaluation are packet delivery
ratio (PDR), and delay. We compare our protocol to Open
Shortest Path First (OSPF) routing protocol, which is one of
the de facto intradomain routing protocols in the Internet. We
present results with three challenges in the Sprint physical
network: the first in Kansas City, second in New York City, and
third in Los Angeles. For the first challenge, the PDR of OSPF
drops to 75% and it takes ten seconds to converge while for
GeoDivRP the PDR only drops 2% and it converges within one
second as shown in Figure 7.

• Proposed Mechanisms
We present the resilience gain when protecting only a small
number of nodes in the challenged or attacked area.
We propose a GeoPath Diverse Routing Protocol (GeoDivRP),
which considers geographical diversity of physical network
topologies when making routing decisions, and increases the
routing protocol responsiveness: iWPSP (iterative WayPoint
Shortest Path).
Figure 3. Resilience gain with protection

Figure 2. Centrality attacks in Sprint network

II. CROSS-LAYER MECHANISM

Figure 7. PDR for different challenges in Sprint network

• GeoPath Diversity Definition
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As shown in Figure 4, node 0 is the source and node 2 is the
destination. The shortest path 𝑃𝑠 consists of nodes 0-1-2.
GeoPath diversity 𝐷(𝑃𝑖 ) is defined as the minimum distance
between any node member of the path 𝑃𝑖 and that of the
shortest path 𝑃𝑠 . The green dashed line shows the path 𝑃1
whose diversity 𝐷(𝑃1 ) equals 𝑑. The blue line shows path 𝑃2 and
its diversity 𝐷(𝑃2 ) is 𝑑′ that is the minimum distance to 𝑃𝑠 .
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As shown in Figure 8, GeoDivRP shows higher delay since the
dropped packets for OSPF is not counted as delayed. On
average, GeoDivRP has one millisecond higher delay due to
extra path stretch using geodiverse paths.
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Figure 4. GeoPath diversity definition

• GeoDivRP Routing Protocol using iWPSP Heuristic
We implement the GeoDivRP routing protocol in ns-3 using the iWPSP routing heuristic. As shown in Figure 5, the
iWPSP heuristic calculates the geodiverse paths using waypoint node 𝑚′ and 𝑚′′ . It starts by selecting source
and destination neighbor nodes that are separated from the source and destination by 𝑑, respectively, and the
waypoint nodes separated by 𝑑 + 𝛿 from the shortest path. The heuristic then executes Dijkstra’s algorithm twice
to calculate shortest paths connecting the source node neighbor, waypoint node, and the destination node
neighbor.
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Figure 1. GeoDivRP and ResTP

• GeoDivRP: Protocol Stack
Our GeoDivRP fits in the protocol stack as shown in Figure
1. Knobs are used by the higher layer to control the lower
layer operation while dials are the mechanisms for lower layer
to provide feedback to higher layers. The application layer
passes the service specification and threat model down to the
transport layer protocol ResTP.
Upon receiving the
requirement, ResTP requests GeoDivRP to calculate 𝑘 𝑑 geodiverse paths, where 𝑘 is the total number of geodiverse
paths requested, 𝑑 is the distance separation criteria, and [ℎ,
𝑡] is the target path stretch and skew. ResTP then establishes
transport flows with reliability modes that comply with the
application requirements.
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Figure 8. Delay for different challenges in Sprint network
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Figure 5. GeoDivRP with iWPSP heuristic

Figure 6. Sprint network GeoPath after challenge

• Area-Based Challenges on Real-World Topologies
We test our protocol in real-world physical topologies. Figure 6 shows the Geodiverse paths calculated by
GeoDivRP to bypass the challenge area represented by the red circle. The cites that fall in the circle are Omaha,
NE and Kansas City, MO. The radius of the challenge area is 300 km. The solid lines show the paths calculated
by GeoDivRP and the dotted lines represent the links failed from the challenge. By assuming the correct
estimation of the challenge radius and position, we compare our protocol's performance with standard OSPF in
terms of PDR (packet delivery ratio) as well as delay.
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