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1. Introduction
1.1. This article concerns the combinatorics of crystals associated to the integrable highest-
weight modules of a symmetrizable Kac–Moody Lie algebra g. The background theory
needed is a combination of the works of Kashiwara [K1,K2] and Littelmann [L1,L2]. This
has been reviewed in [J2, Chapter 6]. Here we note that [J2, 6.4] has been significantly
extended in [J4] to take account of more recent results of Kashiwara [K3], Littelmann
[L3], and Zelikson [Z]. We shall mainly use the notation of [J2, Chapter 6] as modified
slightly by [J4].
1.2. A major success of the Kashiwara–Littelmann theory was a new and strongly
combinatorial proof of the Demazure character formula [K2,L3]. A question I posed
some time ago was whether the tensor product of an integrable module with a Demazure
module admits a Demazure flag, that is to say a filtration whose quotients are Demazure
modules [J1]. This question was studied in a keen spirit of competition by P. Polo [P] and O.
Mathieu [M1] who called such filtrations by various different names. They also refined my
original question replacing the integrable module by a one-dimensional Demazure module,
whilst van der Kallen observed that arbitrary tensor products of Demazure modules need
not admit a Demazure flag. He also contributed significantly by giving an important
criterion for the existence of a Demazure flag [V]. A recent review of these results can
be found in [M2, Section 2]. We shall refer to the existence of a Demazure flag for such
tensor products, precisely [M2, Theorem 2.2(ii)], as the PMK theorem.
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Here one should note that these two versions are not obviously related. Indeed, the crystal
version is sensitive to the order of the tensor factors whilst the module version is not. Again
my original question does not translate to crystals. It is implied by the PMK theorem;
but the proof requires a symmetry in the tensor product. Besides our present analysis
is purely combinatorial avoiding any geometry, cohomology of sheaves, and the like,
though for some refinements we use some deep properties of the Kashiwara involution.
We also do not need g to be semisimple. A new result is a computationally effective
manner of obtaining the multiplicities in a Demazure flag. Of course these multiplicities
are determined implicitly by the Demazure character formula; but computationally this
is practically useless. Combined with our present result we obtain some combinatorial
identities which may be rather deep.
1.4. One of the main motivations for the present work was the belief that the Kashiwara–
Littelmann crystal theory should enable one to calculate the n-homologies of Demazure
modules. In this we recently used the functors Dw defined in [J1, Section 5] to give a
version of Kumar’s remark [Ku] concerning these homologies and which can in principle
give an algorithm for computing them. In doing this we noticed that we had made a careless
remark in [J3, 2.7 Remarks] claiming a new proof of the Kumar–Mathieu–Polo formula.
The main result of this paper closes the gap in the proof. Though we do not establish the
PMK theorem here we note that combining Kashiwara’s result [J2, 6.3.8] as in [J1, 2.7] and
[L3, Section 8] with Theorem 2.11 implies the acyclicity of the tensor products described
in Section 1.2 with respect to the Dw .
1.5. P. Littelmann has informed me that part (b) of Theorem 9 of [L4] contains a version
of the decomposition theorem in Section 4.4. Littelmann worked entirely within the path
model, whereas we also use the Kashiwara model. This we believe leads to a clearer
statement concerning the decomposition.
2. Preliminaries
The notation follows that of [J4] though will be redefined where necessary.
2.1. Let π = {α1, α2, . . . , α} (respectively π∨ = {α∨1 , α∨2 , . . . , α∨ }) be the set of simple
roots (respectively coroots) of a symmetrizable Kac–Moody algebra. Henceforth we denote
the indexing set {1,2, . . . , } by I . Let P denote the set of integral weights and P+ the
subset of dominant weights containing in particular the free additive semigroup generated
by a choice of fundamental weights ω1,ω2, . . . ,ω. For each i ∈ I , let si denote the
corresponding reflection and W the group they generate. Let w → (w) be the length
function on w.
2.2. Recall that a crystal B is a set with maps wt :B → P , εi, ϕi :B → Z ∪ {−∞},
ei, fi :B ∪ {0}→ B ∪ {0}, ∀i ∈ I satisfying in particular the rules ei0= fi0= 0 and
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(2) For all b, b′ ∈ B , one has b′ = eib⇐⇒ b = fib′.
(3) For all b ∈B , i ∈ I such that eib ∈ B one has wt eib= wt b+ αi .
A crystal is said to be upper (respectively lower) normal if εi(b) = max{n | eni b = 0}
(respectively ϕi(b)=max{n | f ni b = 0}), ∀b ∈ B , ∀i ∈ I . We shall mainly consider upper
normal crystals and those which are normal (that is, both upper and lower normal). For
upper normal and normal crystals the above rules are a complete set.
2.3. Let B be a crystal. For each ω ∈ P set Bω = {b ∈ B | wt b = ω}. We shall always
assume #Bω <∞. Then as for modules one may define the formal character chB through
chB =
∑
ω∈P
#Bωeω.
For a normal crystal, chB is W invariant [J4, 1.5].
2.4. Let B1,B2 be crystals. Then one may give B1 ×B2 the structure of a crystal denoted
by B1⊗B2 and called the tensor product of B1,B2. The tensor product is not commutative;
but it is associative and the crystal rules for the multiple tensor product are of particular
importance here. They are described below.
Let B1,B2, . . . ,Bn be crystals. Given b = b1 ⊗ b2 ⊗ · · · ⊗ bn ∈ B1 ⊗ B2 ⊗ · · · ⊗ Bn
define the Kashiwara functions b → rik(b), with i ∈ I , k ∈ {1,2, . . . , n} through
rik(b)= εi(bk)−
∑
1j<k
α∨i (wt bj ).
For each i , let pi(b) (respectively gi(b)) be the smallest (respectively largest) value of k
such that rik(b) takes its maximum value R
i(b). Then
(1) εi(b)=Ri(b).
(2) ei(b1 ⊗ b2 ⊗ · · · ⊗ bn)= b1 ⊗ · · · ⊗ eibp ⊗ · · · ⊗ bn, where p = pi(b), that is ei goes
into the pi(b)-th place of b.
(3) fi goes in the gi(b)-th place of b.
2.5. A morphism ψ of crystals B1,B2 is a map ψ :B1 ∪ {0} → B2 ∪ {0} with ψ(0) = 0
which for all i ∈ I satisfies
(1) ψ commutes with wt, εi , ϕi ,
(2) ψ(eib)= eiψ(b), if eib = 0,
(3) ψ(fib)= fiψ(b), if fib = 0.
Thus a morphism need not quite commute with ei , fi . A morphism which commutes
with the ei , i ∈ I , is said to be full and one which commutes with both ei , fi ∈ I is said to
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injective (respectively full, strict).
2.6. Let E (respectively F ) denote the monoid generated by the ei (respectively fi ), i ∈ I .
A crystal B is said to be of highest weight λ ∈ P if there exists bλ ∈Bλ satisfying
(1) Ebλ = 0.
(2) Fbλ = B .
If B is a normal crystal of highest weight λ, then necessarily λ ∈ P+.
We say that a subset S of a crystal in E (respectively F ) stable if ES ⊂ S ∪ {0}
(respectively FS ⊂ S ∪ {0}).
Let B1,B2 be crystals of highest weights λ1, λ2, respectively. It is immediate
from 2.4(2) that E(bλ1 ⊗ bλ2)= 0. However, it is far from clear that F(b1⊗ b2) is a (strict)
subcrystal of B1 ⊗B2 or even that it is E stable.
2.7. A family {B(λ) | λ ∈ P+} of normal highest-weight crystals is said to be closed if
for all λ,µ ∈ P+, F(bλ ⊗ bµ) is a strict subcrystal of B(λ)⊗B(µ) which is furthermore
isomorphic to B(λ+µ).
It turns out [J4, Theorem 8.7] that up to isomorphism there is exactly one closed
family B = {B(λ) | λ ∈ P+} of normal highest-weight crystals. There are two different
constructions of B, the first due to Kashiwara [K1], the second due to Littelmann [L1].
We need mainly the Kashiwara model, though it is sometimes convenient to use the
equivalence between these two families.
2.8. Let B be a crystal. Given e ∈ E , let (e) denote its length viewed as a monomial in
the ei , i ∈ I . We remark that (e) is independent of any identities in E when it is applied
to B . This follows from 2.2(3) and the linear independence of the simple roots. In view of
2.2(2) a length function f → (f ) can be similarly defined on F .
Let B , B ′ be crystals. Suppose for some f ∈F , b ∈ B , b′ ∈B ′ we have f (b⊗b′)= b⊗
f b′ = 0. Then for all ways of writing f = f ′f ′′ we must have f ′′(b⊗ b′)= b⊗f ′′b′ = 0.
This follows easily using wt. A similar remark applies if f (b⊗ b′)= f b⊗ b′ = 0.
Let B , B ′, B ′′ be crystals.
Lemma. Take b ∈ B , b′ ∈ B ′, b′′ ∈B ′′, j ∈ I , and f ∈F .
(i) If fj (b ⊗ b′) = b ⊗ fj b′ and fj (b′ ⊗ b′′) = fjb′ ⊗ b′′ (respectively fj (b′ ⊗ b′′) =
b′ ⊗ fj b′′) then fj (b⊗ b′ ⊗ b′′)= b⊗ fj b′ ⊗ b′′ (respectively b⊗ b′ ⊗ fj b′′).
(ii) If f (b⊗b′)= b⊗f b and f (b′ ⊗b′′)= f b′ ⊗b′′, then f (b⊗b′ ⊗b′′)= b⊗f b′ ⊗b′′.
Proof. (i) is an easy consequence of 2.4(3). Then (ii) follows from (i) by induction on
length and the remarks preceding the lemma. ✷
2.9. Let B = {B(λ) | λ ∈ P+} be the Kashiwara–Littelmann (KL) family. One may
construct an upper normal crystal B(∞) which is in some sense a limit of the B(λ),
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0 is denoted by b∞. For each λ ∈ P+ one has an injection ψ˜ of B(λ) into B(∞) taking bλ
to b∞ which commutes with action of E . By the crystal rules this means that ψ˜ “almost”
commutes with the action of F . However it can happen that fib = 0, whilst fiψ˜(b) = 0.
The relationship between B(∞) and the B(λ), λ ∈ P+, can be made precise as follows.
Let Sλ = {sλ | λ ∈ P+} be the singleton crystal defined by wt sλ = λ, εi(sλ)=−α∨i (λ). (Of
course, eisλ = fisλ = 0, ∀i ∈ I .) Then by [J4, 8.3] we have the following.
Lemma. The map ψλ :b → ψ˜(b) ⊗ sλ is a strict injective morphism of B(λ) into
B(∞)⊗ Sλ.
Define an order relation  on P through µ  ν if µ− ν ∈ P+. Up to a translation of
weights B(λ) is a full subcrystal of B(∞) and if λ≺ µ also a full subcrystal of B(µ). Of
course, B(∞) is the crystal analogue of a Verma module and B(λ) the crystal analogue of
a simple integrable module of highest weight λ. Then the above embeddings are analogues
of similar module embeddings of their O-duals.
2.10. Take w ∈W and fix a reduced decomposition w = si1si2 · · · sin . Define
Fw =
⋃
mi∈N
f
m1
i1
f
m2
i2
· · ·fmnin ⊂F
and Ew ⊂ E , similarly. We write Fi for Fsi , i ∈ I . There is no reason to believe that Fw
and Ew are independent of the choice of reduced decomposition. However, if one regards
F (respectively E) as a subset of mappings of B(λ), λ ∈ P+, B(∞) or of their tensor
products B(λ) ⊗ B(µ), µ ∈ P+ ∪ {∞}, then this does hold. Here we remark that for all
f ∈F , b ∈B(∞) one has f b ∈ B(∞), that is f b = 0. These well-known facts follow from
the presentation of B(∞) given in [J4, 8.6]. We shall discuss this presentation in Section 4
as it is rather important for our present considerations. We also remark [J2, 6.3.10(iii)]
that Fwb∞ is independent of the reduced decomposition of w. Although the proof of [J2,
6.3.10 (iii)] due to Kashiwara, is not combinatorial, one obtains a combinatorial proof from
Littelmann’s theory [J4, combining 6.1 and 6.2 (iii)].
As is well known one may further show that the Verma identities hold in B(∞). We
indicate this in Section 4 using the presentation of B(∞) given in [J4, 8.6].
2.11. Let B = {B(λ) | λ ∈ P+} be the KL family. A Demazure “crystal” Bw(λ): w ∈W ,
λ ∈ P+ is the subset Fwbλ of B(λ). It is not quite a crystal; but it is E stable and nearly F
stable. One may also define the limiting Demazure “crystal” Bw(∞) := Fwb∞. One may
note that Bw(λ) (respectively Bw(∞)) has finite (respectively infinite) cardinality and so
we call Bw(λ) (respectively Bw(∞)) a finite (respectively infinite) Demazure crystal. Our
main result is the following.
Theorem. For all λ ∈ P+, µ ∈ P+ ∪ {∞}, bλ ⊗ Bw(µ) is a disjoint union of Demazure
crystals.
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From now on B = {B(λ) | λ ∈ P+} denotes the KL family of normal highest-weight
crystals. The main object of this section is to reduce the proof of Theorem 2.11 to the case
when µ=∞.
3.1. Since the crystal tensor product is associative and B is a closed family, it is enough to
establish our main Theorem 2.11 when λ is a fundamental weight. Actually this reduction
is unnecessary!
3.2. Let B be a crystal. An element b ∈ B satisfying Eb = 0 is called a primitive element.
Take λ ∈ P+, µ ∈ P+ ∪ {∞}. One may easily check [J4, 9.1] that every primitive element
of B(λ) ⊗ B(µ) takes the form bλ ⊗ b, for some b ∈ B(µ). (We shall eventually give
(Section 5) an explicit way to compute such elements showing in particular that they
are in natural bijection with the elements of B(λ) when µ =∞ or just sufficiently large
compared to λ.) Assume µ ∈ P+. Given bλ ⊗ b primitive, it is a deep fact that F(bλ⊗ b)
is a highest-weight crystal isomorphic to B(λ+ wt b). This follows for example from the
Kashiwara q → 0 theory; though Littelmann [L2] has also given a rather complicated
purely combinatorial proof. It implies that B(λ) ⊗ B(µ) is a disjoint union of highest-
weight crystals from B. Taking µ→∞, similar results hold for B(λ) ⊗ B(∞) which is
hence a disjoint union of highest-weight crystals isomorphic (up to a translation of weights)
to B(∞). If bλ⊗b ∈B(λ)⊗B(∞) is primitive, it is convenient to denote the copy ofB(∞)
it generates by B(∞;λ+ ν), where ν = wt b.
3.3. Take λ ∈ P+, µ ∈ P+ ∪ {∞}. Let B(µ)λ denote the set of all b ∈ B(µ) such that
bλ ⊗ b is primitive. It follows from Section 3.2 that for all w ∈W the set bλ ⊗ Bw(µ) is
contained in the disjoint union
∐
b∈B(µ)λ∩Bw(µ)
F(bλ ⊗ b).
We shall eventually see (Section 5.4) that Bw(µ)λ := B(µ)λ∩Bw(µ) is always a finite set.
3.4. For each b ∈ Bw(µ)λ, set
Fλ,µw,b =
{
f ∈F | f (bλ⊗ b)⊂ bλ⊗Bw(µ)
}
.
Given f ∈ Fλ,µw,b , we must have f (bλ ⊗ b)= bλ ⊗ f b with f b ∈ Bw(µ). If µ=∞, then
F(bλ⊗ b) is a copy of B(∞), so f (bλ⊗ b) = 0; but this of course fails for finite µ.
Recall Section 2.9 and identify b ∈ B(µ) with its image ψ˜(b) ∈ B(∞). Since ψµ is a
strict embedding of B(µ) ↪→ B(∞) ⊗ Sµ, it follows that the elements of B(µ)λ are just
those b⊗sµ, with b ∈B(∞)λ which lie in Imψµ. It follows from Sections 2.8 and 2.10 that
for all f ∈F one has f (b∞⊗ sµ)= f b∞⊗ sµ ⇐⇒ f (b∞ ⊗ sµ) = 0 and these elements
exhaust Imψµ. This implies that for any b′ ∈ B(∞) one has f (b′ ⊗ sµ)= f b′ ⊗ sµ ⇐⇒
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so f b′ = ff ′b∞ ∈ Bw(∞).
Lemma. Take b ∈ Bw(∞)λ such that b⊗ sµ ∈ Imψµ. Then
Fλ,µw,b⊗sµ =
{
f ∈Fλ,∞w,b
∣∣ f (bλ ⊗ b⊗ sµ) = 0}.
Proof. Take f ∈Fλ,µw,b⊗sµ . Then f (bλ ⊗ b⊗ sµ) = 0 and so
f (bλ⊗ b⊗ sµ) = bλ ⊗ f (b⊗ sµ)
= bλ ⊗ f b⊗ sµ, since f (b⊗ sµ) = 0.
Again, since f (bλ⊗b⊗sµ) = 0, it must equal f (bλ⊗b)⊗sµ , and so f (bλ⊗b)= bλ⊗f b.
Yet f (b⊗sµ) ∈ Bw(µ), so f b ∈ Bw(∞) by the remark preceding the lemma. We conclude
that f ∈Fλ,∞w,b .
Conversely, suppose that f ∈ Fλ,∞w,b . If f (b ⊗ sµ) = 0, it must equal f b ⊗ sµ. Then
f (bλ⊗b)⊗sµ = bλ⊗f b⊗sµ = bλ⊗f (b⊗sµ) and so f (bλ⊗(b⊗sµ))= bλ⊗f (b⊗sµ),
by 2.8(ii). Writing b = f ′b∞, we have ff ′b∞ = f b ∈ Bw(∞) and so ff ′ ∈ Fw . Yet
f ′(b∞ ⊗ sµ)= f ′b∞ ⊗ sµ = b⊗ sµ, since b ∈ Bw(µ), by hypothesis. Thus f (b⊗ sµ)=
ff ′(b∞⊗ sµ) ∈Bw(µ), because it is non-zero. We conclude that f ∈Fλ,µw,b .
Finally suppose that f (b ⊗ sµ) = 0. Since b ∈ B(∞), we must be able to write
f = f ′fjf ′′, for some j ∈ I , f ′, f ′′ ∈ F such that f ′fjf ′′(b⊗ sµ)= f ′fj (f ′′b⊗ sµ)=
f ′(f ′′b⊗ fj sµ)= 0. Since f (bλ⊗ b)= bλ⊗ f b, it follows from Section 2.8 that f (bλ⊗
b⊗ sµ)= f ′fjf ′′(bλ⊗b⊗ sµ)= f ′fj (bλ⊗f ′′b⊗ sµ)= f ′(bλ⊗f ′′b⊗fj sµ)= 0. This
completes the proof of the lemma. ✷
3.5. By Section 3.3 it is clear that the assertion of our main Theorem 2.11 for µ =∞ is
equivalent to showing for all λ ∈ P+, b ∈ B(∞)λ that there exists yλw,b ∈ W satisfying
Fλ,∞w,b = Fyλw,b . It turns out (Theorem 4.4) that we can give a rather explicit formula
for yλw,b . Through Section 3.4 we further obtain
bλ⊗Bw(µ)=
∐
b∈Bw(µ)λ
Fyλw,b (bλ⊗ b) (∗)
for all λ ∈ P+, µ ∈ P+ ∪ {∞}.
When µ is infinite, Fyλw,b (bλ ⊗ b) is a copy of B(∞) with highest weight shifted by
λ + wt b. When µ is finite Fyλw,b (bλ ⊗ b)= Byλw,b (λ + wt b). Of course, λ + wt b is then
dominant since bλ ⊗ b is a primitive element of the normal crystal B(λ)⊗ B(µ). It need
not be dominant if µ is infinite. Here, of course, b is replaced by b ⊗ sµ when B(∞) is
replaced by B(µ) so then in effect the weight of b is increased by µ.
The above analysis reduces the proof of the theorem from Section 2.11 to the case
µ=∞.
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4.1. For each i ∈ I , let Bi := {bi(n) | n ∈ −N} be the crystal defined by wt bi(n) = nαi ,
ϕi(bi(n))= n, ϕj(bi(n))=−∞, j = i; eibi(0)= 0, eibi(n)= bi(n+ 1), fi(bi(n+ 1))=
bi(n), n = 0; ej bi(n)= fj bi(n)= 0, j = i . This is only upper normal with respect to i; but
the additional crystal rules have been incorporated. It corresponds to B(∞) when I = {i}.
It is a slight modification of a crystal Ci introduced by Kashiwara (cf. [J2, 5.2.3(ii)]) which
has infinite extent in both directions.
We need the following result (due to Kashiwara [J2, 6.1.13]) of which a simple purely
combinatorial proof is given in [J4, 8.5].
Proposition. For each i ∈ I , there exists a strict embedding of B(∞) into B(∞) ⊗ Bi
sending b∞ to b∞⊗ bi(0).
4.2. Observe that f ti (b∞⊗ bi(0))= b∞⊗ bi(−t) for all t ∈N, by the crystal rules. In this
sense the structure of B(∞) involving i ∈ I is carried over into Bi . Moreover, this process
can be repeated. Fix w ∈W and a reduced decomposition w = si1si2 · · · sin . Let B̂w(∞)
denote the crystal Bi1 ⊗Bi2 ⊗ · · ·⊗Bin . Then we have a strict embedding ϕ of B(∞) into
B(∞)⊗ B̂w(∞), taking b∞ to b∞ ⊗ bi1(0)⊗ · · · ⊗ bin(0). Moreover, one easily checks
that the image of Bw(∞) lies in b∞ ⊗ B̂w(∞). Nevertheless, one must not omit the first
b∞ factor in the right-hand side when calculating the action of E . It should also be noted
that B̂w(∞) is not upper normal and not even a disjoint union of highest-weight crystals. It
depends on the choice of reduced decomposition and is in some sense the crystal analogue
of the Bott–Samelson variety.
Since every b ∈B(∞) lies in some Bw(∞), the above presentation immediately implies
that f b = 0, ∀f ∈F , b ∈ B(∞). However, one can have f , f ′ distinct (as monomials) and
f b= f ′b, ∀b ∈ B(∞). Specifically, one can show that the Verma relations hold as is well
known. For example, suppose π := {α1, α2} is of type A2. Let w0 be the unique longest
element of W . With respect to the reduced decomposition w0 = s1s2s1, one checks that
the image of B(∞) in B(∞) ⊗ B̂w0(∞) is exactly b∞ ⊗ b1(−u) ⊗ b2(−v) ⊗ b1(−w),
u,v,w ∈ N, u  v. This already implies that F1F2F1 = F2F1F2 on B(∞). One may
further show that f m1 f
m+n
2 f
n
1 = f n2 fm+n1 fm2 , ∀m,n ∈ N on B(∞). These are called the
Verma relations for 1, 2. This calculation is also valid if π is embedded in a bigger simple
root system πˆ . Indeed, given any b ∈ B(∞), we can find a monomial e in e1, e2 such
that eb is primitive with respect to e1, e2 and, moreover, by the crystal rules b lies in the
set generated by the action of f1, f2, which is a copy of B(∞) for the A2 subsystem.
Hence the assertion. We remark that Kashiwara [K2] has calculated the image of B(∞)
in B(∞)⊗ B̂w0(∞) in all finite rank-2 cases and this can be used to verify the remaining
Coxeter relations for the Fi , i ∈ I , and the (stronger) Verma relation for the fi , i ∈ I , on
B(∞). Through the strict embedding B(µ) ↪→ B(∞)⊗ S(µ) these relations also hold for
any B(µ), with µ ∈ P+. They hold on the tensor products B(λ) ⊗ B(µ), with λ ∈ P+,
µ ∈ P+ ∪ {∞} since the latter decompose as disjoint unions of the B(ν), ν ∈ P+ ∪ {∞}.
The Coxeter relations for E obtain from those of F by the crystal rules.
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that F2i = Fi , whilst the Fi satisfy the Coxeter relations, by the remarks in Section 4.2.
It follows that the monoid H generated by the Fi is isomorphic to the singular Hecke
monoid obtained from the usual Hecke algebra for W by setting q = 0. (See for example,
[GJ, 3.3]). In particular, the map w → Fw is a bijection of W onto H. Given w ∈ W ,
fix a reduced decomposition w = si1si2 · · · sin and a subset J ⊂ {1,2, . . . , n}. Let wJ be
the element of W which corresponds to the monoid Fi1Fi2 · · ·Fin in which the ij , j ∈ J ,
have been omitted. Of course, wJ w; but in general it is greater than the element y ∈W
obtained by suppressing the sij , j ∈ J , in the expression for w. Indeed y =wJ if and only
if (y)= (w)− |J |. An example is given in the remark in Section 4.4.
4.4. From now on we fix w ∈W and consider the case λ ∈ P+, µ=∞ in applying results
of Sections 2.11, 3.4. We write Fλ,∞w,b , b ∈ Bw(∞)λ, simply as Fλw,b .
Fix a reduced decomposition w= si1si2 · · · sin . Then we may write
b = b∞⊗ bi1(−m1)⊗ bi2(−m2)⊗ · · · ⊗ bin(−mn),
for some mj ∈N. We set b∞ = bi0 .
Set
J λb =
{
j ∈ {1,2, . . . , n} ∣∣ rijj (b) < α∨ij (λ)}.
Recall Section 4.3. Combined with 3.5(∗), the following result describes exactly how
bλ ⊗ Bw(µ), with λ ∈ P+, µ ∈ P+ ∪ ∞, w ∈ W , decomposes as a disjoint union of
Demazure crystals.
Theorem. One has Fλw,b =FwJλ
b
.
Proof. Set J = J λb and y =wJ . Let us first show that Fλw,b ⊃Fy .
Fix s ∈ {n,n− 1, . . . ,0} and consider the replacement of b by an element b′ of the form
b′ := f us+1is+1 · · ·f
un
in
b with uj ∈N and uj = 0 if j ∈ J . Admit that this only changes the last
n− s entries of b, that is to say the mi , i  s + 1.
Since b ∈ B(∞)λ, we have by [J4, 9.1] that 0  εt (b)  ϕt(bλ) = α∨t (λ), ∀t ∈ I .
Recalling 2.4(1) it follows that maxj {rtj (b)} α∨t (λ), ∀t ∈ I . Thus if j ∈ I\J , we obtain
r
ij
j (b)= α∨ij (λ).
Now suppose s above belongs to I\J . Then by our hypothesis on b′ the largest value of
r
it
t (b
′), t  s is reached at t = s and this value equals α∨is (λ). In the notation of Section 2.4,
this forces εis (b′) α∨is (λ) and g
is (b′) s. Since t → gis (f tis b′) is an increasing function,
it follows that the powers of fis go in at the sth place in b′ or at a later place. Consequently,
in replacing b′ by b′′ = f usis b′, only the last n − (s − 1) entries are changed. Moreover,
since ϕis (bλ)= α∨is (λ) εis (b′) εis (f tis b′), ∀t ∈N we have f
us
is
(bλ⊗ b′)= bλ ⊗ f usis b′.
If s ∈ J , the corresponding assertions are trivial since us = 0. We conclude that
Fyb ⊂ Bw(∞) and that Fλ ⊃Fy .w,b
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contains a primitive element which of course is necessarily bλ⊗ b.
Take s ∈ N+. Assume that we have found u1, u2, . . . , us−1 ∈ N such that e :=
e
us−1
is−1 · · ·e
u1
i1
satisfies eb˜= bλ⊗ bs , for some bs ∈B(∞) and
r
it
t (bs) α∨it (λ) for all t  s − 1. (∗)s
Observe that bs = ef b and so belongs to Bw(∞).
Suppose riss (bs) > α∨is (λ). Then εis (bs) > α
∨
is
(λ) and pis (bs) s. From ϕis (bλ)= α∨is (λ)
we have eis (eb˜)= bλ⊗ eis bs . Moreover, eis bs = 0, since B(∞) is upper normal.
Suppose pis (bs) > s. Then the above considerations apply to eis bs . Moreover, a strict
inequality cannot hold indefinitely because v → pis (evis bs) is a decreasing function and
eventually strictly decreases. Thus we can assume pis (bs)= s and then riss (bs) is decreased
by 1 on replacing bs by eis bs . Since (∗)1 holds trivially, we eventually obtain e ∈ Ew−1 such
that eb˜ = bλ ⊗ bn+1 and (∗)n+1 holds. Then since ϕis (bλ) = α∨is (λ), it follows that eb˜ is
a primitive vector. Since it belongs to the highest-weight crystal generated by bλ ⊗ b, it
necessarily equals the latter, that is bn+1 = b.
Now we show that in fact e ∈ Ey−1 . First observe that in the above construction we can
write
bs = b∞⊗ bi1(−m1,s)⊗ bi2(−m2,s)⊗ · · · ⊗ bin(−mn,s),
where mt,s =mt for t < s (because pir (br) r for all r), and mt,s mt for t  s (since
bs ∈Fb). In particular, riss (bs)=ms,s −ms + riss (b).
Now suppose s ∈ J and that riss (bs) α∨is (λ). We show that this leads to a contradiction.
Since riss (b) < α∨is (λ), it follows that ms,s > ms , whilst p
is (bs)  s. Then as above
we can find t ∈ N such that riss (etis bs) = α∨is (λ) and pis (etis bs)= s. This gives equality in
(∗)s+1. Since α∨is (λ)= ϕis (bλ), we also obtain eis (bλ⊗ etis bs)= 0, so no further powers of
eis can be applied. Consequently, bs+1 = etis bs and so ms,s+1−ms+ riss (b)= α∨is (λ). Since
s ∈ J and so riss (b) < α∨is (λ), this forces the contradiction ms,s+1 >ms . We conclude that
r
is
s (bs) < α
∨
is
(λ) and therefore we can take us = 0.
We have shown ef (bλ ⊗ b)= bλ ⊗ b, for some e ∈ Ey−1 . By the crystal rules, we can
find f˜ ∈ Fy such that f (bλ ⊗ b)= f˜ (bλ ⊗ b). (Here f itself need not belong to Fy ; but
we have replaced it by one which does, in effect by using the Coxeter relations inH.) This
establishes Fλw,b ⊂Fy and hence the theorem. ✷
Remark. Already for π = {α1, α2} of type A2, it can happen that (wJ ) < (w) − |J |.
For example, take w = s1s2s1, λ ∈ P+ satisfying α∨1 (λ) = 1, α∨2 (λ) = 2, and b =
b∞⊗ b1(−1)⊗ b2(−2)⊗ b1(−1). Then J = {2}. Moreover, in the theorem of Section 4.4
one finds u1 = 0. This may seem strange; but is consistent. Indeed, if we take b′ =
b∞ ⊗ b1(−2) ⊗ b2(−1) ⊗ b1(−1), then E1(bλ ⊗ b′) contains the primitive element
bλ⊗ b∞⊗ b1(−1)⊗ b2(−2)⊗ b1(0) rather than bλ⊗ b.
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if whenever b, fib ∈ S, then f ti b ∈ S, ∀i ∈ N. Suppose S is E stable and B is a highest-
weight crystal. Given b ∈ S, either eib = 0, or there exists s ∈ N+ such that esi b = 0 and
es+1i b = 0. Then b′ := esi b ∈ S and fib′ = es−1i b ∈ S. Hence if S has the string property,
then f ti b ∈ S, ∀t ∈ N. If B is a normal crystal, then the condition eib = 0, b ∈ B , implies
t := α∨i (wt b) ∈N. Moreover, t is the least integer such that f t+1i b= 0.
For all i ∈ I , set
Di := (Id+ si )
(
1− eαi )−1.
It is called the ith Demazure operator. From the above, as in say [J4, 6.4], we obtain the
following.
Lemma. Suppose B is a normal highest-weight crystal and S an E stable subset of B with
the string property. Then for all i ∈ I one has ch(FiS)=Di chS.
4.6. Remarkably that Bw(µ), µ ∈ P+, is E stable and admits, after Kashiwara [K2] and
Littelmann [L1], the string property [J4, 6.3]. Since it is a subset of the normal crystal
B(µ), it follows that
chBw(µ)=Dweµ,
where given a reduced decomposition w = si1si2 · · · sin one sets Dw = Di1Di2 · · ·Din .
The above formula, being valid for all µ in the Zariski dense set P+ implies that
Dw is independent of the reduced decomposition, a result due to Demazure himself.
Unfortunately, it is generally false that Ebwλ = Bw(λ), unlike the situation for Demazure
modules. We also remark that a subset of B(µ) can be E stable, admit the string property
and yet not be a Demazure crystal.
Now one may check that bλ ⊗ Bw(µ) also has the string property and so chFi (bλ ⊗
Bw(µ)) = Di(eλ chBw(µ)). However, a priori it is not immediate that Fi (bλ ⊗ Bw(µ))
again has the string property. However, our main Theorem 2.11, established through
Sections 3.4, 4.4 implies that all the Fy(bλ ⊗ Bw(µ)) have the string property since they
are disjoint unions of Demazure crystals. We obtain
Corollary. For all λ,µ ∈ P+, w,y ∈W one has
chFy
(
bλ⊗Bw(µ)
)=Dy(eλ(Dweµ)).
Remark. This establishes the assertion in [J3, 2.7 Remarks], corresponding to the case
y =w0.
4.7. Of course, Bw(∞) being a limit of the Bw(µ) is E stable and has the string property.
However, it is not contained in a normal crystal, indeed B(∞) is only upper normal.
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where xi = e−αi for all i ∈ I . Then we may write
Dw =
∑
yw
yFw,y
for some Fw,y ∈K . It is clear that
chBw(∞)= Fw,1.
Recall that Wπ is the set of real roots (for g). Let V (λ) be the simple integral module
with highest weight λ.
Lemma. The denominator of Fw,y is a product of (1− e−α) as α runs over a set Sw,y of
distinct positive real roots.
Proof. This is clear up to showing that the multiplicities are 1. Viewed as a formal power
series, chBw(∞) is monic and its coefficients are multiplicities of a limiting Demazure
module and hence are non-negative integers bounded by the corresponding coefficients in
chB(∞). Now the Weyl–Kac character formula implies that the denominators of the Fy in
the expansion
chV (λ)=
∑
y∈W
yFye
λ
is a similar product over all positive roots and, moreover, chB(∞) = F1. For each i ∈ I ,
taking xi to 1 and the remaining xj to zero, this implies that the multiplicity of (1− xi) in
the denominator of Fw,1 is  1. Viewing the Demazure module as a submodule of V (λ)
considered as having extreme weight yλ, a similar module theoretic interpretation obtains
for the remaining Fw,y , which consequently also have this property. (In more detail the
Demazure module has character
Dwe
λ =
∑
yw
yFw,ye
λ =
∑
yw
yFw,yy
−1eyλ.
Assume α∨(λ) > 0, ∀α ∈ π . Then the yα, α ∈ Sw,y (respectively yπ ), are positive roots
(respectively is the set of simple roots) when the chamber containing yλ is taken to be the
dominant chamber. View yFw,yy−1 (respectively yFyy−1) as a formal power series in the
x ′i := e−yαi , i ∈ I . Then as above (taking x ′i → 1 and x ′j → 0; j = i) and λ increasingly
large, we conclude that the multiplicity of (1 − x ′i ) in the denominator of yFw,yy−1 is
 1. Hence the required assertion.) Finally assume the assertion of the lemma holds for
some w ∈W and suppose i ∈ I satisfies wsi > w. Since Dwsi =DwDi , the assertion for
wsi follows since Di can only introduce in the denominator of Fwsi ,y a multiplicity in the
(1− xi) factor, which the previous argument shows is  1. ✷
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involving the Fw,1.
5. Primitive elements
5.1. Take λ ∈ P+. From Verma module theory one expectsB(∞)λ to be in natural bijection
with B(λ). We establish such a result here. Let 2 be Kashiwara’s involution of B(∞). Its
definition uses practically the full force of his q → 0 theory; yet it can be described purely
combinatorially through Kashiwara’s embedding theorem [J2, 6.1.13].
Since we may identify B(λ) as a full subcrystal of B(∞) (up to a shift of weights and
of the ϕi , i ∈ I ), we may regard B(λ)2 as a subset of B(∞). We shall prove the
Theorem. For all λ ∈ P+ one has
B(∞)λ = B(λ)2.
5.2. Consider b ∈ B(∞). There exists w ∈W such that b ∈ Bw(∞). Let w = si1si2 · · · sin
be a reduced decomposition. Then we may write
b= b∞ ⊗ bi1(−m1)⊗ · · · ⊗ bin(−mn) (∗)
for some mj ∈ N. Set b∞ = bi0(0). One has ei(bλ ⊗ b) = bλ ⊗ eib ⇐⇒ εi(b) >
ϕi(bλ) = α∨i (λ)  0, so then eib = 0, since B(∞) is upper normal. Consequently, one
has ei(bλ ⊗ b)= 0⇐⇒ α∨i (λ) εi(b). Yet
εi(b) = max
s∈{0,1,2,...,n}
{
εi
(
bis (−ms)
)−∑
t<s
α∨i
(
wt bit (−mt)
)}
= max
s∈{1,2,...,n}|is=i
{
0,ms +
∑
t<s
α∨i (αit )mt
}
.
Since α∨i (λ) 0, we conclude that
Lemma. Take λ ∈ P+. Then b, defined by (∗), belongs to B(∞)λ if and only if
α∨is (λ)ms +
∑
t<s
α∨is (αit )mt for all s ∈ {1,2, . . . , n}.
5.3. Following Kashiwara, we define maps e2i , f 2i , i ∈ I , of B(∞), through e2i = 2ei2,
f 2i = 2fi2. One remarks that b2∞ = b∞ (because 2 preserves wt). It follows from say [J2,
6.1.12] that each b ∈ B(∞) can be written uniquely in the form
b= f 2mnf 2mn−1 · · ·f 2m1b∞in in−1 i1
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e2ij f
2mj−1
ij−1 · · ·f
2m1
i1
b∞ = 0. (∗)
Moreover, when (∗) above holds, it follows from [J2, 6.1.13] that the image of b in
B(∞) ⊗ Bi1 ⊗ Bi2 ⊗ · · · ⊗ Bin given by the embedding theorem (Section 4.2) is just as
described by 5.2(∗) (with the same parameters).
For all s = 1,2, . . . , n + 1, set Fs = f ms−1is−1 · · ·f
m1
i1
. Then b2 = Fn+1b∞. Now recall
(Section 3.4) that b2 ⊗ Sλ belongs to the image of B(λ) in B(∞) ⊗ Sλ if and only if
Fn+1(b∞ ⊗ sλ) = Fn+1b∞ ⊗ sλ. Since εi(sλ) = −α∨i (λ) for all i ∈ I , the above holds if
and only if
ϕs(Fsb∞)−α∨is (λ)+ms, ∀s ∈ {1,2, . . . , n}.
On the other hand, 5.3(∗) translates to give eis Fsb∞ = 0. Since B(∞) is upper normal,
εis (Fsb∞)= 0 and so
ϕis (Fsb∞)= α∨is (wtFsb∞)=−
∑
t<s
α∨is (αit )mt .
From this one observes that the above condition is exactly the one described in Section 5.2.
Thus we have shown that
b ∈ B(∞)λ ⇐⇒ b2⊗ sλ ∈ B(λ).
This establishes the theorem of Section 5.1.
Take ν ∈ P . Then with respect to the embedding B(µ) ↪→ B(∞) one has B(∞)−ν =
B(µ)µ−ν for µ sufficiently large compared to ν. Since 2 preserves weight, one
concludes that B(λ)2 ⊂ B(µ) for µ sufficiently large compared to λ. For such choices,
B(∞)λ ⊂ B(µ)λ and so Bw(∞)λ ⊂ Bw(µ)λ which is a finite set, since already Bw(µ) is a
finite set.
5.4. One may remark that 2 comes from a particularly simple antiautomorphism of
the quantized enveloping algebra, see [J2, 6.1.5]. From this one might expect B(λ)2
to be closely related to B(λ), for example, that B(λ)2 = B(−w0λ), if |W | < ∞.
However, Section 5.1 shows that this would lead to a completely wrong formula for the
decomposition of B(λ) ⊗ B(µ). On the other hand, the embedding theorem shows that it
is rather easy to compute the elements of B(λ)2. For example, fix w ∈ W and consider
the unique element bw−1λ ∈ B(λ) of weight w−1λ. One easily sees that b2w−1λ belongs to
Bw(∞). Moreover, if w = si1si2 · · · sin is a reduced decomposition it is given by
b2 −1 = b∞⊗ bi1(−m1)⊗ · · · ⊗ bin(−mn),w λ
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that
r
ij
j
(
b2
w−1λ
)= α∨ij (λ)
for all j ∈ {1,2, . . . , n}. Setting b= b2
w−1λ, this means that the set J
λ
b defined in Section 4.4
is empty. Consequently, Fλw,b =Fw . This gives the
Corollary. For all λ ∈ P+, w ∈W one has b2
w−1λ ∈ Bw(∞)λ and
Fλ,∞
w,b2
w−1λ
=Fw.
Moreover, b2
w−1λ is the unique element of B(λ)2 with this property.
Proof. For the last part observe that the function j → rijj (b) determines the coefficients
mj in the expression for b ∈ Bw(∞) given in 5.2(∗) and hence it determines b. Yet
J λb = ∅⇐⇒ r
ij
j (b)= α∨ij (λ), ∀j ∈ {1,2, . . . , n}, hence the assertion. ✷
5.5. We note below some reduction lemmas which may be useful. Because of our general
result (Section 4.4), they are not needed in proving the theorem of Section 2.11, so we only
give a brief sketch of the proofs.
Lemma. Take µ ∈ P+, w ∈W , and i ∈ I such that siw w. Take j ∈ I\{i}.
(i) Suppose b ∈ Bw(µ)\Bsiw(µ). Then for all f ∈ F such that f b ∈ Bw(µ), one has
f b /∈Bsiw(µ) and, in particular, eif b = 0.
(ii) If b ∈Bsiw(µ) and fjb ∈Bw(µ), then fj b ∈ Bsiw(µ).
Sketch of proof. One uses the Littelmann path model and, in particular, how fj modifies
a path, see [J4, Sections 4, 5] for example. The last part of (i) follows from [J4, 6.2(i)]. For
(ii) we need the following (presumably, well-known) fact, namely if y  siw and sj y w
then sj y  siw, given i = j . ✷
Remark. These results extend to the case µ=∞, by taking limits.
5.6. We consider the case λ= ωi , for some i ∈ I , and write Fλw,b simply as F iw,b .
Lemma. Fix b ∈ Bw(∞)ωi and j ∈ I\{i}. Suppose sjw <w. Then
(i) b ∈ Bsjw(∞);
(ii) F iw,b =FjF isjw,b .
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from bωi ⊗ b being the primitive element of a highest-weight crystal and because
FjFw ⊂Fw under the hypotheses. ✷
5.7. Lemma. Assume siw < w. Suppose b ∈ Bw(∞)ωi lies in Bsiw(∞), then F iw,b =
F isiw,b . Otherwise FiF iw,b ⊂F iw,b .
Sketch of proof. The inclusion ⊃ in the first part is trivial. The opposite inclusion is
proved by induction on (f ), f ∈ F isiw,b . We can assume that there exists j ∈ I such that
ejf (bwi ⊗ b) = 0. If j = i one invokes 5.5(ii). If j = i one uses the string property of
Bsiw(∞). The second part uses 5.5(i). ✷
5.8. In the special case where b ∈ Bw(∞)λ equals b∞, Section 3.1 and Lemmas 5.6, 5.7
recover the result given in Section 4.4. If α∨i (λ) = 0 for all i ∈ I , then Fλ,∞w,b∞ = {1} for all
w ∈W .
An interesting example occurs when π = {α1, α2, α3} is of type A3. In the notation of
Section 3.2 one obtains from Section 5.1, using either Section 4.4 or Sections 2.11, 5.4,
5.6, 5.7, that bω2 ⊗Bs2s1s3s2(∞) is the disjoint union of
Bs1s3(∞;ω2), Bs3s1s2(∞;ω2 − α2), Bs2s1s2(∞;ω2 − α1 − α2),
Bs2s3s2(∞;ω2 − α2 − α3), Bs2s1s3(∞;ω2 − α1 − α2 − α3),
Bs2s1s3s2(∞;ω2 − α1 − 2α2 − α3).
In the notation of Section 4.7 one obtains
chBs2s1s3s2(∞)=
(1− x1x2x3)
(1− x1)(1− x2)(1− x3)(1− x2x3)(1− x1x2) .
Then the above result leads to the following identity:
(1− x1x2x3)
(
1− x1x22x3
) = ((1− x2)+ x2 + x1x2x3)(1− x1x2)(1− x2x3)
+ x1x2(1− x2x3)(1− x3)+ x2x3(1− x1)(1− x1x2),
which may, of course, be checked independently. It is just one example of the many
identities obtained by combining 3.5(∗) and Sections 4.4 and 5.1.
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