ABSTRACT By means of toric geometry we study hypersurfaces in weighted projective space of dimension four. In particular we compute for a given manifold its intrinsic topological coupling. We find that the result agrees with the calculation of the corresponding coupling on the mirror model in the large complex structure limit.
Introduction
Mirror symmetry [1] is in one respect the result of a very simple observation; at the level of the (2, 2) superconformal field theory the relative sign of the U (1)-current is ambiguous and the two different choices lead to isomorphic theories [2] . On the other hand, when the theory is formulated as a two-dimensional N = 2 supersymmetric non-linear σ-model on a Calabi-Yau manifold as the target space the result is far from trivial. The change of sign of the U (1)-current interchanges the (c, c) and the (a, c) ring and so the effect is to flip the sign of the Euler number, χ E = 2(b 1,1 − b 2,1 ), thus relating two topologically distinct manifolds. This has far-reaching consequences. In particular by computing the (2, 1) form couplings on W, the mirror of M, we obtain, by mirror symmetry, the fully corrected (1, 1) form couplings on M. This statement is true for all of moduli space and hence we know the 'quantum' Kähler couplings not only in the large radius limit but at any point in the space of Kähler deformations of M.
Based on the recent classification efforts of N = 2 string vacua [3, 4, 5] the class of known (2, 2) Landau-Ginzburg orbifolds is (almost) mirror symmetric. Still mirror symmetry is merely a conjecture and the number of models for which mirror symmetry has been explicitly checked is rather small [6, 7, 8, 9] . In this paper we continue the effort of verifying mirror symmetry. Following Candelas et al. [6] we study a one-dimensional subspace of the space of complex deformations of a class of manifolds W whose mirrors are transverse hypersurfaces M in weighted IP 4 (k 1 ,...,k 5 ) . We restrict to the deformation which corresponds to the Kähler form inherited from the ambient space of M.
1 It has been argued that such a deformation always exists for a generic choice of the defining polynomial for W [10] , and we will show that this is indeed the case, using the construction of mirror manifolds proposed by Batyrev [11] . With this information at hand we find the periods which are solutions of the Picard-Fuchs equation [12] . The existence of this equation follows from the fact that the moduli space is not just Kähler but 'special Kähler' due to the N = 2 world-sheet supersymmetry [13, 14] . The knowledge of the periods allows us to solve the theory completely. In particular, we calculate the Yukawa coupling as a function on our one parameter subspace of the moduli space. In the large complex structure limit this will give predictions for the topological Kähler coupling y JJJ on M. Indeed, this is confirmed by an intersection calculation where we find that the couplings are exactly the same (see (2.4) and (5.14) ). This latter unexpected agreement suggests that it may be possible to formulate the computation only in terms of the Kähler modulus dual to the fundamental monomial. In fact, once the fundamental period has been found we may think of the computation as carried out on the Kähler moduli space of M rather than on the space of complex deformations of W. Special geometry is a property not just of the complex deformations but for the Kähler deformations as well. Hence, one might expect that when formulating the theory completely on the Kähler side the same Picard-Fuchs 1 In general, due to the quotient singularities from the projectivization, it is k times the naïve Kähler form which is well-defined. The weight k of the hyperplane class of M is a natural number which depends on the singularity, see section 2 and appendix A. equation will appear. This would not only allow us to solve the theory completely within M but it would also give a proof of mirror symmetry for all of moduli space. See also [15] .
The paper is organized as follows. In section 2 we derive an expression for the topological Yukawa coupling y JJJ on M. We then discuss some basic properties of toric geometry needed to compute the period (section 3) as well as to understand the complex structure moduli space of the W (section 4). In section 5 the Yukawa coupling y lcs ψψψ in the large complex structure limit on W is obtained from the knowledge of the monodromy around ψ = ∞. Comparison with y JJJ on M gives complete agreement for all models studied so far. Our conclusions and discussions are left for section 6 while some technical details regarding the analytic continuation of the periods and the derivation of the weight k of the hyperplane class of M can be found in the appendices.
The Topological Yukawa Coupling
Let p(x i ) = 0 define a hypersurface M ∈ IP 4 (k 1 ,k 2 ,k 3 ,k 4 ,k 5 ) [d] where p(x i ) is a quasi homogeneous polynomial of degree d = i k i . 2 Recall that the x i are weighted coordinates,
in the underlying conformal field theory. Thus, in this limit, we have the possibility of comparing calculations made on M and W.
For those models in which the projectivity constraint (2.1) does not lead to any singularities on the manifold, hence no extra (1, 1) forms,
However, eq. (2.3) holds only for four hypersurfaces in weighted IP 4 . Rather, there are singularities on the manifold which when blown up contribute to the number of (1, 1) forms and also change (2.3). As is shown in appendix A, the effect on y JJJ leads to a very simple correction of (2.3), 4) where k, the weight of the hyperplane class of M, is a natural number. In appendix A we give a derivation of k for any hypersurface in a weighted projective space of dimension four. Below we will, following [8] , compute y JJJ explicitly for two examples as well as use (2.4) for comparison. Related intersection numbers have been computed in [9] .
(1,1,1,2,2) [7] defined by p 1 = 0 where p 1 is a transverse polynomial. Note that p 1 cannot be a Fermat. There is a Z Z 2 fixed point set given by a IP 1 . From (A.3) we have k = 2 for this example. Let H be the linear system of quadratic polynomials. We are interested in computing the triple intersection H 3 . Since x 4 and x 5 have degree 2, both x 4 = const and x 5 = const are in H. Thus, in the patch x 1 = 1 we can describe H 3 by the intersection of x 4 = const, x 5 = const and a quadratic equation in x 2 and x 3 . If we choose p 1 = x agreeing with (2.4).
Example 2.
As the second example we will consider a model M 2 for which we do not know how to construct the mirror manifold W 2 by means of the transposition argument [18] .
(1,1,3,4,6) [15] be defined by a transverse polynomial p 2 = 0. The projectivity condition (2.1) gives a Z Z 12 fixed point set and from (A.3) k = 12. H is given by polynomials of order 12, e.g. x In section 5 we return to mirror models of the respective examples where we compute the corresponding (2, 1)-form coupling in the large complex structure limit. By mirror symmetry the two types of couplings are supposed to agree. As will be shown this is indeed the case hence verifying mirror symmetry (at one point in moduli space) for a large class of models.
The Fundamental Period
Recall that the structure of the moduli space of the complex structure is determined by the period vector ̟ i [19, 20, 21] . Letp φ j (y i ) = 0 be a generic hypersurface in the family IP
Here φ j denote certain local coordinates on the moduli space. The periods are integrals of the holomorphic three form Ω(φ j ) over a basis of three cycles γ i , ̟ i = γ i Ω(φ j ). The fundamental period of Ω(φ j ) is then given by
where ψ = φ 0 is up to a constant the coefficient of the term
The integral has been pulled back to the affine space C
is determined so as to reproduce the integral of Ω(φ j ) over the fundamental cycle B 0 .
In this section we will derive an expression for the fundamental period associated to a particular one-dimensional deformation of the mirror manifoldŴ of a partial desingularizationM of a hypersurface M ∈ IP
. This deformation consists of a sum of five monomials plus a multiple of a monomial which may be thought of as
The derivation will be made twice. First, the calculation will be carried out for a class of models in which M is defined by the zero locus of a polynomial p, where it is assumed that p is 'invertible' [3] . By 'invertible' we mean that there exists a polynomial p 0 consisting of five terms such that p 0 is transverse, i.e. dp 0 = p 0 = 0 has the origin as its only solution. Then the fundamental deformation of W is given by adding on multiples of the monomial 5 i=1 y i , where the y i are projective coordinates on W. After this explicit calculation, the calculation will be redone in greater generality via toric geometry and Batyrev's proposed construction of mirror manifolds. In this way, we will be able to relate the two approaches when they overlap and hence give more evidence for why the construction discussed in [18] gives the mirror partner.
Let M be as in section 2, i.e. a hypersurface in IP
obtained by transposing p [18] .
We want to calculate the fundamental period for the one-dimensional subspace of the complex structure moduli space of W corresponding to deformations along the direction of There are several ways of obtaining an explicit expression for ̟ 0 . On the one hand, following the construction by Candelas et al. [6] , one can perform the integration explicitly. This is the lead we will follow. On the other hand (3.1) satisfies the so-called Picard-Fuchs equation [22] . In the context of string compactifications, the existence of this differential equation is a general result that follows from the fact that the models we are considering are (2, 2)-superconformal string vacua [23, 24, 25] . The Picard-Fuchs equation can be derived from (3.1) by using Griffiths 'reduction of pole order' analysis [12] . (For examples, see [24, 7, 23, 9] .) However, for explicit calculations it is preferable to use the first method, especially when studying multi-dimensional moduli spaces. 4 (See also [9] .)
Leaving the general discussion behind we now go on to compute the integral. Following [26] we expand the denominator around large ψ and evaluate the integral by residues. Leaving the combinatorics to the reader we straightforwardly obtain the fundamental period as
3)
The fundamental period can also be written in terms of a generalized hypergeometric function,
This form will turn out to be useful when studying the mirror map in the large complex structure limit. The overbraces indicate that indices which are common are to be left out.
In general ̟ 0 is a q F q−1 where q ≤ (d − 1). In fact, it is believed that q is the number of periods which are related to the polynomial deformations.
Before generalizing the above via toric geometry, we review Batyrev's proposed toric construction of mirror pairs [11] , as enhanced by the discussion of the monomial-divisor mirror map of Aspinwall-Greene-Morrison [27] . The discussion will also serve as a basis for understanding the moduli space as a toric variety. This is useful for the computation of the Yukawa coupling in the large complex structure limit.
Consider an n dimensional integral polyhedron P , whose vertices lie in an n dimensional lattice M in M IR := M ⊗ IR. One associates to P a toric variety IP(P ) [28] , whose dimension is the same as that of M . The construction also gives a canonical embedding IP(P ) ֒→ IP |P |−1 , where |P | is the cardinality of P ∩ M , and the coordinates of IP |P |−1 are identified with the points of P ∩M . Consider the algebraic torus T = Hom(M, C * ) ≃ (C * ) n , and identify M with the lattice of characters Hom(T, C * ) of T . T may be embedded in IP |P |−1 via the map defined by t → (m 1 (t), . . . , m |P | (t)), where the m i range over the points of P ∩ M , identified as characters (sometimes called monomials) of T . The toric variety IP(P ) is in fact the closure of this map. We will often think of IP(P ) as a projective variety in this fashion without further comment.
A reflexive polyhedron is an integral polyhedron containing 0 in its interior, such that each facet of P (that is, a codimension 1 face of P ) is supported by a hyperplane H which can be defined by a linear equation of the form H = { y ∈ M IR | ℓ, y = −1 } for some ℓ in N := Hom(M, Z Z). Note that N and M are dual lattices, and N is canonically identified with the lattice Hom(C * , T) of one parameter subgroups of T . Batyrev shows that if P is reflexive, then the general hyperplane section of IP(P ) is Calabi-Yau (possibly with mild singularities, which can be resolved to obtain a Calabi-Yau manifold). Put N IR := N ⊗ IR. The polar polyhedron (which Batyrev calls the dual polyhedron) is given by 5) and is reflexive if and only if P is reflexive. Batyrev proposes that the hyperplane sections M of IP(P ) andW of IP(P • ) should form a mirror pair.
Consider the weighted projective space IP
is related to the study of hyperplane sections of the variety obtained as the image of the mapping f from IP
. The mapping f need not be defined everywhere, so that it is only a rational mapping. Let V be the closure of the image of f . But from the above discussion, we have a nice description of V . It is natural to define P as the convex hull of the set of exponents of all degree d monomials in x 1 , . . . , x 5 . To make contact with the definition of reflexivity given above, we will need to translate P by the vector (−1, −1, −1, −1, −1). The translate is needed to make the origin a point of P . So let
where the restriction is equivalent to the Calabi-Yau condition
In terms of M , which is a rank 4 lattice, we define
It is then clear that V = IP(P ). When the weights k i need emphasis, we will write P k in place of P , where k is short for (k 1 , . . . , k 5 ).
Since we want our hyperplane sections to have Calabi-Yau resolutions, we must now make the assumption on (k 1 , . . . , k 5 ) that P k is reflexive. In particular, dim P k = 4, which leads quickly to the conclusion that V is birational to IP
The classification of reflexive polyhedra in dimension 4 has not been done. However, there is a result which shows that there are many examples of k for which P k is reflexive. Before stating it, recall the map ρ :
We say that M is quasismooth if X is smooth. Then the following is shown in [29] .
Proposition. Suppose there is a quasismooth degree
These weighted projective spaces have been classified [4] . There are 7555 of them. In addition, there are many other examples of IP 4 (k 1 ,k 2 ,k 3 ,k 4 ,k 5 ) for which P = P k is reflexive [29] .
There are 5 coordinate functions on the Z Z 5 which contains M according to (3.6); restricting to M , these are naturally thought of as elements v 1 , . . . , v 5 of N , where v i (x) = x i for x ∈ M . From the definitions (3.5) and (3.7), it follows immediately that P
• contains the six points 0,
To these six points are associated respective linear coordinate functions m i on IP(P • ), with 0 ≤ i ≤ 5, coming from the projective embedding of IP(P • ) and our earlier discussion.
The v i are linearly dependent; the only relation between them (up to scalar) is
This leads to the relation
between the m i . It is easy to see that all relations between the m i are just powers of this one.
Choose the one parameter family of hypersurfaces
In [30] , a natural period is calculated for toric hypersurfaces; when this result is applied to the family (3.9), the fundamental period (3.3) is once again obtained. Since these two techniques are rather different, it is reassuring that the results agree.
In fact (3.9) and the family it describes can be related to the one parameter family (3.2) in IP
[d] by a fractional transformation. However, there are identifications due to the non-linear change of variables. These are precisely described by performing a quotient by H. Thus, in those cases when the transposition scheme can be performed the result is recovered by the more general toric construction of Batyrev, and the families (3.2) and (3.9) are identified [29, 31] . Not surprisingly, it can be shown that the integration cycle used in [30] coincides with the integration cycle considered in (3.1) after the identifications are made.
Example: Consider a one parameter family of deformations W =W/G whereW ∈ IP 
The Moduli Space of The Mirror
With the fundamental period at hand we turn to its behavior around the singular points in the moduli space. The computation is by now standard, follows that of [6] and can be found in appendix B. Suffice it to say that we in this way understand the monodromy around ψ = ∞. Our next step is to focus on the complex structure moduli space, and in particular the large complex structure and ψ = ∞ limit points. We begin by reviewing the set-up leading to the monomial-divisor mirror map from [27] .
In the previous section the toric variety V = IP(P ) was described as embedded in IP |P |−1 . V can also be constructed from the normal fan N (P ) of P ; in this situation, this is the fan in N IR obtained by taking the union of the cones over all proper faces of P
• . To begin to resolve the singularities of V , we can take a simplicial subdivision of N (P ) to arrive at a new fan ∆. It is shown in [32] that one can choose ∆ in such a way that the resulting toric varietyV (which is an orbifold since the subdivision is simplicial) is projective, and that the edges of the fan are precisely the edges spanned by the points of (P
A key idea leading to the monomial-divisor mirror map is that the points of P • ∩ N have two interpretations. We have already discussed its interpretation as monomials on IP(P • ) (since N plays the role for P • that M did for P ). On the other hand, points of P • ∩ N − {0} span edges of ∆, and as such give rise to toric divisors onV .
A special role is played by the points of P • ∩ N which are in the interior of a facet. The corresponding divisors ofV are exceptional for the natural mapV → V and have image equal to a point; hence they are disjoint from the proper transformM of a general 5 We use the notation (Z Z r : Θ 1 , Θ 2 , Θ 3 , Θ 4 , Θ 5 ) for a Z Z r symmetry with the action
, where α r = 1.
hyperplane sectionM of V . Let (P • ∩ N ) 0 denote the points of P • ∩ N which do not lie in the interior of a facet. Now, similarly choose a subdivision ∆
• of N (P • ), getting 4 dimensional toric varietieŝ U → U and hypersurfacesŴ →W analogous toV , V,M, andM.
The monomial-divisor mirror map is the natural isomorphism
(4.1)
The subscripts "toric" and "poly" refer to the subspaces generated by polynomial deformations ofŴ and toric divisors ofM, respectively. See [27] for more details.
The next step is to examine the moduli space of the mirror. According to [27] , we let N + = N ⊕Z Z, and lift the set (P • ∩N ) 0 to the subset of the affine hyperplane {(n, 1)} ⊂ N + which projects to it. We form the secondary fan [32] associated with this set of points. This fan is a finite rational polyhedral subdivision of H 1,1 toric (M). The toric variety associated with the secondary fan is to be viewed as a "simplified moduli space" forŴ , describing all hypersurfaces of the form c i m i , where the m i range over the monomials corresponding to points of (P
There is a natural map to the polynomial part of the true moduli space. Assuming that this map is dominant, i.e. has dense image, a precise form of mirror symmetry is conjectured in [27] . We will assume this conjecture to be true, and will use it without verifying dominance. Since our conclusions are consistent with algebraic geometry, we can view this as providing evidence for the conjectured form of mirror symmetry, as well as for dominance.
We now need to interpret this moduli space using the secondary fan. By general toric principles [28] , s dimensional cones of the secondary fan correspond to codimension s toric subvarieties of the simplified moduli space.
Note that our one parameter family is determined inside the simplified moduli space by setting the coefficients of all monomials to 0, except the monomials m 0 , . . . , m 5 . Our one parameter family is clearly invariant under the torus (that is, under rescalings of the coefficients), hence corresponds to a codimension 1 cone in the secondary fan. It follows immediately from the standard toric correspondence (see section 3.1 of [28] ) that this face is the one spanned by the classes in H 1,1 of all the exceptional divisors ofM.
Since the orbifold Kähler cone ofM appears in the secondary fan [27] and the hyperplane class H is an edge of the Kähler cone, it follows that H is an edge of the secondary fan. Note: different orbifold Kähler cones can arise from different choices of ∆; but H is an edge of any of these. This is consistent with the discussion following (2.2).
The toric correspondence between edges and divisors (p. 60 of [28] ) gives a divisor D H in the simplified moduli space. D H passes through all large complex structure limit points. D H also meets the one parameter family at the point ψ = ∞, a point which is invariant under the torus. This point of intersection corresponds (via section 3.1 of [28] ) to the cone spanned by the class of H and those of the exceptional divisors. Denote this cone by σ.
Suppose that the cardinality of (P • ∩ N ) 0 is n. Then the secondary fan sits inside IR n−5 . Ignoring the points 0, v 1 , . . . , v 5 , we see that there are n − 6 exceptional divisors
toric (M, Z Z) be the lattice spanned by H and the E i . As before, let k denote the weight of the hyperplane class of M.
Claim. L is a sublattice of H 1,1 toric (M, Z Z) of index k, hence a neighborhood of the point ψ = ∞ in the simplified moduli space is given as the quotient of C n−5 by a group of order k, as described in section 2.2 of [28] .
We will see presently that more is true: the group is in fact Z Z k .
To see this, we perform the calculation in a convenient choice of coordinates on H 
The meaning of the above table is that each of the last three columns give coefficients of linear dependencies among the coordinates in the second column. The vectors in the second column are written in the choice of basis for N IR just mentioned, then lifted to N + by appending a "1". Note that the entry in the last column after the vector corresponding to D i is k i ; this is a general fact, arising from the relation k i v + i − d 0 + = 0, as mentioned above. The last 3 columns give the coordinates of the divisor class represented by the divisor in the first column. For this example, we calculate k = 6; the hyperplane class turns out to have coordinates (4, 3, 6 ). We will return to this example when we discuss monodromy.
The Yukawa Coupling
We start by studying the monodromy around the large complex structure point. Knowing this will enable us to choose the relevant flat coordinate, t for which the Yukawa coupling in the t-coordinate will coincide with the intersection number computed in section 2.
Monodromy and The Large Complex Structure Limit
Recall the discussion from the last section. We have a part of the moduli space described by a cone σ with edges corresponding to the exceptional divisors and to H. In coordinates, these are the standard unit vectors e i for 1 ≤ i ≤ n − 6 and a vector whose last coordinate is k. It now follows from toric generalities [28] that the point of the toric moduli space corresponding to σ is singular if k > 1; in fact, the point is locally the quotient of a polydisc by the group Z Z k . We will illustrate this by an example presently. Letting T ∞ denote the monodromy about this point within the one parameter family, it follows that the monodromy about a general point of D H is T k ∞ . To see this, standard toric techniques and the above description of the generators of σ show that the simplified moduli space is locally an orbifold of the form C n−5 /Z Z k , where Z Z acts by (x) → (ζ a i x i ) i , where ζ = e 2πi/k and a n−5 = 1, while D H is given in these coordinates by x n−5 = 0 and the one parameter family is given by x 1 = · · · = x n−6 = 0. The loop (p 1 , . . . , p n−6 , e 2πiθ ) where the p i are fixed and non-zero, while θ ranges from 0 to 1 is seen to go around D H once; but as we let the p i approach 0, we see that this loops around D H a total of k times. This gives the claimed relation between the various monodromies up to conjugacy, which will not affect the calculation of the Yukawa couplings in the sequel. This will also be illustrated by the following example.
Example. Let us now continue our discussion of a hypersurface M ∈ IP 4 (1,2,2,2,3) [10] . We have seen that the toric moduli space is describe by the cone σ with edges (1, 0, 0), (0, 1, 0), (4, 3, 6 ) .
(5.1) (The first two coordinates of the last edge have not been explained here; this is safely done, since the result does not depend on these coordinates.) The toric variety for C 3 is described by the cone with edges and there is an obvious linear transformation L mapping the second cone to the first, identifying the first two edges of the first cone with the first two edges of the second cone. But the toric varieties are different, since the integral lattices have changed (the linear transformation used has determinant 6). In other words, the map of tori is not an isomorphism. We are using the standard torus (C * ) 3 ⊂ C 3 in identifying the second toric variety with C 3 in the usual way. The induced map ν on the toric varieties, when restricted to the torus, is just
This follows because the matrix of L gives rise to a map between the spaces of one parameter subgroups associated to the toric varieties; we must transpose this matrix to get the map between the associated spaces of characters, and this immediately gives (5.3). The group we must quotient out by is evidently ν −1 (1, 1, 1) , which is the group (Z Z 6 : 2, 3, 1).
In the (x 1 , x 2 , x 3 ) coordinates just introduced, the divisor D H corresponds to x 3 = 0. But x 3 is only a multi-valued function on the moduli space. Near a general point of D H , we have that x 1 and x 2 are non-zero; so D H has (Z Z 6 invariant) equation x 1 x 2 x 3 = 0. Now look at the loop θ → (x 1 , x 2 , e 2πiθ ). This clearly loops around x 1 x 2 x 3 = 0 once. But as x 1 and x 2 approach 0, we must take x 6 3 as our invariant equation; that is, the loop winds around 6 times, illustrating the general situation.
We now know that T k ∞ gives the monodromy around the large complex structure limit point. On general grounds the Picard-Fuchs equation satisfied by ̟ 0 has at ψ = ∞ a quasi-unipotent point of index l [22] . By this we mean that there exists a natural number k, defined as above, such that
It was observed that in fact the Yukawa coupling in the large complex structure limit can be read off from U 3 [8] and hence that l = 4. 6 In an integral and symplectic basis one can show that U 3 = y lcs ψψψ E where E is the zero-matrix except for one entry along the first column which is 1 [8] . In our basis, U 3 has more than one non-vanishing entry in the first column. However, by using that we know two of the basis elements in the integral basis one can show that the smallest (in terms of absolute value) of the non-zero entries in U   3 gives the Yukawa coupling, y lcs ψψψ . Thus, from (5.4) it follows that the Yukawa coupling is readily computed for all of the 7,555 transverse hypersurfaces in weighted IP 4 . All we have to do is to calculate U 3 . However, there is a slight computational problem in that there are models for which b 3 ∼ O(10 3 ) [4] , i.e. the number of periods is O(10 3 ). Combined with the fact that for some of these models k ∼ O(10 8 ), merely computing T k ∞ would take quite some time! Fortunately, the problem is very much simplified because of the special form that the matrices T and A, and hence T ∞ , take, see (B.17) and table B.1. The first step is to put 6 Thus, based on our explicit calculation, discussed below, we conjecture that any Picard-Fuchs equation with solutions ̟ i as given by (B.7) have a quasi-unipotent point, ψ = ∞, of index 4.
T ∞ on a block-diagonal form. This not only makes the computation feasible in real time but also shows that the Yukawa coupling can be written as
where the C i can be found in terms of the basis which (block) diagonalizes U . 7 It turns out that, in this particular situation, to compute C i is an O(N 2 ) process for an N × N matrix while matrix multiplication is O (N  3 ) . This is what saves the day and makes it possible to put the problem on a computer. The calculation has been performed for some 7,400 models. For the remaining ones it has not yet been possible to construct the matrix A associated to the phase symmetry A. However, we believe that this is merely a technical problem and that within the near future all couplings will be found by this method.
The Flat Coordinate and The Yukawa Coupling
We now turn to studying the flat coordinate, t which will provide the mirror map between M and W. We then go on to give the general expression for the Yukawa coupling y ψψψ as a function of ψ for W. Knowledge of t, and hence the mirror map, enable us to map y ψψψ to y ttt where y ttt is the Yukawa coupling on M corresponding to the Kähler deformation.
The naïve flat coordinate, relevant for the ψ → ∞ limit is defined by [6] T ∞ :t →t + 1 .
( 5.6) However, from the previous discussion we know that the monodromy around the large complex structure limit point is given by T k ∞ . Hence, the natural flat coordinate from that point of view is T
In fact t =t/k is the analog of ρ * (H) = kH whereH is the hyperplane class induced from IP 4 and H ∈ H 2 (M, Z Z) as discussed in appendix A. From (5.6) and (5.7) we can find t as a linear combination of the periods ̟ j given by (B.7). By analytically continuing the ̟ j to large ψ, t(ψ) will give the mirror map. Although this procedure can straightforwardly be carried out along the lines of [6] we are only interested in the large ψ behavior of t(ψ). This is obtained by studying the Riemann P-symbol associated to the generalized hypergeometric equation to which the ̟ j are the solutions. In fact by looking at (3.4) we readily read off that among the solutions as ψ → ∞ there are four of the type
. Thus, using this and (5.7),
Since t is the coordinate on the Kähler moduli space and ψ parametrizes the fundamental deformation on the complex structure, eq. (5.8) gives the mirror map for large ψ.
In [20, 6] it was shown that the Yukawa coupling on the space of complex structure deformations is given by
where we restrict to the fundamental deformation. The (G a , z b ) are the components of an integral and symplectic basis. In particular, G 0 = ̟ 0 and z 0 = ̟ 0 −̟ 1 [6] . Knowing these two basis vectors is what makes it possible to make a (partial) change of basis from the ̟ j to the (z a , G a ) and hence to read off y lcs ψψψ from U 3 as discussed in the previous subsection. Unfortunately, it does not seem to be possible to construct the complete symplectic basis with only the knowledge of the conifold singularity.
The Yukawa couplings can also be found by studying the chiral ring of the underlying N = 2 superconformal field theory [33] . The chiral ring is equivalent to the ring of monomials based on the defining equation,p ψ , of W modulo the ideal generated by dp ψ . On general grounds it has been shown that the unnormalized coupling is given by [34] y ψψψ = (
where H, the Hessian, is the determinant of the matrix of second derivatives ofp ψ . In general, one would have to use the ring to rewrite (
3 to a monomial proportional to H. This would necessarily involve knowing the explicit form ofp ψ . However, we will argue that one can find y ψψψ without explicitly referring to thep ψ . Recall that in general there does not exist a representation of W as a hypersurface in a weighted projective space although W is always well defined as a hypersurface in a toric variety.
The first point to observe is that because of the conifold singularity at ψ = (
) −1 the coupling will also have such a singularity. This can be understood by looking at eq. (5.9) . The periods in the symplectic basis are linear combinations of the ̟ j which have conifold singularities. Hence, the denominator in (5.10) must have the form ( 
The next point is to use that we know y ψψψ in the large complex structure limit from the monodromy calculation in the previous section. In terms of the flat coordinate and the large complex structure gauge [6] the coupling is given by
Thus, in order for (5.11) to be consistent we find that
Because of the mirror map, (5.8) and (5.11) and by expanding (5.12) around large ψ, y lcs ψψψ is predicted to give the (1, 1) form Yukawa coupling in the large radius limit on M, i.e. the intersection number y JJJ calculated in section 2. Note that in terms of the flat coordinatet, the Yukawa coupling as ψ → ∞ is y lcs ψψψ /k 3 . This is the lowest order term in the instanton expansion as computed for some examples in [8] .
Let us now show how we in fact can compute y lcs ψψψ analytically. From [6] an integral symplectic basis can be chosen such that under monodromy around the conifold,
. Thus, only G 0 diverges logarithmically as we approach the singularity (B.14).
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It then follows that in computing y ψψψ from (5.9) in the limit
14) the ̟ i are appropriate for studying the conifold singularity and hence it is a straightforward, though a bit tedious, exercise to obtain y ψψψ as ψ → (
We find, using (5.9), that the leading behavior of y ψψψ as we approach the conifold singularity is given by
Comparing with (5.12) by taking the conifold limit we readily read off
Thus, we get perfect agreement with (2.4)! To illustrate the ideas explained above let us now return to the examples from section 2. 
From (B.16) we have c j = (1, 1, −2, −1, 4, −1, −2). The number of linearly independent 8 To be more precise, one has to study the Riemann P-symbol associated to the differential equation to which the periods are solutions. One then finds that ̟ j ∼ (ψ − (
periods is 7 − 1 = 6 since there is only one relation among the ̟ j . 10 Thus, in this case we do not obtain all of the 9 Note that on W 1 , 2b 2,1 + 2 = 6 and we get all of the periods through the action of the phase symmetry A. In general this will not be the case. The missing periods are the complex deformations which cannot be written as polynomial deformations [35] .
10 From (B.8) we see that k 3 will result in three constraints on the ̟ j of the form periods. This is a reflection of the fact that only five of the total seven complex deformations are given as polynomial deformations. This may provide important information in constructing W 2 . From the c j 's above and the relation 4 j=0 ̟ 3j = 0 one easily finds the relevant monodromy matrices, see table 5.2. We find that k = 12 and so
Just as for the first example we conclude that y lcs ψψψ = 360. Comparing with the calculation done on M 2 the couplings agree. In comparing the topological couplings computed on the 7,555 models listed in [4] with y lcs ψψψ obtained through monodromy considerations described above we find complete agreement; though for a few of the models y lcs ψψψ remains to be calculated. This gives a very large set of verifications of mirror symmetry, although only to lowest order. The toric topological couplings have been computed in principle for toric hypersurfaces up to a constant [36] ; our work fixes the constant, verifying more of the conjectured mirror symmetry in this situation. In fact, we have shown that our methods apply to a larger class of models than we have discussed above, by checking agreement between the couplings on M and W for some non-transverse spaces considered in [29] .
In the above we have used the monomial-divisor mirror map [27] in finding k. This in turn was used to show that the relevant monodromy is T k ∞ around the large complex structure limit point. However, the actual numerical computation does not rely on these facts. In a case by case study one finds that T ∞ has eigenvalues which are kth roots of unity. From this and the general discussion in [8] regarding the Yukawa couplings in the large complex structure limit we deduce that the monodromy around the large complex structure limit point indeed is T k ∞ . The definition of the flat coordinate t then naturally follows. Thus all the ingredients necessary for computing y lcs ψψψ can be found without relying on the toric picture in general and the monomial-divisor mirror map in particular. It is very reassuring though, that the two approaches agree and hence our explicit calculation lends further support to some of the conjectures made in [27] .
Discussions
In this paper we have shown the agreement between the (1, 1) form Yukawa coupling on M and the (2, 1) form coupling computed on its mirror partner W in the large radius and complex structure limit respectively, restricting to a particular one-dimensional subspace of the moduli space. On the one hand this confirms mirror symmetry, in a particular limit, for a large class of manifolds. On the other hand the formulae for the respective coupling are very similar. This may indicate that we ought to be able to formulate the computation only in terms of the Kähler modulus. Unfortunately, although special geometry applies as well for the Kähler class, very little is known about how we would carry out such a calculation in practice.
The computation also shows that it is possible to find the Yukawa couplings and part of the modular group without knowing the integrable basis, or at least with very little knowledge of it. This basis is in general hard to construct and hence it is gratifying that detailed information about the moduli space still can be obtained.
Finally (and this was one of our original motivations), we may view the calculation as really being a calculation for a pair of mirror families, namely M ∈ IP
which has just one Kähler modulus, and the one parameter fundamental deformation of W which we have been considering. Much of the toric calculation was used merely to justify the intuitive assertion that since we have to multiply the naive Kähler class by k to get an integral class, we must raise the naive monodromy to the power k to correctly scale the flat coordinate for the fundamental deformation. This complication arises because we are dealing with Calabi-Yau orbifolds rather than manifolds. The other main conclusion of the toric calculation is the local description of the moduli space near ψ = ∞. While we used the methods of [27] for this, we could have reached the desired conclusion without this.
The advantage of organizing our calculations in this way is to also bring out the point that we have explicitly checked some consequences of the conjectures made in [27] , as well as to make more precise the conclusions of [36] .
to trivialize a bundle. So the only problems can occur at points at which at least one of the coordinates is 0.
Without loss of generality, assume that we are at a point where x 1 = x 2 = . . . = x s = 0 while all other coordinates are non-zero. We must find a rational expression of degree k with neither zeros nor poles at this point. If such an expression exists, we can substitute x 1 = x 2 = . . . = x s = 0 into it to get another. In this way, we may assume that such an expression only involves x s+1 , . . . , x 5 . For this to be possible, the gcd of k s+1 , . . . , k 5 must divide k. Conversely, if the gcd of k s+1 , . . . , k 5 divides k, then a degree k rational monomial can be constructed from the last 5 − s coordinates, and such a monomial is holomorphic and non-vanishing in a neighborhood of the point in question. Now we investigate which combinations of coordinates can be zero for some point of M. This is easy. Setting three or fewer coordinates to 0 gives a positive dimensional subspace of IP
, hence the hypersurfaceM must have non-empty intersection with it. On the other hand, if four coordinates are set to zero (say the first 4), then this determines the unique point (0, 0, 0, 0, 1) of W IP 4 . This point is inM (we assumê M is general) if and only if every degree k monomial involves at least one of the first 4 coordinates, or equivalently, there is no monomial involving only x 5 . This is equivalent to d not being a multiple of k 5 . Thus, we see that k is given by
Alternatively, one can use the notion of Cartier divisors rather than line bundles. The point is that the zero locus of a form of degree k cannot be a Cartier divisor near a point of the singular locus unless its degree is a multiple of the index of the singular point. By the index, we mean the order of the isotropy group of a point of X lying over the point in question. This is the approach taken in a similar calculation appearing in [9] .
It is easy to see that the calculation works out exactly as above. The index of a point where x 1 = . . . = x s = 0 is just the gcd of k s+1 , . . . , k 5 as before, as one easily computes. This includes smooth points, which have index 1.
Appendix B. Monodromy
In what follows we will use the technique developed in [6] to obtain the monodromy matrices around the singular points in the modular space of ψ-deformations. For further details we refer the reader to [6] .
By studying the condition under which ̟ 0 converges one finds that there is a conifold singularity 11 given by
11 Strictly speaking we would have to compute the matrix of second derivatives ofp ψ to show that it is not singular wherep ψ = dp ψ = 0. For now we will assume that this is a singularity of conifold type and return to this question as we discuss the monodromy around the singularity.
In order to find the monodromy around this singularity we need to analytically continue (3.1) to small ψ. Let us assume that k 1 is the smallest weight. By using the multiplication formula,
we can rewrite (3.1) as
To analytically continue ̟ 0 to small ψ we use Barnes integral to write (B. as one relation but depending on the weights k i there will in general be more. By using relations of the type (B.9) we can write down the matrix, A, associated to the action of A. Then, defining the period vector as where the a j are determined by relations like (B.9) .
The next step is to compute the action on the ̟ j when going around the conifold ψ = (
(Due to the phase symmetry A the d different singularities are identified and it is enough to study the above mentioned one.) Under transport around the singularity, ̟ j transforms according to [6] ̟ j (ψ) → ̟ j (ψ) + c j z 0 (ψ), (B.13)
where z 0 = ̟ 0 − ̟ 1 vanishes at the singularity like (ψ − (
. Equivalently, 14) where the ellipses indicate terms analytic in a neighborhood of the conifold. Thus, the c j can be obtained by studying ̟ j for large m in (B.7) along the lines of ref. [6] . We get The last form is especially useful since it shows the integral structure and hence is preferable for actual computation, see examples in section 5.
Note that for k i = 1 , i = 1, . . . , 5 we recover the expression obtained in [6] . It is also worth pointing out that by further studying (B.16) one can show that c 0 = c 1 = 1. Thus, for any given model we are now able write down both the monodromy matrix, T , associated to transport around ψ = ( Table B .1: Monodromy matrices (A, T ) associated to ψ = 0, (
The number of linearly independent periods is q.
