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Abstract—This paper introduces a probabilistic guidance ap-
proach for the swarm-to-swarm engagement problem. The idea
is based on driving the controlled swarm towards an adversary
swarm, where the adversary swarm aims to converge to a
stationary distribution that corresponds to a defended base
location. The probabilistic approach is based on designing a
Markov chain for the distribution of the swarm to converge a
stationary distribution. This approach is decentralized, so each
agent can propagate its position independently of other agents.
Our main contribution is the formulation of the swarm-to-swarm
engagement as an optimization problem where the population of
each swarm decays with each engagement and determining a
desired distribution for the controlled swarm to converge time-
varying distribution and eliminate agents of the adversary swarm
until adversary swarm enters the defended base location. We
demonstrate the validity of proposed approach on several swarm
engagement scenarios.
Index Terms—Swarm-to-swarm engagement, decentralized
control, probabilistic methods, Markov processes.
I. INTRODUCTION
In nature, some challenging tasks can be completed more
robustly and efficiently by using a swarm with a large number
of small agents rather than using a few large ones. Animal
communities such as bees or ants can aggregate together and
exhibit collective behaviors for gathering food or avoiding
a threat. Hence, they can improve their long term survival
chances. These natural display of swarm behaviours is at-
tempted to be applied to engineered multi-agent systems by
many scientists. Efficient swarm guidance algorithms are one
of the most important parts to be designed to implement such
systems.
This paper introduces a probabilistic guidance approach for
the swarm-to-swarm engagement problem. To the best of our
knowledge, this work is the first approach to swarm-to-swarm
engagement problem. The idea is based on driving a controlled
swarm towards an adversary swarm to eliminate agents of the
adversary swarm, where the adversary swarm aims to converge
to a stationary distribution that corresponds to a defended base
location. Proposed probabilistic swarm guidance approaches
in the earlier literature work under the assumption that a
swarm aims to converge to a stationary distribution. Hence,
these methods can not be directly applied to the swarm-
to-swarm engagement problem, where the controlled swarm
should converge to the time-varying distribution of the adver-
sary swarm to eliminate agents of the adversary swarm. The
situation is illustrated in Figure 1, where there are a controlled
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Fig. 1: Representation of the base location, controlled (blue)
swarm, and adversary (red) swarm. While the red swarm
tries to converge to the stationary distribution of the base
location, the blue swarm tries to engage with the time-varying
distribution of the red swarm.
(blue) swarm, an adversarial (red) swarm, and a stationary
distribution, which corresponds to the defended base location.
While the red swarm acts according to their pre-determined
Markov chain to converge the stationary distribution of the
base location, blue swarm designs a Markov chain to engage
and eliminate agents of the red swarm. In this paper, we
propose a method that determines a stationary distribution for
the blue swarm to engage with the red swarm. The method
is based on to converge projection of the distribution of the
red swarm respect to the Markov chain of the red swarm. The
number of agents of the red swarm that enter the defended
base location can be bounded in this method. The strategy of
the blue swarm is to eliminate desired number of agents of
the red swarm furthest from the defended base location.
A scheme for the swarm-to-swarm engagement is given
in Figure 2. Red swarm propagates with the probabilistic
guidance algorithm using their pre-determined Markov chain
to converge defended base location. Blue swarm determines
the stationary distribution to engage with the red swarm and
synthesize a Markov matrix to converge to the determined
their distribution. Then, the blue swarm also propagates with
the probabilistic guidance algorithm. After both swarms are
propagated, agents are eliminated with respect to engagement
dynamics. The same processes continue with the new distri-
butions of the blue and red swarms.
Swarm engagement has the potential to be one of the key
aspects of the future military scene. For instance, DARPA’s
OFFSET program [1] focuses on the development of rapid
generation of tactics for offensive swarms. Since the con-

























Fig. 2: Swarm-to-swarm engagement scheme.
defending against such adversary swarm attacks, we believe
that employing a defensive swarm and utilizing swarm-to-
swarm engagement algorithms can provide a much more
effective solution against such attacks.
A. Related Works
In earlier literature, many deterministic methods are devel-
oped for the guidance of swarms containing up to 10 − 20
agents. However, these methods are computationally infeasible
for the systems that contain agents ranging from hundreds to
tens of thousands [2]–[7]. In order to handle this scalability
issue, density based deterministic and probabilistic swarm
guidance methods are developed for both discrete and con-
tinuous state spaces.
For continuous state spaces, several probabilistic and de-
terministic swarm guidance methods are developed. Density
distribution of the swarm agents is probabilistically controlled
to converge a pre-determined distribution by a diffusing swarm
of robots that take local measurements of an underlying scalar
field in [8]. In [9], an example of deterministic density control
that is inspired by Smoothed Particle Hydrodynamic (SPH) is
illustrated for group motion and segregation. A deterministic
velocity field method is presented to drive the swarm of robots
smoothly to the desired density distribution in [10].
There are also probabilistic methods that consider the swarm
as a statistical ensemble and treat the guidance problem as
convergence to a desired swarm density distribution in a
discrete state space.
In [11], Metropolis-Hastings algorithm is used to design a
Markov chain for guidance of swarm agents to the desired
swarm density distribution in discrete state space.
Modeling objective function and constraints as linear matrix
inequalities (LMI), convex optimization techniques are used
to design the corresponding Markov chain in [12]. Then,
in order to increase the convergence rate and satisfy some
safety constraints, convex optimization approach is extended
using density feedback in [13] and [14], respectively. On the
other hand, none of these methods considers the number of
transitions of the agents. In order to minimize the number of
transitions of the agents, swarm guidance is formulated as an
optimal transport problem in [15]. However, the computation
time of the algorithm increases rapidly with increasing the
dimension of the state space and performance of the algorithm
drops dramatically with estimation errors of the current swarm
distribution. An efficient time-inhomogeneous Markov chain
approach is proposed for probabilistic swarm guidance (PSG-
IMC algorithm) to minimize the number of transitions of the
agents in [16].
However, communication between all bins has to be es-
tablished for all these mentioned feedback based methods
to handle global current distribution for feedback. Thus, this
method is modified to work with local information in [17]. In
this method, a local-information based probabilistic guidance
method is designed on the time-inhomogeneous Markov chain
approach proposed in [16]. However, in both global and
local-information based time-inhomogeneous Markov chain
approaches, convergence rate of the swarm distribution de-
creases sharply as transition constraints of the agents increases.
In order to converge to the desired steady-state distribution
at high convergence rate respect to earlier methods via min-
imal number of state transitions to minimize resource usage,
decentralized state-dependent Markov chain synthesis method
is proposed in [18]. In mentioned earlier methods [11], [12],
[16]–[18], a shortest path algorithm is used for agents to
propagate them from zero density states of desired distribution,
which is named as transient states, to non-zero density states
of desired distribution which is named as recurrent states.
In [19], a density diffusion based method is proposed for
transient states of the desired distribution to increase the
convergence rate of the swarm distribution. Also, in all these
methods [11], [12], [16]–[19], it is assumed that recurrent
states of the desired distribution are strongly connected among
themselves which means transition between all recurrent states
without using transient states of the desired distribution is
possible. In [20], a method is proposed to converge to the
desired distributions with disconnected parts. This method
allows multiple Markov chain to be synthesized for the each
strongly connected part of the recurrent states of the desired
distribution and to combine these Markov chains to converge
desired distribution with disconnected parts.
B. Main Contributions
In this work, we develop a problem formulation and propose
an efficient algorithm to solve the swarm-to-swarm engage-
ment problem. We introduce the objectives and engagement
dynamics of the controlled and adversary swarms. Then, we
propose a method that deal with the time-varying distribution
of the adversary swarm. The method is based on to converge
projection of the red swarm on any determined boundary
bins. We proved that the expected number of red agents that
enter the defended base location can be bounded under some
mild assumptions. We propose an algorithm to maximize the
distance between the defended base location and boundary
bins as keeping the ratio of red agents that enter the defended
base location under a pre-determined ratio.
C. Organization
The paper is organized as follows. Section II introduces the
probabilistic guidance problem formulation and our Markov
chain synthesis method. Section III introduces the objectives
and engagement dynamics of swarms and presents an algo-
rithm to eliminate desired number of agents of the adversary
swarm until adversary swarm enters the defended base lo-
cation. Section IV presents numerical results across different
swarm engagement scenarios.
Notation: In this paper, the time index is donated by a right
subscript and the agent index are donated as lower-case right
superscript. 0 and 1 are zero matrix and matrix of ones in
appropriate dimensions. V \W is the elements in set V that are
not in set W . P denotes probability of a random variable. M >
(≥)0 implies that M is a positive (non-negative) matrix. ei is
a vector in appropriate dimensions with its i-th element is +1
and its other entries are zeros. σ(A) is the set of eigenvalues
λ of A, ρ(A) is the spectral radius of A (maxλ∈σ(A)|A|).
 represents the Hadamard (Schur) product. Upper-case right
superscript ’−’ and ’+’ imply the prior and posterior form
of a scalar or vector for an event. ‖x‖1 =
∑
i|x[i]| denotes
the L1 norm of vector x. (v1, v2, ..., vn) represents a vector,
such that (v1, v2, ..., vn) ≡ [vT1 , vT2 , ..., vTn ]T where vi have
arbitrary dimensions. diag(A) = (A[1, 1], A[2, 2], ..., A[n, n])
for A ∈ Rnxn.
II. BACKGROUND
Most of the underlying definitions and baseline algorithms
are based on [11], in this section, we briefly review this
material for completeness.
A. Swarm Distribution Guidance Problem
Definition 1. (Bins) The operational region, which the swarm
agents are distributed, is denoted as R. The region is assumed
to be partitioned as the union of m disjoint regions, which are
referred to as bins Ri, i = 1, ...,m, such that R = ∪mi=1Ri,
and Ri ∩Rj = ∅ for i 6= j.
Definition 2. (Density distribution of the swarm) Let an agent
have position r(k) at time index k ∈ Z+. Let x(k) be a vector
of probabilities, 1Tx(k) = 1, such that the i-th element x[i](k)
is the probability of the event that this agent will be in bin Ri
at time k. Consider a swarm comprised of N agents. Each
agent is assumed to act independently of the other agents, so
that the following equation holds for N separate events,
x[i](k) := P(rl(k) ∈ Ri), l = 1, ..., N, (1)
where rl(k) denotes the position of the l’th agent at time
index k, and the probabilities of these N events are jointly
statistically independent. We refer to x(k) as the density
distribution of the swarm.
Let density distribution of a swarm at time k is donated as
x(k) and the swarm is comprised of N agents. Distribution
of the number of agents of the swarm at time k is donated as
s(k) and defined with the following equation,
s(k) = Nx(k). (2)
Definition 3. (Desired steady-state distribution) It is desired
to guide the agents to a specified steady-state distribution
described by a probability vector v ∈ Rm,
lim
k→∞
x(k) = v. (3)
States of the desired distribution can be classified as in the
following definition.
Definition 4. (Recurrent and transient states) The states that
have non-zero elements in the desired distribution v are called
recurrent states. The other states with zero elements in the
desired distribution v are called transient states.
The main idea of the probabilistic guidance is to drive the
propagation of probability vector x, instead of individual agent
positions {rl(k)}Nl=1. Swarms are formed as a statistical en-
semble of agents to facilitate the guidance of swarm problem.
Although the distribution of swarm agent positions n/N is
usually different from x numerically, it is equal to x on the
average. Using the law of large numbers, x can be made
arbitrarily close to n/N as the number of agents increases.
B. Decentralized Probabilistic Swarm Guidance
1) Probabilistic Guidance Algorithm:
Assumption 1. (Agent’s capability) All agents can determine
their current bins to use their stochastic policy for the transi-
tion.
Definition 5. (Stochastic policy) All swarm agents is prop-
agated at time k with a column stochastic matrix M(k) ∈
Rm×m that is called as Markov matrix [21]. Then, M(k) has
to satisfy
1TM(k) = 1T , M(k) ≥ 0. (4)
The entries of matrix M(k) are defined as transition prob-
abilities. Specifically, for any k ∈ N+ and i, j = 1, ...,m,
M [i, j](k) = eTi M(k)ej = P(r(k+1) ∈ Ri|r(k) ∈ Rj). (5)
i.e., an agent in bin j transitions to bin i with probability
M [i, j](k).
The constraints M(k) ≥ 0 and 1TM(k) = 1T simply
implies that the probability of moving from one bin to another
bin is nonnegative and the sum of probabilities of transition
from a given bin to another bin is equal to 1.0. The Markov
matrix is supplied each of the agents to propagate their
position, which is only depending on their own states.
The matrix M(k) determines the time evolution of the
probability vector x as
x(k + 1) =M(k)x(k), k = 0, 1, 2, ...
with x(0) ≥ 0 and 1Tx(0) = 1.
(6)
Time evolution of the probability vector x from any time k
to any time k+n can be written with forward matrix product
as,
x(k + n) =M(k + n− 1)...M(k + 1)M(k)x(k) (7)
x(k + n) = U(k : k + n)x(k). (8)
Algorithm 1 Probabilistic Guidance Algorithm
1) Each agent determines its current bin, e.g., rl(k) ∈ Ri.
2) Each agent generates a random number z that is uni-
formly distributed in [0, 1].
3) Each agent transitions to bin j, i.e., rl(k + 1) ∈ Rj , if{∑j−1
s=1M [s, i](k) ≤ z ≤
∑j
s=1M [s, i](k).
The probabilistic guidance algorithm is given in the Al-
gorithm 1. The first step of the algorithm is to determine
the agent’s current bin. In the following steps, each agent
samples from a discrete distribution and transitions to another
bin depending on the column of the Markov matrix, which is
determined by the agent’s current bin.
2) Convergence to Desired Steady-State Distribution: As-
sume that, desired distribution of the swarm is donated by the
vector v. The main idea of the probabilistic guidance law is to
synthesize a Markov matrix that satisfies the condition given
in the Definition 3.
3) Transition Constraints: The transition between two bins
is represented by an edge of a directed graph, where the
adjacency matrix of the directed graph is defined similar to
the second section of [22].
Definition 6. (Transition Constraints) Adjacency matrix is
used to restrict the allowable transitions of the agents.
Aa[i, j] = 1 if the transition from bin i to bin j is allowable,
and is zero otherwise. Transition constraint of the agents are
restricted with the following inequality:
(11T −ATa )M = 0. (9)
Assumption 2. (Strongly Connected) It is assumed that all
bins is strongly connected by the adjacency matrix which
means there exists a directed path between all bins, or
equivalently, (I +Aa)m−1 > 0 for Aa ∈ Rm×m [21, section
6.2.19]. Then, there exist a directed path between all bins.
Definition 7. (Neighbor Bins) All bins j that satisfy the
condition Aa[j, i] = 1 are neighbor bins of the bin i.
C. Synthesis of the Markov Matrix
Because of the convergence rate performance via minimal
number of transitions, decentralized state-dependent Markov
chain synthesis method proposed in [18] is used to synthesize
the part of the Markov matrices related to the recurrent states.
The other part of the Markov matrices related to the transient
states is synthesized using density diffusion based method
proposed in [19] again due to the high convergence rate. In
addition, the strategy proposed in [20] is used for the case that
the desired distribution have disconnected parts.
III. SWARM-TO-SWARM ENGAGEMENT PROBLEM
FORMULATION AND PROPOSED ENGAGEMENT SOLUTION
A. Introducing the Objectives and Dynamics of the Swarms
Definition 8. (Blue and red swarms) There are two types of
swarms in the swarm-to-swarm engagement problem, which
are controlled (blue) and adversarial (red) swarms. Density
distributions, Markov matrices, forward matrix products of
Markov matrices, distribution of number of agents and total
number of agents for the blue and red swarms are donated as
right subscripts ’b’ and ’r’ (i.e. xb, xr, Mb, Mr, Ub, Ur, sb,
sr, Nb and Nr.)
Definition 9. (Elimination dynamics) The agents, which are
in the same bins and belong to different swarms, eliminate
each other in equal numbers. Only the remaining agents
that are included in the swarm with the higher number of
agents survive in these bins. The number of agents and
swarm distributions are donated with a superscript ’−’ before
the elimination process and donated with a superscript ’+’
after the elimination process. During the elimination process,
distribution of the number of blue and red swarms is changing
with the following equations,
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Definition 10. (Transition dynamics of the blue and red
swarms) Each swarm synthesizes a Markov matrix using the
method, which is discussed in Section II-C, to converge their
specified distributions. The time evaluations of the density
distributions of the swarm with these Markov matrices are
given as
x−b (k + 1) =Mb(k)x
+
b (k),




Definition 11. (Desired distribution for the red swarm) The
purpose of the red swarm is to converge to the desired steady-
state distribution, which corresponds to the base location and
denoted as vb, The desired change of the distributions of the
red swarm for any time-step k are formulated as
lim
n→∞
Ur(k : k + n)x
+
r (k) =vb. (13)
B. Determination of the Stationary Distribution for the Blue
Swarm
The purpose of the red swarm is to converge to the base
location as given in the Eq. (13). The purpose of the blue
swarm is to converge to the time-varying distribution and
eliminate desired number of agents of the red swarm while the
red swarm furthest from the defended base location. Hence,
blue swarm has to know the distribution of the red swarm and
should have knowledge about the Markov chain of the red
swarm to create a strategy to engage with the red swarm. These
knowledge can be extended to estimate the Markov chain of
the red swarm for future studies.
Assumption 3. The Markov chain and the current distribution
of the red swarm are available to blue swarm.
The strategy is to select boundary bins and converge to the
projection of the distribution of red swarm on these boundary
bins with respect to the Markov chain of the red swarm.
The number of agents of the red swarm that enter the base
location can be bounded with this strategy which is given in
the Theorem 1.
The strategy is shown via an example on an operational
region with high number of bins in Figure 3. On the left side
of the Figure 3, suppose that the red dots are the path to be
revealed by the Markov chain of the red swarm to converge
to the base location, the shaded line represents the boundary
bins determined by the blue swarm. As will be shown in the
Lemma 1, we can estimate the distribution of the total density
of red swarm that enters the boundary bins1. The distribution
of the total density of red swarm that enters the boundary
bins is represented with a red distribution on the right side of
Figure 3. According to elimination dynamics given in the Eq.
(10), blue swarm can eliminate all agents of the red swarm
as convergence to the distribution of the total density of red
swarm that enters the boundary bins. As shown in the Theorem
1, the maximum number of red agents that enter the base
location without being eliminated can be estimated for any
determined boundary bins. Hence, the distance between the
base location and boundary bins can be maximized as keeping
the number of red agents that enter the base location under a
desired number.
Fig. 3: Representation of the engagement strategy on an
operational region with high number of bins. The red swarm
converges to the base location . Red dots represent the path to
be revealed by the policy of the red swarm. The shaded line
represents the boundary bins determined by the blue swarm.
Let tfc and tlc denote the first and last contact times that are
the first and last time for any red agent to enter any determined
1The distribution of the total density of red swarm that enters the boundary
bins may be slightly different than estimated since the stochasticity of the
Markov chain of the red swarm.
boundary bin, respectively. This strategy is divided into two
phase for before and after the time tfc, respectively.
Phase 1 (Before the time tfc): In phase 1 distribution of the
total density of red agents that enter the boundary bins, which
is the desired distribution of the blue swarm, is estimated. In
Theorem 1, it is proved that there exists a finite time tfc and
there is not any elimination before the time tfc under some
mild assumptions. Since there is no elimination until tfc and
Markov chain of the red swarm does not change, the desired
distribution of the blue swarm is a stationary distribution. Blue
swarm designs a Markov chain to converge to this stationary
distribution and uses the designed Markov chain until the time
tfc.
Phase 2 (After the time tfc): In phase 2, there are two
different options that can be changed via convergence results
and computation power of the blue swarm.
Option 1: Markov matrix of the blue swarm turns to the
identity matrix. Since the elimination changes the desired
distribution of the blue swarm, propagation of the blue swarm
with the same Markov chain may diverge to the blue swarm
from the new desired distribution.
Option 2: If blue swarm cannot converge to the distribution
of the total density of red agents that enter the boundary bins
with a zero L1 error, all agents of the red swarm cannot
be eliminated. Hence, blue swarm may need to continue to
converge between the times tfc and tlc to eliminate more
red agents. Then, blue swarm can re-estimate the distribution
of the total density of red agents that enter the boundary
bins and design a new Markov chain after each elimination
step. Memoryless property of the Markov-based algorithm
allows blue swarm to assume each time-step as initial time-
step. Re-designing of Markov chain of the blue swarm causes
computation cost but it can provide better elimination results
respect to turning the Markov matrix to identity matrix.
Estimation of the distribution of the total density of red
agents that enter the boundary bins is represented on an
example in Figure 4. Let make the following definitions for
the algorithm.
Definition 12. (Index sets respect to the base location) The
index set Ib contains the bins belonging to the base location.
The index set Ib−1 consists of the bins that are directly
connected by adjacency matrix to the bins i ∈ Ib and
Ib−1 ∩ Ib = ∅, the index set Ib−2 consists of the bins that
are directly connected by adjacency matrix to bins i ∈ Ib−1
and Ib−2 ∩ (Ib ∪ Ib−1) = ∅, and so on.
Definition 13. (Absorbing states) In a Markov chain, if
M [i, i](k) = 1 for a state i ∈ Rm×m, the state i is called
as absorbing state for the time-step k.
Bins of the operational region and Markov chain of the
red swarm are modeled as vertices and transition probabilities
of a graph in the example given in Figure 4. Assume that,
red swarm is propagated to the base location that is the bin
RN ∈ Ib for this case. They must enter the any bin from the
set Ib−1 = {RN−1, RN−2}, which are determined boundary
bins, to reach to the base location. If we modify the states of
the determined boundary to absorbing states as on the right
side of the Figure 4, all agents of the red swarm will be
stuck in the determined boundary bins. If we propagate red
swarm with modified transition probabilities, we can estimate
the distribution of the total density of red swarm that enters
the boundary bins.
Fig. 4: The nodes of the graphs represent the bins of the
operational region. Arrows represent the transition probabil-
ities with directions for an agent (some possible transitions
are ignored for the clarity of the figure). Green and black
circles represent the bins that belong to the base location and
determined boundary bins, respectively.
We will give the Lemma 1 for estimation of the distribution
of the total density of red swarm in some determined boundary
bins under some mild assumptions.
Lemma 1. Assume that, red swarm is in the bins i ∈
(Ib−c ∪ Ib−c−1 ∪ ...and so on.) for any c = 1, 2, ... at time-
step k and satisfies the asymptotic convergence to the base
location condition given in the Eq. (13). The Eq. (14) gives
the estimation of the distribution of total density of red agents
that enter each bin i ∈ Ib−p during propagation of the
red swarm in the absence of any elimination in the bins
i ∈ (Ib−p−1 ∪ Ib−p−2 ∪ ...and so on.) for any p = 1, 2, ..., c.
x̂rs(k + tlc) = Urs(k : k + tlc)x
+




Urs(k : k + n)x
+




Urs(k : k+ tlc) =Mrs(k+ tlc−1)Mrs(k+ tlc−2)...Mrs(k),
(16)
Mrs [j, i](k + n) =

Mr[j, i](k + n) if i 6∈ Ib−p
1 if i = j and i ∈ Ib−p
0 if i 6= j and i ∈ Ib−p
for n = 0, 1, ..., tlc,
(17)
Proof. According to the Definition 12, since red swarm is in
the bins i ∈ (Ib−c∪Ib−c−1∪ ...and so on.) for any c = 1, 2, ...
at time-step k and satisfies the asymptotic convergence con-
dition to the base location given in the Eq. (13), there is a
time that all agents of the red swarm enter the some bins of
the set Ib−p in the absence of any elimination in the bins
i ∈ (Ib−p−1 ∪ Ib−p−2 ∪ ...and so on.) for any p = 1, 2, ..., c.
Markov chain of the red swarm can be modified as in the Eq.
(17) to make the states of the determined boundary absorbing
states. Hence, agents of the red swarm get stuck in the bins
i ∈ Ib−p.
Considering that we propagate the red swarm with the
modified Markov chain ( Urs ), there exist a time for the
all agents of the red swarm to get stuck in the bins i ∈ Ib−p.
Then, the last contact time can be calculated as in Eq. (15).
Hence, we can estimate the distribution of the total density
of red agents that enter any bin i ∈ Ib−p as in Eq. (14).
Assumption 4. (Capability of the blue swarm) Blue and red
swarms have the same transition constraints, so they have the
same adjacency matrices and blue swarm is propagated from
transient states to recurrent states using the shortest path.
The Assumption 4 is given for the blue swarm to make
Theorem 1 suitable. A method is proposed in [19] for the
propagation from transient states to recurrent states using the
both shortest path and density distribution on the recurrent
states. We will give the following theorem for estimation of
the maximum number of red agents that enter the base location
for any determined boundary bins.
Theorem 1. Assume that, red swarm is initialized as in
the Lemma 1, blue swarm have the properties given in the
Assumption 4, it is in the bins i ∈ (Ib ∪ Ib−1... ∪ Ib−c+1) for
any c = 1, 2, ... at time-step k and satisfies the asymptotic
convergence condition limn→∞ xb(k+ n) = x̂rs(k+ tlc). Let
Nrent denotes the total number of red agents that enter the any
bin i ∈ Ib. The Eq. (19) gives the estimation of the maximum
number of red agents that enter the any bin i ∈ Ib respect to
elimination dynamics given in the Eq. (10).









ŝrs(k + tlc) = N
+
r (k)x̂rs(k + tlc), (20)
ŝb(k + tfc) = N
+
b (k)x̂b(k + tfc), (21)






Urs(k : k + n)x
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for any p = 1, ..., c.
Proof. If blue swarm satisfies the asymptotic convergence
condition limn→∞ xb(k + n) = x̂rs(k + tlc), recurrent bins
for the blue swarm is some bins from the set Ib−p for
p = 1, 2, ..., c.
Since blue swarm is in the bins i ∈ (Ib ∪ Ib−1...∪ Ib−c+1),
red swarm is in the bins i ∈ (Ib−c∪Ib−c−1∪ and so on ...) for
any c = 1, 2, ..., blue swarm is propagated to its recurrent bins
i ∈ Ib−p for p = 1, 2, ..., c using shortest path and transition
constraints are the same for the blue and red swarms, any
agent from the red swarm cannot be eliminated in the bins
i ∈ (Ib−p−1 ∪ Ib−p−2 ∪ ...) which satisfies the absence of
any elimination requirement in the Lemma 1. Thus, we can
estimate the distribution of total density and the total number
of red agents that enter each bin i ∈ Ib−p during propagation
of the red swarm with the Eq. (14 and 20).
Before the first contact time tfc given in the Eq. (23), we can
find estimation of the distribution of the number of blue agents
with the Eq. (21). According to the elimination dynamics given
in the Eq. (10), the number of red agents that pass the bins
i ∈ Ib−p derived as L̂r can be estimated with the Eq. (19) in
cases where the blue swarm is propagated only until to time
tfc and then uses identity matrix as policy.
The estimation L̂r is considered as the maximum num-
ber because blue swarm can re-design its Markov chain as
updating the its desired distribution instead of using identity
matrix after the first contact time tfc. Also, red agents, which
pass the bins i ∈ Ib−p and propagate to the base location,
can be eliminated by the blue agents that is in the bins
i ∈ (Ib−p+1∪Ib−p+2∪...∪Ib∗1) and have not yet converged to
the desired distribution. Hence, the number of red agents that
enter the bins i ∈ Ib derived as Nrent is satisfy the following
equation,
L̂r ≥ Nrent . (24)
Corollary 1. If number of blue and red agents are equal to
each other
(




, then Eq. (19) of Theorem 1
can be simplified as,
L̂r = N
+
b (k) ‖x̂rs(k + tlc)− x̂b(k + tfc)‖TV . (25)
Proof. If N+b (k) = N
+






















Since x̂rs(k+tlc) and x̂b(k+tfc) are probability distributions,

























x̂rs(k + tlc)[i]− x̂b(k + tfc)[i]
)
.
As shown in the Remark 4.3 of [23], derived equation is equal




b (k) ‖x̂rs(k + tlc)− x̂b(k + tfc)‖TV .
Algorithm 2 Optimal boundary bins for the engagement of
swarms
1: Initialize the error value εopt ∈ (0, 1)
2: for each p ∈ {1, 2, ..., c} do
3: Urs ←− Obtain the Urs for Ib−p as in the Eq. (16)
4: tlc, tfc ←− Compute the tlc and tfc as in Eq. (15 and
23)
5: x̂rs(tlc)←− Calculate x̂rs(tlc) as in Eq. (14)
6: Ub ←− Synthesize Ub for the distribution x̂rs(tlc)
7: L̂r ←− Calculate the L̂r as in the Eq. (19) or (25)
8: if (L̂r/N+r (k)) < εopt or p == 1 then





The purpose of the blue swarm is to maximize the distance
between the base location and the determined boundary bins
by keeping the ratio of the estimation of the maximum number
of red agents that enter the base location (L̂r) to the total
number of red agents (Nr) lower than chosen εopt ∈ (0, 1)
value. The optimization problem can be solved with the given
algorithm in Algorithm 2.
In the first iteration of the algorithm, the first boundary
that is directly connected by the adjacency matrix to the
base location (Ib−1) is determined. Markov chain of the red
swarm is modified with respect to the determined boundary
bins and the first and last contact times of the red swarm
to the boundary bins are calculated (lines 3-4). Projection of
the distribution of red swarm on determined boundary bins is
calculated (line 5). Then, Markov chain of the blue swarm is
designed with respect to the projection of the distribution of
red swarm on determined boundary bins and the maximum
number of red agents that enter the bins i ∈ Ib−p is estimated
(lines 6-7). Finally, the designed Markov chain of the blue
swarm is chosen (lines 8-9). For the following iterations, the
same operations continue with increasing the distance between
the base location and determined boundary bins but designed
Markov chain of the blue swarm is chosen only if the ratio
of the estimation of the maximum number of red agents that
enter the base location (L̂r) to the total number of red agents
(Nr) lower than chosen εopt ∈ (0, 1) value. In case the blue
swarm does not converge even to the first boundary, the first
boundary must be chosen.
IV. NUMERICAL RESULTS
In this paper, we consider four different scenarios of
the swarm-to-swarm engagement problem. For all cases, red
swarm synthesizes a Markov matrix using the proposed
method given in the Section II-C to converge to the stationary
distribution of the base location. A desired distribution is
determined using strategies given in Section III-B for the blue
swarm. Then, blue swarm synthesizes a Markov matrix using
the proposed method given in the Section II-C to converge to
its determined desired distribution.
Simulation results are shown in the Figures 5 - 8. For
all figures, current time-step, remaining time for the first
contact to determined boundary bins for the red swarm, the
estimated number of red agents that enter the base location,
and information about the elimination for current time step are
given in the upper-left corner of the figures. The number of
remaining blue agents, red agents, and red agents that enter
the base location is given in the middle top of the figures.
Information about the colors on the figures is given in the
upper-right corner of the figures. Numeric results belong to
these scenarios are given in the Table I.
In the first and second scenarios, a 2D grid-map, which
consists of 8 × 8 bins, is considered. The grid-map contains
a 2 × 2 base location on one corner. A number of thousands
of blue and red agents are initialized at the base location and
other sides of the map, respectively. There is a 2×4 obstacle in
the middle of the grid-map. By simply adjusting the adjacency
matrices of the swarms, they are prevented from entering the
bins with the obstacle. In the first scenario, boundary bins are
determined at the beginning of the scenario and blue swarm
convergence to its desired distribution until the first contact
time. Markov matrix of the blue swarm turns to an identity
matrix after the first contact time as introduced as Option
1 in Section III-B. In the second scenario, boundary bins
are re-determined after each elimination step and blue swarm
convergence to its new desired distribution until the new first
contact time. Markov matrix of the blue swarm re-synthesized
after each elimination step as introduced as Option 2 in the
Section III-B. Simulation results are shown in the Figure 5
and 6 for the different options, respectively. As can be seen
in Table I, the desired total variation to converge projection of
the distribution of the red swarm on determined boundary bins
is determined as 0.1. The total variation is estimated as 0.078
after boundary bins are chosen. Since there are 1000 blue and
red agents, the number of red agents that will enter the base
location is estimated as 78 using the Eq. (25). The number
of red agents that enter the base location is 69 according
to simulation results when Option 1 is used that is given
in Section III-B. When the desired distribution and Markov
matrix of the blue swarm is updated after each elimination
step as Option 2, the number of red agents that enter the base
location is 13 since blue swarm continues to converge after
the first contact time.
In the third and fourth scenarios, other simulation results
are given for a 3D grid-map, which consists of 5 × 12 × 5
bins. The grid-map contains a 3× 3× 2 base location on one
side. A number of two hundreds of blue and red agents are
initialized at the base location and opposite plane of the map,
respectively. There is a 3 × 2 × 5 obstacle in the middle of
the grid-map. In the third scenario, Option 1 that is given in
Section III-B is used as the second scenario. In the fourth
scenario, Option 2 is used as the third scenario. Simulation
results are shown in the Figure 7 and 8 for the different
options, respectively. As can be seen in Table I, the desired
total variation to converge projection of the distribution of
the red swarm on determined boundary bins is determined as
0.1. The total variation is estimated as 0.066 after boundary
bins are chosen. Since there are 200 blue and red agents,
the number of red agents that will enter the base location
is estimated as 13 using the Eq. (25). The number of red
agents that enter the base location is 21 according to simulation
results when Option 1 is used. This difference caused by
the stochastic policy of the red swarm. Projection of the
distribution of the red swarm is estimated using the Markov
chain of the red swarm but the Markov chain is a stochastic
policy and this situation causes a difference between the
estimated and real distributions. When the desired distribution
of the blue swarm is updated after each elimination step as
Option 2, this difference dramatically decreases. The number
of red agents that enter the base location is showed as 7, since
the reduced effect of stochasticity, and blue swarm continues
to converge after the first contact time.
V. CONCLUSION AND FUTURE WORKS
In this paper, swarm-to-swarm engagement problem is for-
mulated and the dynamics of swarms are introduced. To the
best of our knowledge, this work is the first approach to
swarm-to-swarm engagement problem. When the purpose of
the red swarm is to converge to a stationary desired distribution
corresponds to a defended base location, the purpose of the
blue swarm is to converge to the time-varying distribution and
eliminate desired number of agents of the red swarm furthest
from the base location. The strategy is based on convergence to
the projection of the red swarm on any determined boundary
bins. It is proved that the number of red agents that enter
the defended base location can be bounded with respect to
determination of the boundary bins.
There are lots of ideas about future works. Some of the are
listed below.
• It can be worked on optimal algorithms and their the-
oretical analysis that can converge to the time-varying
distribution when properties such as elimination are in-
cluded.
• Elimination process is assumed to be deterministic in
this paper. Blue and red agents that are in the same bin
eliminate each other in equal numbers. It can also be a
random variable that varies with the ratio of the number
of these blue and red agents.
• Learning methods can be used to estimate the policy of
red swarm when the Markov matrix of the red swarm is
unknown.
• Game theoretic methods can be used to make the blue
swarm try to eliminate the red swarm as soon as possible
while the red swarm tries to enter the base location
without getting caught by the blue swarm.
TABLE I: Numerical results of the convergence to the projection of the red swarm on a determined boundary bins for several
simulation cases.
Operational Region 2D 3D
Desired total variation 0.1 0.1
Estimated total variation w.r.t. determined boundary bins 0.078 0.066
Number of agents in the swarms 1000 200
Estimated number of agents that will enter the base location 78 13
Number of agents that entered to the base location (Update : False) 69 21
Number of agents that entered to the base location (Update : True) 13 7
Fig. 5: Representation of the blue and red swarm on a 2D grid-map for several time instances when blue swarm performs
boundary bins strategy given in Section III-B to eliminate red swarm. Blue swarm did not update its desired distribution after
each elimination step. This choice is introduced as Option 1 in Section III-B.
Fig. 6: Representation of the blue and red swarm on a 2D grid-map for several time instances when blue swarm perform
boundary bins strategy given in Section III-B to eliminate red swarm. Blue swarm updated its desired distribution after each
elimination step. This choice is introduced as Option 2 in Section III-B.
Fig. 7: Representation of the blue and red swarm on a 3D grid-map for several time instances when blue swarm performs
boundary bins strategy given in Section III-B to eliminate red swarm. Blue swarm did not update its desired distribution after
each elimination step. This choice is introduced as Option 1 in Section III-B.
Fig. 8: Representation of the blue and red swarm on a 3D grid-map for several time instances when blue swarm performs
boundary bins strategy given in Section III-B to eliminate red swarm. Blue swarm updated its desired distribution after each
elimination step. This choice is introduced as Option 2 in Section III-B.
• When agents belonging to the blue and red swarm enter
the same bin, a game theoretic convexified model predic-
tive control algorithm can be started for blue agents to
catch red agents in the same continuous bin space.
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University of Washington for his valuable comments and
feedback.
REFERENCES
[1] C. Timothy, “Offensive swarm-enabled tactics (offset),” 2016 (accessed
June 15, 2020). [Online]. Available: https://www.darpa.mil/program/
offensive-swarm-enabled-tactics
[2] V. J. Lumelsky and K. Harinarayan, “Decentralized motion planning for
multiple mobile robots: The cocktail party model,” Autonomous Robots,
vol. 4, no. 1, pp. 121–135, 1997.
[3] A. Richards, T. Schouwenaars, J. P. How, and E. Feron, “Spacecraft
trajectory planning with avoidance constraints using mixed-integer linear
programming,” Journal of Guidance, Control, and Dynamics, vol. 25,
no. 4, pp. 755–764, 2002.
[4] M. Tillerson, G. Inalhan, and J. P. How, “Co-ordination and control of
distributed spacecraft systems using convex optimization techniques,”
International Journal of Robust and Nonlinear Control: IFAC-Affiliated
Journal, vol. 12, no. 2-3, pp. 207–242, 2002.
[5] D. P. Scharf, F. Y. Hadaegh, and S. R. Ploen, “A survey of spacecraft
formation flying guidance and control (part 1): guidance,” in Proceedings
of the 2003 American Control Conference, 2003., vol. 2, 2003, pp. 1733–
1739.
[6] Y. Kim, M. Mesbahi, and F. Y. Hadaegh, “Multiple-spacecraft reconfig-
uration through collision avoidance, bouncing, and stalemate,” Journal
of Optimization Theory and Applications, vol. 122, no. 2, pp. 323–343,
2004.
[7] J. L. Ramirez-Riberos, M. Pavone, E. Frazzoli, and D. W. Miller,
“Distributed control of spacecraft formations via cyclic pursuit: Theory
and experiments,” Journal of Guidance, Control, and Dynamics, vol. 33,
no. 5, pp. 1655–1669, 2010.
[8] K. Elamvazhuthi, C. Adams, and S. Berman, “Coverage and field
estimation on bounded domains by diffusive swarms,” in 2016 IEEE
55th Conference on Decision and Control (CDC). IEEE, 2016, pp.
2867–2874.
[9] S. Zhao, S. Ramakrishnan, and M. Kumar, “Density-based control
of multiple robots,” in Proceedings of the 2011 American control
conference. IEEE, 2011, pp. 481–486.
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