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Abstract
New partial orderings ≤o, ≤p and ≤H are defined, studied and
compared on the set H of finite subsets of the unit interval with spe-
cial emphasis on the last one. Since comparing two sets of the same
cardinality is a simple issue, the idea for comparing two sets A and B
of different cardinalities n and m respectively using ≤H is repeating
their elements in order to obtain two series with the same length. If
lcm(n,m) is the least common multiple of n andm we can repeat every
element of A lcm(n,m)/m times and every element of B lcm(n,m)/n
times to obtain such series and compare them (Definition 2.2).
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(H,≤H) is a bounded partially ordered set but not a lattice. Nev-
ertheless, it will be shown that some interesting subsets of (H,≤H)
have a lattice structure. Moreover in the set B of finite bags or multi-
sets (i.e. allowing repetition of objects) of the unit interval a preorder
≤B can be defined in a similar way as ≤H in H and considering the
quotient set B = B/∼ of B by the equivalence relation ∼ defined by
A ∼ B when A ≤B B and B ≤B A, (B,≤B) is a lattice and (H,≤H)
can be naturally embedded into it.
Keywords: hesitant fuzzy sets, finite subsets of the unit interval,
partial ordering, t-norm, fuzzy conjunction.
1 Introduction
Hesitant fuzzy sets generalize the concept of fuzzy set introduced by Zadeh
[15] in the sense that they allow us the possibility of assigning more than a
value of the unit interval to an object of a universe of discourse. They are
a useful tool when there is doubt or hesitation in the process of assigning
numerical values to the objects. An illustrative example is in the evaluation
of a service by a client. If the client is asked to choose between a scale, say,
from 0 to 5 (from less to more satisfied) he or she could hesitate to assigning
an excellent mark (5) or a very good one (4). In this case, if he or she is
allowed to choose more than one option, he or she will decide for {4, 5}. In
another example, if ranking political views (say from 0 to 10), the concept
extremist could be described as {0, 10}. More information and results on
hesitant fuzzy sets can be found in [1], [5], [6], [7], [9], [10], [11], [12], [13].
A very important issue is how to compare hesitant fuzzy subsets, which
leads to the question of comparing finite subsets of the unit interval (i.e,
defining a partial ordering on the set H of finite subsets of [0, 1]). There is
a very natural way to compare subsets of the same cardinality; namely, if
A = {a1, a2, ..., an} with a1 < a2 < ... < an and B = {b1, b2, ..., bn} with b1 <
b2 < ... < bn, the pointwise comparison seems adequate (A ≤H B if and only
if ai ≤ bi for all i = 1, 2, ..., n). The problem arises when trying to compare
subsets A = {a1, a2, ..., an} with a1 < a2 < ... < an and B = {b1, b2, ..., bm}
with b1 < b2 < ... < bm of different cardinalities (n < m). In [1] different
methods are proposed that basically select n elements of B or add m − n
elements to A. Also, in order to calculate distances between finite subsets
of [0, 1], [13] proposes a pessimistic and an optimistic way. The pessimistic
one consisting in adding m − n copies of the smallest element a1 of A and
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then calculating the distance between the vector (
m−n times︷ ︸︸ ︷
a1, ..., a1, a1, a2, ..., an) and
(b1, b2, ..., bm). The optimistic way addsm−n copies of an to A and computes
the distance between the vector ((a1, a2, ..., an,
m−n times︷ ︸︸ ︷
an, ..., an)) and (b1, b2, ..., bm).
This two ways inspire the definition of an optimistic and pessimistic way to
compare finite subsets of [0, 1] in Section 2 (see also [1]). Nevertheless, these
ways seem acceptable in some occasions but can be too radical in others. In
Section 2 a more balanced ordering ≤H is defined and discussed.
With this new ordering H does not have the lattice structure. This is
proved in Section 3 where it is also shown that some interesting subsets of H
do satisfy the lattice conditions.
One reason why (H,≤H) does not have the lattice structure is because it
has ”too few“ elements. If we consider not only finite subsets but also bags
(i.e. if we allow repetitions of objects), then we obtain a lattice (B,≤B) in
which (H,≤H) can be naturally embedded (Section 4).1
(H,≤H) and (B,≤B) are bounded partially ordered sets and hence there
is the possibility of defining t-norms on them (Section 5).
The paper ends with a section of concluding remarks.
2 Ordering Subsets of the Unit Interval
In this section a partial ordering ≤H is defined on the set H of finite subsets of
the unit interval which is more balanced than the optimistic and pessimistic
orderings introduced in the previous section. This definition is discussed and
interpreted for sets with low cardinality and compared with the optimistic
and pessimistic orderings.
Since comparing two sets of the same cardinality is a simple issue, the idea
for comparing two sets A and B of different cardinalities n andm respectively
is repeating their elements in order to obtain two series with the same length.
Considering the least common multiple (lcm(n,m)) of n andm we can repeat
every element of A lcm(n,m)/m times and every element of B lcm(n,m)/n
times to obtain such series and compare them. The formal definitions and
details follow below.
1Please note that in general the maps h : X → B would not be hesitant fuzzy subsets
of X since in the definition of fuzzy subset the image of every element of X must be a
subset of [0, 1].
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In order to simplify notations, when giving a finite subsetA = {a1, a2, ..., an}
of the unit interval we will assume throughout the paper that the elements
of A are written in increasing order, i.e., a1 < a2 < ... < an.
Definition 2.1. Let A = {a1, a2, ..., an} be a finite subset of the unit interval
and r ∈ N. Ar ∈ [0, 1]rn is the vector of rn coordinates defined as
Ar = (
r times︷ ︸︸ ︷
a1, ..., a1,
r times︷ ︸︸ ︷
a2, ..., a2, ...,
r times︷ ︸︸ ︷
an, ..., an)
Definition 2.2. Let A = {a1, a2, ..., an} and B = {b1, b2, ..., bm} be two
finite subsets of the unit interval and lcm(n,m) the least common multi-
ple of n and m. Rewriting A lcm(n,m)
m
= (c1, c2, ..., clcm(n,m)) and B lcm(n,m)
n
=
(d1, d2, ..., dlcm(n,m)),
A ≤H B if and only if ci ≤ di for all i = 1, 2, ..., lcm(n,m).
Example 2.3. Consider A = {0.2, 0.4} and B = {0.3, 0.5, 0.8}. The least
common multiple of 2 and 3 is 6,
A3 = (0.2, 0.2, 0.2, 0.4, 0.4, 0.4) and
B2 = (0.3, 0.3, 0.5, 0.5, 0.8, 0.8).
A ≤H B because 0.2 ≤ 0.3, 0.2 ≤ 0.5, 0.4 ≤ 0.5 and 0.4 ≤ 0.8.
≤H is a partial ordering on the set H of finite subsets of the unit interval.
To prove this fact we need the following obvious result.
Lemma 2.4. Let A = {a1, , ..., an} and B = {b1, b2, ..., bm} be two finite
subsets of the unit interval and r ∈ N. A ≤H B if and only if every coordi-
nate of A
r
lcm(n,m)
m
is smaller than or equal to the corresponding coordinate of
B
r
lcm(n,m)
n
.
Example 2.5. Following the Example 2.3, taking r = 2,
A6 = (0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.4, 0.4, 0.4, 0.4, 0.4, 0.4) and
B4 = (0.3, 0.3, 0.3, 0.3, 0.5, 0.5, 0.5, 0.5, 0.8, 0.8, 0.8, 0.8).
Proposition 2.6. ≤H is a partial ordering on the set H of finite subsets of
the unit interval.
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Proof.
• Clearly A ≤H A for every finite subset A ∈ H.
• Let A = {a1, a2, ..., an} and B = {b1, b2, ..., bm} be finite subsets of the
unit interval such that A ≤H B and B ≤H A.
If A and B have the same cardinality (i.e.: if m = n), then clearly
A = B.
But if A ≤H B and B ≤H A, then m and n must coincide. Otherwise,
without loss of generality we could assume n < m. In A lcm(n,m)
m
and
B lcm(n,m)
n
a1 must be compared with b1 and b2. But, since b1 < b2, it
can not happen a1 ≤ b1, a1 ≤ b2 and b2 ≤ a1 simultaneously.
• Transitivity.
Let A = {a1, a2, ..., an}, B = {b1, b2, ..., bm} and C = {c1, c2, ..., cp} be
finite subsets of the unit interval such that A ≤H B and B ≤H C.
We must prove that A ≤H C. For this, consider the less common
multiple lcm(n,m, p) of n,m and p and compare the vectors A lcm(n,m,p)
n
,
B lcm(n,m,p)
m
and C lcm(n,m,p)
p
. Thanks to Lemma 2.4, each coordinate of
A lcm(n,m,p)
n
is smaller than or equal to the corresponding coordinate of
B lcm(n,m,p)
m
which in turn is smaller than or equal to the corresponding
coordinate of C lcm(n,m,p)
p
. By Lemma 2.4, A ≤H C.
Let us see some examples with sets of low cardinality to show the be-
haviour of this ordering.
Example 2.7.
1. If A = {a} and B = {b}, then A ≤H B if and only if a ≤ b.
2. If A = {a} and B ∈ H, then A ≤H B if and only if a ≤ min{B} and
B ≤H A if and only if max{B} ≤ a.
3. If A = {a1, a2} and B = {b1, b2}, then A ≤H B if and only if a1 ≤ b1
and a2 ≤ b2.
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4. If A = {a1, a2, a3} and B = {b1, b2, b3}, then A ≤H B if and only if
a1 ≤ b1, a2 ≤ b2 and a3 ≤ b3.
5. If A = {a1, a2} and B = {b1, b2, b3}, then A ≤H B if and only if a1 ≤ b1
and a2 ≤ b2 and B ≤H A if and only if b2 ≤ a1 and b3 ≤ a2.
Following the pessimistic and optimistic ways to count elements of a set
used in [13] a couple of partial orderings on the set H of finite subsets of the
unit interval can be proposed.
Definition 2.8. Let A = {a1, a2, ..., an} and B = {b1, b2, ..., bm} be two finite
subsets of the unit interval with n ≤H m.
• Optimistic ordering:
A ≤o B if and only if every coordinate of the vector (a1, a2, ...,
m−n+1 times︷ ︸︸ ︷
an, ..., an )
is smaller than or equal to the corresponding coordinate of the vector
(b1, b2, ..., bm).
• Pessimistic ordering:
A ≤p B if and only if every coordinate of the vector (
m−n+1 times︷ ︸︸ ︷
a1, ..., a1 , a2, ..., an)
is smaller than or equal to the corresponding coordinate of the vector
(b1, b2, ..., bm).
Let us compare the three partial orderings ≤H, ≤o and ≤p in a simple
example:
Example 2.9. Consider the sets A = {a1, a2, a3, a4} and B = {b1, b2}.
Pessimistic
A ≤p B if and only if a3 ≤ b1 and a4 ≤ b2
B ≤p A if and only if b1 ≤ a1 and b2 ≤ a4.
Optimistic
A ≤o B if and only if a1 ≤ b1 and a4 ≤ b2
B ≤o A if and only if b1 ≤ a1 and b2 ≤ a4.
≤H
A ≤H B if and only if a2 ≤ b1 and a4 ≤ b2
B ≤H A if and only if b1 ≤ a1 and b2 ≤ a3.
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3 Lattices Related to (H,≤H)
The partial ordering ≤H defined on H seems adequate for comparing finite
subsets of the unit interval but it turns out that (H,≤H) is not a lattice
(Proposition 3.6).
If we restrict ourselves to particular subsets of H, then we will obtain
lattices. In particular, it is interesting the case when all the cardinalities of
the subsets are powers of a given natural number.
Proposition 3.1. {0} and {1} are the lower and upper bounds of (H,≤H)
respectively.
Proof. Trivial.
In order to prove that (H,≤H) is not a lattice we will present a couple of
elements (namely A = {0.2, 0.4} and B = {0.1, 0.3, 0.6}) of H with two non-
comparable upper bounds. (Dually we could also find two non-comparable
lower bounds.)
Lemma 3.2. M = {0.2, 0.4, 0.6} and N = {0.3, 0.6} are greater than both
A = {0.2, 0.4} and B = {0.1, 0.3, 0.6}. MoreoverM and N are non-comparable
(i.e.: neither M ≤H N nor N ≤H M).
Proof. Straightforward.
Lemma 3.3. N = {0.3, 0.6} is the smallest two-element set greater than or
equal to both A and B of Lemma 3.2.
Proof. Let P = {a1, a2}. A ≤H P ≤H N if and only if 0.2 ≤ a1 ≤ 0.3
and 0.4 ≤ a2 ≤ 0.6. If moreover P should be greater than or equal to
B, then we should have to compare the vectors (0.1, 0.1, 0.3, 0.3, 0.6, 0.6)
and (a1, a1, a1, a2, a2, a2) which gives a1 ≥ 0.3 and a2 ≥ 0.6, which means
P = N .
Lemma 3.4. M = {0.2, 0.4, 0.6} is the smallest three-element set greater
than or equal to both A and B of Lemma 3.2.
Proof. Let P = {a1, a2, a3}. B ≤H P ≤H M if and only if 0.1 ≤ a1 ≤ 0.2,
0.3 ≤ a2 ≤ 0.4 and 0.6 ≤ a3 ≤ 0.6. If moreover P should be greater than
or equal to A, then we should compare the vectors (0.2, 0.2, 0.2, 0.4, 0.4, 0.4)
and (a1, a1, a2, a2, a3, a3) which gives a1 ≥ 0.2, a2 ≥ 0.4 and a3 ≥ 0.4, which
means P =M .
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Lemma 3.5. There is no joint of the sets A and B of Lemma 3.2.
Proof. Let us suppose that P = {a1, a2, ..., an} is such that A ≤H P , B ≤H P ,
P ≤H M and P ≤H N . Consider the vectors
A3n = (
3n︷ ︸︸ ︷
0.2, ..., 0.2,
3n︷ ︸︸ ︷
0.4, ..., 0.4)
B2n = (
2n︷ ︸︸ ︷
0.1, ..., 0.1,
2n︷ ︸︸ ︷
0.3, ..., 0.3,
2n︷ ︸︸ ︷
0.6, ..., 0.6)
P6 = (
6︷ ︸︸ ︷
a1, ..., a1,
6︷ ︸︸ ︷
a2, ..., a2, ...,
6︷ ︸︸ ︷
an, ..., an)
N3n = (
3n︷ ︸︸ ︷
0.3, ..., 0.3,
3n︷ ︸︸ ︷
0.6, ..., 0.6)
M2n = (
2n︷ ︸︸ ︷
0.2, ..., 0.2,
2n︷ ︸︸ ︷
0.4, ..., 0.4,
2n︷ ︸︸ ︷
0.6, ..., 0.6)
If n > 3, then, since A ≤H P ≤H N we would have a1 = 0.2 and a2 = 0.2.
But a1 < a2. Then n must be 2 or 3 and thanks to the previous lemmas, if
n = 2 we have P = N and if n = 3 we have P =M .
As a corollary we get the following proposition.
Proposition 3.6. (H,≤H) is not a joint semi-lattice.
Corollary 3.7. (H,≤H) is not a lattice.
Nevertheless, if the cardinalities m and n of A and B are one multiple of
the other one, than there exist meet and joint of these sets.
Proposition 3.8. Let A = {a1, a2, ..., an} and B = {b1, b2, ..., bm} (m ≥ n)
be finite subsets of the unit interval with cardinalities n and m respectively
and with m = kn for some k ∈ N. Then there exists the meet and the joint
of A and B.
Proof.
Consider
Ak = (
k︷ ︸︸ ︷
a1, ..., a1,
k︷ ︸︸ ︷
a2, ..., a2, ...,
k︷ ︸︸ ︷
an, ..., an) = (c1, ..., ck, ck+1, ..., c2k, ..., c(n−1)k+1, ..., cnk)
B1 = (b1, b2, ..., bm).
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• If B ≤H A, then A ∧B = B and A ∨B = A.
• If B  A, then there exists i ∈ {1, 2, ..., n} such that bi > cin.
For every i = 1, 2, ..., n let
di = max(bi, c(i−1)k+1, ..., cik)
ei = min(bi, c(i−1)k+1, ..., cik)
and
D = {d1, d2, ...dn}
E = {e1, e2, ...en}.
Then D = A ∨B and E = A ∧B.
As a corollary we obtain the following result.
Proposition 3.9. Let R = r1, r2, ..., rn, ... be a sequence of natural numbers
with ri+1 a multiple of ri for every i ≥ 0, Hri the set of finite subsets of the
unit interval of cardinality ri and HR =
⋃∞
i≥1Hri. Then (HR,≤H) is a lattice.
Considering constant sequences R = r, r, ..., r, ... we obtain the following
result.
Corollary 3.10. (Hr,≤H) is a lattice for all r ∈ N.
Also,
Corollary 3.11. Given r ∈ N for R = r, r2, r3, ..., rn, ... (HR,≤H) is a lattice.
4 Bags. Embedding (H,≤H) into a Lattice
A natural embedding of (H,≤H) into a lattice can be given explicitly. The
idea is to allow sets with some elements repeated, the so called bags or
multisets [14]. A finite bag of the unit interval can be represented as a vector
~v = (a1, a2, ..., an) of [0, 1]
n and we will always assume that a1 ≤ a2 ≤ ... ≤ an.
The set of finite bags of [0, 1] will be denoted by B.
The following two definitions are similar to Definitions 2.1 and 2.2.
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Definition 4.1. Given ~v = (a1, a2, ..., an) ∈ B and r ∈ N, ~vr is defined by
~vr = (
r times︷ ︸︸ ︷
a1, ..., a1,
r times︷ ︸︸ ︷
a2, ..., a2, ...,
r times︷ ︸︸ ︷
an, ..., an).
Definition 4.2. Let ~u = (a1, a2, ..., an) and ~v = (b1, b2, ..., bm) be two finite
bags of the unit interval and lcm(n,m) the least common multiple of n and m.
Rewriting ~u lcm(n,m)
m
= (c1, c2, ..., clcm(n,m)) and ~v lcm(n,m)
n
= (d1, d2, ..., dlcm(n,m)),
~u ≤B ~v if and only if ci ≤ di for all i = 1, 2, ..., lcm(n,m).
Similar to Proposition 2.6 we can prove the following result.
Proposition 4.3. The relation ≤B on B is a preorder (i.e., it is irreflexive
and transitive).
The following lemma is straightforward.
Lemma 4.4. Given two bags ~u and ~v of B, ~u ≤B ~v and ~v ≤B ~u if and only
if there exists ~w ∈ B and r, s ∈ N such that ~u = ~wr and ~v = ~ws.
Example 4.5. For ~u = (0.1, 0.1, 0.1, 0.1, 0.3, 0.3) and ~v = (0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.3, 0.3, 0.3)
we have ~u ≤B ~v and ~v ≤B ~u because ~u = ~w2 and ~u = ~w3 for ~w = (0.1, 0.1, 0.3).
Definition 4.6. On B consider the equivalence relation ∼ defined for all
~u,~v ∈ B by
~u ∼ ~v if and only if there exists ~w ∈ B and r, s ∈ N such that ~u = ~wr and ~v = ~ws
and denote the quotient B/∼ by B.
The vector of a class with the smallest number of coordinates will be called
its canonical representative.
≤B is compatible with ∼ and we obtain the following result.
Proposition 4.7. (B,≤B) is a lattice.
Proof. Let [~u] and [~v] be the classes with representatives ~u = (a1, a2, ..., an)
and ~v = (b1, b2, ..., bm) respectively on B and lcm(n,m) the least common
multiple of n and m. Rewriting ~u lcm(n,m)
m
= (c1, c2, ..., clcm(n,m)) and ~v lcm(n,m)
n
=
(d1, d2, ..., dlcm(n,m)),
[~u] ∨ [~v] = [(max{c1, d1},max{c2, d2}, ...,max{clcm(n,m), dlcm(n,m)})]
[~u] ∧ [~v] = [(min{c1, d1},min{c2, d2}, ...,min{clcm(n,m), dlcm(n,m)})].
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Proposition 4.8. The map i : H→ B sending every finite set A = {a1, a2, ..., an}
of [0, 1] to i(A) = (a1, a2, ..., an) is an order embedding. The images of differ-
ent finite sets belong to different classes in B and so the mapping i : H→ B
is an embedding. Moreover i(A) is the canonical representative of its class.
Example 4.9. In Section 3 we have seen that A = {0.2, 0.4} and B =
{0.1, 0.3, 0.6} do not have neither meet nor joint in H. Nevertheless,
i(A) ∨ i(B) = [(0.2, 0.4)] ∨ [(0.1, 0.3, 0.6)] = [(0.2, 0.2, 0.3, 0.4, 0.6, 0.6)]
i(A) ∧ i(B) = [(0.2, 0.4)] ∧ [(0.1, 0.3, 0.6)] = [(0.1, 0.1, 0.2, 0.3, 0.4, 0.4)].
5 t-norms on (H,≤H) and (B,≤B)
t-norms are binary operations on [0, 1] used for modelling the ”and“ con-
nective [4] [8]. Extensions to more general lattices or partially ordered sets
are necessary and widely used. For example, if T1, T2, ..., Tn are t-norms
on [0, 1], we can define the t-norm T on [0, 1]n componentwise; namely,
T ((x1, x2, ..., xn), (y1, y2, ..., yn)) = (T1(x1, y1), T2(x2, y2), ..., Tn(xn, yn)) [2]. Also
in [2] t-norms are defined on bounded partially ordered sets. With this in
mind, since (H,≤H) and (B,≤B) are bounded partially ordered sets, t-norms
can be defined on them. However, the conditions required for a connective to
be a t-norm are sometimes too strong and difficult to obtain. Associativity is
the most discussed property and is omitted in the definition of more general
conjunctors. In this sense, the concept of general conjunctor is introduced in
[3].
Definition 5.1. ([3]) An operation C : [0, 1]2 → [0, 1] is a fuzzy conjunction
if
• It is increasing with respect to each variable
• C(1, 1) = 1, C(0, 0) = C(0, 1) = C(1, 0) = 0.
This definition can be generalized to any bounded partially ordered set.
Definition 5.2. Let P = (P,≤P , 0, 1) be a bounded partially ordered set. An
operation C : P2 → P is a fuzzy conjunction if
• It is increasing with respect to each variable
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• C(1, 1) = 1, C(0, 0) = C(0, 1) = C(1, 0) = 0.
Let us recall the definition of a t-norm on a bounded partially ordered
set.
Definition 5.3. A t-norm T on a bounded partially ordered set P = (P,≤P
, 0, 1) is a binary operation on P that for all x, y, z ∈ P satisfies
• T(x, 1) = x (neutral element)
• If x ≤P y, then T(x, z) ≤P T(y, z) (monotonicity)
• T(x, y) = T(y, x) (commutativity)
• T(x,T(y, z)) = T(T(x, y), z) (associativity).
From a t-norm T on [0, 1] an operation C can be defined on H.
Definition 5.4. Let T be a t-norm on [0, 1]. On H the binary operation
C is defined in the following way. For two elements A = {a1, a2, ..., an}
and B = {b1, b2, ..., bm} of H, writing A lcm(n,m)
m
= (c1, c2, ..., clcm(n,m)) and
B lcm(n,m)
n
= (d1, d2, ..., dlcm(n,m)),
C(A,B) = {T (c1, d1), T (c2, d2), ..., T (clcm(n,m), dlcm(n,m))}.
Example 5.5. If A = {0.2, 0.5} and B = {0.1, 0.4, 0.5} and T is the Product
t-norm, then A3 = (0.2, 0.2, 0.2, 0.5, 0.5, 0.5), B2 = (0.1, 0.1, 0.4, 0.4, 0.5, 0.5)
and
C(A,B) = {0.02, 0.02, 0.08, 0.20, 0.25, 0.25} = {0.02, 0.08, 0.20, 0.25}
the last equality obtained by transforming the multiset into a set.
The following lemma is similar to Lemma 2.4 and will be used to prove
the monotonicity of C in Proposition 5.7.
Lemma 5.6. Let A = {a1, a2, ..., an} and B = {b1, b2, ..., bm} be two finite
subsets of the unit interval and r ∈ N. Writing A
r
lcm(n,m)
m
= (c1, c2, ..., crlcm(n,m))
and B
r
lcm(n,m)
n
= (d1, d2, ..., drlcm(n,m)),
C(A,B) = {T (c1, d2), T (c2, d2), ..., T (crlcm(n,m), drlcm(n,m))}.
12
Proposition 5.7. Let T be a t-norm on [0, 1]. Then C is a commutative
fuzzy conjunction on (H,≤H).
Proof.
• Commutativity follows trivially form the commutativity of T .
• Let A = {a1, a2, ..., an}, B = {b1, b2, ..., bm} and C = {c1, c2, ..., cp} be
finite subsets of the unit interval. WritingA lcm(m,n,p)
lcm(m,p)
= (d1, d2, ..., dlcm(m,n,p)),
B lcm(m,n,p)
lcm(n,p)
= (e1, e2, ..., elcm(m,n,p)) and C lcm(m,n,p)
lcm(m,n)
= (f1, f2, ..., flcm(m,n,p)).
IfA ≤H B, then, thanks to Lemma 2.4, di ≤ ei for all i = 1, 2, ..., lcm(m,n, p)
and from this T (di, fi) ≤ T (ei, fi). Applying Lemma 5.6 we get,
C(A,C) ≤ C(B,C).
• The contour conditions C({1}, {1}) = {1}, C({0}, {0}) = C({0}, {1}) =
C({1}, {0}) = {0} are trivially satisfied.
The fuzzy conjunctor C is not a t-norm on (H,≤H) because it does not
satisfy associativity. Indeed, we can show the following counter-example:
If A = {0.7, 0.8}, B = {0.6, 0.7, 0.9}, C = {0.3, 0.4, 0.7}, and T is the
Product t-norm, then
C(C(A,B), C) = {0.126, 0.147, 0.196, 0.224, 0.392, 0.504}
C(A,C(A,B)) = {0.126, 0.196, 0.224, 0.504}.
Nevertheless, we can consider subsets of H in which the restriction of C
is a t-norm following the ideas from Section 3.
Proposition 5.8. Let R = r1, r2, ..., rn, ... be a sequence of natural numbers
with ri+1 a multiple of ri for every i ≥ 0, Hri the set of finite subsets of the
unit interval of cardinality ri and HR =
⋃∞
i≥1Hri. Then C : H2R → HR is a
t-norm on HR.
In (B,≤B) we can also derive a binary operation T from a t-norm on [0, 1]
in a similar way as in Definition 5.4. In this case, T is a t-norm.
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Definition 5.9. Let T be a t-norm on [0, 1]. On B the binary operation
T is defined in the following way: For two elements [~u] = [(a1, a2, ..., an)]
and [~v] = [(b1, b2, ..., bm)] of B, writing ~u lcm(n,m)
m
= (c1, c2, ..., clcm(n,m)) and
~v lcm(n,m)
n
= (d1, d2, ..., dlcm(n,m)),
T([~u], [~v]) = [(T (c1, d1), T (c2, d2), ..., T (clcm(n,m), dlcm(n,m)))].
Example 5.10. If ~u = (0.2, 0.5) and ~v = (0.1, 0.4, 0.5) and T is the Product
t-norm, then ~u3 = (0.2, 0.2, 0.2, 0.5, 0.5, 0.5), ~v2 = (0.1, 0.1, 0.4, 0.4, 0.5, 0.5)
and
T([~u], [~v]) = [(0.02, 0.02, 0.08, 0.20, 0.25, 0.25)].
Please note the difference between Example 5.10 and Example 5.5. (In
Example 5.10 (0.02, 0.08, 0.20, 0.25) is not a representative of T([~u], [~v])).
Proposition 5.11. Let T be a t-norm on [0, 1]. Then T is a t-norm on
(B,≤B).
Proof. Let ~u = (a1, a2, ..., an), ~v = (b1, b2, ..., bm) and ~w = (c1, c2, ..., cp) be
finite bags of the unit interval. Writing ~v lcm(m,n,p)
lcm(m,p)
= (d1, d2, ..., dlcm(m,n,p)),
~v lcm(m,n,p)
lcm(n,p)
= (e1, e2, ..., elcm(m,n,p)) and ~w lcm(m,n,p)
lcm(m,n)
= (f1, f2, ..., flcm(m,n,p)).
• It is trivial to prove that T([~u], [1]) = [~u].
• Monotonicity: If ~u ≤B ~v, then di ≤ ei for all i = 1, 2, ..., lcm(m,n, p)
and from this T (di, fi) ≤ T (ei, fi). Hence,
T([~u], [~w]) ≤ T([~v], [~w]).
• Commutativity follows trivially form the commutativity of T .
• Associativity:
T([~u],T([~v], [~w]))
= T([(d1, d2, ..., dlcm(m,n,p))],T([(e1, e2, ..., elcm(m,n,p))], [(f1, f2, ..., flcm(m,n,p))]))
= T([(d1, d2, ..., dlcm(m,n,p))], [(T (e1, f1), T (e2, f2), ..., T (elcm(m,n,p), flcm(m,n,p)))])
= [(T (d1, T (e1, f1)), T (d2, T (e2, f2)), ..., T (dlcm(m,n,p), T (elcm(m,n,p), flcm(m,n,p))))]
= [(T (T (d1, e1), f1), T (T (d2, e2), f2), ..., T (T (dlcm(m,n,p), elcm(m,n,p)), flcm(m,n,p))))]
= T([(T (d1, e1), T (d2, e2), ..., T (dlcm(m,n,p), elcm(m,n,p)))], [(f1, f2, ..., flcm(m,n,p))])
= T(T([~u], [~v]), [~w]).
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6 Concluding Remarks
We have introduced and studied different orderings on the set H of finite
subsets of the unit interval and on the set B. The results of this paper
remain valid replacing the unit interval by a bounded totally ordered set.
We have shown that (H,≤H) is a bounded partially ordered set with {0}
and {1} the lower and upper bounds respectively but not a lattice. Never-
theless, interesting subsets of if are: among others, the sets Hr of the unit
interval of fixed cardinality r and the sets HR of the unit interval with car-
dinalities R = r, r2, ..., rn for a given r ∈ N. Moreover from the finite bags B
of the unit interval a lattice (B,≤B) has been built and (H,≤H) embedded
into it in a natural way.
Section 5 is a first introduction to t-norms and fuzzy conjunctions on
(H,≤H) and on (B,≤B). The topic deserves a much deeper attention. In
particular it is important to find reasonable ways to generate t-norms on H
from a t-norm on [0, 1]. This will be studied by the authors in forthcoming
papers.
Apart from its use for comparing hesitant fuzzy sets, H can also be useful
for comparing different types of fuzzy subsets. For example, interval-valued
fuzzy sets, triangular fuzzy numbers [a, b, c] with support the interval [a, c]
and core b or trapezoidal numbers [a, b, c, d] with [a, d] its support and [b, c] its
core. In this way we can compare different types of fuzzy subsets at the same
time, enriching the possibilities of tackling different types of imprecision. For
instance, Example 2.7 can have the following interpretation:
1 The usual ordering of the unit interval is preserved.
3 The usual ordering of intervals is preserved.
4 A triangular number A = [a1, a2, a3] is smaller than or equal to a num-
ber B = [b1, b2, b3] when the support of A is smaller than or equal to
the support of B (these supports considered as intervals) and the core
of A is smaller than or equal to the core of B.
5 An interval A = [a1, a2] is smaller than or equal to a triangular fuzzy
number B = [b1, b2, b3] when the left endpoint of A is smaller than or
equal to the left endpoint of the support of B and the right endpoint
of A is smaller than or equal to the core of B while B is smaller than
or equal to A when the core of B is smaller than or equal to the left
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endpoint of A and the right endpoint of the support of B is smaller
than or equal to the right endpoint of A. In this sense, A can be seen as
a triangular number with unknown core and then A ≤H B or B ≤H A
if and only if the relation is true for all possibilities of assigning the
core to A.
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