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Where is the wisdom we lost in knowledge,
where is the knowledge we lost in information,
where is the information we lost in data?
T.S. Elliot
In den letzten Jahren erlebte das Internet mit seinen verschiedenen Diensten
ein ungeheures Wachstum. Was in den siebziger Jahren als Kommunikations-
netzwerk f

ur eine Handvoll Wissenschaftler in den USA begann, hat sich in





artnerverein bis zu den Vereinten Nationen, vom Pizzataxi bis zum global
operierenden Lebensmittelkonzern, fast alle Aspekte des menschlichen Lebens
sind mittlerweile
"
online\ vertreten, und t

aglich kommen neue Anbieter hinzu.
Die einfach zu bedienende und optisch ansprechende Benutzungsober

ache des
World Wide Web (WWW) und die M

oglichkeit der schnellen und billigen welt-
weiten Kommunikation durch E-Mail machen das Internet f

ur viele Anwender
attraktiv. Jeder Benutzer des Internets hat direkten Zugang zu einer riesigen
Menge von Daten, die auf Computern rund um den Globus gespeichert sind.
Zu vielen Fragen lassen sich im Internet Antworten nden. Das Problem be-
steht nicht mehr darin,

uberhaupt eine Information zu bekommen, sondern in
der Schwierigkeit, aus den vielen zur Verf

ugung stehenden Datenquellen diejeni-
ge auszuw

ahlen, die die Information bereitstellen kann. Ist eine Quelle gefunden,
taucht ein weiteres Problem auf: Wo ist in dem Wust der angebotenen Daten die
gesuchte Information verborgen?





menschliche Ansprechpartner wie Archivare oder Bibliothekare den Informations-
suchenden. Sie beantworten Fragen zur Benutzung und geben erste Hinweise, wo
eine Information zu nden ist, selbst wenn der Fragesteller noch nicht einmal











zung bei der Informationssuche hinweg. Immer schneller entstehen immer mehr
Daten in konventioneller oder elektronischer Form. Das Angebot z.B. auf dem
Internet ist so gro, da es f

ur einen Einzelnen kaum m

oglich ist, sich einen

Uberblick zu verschaen. Zudem haben die Daten oft eine sehr kurze Lebensdauer
und werden schnell nutzlos. Dadurch wird es selbst f

ur Spezialisten schwer, mit
der Entwicklung Schritt zu halten.
Es gibt verschiedene Ans








at\ angeeignet. Sie beschr

anken die In-
formationssuche auf eine kleine,

uberschaubare Anzahl ihnen bekannter Daten-
quellen und blenden den gr

oten Teil des Angebots aus. Ist das Interesse stark
spezialisiert oder sind die ausgew

ahlten Quellen reich an Information, ist diese
L

osung einfach und eektiv und funktioniert sowohl bei konventionellen als auch
bei elektronischen Medien. Nichtsdestotrotz nutzt sie die angebotene Vielfalt an
Daten kaum aus.
Sind die Daten in elektronischer Form gespeichert, liegt die Idee nahe, Com-
puter als Hilfsmittel bei der Suche nach Information zu benutzen. Die Quellen
werden nicht mehr direkt vom Benutzer angesprochen, stattdessen vermittelt ein
Rechner zwischen Datenquellen und Benutzer. Interface- oder Informationsagen-
ten sind Programme, die diese Vermittlerrolle

ubernehmen. Ziel ist es,

uber eine
einheitliche Schnittstelle aus vielen Quellen Information bereitzustellen.







ur Tageszeitungen, beschrieben. Tageszeitungen bieten sich
besonders f

ur den Einsatz von vermittelnden Agenten an. T

aglich erscheint eine
Vielzahl von Artikeln zu unterschiedlichsten Themen, von denen nur ein Bruch-
teil f

ur einen Benutzer interessant sind. Zudem bieten verschiedene Zeitungen
je nach politischer Einstellung der Herausgeber auch verschiedene Sichtweisen
auf ein und dasselbe Thema. Die meisten Leser entscheiden sich aber aus Zeit-
gr

unden gegen die groe Meinungsvielfalt und lesen nur eine Zeitung, die sie u.a.
nach

Ubereinstimmung mit ihrer eigenen Einstellung und nach dem Informati-
onsgehalt ausw

ahlen. Meist werden auch aus der gew

ahlten Zeitung nicht alle
Artikel gelesen, sondern Artikel aus bestimmten Ressorts oder

uber gewisse The-




Falls der Leser nun gerade daran interessiert ist, ein Thema aus verschiedenen
Blickwinkeln zu betrachten und einen Pressespiegel dar

uber zusammenzustellen,
mu er eine groe Anzahl von Artikeln aus mehreren Zeitungen lesen und bewer-
ten. Diese Aufgabe, die viel Zeit in Anspruch nimmt, lohnt sich erst dann, wenn
der Pressespiegel f

ur mehrere Abnehmer erstellt wird. Sind mehrere Themen und
viele Zeitungen zu ber

ucksichtigen, wird die Arbeit sehr aufwendig.
























uber die Zeit, die durch neue Nachrichten hervor-
gerufen wird. Das Interesse jedes einzelnen Benutzers wird im PZ -System durch
ein Multiagentensystemmit verschieden spezialisierten Agenten modelliert. Jeder
Agent stellt dabei einen Aspekt des vielseitigen Benutzerinteresses dar.
Diese Arbeit ist in vier Teile gegliedert. Im n

achsten Kapitel werden umfas-
send die technischen Grundlagen des Information Filtering { der Selektion be-
stimmter Dokumente aus einem Dokumentenstrom { vorgestellt. Kapitel 3 f

uhrt
in das weite Feld der Agentensysteme ein. Das PZ -System wird ausf

uhrlich in
Kapitel 5 beschrieben, dem die Auswertung von Tests mit ktiven Benutzern
und des praktischen Systembetriebs

uber einen Zeitraum von knapp drei Wochen
in Kapitel 6 folgt. Abschlieend werden m

ogliche Erweiterungen des PZ -Systems
diskutiert und die Ergebnisse der Arbeit zusammengefat.
Kapitel 2
Informationslter
Schon am Anfang der Elektronischen Datenverarbeitung, vor dem Einzug der
Personal Computer in fast jedes B

uro, der die Generierung und Speicherung von
riesigen Informationsmassen zur Folge hatte,

auerte Luhn 1958 die Idee eines
"
Business Intelligence System\ zur Bew

altigung der anwachsenden Menge zur
Verf

ugung stehender Information [Luhn, 1958]. Spezielle Dokumentationsmitar-
beiter sollten f

ur jeden Benutzer eine Liste der von ihm z.B. aus einem Archiv










orter in neu ver

oentlichten Dokumenten gesucht wer-
den. Listen mit Zusammenfassungen der durch die Suche gefundenen Dokumente
sollten dann den einzelnen Benutzern zugestellt werden. Bei Bedarf w

urden dar-
aufhin einzelne Dokumente vollst





. Die damals zur
Verf

ugung stehenden Speichertechnologien (Mikrolm und Lochkarten) und die
geringe verf

ugbare Rechenleistung erschwerten die volle Realisierung dieser Ideen.
Speichersysteme mit groer Kapazit

at und schnelle Digitalrechner erlauben
heute nicht nur die Speicherung von groen Datenmengen und schnellen Zugri
darauf, sondern erm

oglichen es auch, einige der Aufgaben, die in Luhns System
noch von Menschen ausgef

uhrt wurden, nun von Computerprogrammen erledi-
gen zu lassen. Informationssysteme ist die Disziplin der Informatik, die sich mit
Fragestellungen der Datenverwaltung und -abfrage besch

aftigt. Dazu wurden im
Laufe der Zeit verschiedene Datenbankkonzepte (relational, deduktiv, objektori-
entiert und verteilt, um einige zu nennen) und -systeme zur Speicherung stark
strukturierter Daten entwickelt. Wenig strukturierte Daten wie Freitext und Bil-
der erfordern jedoch spezielle Verfahren zur Speicherung und Abfrage. Deshalb
entstand der Forschungszweig der Dokumentdatenbanken. Dokumente k

onnen so-
wohl Texte, Bilder, T

one, Videosequenzen als auch Fakten einer Wissensbasis
sein. Information Retrieval (IR) und Information Filtering (IF) sind zwei Unter-
gebiete, die sich besonders mit der Suche von Information in Dokumentdatenban-
1




aftigen. Da eine eziente Suche aber auch geeignete Datenstrukturen
erfordert, betrachten IR und IF ebenfalls Aspekte der Speicherung von Daten.
Dieses Kapitel gibt eine Einf

uhrung in das Gebiet Information Filtering. Im
ersten Abschnitt werden allgemein verschiedene Informationssuchprozesse be-
schrieben und voneinander abgegrenzt, bevor in Abschnitt 2.2 die Beziehung
zwischen den eng verwandten Gebieten Information Filtering und Information
Retrieval n

aher untersucht wird. Der Schwerpunkt des Kapitels liegt auf dem
Abschnitt 2.3, der verschiedene im Information Filtering benutzte Techniken und
Methoden vorstellt.
2.1 Informationssuchprozesse




agung einer ganzen Klasse von Infor-
mationssuchprozessen. Ein Informationssuchproze ist jeder Proze, durch den
Benutzer mit Hilfe eines automatisierten Informationssystems an Information
gelangen m

ochten [Marchionini, 1995]. An dieser Stelle ist es sinnvoll, den Un-
terschied zwischen Daten, Wissen und Information deutlich zu machen. Daten
sind Werte ohne Bedeutung, die mit syntaktischen Verfahren manipuliert wer-
den k

onnen. Erst durch das Hinzuf

ugen von Semantik entsteht aus Daten Wis-
sen [Fuhr, 1997]. Selbst bei der Modellierung von Datenbanken iet immer ein
Teil der Semantik des Anwendungsgebietes in das Modell ein, so da Daten-
banken nicht nur Daten, sondern auch Wissen enthalten. Formalismen wie se-







ur die Semantik von Daten. Wissen kann also in geeig-
neten Repr

asentationen abgespeichert werden. Das in einer konkreten Situation
zur L

osung von Problemen ben

otigte Wissen ist Information. Auf dieser pragma-
tischen Ebene existiert Information nur solange, bis die Aufgabe gel

ost ist, und
wird dann wieder zu Wissen.
Die Situation, in der ein Anwender bei der Verfolgung seiner Ziele an einen
Punkt gelangt, an dem sein vorhandenes Wissen nicht mehr ausreicht, um die
gesteckten Ziele zu erreichen, wird von Belkin und Croft als
"
anomalous state of
knowledge\ bezeichnet [Belkin und Croft, 1992]. Aus diesem Zustand fehlenden
Wissens entsteht ein Informationsbedarf, der schlielich zur Initiierung eines In-
formationssuchprozesses f

uhrt. Taylor deniert vier Stadien der Entwicklung des
Informationsbedarfs [Taylor, 1962]:
1.) Unbewuter Informationsbedarf: Zur L

osung eines Problems fehlt dem
Anwender das n

otige Wissen, er kommt nicht mehr weiter.
2.) Bewuter Informationsbedarf: Der Anwender erkennt, da ihm Wissen
fehlt.
3.) Formalisierter Informationsbedarf: Es wird bestimmt, welches Wissen
zur Probleml

osung beschat werden mu.
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4.) Formulierter Informationsbedarf: Das ben







ur Informationssuchprozesse sind das erste und letzte Stadium interessant.
Der urspr

ungliche, unbewute Informationsbedarf soll durch das Suchergebnis be-
friedigt werden. Im Information Filtering wird deshalb unter Informationsbedarf
oft nur dieses erste Stadium verstanden. In dieser Arbeit wird daf

ur der Ausdruck
Interesse verwendet, um klare Abgrenzungen zu schaen. Der vom Benutzer in
einer geeigneten Sprache formulierte Informationsbedarf, der einem Informations-
system als Eingabe dient, wird bei Datenbanken und im Information Retrieval
als Anfrage (engl. Query) bezeichnet. Die Repr

asentation des Interesses in einem
Informationslter hingegen wird im folgenden Prol genannt.
Informationssuchprozesse k

onnen nach einer F

ulle von Merkmalen unterschie-
den werden, die in Tabelle 2.1 aufgef

uhrt sind (siehe auch [Belkin und Croft,







Browsing geht von einem breiten Benutzerinteresse aus. Gr

oere Mengen
vom Informationssystem bereitgestellter Dokumente werden vom Benutzer kurz
durchgesehen. Basierend auf deren Inhalt werden Aktionen (z.B. das Folgen eines







ahlt. Die zeitliche Gestalt und die Struktur der Informationsquelle ist dabei







ubernimmt die kognitive Arbeit der Selektion der-
jenigen Dokumente, die die gew

unschte Information beinhalten und das Informa-
tionssystem unterst

utzt ihn durch die geschickte Anzeige der Dokumente (siehe





am Regal Entlanggehen\ in einer Bibliothek oder das
"
Sur-
fen\ im World Wide Web
2
. Browsing ist als letzter Schritt in vielen anderen
Informationssuchprozessen eingeschlossen: der Benutzer geht die Liste der gefun-











Informations- Umfang bekannt Bibliothek
quelle unbekannt World Wide Web







































Tabelle 2.1: Merkmale von Informationssuchprozessen.
8 Informationslter
Bei der Datenbankabfrage wird von einem sehr eng fokussierten Benutzerinter-
esse ausgegangen. Im Extremfall ist es genau eine Information in einem Datum,
die der Benutzer aus der Datenbank entnehmen m

ochte. Datenbanken verlan-
gen in der Regel strukturierte Dokumente mit eingeschr

anktem Vokabular und
einer festgelegten Semantik in der Repr

asentation der Dokumente. Der Struktur
in den Daten entspricht die Benutzung einer formalen, strukturierten Sprache
(z.B. SQL) zur Formulierung einer Anfrage
3
. Vage Anfragen sind bei Datenban-
ken nicht m






uckgegeben. Das Ergebnis einer Datenbankabfrage ist die Information selber,
nicht das Dokument, in dem die Information abgelegt ist.
Das Ziel von Information Extraction (IE) [Rilo und Lehnert, 1994] ist eben-
falls die Bereitstellung der reinen Information f

ur den Benutzer. Aus einer Kol-
lektion von

ublicherweise wenig strukturierten Dokumenten sollen { angepat
an die Ziele des Benutzers { Informationen herausgezogen werden. So bestand
die Aufgabe im Rahmen der Message Understanding Conferences (MUC) (siehe
[MUC3, 1991], [MUC4, 1992] und [MUC5, 1993]), einer von der US-Regierung
unterst

utzten Konferenzreihe zur Evaluation verschiedener Information Extrac-
tion Systeme
4













mit Daten aus den Texten (z.B. den Namen von Opfern) oder mit Symbolen




Die Informationssuchprozesse Information Retrieval und Information Filte-




uhrlich beschrieben und analysiert.
2.2 Die Beziehung Information Filtering { In-
formation Retrieval
Information Retrieval und Information Filtering haben eine besondere Beziehung
zueinander: die zugrundeliegenden Modelle gleichen sich sehr, nur die Gewich-
tung der einzelnen Teile ist verschieden. Beide verwenden eine Menge gleicher




urlichsprachliche Anfragen erlauben, legen lediglich eine f

ur mensch-
liche Benutzer leichter verst

andliche Schicht um den eigentlichen Kern einer Datenbank, das
Datenbankmanagementsystem (DBMS), das weiterhin nur strukturierte Anfragen bearbeiten
kann.
4
Neben der Message Understanding Conferences entstand 1993 eine weitere Konferenzrei-
he zur Evaluation von Information Retrieval und Information Filtering Systemen, die Text
REtrieval Conferences (TREC).
5





von Marvin Minsky entwickelten Frames [Minsky, 1975].





















Abbildung 2.1: Ein allgemeines Modell f

ur Information Retrieval.
beiden Gebiete voneinander trennen?
Belkin und Croft stellen in einem grundlegenden Artikel [Belkin und Croft,
1992] ein allgemeines Modell f





Eine meist groe, statische Dokumentkollektion ist die Ausgangsbasis des in
Abbildung 2.1 gezeigten Information Retrieval Modells. Die Dokumente werden
mittels bestimmter Verarbeitungsschritte (im Information Retrieval Indexierung
genannt) in eine f

ur den Retrievalproze gut nutzbare Repr

asentation umgewan-
delt. Benutzer wenden sich mit ihrem akuten Informationsbedarf an das System
und formulieren eine Anfrage. Da die Art und Gr

oe der Antwort nicht vorher
bekannt ist (anders als z.B. bei der Datenbankabfrage), ist die Anfrage immer va-
ge. Durch Vergleich der indexierten Dokumenten mit dieser Anfrage versucht das
System, Dokumente zu selektieren, die die gew

unschte Information beinhalten.
Das System zeigt diese Dokumente an, so da der Benutzer durch Browsing an
die Information gelangen kann. H

aug sind aber eine Modikation der Anfrage
und eine erneute Selektion n





























anzlich befriedigt. Durch die Evaluation der angezeigten Dokumente
kann es aber auch dazu kommen, da der Anwender weitere L

ucken in seinem
Wissen feststellt, die er mit neuen Anfragen an das Retrievalsystem zu schlieen
versuchen kann.
Das Information Filtering Modell (siehe Abbildung 2.2) f

angt bei einem Be-
nutzer an, der durch seine Ziele oder W

unsche ein anhaltendes Interessse an In-
formation hat. Durch den Schritt der Benutzermodellierung legt das IF-System
ein Prol an, das eine Repr

asentation des Informationsbedarfs des Benutzers
darstellt. Die Dokumente gelangen in Form eines dynamischen Stroms in den
Informationslter, wo sie genau wie im Information Retrieval in eine f

ur die wei-
tere Verarbeitung geeignete Repr

asentation gewandelt werden. Das Filtern erfolgt
wieder

uber den Vergleich des Prols und der Dokumentrepr

asentationen, indem




werden. Durch Feedback des Benutzers

uber die Relevanz der gefundenen und
angezeigten Dokumente kann das System das Prol modizieren und besser an
die Interessen des Benutzers anpassen. Die Information ergibt sich erneut erst
beim Browsen der gefundenen Dokumente.
Die beiden Modelle

ahneln sich von der Struktur sehr stark, die Unterschie-
de der zwei Informationssuchprozesse stecken im Detail. Ein Vergleich anhand
der Merkmale aus Tabelle 2.1 zeigt dies. Die Informationsquellen beim Informa-
tion Retrieval sind relativ stabile, in ihrer Gr

oe bekannte Mengen von Doku-
menten, deren Lebensdauer gegen

uber der des Informationsbedarfs der Benutzer
hoch ist. Der Informationslter bezieht die aktuellen, eher kurzlebigen Dokumen-
te nach und nach aus einem dynamischen Strom unbekannter L

ange. Verfahren
beider Modelle verarbeiten einheitliche, unstrukturierte Dokumente mit unbe-
schr

anktem Vokabular. Die Motivation der Benutzer ist wiederum unterschied-
lich. W

ahrend IR-Systeme von einer wohldenierten Gruppe aktiv suchender
Benutzer mit jeweils f

ur die Interaktion mit dem System einmaligem, eng fo-
kussiertem Informationsbedarf verwendet werden, geht Information Filtering von
Benutzern mit einem breit gestreuten,

uber mehrere Interaktionen stabil blei-
benden Interesse aus. Das Informationssuchverhalten ist hier eher passiv. Da zu
jedem Anwender ein Prol gespeichert wird, das Unbefugten Auskunft

uber das
Verhalten und die Interessen eines Benutzers geben k

onnte, ist Datenschutz ein
Thema im Information Filtering, im Information Retrieval wird es jedoch kaum
beachtet, da der Benutzer dort in der einzelnen Suchepisode wenig Information

uber sich preisgibt.
Ungeachtet der Dierenzen zwischen den beiden Gebieten teilen sie eine Men-
ge von Verfahren und Methoden. Diese Parallelen erstrecken sich beispielsweise
auf die Erstellung von Dokumentrepr

asentationen und zum Vergleich zwischen
der Repr

asentation des Informationsbedarfs des Benutzers als Anfrage oder Prol
und der Repr










uber einen Vergleich der Repr

asentationen von Do-
kumenten und Benutzerinteresse, ob ein Dokument demAnwender angezeigt wird





ur Dokumente und Interessen und ist daher zentral bei der Gestaltung eines
Informationslters. Dabei lassen sich drei verschiedene Paradigmen zur Informa-
tionsselektion unterscheiden [Malone et al., 1992]:
Inhaltsbasiertes Filtern (Content-based Filtering oder Cognitive Filtering):
Die Dokumente werden anhand ihres Inhalts und einer inhaltsbasierten Re-
pr

asentation des Benutzerinteresses selektiert.
12 Informationslter
Kollaboratives Filtern (Collaborative Filtering oder Social Filtering): Die An-










Okonomisches Filtern (Economic Filtering): Die Entscheidung f

ur oder gegen





implizite oder explizite Preismechanismen getroen.





okonomische Filtern ein Schattendasein f

uhrt.
Der Nutzen eines Dokumentes kann entweder durch die Bewertungen anderer





ur das Dokument damit zu vergleichen. Economic Filtering setzt also ei-
gentlich einen der beiden anderen Mechanismen voraus und ist kein eigenst

andig
verwendbares Filterverfahren. Inhaltsbasiertes und kollaboratives Filtern werden
im folgenden getrennt in den Abschnitten 2.3.1 bzw. 2.3.2 erl

autert.
Bis hierhin wurde bei der allgemeinen Beschreibung von Information Filte-
ring immer von Dokumenten als Tr

ager von Information gesprochen. Im weiteren
Verlauf der Arbeit werden allerdings nur noch spezielle Dokumente, n

amlich Tex-
te, betrachtet. Einige der vorgestellten Techniken lassen sich ohne weiteres auf
verschiedene Dokumenttypen

ubertragen, andere sind speziell auf die Eigenschaf-
ten von Texten zugeschnitten. Besonders im kollaborativen Filtern ist der Typ
der zu lternden Dokumente oftmals unerheblich, das Filtern geschieht nur

uber
Annotationen zu den Dokumenten in einem speziellen Format.
2.3.1 Inhaltsbasiertes Filtern
Die Eingabedaten eines inhaltsbasierten IF-Systems sind Texte in computerlesba-
rer Form
6
, also erst einmal
"
nur\ Ketten von alphanumerischen Zeichen. Durch
den Einsatz von Hintergrundwissen






onnen diese Urdaten zu Repr

asentationen des Inhalts der Texte verarbeitet wer-
den. Die einzelnen Einheiten der Inhaltsrepr

asentation werden im Informations
Retrieval und auch im Information Filtering Terme genannt. Wie aus Zeichen-
ketten Terme entstehen, beschreibt Abschnitt 2.3.1.1, dem ein Abschnitt

uber
verschiedene Techniken zur Speicherung der Terme folgt. Termauswahl und Re-
parametrisierung sind zwei in Abschnitt 2.3.1.3 beschriebene Methoden, um aus
der groen Menge an Termen geeignete Eingaben f

ur Lernalgorithmen zu er-
stellen. Der Einsatz von Lernverfahren ist f






oglicht aber eine schnelle und einfache Adaptation den an
6
Die bis zu diesem Punkt n

otigen Verarbeitungsschritte, z.B. die Benutzung eines OCR







Benutzer auf der Grundlage von Dokumenten, die bereits durch den Benutzer
gelesen und bewertet wurden. Die Vielfalt der bisher f

ur inhaltsbasiertes Filtern




urliche Sprache besteht auf verschiedenen Ebenen aus Einheiten. Zeichen set-









Aussagen und Aussagen zu Dialogen. Die Linguistik unterscheidet

ahnlich dieser
Aufteilung morphologische, lexikalische, syntaktische, semantische und pragmati-
sche Ebenen der Sprache, die eng miteinander verwoben sind. Die Repr

asentation
von Texten kann prinzipiell auf allen Ebenen modelliert werden, in Informations-
ltern gebr

auchlich sind aber nur die ersten vier.
Zwar sind auf der morphologischen Ebene eigentlich Silben (als Morphe-
me) die interessanten Einheiten, doch wird in Informationsltern auf der Sub-
Wortebene oft eine einfacherere Einteilung in Einheiten benutzt, die n-Gramme.




, die dann die Inde-
xierungsterme ergeben. Trigramme, also die Spezialisierung von n auf 3, werden
h

aug benutzt, da sie eine gute Filterleistung erzielen.
W

orter sind mit Abstand die meistverwendeten Indexierungsterme in Infor-
mationsltern. Durch eine Tokenisierung an Leer- und Interpunktionszeichen las-
sen sich recht einfach die einzelnen Worte eines Textes identizieren. Probleme
ergeben sich auf der lexikalischen Ebene durch Homonyme. Dies sind W

orter,
die trotz gleicher Schreibweise verschiedene Bedeutungen haben und erst durch












ortern. Parser werden dazu
benutzt, die syntaktische Struktur von S

atzen zu bestimmen. Bestimmte syn-
taktische Konstrukte (z.B. Nominalphrasen) k

onnen dann als Indexierungsterme
benutzt werden [Lewis, 1992]. Eine einfachere Methode, die ohne Parsing aus-
kommt, ist die Benutzung von Wort-n-Grammen, also aller Kombinationen von
n aufeinanderfolgenden W

ortern des Textes [Sorensen und McElligott, 1995].
Die Terme sollen die Bedeutung des Textinhaltes reektieren. Die Bedeutung
von S

atzen ist Gegenstand der Semantik. Eine M

oglichkeit der semantischen In-





. Wissensbasen wie WordNet










Bank\, einWort, da sowohl eine Sitzgelegenheit als auch
ein Geldinstitut bezeichnen kann. Dar

uber hinaus gibt es noch andere, un

ublichere Bedeutungen
wie Gesteinsschicht, Wolkenballung, Sandbank, Arbeitstisch, Eisfeld, Einsatz im Gl

ucksspiel,
Uferstufung, Sonderschicht, Ringerstellung und Turnger











onnen zur automatischen Bestimmung von Synonymen (W

ortern mit glei-
cher Bedeutung), Meronymen (W

ortern, die Teile eines

ubergeordneten Begris
bezeichnen) oder Hypernymen (Oberbegrien) dienen. Speziell die Hypernyme
eignen sich auf semantischer Ebene als Deskriptoren f

ur Texte [Mock, 1996].
2.3.1.2 Speicherung der Terme
Durch die systematische Umwandlung von Zeichenketten in Terme stehen Do-
kumente nun als Sequenzen von Termen zur Verf

ugung. Wie aber wird diese
Repr

asentation in einem Informationslter abgespeichert?
Zun

achst wird meist eine Vereinfachung durchgef

uhrt: die Reihenfolge der
Terme wird als vernachl

assigbar betrachtet. Empirische Befunde belegen, da
die Filterqualit






Die Dokumente werden nicht mehr als Sequenzen (Abbildung 2.3a), sondern als
Mengen von Termen (Abbildung 2.3b) betrachtet. Zur Speicherung dieser Men-
gen bieten sich nicht nur gebr

auchliche Datenstrukturen wie Listen oder B-B

aume
an. IR und IF ben

otigen ein schnelles Suchverfahren f

ur einzelne Terme in der
gesamten Dokumentkollektion. F

ur diesen Zweck wurden spezielle Speicherver-
fahren entwickelt. Invertierte Listen [Harmann et al., 1992] kehren die Darstel-
lung einer Dokumentkollektion als eine Menge von Termmengen in eine Menge
von Dokumentnummernmengen um. Zu jedem Term der Dokumentenmenge wird
eine aufsteigend sortierte Liste von Dokumentnummern derjenigen Dokumente,
die den Term beeinhalten, gespeichert (siehe Abbildung 2.3c). Zu einem gegebe-
nen Prol k

onnen nun gezielt die Dokumente herausgesucht werden, in denen ein
oder mehrere Terme aus dem Prol vorkommen.
Signaturen [Foloutsos, 1992] bilden W

orter oder ganze Textpassagen auf Bit-
strings fester L






uber Signaturen ist durch spezielle Speicherungsformen deutlich ezienter







lauben die Darstellung ganzer Textpassagen in Form einer ODER-Verkn

upfung
der Signaturen der enthaltenen W

orter. Durch die Abbildung von mehreren Ter-
men auf die gleiche Signatur kommt es bei der Suche nach Termen zu false drops,
d.h. zur f

alschlichen Selektion eines Dokuments. Diese Fehler m

ussen durch Nach-
bearbeitung anhand der Originaldokumenttexte beseitigt werden. Insgesamt l

at
sich sagen, da sich Signaturen vor allem als Vorselektionsmechanismus f

ur die
Suche von Termen in groen Dokumentkollektionen eignen.
Zus

atzlich zum (geringen) Informationsverlust durch die Annahme, da die
Reihenfolge der Terme im Text vernachl

assigt werden kann, wurde von den bis-








oglich, da einer Suche
nach festen Wortsequenzen die relativ freie Satzstellung imDeutschen entgegensteht. Da es aber
bisher kaum Evaluationen von IR bzw. IF-Systemen mit deutschen Texten gibt, ist diese These




2) Der Mond schien in der Nacht.
3) Kalt blies der Wind.
4) Der Mond war aufgegangen.
1) Die Nacht war kalt
1) {die, kalt, nacht, war}
4) {aufgegangen, der, mond, war}
3) {blies, der, kalt, wind}
























Abbildung 2.3: Umwandlung von Dokumenten in Invertierte Listen: a) Ausgangs-
dokumente, b) Termmengen der Dokumente, c) Invertierte Liste der Dokument-
kollektion.
den Dokumenten unterschlagen. Die H

augkeit, mit der ein Term im Dokument
auftritt, geht bei einer Textrepr

asentation in Form einer Termmenge verloren.
Das Vektorraummodell (engl. Vector Space Model, VSM) behebt dieses Manko,
indem es eine einfache Darstellung dieser Information erlaubt. Bei der Anwen-
dung des VSM nimmt man an, da jeder m

ogliche Term t eine Dimension ei-
nes Vektorraumes aufspannt. Im Information Retrieval, das von einer statischen
Dokumentkollektion ausgeht, bezieht sich dies auf alle Terme, die in der Kol-
lektion vorkommen. Bei einem dynamischen, nicht vorhersehbaren Dokumenten-
strom, wie er beim Informationsltern vorliegt, ist allerdings a priori keine solche
Festlegung des Termraumes m

oglich. Um dessen Gr

oe dennoch denieren zu
k







osungen an: die Einschr

ankung des
Termraumes auf die Terme, die in einer groen, f

ur den Strom repr

asentativen





Dokumenten aus dem Strom.
Nach der Festlegung der Dimensionalit

at des Termraumes k

onnen die Do-
kumente als Vektoren in diesem Raum aufgefat werden. Der Wert des Doku-
mentvektors in der Dimension (also zu dem Term) t heit Termgewicht und
mu zus

atzlich, z.B. in der invertierten Liste, gespeichert werden. Die bisheri-
ge Textspeicherung als Menge entspricht der Vektorraumdarstellung mit bin

aren
Termgewichten. Die Gewichtung mit der Termfrequenz TF (t; d), die angibt, wie





nur innerhalb eines einzelnen Dokuments. Zu jedem Term kann aber auch die
Dokumentfrequenz DF (T ) berechnet werden. Dies ist die Anzahl der Dokumen-
te, in denen der Term t mindestens einmal vorkommt. Diese beiden Mae werden
16 Informationslter
im Information Retrieval oft zur TFIDF-Gewichtung kombiniert (n = jKj ist
Anzahl der Dokumente in der Kollektion K ) :





ur die TFIDF-Gewichtung gegen

uber der Termfrequenz ist, da





ahrend Terme, die sehr speziell sind und nur in wenigen
Dokumente vorkommen, ein st

arkeres Gewicht erhalten.
2.3.1.3 Dimensionsreduktion des Termraumes
Zur automatischen Adaptation eines Informationslters an einen Benutzer wer-
den Verfahren des Maschinellen Lernens eingesetzt. Daf

ur werden die einzelnen
Terme als Attribute betrachtet, deren Attributwert das Termgewicht ist. F

ur viele
Lernverfahren hat es sich als g

unstig erwiesen, nicht alle vorhandenen Attribute
zum Lernen zu benutzen. Erstens erh

oht ein hochdimensionaler Attributraum,
wie er oft bei Informationsltern vorliegt
11
, die Laufzeit vieler Lernalgorithmen
so sehr, da sich die praktische Anwendung verbietet
12
. Zweitens werden z.B. bei
probabilistischen Lernverfahren entsprechend viele, oft aber nicht vorhandene
Trainingsbeispiele ben

otigt, um statistisch sichere Aussagen

uber die Verteilung
jedes Attributs machen zu k

onnen.
Die Verkleinerung des Attributraumes wird als Dimensionsreduktion bezeich-
net. Ziel dabei ist, irrelevante Attribute zu entfernen, ohne das Lernergebnis nega-
tiv zu beeinussen. Es gibt zwei M

oglichkeiten, an dieses Problem heranzugehen.
Entweder wird aus der gsamten Termmenge eine Untermenge der wichtigsten
Terme ausgew

ahlt, oder aus den vorhandenen Termen werden durch Reparame-
trisierung neue Terme generiert.
Termauswahl: Die gebr

auchlichste Methode zur Auswahl von Termen ist die
Entfernung von Stoppw










und\, die in den meisten Dokumenten vorkommen, wenig

uber den Inhalt
der Dokumente aussagen. Normalerweise werden statische Standardstoppwortli-
sten verwendet, es besteht aber auch die M

oglichkeit, die n h

augsten Terme der
Dokumentkollektion zu entfernen [Lang, 1995].
Genau den entgegengesetzten Weg beschreitet das Document Frequency
Thresholding [Yang und Pedersen, 1997]. Dabei werden alle Terme mit einer
Dokumentfrequenz unterhalb eines festgelegten Schwellwertes entfernt. Es wird
11
Bei der Wahl von W

ortern als Termen hat der Termraum prinzipiell eine Dimensionalit

at,
die von der Anzahl der W

orter in der Sprache abh

angt. Der neue Rechtschreibeduden listet
z.B. mehr als 115000 Stichworte auf und ber

ucksichtigt dabei Eigennamen kaum.
12












ur das Filtern sind. F

ur eine Dokumentkollektion von 13000 Dokumenten mit
16000 verschiedenen Termen erh

ohte eine Reduktion um 90% (dies entspricht der
Entfernung aller Terme, die seltener als f

unfzigmal vorkamen) sogar die Genau-
igkeit des Lernergebnisses [Yang und Pedersen, 1997].





utze et al., 1995], [Yang und Pedersen, 1997]) verwen-
den nicht nur Kollektionsstatistiken, sondern beziehen die zu lernende Filterauf-
gabe in die Termauswahl ein.
Eine weitere Methode zur Termauswahl ist die Selektion von auf W

ortern
basierenden Termen nach der Wortart. Genau wie der Index von B

uchern meist
nur aus Eigennamen, Substantiven, Verben und Adjektiven besteht, kann man
auch nur Terme aus gewissen Wortklassen zur Indexierung zulassen. Mittels ei-
nes Part-of-Speech-Taggers wird die Wortart eines Terms festgestellt und dann
entschieden, ob er zur Dokumentrepr

asentation verwendet wird oder nicht.
Reparametrisierung: Eine morphologische Methode zur Zusammenfassung
von Termen ist die Grund- oder Stammformreduktion. W

ahrend erstere nur Fle-






















rechn-\). In Sprachen mit Kompositabildung




uhrt die Stammformreduktion durch die Zerlegung
zusammengesetzter W











Latent Semantic Indexing (LSI) [Deerwester et al., 1990] hat sich im Informa-
tion Retrieval [Hull, 1995] und Information Filtering [Foltz und Dumais, 1992],
[Oard, 1996] f

ur die Reparametrisierung bew

ahrt. LSI versucht die
"
latente\ ver-




uber Dokumente hinweg zu erfassen.
Dazu wird aus der gesamten Dokumentkollektion eine Dokument-Term-MatrixX
mit t Zeilen (eine f

ur jeden Term) und d Spalten (eine f

ur jedes Dokument) auf-
gestellt. Die Spalten der Matrix entsprechen dabei den Dokumentvektoren. Auf
diese Matrix wird die Singular Value Decomposition (SVD) angewendet, eine der
Eigenvektorzerlegung verwandte Technik, die X in TSD
T
zerlegt. T ist eine t r
Matrix, deren Spalten die linken singul

aren Vektoren von X darstellen, D ist eine
r d Matrix, die die rechten singul

aren Vektoren von X als Spalten besitzt. Die
r  r Matrix S enth

alt auf der Diagonalen der Gr

oe nach geordnete, positive
singul

are Werte, sonst Nullen (siehe Abbildung 2.4a). r ist der Rang der Matrix
X. LSI f

uhrt sozusagen r k

unstliche Konzepte ein, die die gemeinsame Verwen-
dung von verschiedenen W

ortern in verschiedenen Dokumenten repr

asentieren.
T kann als lineare Funktion betrachtet werden, die Dokumentvektoren (die Be-
schreibung, welche Terme in einemDokument vorkommen) in Konzeptvektoren in















































Abbildung 2.4: a) Singular Value Decomposition der Dokument-Term-Matrix X,
b) Auswirkung der Reduktion von S auf die Matrixzerlegung.
lineare Funktion von Raum der Termvektoren (die einem Eintrag in der inver-
tierten Liste

ahnliche Beschreibung, in welchen Dokumenten ein Term auftaucht)
in den Konzeptraum. Die eigentliche Dimensionsreduktion geschieht erst durch
die Elimination von unwichtigen (d.h. kleinen) singul

aren Werten in der Matrix
S. Es werden nur die k gr

oten Werte erhalten (k typischerweise 2 [100; 300]),





oe kk entnommen werden, was der Entfernung von r k singul

aren Vekto-
ren aus den Spalten bzw. Zeilen von T und D entspricht. T und D m

ussen also
ebenfalls angepat werden, so da sich sich eine Ann

aherung an die urspr

ungli-










(siehe Abbildung 2.4b) ergibt. Ein Dokument













werden. Die Reparametrisierung mit LSI hat den Vorteil, da die resultierenden
Konzeptvektoren eine festgelegte L

ange haben und schon vor dem Lernen eine
Generalisierung

uber dem Suchraum durchgef

uhrt wird. Lernverfahren, die zum




LSI sind die hohen Rechenkosten
13
. Auerdem sind die Vektoren imKonzeptraum
dicht besetzt, so da die Benutzung von invertierten Listen keine Vorteile mehr
bringt. LSI-Prole m

ussen mit allen Dokumenten verglichen werden, nicht mehr








uhe Filtersysteme [Pollock, 1988] [Malone et al., 1992] verwendeten vom Be-




ortern in Texten. Adaptive
inhaltsbasierte Filtersysteme versuchen, dem Benutzer die explizite Formulierung
des Infomationsbedarfs abzunehmen. Grundlage der Adaptation sind Dokumente,
die bereits vom Benutzer klassiziert wurden. Neben einer bin

aren Klassikation
als relevant/nicht relevant besteht auch die M

oglichkeit, Dokumente in mehrere
Klassen (z.B. eilig/wichtig/interessant/unwichtig) einzuteilen. Mit den Klassen
sind meist Aktionen verbunden, z.B. werden relevante Dokumente vom Benutzer
gelesen, nicht relevante dagegen gel

oscht. Die klassizierten Dokumente werden
als Beispiele f

ur das Benutzerinteresse betrachtet. F

ur jedes bewertete Dokument
wird ein vollst

andiger Attributvektor aus den Termen des Dokuments und der
Bewertung durch den Benutzer gebildet. Die Menge der Attributvektoren stellt
die Trainingsmenge f

ur Verfahren des Maschinellen Lernens dar. Zu neuen Do-
kumenten, von denen nur die Repr

asentation durch Terme bekannt ist, soll an-
schlieend die Bewertung des Benutzers vorhergesagt werden. Dieses Problem ist
als

uberwachtes Lernen bekannt. Verschiedenste Verfahren sind zur L

osung die-





werden, die bereits im inhaltsbasierten Filtern angewandt wurden.
Begrislerner: Begrislerner geh

oren zur Klasse der induktiven Lernverfah-
ren. Sie versuchen die gegebenen Beispiele z.B. durch kompakte Regeln (dann
meist in Form von Bedingungskonjunktionen) zu beschreiben. Bekannte Verfah-
ren sind z.B. C4.5 [Quinlan, 1994]
14
oder CN2 [Clark und Niblett, 1989].
Cohen benutzt den von ihm entwickelten RIPPER-Algorithmus in einem Ver-
gleich mehrerer Lernverfahren f

ur Informationslter mit bin

arer Bewertung [Co-
hen, 1996]. RIPPER startet mit einer leeren Regel, der solange Bedingungen in
Form von Attributwerten hinzugef

ugt werden, bis kein negatives Beispiel mehr
abgedeckt wird. Diese Regel wird in der Regelmenge abgespeichert, der Proze
der Regelgenerierung wird erneut gestartet. Dieser Zyklus wird fortgesetzt, bis
alle positiven Beispiele abgedeckt sind. Durch Nachbearbeitung wird die Regel-
menge in der Gr

oe optimiert, und durch Cross-Validation wird zu starke Spezia-
lisierung auf die Trainingsmenge (Overtting) vermieden. In diesem Schritt kann
auch ein Verh

altnis zwischen den Kosten einer falschen Negativ- und denen einer
falschen Positivklassikation speziziert werden, um den Trade-o zwischen der
13
Da die Matrix X sp

arlich besetzt ist, ist eine Laufzeit O(t; d) zu erzielen, obwohl eine
vollst











Anzahl gefundener relvanter Dokumente und der Genauigkeit der Klassikation
variieren zu k

onnen, wie es in instanzbasierten Lernverfahren m

oglich ist. Cohen
setzt den RIPPER-Algorithmus zum Filtern von E-Mails ein und berichtet ei-
ne gleichwertige Leistung des Verfahrens im Vergleich mit dem instanzbasierten
Rocchio-Algorithmus.
Weitere Anwendungen von Begrislernern f

ur Informationslter nden sich in
[Fischer und Stevens, 1991], [Apte et al., 1994] und [Payne und Edwards, 1995a].
Ein Vorteil dieser Klasse von Lernalgorithmen ist, da die erzeugte Entschei-
dungsfunktion (z.B. eine Regelmenge) f

ur den Benutzer sehr gut erfabar und
dadurch einfach nachvollziehbar wird. In InfoScope [Fischer und Stevens, 1991]
wird diese Eigenschaft dazu benutzt, im Dialog zwischen lernendem Agenten und
Benutzer eine optimale Regelmenge zu erstellen.





asentationen aller Beispiele zu speichern. Zur
Klassikation eines neuen Dokumentes wird das

ahnlichste Beispiel zum Doku-
ment gesucht und dessen Klassikation

ubernommen.
Der k-Nearest-Neighbor Algorithmus (k-NN) etwa bestimmt die k n

achsten
Beispiele zum neuen Dokument anhand eines Distanz- oder

Ahnlichkeitsmaes.




von Beispielen unter den k n

achsten
Nachbarn, so wird das Dokument mit Kondenz k
C
=k als der Klasse C zugeh

orig
klassiziert. Durch die Festlegung eines Kondenzschwellwertes werden unsichere
Klassikationen ausgesondert. Bei groen Trainingsmengen und/oder groen At-
tributvektoren verbietet sich die Speicherung aller Trainingsinstanzen alleine aus
Speicherplatzgr

unden. Auch die Laufzeit f

ur die Bestimmung der n

achsten Nach-
barn durch den Vergleich des neuen Dokuments mit allen Beispieldokumenten
w

achst bei einer groen Trainingsmenge stark an.
Eine Alternative ist die Speicherung von Prototypen (Prototypical Learning
[Biberman, 1995]). Dazu werden die f

ur die Klassikation n

utzlichsten oder si-
gnikantesten Beispiele identiziert und gespeichert, wohingegen Beispiele, die
wenig zur Klassikation beitragen, gel

oscht werden. Das Lernverfahren IBPL2
folgt diesem Ansatz [Payne und Edwards, 1995b].
Noch weiter geht die Zusammenfassung der Beispiele einer Klasse zu einem
Klassenprototypen. Im Information Retrieval wird diese Methode zur Verbesse-
rung der Anfrage durch Relevance Feedback [Salton und Buckley, 1990] mit dem
Rocchio-Algorithmus [Rocchio, 1971] benutzt. Auch in Informationsltern kann
der Rocchio-Algorithmus eingesetzt werden. Dieser Ansatz wird im PZ -System
verfolgt. Aus diesem Grund wird der Rocchio-Algorithmus hier nicht weiter er-
kl

art, sondern erst im Abschnitt 5.3.1 n

aher besprochen. [Lang, 1995], [Sch

utze
et al., 1995], [Mukhopadhyay et al., 1996] und [de Kroon et al., 1996] beschreiben




Probabilistische Klassikatoren: Diese Lernverfahren benutzen stochasti-
sche Modelle, um f

ur ein neues Beispiel die Wahrscheinlichkeit der Zugeh

origkeit
zu einer Klasse zu sch

atzen.
Der Naive Bayes'sche Klassikator (siehe z.B. [Joachims, 1996b]) geht davon
aus, da die Terme eines Dokumentes durch unabh

angiges Ziehen anhand einer
bestimmten Verteilung erzeugt werden (konditionale Unabh

angigkeitsannahme).
Diese Annahme ist nicht richtig, als N

aherung jedoch sinnvoll und praktikabel
[Joachims, 1996a]. Die Verteilung, aus der gezogen wird, ist nicht f

ur alle Doku-
mente gleich, sondern h






uren. Er weist dem Dokument d die Klasse C
aus der Menge aller Klassen C zu, f








Mittels des Satzes von Bayes kann diese Wahrscheinlichkeit zerlegt werden in
P (Cjd) =
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uber alle Dokumente der Klasse C. Das Dokument d wird hier als
Menge von Termen angesehen.
Neuronale Netze: Aus der Besch

aftigung mit dem Aufbau des menschlichen
Gehirns entstand diese Klasse von Lernverfahren. Die Bausteine des Gehirns sind
Neuronen, also Gehirnzellen, die

uber Synapsen sehr stark miteinander verbunden
sind.

Uber die Synapsen werden Reize (Erregung oder Hemmung) ausgetauscht.

Ubersteigt die Erregung einer Zelle

uber die Eingangssynapsen einen Schwellwert,
so werden die Ausgangssynapsen aktiviert (das Neuron
"
feuert\). Diese wieder-
um erregen oder hemmen angeschlossene Neuronen. Lernen geschieht zum einen





arke an den Synapsen.
Diese Struktur des Gehirns wird durch k

unstliche neuronale Netze nachge-
ahmt. Die Werte an den Eing





assozierten Gewichten multipliziert, aufsummiert und { abh

angig vom Schwell-
wert { wird das Ergebnis an die Ausg

ange des Neurons weitergereicht. Es gibt
unterschiedliche Ans

atze zur Organisation des Neuronennetzes.
Das Perzeptron ist eine Hierarchie von Neuronen. Die Eing

ange der untersten
Hierarchieschicht werden mit den Attributen der Beispiele (im IF den Termvekto-
ren) gekoppelt, die Ausg

ange der obersten Schicht entsprechen den vorgegebenen
Klassen. Das Netzwerk lernt, indem nach und nach die Beispiele am Eingang an-
gelegt werden und die Signale durch das Netzwerk propagiert werden. Der Fehler
zwischen Netzwerkergebnis und Vorgabe wird mittelsBackpropagation minimiert,
d.h., die Eingangsgewichte der Neuronen werden durch ein Gradientenabstiegs-
verfahren angepat. Dieser Proze wird mit den ver

anderten Gewichten wieder-
holt, bis das Netzwerk einen Gleichgewichtszustand erreicht und die Klassika-
tionsaufgabe optimal l

ost. Anwendungen dieser Art von neuronalen Netzen in
Informationsltern nden sich in [Mock und Vemuri, 1994] [Sch

utze et al., 1995]
und [Pannu und Sycara, 1996].
Ein anderer Ansatz ben

utzt nicht-hierarchische Netzwerke von Neuronen zum
Lernen eines Benutzerprols f

ur Informationslter [Jennings und Higuchi, 1992].
Hier stellt jedes Neuron einen Term dar. Die H

augkeit des gemeinsamen Vor-
kommens zweier Terme in den Beispieldokumenten spiegelt sich in der St

arke
der Verbindung zwischen den entsprechenden Neuronen wider, w

ahrend die Er-
regungsenergie eines Neurons die H

augkeit des Terms repr

asentiert. Schwache
Neuronen und Neuronenverbindungenwerden entfernt. Bei der Klassikation wer-
den durch ein neues Dokument alle Neuronen im Netzwerk aktiviert, deren Terme
im Dokument vorhanden sind. Die aktivierten Neuronen leiten ihre Energie an
die angeschlossenen Neuronen weiter. Ist deren Eingangsschwellwert

uberschrit-
ten, werden diese Neuronen ebenfalls aktiviert. Diese spreading activation setzt
sich solange fort, bis keine Neuronen mehr feuern k

onnen. Die Summe der Energi-
en der aktiven Neuronen im Endzustand kann als Ma der

Ahnlichkeit zwischen
Dokument und Benutzerprol verwendet werden. Ein

ahnliches Verfahren wird
in [Sorensen und McElligott, 1995] verwendet.





anderte Umgebungssituationen an. Genetische Algorithmen
(GA) versuchen die Evolutionsmechanismen abzubilden. Dies geschieht durch
die zwei der Natur abgeschauten Operatoren Crossover (Austausch von Daten




anderung eines Datums inner-
halb einer Hypothese) zur Erzeugung neuer Klassikationshypothesen aus bereits
vorhandenen. Mit Hilfe einer Fitness-Funktion zur Beurteilung der G

ute einer
Hypothese wird eine Population von mehreren konkurrierenden Hypothesen op-
timiert [Holland, 1975]. In jedem Schritt { bei GA Generation genannt { des











urfen und so die Population wieder au

ullen. Der Vorteil der
genetischen Algorithmen bei der Suche nach einer optimalen Klassikationshypo-
these ist die gute Balance zwischen der Erforschung des Hypothesenraums durch
die genetischen Operatoren und der Ausnutzung des bisherigen Suchergebnisses
durch die Erhaltung guter Hypothesen. GA verwenden jedoch kein Hintergrund-
wissen

uber den Aufbau der Hypothesen, um die Suche im Hypothesenraum
schnell zu einem guten Ergebnis zu leiten. Die Schwierigkeit bei GA's ist die




Sheth benutzt in seinem News-Filtersystem Prole aus Termvektoren als Hy-
pothesen [Sheth, 1994]. Beim Crossover werden Abschnitte zweier Vektoren aus-





kation eines neuen Dokumentes geschieht durch Vergleiche mit allen Prolen der
Population, wobei das Vergleichsergebnis eines Prols mit seiner Fitness multipli-










arker zur Klassikation bei.
2.3.2 Kollaboratives Filtern
In den bisher beschriebenen Informationsltern wurde das Filtern immer auf





ren Benutzern wird einfach der Filterproze parallel f

ur jeden Benutzer gestartet.
Yan und Garcia-Molina versuchen im SIFT-System, durch die gemeinsame Spei-
cherung

ahnlicher Prole mehrerer Benutzer in einer Art invertierter Liste eine
Ezienzsteigerung zu erreichen [Yan und Garcia-Molina, 1994] [Yan und Garcia-
Molina, 1995]. Dies ist ein rein technischer Ansatz, der die Beziehung der Benut-




Kollaboratives Filtern benutzt das Wissen

uber andere Benutzer des Systems
zum Filtern der Dokumente f

ur einen einzelnen Benutzer. Das in einem Infor-
mationslter in Form des Prols gespeicherte Wissen

uber einen Benutzer kann
neben einer inhaltlichen Repr

asentation des Benutzerinteresses auch aus einer
Liste der empfangenen Dokumente und Anmerkungen zu ihnen bestehen. Bewer-
tungen des Dokuments oder Aktionen, die auf das Dokument angewendet wurden
(z.B. Lesen, Speichern, L






alt nun der Filter eines Benutzer Zugri auf diese Daten anderer
Benutzer, lassen sich

Ahnlichkeiten zwischen Prolen (und damit Benutzern) be-
rechnen. Das Filtern besteht nun darin die Reaktion des aktuellen Benutzers
auf dieses Dokument, aufgrund der Anmerkungen

ahnlicher Benutzer zu einem
Dokument vorherzusagen.
Die Erschlieung des Dokumentinhaltes wird also nicht vom Filtersystem
durchgef

uhrt, sondern den Benutzern






Anmerkung Bewertung auf Skala (1 . . .n)





bezug Benutzung von Pseudonymen
Klarnamen
Tabelle 2.2: Unterschiede von kollaborativen Filtersystemen nach Anmerkungs-
merkmalen (vergleiche [Resnick und Varian, 1997]).
von Anmerkungen aufgezeichnet. Dies erm

oglicht einerseits das Filtern von Doku-
mentarten wie Musik, Bildern oder Videolmen, deren Inhalt bisher kaum durch
automatische Verfahren erschlossen werden kann, als auch die Beachtung von
Textmerkmalen wie Lesbarkeit, Stil oder Klarheit des Gedankengangs, die eben-
falls nur schwer { falls





Kollaborative Filtersysteme besitzen den weiteren Vorteil, da sie nicht so
stark zur Spezialisierung neigen wie inhaltsbasierte Systeme. Dort werden dem
Benutzer nur Dokumente angeboten, die sich mit dem bereits ge

auerten In-
teresse decken. Kollaborative Systeme k

onnen durch die Generalisierung

uber
mehrere Benutzer auch verborgene Interessen entdecken und daf

ur Dokumente
bereitstellen, ohne da der aktuelle Benutzer vorher jemals (inhaltlich)

ahnliche





uckgri auf das Wissen anderer Benutzer beim Filtern ergibt
sich jedoch das Problem, da das zu lternde Dokument schon von jemandem
mit Annotationen versehen worden sein mu. Ein rein kollaborativ arbeitendes
Filtersystemkann also keine Aussage

uber ein ganz neues Dokument machen, son-
dern mu erst auf eifrige Benutzer warten, die auch ungelterterte Dokumente




onnte durch hybride Infor-
mationslter geschlossen werden. Im Falle eines bisher unannotierten Dokuments
w






onnten inhaltsbasiertes und kollaboratives Filtern gleichberechtigt ne-
beneinander stehen. Erste Ans

atze zur Realisierung dieses Konzepts (bisher ohne
Ergebnisse) in einem adaptiven Filtersystem nden sich im GroupLens-Projekt
[Konstan et al., 1997].
Kollaborative Filtersysteme unterscheiden sich nach der Art der Anmerkun-
gen, die zu einem Dokument gemacht werden d

urfen, und in dem Mae, wie




uhrbar sind (siehe Tabelle 2.2). Im fol-
genden werden zun





arbeiten, sondern auch inhaltsbasierte Attribute zur Dokumentselektion benut-
zen, und im Anschlu drei rein auf kollaborativen Anmerkungen basierende ad-
aptive Filtersysteme vorgestellt.
Im Tapestry-System [Goldberg et al., 1992] kann ein Benutzer eine bin

are
Bewertung (relevant/nicht relevant) f

ur Dokumente vergeben, die zusammen mit
seinem Namen getrennt von den Dokumenten in einer Datenbank gespeichert
werden. Mit Hilfe von Regeln in einer SQL-

ahnlichen Abfragesprache, die von




onnen nun Dokumente selektiert
werden. Dabei kann die Selektion gezielt nach Bewertungen bestimmter anderer
Anwender (z.B. solchen, denen der Benutzer besonders vertraut oder von denen
er wei, da sie die gleichen Interessen haben) vorgenommen werden. Neben der
Bewertung gibt es auch noch eine Reihe von Inhaltsattributen (z.B. bei News-
Artikeln Absender, Adressat, Subject oder News-Gruppe), die ebenfalls in Regeln
verwendet werden d

urfen. Der Ansatz von Tapestry funktioniert nur bei einer re-
lativ kleinen Gruppe von Systembenutzern, da die Quelle der Bewertung in Re-
geln explizit genannt wird und daher auch der zugeh

orige Benutzer bekannt sein
mu. Der Schutz von pers

onlichen Daten (hier Bewertungen von Dokumenten)
ist nicht m

oglich, ein Benutzer mu der Gruppe vertrauen.
Ebenfalls nur f

ur kleine Gruppen ist der Newsreader URN gedacht [Brewer
und Johnson, 1994]. Die Annotationen sind sind hier anonym und bestehen aus
W

ortern, mit denen der Benutzer ein Dokument beschreibt. Die Menge aller An-
notationen zu einemDokument bildet eine kollaborativ erstellte Beschreibung des
Inhalts, die zusammen mit einer maschinell erstellten Beschreibung bei der Selek-
tion des Dokumentes verwendet werden kann. URN f

uhrt quasi eine kollaborative
Komponente in den Termgenerierungsteil eines inhaltsbasierten Filtersystems ein.
Das System GoodNews [Maltz, 1994] ist ebenfalls zum Filtern von Usenet
News gedacht und sammelt dazu anonyme, mehrstuge Bewertungen (votes) zu
den Dokumenten. Der Durchschnitt der bisherigen Bewertungen zu einem Doku-




ur die Bewertung durch Benutzer, die das Dokument
noch nicht gesehen haben. Das Hauptaugenmerk der Arbeit von Maltz liegt bei
der ezienten Sammlung und Verteilung der Bewertungen durch spezielle vote
server. Das System ber

ucksichtigt weniger die individuellen Interessen einzelner
Benutzer, sondern bildet ein gemitteltes Interesse aller Benutzer. e Ringo [Shar-
danand und Maes, 1995] und GroupLens [Resnick et al., 1994], [Konstan et al.,
1997] verwenden Bewertungen auf einer Skala 1 : : : 7 bzw. 1 : : : 5, die von Be-
nutzern unter einem Pseudonym an das System geschickt werden. Das System




ahrend andere Benutzer keinen Zu-
gri auf personenbezogene Daten haben
16
. Die Bewertungen eines Benutzers zu
15
Eine Eigenschaft, die ein Filtersystem mit mehreren Benutzern sowieso besitzen mu,
um die f






Im kommerzialisierten Ringo-System (Firey [Firey Network Inc., 1997]) wurde mittler-
weile von einigen Benutzern der Wunsch ge

auert, die Quellen von Bewertungen kennenzu-
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ur diese Vektoren (es wurden u.a. die durchschnittliche
quadratische Dierenz und der Pearson r Korrelationskoezient verwendet) wer-
den einige sehr

ahnliche Benutzer identiziert und deren Bewertungen mit der

Ahnlichkeit gewichtet. Anschlieend wird pro Dokument der Durchschnitt der
gewichteten Bewertungen gebildet. So wird ein Vektor mit Bewertungsprognosen
f

ur alle Dokumente erzeugt. Die Dokumente mit den h

ochsten Werten werden
dann dem Benutzer vorgelegt.





vertrauen anscheinend ungern einem gesichtslosen, anonymen Filtersystem.
Kapitel 3
Agentensysteme
Das PZ -System ist { wie bereits erw

ahnt { in zweifacher Hinsicht ein Agentensy-
stem: zum einen stellt es sich dem Benutzer als Interface- oder Informationsagent
dar, andererseits werden die Zeitungsartikel von einem Multiagentensystem mit
verschieden spezialisierten Agenten geltert. Aber was genau ist ein Agent? Der
n

achste Abschnitt stellt verschiedene Denitionen aus unterschiedlichen Berei-




Agent\. Abschnitt 3.2 z

ahlt









atze zur Modellierung von Agenten werden in Abschnitt 3.3 beschrieben. Die
Vorstellung einiger Agentenarten in Abschnitt 3.4 schliet das Kapitel ab.
3.1 Denition von Agenten
Die Frage
"
Was ist ein Agent?\ ist






Was ist Intelligenz?\. Im Terminus
"
Intelligente Agenten\ werden dieses beiden W

orter zudem eng zusammen ge-
braucht. Bei der Kl

arung der ersten Frage st

ot man auf einige Schwierigkeiten.
Forscher und Firmen bezeichnen heute h

ochst unterschiedliche Systeme mit dem
Wort
"
Agent\. Auch im t

aglichen (englischen) Sprachgebrauch wird das Wort
h






1. A person who acts on behalf of another person, group, business, go-
vernment etc.
2. A person or thing that acts or has the power to act.
3. A substance or organism that exterts some force or eect.
4. The means by which something occurs or is achieved.




alt einige Aspekte des Begris
"
Agent\, wie er in der
Informatik verwendet wird, w

urde aber auch fast jedes einfache Programm als
Agent klassizieren. Eine weitere Eingrenzung ist also notwendig und erw

unscht.
Es gab viele Versuche einer umfassenden Denition des Begris, bis jetzt ist aber
noch keine allgemein anerkannt worden. Hermans kommt in seiner Doktorarbeit





noch praktikabel sei [Hermans, 1996].
Franklin und Graesser stellen verschiedenste Denitionen vor und geben selber
eine weitere eigene Denition von autonomen Agenten [Franklin und Graeser,
1996]:
"
An autonomous agent is a system situated within and a part of an
environment that senses that environment and acts on it, over time,
in pursuit of its own agenda and so as to eect what it senses in the
future.\
Nach dieser Denition sind Menschen und viele Tiere Agenten, aber selbst Hei-
zungsthermostate und Bakterien mit simpelsten Kontrollstrukturen fallen (von
den Autoren gewollt) in ihren Geltungsbereich. Trotz ihrer groen Reichweite und
der daraus resultierenden Unklarheit nennt die Denition aber wichtige Aspekte
des Begris
"
Agent\ und macht so das Konzept etwas greifbarer:
 Zeitlich kontinuierliche Einbindung des Agenten in eine Umwelt
 M

oglichkeiten zu Wahrnehmung der Umwelt
 Gezieltes Handeln
 Einwirkung auf die Umwelt
 R

uckkopplung der Aktionen auf die Wahrnehmung
Besonders der erste und letzte Punkt grenzen normale Programme wie
Textverarbeitungs- oder Lohnbuchhaltungsprogramme von Agenten ab. Obwohl
diese ebenfalls ihre Umwelt wahrnehmen (z.B. die Tastatureingaben des Benut-
zers) und durch Ausgaben auf ihre Umwelt einwirken (z.B. Veranlassung von
Lohn

uberweisungen), werden diese Programme im Normalfall gezielt vom An-
wender aufgerufen, f

ur eine Aufgabe benutzt und dann beendet. Eine dauerhafte
Einbindung in ihre Umwelt ist nicht gegeben. Die gew

ahlten Aktionen wirken sich
meistens nicht auf die zuk





Programme sind also nicht automatisch Agenten, ebenso sind Agenten nicht





che Agenten. Im weiteren Verlauf dieser Arbeit werden allerdings nur Software-
agenten betrachtet, also Programme, die als Agent bezeichnet werden k

onnen.
3.1 Denition von Agenten 29
Obwohl es keinen Konsens

uber eine Denition von
"
Agenten\ gibt, sind sich
die meisten Forscher einig, da Agenten bestimmte Eigenschaften besitzen (sie-
he Abschnitt 3.2). Wooldrigde und Jennings unterscheiden zudem noch zwischen
einem anerkannten schwachen Agentenbegri, der weitgehend den weiter unten
vorgestellten essentiellen Eigenschaften entspricht, und einem dar

uber hinaus-
gehenden, daher auch strittigeren, starken Agentenbegri [Wooldridge und Jen-
nings, 1995].
Letzterer deniert Agenten als Systeme, die nicht nur eben jene essentiellen
Eigenschaften besitzen, sondern durch Konzepte entworfen und/oder implemen-
tiert wurden, die sonst eher Menschen zugeordnet werden. So k

onnen menta-
listische Begrie wie Wissen, Verpichtung,

Uberzeugung, Wunsch und Absicht
dazu benutzt werden, Agenten zu beschreiben. Rao und George weisen zum Bei-














unsche und Absichten (beliefs, desires, intentions = BDI) erforderlich
sind, um das Verhalten eines Systems zu modellieren [Rao und George, 1995].







uber den Zustand der Umwelt
1
, von dem die
m






aten unter den verschiedenen, u.U. widerspr

uchlichen Zielen, die
das System verfolgen soll,
3. den aktuell gew

ahlten Handlungsplan, d.h. die Ausgabe einer Aktionsselek-
tionsfunktion oder eines Planers
2
.
Rao und George verwenden spezielle BDI-Logiken, die an modale Logiksyste-
me wie das KD45-System oder das S4-System ankn

upfen. Sie geben auerdem die
Grundschleife eines Interpreters f

ur BDI-Systeme an. Die BDI-Architektur wurde
von ihnen z.B. dazu benutzt, einen Agenten zum Luftverkehrsmanagement am
Flughafen Sydney zu spezizieren und zu implementieren. Weitere Anwendun-
gen umfassen ein Space Shuttle Diagnosesystem, Telekommunikationsnetzmana-
gement und Luftkampfmodellierung.

Uber die mentalistischen Begrie hinaus werden Agenten auch Gef

uhle zuge-






ankung, da der Zustand der Umwelt vom Agenten nur lokal wahrgenommen













andig, also auch w










andert die Umwelt sich nicht nur durch
die Aktionen, sondern auch unabh

angig davon. Aufgrund dieses st






anderter Voraussetzungen nach der Auswahl nicht mehr optimal oder erreichen
einmal selektierte Pl

ane bei ihrer Ausf

uhrung nicht das gesteckte Ziel. Es mu anhand des
gew






uberlegung gefunden werden, um trotzdem die gesetzten Ziele zu erreichen.
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Benutzer durch Emotionen leichter zu erfassen ist und daher glaubhaft wird. Da-
zu mu der Gef






ussen sich auf den Denk- bzw. Planungsproze des Agenten auswirken und da-
durch in den Aktionen niederschlagen. Die Emotionen sollten durch den Agenten
akzentuiert ge

auert werden, so da der Benutzer sie erkennen und richtig deuten
kann.
Der starke Agentenbegri sieht Agenten als intentionale Systeme. Der Be-
gri wurde von dem Philosophen Daniel Dennett gepr













Uberlegung vorhersagbar wird\ (zitiert nach [Wooldridge und Jen-







ur Agenten. Besonders n

utzlich ist die Zuweisung von
mentalistischen Eigenschaften dann, wenn die Struktur der zu beschreibenden
Systeme v

ollig unbekannt ist und daher eine mechanistische Beschreibung des
Verhaltens etwa in Form eines Algorithmus nicht m

oglich ist. Wooldridge de-
niert folglich Agenten als Systeme, deren einfachste konsistente Beschreibung ein
intentionales System ist. Damit l

ost er die Grenze zwischen starkem und schwa-
chem Agentenbegri wieder ein wenig auf, da auch
"
konventionell\ konzipierte
Agenten sich u.U. einfacher mit mentalistischen Begrien beschreiben lieen, dies
nur von den Entwicklern unterlassen wurde.
3.2 Agenteneigenschaften
Wenn auch eine Denition von
"
Agenten\ bisher fehlt, gibt es doch einen Konsens

uber bestimmte Eigenschaften, die Systeme besitzen m

ussen, um als Agent be-
zeichnet werden zu d















ahrend die dritte schw

acher vertreten sein kann.
Nwana leitet ausgehend von diesen drei essentiellen Eigenschaften die Agen-
tentypen Interface-Agenten, kollaborative Agenten, kollaborative lernende Agen-
ten und Smart Agents ab (siehe Abbildung 3.1), wobei letztere das Ziel der Agen-
tenforschung { Automomie, Lernf

ahigkeit und Kooperation jeweils auf hohem
Niveau und in einem System vereint { darstellen sollen.
Weitere Eigenschaften, die in verschiedener Auspr

agung bei Agenten vorkom-
men, aber nicht zwingend sind, lauten (siehe [Foner, 1993], [Franklin und Graeser,



















Die folgenden Abschnitte erl








onnen ohne direkte Intervention von auen (z.B. von Menschen) agie-





rungen in der Umwelt werden so registriert. Agenten reagieren in angemessener
Zeit auf diesen Wandel.
Benutzer oder andere Agenten werden als spezielle Teile der Umwelt be-
trachtet. Benutzer geben Oberziele (z.B. die Erledigung einer bestimmten Auf-
gabe) vor, w

ahrend durch die Struktur des Agenten (z. B. die gegebenen Akti-
onsm

oglichkeiten und Planungsalgorithmen) vom Programmierer die Basisziele
3
Das Einsatzgebiet eines Agenten bestimmt, welche Art von Sensorik er besitzt. Bei einem
Roboter in der physikalischen Welt k

onnen dies Ultraschallsensoren oder Videokameras sein, ein
Agent in einem UNIX-Dateisystem [Song et al., 1996], [Etzioni und Weld, 1995] hat Kommandos
wie ls, du oder pwd zur Verf





deniert sind. Zwischen diesen Polen w

ahlen Agenten eigene Unterziele. Sie pla-
nen und kontrollieren selbst

andig Aktionen und sind nicht von Anleitung oder

Uberwachung durch einen Benutzer abh

angig. Dadurch ergibt sich ein zielgerich-





ullung der Ziele wird durch die Handlungen nicht unm

oglich gemacht.
Besonders zeichnen sich Agenten dadurch aus, da sie die Initiative ergreifen
und nicht nur einfachen Reizschemata gehorchen. Vorausschauend erkennen sie,
da Handeln n

otig ist, um die gesteckten Ziele zu erreichen. Mit dieser Eigen-
schaft unterscheiden sich Agenten von reinen Servern [Petrie, 1996]. Diese erzeu-
gen nur auf eine Anfrage eines Klienten eine Antwort. Im Client/Server-Protokoll
ist es dem Server nicht m

oglich, Nachrichten zu initiieren. Erst ein Peer-to-Peer-
Protokoll mit gleichberechtigten Partnern erlaubt diese Art der Kommunikation.
Datenbanksysteme, elektronische Bibliothekskataloge oder die meisten momen-
tanen WWW-Suchmaschinen wie Altavista [Altavista, 1997] oder Lycos [Lycos,






Eine wichtige Komponente von Intelligenz ist Lernen, also die F

ahigkeit, ver-
gangene Erfahrungen zu organisieren und nutzbar zu machen [Morik, 1993, S.
248-249]. Agenten zeigen intelligentes Verhalten, indem sie sich Ver

anderungen
in ihrer Umgebung anpassen. Sie verfolgen ihre Interaktion mit der Umwelt und
versuchen, ihre Zielerf

ullung nach Analyse dieser Interaktion zu optimieren.
Besonders interessant ist die Lernf

ahigkeit bei der Anpassung an einen Be-
nutzer. Diese kann auch durch explizite Kodierung der spezischen Aufgaben im
Agenten geschehen, w

unschenswert ist aber eher eine M

oglichkeit, dem System
zu zeigen, wie eine Aufgabe erf

ullt werden soll, z.B. durch Programming by De-
monstration (vgl. [Cypher, 1993]). Noch weiter geht der Ansatz des Learning




uber die Schulter schaut\ und daraus ableitet, wie der
Benutzer vorgeht und welche Ziele er verfolgt. Nach und nach kann der Lehrling




Agenten arbeiten bei der Verfolgung ihre Ziele mit anderen Agenten zusammen.
Dies k

onnen andere Softwareagenten, aber auch menschliche Benutzer sein. Gute
Zusammenarbeit erfordert Kommunikation, Koordination von mehreren Agen-
ten ist jedoch bis zu einem gewissen Grad ohne direkten Informationsaustausch
m

oglich [Sen et al., 1994].
Der Diskurs der zusammenarbeitenden Agenten beginnt mit der Oenlegung
ihrer jeweiligen Absichten und F

ahigkeiten und endet in einer Einigung

uber eine




at einer solchen Interak-
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tion kann von einem einfachen Frage-Antwort-Paar bis zu einem fortgesetzten,
komplexen Austausch von Information zwischen gleichberechtigten Partnern rei-
chen. F

ur die Kommunikation zwischen Agenten gibt es spezialisierte Sprachen.
ACL (Agent Communication Language) ist eine solche Sprache, deren Syntax
und Semantik unabh

angig von einzelnen Agenten festgelegt ist [Genesereth und
Ketchpel, 1994]. ACL besteht aus drei Teilen:
1. Ein oenes Vokabular erm










logik erster Stufe mit einigen Erweiterungen. Es erlaubt die Kodierung von






3. KQML (Knowledge Query and Manipulation Language) stellt eine sprach-
liche Schicht zum Ausdruck von Kontext bereit. Nachrichten in KQML
setzen sich aus einen Kommunikationstyp und dessen Argumenten zusam-





utzten Kommunikationstypen beziehen ihre Motivation aus der
Sprechakttheorie und umfassen u.a. Benachrichtigungen, konditionale und
verz

ogerte Kommandos, Anfragen, Angebote und Versprechen.
Ein Agent kann wohlwollend oder konkurrierend mit anderen zusammenar-
beiten. Im ersten Fall ist er bereit, anderen Agenten beim Erreichen ihrer Ziele
zu helfen, im zweiten ber

ucksichtigt er nur die eigenen Ziele bei der Auswahl von





ullung des einen Agenten den Erfolg der anderen, in bestimmten Konstel-
lationen (z.B. im sogenannten Gefangenen-Dilemma) ist dagegen die wohlwol-
lende, uneigenn












ahigkeit, sich in einem
Netzwerk von einem Rechner zum anderen zu bewegen. Ein Vorteil der Mobilit

at
ist die Reduktion von Kommunikationskosten. Falls f

ur eine Aufgabe aus einer
groen Menge von Daten eine kleine Menge herausgesucht werden mu (z.B. Su-
che nach einer Flugverbindung in einem Reservierungssystem), ist es sinnvoll,
diese Verarbeitung am Datenspeicher direkt durchzuf

uhren, anstatt alle Daten

uber das Netz zu transportieren und lokal zu verarbeiten. Auch wenn es erfor-



















at sind standardisierte Sprachen und Plattformen wie
Java und Telescript, die M








ussen Aspekte der Sicherheit, wie Authenti-







ubernehmen bestimmte Aufgaben f

ur Benutzer. De-
legation beinhaltet immer das Risiko, da die Aufgabe nicht genau nach Wunsch
ausgef

uhrt wird. Der Benutzer mu demAgenten das Vertrauen entgegenbringen,




ullt werden. Vertrauen kann dadurch gebildet
werden, da der Agent seine Handlungen erkl

aren kann und diese so f

ur den Be-





oren die Erwartungen des Benutzers. Beim Auftreten von Fehlern zum Bei-
spiel sollte der Agent also nicht v

ollig versagen, sondern robust trotz der Fehler
weiterarbeiten und zuverl

assig diejenigen Teile der Aufgabe vollenden, die von
den Fehlern unbeeintr

achtigt bleiben. Robustheit und Zuverl

assigkeit werden in




ur jede Art von Computerprogrammen
gefordert. Agenten sollten dar

uber hinaus nicht bewut falsche Informationen
weitergeben, sondern immer wahrheitsgem

a auf Anfragen antworten.





zeigen, die seinen Zustand widerspiegelt. Dies erleichtert die Interaktion
mit dem Benutzer, der Erwartungen

uber Handlungen des Agenten aufbauen
und so zuk

unftige Aktionen vorhersagen kann. Damit steigt das Vertrauen in den
Agenten. Anthropomorphe Agenten (z.B. Julia [Foner, 1993]) benutzen aus der






3.3 Deliberative und reaktive Agentenarchitek-
turen
Eine Agentenarchitektur ist eine Methodik, konkrete Systeme zu konstruieren,
die Eigenschaften von Agenten besitzen. Dazu speziziert die Architektur eine
Zerlegung des Agenten in einzelne Module und beschreibt, wie diese Module
miteinander interagieren. Im Idealfall schliet eine Agentenarchitektur Techniken
und Algorithmen zur Unterst















ubertrieben erscheinen. Andererseits neigen auch heute schon vie-
le Anwender dazu, bestehenden Programme oder ihrem ganzen Rechner ein gewisses Eigenleben
zuzuschreiben oder sogar mit ihnen zu sprechen.
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Wie oben beschrieben handeln Agenten unabh

angig und reagieren auf Ver

an-
derungen in ihrer Umgebung. Eine M

oglichkeit dazu ist die Anpassung einer inter-
nen, expliziten symbolischen Repr

asentation der Umwelt und die anschlieende
Erstellung neuer Pl

ane zur Erreichung der Ziele. Dieser Ansatz leitet sich aus der
klassischen KI-Forschung (z.B. Wissensrepr

asentation, Planung und Maschinelles
Lernen) her. Die grundlegenden Annahmen hinter diesem Denkansatz hat Newell
mit der physical symbol system hypothesis zu formulieren versucht [Newell, 1980].
Symbolsysteme bestehen aus Symbolen und einem Satz von Regeln, mit denen





ur Dinge aus der Welt und haben so eine Bedeutung. Wenn Symbole wieder
physikalisch (z.B. als Ladungen in RAM-Bausteinen oder Aktivit

atsmuster von
Neuronen) codiert werden, ergibt sich ein physikalisches Symbolsystem.Kognitive
Prozesse bestehen aus der Manipulation von Symbolstrukturen. Der Kernpunkt
der physical symbol system hypothesis ist, da ein solches System unabh

angig
von der Materie, in der Symbole codiert werden, notwendige Voraussetzung f

ur
intelligentes Verhalten ist. Obwohl diese These nie unumstritten war (z.B. in
der Debatte um den Konnektionismus), steckt ihre praktische Umsetzung hinter
vielen Erfolgen der KI-Forschung.
Deliberative Agentenarchitekturen benutzen das symbolorientierte Paradigma
zur Konstruktion von Agenten. Typische Module in einer solchen Architektur
sind Wahrnehmung, Modellbildung, Planung, Ausf

uhrung und Kontrolle, die in
dieser sequentiellen Reihenfolge, aber auch kaskadiert oder hierarchisch (in die-
sem Fall zus






oglichkeit der parallelen Anordnung der Module ist die Einrichtung ei-
ner zentralen, gemeinsamen Datenstruktur (Blackboard [Corkill, 1991]), auf die
alle Module Zugri haben.
Der Internet Softbot von Etzioni und Weld ist ein Beispiel f

ur ein System
mit einer deliberativen Agentenarchitektur [Etzioni und Weld, 1994], [Etzioni





ar zu den vielf

altigen Diensten des Internets. Der Benutzer spezi-
ziert,
"






Wie\ dem Agenten. Der
Softbot nimmt komplexe, unvollst

andige Anfragen und Kommandos wie
"
Sen-







uckgri auf geeignete Datenbanken oder durch R

uckfrage
beim Benutzer auf, plant geeignete Aktionen und f

uhrt diese anschlieend durch.
Zentrale Komponente der Softbot-Architektur ist der XII Planer, der auch mit
unvollst

andiger Information umgehen kann, indem er die Informationsbeschaung
durch Ausf

uhrung von Aktionen in den Planungsproze integriert. Dem Planer
zur Seite steht der Modellmanager, der alle Beobachtungen des Softbots in eine
f

ur den Planer nutzbare symbolische Repr






ge Zwecke speichert. In Internet Domain Models ist statisch das Wissen

uber
die Verwendung der zur Verf

ugung stehenden Sensoren und Eektoren abgelegt.
Zus

atzlich beinhalten sie Informationen

uber Personen und Datenbanken. Ein
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Scheduler kontrolliert sowohl die kognitiven (z.B. Planung) als auch die aktiven
(z.B. Versenden von E-Mails) Prozesse des Softbots.
Im Gegensatz zur traditionellen KI-Forschung steht die Richtung der Ver-
haltensbasierten K

unstlichen Intelligenz (behaviour-based AI), die an vorderster
Stelle von Rodney Brooks vertreten wird. Brooks zentrale Thesen lassen sich
folgendermaen zusammengefassen [Wooldridge und Jennings, 1995]:
1. Intelligentes Verhalten kann ohne explizite Repr

asentation (wie in der klas-
sischen K

unstlichen Intelligenz) erzeugt werden.
2. Intelligentes Verhalten kann ohne explizites Folgern und Schlieen (wie in
der klassischen K

unstlichen Intelligenz) erzeugt werden.
3. Intelligenz ist eine emergente Eigenschaft bestimmter komplexer Systeme.
Brooks geht dabei davon aus, da Intelligenz nur in k

orperlichen und in einer
Umgebung situierten Systemen existiert, erst in der Interaktion mit dieser Umwelt
entsteht und keine eigene, isolierte Eigenschaft ist (siehe auch [Maes, 1994b]).
Durch die K

orperlichkeit und die Situiertheit des Systems verringert sich der
Zwang zu einer Repr

asentation der Welt, die Welt selbst wird als ihr eigenes






Die Anwendung dieser Ideen auf die Modellierung von Agenten f

uhrt zu re-
aktiven Agentenarchitekturen. Brooks pers

onlich entwickelte die Subsumtionsar-
chitektur, die aus einer Hierarchie von

ubereinander geschichteten Verhaltens-
mustern (competencies) besteht [Brooks, 1986]. Jede Schicht hat Zugri auf alle




onnen aber Wahrnehmung (d.h Ein-
gabe von Sensoren) und Aktionen (d.h. die Benutzung von Eektoren) niedrigerer
Schichten unterdr











Innerhalb der einzelnen Schichten werden meist nur sehr einfache Verfahren ge-
braucht, um die Wahrnehmung in Aktion umzusetzen. Trotzdem entsteht ein
Gesamtverhalten des Systems, das als
"
intelligent\ bezeichnet werden kann.
SUMPY ist ein Agent, der nach der Subsumtionsarchitektur aufgebaut ist
[Song et al., 1996]. Der Agent soll ein UNIX-Dateisystem pegen, indem er sel-





Dabei soll er nur zu Zeiten geringer Prozessornutzung arbeiten. SUMPY be-
steht aus vier Schichten. Die unterste Schicht l

at den Agenten zuf

allig im Ver-
zeichnisbaum herumwandern. Die dar

uberliegende Schicht stoppt das Herum-
wandern, sobald ein neues Verzeichnis betreten wird. Dann wird mit einer Fuzzy-
Entscheidungsfunktion festgestellt, welche Dateien komprimiert werden sollen.
Die dritte Schicht sperrt die Kompression, falls im Verzeichnis Dateien l

angere
Zeit nicht mehr gesichert wurden, und sichert diese Dateien. Die oberste Schicht
pr

uft, wie hoch die Prozessorbelastung ist. Falls die Belastung

uber einem zuvor
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festgelegten Schwellwert liegt, werden Sicherung, Kompression und Wandern un-
terdr

uckt, bis die CPU-Last wieder gesunken ist. Keine der Schichten kennt inter-
ne Vorg

ange der anderen, die Zusammenarbeit erfolgt durch die Unterdr

uckung
von Sensoreingaben und Sperrung von Aktionsausgaben. Neue Aufgaben sollen









Die beiden oben beschriebenen unterschiedlichen Paradigmen werden neuer-
dings auch in hybriden Systemen vereint. Man versucht, jeweils die Nachteile des
einen mit den Vorteilen des anderen auszugleichen. Reaktive low-level Kompo-
nenten mit direkter Koppelung von Wahrnehmung zu Aktion erm

oglichen diesen
Systemen eine schnelle Reaktion auf Ver

anderungen in der Umwelt, ohne erst
komplexes Folgern zu benutzen. Deliberative high-order Komponenten mit ei-
nem expliziten Weltmodell erzeugen Pl

ane, treen Entscheidungen und dienen
so der Realisierung der Langzeitziele des Systems. Das Zusammenspiel der bei-
den Komponenten mu

uber eine geeignete Kontrollstruktur geregelt werden.
TouringMachines sind ein Beispiel f

ur ein hybrides System [Ferguson,
1992]. Zus

atzlich zu einem Wahrnehmungs- und einem Aktionssubsystem, die
Ein- und Ausgabe des Systems darstellen, bestehen TouringMachines aus 3
Schichten, zwischen denen ein Kontrollsubsystem vermittelt und mit Kontrollre-
geln Konikte zwischen Aktionsvorschl

agen der verschiedenen Schichten au

ost.
Die Reaktionsschicht ist eine Menge von Situation-Aktion-Regeln wie in Brooks
Subsumtionsarchitektur. Die Planungsschicht besteht aus einem Planer und ei-
nem Filter f

ur planungsirrelevante Informationen. Die Zust

ande von anderen Ob-
jekten (z.B. anderen Agenten) in der Umwelt werden von einer Modellierungs-
schicht symbolisch repr

asentiert und dazu benutzt, Konikte bei der Zielerrei-
chung zu erkennen und aufzul

osen. Die Schichten sind horizontal angeordnet,





oglich, z.B. im InteRRaP-System [M

uller et al., 1995].
3.4 Betrachtung einiger Agentenarten
Der Begri
"
Agent\ wird oft nicht alleinstehend verwendet, sondern durch zus

atz-
liche Begrie spezialisiert. So wurden Softwareagenten weiter oben schon als
Computerprogramme, die die essentiellen Eigenschaften von Agenten besitzen,
eingef

uhrt. Teilweise wird durch das zus

atzlicheWort eine Agenteneigenschaft be-
sonders hervorgehoben (wie bei Autonome Agenten [Franklin und Graeser, 1996]
oder Mobile Agenten), andere Zusammensetzungen stellen die Architektur bzw.
den Aufbau von Agenten in den Vordergrund (z.B. reaktive Agenten oder Multi-
agentensystem). Eine weitere M

oglichkeit ist die Betonung des Aufgabenbereichs
oder der Umgebung, in denen der Agent eingesetzt wird. Beispiele hierf

ur sind
Interface-Agenten, Suchagenten oder Internetagenten.
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autert, da das PZ -System diesen beiden Begrien zugeordnet
werden kann. Weitere Agentenarten werden z.B. von Nwana beschrieben [Nwana,
1996].
3.4.1 Multiagentensysteme







te Systeme\ entstand in den sp






unstliche Intelligenz\ (DAI - Distributed Articial Intelligence). Die Forschung
dort verteilt sich auf drei Str

ange: Distributed Problem Solving, Parallel AI und
Multiagentensysteme (MAS). Hauptthema der DAI ist Informationsmanagement,
also die Dekomposition von Aufgaben in Teilaufgaben und die anschlieende Syn-
these einer Gesamtl

osung aus den Teill

osungen. Dazu werden starke Festlegun-
gen f

ur die Zusammenarbeit der einzelnen Probleml

osekomponenten getroen.
Der Schwerpunkt der Multiagentensystemforschung liegt im Gegensatz dazu auf
dem Management des Verhaltens der Agenten untereinander. Die individuellen
Verhaltensweisen einzelner Einheiten (der Agenten) sind einfach gegen

uber der
Interaktion zwischen diesen Agenten.




ur den Einsatz von Multiagentensystemen (siehe
[Stone und Veloso, 1996]). In Anwendungsf

allen, in denen verschiedene Organi-
sationen zusammenarbeiten m

ussen, ihre Interna aber nicht nach auen gelangen
lassen wollen, ist eine Modellierung

uber verschiedene, verkapselte Agenten die
einzige Alternative. Die Verteilung der Aufgabe erm

oglicht eine schnellere L

osung
durch Parallelisierung. Falls Steuerung und Verantwortung ebenfalls verteilt wer-
den, kann eine gr

oere Robustheit erreicht werden, da Fehler eines Agenten nicht
mehr den Ausfall des ganzen Systems bedeuten. Die Modularisierung durch Agen-
ten erlaubt es, ein bestehendes System relativ einfach mit neuen F

ahigkeiten aus-
zustatten, indem neue Agenten eingef

ugt werden. Dies macht Multiagentensyste-
me gegen

uber monolithischen Systemen besser skalierbar. Nicht zuletzt k

onnen
Multiagentensystem zur Untersuchung von Intelligenz dienen. Menschliche Intel-
ligenz ist nach einigen Theorien durch die Notwendigkeit der sozialen Interaktion
mit anderen Menschen entstanden. Diese Interaktion kann mit Multiagentensy-
stemen modelliert und untersucht werden.
Multiagentensysteme k

onnen nach dem Grad der Kommunikation zwischen
einzelnen Agenten und der Unterschiedlichkeit der Agenten klassiziert werden
[Stone und Veloso, 1996]:
Homogene, nicht kommunizierende Agenten: Alle Agenten haben diesel-
be interne Struktur, d.h. ihre Ziele und ihr Wissen sind urspr

unglich gleich.
Erst durch die verschiedene Einbeziehung in die Umwelt, die unterschiedli-
che Sensordaten zur Folge hat, beginnen sich individuelle Verhaltensweisen
der Agenten zu entwickeln. Diese Ausgangsbasis erm

oglicht dem einzelnen
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Agenten die Voraussage der Handlungen der anderen Agenten ohne die
Modellierung ihrer Struktur, da er selber ein Modell f

ur die anderen ist.
Agenten k

onnen sich durch Ver






onnen (z.B. das Hinterlassen von Marken) oder die die
Ergebnisse der Handlungen anderer Agenten ver

andern, auch ohne direkte
Kommunikation gegenseitig beinussen.
Heterogene, nicht kommunizierende Agenten: In diesem Fall unterschei-
den sich die Agenten schon von Beginn an. Nicht nur ihr Platz in der Welt
ist verschieden voneinander, auch ihr Wissen, ihre Ziele und die ihnen zur
Verf

ugung stehenden Handlungen sind nicht gleich. Zur Vorhersage der Ak-
tionen anderer Agenten m

ussen diese unterschiedlichen Eigenschaften von
jedem Agenten nun modelliert werden. Dazu beobachten sich die Agenten





uber sich entwickelnde soziale
Konventionen (z.B. die h

augsten Aktionen in der Vergangenheit) koope-
rieren.















osen. Wissen und Ziele k

onnen nur zwischen Agenten ausgetauscht wer-
den, wenn ein gemeinsames Kommunikationsprotokoll deniert ist. Kom-
munikation kann als eine spezielle Art der Handlung (Sprechakt) gesehen
werden und mu dementsprechend geplant werden. Ein Agent kann dann in







at von Computersystemen und ihrer Benutzungs-
schnittstellen zeigt die Schw






. Interface-Agenten dagegen arbeiten mit dem
Benutzer zusammen in derselben Arbeitsumgebung [Maes, 1994a]. Ihre Rolle ist
die eines autonomen pers

onlichen Assistenten, der die Schwierigkeit einer Aufga-
be verbirgt, den Benutzer bei der Erledigung von Aufgaben unterst

utzt, Aufgaben
im Auftrag des Benutzers erf

ullt oder auch Hilfe oder Training zu bestimmten
Themen bietet. Die Metapher f

















uhrung der Aufgabe mittels
eines Computersystems, Probleml

osewissen in der eigentlichen Dom






ur den Einsatz von Interface-Agenten sind das Vorhanden-
sein von sich wiederholendem Verhalten bei der Benutzung des Systems und
Unterschiede bei der Erledigung der Aufgabe zwischen verschiedenen Benutzern.
Wird die Aufgabe von allen Benutzern gleich bew

altigt, lohnt es sich, von Ex-
perten eine Wissensbasis zur L

osung der Aufgabe erstellen zu lassen. Sind keine
Regelm

aigkeiten im Benutzerverhalten gegeben, kann ein lernender Agent kein
Modell f

ur das Verhalten aufbauen. Zur Anpassung des Interface-Agenten an
einen Benutzer kann auer den in Punkt 3.2.1.2 schon erw

ahnten Methoden auch
der Rat von Agenten anderer Benutzer verwendet werden.
Es gibt verschiedene Untergruppen von Interface-Agenten (siehe [Nwana,





aglichen Arbeitsablauf tauchen immer wieder sich

ahnelnde
Aufgaben auf, die an einen Sekret

ar delegiert werden k

onnen. Agenten er-
sparen dem Benutzer die Erledigung von Routineaufgaben und verbergen
komplizierte Vorg

ange hinter einfachen Kommandos.
Systeme wie Calendar Agent [Maes und Kozierok, 1993] oder CAP [Mit-
chell et al., 1994]

ubernehmen das Management eines Terminkalenders f

ur
einen Benutzer. Diese Sekret

are interagieren mit Agenten anderer Benutzer,
akzeptieren oder lehnen Anfragen nach den Priorit

aten des Benutzers und
der momentanen Auslastung des Zeitplans ab, handeln Zeit und Ort von
Treen aus und erinnern den Benutzer rechtzeitig an seine Termine. Beide
Agentensysteme erkennen und erlernen durch Beobachtung die Vorlieben
und Priorit

aten des Benutzers. Dazu werden die Lernverfahren Memory-





Ein weiteres Beispiel f

ur einen assistierenden Sekret

aragenten ist der bereits
vorgestellte Internet Softbot (siehe Seite 35).
F

uhrer: Komplexe Systeme wie moderne Textverarbeitungsprogramme oder
das World Wide Web (WWW) sind f

ur unerfahrene Benutzer schwer zu

uberblicken. Hier bieten Interface-Agenten Hilfen. Sie
"
nehmen den Benut-
zer an die Hand\ und unterst

utzen ihn aktiv durch die Empfehlung von
Aktionen. WebWatcher [Armstrong et al., 1995] [Joachims, 1996a] [Mlade-




uhrer\ (Tour Guide) f

ur das WWW. Nach der
Eingabe eines Suchinteresses durch den Benutzer markiert WebWatcher auf
jeder WWW- Seite interessante Hyperlinks. Der Benutzer kann jetzt selber
entscheiden, welchen Links er folgt. WebWatcher lernt, indem zu jedem Hy-
pertextverweis eine Liste von Interessensbeschreibungen der Benutzer, die
diesemHyperlink gefolgt sind, gespeichert wird. Diese Beschreibung und der
Anchor-Text des Verweises werden mit dem Suchinteresse des momentanen
Benutzers verglichen. Bei hinreichender

Ahnlichkeit (die mittels verschie-
dener Verfahren zur Textkategorisierung berechnet werden kann [Joachims,
1996a]) wird ein Hyperlink von WebWatcher vorgeschlagen. Reinforcement
3.4 Betrachtung einiger Agentenarten 41
Learning [Kaelbling et al., 1996] ist eine weitere M

oglichkeit, die Erstellung
optimaler (d.h. mit m

oglichst hohem Informationsgehalt) Touren durch das
WWW zu lernen. Dazu wird die Struktur des Hypertexts hinter einem Ver-
weis mitbetrachtet. Es werden dann diejenigen Hyperlinks markiert, die bei
der Fortsetzung der Tour zu vielen relevanten Seiten f

uhren.





Breitensuche die Hypertexte hinter den Links der aktuellen WWW-Seite
auf

Ahnlichkeit mit dem Benutzerinteresse untersucht. Durch Beobachtung
der Aktionen des Benutzers beim Browsen inferiert Letizia selbst

andig das
Suchziel, ohne eine explizit eingegebene Beschreibung vorauszusetzen.
Systeme wie BASAR [Thomas und Fischer, 1996], BOTH [Angelaccio et al.,
1996], LAW [Edwards et al., 1996], LIRA [Balabanovic und Shoham, 1995]
und Syskill & Webert [Pazzani et al., 1996] versuchen nicht nur, den Benut-
zer zu begleiten, sondern suchen aktiv interessante Seiten im World Wide
Web, die sie dem Benutzer vorschlagen. Dazu werden oft Suchanfragen an
groe Suchmaschinen wie Altavista [Altavista, 1997], Lycos [Lycos, 1997]
oder HotBot [HotBot, 1997] gestellt, deren Ergebnisse mit Hilfe des vor-
handenen Benutzerprols ausgewertet werden.
Filter: Agenten sch

utzen Benutzer vor der Informationsut, die auf sie ein-
str

omt. Interessante und relevante Informationen gelangen bis zum Benut-
zer, Irrelevantes wird ausgeltert. Filteragenten k

onnen den Eingabestrom
auch in Kategorien oder nach Wichtigkeit sortieren und somit strukturieren.




onnen die Interessen ihres Benutzers in einemMarkt ver-
treten. Auer der F

ahigkeit, mit anderen Marktteilnehmern zu verhandeln,
die auch Sekret

are besitzen, mu ein Vermittleragent passende Verhand-
lungspartner nden und erkennen k

onnen.
Yenta [Foner, 1996] versucht, verschiedene Benutzer mit gemeinsamen In-
teressen zusammenzubringen. Das Prol eines Benutzers wird anhand von
Texten wie E-Mails oder Textdateien festgelegt. Ein Agent wird mit ei-
ner aus dem Prol extrahierten Beschreibung des Benutzerinteresses ausge-
stattet. Er kommuniziert nun mit anderen Agenten und vergleicht die von
diesen vertretenen Interessen mit den eigenen. Falls sich zwei Agenten glei-
chen, bilden sie einen Cluster. Andernfalls tauschen die Agenten aus einem
Cache von vorangegangenen Interaktionen Referenzen zu anderen Agen-
ten aus, deren Interessensbeschreibung m

oglicherweise besser pat. Durch
diese Hinweise gelangen Agenten auf eine dem Hill-climbing

ahnliche Weise





Die Benutzung des PZ -Systems
Der Einstieg in das PZ -System und die anschlieende Benutzung soll in diesem
Kapitel anhand eines ktiven Szenarios gezeigt werden. Stellen wir uns einen Ma-
nager eines groen deutschen Konzerns vor. Sein Unternehmen produziert u.a.
Software im Multimediabereich, hat Gesch








aufe eine Reihe von Beteiligungen an ande-
ren Firmen. In seiner Freizeit spielt der Manager Tennis und verfolgt die Spiele
der Fuballbundesliga. F






uber die allgemeine Lage auf den Finanzm

arkten und die speziel-
le Entwicklung bei Firmen, von denen der Konzern Aktien h

alt, zu bekommen.
Die politischen Ereignisse in Europa und S

udafrika haben unter Umst

anden Ein-
u auf die gesch







Bisher las der Manager eine einzige

uberregionale deutsche Tageszeitung, de-
ren Wirtschaftsteil sehr umfangreich ist, die aber { nach Meinung des Managers
{






Interesse an Sportthemen wird ebenfalls kaum durch die Berichterstattung die-
ser Zeitung befriedigt. Das Fehlen bestimmter Informationen und die mangelnde
Meinungsvielfalt versucht der Manager in Gespr

achen unter Kollegen und durch
die Benutzung anderer Informationsquellen (z.B. Fernsehen) zu kompensieren.
Der Manager k

onnte andererseits auch mehrere Tageszeitungen lesen und da-
durch die Informationsdezite seiner Stammzeitung ausgleichen. Doch dem Vor-
teil einer gr

oeren Meinungsvielfalt (eine nicht zu einseitige Auswahl der zu le-
senden Zeitungen vorausgesetzt) st

unde der enorme Zeitaufwand entgegen. Jeden
Morgen f










uhrungskraft zu lange von ihren sonstigen Aufgaben ab.
Mit Hilfe des PZ -Systems ist der Manager in der Lage, die Vorteile einer
breiten und ausgewogenen Information aus mehreren Tageszeitungen zu nutzen,
ohne die zeitlichen Nachteile in Kauf nehmen zu m

ussen. Zum Einstieg in das
1
In diesem Szenario wird keine reale deutsche Zeitung beschrieben.
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Abbildung 4.1: Eingangsseite des PZ -Systems.
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PZ -System mu er sich zun

achst auf der Eingangsseite (siehe Abbildung 4.1)





ur das PZ -System auf dem Rechner des Managers angelegt. Dies
erm





Anschlieend erscheint die eigentliche Hauptseite des PZ -Systems, wie sie
in Abbildung 4.2 zu sehen ist. Das PZ -System wei zu diesem Zeitpunkt noch
nichts

uber die Interessen des Managers und erstellt deshalb noch keinen pers

onli-
chen Pressespiegel. Artikel k

onnen zu diesem Zeitpunkt nur nach der allgemeinen
Wichtigkeit ihres Themas ausgew

ahlt werden. Die Annahme ist, da die Anzahl
der zu einem Thema erschienenen Artikel die Bedeutung widerspiegelt, die die
Herausgeber der Zeitungen diesemNachrichtenthema beimessen. In den anf

angli-
chen Pressespiegel wird daher aus den f

unfzehn Themengebieten mit der gr

oten
Artikelzahl je ein f

ur das Thema repr

asentativer Zeitungsartikel aufgenommen.
Der Pressespiegel wird in einem zweigeteilten Anzeigefeld dargestellt. Links
ist eine Liste der Zeitungsressorts zu sehen, aus denen Artikel im Pressespiegel
vorhanden sind. Das Ressort TopNews nimmt dabei eine Sonderstellung ein. Dar-
in benden sich zehn Artikel, von denen das System annimmt, da sie f

ur den





ommlichen Ressorts stammen und werden nur unter dem k

unstlichen
Ressort TopNews zusammengefat. Dies entspricht praktisch der Titelseite einer
konventionellen Zeitung, auf der die wichtigstenMeldungen des Tages versammelt
sind. Darum erscheint im rechten Bereich anfangs immer eine Liste der Artikel
des Ressorts TopNews. Durch das Anklicken eines Ressortnamens in der Liste
links kann zur Anzeige der Artikel dieses Ressorts gewechselt werden.
Ein Artikel zum Multimedia-Kongre in Stuttgart erregt die besondere Auf-
merksamkeit des Managers, da seine Firma dort f

ur ihre Produkte geworben hat.
Er w

ahlt den Hyperlink mit der Schlagzeile des Artikels in der Artikelliste rechts
an und bekommt den gesamten Text des Artikels im rechten Bereich angezeigt.
Abbildung 4.3 zeigt, da dabei unter dem Nachrichtentext wieder die restlichen
Artikel des Ressorts aufgelistet werden. Dies erlaubt dem Benutzer, schnell zu





Liest der Benutzer einen Artikel des Pressespiegels, so wertet das System
dies als Hinweis, da ihn das Thema des Artikels interessiert. Zus

atzlich ist un-
terhalb der Artikelanzeige eine Leiste mit zwei Links
"
Das Thema des Artikels
interessiert mich sehr!\ und
"
Diesen Artikel fand ich uninteressant!\ angeordnet.
Durch den ersten Verweis kann der Manager dem PZ -System gezielt mitteilen,
da er in den n











oglichkeit, sein Desinteresse am Thema des momentan angezeigten Artikels
auszudr

ucken und das System aufzufordern,

ahnliche Artikel nicht in zuk

unftige
Pressespiegel aufzunehmen. Der Manager ist nur an f

ur ihn wichtiger Informati-
on interessiert, deshalb nutzt er diese Auschlum

oglichkeit im Falle des Artikels
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Abbildung 4.2: Hauptseite des PZ -Systems bei der ersten Benutzung.
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Abbildung 4.3: Ein Beispielartikel.
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
uber den Schlager-Grand-Prix.
Nachdem der Manager die Berichte








Auerungen des neuen britischen Auenministers und zu den
Friedensverhandlungen f

ur Zaire unter s

udafrikanischer Schirmherrschaft gelesen
hat, beschliet er, nun ein wichtiges privates Interesse vom PZ -System verfolgen
zu lassen. Er w






Spieltag der Fuballbundesliga an und best






uber dieses Thema informiert werden m

ochte.





orsen vorhanden, obwohl jede der vertretenen Zeitungen einen Wirt-




arkte zu gelangen, kann der
Manager den PZ -Kiosk benutzen. Dazu klickt er auf die entsprechende Grak





amtliche Artikel aller dem PZ -System bekannten Zeitungen zu lesen (siehe Ab-
bildung 4.4). Die Artikel sind

ahnlich wie im Pressespiegel entweder nach Ressort
(hier Wirtschaft) oder Zeitung geordnet





Der Manager sucht im Sportressort nach Artikeln

uber Tennisturniere am
letzten Wochenende und wird bei der Passauer Neuen Presse f

undig (Abbildung
4.5). Dem Text des Artikels folgt nicht nur die schon gewohnte Liste der restli-
chen Artikel des Ressorts, sondern zuerst eine Liste von Berichten zum gleichen
Thema in anderen Zeitungen bzw. Ressorts. Diese erm

oglicht dem Benutzer, die
unterschiedliche Berichterstattung der verschiedenen Zeitungen zu diesem Thema
schnell zu

uberblicken. Auch im Pressespiegel wird eine Liste gleichartiger Arti-
kel zu einem Bericht angezeigt, falls mehrere Artikel zu einem Thema vorhanden
sind.
Anders als im Pressespiegel deutet das PZ -System das Lesen eines Artikels





okern\ in den Artikeln des Kiosks keinen unbeabsichtigten
Einu auf die Erstellung des Pressespiegels. W

ahrend ein Bericht angezeigt wird,
ist jedoch die M











atte ich gerne in der n

achsten PZ !\ wertet das PZ -
System als genauso starke Interessensbekundung wie das Lesen eines Artikels im
Pressespiegel. St





Der Manager weist das PZ -System im Kiosk nicht nur auf sein Interesse an











orse und Aktien aus und teilt dem Sy-
stem sein Interesse an diesem Thema mit.

Uber Nacht verarbeitet das PZ -System
nun das gesammelte Feedback und erstellt einen pers

onlichen Pressespiegel. Be-
sucht der Manager am n

achsten Morgen wieder das PZ -System, stellt er fest, da
der Pressespiegel nun eher seinen Informationsbed

urfnissen entspricht: Im Res-
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Abbildung 4.4: Artikel

uberblick des Ressorts Wirtschaft im PZ -Kiosk.
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Abbildung 4.5: Artikelanzeige im PZ -Kiosk.
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Abbildung 4.6: Der pers

onliche Pressespiegel am n

achsten Tag.
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orsenentwicklungen, Zaire und die
neue Regierung in Grobritannien stark vertreten (siehe Abbildung 4.6). Insge-
samt besteht der Pressespiegel aus knapp 40 Artikeln und deckt die gew

unschten
Interessensgebiete schon gut ab. Anhand von erneuten R

uckmeldungen von In-
teressen und Abneigungen f

ur Artikel pat sich das PZ -System in den folgenden
Tagen dem Informationsbedarf des Managers weiter an.
Kapitel 5






onliche Pressespiegel erscheint f

ur den Anwender in Form von HTML-
Seiten im WWW-Browserfenster. Hinter dieser Fassade steckt das PZ -System,
das Zeitungsartikel aus dem WWW holt, f

ur mehrere Benutzer ltert und f

ur
jeden Benutzer anschlieend die entstandene Zeitung zur Anzeige aufbereitet.
Die Gestaltung des PZ -Systems erfolgte aufgrund einiger Beobachtungen und
Annahmen

uber den Umgang von Anwendern mit konventionellen Zeitungen und
Rechnern:
 Das groe Themenangebot und die groe Meinungsvielfalt der knapp 100







ur einen Einzelnen nur ansatzweise nutzbar.




 Teilbereiche des Benutzerinteresses wandeln sich mit der Zeit nur langsam,
w

ahrend andere Interessen kurzfristig erst geweckt werden und anschlieend
genauso schnell wieder einschlafen.
 Erfordert die Anpassung eines Interface-Agenten an einen Benutzer einen
hohen Aufwand, sinkt die Akzeptanz eines solchen Systems.
 Eine sehr dynamische Anzeige eines komplexen Informationsraumes er-
schwert die Navigation in diesem Raum.
Aufgrund dieser Voraussetzungen wurden folgende Ziele f

ur das PZ -System
gesteckt:
1
Stand Mai 1997. Eine Liste deutschsprachiger Tageszeitungen mit Internetangebot kann
man bei [Web.de, 1997] nden.
5.1 Aufbau des PZ-Systems 53
1. Das PZ -System soll seinen Benutzern helfen, einen

Uberblick auf das In-
formationsangebot mehrerer Zeitungen zu erhalten, indem es die Aufmerk-
samkeit des Benutzers auf wenige ihn interessierende Artikel lenkt und das
Gros der uninteressanten Artikel verbirgt.
2. Das PZ -System soll sich mit m

oglichst wenigen Eingrien der Benutzer
selbst

andig an deren Interessen anpassen.
3. Das PZ -System soll das Interesse jedes Benutzers mit seinen vielen ver-
schiedenen Facetten abbilden k

onnen und in der Lage sein, dien zeitlichen
Ver

anderungen des Interesses zu folgen.
4. Das PZ -System soll

uber eine unkomplizierte, leicht durchschaubare Ober-


ache einfach zu benutzen sein.
Wie werden diese Ziele nun konkret im PZ -System umgesetzt? Das erste Ziel
legt die Gestaltung des PZ -Systems als auf das Filtern von Zeitungsartikeln spe-
zialisierten Interface-Agenten nahe. Dieser f

uhrt in der Art eines Learning App-
rentice (siehe Seite 32) durch Beobachtung die Adaptation an den Benutzer im
Sinne des zweiten Ziels durch. Die unter 3. geforderte Modellierung der verschie-
denen Aspekte des Benutzerinteresses geschieht im PZ -System durch heterogene
Agenten in einemMultiagentensystem, das durch Lernmechanismen auf verschie-
denen Ebenen auch zeitliche Ver

anderungen des Interesses verfolgt. Um das letzte
Ziel zu erreichen, wurde eine Benutzerschnittstelle entworfen (siehe Kapitel 4),
die das erprobte Design schon im WWW vertretener Zeitungen erweitert. Die
Zeitungsartikel werden nicht online geltert, da die st

andige Aktualisierung des
Pressespiegels den Benutzer sehr verwirren w

urde.
Dieses Kapitel ist wie folgt organisiert. Der erste Abschnitt stellt den Auf-
bau des gesamten PZ -Systems vor. In Abschnitt 5.2 wird dann speziell auf die
Durchf

uhrung des Filterns im PZ -System eingegangen. Der folgende Abschnitt
5.3 widmet sich den Lernverfahren, die zur Anpassung der einzelnen Agenten und
des gesamten Agentensystems an den Benutzer verwendet werden. Die Ans

atze
der vorliegenden Arbeit werden im letzen Abschnitt des Kapitels mit anderen In-
formationsltern verglichen, die ebenfalls als Multiagentensystem aufgebaut sind.
5.1 Aufbau des PZ -Systems
Informationslter arbeiten mit Str

omen von Dokumenten, deshalb haben IF-
Systeme fast immer eine Pipeline-Struktur: Die Dokumente gelangen an einer
Stelle in das System, werden nacheinander verschiedenen Bearbeitungsschritten
unterworfen und treten { abh

angig von dem Ergebnis der Verarbeitung { wieder
aus dem System aus. Im Architekturschaubild (Abbildung 5.1) des PZ -Systems
ist diese Struktur im Verlauf von oben nach unten gut zu erkennen. Eingangs-
daten sind HTML-Seiten mit Zeitungsartikeln, die von WWW-Servern deutscher




















































Abbildung 5.1: Architektur des PZ -Systems.
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Tageszeitungen stammen. Die ersten Verarbeitungsschritte sind die Indexierung
der Dokumente und die Durchf

uhrung eines Clusterings. Anschlieend werden
die Ergebnisse (Indices und Cluster) in ein Blackboard gespeichert. Aus diesem
werden nach dem Selektionsproze die Bewertungen der verschiedenen Filter-
agenten entnommen und zu einem Ranking der Zeitungsartikel zusammengefat.
Die Anzeige der als interessant bewerteten Artikel erfolgt wiederum im WWW

uber einen eigenen PZ -WWW-Server.
Charakteristisch f






der Reaktionen der Benutzer in den Filterproze. Auch dies erfolgt imPZ -System.
Die Anzeigekomponente sammelt Feedback und stellt es

uber das Blackboard





uck der PZ -Architektur ist das Multiagentensystem, das die Selektion
der Artikel durchf

uhrt. Es besteht aus einer Population mit je einem Cluster-
und Globalagenten und einer variablen Menge von Ressort- und Themenagenten.
Jedem Benutzer ist eine eigene Population von auf ihn spezialisierten Agenten
zugeordnet. Die Agenten benutzen das zentrale Blackboard, um gemeinsam an
der Filteraufgabe zu arbeiten. Jeder Agent erstellt auf Grundlage der Artikelin-
dices aus dem Blackboard ein Ranking der Artikel und lernt aus dem Feedback,
das er ebenfalls von dort bekommt. Die Steuerung fordert die einzelnen Agen-
ten der Reihe nach auf, die Daten im Blackboard zu bearbeiten und Ergebnisse









art, so sorgt die Steuerung daf

ur, da neue Agenten erzeugt werden,
die zuk






Das PZ -System wurde { wie oben begr

undet { nicht als Online-Filter ausgelegt,
sondern verarbeitet die Dokumente immer nur blockweise. Ein solcher Block be-
steht aus den Zeitungsartikeln, die an einem Tag in den Internetausgaben von
vier deutschen Tageszeitungen erschienen sind. Jede Nacht l

adt ein externes Hilfs-
programm
2
die gesamten HTML-Seiten der Zeitungen zu dem aktuellen Datum
von den WWW-Servern der Tageszeitungen und legt diese in einem Verzeichnis
auf der lokalen Festplatte ab.
Im PZ -System besteht jeder Artikel aus den Datenfeldern Schlagzeile, Kopf-
zeile, Untertitel, Kurzzusammenfassung, Artikeltext, Zeitungsname, Ressort, Au-
tor und Datum. Die Textextraktion zieht in zwei Stufen aus den gespeicherten








56 PZ - Der pers

onliche Pressespiegel
Die HTML-Seiten der Zeitungen werden zun

achst in drei Kategorien einge-
teilt:
1. HTML-Seiten, die den Text eines Zeitungsartikels und u.U. zus

atzlich Ver-






uber einzelne Ressorts oder die ganze Zei-
tung enthalten, die in Form von Listen mit Verweisen auf Seiten der ersten
Kategorie gestaltet sind,
3. HTML-Seiten, die sonstige Angebote der Zeitung beschreiben (z.B. die
M







ur den Filterproze m

ussen die HTML-Seiten der ersten Kategorie herausge-
funden werden. Nach einer Analyse der verschiedenen Formate der HTML-Seiten
wurden f









Die nach dieser ersten Stufe

ubrigbleibenden Seiten enthalten nicht nur die
Artikeldaten. Z.B. enth

alt jede Seite f

ur die Darstellung des Artikels im WWW-
Browser HTML-Tags wie <I> oder <CENTER>. Diese Tags sollten nicht zur In-
dexierung des Artikels verwendet werden, da sie keine inhaltliche Information
liefern. Die Texte von Verweisen auf andere Artikel oder auf die Stammseite der
Zeitung geh

oren ebenfalls nicht zu den Daten eines Artikels, die in der zweiten
Stufe extrahiert werden sollen.
Die Tageszeitungen produzieren ihre Internetausgaben parallel zu der konven-





ur die Leser als eine Einnahmequelle f

ur die Zeitungsverlage darstellt,
mu die Erstellung der HTML-Seiten kosteng

unstig ohne viel Aufwand erfolgen.
Heutzutage werden Zeitungen nur noch mit Computersatzsystemen produziert,
so da die Artikel schon in elektronischer Form vorliegen. Die Verlage benutzen
die Exportm

oglichkeiten der Satzsysteme, um nicht nur Ausgaben f

ur Druck-
maschinen, sondern auch automatisch HTML-Seiten zu erzeugen. Dazu werden
allgemeine Layoutvorlagen mit den Daten eines konkreten Artikels ausgef

ullt.
Aufgrund der Automatisierung haben die HTML-Seiten einer Zeitung eine ge-
wisse Struktur, die zur Extraktion der Artikeldaten ausgenutzt werden kann.
Im PZ -System gibt es f

ur jede Zeitung eine spezialisierte Menge von Regeln




ucken. Diese schneiden aus den HTML-Seiten die
Artikeldaten heraus. Wie schon die Regeln zur Klassikation der HTML-Seiten
sind auch diese Regeln durch die Analyse vieler Seiten entstanden. Bei einer Lay-
out

anderung von Seiten der Zeitungsverlage sind die Regeln { mit betr

achtlichen
Aufwand { von Hand neu zu erstellen. Hier b

ote sich in weiteren Versionen des
PZ -Systems der Einsatz eines Lernverfahrens an, das auf der Grundlage einiger
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Beispiel-HTML-Seiten, bei denen die Artikeldaten markiert sind, eine Syntax der
Struktur der Seiten lernt. W

ahrend der Anwendung der Syntax zum Parsen neuer
Seiten kann die Performanz der Extraktion

uberwacht werden. Steigt die Fehler-
rate stark an, wird eine Fehlermeldung ausgeben und anhand der Markierungen
eines menschlichen Experten f

ur die fehlerhaft extrahierten Dokumente kann neu
gelernt werden.
Bis auf den Artikeltext werden die Daten aller Artikel eines Tages in einer
Artikelliste gespeichert, die im Blackboard abgelegt wird. Mit den Artikelda-
ten werden ebenfalls schon vorformatierte HTML-Seitenteile f

ur jeden Artikel
erzeugt. Die Anzeigekomponente des PZ -Systems erg

anzt diese Teile anschlie-
end um benutzerspezische Abschnitte (z.B. Listen von Verweisen auf weitere
gelterte Artikel) ud stellt sie f

ur den Benutzer dar.
Die Textdaten eines Artikels sind Schlagzeile, Kopfzeile, Unterzeile und Arti-
keltext. Nur diese werden f

ur das Filtern zur Repr

asentation des Inhalts benutzt.
Das PZ -System verwendet W

orter als Indexierungsterme und speichert diese in
der Vektorraumdarstellung als geordnete Listen von (Term,Termgewicht) Paaren
ab.
Um den Einsatz von Lernverfahren zu vereinfachen, sollte der Termraum
m

oglichst klein gehalten werden. Da es sich bei den zu lternden Dokumenten um
deutsche Tageszeitungsartikel handelt, wurden bei der Auswahl von Dimensions-
reduktionsverfahren (siehe Abschnitt 2.3.1.3) die Besonderheiten dieser Dom

ane
beachtet (siehe auch [Schewe, 1997]). Zum einen haben Zeitungsberichte einen
eigenen Stil, der als Pressesprache bezeichnet wird, zum anderen sind die Artikel
in Deutsch verfat.
Die Syntax der Pressesprache zeichnet sich u.a. durch einen ausgepr

agten
Nominalstil und die Bevorzugung von Einfachs

atzen vor komplizierten Satz-
gef

ugen aus. Der Wortschatz besteht aus vielen Ad-hoc-Zusammensetzungen





ortern und aktuellen Bezeichnungen (z.B. Steuerreform oder Rinderseu-
che). Adjektive und Substantive repr

asentieren durch die lexikalischen und syn-
taktischen Merkmale der Pressesprache den Inhalt eines Artikel in weitaus h

oher-
em Mae als z.B. Verben, Adverbien oder Artikel.
Kennzeichnend f

ur die deutsche Sprache ist u.a. eine eine groe Vielfalt an
Flexionen. Dies unterscheidet Deutsch z.B. von der englischen Sprache, die die
Dokumentensprache bei den meisten IR- und IF-Systemen ist.
Diese beiden Charakteristika der Dom

ane legen die Termauswahl nach den
Wortarten Substantiv (hierunter werden auch Orts- und Eigennamen verstan-




achste Schritt der Indexierung ist daher eine morphologische Analyse
der Textdaten aller Artikel. Daf

ur wird das Programm GERTWOL der nni-
schen Firma Lingsoft, Inc. benutzt. GERTWOL ist ein System zur automatischen
Wortformerkennung deutscher W

orter [Haapalainen und Majorin, 1994]. Es be-
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sitzt ein umfangreiches Lexikon mit etwa 85.000 Wortformen, eine umfassende
Derivationsmorphologie und einen vollst

andigen Mechanismus zur Komposita-
bildung und -zerlegung. In Tests des Herstellers auf verschiedenen Textkorpora
erzielte GERTWOL eine Datenabdeckung von

uber 98% auf unbeschr

ankten Tex-
ten. GERTWOL gibt zu jedem eingegebenen Wort alle m

oglichen Lesungen an,
die jeweils aus der Grundform des Wortes und morphologischen Daten zur Wort-
form (u.a. der Wortart) bestehen. Das Wort
"
Systeme\ wird z.B. folgendermaen
zerlegt:
"<*systeme>"
"*system" S NEUTR PL NOM
"*system" S NEUTR PL AKK
"*system" S NEUTR PL GEN
Die morphologische Analyse wird von der Termgenerierung zur Dimensionsre-
duktion benutzt. Es werden nur diejenigen Grundformen der W

orter in die Artike-
lindices aufgenommen, die die Wortart Substantiv (GERTWOL-Kennzeichnung
S), Eigenname (EIGEN) oder Adjektiv (A) besitzen. Im gleichen Verarbeitungs-
chritt werden die Terme gez

ahlt und so die Termfrequenz ermittelt. Diese wird
als als vorl

auges Termgewicht im Artikelindex verwendet. Da alle Zeitungsar-
tikel hintereinander bearbeitet werden, kann auch die Dokumentfrequenz eines
jeden Terms der Kollektion bestimmt werden. Diese Information wird ebenfalls
in Vektordarstellung als Kollektionsindex an die n

achste Verarbeitungsstufe wei-
tergereicht. Die TFIDF-Gewichtung errechnet nun die TFIDF-Gewichte nach der
auf Seite 16 angegebenen Formel und speichert die gewichteten Indices ab.
Abbildung 5.2 zeigt abschlieend den Aufbau der Indexierungskomponente
des PZ -Systems und den Flu der Daten durch die einzelnen Verarbeitungs-
schritte.
5.2.2 Clustering
Das PZ -System verarbeitet die Artikel mehrerer Tageszeitungen. Zu einemNach-
richtenthema gelangen daher oft mehrere Artikel in das System. F

ur den Benutzer
ist es hilfreich, wenn diese Gruppen von Artikeln zu einem Thema gemeinsam an-





verschiedenen Meinungen der Zeitungen erhalten.
Die Artikelkollektion besteht zu Anfang aber nur aus einer Menge von ein-
zelnen Artikeln. Clustering (auch Clusteranalyse genannt) ist ein Verfahren des
Maschinellen Lernens, das in einer Menge von ungeordneten Objekten Gruppen

ahnlicher Objekte (Cluster) identiziert.Dazu ist eine formale Denition der

Ahn-
lichkeit zweier Objekte n

otig. Beim Clustering der Zeitungsartikel im PZ -System












































ist der Kosinus des Winkels, der von den beiden Vektoren
eingeschlossen wird (Kosinus-Ma). Die

Ahnlichkeit kann als Skalarprodukt der





































onnen als Mengen von Artikeln dargestellt wer-
den. Zwischen Clustern mu ebenfalls ein

Ahnlichkeitsma deniert werden. Man
kann z.B. die Centroiden de Termvektoren der im Cluster enthaltenen Artikel be-
stimmen und diese Vektoren mit dem obigem

Ahnlichkeitsma vergleichen. Die
im PZ -System verwendete Methode berechnet die





als den Durchschnitt der

Ahnlichkeiten der Artikel des einen Clusters zu






























Der Algorithmus zum Clustern der Artikelkollektion K = fd
1
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1. Initialisiere die Menge C der Cluster mit fc
1









ur k = 1; : : : ; n ist.








































der Menge C aus, die jc
k










































als die aktuelle Clustermenge C und fahre bei 2.
fort.
Der Algorithmus hat eine Laufzeit von O(n
2
), da beim ersten Durchlauf des
Punktes 2. die






onnen in einer Matrix abgespeichert werden und stehen somit
in folgenden Zyklen f















Ahnlichkeit, die die Cluster
mindestens besitzen m

ussen und ist im PZ -System nach einigen Testl

aufen auf
0,12 festgelegt worden. Die so erzeugten Cluster bestehen durchweg aus Artikeln,
die sich thematisch stark

ahneln.
Im PZ -System werden Cluster nur weiter verwendet, wenn sie mehr als drei
Artikel umfassen. Die Clusterbeschreibungen werden zu den Ergebnissen der In-
dexierung in das Blackboard geschrieben.
5.2.3 Filteragenten
Das Multiagentensystem besteht aus einer Population von Filteragenten, die je-
weils Zeitungsartikel mit unterschiedlichen Verfahren bewerten. Jeder Agent hat
gleichermaen Zugri auf die Artikelindices, den Kollektionsindex, die Artikelli-
ste und die Clusterbeschreibungen im Blackboard. Die Agenten benutzen diese
Daten, um Empfehlungen f

ur Artikel zu erstellen. Eine Empfehlung wird immer
von einem Kondenzwert des Agenten f

ur die Empfehlung begleitet, so da eine
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Rangordnung (Ranking) unter den Empfehlungen entsteht. Artikel, bei denen ein
Agent sich seiner Empfehlung sehr sicher ist, die Kondenz also einen hohen Wert
hat, sollten dem Benutzer als besonders interessant angeboten werden. Vertraut
der Agent seiner Empfehlung nicht so sehr, wird der Artikel erst sp

ater angezeigt.
Im PZ -System existieren vier Arten von Filteragenten: Clusteragenten, Glo-
balagenten, Ressortagenten und Themenagenten. Die letzen drei Arten bestim-
men ihre Empfehlungen f

ur Artikel durch eine Modellierung des Benutzerinter-
esses auf thematischer Ebene, w

ahrend ersterer das Interesse des Benutzers an
aktueller Information abbildet und darauf basierend Empfehlungen ausspricht.
Im folgenden wird der Empfehlungsmechanismus jeder Agentenart beschrieben.
Clusteragent (CA): Wie schon in Kapitel 4 erw

ahnt, kann die Anzahl der Ar-
tikel zu einem Thema als Indikator f

ur die Wichtigkeit dieses Themas auf-
gefat werden. Wichtigkeit bestimmt nicht die Relevanz des Artikel f

ur den
Benutzer, sondern mit die Bedeutsamkeit des Artikelthemas aufgrund der
Nachrichtenlage aus der globaleren Perspektive der Zeitungsherausgeber.
Das Clustering gruppiert nun gerade

ahnliche Dokumente der Artikelkol-
lektion zusammen. Die Gr

oe eines Clusters kann also als Wichtigkeitsma
verwendet werden. Dieses Ma erm

oglicht es dem Clusteragenten, die wich-
tigsten Cluster herauszunden. Anstatt dann Empfehlungen f

ur alle Ar-
tikel dieser Cluster auszusprechen, empehlt der Clusteragent jedoch nur




ur das Thema des





keit zu dem Centroiden des Clusters aufweist. Der Centroid eines Clusters
wird durch den Termvektor repr

asentiert, der durch das Aufsummieren der
Termvektoren aller im Cluster enthaltenen Artikel und anschlieende Di-
vision durch die Anzahl der Artikel berechnet wird. Der Kondenzwert zu
einem empfohlenen Artikel ist proportional zu der Gr





alt genau einen Clusteragenten.
Globalagent (GA): Dieser Agent (wie die beiden folgenden) benutzt ein Prol
in Form eines Termvektors als Repr

asentation der Interessen des Benutzers.





Beschreibung hier wird von der Existenz eines solchen Prols ausgegangen.
Der Globalagent berechnet nun die






; : : : ; d
n





oer als der Schwellwert 
GA
, so wird der entsprechende
Artikel vom Globalagenten empfohlen. Die Kondenz der Empfehlung ist
der Wert der

Ahnlichkeit zwischen Prol und Artikel.
Es gibt nur einen Globalagenten in der Agentenpopulation eines Benutzers.










anken aber die Berechnung der

Ahnlichkeit zum Prol p
RA
r























liegt. Sie unterscheiden sich aber von Globalagenten
in der Weise, wie das Prol aufgebaut wird (siehe 5.3.1).
Die Anzahl der Themenagenten in der Agentenpopulation eines Benutzers
ist nicht von vorneherein festgelegt, sondern ist Ergebnis des Lernens, und
kann { wie die Zahl der Ressortagenten {

uber der Zeit variieren.
5.2.4 Zusammenfassung der Empfehlungen
Die Agenten schreiben ihre Empfehlungen mit den dazugeh

origen Kondenzwer-
ten in das Blackboard. Zu einem Artikel existieren also u.U. mehrere Empfehlun-
gen von verschiedenen Agenten mit jeweils unterschiedlicher Kondenz. Damit
eine Rangordnung der gelterten Artikel entsteht, sollte das Ergebnis der Fil-
terung aber eine Empfehlung mit einem Kondenzwert f

ur jeden Artikel sein.
Dazu m

ussen die Ergebnisse der Filteragenten zusammengefat werden.
Jeder von einem Agenten empfohlene Artikel gelangt in den Pressespiegel.
Der Kondenzwert der Empfehlung des Artikel f

ur den Pressespiegel berechnet
sich als gewichtete Summe der Kondenzwerte der Agenten. Dabei wird nicht
f

ur jeden Agenten ein eigenes Gewicht vergeben, sondern jede Agentenart hat








). Bei Cluster-, Global- und Res-
sortagenten bedeutet dies keine Einschr

ankung, da zu einem Artikel h

ochstens
eine Empfehlung der jeweiligen Agentenart vorliegen kann. Wenn es aber meh-
rere, sich sehr

ahnelnde Themenagenten gibt, kann es vorkommen, da mehrere
Themenagenten Empfehlungen f

ur einen Artikel geben. In diesem Fall wird die
Empfehlung mit dem h

ochsten Kondenzwert als Empfehlung der Agentenart
verwendet (siehe auch [de Kroon et al., 1996]). Die Gewichte der Zusammen-
fassungskomponente dr

ucken eine Art Vertrauen aus, da Empfehlungen einer
Agentenart das Interesse des Benutzers treen.
5.3 Lernen durch Feedback
F

ur das PZ -System wurde u.a. das Ziel formuliert, da sich das System
selbst

andig an das Interesse der Benutzer anpasst. Auerdem sollte die Ver

ande-
rung des Benutzerinteresses mit der Zeit verfolgt werden k

onnen. Um diese Zie-
le zu erreichen, benutzt das PZ -System die Reaktionen der Benutzer auf die
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erstellten Pressespiegel. W

ahrend der Benutzung des Pressespiegels nimmt die
Anzeigekomponente implizites (der Benutzer liest einen Artikel bzw. er

uber-
springt ihn) und explizites (der Benutzer bet

atigt einen der Feedbackhyperlinks
im Anzeigefenster) Feedback des Benutzers auf.

Uber das Blackboard kann das
Multiagentensystem auf diese Daten zugreifen. Die Reaktionen des Benutzers auf
einen Artikel d werden im PZ -System wie folgt gewertet:
Benutzerreaktion Bewertung FB(d)
Artikel nicht gelesen 0
Artikel gelesen oder im Kiosk bewertet 1
Artikel als interessant bewertet 2
Artikel als uninteressant bewertet -1
Zur anf

anglichen Erfassung und zur st

andigen Verfolgung des Benutzerinter-
esses werden im PZ -System eine Reihe von Lernverfahren auf zwei verschiedenen
Ebenen eingesetzt.
Die einzelnen Agenten lernen jeweils durch den Rocchio-Algorithmus unter-
schiedliche Aspekte des Benutzerinteresses. Sie verwenden einen Schwellwertler-
ner, um zu entscheiden, welche Artikel empfohlen werden und welche nicht.
Im gesamten Agentensystem ndet die Anpassung an den Benutzer zum einen
durch die Erzeugung neuer Agenten f

ur neue Interessensbereiche statt. Zweitens
werden durch ein Belohnungs/Bestrafungssystem Agenten, die einen Teilbereich
des Interesses gut abbilden, gef






angt. Schlielich erfolgt eine Anpassung der Gewichte der
Zusammenfassungskomponente gem

a der Filterleistung der Agentenarten.
Diese Lernmechanismen werden im folgenden einzeln beschrieben.
5.3.1 Lernen der einzelnen Agenten
Jeder Agent soll einen Aspekt des Benutzerinteresses abbilden. Bei Clusteragen-
ten, die das Interesse an aktuellen Nachrichten repr

asentieren, ist die Anpassung
an den Benutzer alleine durch die im Abschnitt 5.3.2 beschriebenen Mechanis-
men ausreichend. Die Verfahren in diesemAbschnitt werden also nur von Global-,
Ressort- und Themenagenten angewendet.
5.3.1.1 Der Rocchio-Algorithmus
Bei der Entwicklung von SMART, einem experimentellen Information Retrieval
System [Salton, 1971], wurde bemerkt, da Benutzer ihre initiale Anfrage, die
aus wenigen Termen bestand, nach der Anzeige einiger Dokumente oft um weitere
Terme erg

anzten und das System eine neue Antwort generieren liessen. Durch die
zus

atzlichen Terme wurde die Suche nach Dokumenten weiter fokussiert und der
Anteil relevanter Dokumente in der Antwort des IR-Systems stieg. Der Zyklus
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Anfrage/Anzeige von Dokumenten/Reformulierung der Anfrage wurde solange
durchlaufen, bis der Informationsbedarf des Benutzers gedeckt war.
Das Relevance Feedback bietet f

ur den Benutzer eine Vereinfachung des Pro-
zesses. Anstatt den Informationsbedarf charakterisierende Terme anzugeben, mu
er nur die Relevanz einiger Dokumente bez

uglich seines Interesses markieren.
Wird das Vektorraummodell f

ur Dokumente d und die Anfrage q
n
benutzt, gibt
der Rocchio-Algorithmus an, wie eine neue Anfrage aufgrund der Relevanzmar-
kierungen f

ur die Dokumente erzeugt wird [Rocchio, 1971]. Sei P die Menge der





. Die nicht relevanten Dokumente bilden die Menge N . Dann kann ein
Vektor f

ur eine neue Anfrage q
n+1




















Durch die Iteration des Prozesses n






ur das Benutzerinteresse optimalen Anfrage q
opt
.
Im Information Filtering kann der Rocchio-Algorithmus zur Erstellung von
Benutzerprolen verwendet werden. F

ur jede vom Benutzer vorgegebene Klasse
C der Dokumente kann mittels eines Schrittes des Rocchio-Algorithmus ein Prol
p
C



























Die Klassikation eines neuen Dokuments erfolgt nun durch die Berechnung
der

Ahnlichkeit des Dokuments d mit den Prolen p
C




















Ist die Klassikation der Dokumente bin

ar + oder   (z.B. relevant/nicht











(d; p) > 
  sonst
Im PZ -System wird der Rocchio-Algorithmus nicht nur zur einmaligen Be-
rechnung von initialen Prolen benutzt. Falls der Benutzer Artikel aus seinem
3
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Pressespiegel gelesen hat, existiert Feedback f

ur diese Artikel im Blackboard.
Dies kann zur Verbesserung des Prols w

ahrend der fortgesetzten Benutzung des
Systems verwendet werden. Die einzelnen Agentenarten gehen dabei unterschied-
lich vor:
Globalagent: Das Prol des Globalagenten p
GA
soll das allgemeine Interesse
des Benutzers abbilden. Daher benutzt der Globalagent alles Feedback im
Blackboard. Zur Modikation des Prols werden die Termvektoren der f
Artikel, die gelesen oder bewertet wurden, gewichtet mit der Bewertung















Das Prol des Globalagenten w

achst jeden Tag, da t

aglich neue Terme in
der Artikelkollektion auftauchen. Daher wird f

ur jeden Term im Prol ge-
speichert, wann er zuletzt bei einer

Ahnlichkeitsberechnung benutzt wurde.




uck, wird der Term aus dem Prol entfernt.
Ein Term wird ebenfalls als unwichtig betrachtet und gel

oscht, wenn er vor
mehr als 
2
Tagen zuletzt benutzt worden ist und ein Gewicht kleiner  be-
sitzt. So wird das Wachstum des Prols gering gehalten und alte Interessen,
die nicht mehr aktuell sind, verschwinden aus dem Prol.
Ressortagent: Die Prole dieser Agenten spiegeln das Interesse eines Benut-
zers an Themen eines Ressorts. Auch die Verarbeitung von Feedback be-
schr

anken Ressortagenten also auf das ihnen zugeordnete Ressort r. Anson-
sten verl

auft die Modikation des Prols wie bei Globalagenten.
Themenagenten: Diese Agenten verfolgen einzelne Themen, an denen der Be-
nutzer besonderes Interesse gezeigt hat. Ihr Prol

andern Themenagen-





ahrend des Filterprozesses merkt sich jeder Themenagent solche Artikel.
Im Lernschritt wird zu jedem der gespeicherten Artikel im Blackboard die
Bewertung abgefragt und der Termvektor des Artikels (entsprechend der












um zu entscheiden, ob ein Artikel empfohlen wird. Bei Themenagenten hat sich
der feste Schwellwert 
TA
i





anken sich auf ein sehr spezielles Thema und
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haben kleine, wenig streuende Prole. Globalagenten dagegen decken weite In-
teressenbereiche ab und besitzen ein breit gestreutes Prol. Deswegen wird der





achsten Abschnitt wird das

okomische System der Agentenpopulation
ausf

uhrlich vorgestellt. Hier sei nur erw











Der Globalagent benutzt zur Bestimmung eines Empfehlungsschwellwertes

GA
eine Rangordnung aller Artikel nach ihrer

Ahnlichkeit mit dem Prol, die







arts wird der Break-Even-Point von Empfehlungskosten und Belohnungen
berechnet. H

atte der Globalagent im zur

uckliegenden Pressespiegel alle Artikel









atten sich Kosten und
Belohnung die Waage gehalten. Es wird nun angenommen, da der

Ahnlichkeits-
wert des Artikels am Break-Even-Point sich auch als Schwellwert f

ur die Be-




achsten Pressespiegel eignet. Um Schwan-
kungen des Benutzerverhaltens (und damit der Feedbackverteilung) an einzelnen
Tagen auszugleichen, wird der Mittelwert der

Ahnlichkeit des Artikels am Break-
Even-Point und des alten Schwellwert als neuer Schwellwert verwendet.
5.3.2 Lernen im gesamten Agentensystem
Die Population der Agenten imPZ -System f

uhrt eine Art konkurrierendes Lernen
durch. Jeder Agent lernt lokal, einen Teilbereich des Benutzerinteresses immer
besser abzubilden. Im Rahmen des gesamten Multiagentensystem mu er sich
auch gegen die anderen Agenten durchsetzen.
5.3.2.1 Erzeugung neuer Agenten
Falls ein Agent das Feedback zu einem Artikel beim Lernen benutzt, vermerkt
er dies im Blackboard. Nachdem alle Agenten der Population gelernt haben,
fragt die Steuerung im Blackboard den Bearbeitungsstatus der Feedbackdaten ab.
Gibt es Artikel, deren Thema der Benutzer als interessant bewertet hat, die aber
nicht von einem Themenagenten empfohlen wurden, wird ein neuer Themenagent
gestartet. Das Prol dieses Agenten besteht anf

anglich nur aus dem Termvektor
des interessanten Artikels. Falls der Benutzer einen Artikel liest, der vom Global-
oder von einem Themenagenten empfohlen wurde, oder im Kiosk sein Interesse




ur das Ressort dieses Artikel momentan
kein Ressortagent existiert, wird ein Ressortagent f

ur dieses Ressort erzeugt. Hier
entsteht das initale Prol aus den allen Artikeln, die im aktuellen Pressespiegel
aus diesem Ressort vom Benutzer bewertet wurden.




ahnt, agieren die Agenten in einem

okonomischen System. Jeder













ur den Benutzer ist. Es wird angenommen, da es f

ur den Benut-
zer Aufwand bedeutet, die Schlagzeile und den Untertitel jedes Artikels auf den
Ressort

uberblicksseiten des Pressespiegels zu lesen und zu entscheiden, ob er den





ur eine Empfehlung in Rechnung gestellt. Andererseits erzeugt der
Agent auch Nutzen f

ur den Benutzer, indem er interessante Artikel aus der groen






, die der Agent erh

alt, falls der Benutzer einen von ihm empfohlenen






ur das Empfehlen eines Artikels, den der Benutzer als uninteressant
bewertet.
Jeder Agent wertet das Feedback im Blackboard in Hinblick auf Belohnungen




achsten Pressespiegel berechnet sich
aus dem alten Etat abz

uglich der Kosten f

ur das Empfehlen von Artikel f

ur den
aktuellen Pressespiegel und der Bestrafungen f

ur empfohlene, aber nicht als rele-
vant befundene Artikel, zuz

uglich der Belohnungen f

ur vom Benutzer als relevant
bewertete, von ihm empfohlene Artikel.
Der Etat bestimmt f

ur jeden Agenten, wie viele Artikel er f

ur einen Presse-
spiegel empfehlen darf. Die Kosten f









ugung stehenden Etat E
A

















ullt bleiben. Reicht der Etat eines Agenten nicht mehr dazu, Artikel
zu empfehlen, wird der Agent aus der Population entfernt.
Nur

uber diesen Belohnung-/Bestrafungsmechanismus lernt der Clusteragent,
wieviele Empfehlungen er aussprechen darf. Zeigt der Benutzter Interesse an wich-
tigen Nachrichten, erh

alt der Agent Belohnungen und ist in der Lage, auch am
n

achsten Tag eine gewisse Anzahl Artikel vorzuschlagen. Interessieren den Be-
nutzer eher spezische Themen als die allgemeine Nachrichtenlage, wird der Clu-
steragent einen kleinen Etat haben und wenig vorschlagen.
Agenten, die nie etwas vorschlagen (und deshalb auch nie eine Belohnung be-
kommen), bieten keinen Nutzen f

ur den Benutzer, k

onnen aber beliebig lange in









Lesen\ der Artikelkollektion durch einen Agenten de-
niert. An jedemTag verringert sich der Etat eines Agenten automatisch um diesen
Wert. So werden Agenten, die nicht mehr aktuelle Themen- und Interessensbe-
reiche abbilden und daher keine relevanten Artikel empfehlen k

onnen, langsam
aus der Population entfernt.
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5.3.2.3 Anpassung der Gewichte der Zusammenfassungskomponente
Die unterschiedlichen Kondenzwerte zu Empfehlungen einzelner Agentenarten
werden von der Zusammenfassungskomponente zu einem Kondenzwert kombi-
niert. Jeder Agentenart zugeordnete Gewichte dr

ucken den Stellenwert von Emp-
fehlungen dieser Agentenart f

ur die Rangordnung des Pressespiegels aus.





uhrung der Zusammenfassung und deren Anpassung an die Interessen des




; : : : ; x
5
.
Die letzten vier werden mit den Kondenzwerte der vier Agentenarten belegt.
Die erste Einheit ist die Schwellwerteinheit, an der immer der Wert 1 anliegt. Die
Eingabeeinheiten sind mit einer einzelnen Ausgabeeinheit verbunden. Jede Ver-
bindung ist mit einem Gewicht g
1
; : : : ; g
n
versehen. Die Ausgabeeinheit summiert
die mit dem entsprechenden Gewicht multiplizierten Werte der Eingabeeinheiten








































Abbildung 5.3: Das von der Zusammenfassungskomponente verwendete Perzep-
tron.
Zum Lernen wird zun

achst ebenfalls der Ausgangswert o f

ur die Konden-
zwerte der Empfehlungen zu einem Artikel d berechnet. Dieser wird mit der
tats





Da die Ausgabeeinheit des Perzeptrons nur Werte im Intervall (0::1) liefert, wird
FB
Perzeptron







ur FB(d) > 0
0; 1 sonst
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 = o   FB
Perzepton
(d)
Nun werden die Gewichte der Eingangseinheiten ver












ur i = 1; : : : ; 5
 ist eine kleine positive Konstante, mit der die Lernrate des Perzeptrons be-
stimmt werden kann.
Nacheinander wird dieser Proze f






uber alle Beispiele kann solange wiederholt werden, bis die
Summe der Fehler f

ur die Artikel minimal ist.
Experimente im PZ -System haben gezeigt, da die optimale Anpassung der
Gewichte an das Artikelfeedback nicht w

unschenswert ist, da die Verteilung des
Feedbacks auf die Agentenarten je nach Tag sehr unterschiedlich ist. Eine Mini-
mierung des Perzeptronfehlers w

urde deshalb zu starken t

aglichen Schwankun-
gen der Gewichte f

uhren. Insbesondere besteht die Gefahr, da das Gewicht einer
Agentenart negativ wird, falls der Benutzer an einemTag nur wenige Artikel liest,
die von dieser Agentenart empfohlen wurden. Ein negatives Gewicht bedeutet die
Verkehrung einer Empfehlung: je sicherer die Empfehlung f

ur den Agenten ist,
desto weniger relevant wird der Artikel f

ur den Benutzer sein. Dies entspricht
nicht dem generellen Ziel eines jeden Agenten, ein positives Abbild der Interessen
des Benutzers darzustellen.
Aufgrund dieser Beobachtung werden im PZ -System nur eine festgelegte An-
zahl Lernschritte f

ur das Perzeptron durchgef

uhrt. Das Perzeptron pat sich zwar
langsamer, daf

ur aber kontinuierlich an die Lesegewohnheiten des Benutzers an.
5.4 Vergleich mit anderen Informationsltern
In Kapitel 2 wurden bereits einige Informationslter mit verschiedenen Lern-
verfahren vorgestellt. In diesem Abschnitt sollen insbesondere Informationslter
beschrieben werden, die als Multiagentensysteme aufgebaut sind. Die Methoden
dieser Filter werden mit den Ans

atzen, die im PZ -System verwirklicht sind, ver-
glichen.
5.4.1 Informationslter von Baclace
Die Idee von miteinander konkurrierenden Agenten innerhalb eines Informations-
lters wurde zum ersten Mal von Paul Baclace formuliert [Baclace, 1992]. Sein
Multiagentensystem besteht aus homogenen, nicht miteinander kommunizieren-
den Agenten. Das Prol eines Agenten besteht aus einer festen Klassikationssre-
gel, einem Vorhersagewert f

ur die Bewertung der Dokumente, die durch die Regel
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positiv klassiziert werden, und einem Etat. Die Repr

asentation der Dokumente





Klassikationsregeln bestehen aus Konjunktionen von Attributwerten.
Gilt eine Regel f

ur ein Dokument, so gibt der zugeh

orige Agent den Vor-
hersagewert als Bewertung des Dokuments aus. F

ur diese Bewertung wird dem
Agenten ein kleiner Betrag von seinem Etat abgezogen. Die Bewertungen aller
Agenten zu einem Dokument werden summiert und durch die Anzahl der Bewer-
tungen geteilt. F

ur einen Block von Dokumenten wird so jeweils der Durchschnitt
der Agentenbewertungen f

ur jedes Dokument berechnet. Anschlieend wird eine




Jede Bewertung des Benutzers f

ur ein Dokument ergibt eine Belohnung in
festgelegter H

ohe. Die Agenten, deren Vorhersage nahe an der tats

achlichen Be-
wertung lag, teilen sich diese Belohnung. Die restlichen Agenten, die stark abwei-
chende Bewertungen vorhersagten, m

ussen eine Strafe zahlen, die dann ebenfalls
unter den gut vorhersagenden Agenten verteilt wird. Dieser Mechanismus f

uhrt
dazu, da nicht zu viele Agenten Vorhersagen zu einem Dokument erstellen. In
diesem Fall w

urde die feste Belohnung so stark aufgeteilt werden, da die Kosten
f





aren als die Belohnung. Die Agenten bezahlen au-
erdem eine Art Miete, um in der Agentenpopulation zu bleiben. Sinkt der Etat
eines Agenten auf null, wird er aus der Population gel

oscht.
Die Agent lernen lokal nicht durch die Anpassung der Regel, sondern durch
Justierung des Vorhersagewertes f

ur die Bewertung in Richtung der tats

achli-
chen Bewertung des Dokuments. Agenten mit neuen Regeln werden durch eine
Steuerkomponente erzeugt: Reagiert keiner der vorhandenen Agenten auf ein Do-
kument, werden neue Agenten mit Regeln f











Viele Ideen aus diesem System sind in die Gestaltung nachfolgender Infor-
mationslter eingeossen. Im PZ -System ist jeder Agent ebenfalls mit einem
Etat ausgestattet, zahlt einen Betrag f

ur das Empfehlen von Artikeln und das
Verbleiben in der Population. Die Verteilung von Belohnungen ist jedoch unter-
schiedlich geregelt. Die gr

oten Unterschiede der beiden Systeme liegen aber bei
den verwendeten Filter- und Prollernverfahren. Hier benutzt das PZ -System
das Vektorraummodell mit dem Rocchio-Algorithmus, w

ahrend Baclaces System
starre Regeln und die Anpassung des Vorhersagewertes anwendet.
5.4.2 Newt
Im News-Filteringsystem NewT [Sheth, 1994] erzeugt der Benutzer selber f

ur
einzelne Teilbereiche seines Interesses jeweils einen Agenten (z.B. einen Sport-,
einen Wirtschaft- und einen Politikagenten). Der Benutzer kann dem Agenten in-
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teressante Artikel oder Artikelpassagen zeigen (Programming by Demonstration),
oder den internen Zustand des Agenten direkt manipulieren.
Jeder Agent besteht aus einer Population von Prolen (typischerweise 20).
Diese sind im Sinne von genetischen Algorithmen Klassikationshypothesen f

ur
die Dokumente. Jedes Prol hat eine Reihe von Feldern (z.B. News-Gruppe, Au-
tor, Text), die jeweils einen Termvektor mit TFIDF -Gewichtung beinhalten.
Die Dokumente werden auf die gleiche Weise repr

asentiert, so da die

Ahnlich-
keit zwischen einem Prol und einem Dokument als Summe der

Ahnlichkeiten
der Termvektoren (nach dem Kosinusma) der verschiedenen Felder berechnet
werden kann. Jedes Prol besitzt auerdem eine Gewichtung f

ur die Felder, die
ebenfalls in die

Ahnlichkeitsberechnung einiet. Die Anzahl der Dokumente, die
ein Prol empehlt, ist abh

angig von der Fitness des Prols. Die errechnete

Ahn-
lichkeit skaliert mit der Fitness ist der Kondenzwert f

ur ein Dokument. Der
Agent ordnet die Empfehlungen aller Prole zu einem Ranking und pr

asentiert
dem Benutzer die obersten n Dokumente.
Das Feedback des Benutzers f

ur die angezeigten Dokumente wird zum einen
mittels des Rocchio-Algorithmus zur Ver

anderung der Termvektoren der Prol-
felder benutzt. Andererseits beinut das Feedback die Fitness der Prole. Gute
Bewertungen erh

ohen die Fitness, schlechte senken sie.
Die Fitness entscheidet, ob ein Prol weiter in der Population bleibt oder
entfernt wird. In jeder Generation werden die r Prole mit der h

ochsten Fit-
ness bewahrt und der Rest gel

oscht. Den freigewordenen Platz in der Population
nehmen c durch Crossover undm durch Mutation erzeugte Prole ein. BeimCros-
sover tauschen zwei Prole Termvektoren aus einer Auswahl ihrer Felder aus und
erzeugen so zwei neue Prole. Ein Prol erzeugt durch Mutation ein neues Pro-





ahlte andere ersetzt wird. Alle Parameter des Genetischen
Algorithmus (r; c;m und die Populationsgr

oe) lassen sich vom Benutzer einstel-
len.





uber mehrere Wochen von mehreren Anwendern benutzt. Das System
konnte seine F

ahigkeit zur Anpassung an neue Benutzer unter Beweis stellen.
Ver

anderungen des Interesses mit der Zeit konnten ebenfalls verfolgt werden.
NewT legt viele Steuerungsm

oglichkeiten in die H

ande des Benutzers. Das PZ -
System hingegen versucht, als Learning Apprentice die Interessen des Benutzers
schon der Anwendung des Systems zu erkennen, und erfordert keinen groen
zus

atzlichen Bedienaufwand von Seiten des Benutzers.
Die Prole des NewT-Systems entsprechen den Ressortagenten des PZ -
Systems. Beide beschr

anken sich auf Teile der Dokumentkollektion. Eine Entspre-
chung zum Globalagent ist bei NewT praktisch nicht m

oglich, da die Dokument-
kollektion (alle UseNet-News-Artikel eines Tages) sehr gro ist. Themenagenten
und Clusteragent besitzen ebenfalls keine Pendants in NewT.
Lernen geschieht in NewT durch einen Genetischen Algorithmus. Dieser hat
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den Nachteil, durch die zufallsgesteuerte Erzeugung neuer Prole mittels Cros-
sover und Mutation oft sehr schlechte Prole zu erzeugen, die der Benutzer

uber
negatives Feedback wieder aus der Population entfernen mu. Das PZ -System
geht zielgerichteter vor wenn es neue Ressort- und Themenagenten erzeugt.
5.4.3 Amalthea
Dieses System ist { genau wie NewT { amMITMedia Lab entstanden. Der Ansatz
von NewT, eine Population von Agenten einer Evolution zu unterwerfen, wird
in Amalthea weiterverfolgt und erweitert [Moukas, 1996],[Moukas und Zacharia,
1997].
Es gibt zwei Arten von Agenten: Informationslter und Informationsent-
decker. W

ahrend erstere den Agenten im PZ -System entsprechen und

ahnliche
Verfahren zur Filtering anwenden, dienen letztere dazu, das System st

andig mit
neuen Dokumenten zu versorgen.
Die zwei Agentenarten arbeiten eng zusammen. Informationslteragenten sen-
den Anfragen in Form von Termvektoren an die Entdeckeragenten. Ein solcher
Agent entscheidet aufgrund seiner bisherigen Interaktionserfahrung mit dem Sen-
der der Anfrage, ob er diese bearbeitet. Bei einer positiven Entscheidung stellt er












a seinem Prolvektor das beste Do-
kument aus und empehlt dies mit einem Kondenzwert, der proportional zu
der

Ahnlichkeit des Dokuments mit seinem Prol und proportional zu seiner Fit-




Feedback des Benutzers wirkt gewichtet mit der Kondenz des Agenten f

ur
seine Empfehlung als Belohnung oder Bestrafung f

ur einen Filteragenten. Dieser
gibt einen Teil davon weiter an den Informationsentdecker, der das bewertete
Dokument beschat hat. Empfehlen zwei Agenten das gleiche Dokument, erhalten
sie eine Bestrafung. So bleibt die Vielfalt der Agentenpopulation gew

ahrleistet.
Auch in Amalthea werden die genetischen Operatoren Crossover und Muta-
tion benutzt. Die Evolution der zwei Agentenarten verl

auft dabei getrennt. Das
Feedback des Benutzers kontrolliert die Lernrate des Genetischen Algorithmus:
Steigt das negative Feedback stark an, werden pro Generation mehr Agenten aus
dem System gel

oscht, damit die Anpassung an das (wahrscheinliche ge

anderte)
Benutzerinteresse schneller erfolgt. Ist das Feedback

uberwiegend positiv, ernied-
rigt das System die Zahl der zu entfernenden Agenten.
Bei Testl

aufen mit simulierten Benutzerprolen stellte sich heraus, da

uber
50 Generationen des GA n

otig waren, um die Leistung des Systems zu optimie-
ren. In jeder Generation muten 20 Dokumente bewertet werden. Amalthea ge-
lang dann die Anpassung an sich langsam ver

andernde Interessen sehr gut. Nach
abrupteren Ver

anderungen des Interesses sank die Filterleistung des Systems f

ur
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einige Generationen stark ab, stieg aber wieder schnell auf das vorherige Niveau.
Im Unterschied zum PZ -System behandelt Amalthea auch die Informations-
suche durch Agenten. Es gibt aber keine Filteragenten mit verschiedenen Filter-
strategien wie sie im PZ -System existieren. Die Benutzung eines GA als Lern-
verfahren f

uhrt { wie schon bei NewT { dazu, da eine Reihe von Generationen
durchlaufen werden mu, bis das System sich an den Benutzer angepat hat. Dies
bedeutet f

ur den Benutzer, da er sehr viele Dokumente bewerten mu, bis die
Anpassung an seine Interessen vollzogen ist.
5.4.4 SIGMA
Das Multiagentensystem in SIGMA [Karakoulas und Ferguson, 1995] [Ferguson
und Karakoulas, 1996] hat den komplexesten Aufbau aller hier beschriebenen
Systeme. Es gibt Agenten zur Dokumentbeschaung (UW), zur Dokumentspei-
cherung (RM) und zur Anzeige des Filterergebnisses f

ur den Benutzer (IM). Die
wichtigsten Agentenarten jedoch sind die FE, PG, PS und BM Agenten. FE-
Agenten (Feature Extractor) setzen Dokumente in die Termvektordarstellung um.
PG-Agenten (Prole Generator) pegen ein Prol in Termvektordarstellung, da
anfangs aus einer vom Benutzer eingegebenen kurzen Beschreibung seines Inter-
esses besteht. Jeder PG-Agent sucht

uber FE-Agenten nach Artikeln, die seinem
Prol

ahneln, und bietet diese anderen Agenten an. PS-Agenten (Prole Selector)
repr

asentieren ein bestimmtes Interesse eines Benutzers. Jeder PS-Agent besitzt
ein Budget, mit dem er Dokumente von PG-Agenten kaufen kann. Die Preise
der Dokumente werden vom BM-Agenten (Bid Manager) je nach Angebot und
Nachfrage im Markt der PG- und PS-Agenten festgelegt. Die vom PS-Agenten
erworbenen Dokumente werden dem Benutzer angezeigt.
Benutzerfeedback beinut in SIGMA die PS- und PG-Agenten. Mit Reinfor-
cement Learning lernen PS-Agenten mit der Zeit, von welchen PG-Agenten sie
die interessantesten Dokumente kaufen k

onnen. Die PG-Agenten lernen mit dem
Rocchio-Algorithmus ein verbessertes Prol. Die Bewertungen des Benutzers be-




Uber den Kauf von
Dokumenten gelangt die Belohnung bei der n

achsten Transaktion weiter zu den
PG-Agenten.
Es sind noch keine Testergebnisses f

ur SIGMA bekannt.
Das PZ -System besitzt nicht mehrere FE-Agenten, sondern stellt allen Agen-
ten die Daten der gesamten Artikelkollektion im Blackboard zur Verf

ugung. An-
ders als SIGMA fragt das PZ -System vom Benutzer keine Beschreibung seines
Interesses ab, um Agenten zu initialisieren, sondern beobachtet die Reaktion
auf einen benutzerunabh

angig zusammengestellten Anfangspressespiegel. Im PZ -
System ist kein Mechanismus zur dynamischen Preisbestimmung vorhanden, die
Kosten f

ur das Empfehlen eines Artikels sind festgelegt.
Kapitel 6
Evaluation des PZ -Systems
In diesem Kapitel soll ausgewertet werden, inwieweit das PZ -System die Ziele
 Fokussierung der Benutzeraufmerksamkeit auf interessante Artikel,
 selbst

andige Anpassung an die Interessen des Benutzers,





ullt, die in Kapitel 5 deniert wurden.
Die Auswertung erwies sich als schwierig, da die Ziele sehr informal deniert
sind. Es ergeben sich keine einfachen quantitativen Mae, die den Grad der Ziel-





uhrt werden, bleiben viele Aussagen zur Evaluation sehr
qualitativ.
Eine weitere Schwierigkeit f

ur die Auswertung besteht darin, da das individu-
elle Verhalten der Anwender bei der Benutzung des Systems sehr unterschiedlich
ist. Um also allgemeine Aussagen






Tests mit vielen Benutzern notwendig. Dies war im Rahmen der vorliegenden
Arbeit nicht m

oglich. Die vorgestellten Ergebnisse des Systembetriebs sind also
nur als Beispiele f

ur das Systemverhalten zu betrachten.
Aus der Verwendung einer Vielzahl an Lernverfahren im PZ -System ergibt
sich eine dritte Schwierigkeit. Jedes Verfahren f

uhrt neue Parameter ein, die das





aufe mit verschiedenen Parametersets n

otig. Ist eine groe





das System, kann diese Optimierung automatisch erfolgen (siehe [Boyan et al.,
1996]). Im PZ -System sind diese beiden Vorausetzungen jedoch nicht erf

ullt. Die




aufe und einer dem Systembetrieb vorhergehenden Pilotphase. Die Erfah-




Schwerpunkt der Evaluation ist die Leistung der Filterkomponente. Zu ihrer
Bewertung wurden verschiedene Methoden angewendet.
Zum einen wurden Tests mit ktiven Benutzern durchgef

uhrt. Diese Benutzer
besitzen xierte Interessen, die durch eine Menge von relevanten Artikeln festge-
legt sind. Die Denition von Relevanz f

ur die gesamte Kollektion ist notwendig,
um quantitative Aussagen

uber die Filterleistung machen zu k

onnen.
Zum zweiten wurde der Systembetrieb

uber 3 Wochen beobachtet. Sieben
Benutzer lieen sich w

ahrend dieser Zeit einen pers

onlichen Pressespiegel vom
PZ -System zusammenstellen. Leider wurden die Pressespiegel nicht von allen
Benutzern regelm

aig gelesen, so da nur hier nur f












achen mit den Benutzern ist jedoch zu
schlieen, da diese gut mit dem System zurecht kamen. Die Navigation inner-
halb des Pressespiegels und des Kiosk sollte noch geringf

ugig verbessert werden.
Dem Benutzer sollte deutlicher angezeigt werden, welche Artikel er bereits gele-
sen hat. Bisher geschieht dies alleine durch den WWW-Browser des Benutzers,
der schon besuchte Hyperlinks farblich markiert. Bei den Seiten des PZ -Systems,
die durch CGI-Skripte dynamisch erzeugt werden, f

uhrt dies u.U. aber nicht zu
den gew

unschten Ergebnissen. Diese Funktionalit

at sollte in weiteren Versionen
des PZ -Systems in die Anzeigekomponente eingebaut werden.
Nicht unerheblich f

ur eine Informationsltersystem ist die Frage der Laufzeit.
Geschieht das Filtern sehr schnell, kann das System zum Online-Filtern eingesetzt
werden, andernfalls l

at sich das System nur oine im Batchbetrieb verwenden.
Das PZ -System ist als Oine-Filter gestaltet und wird jeden Tag nachts um
2 Uhr automatisch gestartet. Der gesamte Proze vom Holen der Seiten

uber das
Internet bis zur Erstellung der Pressespiegel dauert durchschnittlich 45 Minuten.
Mit knapp 20 Minuten den gr

oten Anteil daran hat das Holen der HTML-
Seiten von den WWW-Servern der Tageszeitungen. Die Textextraktion ben

otigt
im Durchschnitt eine Minute. Der zweite groe Zeitanteil geh

ort der morpho-
logischen Analyse und der Termgenerierung. Dies wird in 15 Minuten erledigt.
Die anschlieende TFIDF -Gewichtung geschieht in weiteren vier Minuten. Der
Lern- und Filterproze innerhalb des Multiagentensystems inklusive des Cluste-
rings, das im selben Programm berechnet wird, ben

otigt etwa 5 Minuten. Die
Zeiten wurden auf einer SparcStation IPX f

uer die Erstellung von Pressespie-
geln f





Der Rest des Kapitels beschreibt die Ergebnisse der Tests mit ktiven Benut-
zern (Abschnitt 6.1) und des Systembetriebs (Abschnit 6.2). In beiden Abschnit-
ten werden Pressespiegel aus den Artikeln von vier Tageszeitungen erstellt. Im
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einzelnen sind dies:
1. Passauer Neue Presse (URL http://www.vgp.de)
2. Schweriner Volkszeitung (URL http://www.svz.de)
3. taz, die Tageszeitung (URL http://www.taz.de)
4. DIE WELT (URL http://www.welt.de)
Da im Testzeitraum (22. 4. - 14. 5. 1997) zwei Feiertage lagen, an denen drei
Zeitungen nicht erschienen, eine Zeitung zum 1. 5. 1997 das Format ihrer HTML-
Seiten

anderte (was im automatischen Betrieb erst zu sp

at bemerkt wurde) und
zeitweilig Probleme mit den WWW-Servern der Zeitungen auftraten, sind nicht
in jeder Artikelkollektion alle Zeitungen vertreten.




utemae zur Beurteilung der Filterqualit

at sind





a dem Benutzerinteresse als relevant oder nicht relevant klassiziert
sein. Das IR- bzw. IF-System f

uhrt seinerseits eine Klassikation der Dokument-





Nicht Relevant C D
A;B;C und D sind jeweils Mengen von Dokumenten. Die Mae Precision und







Precision ist also der Anteil der f

ur den Benutzer interessanten Dokumente an
den Dokumenten, die das System als relevant beurteilt. Das Verh

altnis zwischen
den vom System gefundenen und allen f

ur den Benutzer relevanten Dokumenten
wird als Recall bezeichnet.
Die Berechnung beider Mae f

ur die Filterergebnisse bei ktiven Benutzern ist
m

oglich, da dort eine Relevanzbeurteilung f

ur alle Dokumente vorliegt. Aus dem
Betrieb liegt eine solche Beurteilung f

ur die gesamte Kollektion nicht vor, deshalb
ist in diesem Fall nur die Precision berechenbar. Dieses Ma ist dort jedoch mit
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Vorsicht zu bewerten. In einem Pressespiegel sind oft mehrere Berichte zu einem
Thema (also aus einem Cluster) vorhanden. Die Benutzer lesen aber meist nicht
alle dieser Berichte. Durch implizites Feedback wird also die Relevanz der Artikel
f

ur den Benutzer nicht korrekt wiedergegeben. Das Feedback bildet aber eine
untere Grenze f

ur die Relevanz. Die in Abschnitt 6.2 berechneten Precision-Werte
sind also als untere Absch

atzung des wirklichen Wertes zu betrachten.
6.1 Tests mit ktiven Benutzern
Zur Durchf

uhrung von nachvollziehbaren und vollst

andig auswertbaren Tests mu
das Benutzerinteresse festgelegt werden. Dieses xierte Interesse deniert die k-
tiven Benutzer. F

ur diese Benutzer wird das Lesen des Pressespiegels simuliert,
indem Feedback f

uer die relevanten Artikel erzeugt wird. Diese Technik wur-
de bereits mit Erfolg zur Evaluation eines Informationslters eingesetzt [Sheth,
1994].
Da die Erstellung einer kompletten Relevanzbeurteilung f

ur die Testdaten
(2751 Artikel aus dem Zeitraum vom 22. 4. 1997 bis zum 9. 5. 1997) durch einen









Mengen von relevanten Dokumenten
f






orter und die Anzahl relevanter Dokumente. Einige Artikel



















Zwei verschiedene Testreihen mit verschiedenen Zielen wurden durchgef

uhrt:
A Das Benutzerinteresse setzt sich

uber den gesamten Testzeitraum aus allen
sechs Themen zusammen. Durch diese Testreihe kann die Anpassungsf

ahig-
keit des Systems an unterschiedliche Interessensbereiche festgestellt werden.
B Das Benutzerinteresse besteht in der ersten H

alfte des Testzeitraums aus




Es wurde das UNIX-Kommando grep auf die Artikelkollektionen angewandt.
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Benutzerinteresse abrupt auf die restlichen Themen (T2, T4, T6). Diese
Tests sollen die F

ahigkeit des Systems zur Verfolgung wechselnder Interes-
sen testen.
6.1.1 Testreihe A
Zwei verschiedene Tests wurden durchgef

uhrt. Im ersten Test wurde nur das
einfache Lesen aller relevanten Artikel simuliert. F

ur den zweiten Test wurde
f








besonders interessant\ bewertet. Dadurch wird im Multiagentensystem f

ur
jeden Themenbereich ein Themenagent gestartet. Im folgenden werden die Er-
gebnisse des zweiten Tests vorgestellt und anschlieend kurz mit den Ergebnissen


















22.4. 23.4. 24.4. 25.4. 26.4. 28.4. 29.4. 30.4. 2.5. 3.5. 5.5. 6.5. 7.5. 8.5. 9.5.
Abbildung 6.1: Anzahl vorhandener/empfohlener/gelesener Artikel pro Tag
(Testreihe A)
Abbildung 6.1 zeigt im Balkendiagramm die Anzahl der vorhandenen Artikel
pro Tag. Der graue Balken repr






oe des schwarzen Balkens der Anzahl der davon
gelesenen Artikel entspricht. Es ist deutlich zu sehen, da das System einen Gro-
teil der Artikel ausltert.
Wie gut ist nun der erzeugte Pressespiegel? Abbildung 6.2 zeigt das Verh

altnis
von empfohlenen (durchgezogene Linie) und gelesenen (gestrichelte Linie) Arti-
keln zur Gr

oe der Artikelkollektion. An den ersten zwei Tagen steigt die Kurve
steil an, das System f

uhrt die Anpassung durch und bekommt viel Feedback. Die
Agenten merken nun, da der Pressespiegel zu gro wird, und verringern die An-
zahl ihre Empfehlungen wieder. Zu dieser Entwicklung tr

agt auch bei, da die
Anzahl der relevanten Dokumente in der Kollektion zum Ende des Testzeitraumes
geringer wird. Der Prozentsatz der gelesenen Artikel spiegelt diese Verringerung
ebenfalls wieder.
In Abbildung 6.3 ist die zeitliche Entwicklung der beiden Mae Precision
und Recall (jeweils die durchgezogene Linie) gezeigt. Schon fast von Beginn an
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Abbildung 6.2: Verh

altnis zwischen der Anzahl empfohlener bzw. gelesener Arti-
kel und der Gr

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a) b)
Abbildung 6.3: a) Precision und b) Recall f

ur Testreihe A
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ist etwas weniger als die H

alfte der empfohlenen Dokumente f

ur den Benutzer
relevant (Abbildung6.3a). Der Anfangswert der Precision von 0,31 zeigt, da die
Interessen des Benutzers momentan wichtige Themen in allen Zeitungen sind,
da der erste Pressespiegel ja ohne Wissen

uber den Benutzer erstellt wird. Der
Mittelwert der Precision (gestrichelte Linie) ist am Ende des Testzeitraumes 0,49.
Der Recallgraph (Abbildung6.3b) zeigt die steigende F

ahigkeit des Systems,
die relevanten Dokumente aus der Kollektion herauszultern. Innerhalb von drei
Tagen ist ein Recall-Niveau von

uber 0.6 erreicht. Der Ausbrecher der Kurve




uhren, da die Kollektion an diesem Tag nur zwei
relevante Dokumente enthielt und nur eines empfohlen wurden. Dies ergibt einen
Recall von 0.5. Der Mittelwert des Recall (gestrichelte Linie) ist am Ende des
Testzeitraumes 0.63.
Der erste Test ergab imVergleich dazu einen Mittelwert der Precision von 0,49
und einen Mittelwert des Recall von 0,59. Der Anteil an relevanten Dokumenten
im ohne Themenagenten erstellten Pressespiegel ist also genauso hoch wie im
zweiten Test. Durch den Einsatz der Themenagenten steigt jedoch die F

ahigkeit
des Systems, die relevanten Dokumente aus der Kollektion herauszunden.
6.1.2 Testreihe B







Anderung der Interessen erfolgte am 1. 5. 1997 .Wieder
ergibt sich eine gleichhohe Precision und ein geringf

ugig kleinerer Recall des er-
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Abbildung 6.4: Anzahl vorhandener/empfohlener/gelesener Artikel pro Tag
(Testreihe B)
Das Balkendiagramm (Abbildung 6.4) zeigt, da entsprechend der geringeren
Zahl relevanter Dokumente (im Verh

altnis zu Testreihe A etwa 2=3) weniger Do-
kumente empfohlen werden. Die Precision- und Recall-Graphen in Abbildung 6.5
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veranschaulichen das Systemverhalten genauer. Obwohl die Interessen des ktiven
Benutzers enger gefat sind, ist die Precision (Abbildung 6.5a) im Durchschnitt


























Abbildung 6.5: a) Precision und b) Recall f

ur Testreihe B
Der Einbruch der Filterleistung nach der Ver

anderung der Interessen ist klar
am Recall-Graphen zu erkennen (Abbildung 6.5b). Durch den Start neuer The-
menagenten kann das System aber sofort das Filterergebnis wieder verbessern.
Der Recall in der zweiten H

alfte liegt durchweg h

oher als in der ersten H

alfte.
Der Mittelwert des Recall liegt aber mit 0,54 (0,49 ohne den Einsatz von The-
menagenten) deutlich unter dem von Testlauf A.
6.1.3 Auswertung
In den beiden Testl

aufen mit ktiven Benutzern konnte nachgewiesen werden,
da das System innerhalb kurzer Zeit in der Lage ist, die Interessen des Benut-
zers zu erfassen und entsprechende Artikel aus der Kollektion zu empfehlen. Der
Einsatz von Themenagenten erh

oht den Anteil der relevanten Artikel, die ge-
funden werden. Die Abbildung eines breiter gestreuten Interesses in Testlauf A
gelang besser, als die Fokussierung auf eine sehr kleine Anzahl Themen. Auch
ein abrupter Wechsel des Benutzerinteresses konnte vom System ausgeglichen
werden.
6.2 Betrieb des Systems
Nach den ermutigenden Ergebnissen der Tests mit ktiven Benutzern sollen in
diesem Abschnitt die Erfahrungen aus dem Systembetrieb beschrieben werden.
F

ur drei Benutzer lagen gen

ugend Daten vor, um eine sinnvolle Bewertung
der Filterleistung durchzuf

uhren. Die Benutzer unterscheiden sich in ihrem Le-
severhalten. Dementsprechend ist auch das resultierende Verhalten des Systems
verschieden.
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6.2.1 Benutzer 1
Benutzer 1 (siehe Tabelle 6.2) liest den Pressespiegel, ohne viel explizites Feed-
back zu geben. Zu Beginn des Testzeitraumes wies er das PZ -System im Kiosk
auf einige seiner Interessen hin, verringerte aber diese Art von Programming by
Demonstration im weiteren Verlauf.
Pressespiegel Kiosk
Tag # gelesen # interessant # uninteressant # Hinweise
23.4. 5 0 0 3
24.4. 11 0 0 8
25.4. 6 0 0 1
26.4. 5 0 0 3
28.4. 9 0 0 0
29.4. 5 0 0 1
30.4. 5 1 0 3
2.5. 12 1 1 0
3.5. 9 1 0 2
5.5. 9 1 0 1
6.5. 9 1 0 0
8.5. 2 1 1 0
9.5. 10 0 0 0
Tabelle 6.2: Aufteilung des Benutzerfeedbacks f

ur Benutzer 1.
In Abbildung 6.6 ist zu erkennen, da der Pressespiegel f

ur Benutzer 1 t

aglich
aus etwa 40 Artikeln besteht. F

ur Benutzer 1 ist keine Anfangslernphase zu er-
kennen, da dieser Benutzer schon vor dem Testzeitraum in einer Pilotphase das
PZ -System angewendet hat.





oe der Artikelkollektion (siehe Abbildung 6.7a), durchgezogene Linie). Der
leichte Anstieg zum Ende des Testzeitraumes hin erkl

art sich aus dem ebenfalls
angestiegenen Verh

altnis an relevanten Artikeln in der Kollektion (Abbildung
6.7a) gestrichelte Linie).
Der Precision-Graph in Abbildung 6.7b) zeigt, da im Durchschnitt nur ein
F

unftel des Pressespiegels gelesen wird (Mittelwert der Precision: 0,21) Dieser
Anteil bleibt aber

uber den ganzen Zeitraum { bis auf die Abweichung am 2. 5.
{relativ konstant.
Anhand der Testdaten von Benutzer 1 wurde untersucht, inwieweit das impli-
zite Feedback die korrekte Berechnung der Precision erlaubt. Dazu wurden nicht
nur die wirklich gelesenen Artikel als relevant betrachtet, sondern auch Artikel
aus Clustern, in denen sich gelesene Artikel benden. Wird die Precision

uber
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Abbildung 6.7: a) Verh

altnis zwischen der Anzahl empfohlener bzw. gelesener
Artikel und der Gr

oe der Artikelkollektion b) Precision (Benutzer 1)
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diesen angepaten Feedbackdaten berechnet, ergibt sich ein Mittelwert von 0,34.
Dies zeigt, da die alleine durch das implizite Feedback berechnete Precision nur




Benutzer 2 nutzte viel st

arker als Benutzer 1 die M

oglichkeiten des expliziten
Feedbacks (siehe Tabelle 6.3). Zu Beginn der Benutzung wurden viele Artikel
im Kiosk gelesen und bewertet, um das System auf Interessen hinzuweisen. Fast




Tag # gelesen # interessant # uninteressant # Hinweise
6.5. 1 0 0 0
9.5. 2 2 0 17
10.5. 3 2 1 7
12.5. 10 10 0 8
13.5. 6 3 0 0
14.5. 8 8 0 4
Tabelle 6.3: Aufteilung des Benutzerfeedbacks f

ur Benutzer 2.
An den Feedbackdaten von Benutzer 2 kann man die Schwierigkeiten in der
Anfangsphase der Benutzung des PZ -Systems erkennen. Im Balkendiagramm
(Abbildung 6.8) sieht man, da das System anfangs nur langsam die Anzahl
seiner Empfehlungen erh

oht. Das starke positive Feedback am 12. 5. erh

oht je-
doch die Etats der Agenten sehr stark, so da am 13. 5. ein deutlicher Anstieg
der Anzahl empfohlener Artikel zu beobachten ist. Wie in Abbildung 6.9b) zu
erkennen ist, f

uhrt dies aber zu einem Absinken der Precision, da zu viele irrele-
vante Artikel in den Pressespiegel gelangen. Am n

achsten Tag sinkt die Anzahl
der empfohlenen Artikel und die Precision steigt wieder. Der Mittelwert der Pre-
cision liegt bei 0,21, es ist aber fraglich, welche Bedeutung diese Zahl angesichts
der starken Schwankungen hat.
6.2.3 Benutzer 3
Bei Benutzer 3 zeigt sich, da die Parametereinstellungen im PZ-System nicht op-
timal sind. Dieser Benutzer gibt stetig positives und negatives explizites Feedback
f

ur den Pressespiegel. Auerdem gibt er im Kiosk viele Hinweise zu interessanten
Artikeln. Die hohe Anzahl gelesener Artikel am Ende des Testzeitraums und die
gesunkene Anzahl der im Kiosk bewerteten Artikel weisen erst einmal darauf hin,
da das PZ -System sich dann an die Interessen des Benutzers angepat hat.
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Abbildung 6.9: a) Verh

altnis zwischen der Anzahl empfohlener bzw. gelesener
Artikel und der Gr

oe der Artikelkollektion b) Precision (Benutzer 2)
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Pressespiegel Kiosk
Tag # gelesen # interessant # uninteressant # Hinweise
24.4. 7 3 1 12
25.4. 11 2 2 5
28.4. 10 1 1 5
29.4. 12 2 1 3
30.4. 7 0 0 8
2.5. 8 2 2 13
5.5. 11 0 0 1
6.5. 10 1 1 10
7.5. 6 2 1 11
9.5. 2 0 0 3
12.5. 17 0 0 0
13.5. 21 3 2 0
Tabelle 6.4: Aufteilung des Benutzerfeedbacks f

ur Benutzer 3.
Allerdings ist der Pressespiegel f

ur diesen Benutzer sehr gro. Wie in den
Abbildungen 6.10 und 6.11a) zu sehen ist, werden fast die H

alfte der Artikel in der
Kollektion empfohlen. Die Analyse der Population des Multiagentensystems zeigt,
da der Globalagent dieses Benutzers einen sehr groen Etat hat und daher viele
Artikel empfehlen kann. Am 13. 5. stammen von 99 Empfehlungen nur f

unf nicht
vom Globalagenten. Die Ressort- und Themenagenten der Population empfahlen
dagegen 27 Artikel. Von diesen wurden 17 gelesen, das entspricht einer Precision
von 0,63. Die Precision des Pressespiegels der gesamten Agentenpopulation ist
aus Abbildung 6.11b) abzulesen und betr

agt an diesem Tag nur 0,21.
Die Gewichte der Zusammenfassungskomponente spiegeln ebenfalls die
schlechte Leistung des Globalagenten: W

ahrend die Themenagenten ein Gewicht
von 0,59 zugewiesen bekommen haben und die Ressortagenten ein Gewicht von
0,43 besitzen, werden die Empfehlungen des Globalagenten nur mit 0,25 ge-
wichtet. Da die Zusammenfassungskomponente aus den Empfehlungen nur eine





schlechten Empfehlungen des Globalagenten dennoch in den Pressespiegel.
6.2.4 Auswertung
Der Betrieb des PZ -Systems konnte die guten Ergebnisse der Tests mit kiven






ur Benutzer 1 ein Presse-









ur Benutzer 3 als ungeeignet.
Besonders die H







scheint noch nicht optimal


















24.4. 25.4. 28.4. 29.4. 30.4. 2.5. 5.5. 6.5. 7.5. 9.5. 12.5. 13.5.






















Abbildung 6.11: a) Verh

altnis zwischen der Anzahl empfohlener bzw. gelesener
Artikel und der Gr

oe der Artikelkollektion b) Precision (Benutzer 3)
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gew

ahlt. Ein Globalagent mit sehr groem Etat empehlt viele Artikel, von denen





Belohnung den Etat weiter erh

ohen. Der Benutzer mu in einer solchen Situation
verst


















achst die Notwendigkeit, Methoden und Werkzeuge zur
Bew

altigung des Datenstroms zu entwickeln.
F

ur die vorliegende Arbeit wurde ein Ausschnitt aus dem groen Informa-
tionsangebot des Internet als Anwendungsgebiet ausgew

ahlt, der bisher kaum
Beachtung gefunden hat. Mehr und mehr deutsche Tageszeitungen bieten ihre
aktuelle Ausgabe in Ausschnitten oder vollst

andig im WWW an. F

ur die Inter-
netanwender ergibt sich die M

oglichkeit, zu einem Nachrichtenthema die Berichte
verschiedener Zeitungen zu lesen und sich so ausgewogen und umfassend zu in-
formieren. Die Suche nach den interessanten Artikeln erfordert jedoch einen sehr
groen Zeitaufwand, der die vollst

andige Nutzung des Angebots verhindert.
Diese Arbeit untersucht, ob der Einsatz eines Computerprogramms den Be-
nutzern Hilfe bieten kann. Dazu soll das Programm t

aglich einen auf das Interesse
des Benutzers abgestimmten Pressespiegel erstellen. Dabei ist zu ber

ucksichtigen,
da das Interesse nicht fest auf ein Thema xiert ist, sondern sich auf mehrere
u.U. sehr verschiedenartige Themen verteilt. Zudem ver

andern sich Interessen des
Benutzers mit der Zeit.
Das im Rahmen dieser Arbeit entwickelte PZ -System kombiniert Verfah-
ren aus dem Bereich der Agentensysteme, dem Information Filtering und dem
Maschinellen Lernen, um diese Anforderungen zu erf

ullen. Das PZ -System ist
als Interface-Agent entworfen, der dem Benutzer die Informationssuche nicht
vollst

andig abnimmt, sondern ihn dabei begleitet und unterst

utzt. Die Architek-
tur des PZ -Systems ist ein ein Multiagentensystem mit einer Reihe von konkur-
rierenden Filteragenten. Die Agenten benutzen unterschiedliche Strategien, um
Teilbereiche des Benutzerinteresses abzubilden, und lernen mittels des Rocchio-
Algorithmus aus Beobachtungen des Leseverhaltens Benutzerprole. Die Koor-
dination der gesamten Agentenpopulation erfolgt durch die leistungsbezogene
Vergabe von Belohnungen oder Bestrafungen f

ur die Agenten. Leistungsf

ahige
Agenten bleiben im System, schwache hingegen werden entfernt.
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Die Akzeptanz eines Informationslters bei Anwendern h

angt von zwei Fak-
toren ab:
1. Die Benutzung des Filters mu gegen

uber dem direkten Zugang zu den
Informationsquellen die Suche nach Information deutlich erleichtern und
verbessern.
2. Die Anpassung des Filters an die individuellen Informationsbed

urfnisse der
Benutzer darf keinen groen Aufwand f

ur den Benutzer bedeuten.
In Tests mit ktiven Benutzern stellte das PZ -System seine Leistungsf

ahigkeit
unter Beweis. Nach einer kurzen Lernphase zu Beginn der Benutzung waren die





anderungen des Interesses, die in den Tests sehr
abrupt vorgenommen wurden, wurden ebenfalls sehr gut verfolgt.
Der Systembetrieb zeigte, da der Benutzer dem System anfangs einige Hin-
weise auf seine Interessen geben mu, bis die Agenten sich daran angepat haben.
Die Filterleistung bleibt bei der weiteren Benutzung alleine durch das Lernen an-
hand der Beobachtungen konstant.
Der Systembetrieb deckte auch einen Schwachpunkt des momentanen Systems
auf: das Verhalten des Systems ist abh

angig von den Einstellungen einiger Pa-
rameter, die bisher heuristisch und noch nicht optimal gew

ahlt wurden. Wei-
tere Tests sind n






ur die Lerndynamik des Multiagentensystems und den Einu
einzelner Agentenarten auf den Filterproze zu erhalten, ist eine weitergehende





at und zur Verbesserung der Filterqualit

at
sind einige Erweiterungen des aktuellen Systems denkbar. Das Ausw

ahlen und
Empfehlen der Artikel geschieht momentan aufgrund einer Repr

asentation des








Das PZ -System stellt schon jetzt Pressespiegel f

ur mehrere Benutzer zusam-
men. Agenten k

onnten aber nicht nur f

ur einen Benutzer ltern, sondern inner-
halb eines Agentensystems f

ur alle Benutzer Artikel f

ur gemeinsame Interessen
verschiedener Benutzer empfehlen. Die Anwendung von Methoden des kollabora-
tiven Filterns ist ebenfalls m

oglich.
Die vorliegende Arbeit zeigt, da auch auf deutschen Texten der Einsatz von
Methoden des Information Filtering m

oglich ist. Durch die Ausnutzung von Cha-
rakteristika der Tageszeitungsdom

ane wurde eine gute Filterleistung erreicht.
Das PZ -System ist nicht als Ersatz f

ur eine normale Tageszeitung gedacht,
obwohl der Name Pers

onliche Zeitung dies nahelegt. Dazu l

at sich der Presse-




uckstisch lesen. Als Werkzeug zur Information-
suche zu bestimmten Themen im groen Angebot der Tageszeitungen jedoch hat
das PZ -System durchaus seine Bedeutung.
Anhang A
Implementation









otigen, wurde zur Implementation Perl5 ben

utzt, das auf ein-




ugung stellt. Die laufzeitintensivere Filter-
komponente wurde in C++ implementiert.
Die Komponenten werden auf unterschiedliche Weise aufgerufen. Die Anzei-
gekomponente mu auf Anforderung des Benutzers HTML-Seiten generieren und

uber einen HTTP-Server an den Benutzer

ubermitteln. Die einzelnen Teilpro-
gramme der Anzeige werden also vom Benutzer aufgerufen. Die Indexierungs-
und die Filterkomponente werden jede Nacht automatisch aufgerufen und erle-
digen ihre Aufgaben. Zur Vereinfachung des Aufrufs existiert ein Perl5-Skript
steuerPZ2.pl, das nicht nur die Programme in der richtigen Reihenfolge star-
tet, sondern zus

atzlich die erforderlichen Verzeichnisse anlegt und mit webcopy
die HTML-Seiten der Zeitungen f





Der Datenaustausch zwischen den Komponenten erfolgt

uber Dateien, die
im PZ -Verzeichnisbaum abgelegt werden. Der Verzeichnisbaum teilt sich in be-



















ur jeden Tag ist ein Unterverzeichnis im Verzeichnisbaum Artikel/ vor-
handen. Dort sind die Artikelindices in den Dateien <Artikelnummer>.ind und
die vorformatierten HTML-Seiten in den Dateien <Artikelnummer>.html ge-
speichert. gesamt.ind enth

alt den Kollektionsindex, w

ahrend clustering die
Clusterbeschreibungen eines Tages enth

alt. In artikel.nlist schlielich ist die
Artikelliste abgelegt.
Die Datei benutzer enth

alt die Namen und Paw

orter aller im PZ - System
angemeldeten Benutzer. F

ur jeden Benutzer existiert ein eigenes Unterverzeich-
nis. Dort ist zu jedem Tag der Zustand der Agentenpopulation des Benutzers










Die Indexierungskomponente besteht aus f

unf Programmen:
html2gertwol.pl liest die HTML-Seiten von der Festplatte und extrahiert
die Artikeldaten daraus. Diese werden (bis auf den Artikeltext) in Form
einer Artikelliste gesichert. F

ur jeden Artikel wird auerdem eine vor-





alt die Artikeldaten als Eingabe f

ur GERTWOL.
htmt2gertwol.pl benutzt zur Extraktion Subroutinen aus extract.pl.
GERTWOL f

uhrt die morphologische Analyse durch.
gertwol2index.pl ist durch eine UNIX-Pipe mit der Ausgabe von GERTWOL
gekoppelt. Hier erfolgt die Termgenerierung und die Dimensionsreduktion
durch Wortartauswahl. Es entstehen vorl

auge, mit der Termfrequenz ge-
wichtete Artikelindices und der Kollektionsindex, die jeweils in die entspre-





uhrt die Berechnung der TFIDF -Gewichtung der Artikelin-
dices mit Hilfe des Kollektionsindices durch. Die Vektoren werden auf die
L

ange 1 normiert, um die

Ahnlichkeitsberechnung zu vereinfachen.
sortindex sortiert die Artikelindices und den Kollektionsindex nach C++ Kon-
vention. Dieser Schritt ist notwendig, da die Sortierreihenfolge von Perl5
Zeichenketten und des C++ Standarddatentyps string f

ur nicht-ASCII-




Die Filterkomponente realisiert nicht nur das Multiagentensystem sondern auch
das Clustering. Das Filtern f

ur alle Benutzer des Systems wird durch einen Aufruf















Abbildung A.1: Klassenstruktur des Programms pzfilter.
Die Klassenstruktur von pzfilter ist in Abbildung A.1 gezeigt. Im folgenden




PZFilter ist das Hauptprogramm. Es initialisiert die Tageszeitung des aktuellen
Datums und des vergangenen Tages und startet f

ur jeden Benutzer von der





amtliche Artikeldaten, den Kollek-
tionsindex und die Clusterbeschreibungen zur Verf

ugung. Das Clustering
wird von Tageszeitung selbst berechnet und in der Datei clustering ab-
gespeichert.




A Index speichert einen Artikelindex und bietet Funktionen zum Addieren,
Normalisieren und Multiplizieren von Artikelindices.
DF Index speichert einen Kollektionsindex.
Benutzerliste enth

alt die Namen aller Benutzer.
Benutzer bildet das Multiagentensystem f

ur einen Benutzer ab. Benutzer stellt
das Blackboard

uber die Klassen Feedback und Zusammenfassung zur
Verf

ugung und kontrolliert das Lernen und Filtern der Agenten.
ClusterAgent, GlobalAgent, RessortAgent und ThemenAgent
erstellen jeweils Empfehlungen f

ur Artikel und speichern diese in der
Benutzerzeitung ab.
P Index speichert den Prolindex f

ur Global-, Ressort- und Themenagenten.
RankList dient der lokalen Speicherung eines Rankings f







Benutzerzeitung sammelt die Empfehlungen aller Agenten.
Zusammenfassung kombiniert die in Benutzerzeitung gespeicherten Empfeh-
lungen mit Hilfe eines Perzeptrons zu einem Ranking.
Perzeptron ist eine allgemeine Implementation eines Perzeptrons.
A.3 Anzeigekomponente
Die Anzeigekomponente besteht aus zwei Teilen: der Anzeige des Pressespiegels
und der Anzeige des Kiosk. Beide sind

ahnlich aufgebaut. Abbildung A.2 zeigt f

ur
den Pressespiegel die Aufteilung des Browserfensters in einzelne Frames und die
dazugeh

origen CGI-Skripte, die HTML-Code f
























Abbildung A.2: Aufteilung des Browserfensters in Frames.
linken Seite ist die Situation bei der Anzeige von Ressort

uberblicken gezeigt, auf
der linken Seite sieht man die Aufteilung f

ur die Anzeige eines einzelnen Artikels.
Die CGI-Skripte lesen die ben

otigten Daten (Benutzernamen und Paw

orter,
Benutzerpressespiegel, Clusterbeschreibungen und vorformatierte HTML-Seiten)
aus den entsprechenden Dateien im PZ -Verzeichnisbaum. Einige Skripte schrei-
ben in die Feedbackdatei, das Hauptskript auch in die Namen- und Pawortdatei.
Im folgenden werden die einzelnen Skripte beschrieben.
pz.cgi ist das Hauptskript. Ist kein Cookie f

ur das PZ -System auf dem Rech-
ner des Benutzers vorhanden, wird die Eingangsseite ausgegeben. Gibt der
Benutzer Name und Pawort ein, werden die Daten wieder an pz.cgi

uber-
tragen. Stellt das Skript fest, da ein neuer Benutzer sich anmeldet, wird ein
Standardpressespiegel f

ur den Benutzer generiert und eine Anfangsagenten-
population erzeugt. Dann wird ein Cookie auf dem Rechner des Benutzers
gesetzt und das Skript ruft sich selber erneut auf. Nun ist ein Cookie gesetzt
und das

auere Frameset (Abbildung A.2 links) kann ausgegeben werden.
inhalt.cgi zeigt eine Liste der Namen der imPressespiegel verf

ugbaren Ressorts
an. Auerdem werden Verweise auf den Cartoon der taz, eine Seite mit
Informationen zum PZ -System und den Kiosk erzeugt.
ressort.cgi gibt eine Liste der Kopf- und Schlagzeilen, Untertiteln und Kurz-
zusammenfassungen aller Artikel eines Ressorts aus.
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frame.cgi erzeugt das innere Frameset, das in Abbildung A.2 rechts abgebildet
ist.
artikel.cgi zeigt den ganzen Text eines Artikels mit Hilfe der vorformatierten




uber das Ressort an. Beim
Aufruf von artikel.cgi wird ein Eintrag f

ur den Artikel in die Feedback-
datei geschrieben.
feedback.cgi erzeugt die beiden Links f

ur positives und negatives explizites
Feedback. Falls einer der Links bet

atigt wird, wird dies in der Feedbackdatei
entsprechend vermerkt.
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