We study the distributional properties of a quadratic form of a stationary functional time series under mild moment conditions. As an important application, we obtain consistency rates of estimators of spectral density operators and prove joint weak convergence to a vector of complex Gaussian random operators. Weak convergence is established based on an approximation of the form via transforms of Hilbert-valued martingale difference sequences. As a side-result, the distributional properties of the long-run covariance operator are established.
Introduction
The subject of this paper are quadratic forms of a stationary time series (X t : t ∈ Z) with paths in some function space H . From a technical perspective, we shall adhere to existing literature and assume H is a separable Hilbert space. Each realization is therefore a function. Such Functional time series are of growing interest due to the fact that many processes are almost continuously measured on their domain of definition. Consequently, the number of realizations can be substantially smaller than the intrinsic variation of the process and inference methods must take this into account. While quadratic forms of Euclidean-valued random variables have received considerable attention and have been studied under various dependence conditions [see i.a. 18, 24, 20, 1, 30, 21 , and references therein], this is not so much the case for quadratic forms of functional-valued random variables. Yet, they do arise naturally in a variety of inference problems. A quadratic form statistic of a functional time series can be given bŷ
where {Φ T,t ,s } t ,s∈{1,...,T } defines a sequence of bounded linear operators which will vary depending on the application. Important applications in which statistics of the form (1) arise, are those that concern the consistent estimation of the second-order characteristics of the process (or related operators). This is especially relevant in functional data because the smoothness properties of the random functions are encoded in the second-order structure and are key in obtaining optimal finite-dimensional representations. For example, if we denote I H⊗H the identity operator on the tensor product space H ⊗ H , then the specification Φ T,t ,s = 1 T 1 s=t I H⊗H trivially yields the sample covariance operator. In the case of i .i .d . functional data, this object captures the full second-order structure and its eigen decomposition plays a central role in the extraction to finite dimension of the process's properties, e.g., via the Karhunen-Loève representation if H = L 2 . Not surprisingly, the sample covariance operator received considerable attention in the corresponding line of literature [e.g., 11, 7, 28] but also in case of linear processes [see among others 3, 8, 15 , and references therein]. However, when there is serial correlation between observations the covariance operator clearly does not capture the full dynamics. For dependent functional data, a more meaningful object is therefore the spectral density operator
where C h is the h-lag covariance operator of the process X . As an estimator of F (λ) for a process X with mean function µ, one can consider
which simply corresponds to the quadratic form in (1) with Φ is an even, bounded function on R that is continuous at zero and b T is a bandwidth parameter converging to zero at a rate such that b T T → ∞ as the sample size T tends to infinity. The properties of this estimator and its relation to the smoothed periodogram operator are discussed in detail in Section 4. For λ = 0, 2πF (0) is an estimator of the long-run covariance operator. Because it arises as the limiting covariance operator of the sample mean function, properties of the long-run covariance operator have been studied in several contexts within the framework of L p m -approximability [see e.g., 16, 13] . Frequency domain analysis of functional time series, i.e., the case λ = 0, has received considerably less attention than time domain analysis. Yet, not only does frequency domain analysis and hence the spectral density operator arise in various applications in a natural manner such as in high-resolution medical data or biology, it captures moreover the full second order dynamics of dependent functional data. It can therefore be seen to take on a similar role for dependent functional data as the covariance operator takes on in the case of i .i .d . functional data. In fact, it allows to extract the uncountably infinite variation to a countably infinite space in an optimal manner via a dynamic Karhunen-Loève representation provided the function space is sufficiently smooth. Moreover, frequency domain based inference methods enable powerful nonparametric tools for hypothesis testing. Because of its relevance for dependent functional data, estimators of F (λ) in the context of L p m -dependence as well as under functional cumulantmixing conditions were introduced earlier this decade. Under L p m approximability, [12] considered dynamic principal components for stationary functional time series and obtained a consistency result for a lag window estimator. Under cumulant-mixing conditions, [25] derived consistency and asymptotic normality of a smoothed periodogram operator estimator. Estimation and distributional properties of an estimator for a time-varying spectral density operator were derived in [9] , who introduced a framework for locally stationary functional time series. Note that all of the aforementioned estimators can be written in the form (1) . It is worth mentioning that these works have paved the way for frequency domain-based inference of functional time series, leading to an upsurge in the available literature in the past few years [see e.g. 14, 22, 27, 10, for some recent works and references therein].
Cumulant tensors and spectral cumulant tensors can be shown to form Fourier pairs, provided appropriate summability conditions are satisfied. The consideration of functional cumulant mixing conditions as in [25] can therefore to some extent be seen to provide a natural framework for the derivation of sampling properties. Yet, the central limit theorem and consistency result as derived in [25] rely on existence of all moments and summability conditions of the cumulant tensors. In certain applications such required summability conditions might be too strong and worthwhile to be relaxed. To the author's knowledge, there is currently no CLT available under L p m -dependence and the consistency rate available in this setting [12] is sub-optimal compared to the one derived under cumulant mixing conditions in [25] .
Broadly speaking, the aim of this paper is therefore twofold. We wish to derive a general central limit theorem for quadratic forms of stationary functional time series under sharp moment conditions. At the same time, we aim to obtain the best possible convergence and consistency rates for the aforementioned applications. It is worth mentioning that our conditions on the dependence structure are also weaker than those considered within the L p m -dependence framework. Underlying our approach is an approximation of the quadratic form with a Hilbertianvalued martingale process. To construct this process, we shall use a martingale approximation of the quadratic form. The idea to approximate a normalized partial sum process via a related martingale process was first put forward by [17] . [31] introduced this approach to derive distributional properties of the Discrete Fourier transform (DFT) of a Euclidean-valued ergodic time series. The latter has since then been applied in a variety of problems [see e.g., 26, 30, 23] . In [6] , the result of [31] and [26] was generalized to a CLT of the discrete Fourier transform of a Hilbertian-valued time series.
The structure of this note is as follows. In Section 2, we introduce necessary notation and conditions. In Section 3, we explain the approach in more detail and provide a joint central limit theorem for a set of quadratic forms as in (1) . In Section 4 we focus on the estimation of the spectral density operator and long-run covariance as particular applications. More specifically, a consistency rate and distributional properties are established. Various technical results and proofs are relegated to the Appendix.
Framework
Let (Ω, A , P) be a probability space and (T, B, µ) a σ-finite measure space. For a separable Banach space (B, · B ) with dual B ′ we denote the space L p B (T, B, µ) the space of p-th integrable B -valued functions equiped with norm
A function is strongly A -measurable if and only if for all x ′ ∈ B ′ , the function 〈 f , x ′ 〉 is A -measurable, i.e., if it is the pointwise limit of Ameasurable simple functions. A B -valued random element X over (Ω, A , P) is then a strongly measurable function X : (Ω,
(Ω, A , P) and A o a sub-algebra of A , we define the conditional expectation 
For A, B,C ∈ S ∞ (H ) we define the kronecker product as (A ⊗B )C = AC B † , while the transpose Kronecker product is given by
A compact operator A : H → H belongs to the class of Hilbert-Schmidt operators, denoted by S 2 (H ), if it has finite Hilbert-schmidt norm which is defined as |||A||| 2 := (
has finite-trass class norm, where the norm is given by
is trace-class and denote A ∈ S 1 (H ). The space (S 2 (H ), |||·||| 2 ) is a Hilbert space with inner product
H , the cross-covariance operator is given by Cov(X , Y ) = E(X ⊗ Y ) and belongs to S 1 (H ). We note in particular that X 2 H,2 = Tr(var(X ⊗ X )). For a filtration {G j } of sub σ-algebras of A , we shall make extensive use of projection operators defined by
Finally, we let ⇒ N indicate convergence in distribution as N → ∞, where N ∈ N.
Main result
Throughout this article, we are interested in weakly stationary functional time series {X t : t ∈ Z} taking values in L 2 H . In particular this means that the mean EX t = µ and the h-lag covariance operator C h are invariant under translations in time, i.e, C h = E(X h − µ) ⊗ (X 0 − µ). Without loss of generality, we shall assume throughout this article that the data are centered. When the mean is unknown one can consider centering the data by subtracting the sample mean function (see Remark 4.1). Furthermore, we assume the process admits a representation of the form 
where the equality holds in L 2 H . Note that {P j (X )} form a martingale difference sequence with respect to the backward filtration of σ-algebras {G − j : j > 0}. In order to formulate conditions on the dependence structure we consider a generalized version of the physical dependence measure of [32] . More specifically, let {ǫ ′ t : t ∈ Z} be an independent copy of {ǫ t : t ∈ Z} defined on (Ω, A , P). For a set I ⊂ Z, let G t ,I = σ(ǫ t ,I , ǫ t −1,I , . . .) where ǫ t ,I = ǫ ′ t if t ∈ I and ǫ t ,I = ǫ t if t ∈ I and as a measure of dependence define
Additionally we define the m-dependent process
The following summarizes the assumption on the dependence structure made throughout this paper.
with p = 4.
Observe that Assumption 3.1 is weaker than L 
Hence, under condition (4) we have
H ensures a finite second-order structure of a random element of the form X t ⊗ X s . Note that the latter can be viewed as a random element of S 2 (H ), i.e., it is a measurable mapping from (Ω, A ) into (S 2 (H ), B) and thus X t ⊗ X s ∈ L 2 S 2 (H) . Existence of a limit of the quadratic form in (1) requires conditions on both the weight sequence as well as on the dependence structure. To elaborate on the latter, the condition in (4) has two implications (Proposition 3.1 and Proposition 3.2, resp.), which we shall require in order to derive distributional properties of the quadratic form. Denote the functional Discrete Fourier Transform (fDFT) of the stationary process X by
The second-order structure of this object -if well-defined-provides information on how the variation that is contained in the process is distributed over frequencies and can be viewed as an estimator of a Hilbertian-valued orthogonal increment process[see 10, for necessary conditions]. Provided the memory of the process decays fast enough, its limiting variance is given by the spectral density operator in (2) . Assumption 3.1 with p = 2 provides sufficiently fast decay in memory for this to be the case. 
exists as a non-negative definite Hermitian element of S 2 (H ).
Proof of Proposition 3.1. We obtain by orthogonality of the projections, stationarity and Jensen's inequality
and similarly for h < 0. Hence,
It follows that F (λ) is a non-negative definite, Hermitian S 2 (H )-valued density function over fre- 
Hence, (2) exists as a limit of Césaro averages of {C h e −ihλ : h ∈ Z} in S 2 (H ). Without stronger assumptions, such as summability conditions, the derivation of several distributional properties of the quadratic form in (1) do not appear obvious. Yet Assumption 3.1 allows to proceed via an approximating S 2 (H )-valued random process. Underlying this approximation is the following process
The second-order structure of (7) is closely related to that of D
, but moreover has several useful properties that we shall make extensive use of.
Proposition 3.2. Under the conditions of Assumption 3.1 with p = 4, we have for all
forms a m-dependent stationary martingale difference sequence
and the process {D
Here, Π i j kl denote the permutation operator on ⊗
H that permutes the components of a tensor product of simple tensors according to the permutation (1, 2, 3, 4)
The details of the proof can be found in Appendix A. For fixed m and p = 2, the first statement is almost immediate from the properties of the projection operators which form martingale difference sequences with respect to {G k } and the fact that the process {X (m) t } is m-dependent. For p = 4, the proof of the above statements require extensions of inequalities such as Burkholder's inequality for linear transforms of Hilbert-valued martinagles; see Appendix A. The Cauchy property will be necessary to verify several aspects of the distributional properties, including verification of tightness on the function space of the quadratic form. Proposition 3.2(iii) shows in particular that the iterated limit in T and m, resp, of a certain functional of the variance operators of the family of martingale processes {D of the fDFT, and that this functional is finite. Next, we require the following conditions on the sequence of weight operators. We assume that we have a representation
Observe that this is an operator in S ∞ (S 2 (H )) with the property
Note that the identity operator can be replaced with any arbitrary bounded linear operator B T ∈ S ∞ (H ). Additionally, we require a few technical conditions ensuring that the the weights are "well-behaved", i.e., the quadratic form exists as a well-defined random element of S 2 (H ) for which no degenerate (non-Gaussian) limiting distributions can arise.
Assumption 3.2 (Conditions on
We assume,
Note that the first condition simply ensures a balance in order, i.e., the left-hand side of the same order as the total sum of weights operator when the latter is a functional-valued operator on Z × Z. Together with the second, this means the norm of none of the individual weight contributions dominates the order of the variance. The third condition ensures a "smooth" contribution of each component Φ T,s,t (X s ⊗ X T ) to the total mass of the quadratic form. The fourth condition is required to ensure that, as the overlap of the two bivariate operator-valued functions over Z × Z gets smaller, the contribution to the total mass must become negligible. Observe that for the examples mentioned in the introduction where φ
are scalar-valued, the norms |||·||| ∞ can be replaced by | · |. Condition (iv) on the kernel then simply means a bandwidth parameter b T << 1 must ensure a local smoothing occurs. As will become clear in the next section, it predictably excludes that the periodogram operator without smoothing can provide an asymptotically Gaussian consistent estimator of the spectral density operator. Many different weight functions used for the consistent estimation of F λ will satisfy the above conditions, including the common choice of a bounded piecewise continous lag window function with compact support, provided the bandwidth parameter ensures condition (iv) holds true (see Section 4).
In order to derive the properties of the quadratic form, a natural and common approach is to decomposeQ T into off-diagonal elements and diagonal elements as followŝ
The main ingredient to the proof is to use that the off-diagonal elements, after centering around their mean, can be approximated by the process
where the functionals D
m,t are defined via (7) in Proposition 3.2(i). The intuition is therefore similar in spirit to the strategy applied in the Euclidean setting [see e.g., 23, 30] . We emphasize that the aim of this paper is not the same nor can the weak convergence result in our paper be seen as a trivial extension of these works. We aim to derive consistency rates and joint distributional convergence of a set of operators where the quadratic form is very general, consisting of operator-valued weight operators of a Hilbertian-valued stochastic process. The derivation of the operator approximations and of the distributional properties, including the verification of tightness on the function space, are therefore far more involved. The convenient properties of (10) are given in the next statement.
as defined in (10) . Under Assumption 3.1 with p = 4 and fixed m, the process
Proof of Proposition 3.3. It is immediate that
is adapted to the filtation G T . Secondly, from the properties of the operators {Φ T,s,t }, we can write
H with respect to G t . Hence, using orthogonality of the increments and by Lemma A.1
where we used that 
where,Q λ j , j = 1, . . . , d are jointly complex Gaussian elements of S 2 (H )
The (i , j )-th element of the covariance operator is given by
and of the pseudocovariance operator by
and where η(x) = 1 for x = 2πz, z ∈ Z and zero otherwise.
In particular,for distinct frequencies Proof of Theorem 3.1. We consider the sequence of processes {ξ ii) The family of laws P :
First we derive that, for all m ≥ 1, ξ T,m ⇒ T ξ m , where ξ m defines a zero-mean Gaussian element of S 2 (H ) and where the double indexed process is given by
as in (10) . By Proposition 3.3, for every fixed m, M
is a martingale process in
(Ω, A , P) with respect to the filtration {G T }. Note the same holds for 
and
where
The proof is tedious and relegated to Appendix B. Next, we show that ∀m ≥ 1, {ξ
, T ≥ 1} is tight. In order to verify tightness we shall use the following result, which is a particular case of [29, Theorem 3] 
In order to verify the first condition, note that, since k is fixed,
and hence the first condition is implied by
for which we moreover have
Since the real and imaginary part of the random variables 〈ξ
, χ l l ′ 〉 converge to real-valued random variables by Theorem 3.2, the corresponding sequence of probability measures is tight on (R, B). (18) therefore follows from the continuous mapping theorem. In order to verify the second condition of Lemma 3.2, note that by Markov's inequality it suffices to prove that
Firstly, observe that E|ξ
Together with Parseval's identity the monotone convergence and by definition of the (transpose) Kronecker tensor product, Theorem 3.2 implies
From Proposition 3.2(iii.) we obtain immediately that
Consequently, we can choose an ǫ > 0 such that for all k ≥ k 0
From the pointwise convergence (14) and from the sequence convergence in (15), we obtain
In other words, there must exist a T 0 such that for all T ≥ T 0 and k
Moreover, we can choose ak ≥ k 0 such that for all 1 ≤ T < T 0 , 
Recall then that Theorem 3. 
where Γ and Σ are the covariance and pseudocovariance operator given in Theorem 3.1. This however follows immediately from (16 
From the pointwise convergence (17) and the convergence of (16) as m → ∞, this now however follows similarly to the proof of (19 
The proof can be found in Appendix C. Since S 2 (H ) is a complete metric space, let F be a closed set of S 2 (H ) and fix ǫ > 0. Then, 
Using then Lemma 3.3, Markov's inequality yields lim sup
so that taking ǫ → 0, completes the proof.
Estimation of the spectral density operator
In this section we focus on the application of the above theorem to estimate the spectral density operator
Proofs of the statements in this section are postponed to Appendix D. It is well-known that under various conditions [see e.g., 12, 25] an asymptotically unbiased estimator is given by the periodogram operator I
are the fDFT of X given in Section 2. Note that, by construction, this operator is hermitian, non-negative definite and λ → I λ T is 2π-periodic. From (6), we can immediately conclude that, under the stated conditions, the periodogram operator is indeed an asymptotically unbiased estimator of F (λ) . It can however never be consistent because it is based upon one frequency observation. A consistent estimator of the spectral density operator can be obtained via smoothing the operator-valued function λ → I λ T over neighboring frequency ordinates, i.e., via convolving the periodogram operator with a window function K . For example, it is very common to consider an estimator of the form
where K : R → R + is assumed to be an even, non-negative weight function that is integrable. Under Assumption 3.1 with p = 4, it is immediate from an application of Cauchy-Schwarz inequality and Lemma A.2(i) that sup λ I λ T S 2 ,2 = O(1) uniformly in T . By Holder's inequality, (21)therefore exists as en element of · S 2 ,2 . In order to exploit the results from the previous section, we however require the estimator can be formulated in terms of a quadratic form. As remarked in the introduction, we consider (22) and (21) . Namely, a change of variables givesF
where the equality is with respect to · S 2 ,2 . In order to verify consistency and asymptotic normality, we shall require the following assumptions on the weight function w (·) in (22) . 
Observe that these are rather mild conditions for window functions and includes a wide range of common choices [see e.g. 5]. Under these conditions we can obtain consistency in mean square of the spectral density operator. 
(ii) If, in addition, h∈Z h P 0 (X h ) H,2 < ∞ and lim x→0 |w (x) − 1| = O(x), then
Note that Theorem 4.1 does not rely on a martingale approximation to exist but relies on the ergodicity properties of the underlying process. ). It is however often of importance to obtain a specific rate of consistency and hence additionally to be able to control the order of the bias in norm. As given in the second part of the statement, this requires mild additional conditions on the smoothness of the process as well as a smoothness condition of the weight function around 0. If the function µ is unknown) . In case the mean function µ is unknown, we can instead consider the estimator
Remark 4.1 (
X T denotes the sample mean function and which defines a random element of H . We obtain the following error bound with the estimator in (22) , which shows the results in this section are not affected by centering the data using the sample mean. 
The next result is the joint distributional convergence of a set of estimators at distinct frequencies to uncorrelated Gaussian elements of S 2 (H ). 
where F
. . , d are zero-mean jointly independent complex Gaussian elements of S 2 (H ),
with covariance operator
and with pseudocovariance operator
.
If the conditions of Theorem 4.1(ii) are also satisfied, then
Observe that if λ j ∈ {0, π}, then F λ j is real Gaussian. Finally, we obtain the following corollary on the distributional properties of the estimator of the long run covariance operator.
Corollary 4.1. Under the conditions of Theorem 4.2,
A Inequalities for H-valued martingales and linear transforms
Let H be a Hilbert space. For a probability space (Ω, A , G ∞ , P) and G = {G t } t ≥0 a nondecreasing sequence of sub-σ-fields of
be a martingale with respect to G and note that we can write M n = n k=0 D k , where {D k } denotes its difference sequence. Additionally denote the variable
which we call the square function of M . It was shown [4, theorem 3.1] that for H -valued martingales, we have for 1 < p < ∞
. As a consequence we have the following lemma, which extends lemma 1 of [30] .
be a martingale with respect to G with {D k } denoting its difference sequence and let {A} k=1,...,n ∈ S ∞ (H ). Then, for q = mi n(2, p),
and therefore by Minkowski's inequality on the l 2 norm and consequently using that
where the one before last inequality follows from Holder's inequality for operators and where the last inequality follows from subadditivity of the function (·) p/q in case q/p < 1. 
Proof. Using (3) and Lemma A.1 (i) directly follows. For (ii), by stationarity
and therefore (ii) follows from (i). Finally, we can write
and we note that D t , j := E[X t |G t ,t − j ] − E[X t |G t ,t − j +1 ] for t = n, . . . , 1 defines a martingale with respect to the backward filtration G (ǫ t , . . . , ǫ i ), i = 0, −1, . . .. (iii) now follows from noting by the contraction property and stationarity 
by the properties of the conditional expectation.
(ii) Under Assumption 3.1 with p = 4, we obtain from Lemma A.1
Secondly, observe that for all n 1 , n 2 ∈ N such that n 2 ≥ n 1 , we have using Lemma A.1
. Now observe that for all n 1 , n 2 ∈ N,
where we used, that since{Y n } is Cauchy in L 
H , where the latter is finite uniformly in m and T since the limit satisfies E D (λ) 0 2 H < ∞ by property (ii). We shall therefore proceed similar to [26, 6] . By stationarity and the integral of the complex exponential yielding the constraint
Since G −t ⊆ G −h ∀t ≥ h, we remark that, for any m ≥ 1, we have by the properties of the con-
is G −hmeasurable. Therefore, we obtain by orthogonality of the projection operators and stationarity that
By ergodicity and from (ii), {D
. Therefore, continuity of the inner product yields
where we used the tower property. Hence, lim T →∞
). But this holds in particular for m = ∞, i.e., for the process lim m→∞ X m t = X t . Now observe that the conditions of the classical Féjer-Lebesgue theorem are satisfied and therefore
where we used again property (ii) in order to obtain the finite trace. Let D . Clearly, we have immediately from the above as well that
where 2πF
0 )e −ihλ and where we applied the dominated convergence theorem which is justified by (28) . This proves (27) . Consequently, non-negative definiteness allows us to conclude that F (λ) m ∈ S 1 (H ) for all m ≥ 1 and any λ ∈ (−π, π]. Then, using the permutation operator is a unitary operator, Holders' inequality for operators yields
where we applied (28) in the equality and Jensen's inequality together with property (ii) in the last inequality. From continuity of ⊗, Π and the dominated convergence theorem together with (29) , we obtain
B Joint convergence of finite-dimensional distributions of ξ λ T,m
Proof of Theorem 3.2. We recall that
).
We want to show that {ξ
} are converging jointly to complex Gaussian elements of
(Ω, A , P) with respect to the filtration {G T }. Below we shall prove convergence of the finite-dimensional distributions via a martingale central limit theorem on the linear combinations. To make this precise, let U = {u 1 , . . . , u d , v 1 , . . . , v d ∈ H }. For any u, v ∈ H note that we can define the natural filtration of the process {〈X t , u〉} t over (Ω, A , P) by {G t (u)}. In the following, we let {G t (u j , v j )} = σ({〈X t , u j 〉, 〈X s , v j 〉} t ,s:t ≥s ) to be the natural filtration over (Ω, A , P) of the projected process pro-
for all t = t 1 ≥ . . . ≥ t 2d and P U 0 the corresponding projection operator. Observe then that 1
defines a well-defined martingale process in L 2 C (Ω, A , P) with respect to the filtration {G T (u j , v j )}. In order to derive joint convergence of the finite-dimensional distributions, it suffices to show, using the Cramér-Wold device that, for any a 1 , . . . , a d ∈ R and λ i ± λ j = 0 mod 2π, the process 1
converges to a zero-mean complex normal random variable with covariance
and pseudocovariance
Note that this process is adapted to the filtration G T (U ). We start with decomposing the func-
as follows.
The following lemma shows the second sum is of lower order in norm.
Lemma B.1. Under the conditions of Theorem
This implies in turn that we can focus on the distributional properties of the projections of the operators
From Proposition 3.3, it is immediate that both terms in (31) constitute well-defined martingales in L 2 S 2 (H) (Ω, A , G T , P). Consequently, projecting these on fixed u, v ∈ H , we obtain the following two martingale processes with paths in
In order to apply a martingale central limit theorem on the sum of (33) and (34) and over j = 1, . . . , d , We must verify the Lindeberg condition is satisfied. Without loss of generality we do this for (33) and for fixed u, v as the result is immediate to carry over to a finite sum over j . To ease notation in the following, we set 〈D 
The Lindeberg condition is therefore satisfied if we can show that the term on the right hand side is of order o( φ T 
and similarly for (34) showing that the Lindeberg condition is satisfied. It therefore remains to verify the that the conditional variance satisfies
and that the conditional pseudocovariance satisfies
Moreover, observe that we can write E(·|G
. We shall show that the sum of projections are of lower order. Applying this to (37), one finds using the orthogonality of the P (U ) j (·) and the contraction property of the expectation
where we used again that D 
and D
t ,t −m measurable, the left-hand side of (36) equals
while (37) becomes
We shall make use of the following lemma.
H be a H -valued martingale difference process. Then, provided that conditions (i) and (iv) of Assumption 3.2 are satisfied
where M (λ)
Since norm convergence implies convergence in the weak operator topology we obtain for any u, v ∈ H , 
where N (λ) t is as defined in (32) . Suppose first that d = 1. Then, if λ = 0, π, it follows from this lemma that the third and fourth term of (38) and the first two terms of (39)) will be of lower order if λ = 0, π. Hence, from Proposition 3.2 E〈D
If λ = 0 mod π, we also have E〈D
Note that the latter is real for v = u. Hence, we obtain for (38)and (39)
where we used that linear operators and expecation operators commute, i.e., E(AX
H . Consequently, by linearity and orthogonality of the projections, Minkowsk's inequality and stationarity of {D
From an application of Cauchy Schwarz' inequality, we obtain under Assumption 3.1
For the second term of (40), i.e.,
• if s 1 ≤ j − 1:
• If s 1 > s 2 ≥ j : using the tower property, we have
and therefore
For the first term, orthogonal increments and stationarity of {D (λ) m,s }, the properties of ⊗ and Lemma A.1 yield
which follows from Assumption 3.2(iv). The same order applies to the second term. For the third term we find
For convenience denote
m,s− j S 2 ,2 . Then we split the sum over j in a sum with terms 1, . . . T − 1 − k and with terms T − k, . . ., T − 1 where k = ⌊T 0.25 ⌋. Additionally, we split the inner sum of the first. We then find via tedious calculations 
where we used that max 1≤t ≤T |B t | ≤ |1/(sin(λ/2))|.
C Operator approximations
Proof of Lemma 3.3. We can decompose the quadratic form 
