Abstract. A Banach space X is superre exive if each Banach space Y that is nitely representable in X is re exive. Superre exivity is known to be equivalent to J -convexity and to the non-existence of uniformly bounded factorizations of the summation operators Sn through X .
Introduction
Much of the signi cance of the concept of superre exivity of a Banach space X is due to its many equivalent characterizations, see e.g. Beauzamy 1, Part 4] .
Some of these characterizations allow a quanti cation, that makes also sense in non superre exive spaces. Here are two examples.
De nition. Given n and 0 < " < 1, we say that a Banach space X is J(n; ")-convex, if for all elements z 1 ; : : :; z n 2 U X we have inf It is known that a Banach space is superre exive if and only if it is J(n; ")-convex for some n and " > 0, or equivalently, if it does not factor the summation operators with uniformly bounded norm; see James 5, Th. 5, Lem. B], and Sch a er/Sundaresan 9, Th. 2.2].
Using the terminology introduced above, this can be reformulated as follows: Theorem 1. For a Banach space X the following properties are equivalent:
(i) X is not superre exive.
(ii) For all n 2 N we have J n (X) = 0.
(iii) There is a constant 1 such that for all n 2 N we have S n (X) . (iv) For all n 2 N we have S n (X) = 1. On the other hand, no result of this kind for the factorization of S n is known, i.e. if for some n and all " > 0, L 2 ; X] factors S n with norm (1 + "), does it follow that X factors S n with norm (1 + ")?
Assuming S n ( L 2 ; X])
for some constant and all n 1, one can use Theorem 1 to obtain that J n ( L 2 ; X]) = 0 for all n 1 and consequently S n (X) = 1.
The intent of our paper is to keep n xed in this reasoning. Unfortunately, we don't get a result as smooth as Theorems 2 and 3. Instead, we have to consider two di erent values n and N. If S N ( L 2 ; X]) = for some`large' N, then S n (X) (1+") for some`small' n. To make this more precise, let us introduce the iterated exponential (or TOWER) function P g (m). We let P 0 (m) := m and P g+1 (m) := 2 Pg(m) : We will prove the following two theorems. Theorem 4. For xed n 2 N and > 1 there is " > 0 such that J n (X) " implies S n (X) < . In particular J n (X) = 0 implies S n (X) = 1.
Theorem 5. For xed n 2 N, " > 0 and 1 there is a number N("; n; ), such that S N (X) implies J n (X) < ". The number N can be estimated by N P m (cn);
where m and c depend on and " only.
Using (1), we obtain the following consequence.
Corollary 6. For xed n 2 N, 1 > 1, and 2 1 there is a number N( 1 ; n; 2 ) such that S N ( L 2 ; X]) 2 implies S n (X) 1 . Proof. Determine " as in Theorem 4 such that J n (X) " implies S n (X) < 1 . Choose N = N( " 2n 2 ; n; 2 ) as in Theorem 5 such that S N ( L 2 ; X]) 2 implies J n ( L 2 ; X]) < " 2n 2 . By (1) we obtain J n (X) < " and hence S n (X) < 1 . The estimate in Theorem 5 seems rather crude, and we have no idea, whether or not it is optimal.
Proofs
First of all, we list some elementary properties of the sequences S n (X) and J n (X).
Fact.
(i) The sequence (S n (X)) is non-decreasing.
(ii) 1 S n (X) (1 + logn) for all in nite dimensional Banach spaces X. (iii) The sequence (nJ n (X)) is non-decreasing.
(iv) For all n; m 2 N we have J n (X) J nm (X) J n (X) + 1=n. Proof. The monotonicity properties (i) and (iii) are trivial. The bound for S n (X) in (ii) follows from the fact that the summation operator S n factors through l n Assume now that X is J(nm; ")-convex. Given z 1 ; : : :; z n 2 U X , let 
Integration with respect to t yields B n x := (hx; y k i) n k=1 ; we get that kB n k 1 and S n = B n A n . This completes the proof, since S n (X) kA n k kB n k 1 + 2(n + 1)!".
Interlude on Ramsey theory Lemma. There is a number c(r; k) depending on r and k, such that R k (l; r) P k (c(r; k) l): We can now turn to the proof of Theorem 5. where R denotes the Ramsey number introduced in the previous paragraph. The required estimate for N then follows from Lemma 9 as follows N P 2m (c 1 P 2m (c 2 2nm)) P 4m (c 3 n); where c 1 , c 2 , and c 3 are constants depending on m, which in turn depends on and ".
Replacing, e.g. by 2 , we may assume that in fact S N (X) < in order to avoid using an additional in the notation. .
The outline of the proof of Theorem 5 is as follows. To each F = (F 1 ; : : :; F m ), we assign an element x(F) which in fact is a linear combination of the elements x 1 ; : : :; x N . Next, we extract a`large enough' subset M of f1; : : :; Ng, such that all x(F) with F 2 F m (M) have about equal norm. Finally, we look at special sequences F (1) ; : : :; F (n) and E (1) ; : : :; E we have (7) kx(P j0 (F))k 2 A i0 ;
and hence, by the choice of j 0 and L, also (8) kx(P j0?1 (F))k 2 A i0 :
We now de ne sequences such that S f(n) (X n ) and J n (X n ) "; where f(n) is any function such that f(n) > n?
In particular f(n) > P m (n), where m is given by (5) would show that the estimate in Theorem 5 for N is sharp in an asymptotic sense.
