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Abstract
There are many situations in which two or more audio programmes may be 
replayed in the same acoustic space. Such situations can either occur naturally 
or be deliberately engendered, for example in a system designed to produce 
personal sound zones. In order to improve the experience of a listener in the 
presence of an audio interférer, it is desirable to model the relationship between 
listener experience and physical parameters of the situation. Such a model could 
be used to optimise audio-on-audio interference situations in a perceptually 
relevant manner.
The first stage of this research involved determination of attributes of the per­
ceptual experience of a listener in an audio-on-audio interference situation. At­
tributes used in similar research areas were reviewed and an elicitation exper­
iment—combining aspects of individual and group direct elicitation methods 
preceding a rating experiment—was performed. ‘Distraction’ was found to be 
the most relevant attribute for describing the experience of a listener in an 
audio-on-audio interference situation.
The next stage of the research consisted of determining relevant physical pa­
rameters and producing a model of distraction. An experiment was performed 
in which distraction ratings were collected for one hundred randomly created 
audio-on-audio interference stimuli. Physical parameters were determined fol­
lowing a verbal protocol analysis performed on written descriptions of reasons 
for the perceived distraction; the resultant categories were used to suggest ap­
propriate features. A linear regression procedure was used to determine the
Abstract
relationship between the features and distraction scores. The selected features 
were: overall loudness; loudness-based target-to-interferer ratio (TIR); Percep­
tual Evaluation for Audio Source Separation (PEASS) toolbox interference- 
related perceptual score (IPS); level range in the high frequency bands of the 
interférer; and percentage of temporal windows with low TIR. The resultant 
model was found to fit well to the training and validation data sets with a 
root-mean-square error (RMSE) of approximately 10%.
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Chapter 1
Introduction
It is possible to envisage many situations in which two or more streams of 
audio may be present in the same acoustic space. Such situations may occur 
‘naturally’, for example, a mobile phone conversation in the presence of music in 
a shopping centre, or simultaneous train station announcements on two separate 
platforms.
Alternatively, it may be desirable to ‘artificially’ create an audio-on-audio inter­
ference situation by deliberately introducing multiple signals into a space where 
two or more listeners desire different audio content; for example, two patients in 
adjacent hospital beds watching different television channels, two passengers in 
a car with different entertainment streams, or a laptop and a television playing 
audio programmes in a living room. Consequently, recent research has focussed 
on methods of producing separate ‘zones’ of audio in the same acoustic space. 
Whilst in some cases this could be achieved with headphones, there are a number 
of advantages to loudspeaker reproduction:
•  the social aspect of multiple listeners within an environment can be main­
tained;
• awareness of environment is improved (this is especially pertinent in the 
automotive environment where safety is of paramount importance); and
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• extended headphone listening can cause discomfort and fatigue.
A system capable of delivering two or more zones of audio over loudspeakers 
with minimal interference between the zones is said to produce ‘personal sound 
zones’.
In order to improve the experience of a listener in a natural or artificial audio-on- 
audio interference situation, it is desirable to model the perception of a listener. 
The research presented in this thesis describes the creation of such a model, with 
particular application to the personal sound zone situation. This research forms 
part of the Perceptually Optimized Sound Zones (POSZ) project, which aims to 
design a system capable of producing personal sound zones along with a model 
of the relationship between physical parameters of the zones and the perceptual 
experience of a listener. The resultant model will be used to objectively evaluate 
and optimise the performance of the system in a perceptually relevant manner.
In this chapter, the background to personal sound zones is outlined (Section 
1.1) and the process of creating perceptual models of audio quality introduced 
(Section 1.2). This is followed by a summary of the research questions for this 
project (Section 1.3) and an outline of the contents of this thesis (Section 1.4).
1.1 Personal sound zones
As discussed above, it is desirable to create zones in which a user can listen
to an audio programme with minimum interference from other such zones and
external sound sources. The ideal sound zone system would:
• be able to produce multiple sound zones;
• be able to reproduce any programme material throughout the full audio 
spectrum;
• not introduce any audible artefacts of the zoning process;
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• produce no sound outside of the specified areas^;
• operate under realistic physical conditions (such as a domestic or automo­
tive environment); and
• be unaffected by any external noise.
Olik et al. [2013] summarise various sound field control methods that have been 
used to produce personal sound zones, categorising methods into three groups: 
sound energy focussing; acoustic contrast maximisation; and sound field syn­
thesis.
Regardless of the method used, it is unlikely that the ideal system as described 
above can be realised under realistic physical conditions; there will generally 
be some interference between zones. It is therefore important to evaluate the 
performance of the sound zone system in order that the performance can be 
optimised. A number of physical evaluation metrics are introduced in Section 
1.1.1, followed in Section 1.2 by a discussion of perceptual evaluation of audio 
systems. Perceptual evaluation of interference between audio programmes pro­
duced by a personal sound zone system forms the basis of the research described 
in this thesis.
1.1.1 Physical evaluation of sound zones
There are a number of physical metrics that have been used to evaluate the 
performance of sound field control methods. Acoustic contrast—the ratio of 
average sound pressure in each zone—is a measure of the difference between the 
sound pressure in zone A due to programme A and the sound pressure in zone 
B due to programme A [Coleman et al. 2013], and is given by
contrast =  ^  =  PspLa “  PspLb , (1.1)
^In the POSZ project, the constraint that no sound should be produced outside of the target 
areas is relaxed to production of a non-dangerous level of sound in the uncontrolled areas.
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where pa  and p s  are the spatially-averaged pressures in zones A and B respec­
tively. Spatially averaged pressure is given by
1 ^
(1-2)
where K  is the number of sensor points by which the zone is defined. Spa­
tially averaged pressure can also be expressed in decibels with reference to the 
threshold of hearing [Coleman et al. 2013]:
P s p L a  =  lOlogio (1-3)
Another useful metric (e.g. used by Francombe et al. [2013]) is the target-to- 
interferer ratio (TIR), that is, the ratio of sound pressure in zone A due to 
programme A to the sound pressure in zone A due to programme B:
TIRa =  SPLaiqA -  SPLaiqb (1.4)
Finally, control effort can be defined as “the energy that the loudspeaker array 
requires in order to achieve the reproduced sound field” [Coleman et al. 2013]. 
This is given in decibels by
/ E  QiQi \
effort =  lOlogio I  p  1 ,  ( 1 - 5 )
where % is the source weight for the ith  loudspeaker, L  is the total number 
of loudspeakers, and Qr is a reference pressure specified as a single monopole 
producing the same pressure as the sources in the target zone.
L im itations o f  p hysical m etrics
Whilst such physical metrics are useful when designing and evaluating systems, 
particularly when running simulations, they do not provide sufficient informa-
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tion for a full evaluation of an audio-on-audio interference situation. The success 
of a sound zone system ultimately rests on the experience of a listener, which 
could potentially be influenced by many factors not covered by a simple signal- 
to-noise ratio. It is also not possible to determine values of the physical metrics 
that are acceptable for a successful system without perceptual knowledge. It is 
therefore of interest to implement perceptual evaluation of sound zone systems 
in order to optimise performance in a listener-centred manner.
In a sound zone system with multiple audio programmes, the best case scenario 
is that the target programme will mask any interfering programmes. In the worst 
case scenario, the target programme will be completely masked by interfering 
audio. In reality, the situation is often likely to fall somewhere between these 
two extremes; perceptual evaluation of the listening experience is desirable in 
this region.
1.2 Perceptual audio evaluation
Whilst it is possible to make objective measures of the properties of an audio 
signal, such measures do not describe how the signal will be perceived by a 
human listener due to the characteristics of the human auditory system as well 
as non-acoustic properties of the signal (informational content, context etc.) and 
individual characteristics of the listener. Such factors are inherently difficult to 
quantify with objective metrics.
It is not possible to make direct measurements of the perception of a stimulus 
by a listener [Bech and Zacharov 2006]; therefore, it is necessary to perform 
listening tests in which subjects are asked to make judgements about the stimuli 
under test. Listening tests are widely regarded as the most reliable method of 
assessing audio quality [Zielinski et al. 2008].
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1.2.1 Modelling audio quality
Whilst well-controlled listening tests can provide accurate and reliable data, 
they are expensive and time consuming to design and run, and often require 
sizeable panels of trained test subjects. Therefore, considerable effort in audio 
research is focussed towards producing models that are able to accurately pre­
dict listener response for various metrics, from low-level physiological processes 
such as loudness [Glasberg and Moore 2002] and masking [Jepsen et al. 2008] to 
global integrative judgements such as audio or speech quality (for example, the 
International Telecommunication Union (ITU) standard Perceptual Objective 
Listening Quality Assessment (POLQA) model [ITU-T 2011]), or spatial audio 
quality (for example, the Quality Evaluation of Spatial Transmission and Re­
production by an Artificial Listener (QESTRAL) model [Rumsey et al. 2008]). 
A comprehensive model of a human listener would vastly reduce the need for 
subjects to take part in listening tests, and such models also have the advantage 
of being able to make multiple objective predictions in order to provide feedback 
and optimise a given system.
Perceptual models fall into two categories: those that attem pt to model the 
physiological characteristics of the human auditory system, and those based on 
collection of a large amount of empirical data. Whilst it is possible to create a 
physiologically-motivated model of parts of the human auditory system, knowl­
edge of the physical processes is incomplete, necessitating statistical modelling 
(i.e. a model that falls into the second category). To perform a perceptual eval­
uation of the experience of a listener in a sound zone, subjective data will be 
collected in order to statistically model the effect of a number of physical pa­
rameters on the listening experience. It will be possible to include such a model 
in an evaluation module of the sound zone system in order that it can be used 
to suggest modifications to the physical parameters and thereby optimise the 
listening experience.
Figure 1.1 (adapted from Rumsey et al. [2008]) summarises the steps involved 
in creating a statistical model of audio quality. One important decision related 
to the ‘listening test’ block is the facet of the listening experience tha t should be 
modelled. It may be that the experience is multidimensional, that is, a number
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of different perceptual dimensions contribute to the overall quality of experience 
of a listener in a sound zone. Alternatively, there may be an overall term that is 
sufficient for optimising the listening experience. Thus, an important decision 
to be made—and the first research question for this study—is as follows:
• What attribute is/attributes are most relevant for describing the effect of 
interference on the listener experience in a sound zone?
^^^^Audio signals^
Predictor variables
Perceptual data
Listening test
Feature extraction
Model training
F igure 1.1: S te p s  in m o d ellin g  audio  q u a lity  (a d a p te d  from  R u m se y  et al. 
[2008])
The assessment of sound quality using attributes is considered in Section 3.1, 
followed by consideration of attributes that have been used in similar research 
areas.
In the ‘model training’ block, the relationship between the collected perceptual 
data and properties of the audio signals is determined. In order to quantify this 
relationship, the features of the audio signal that are most relevant for predicting 
the attribute scores must be determined (the ‘feature extraction’ block in Figure 
1.1). These considerations lead to two further research questions.
• W hat are the most perceptually important physical parameters that affect 
the attribute(s) in a sound zone?
• W hat is the relationship between the attribute(s) and physical parame­
ters?
In Chapter 2, a number of physical parameters that may affect the listening 
experience are considered in a broad, categorical sense; feature extraction and
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modelling procedures are detailed in Chapters 6 and 7.
1.3 Research questions
The primary aim of this project is to develop a perceptual model of the expe­
rience of a listener in an audio-on-audio interference situation. The following 
research questions were determined in the preceding section and are necessary 
for developing such a model.
1. W hat attribute is/attributes are most relevant for describing the effect of 
interference on the listener experience in a sound zone?
2. W hat are the most perceptually important physical parameters that affect 
the attribute (s) in a sound zone?
3. W hat is the relationship between the attribute (s) and physical parame­
ters?
In order to answer these questions, intermediate questions will arise; these are 
introduced at the beginning of each chapter. The thesis structure is outlined in 
the following section.
1.4 Thesis structure
In Chapter 2, the design and results of an experiment to determine the thresh­
old of acceptability of an audio interférer are presented. This experiment was 
performed to narrow down the direction for further work whilst providing pre­
liminary information about the experience of a listener in an audio-on-audio 
interference situation, contributing information to the first and second research 
questions listed above. The results also provide information about the values 
of physical metrics introduced above that are required for a successful personal 
sound zone system.
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In Chapter 3, attributes used in research areas related to audio-on-audio inter­
ference are presented, followed by a review of attribute elicitation methods in 
Chapter 4. This literature-based research forms the basis for the design of a 
set of elicitation experiments presented in Chapter 5, in which the first research 
question is answered.
In Chapter 6, the results from the final phase of the elicitation experiment 
are used to develop a preliminary model of the experience of a listener in an 
audio-on-audio interference situation, again providing information related to the 
second and third research questions.
In Chapter 7, the design and results of an experiment for the collection of a large 
data set on which a model can be trained are presented. This is followed by 
description of a feature extraction and regression modelling procedure in order 
to provide answers to the second and third research questions. In Chapter 8, 
a validation procedure is described in order to confirm the answers to these 
research questions.
The work described in the thesis is summarised and concluded in Chapter 9, 
and suggestions for further work are presented.
Chapter 2
Threshold of acceptability  
experim ent
As audio programme material becomes increasingly ubiquitous in day-to-day 
life—particularly with the rise in portable audio devices—audio-on-audio in­
terference situations are becoming more common. However, there is currently 
little research into the experience of a listener in such situations. It was therefore 
considered beneficial to perform a preliminary experiment to gather information 
about the experience of a listener in an audio-on-audio interference situation, 
and narrow down the direction for further investigation.
In Section 1.1.1, physical metrics that have been used for evaluation of sound 
zone systems were introduced and it was stated that acceptable values of these 
metrics were not implicit; it was therefore valuable to determine approximate 
threshold values, particularly identification of the level of contrast required be­
tween two zones or audio programmes to produce an acceptable listening ex­
perience. It was also desirable to determine how this is affected by various 
contextual factors such as the task being performed by the listener (e.g. en­
tertainment or communication) or differences between individuals (i.e. whether 
certain individual characteristics affect the tolerable level of interference). Such
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information is useful for narrowing the scope of future research and determining 
the most perceptually relevant areas for further experimentation.
The experiment described in this chapter facilitated collection of preliminary 
information related to research questions one and two, that is, qualitative de­
scription of the effect of interference and potential physical parameters affecting 
the listening experience. The experiment took the form of a demonstration sys­
tem and informal listening tests, leading to a formal experiment to determine 
the threshold of acceptability for an interfering audio programme when listening 
to some target audio. The goals of the experiment were:
•  to determine the TIR required for an audio-on-audio interference situation 
to be acceptable;
• to determine the effect of a number of different tasks that may be per­
formed by a listener in a sound zone system;
• to investigate the effect of varying physical parameters of the system, and 
quantify the magnitude of the effects of the parameters;
•  to investigate differences between listeners; and
• to qualitatively investigate the experience of a listener in a personal sound 
zone system due to interference between zones.
In Section 2.1, the design of an informal listening test is described and the 
observations made following a demonstration using this system are summarised. 
The design of the threshold of acceptability experiment is detailed in Section 
2.2 and the results presented in Section 2.3; conclusions from the experiment 
are summarised in Section 2.4.
2.1 Informal listening test
In order to gain first-hand experience of the effect of interfering sound zones, an 
interference demonstration was established. In this demonstration, the target 
programme was reproduced over a single loudspeaker, and a range of interférer
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loudspeakers could be controlled to play the unwanted programme from any 
combination of the loudspeakers. A road noise signal could also be added to the 
interférer loudspeakers to simulate an automotive environment. The output of 
the interfering loudspeakers was controlled so that as more loudspeakers were 
added, the physical level of the interférer programme at the listening position 
remained constant. The geometry of this layout is shown in Figure 2.1. The 
demonstration was set up in the International Telecommunication Union Radio­
communication Sector (ITU-R) BS111.6 standard [1997] listening room at the 
University of Surrey, Guildford, UK. The loudspeakers (Genelec 8020a) were 
positioned at a height of 1.5 m.
A user interface (shown in Figure 2.2) was created in Max/MSP; the interface 
facilitated control of the programme material, level, and low- and high-frequency 
cut-off of the target and interférer signals (to simulate filtering in a sound-zoning 
algorithm). The programme material excerpts used in the demonstration are de­
tailed in Table 2.1. Stimuli were approximately perceptually loudness-matched 
to each other by the author over headphones. The interface also displayed the 
approximate TIR at the listening position.
2.1.1 Observations
A small group of experienced listeners (all members of the POSZ project team) 
participated in the interference demonstration, and a number of observations 
were made. These observations serve to give a qualitative outline of the effects of 
interference, providing useful information for the design of formal experiments 
in the area of audio-on-audio interference.
12
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L isten ing  P o s itio n
T a rg e t  S p e a k e r
F igure 2.1: In terference dem o n stra tio n  layou t
POSZ Interference Demo
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F igure 2.2: Interference dem o n stra tio n  user in terface  
Test m ethodo logy  and  a ttr ib u te s
A test methodology seemed to develop naturally during the course of the demon­
stration: target and interférer programmes were started simultaneously with a
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TIR of 0 dB (i.e. at the same level), and the listener was asked to alter the level 
of the interfering signal to the point at which the interférer was acceptable or 
‘no longer annoying’. This task seemed more natural than attempting to rate 
the effect of interference on a scale of some attribute, although it is potentially 
more difficult for a subject to determine an abstract threshold (one that re­
quires affective judgements to be made, e.g. the threshold of acceptability) than 
to establish an absolute threshold (an analytic or sensory judgement, e.g. the 
threshold of audibility) using a discrimination task.
In d iv id u al d ifferences and th e  effect o f  task
It was notable that different participants had different tolerances of interfering 
audio. For the same combination of programme material, some listeners set the 
acceptable level of interference considerably lower than others. There are two 
potential explanations for these differences:
•  some listeners are more sensitive (i.e. prone to negative reaction) to inter­
ference than others; and/or
• listeners were performing different ‘tasks’.
It is a widely held view in the literature relating to environmental noise that 
some people are more sensitive to noise than others (see Heinonen-Guzejev [2009] 
for a review), and this was also found to be the case in a similar experiment car­
ried out by Druyvesteyn et al. [1994] (see Section 2.2.1). It seems plausible that 
there are individual differences in the threshold of acceptability for interference.
However, it is also likely that listeners were performing different tasks. Listeners 
who set the acceptable interference level at a higher value commented that they 
were able to ‘block out’ the interférer and focus purely on the target signal even 
at relatively high levels of interference. Other listeners may not be prepared to 
expend effort in actively blocking out an interférer or focussing on the target 
audio. It is therefore necessary to define the task in an experimental situation 
and to take the scenario into account when optimising the performance of a 
sound zone system.
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It is beneficial to differentiate between the possible tasks that listeners are per­
forming in order to assess the relative size of the effects caused by task and by 
individual differences.
P rogram m e m aterial
A wide variety of stimuli were available in the interference demonstration (see 
Table 2.1) and it was therefore not possible to compare all combinations. How­
ever, a number of interesting observations were made.
When the target and interférer were both music, the interférer was found to be 
very annoying, and listeners often attributed this to a difference in key or mu­
sical clashes between the two programmes. Another source of annoyance was 
transients in the interfering programme cutting through into the target pro­
gramme; this was especially noticeable in programmes at significantly different 
tempi. When the same instrument was present in the target and interférer (e.g. 
jazz piano trio and classical piano) it was hard to focus on the target programme. 
For vocal against instrumental music where the vocal stood out in the mix, it 
sometimes sounded as if the vocal was attached to the wrong music. Differences 
in the recording balance of different styles of music led to particular problems: 
for example, loud, compressed bass in pop music easily masked low-frequency 
sounds in classical music.
When the target was speech and the interférer was music, the interfering music 
was found to be less annoying, although the interférer did noticeably alter the 
apparent mood of the target speech. Again, transients in the interférer were 
found to be particularly annoying.
When the target and interférer were both speech programmes it was much harder 
to understand the target speech, therefore the interférer was often set at a 
considerably lower level.
When the interférer was road noise, it was considerably less annoying/distracting; 
some listeners set the road noise at a higher level than the target programme
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material. When road noise and an audio interférer were played simultaneously, 
the noise sometimes improved the listening experience by masking the interfer­
ing audio.
S tim u lus con sid erations
The demonstration highlighted some properties that stimuli for use in future 
listening tests should exhibit. Each stimulus should be reasonably long and 
avoid repeated phrases in order that the listener does not learn the content. 
When listeners were aware of the content of the target programme, it became 
noticeably easier to understand the information presented and therefore the 
acceptable level of interference could be set at a higher level.
However, it is necessary to balance this with the fact that each stimulus should 
be consistent throughout its duration and also to remain at a roughly constant 
level so that the threshold judgement task is easier to perform.
Interférer location
For the majority of the demonstration, interférer signals were played out of 
a single loudspeaker at 90 degrees (14 in Figure 2.1). When II and 14 were 
both playing the same monophonic signal, interference from 14 was much more 
noticeable. When all interferers were playing, it was less tempting for the listener 
to physically turn and attend to the 90 degree loudspeaker. With interférer 
speakers II to 14 playing in the absence of a target, the interference could 
be localised to somewhere between 12 and 13, however when the target was 
introduced the localisation of the interférer seemed to shift towards 13.
Playing a signal from all interférer loudspeakers did not appear to produce 
a diffuse interférer, suggesting that further processing would be necessary to 
produce a diffuse interférer in future experiments.
It was observed during independent informal listening tests using a prototype
17
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sound zone system created for preliminary investigation in the POSZ project 
(a 4x8 system using acoustic contrast control and delay and sum methods) 
that some listeners found a diffuse interférer more annoying than a localised 
interférer, whilst some listeners found a localised interférer more annoying.
S pectra l changes to  th e  in terférer
With a speech target and music interférer, applying a high-pass filter to the 
interférer made the speech slightly easier to understand as the cut-off frequency 
increased. However, the interférer was found to be just as distracting, possibly 
as it sounded more different from the target and was therefore more noticeable.
When a low-pass filter was applied to the interférer, the interférer became easier 
to ignore with decreasing cut-off frequency as the transients in the music became 
less prominent.
When the interfering programme was band-pass filtered from 1-3 kHz, it sounded 
“quiet and boxy” , which was found to make the interférer more obvious.
2.1.2 Interference demonstration summary
Observations made during the informal listening tests detailed above suggest 
that a wide range of physical parameters of the target and interfering audio 
programmes appear to affect the experience of a listener. Such parameters 
include target and interférer programme material, interférer location, and in­
terférer spectrum. Alongside the physical parameters of the system, external 
factors—individual sensitivity and the intended use of the system—also influ­
ence the listening experience.
In order to gain more quantitative evidence of these phenomena, an acceptability 
threshold experiment was proposed. This experiment is detailed in the following 
sections.
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2.2 Experiment methodology
As discussed in the introduction to this chapter, there is not a large body of 
research on audio-on-audio interference situations. Therefore, an experiment 
was designed to quantify the effects discovered in the informal listening tests 
described above. This experiment was intended to be broad and wide-ranging in 
order to identify interesting trends for further, more detailed experimentation. 
The aims of the experiment were as follows;
• to determine the TIR required for an audio-on-audio interference situation 
to be acceptable;
• to determine the effect of a number of different tasks that may be per­
formed by a listener in a sound zone system;
• to investigate the effect of varying physical parameters of the system, and 
quantify the magnitude of the effects of the parameters;
• to investigate differences between listeners; and
• to qualitatively investigate the experience of a listener in a personal sound 
zone system due to interference between zones.
The tasks and physical parameters selected for investigation were motivated in 
part by observations from the informal listening tests. In the following sections, 
various aspects of the test methodology are introduced.
2.2.1 Experiment method and dependent variable
A threshold determination task was used as such a task was found to be natural 
in the informal listening tests reported above. Threshold determination tasks 
are indirect scaling methods and as such are relatively easy for subjects to 
perform [Bech and Zacharov 2006].
To produce threshold values, an adapted method-of-adjustment task was used. 
In method-of-adjustment tasks, subjects are asked to alter the level of a stimulus 
until it matches a provided reference [Bech and Zacharov 2006] or reaches some
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absolute threshold (e.g. the threshold of audibility [Gescheider 1997]). How­
ever, in this adapted procedure, subjects were asked to adjust the level of the 
interference signal until it reached the threshold of acceptability. Acceptability 
was chosen as the response attribute based upon comments from the informal 
listening tests reported above and its use in the relevant literature (see Section 
3.5).
Method-of-adjustment tasks have not been widely utilised in this manner; that 
is, to obtain an abstract threshold rather than an absolute threshold (e.g. of 
audibility). One example of a similar methodology is presented by Druyvesteyn 
et al. [1994] who positioned two television sets (with associated audio) next to 
each other, and fixed the level of the right hand set. Subjects were first asked 
to watch the right set and adjust the level of the left set until its sound signal 
just started to cause interference. Secondly, subjects were asked to watch the 
left set and adjust its level until the right set just started to cause interference. 
The threshold signal-to-noise ratio (SNR) was taken as half of the sum of the 
two deviations from the fixed level of the right hand set. SNR was found to 
be 11 dB(B) with standard deviation 3.5 dB(B). The experiment was repeated 
without pictures on the television screens, and an SNR of 20 dB(B) with stan­
dard deviation 2.4 dB(B) was obtained.
Hubach and Edwards [1992] also performed a method-of-adjustment experiment 
to determine an acceptability threshold. Recorded drum, guitar, and bass tracks 
were reproduced over a loudspeaker, and a stereo microphone pair was set up 
at a normal gain structure in an adjacent room. Using the doors between the 
two rooms (i.e. by opening or closing one door from a pair of doors separated 
by a large air space), isolation was increased until spill from the recorded tracks 
into the microphones became ‘acceptable’ (as judged by a recording engineer 
monitoring the signal in the control room), and decreased until the spill became 
‘unacceptable’.
Method-of-adjustment tasks have a number of advantages: they are relatively 
simple to set up and quick for subjects to perform (e.g. Hesse [1986] found 
the method-of-adjustment to be up to 80% more efficient than two alternative 
forced-choice (TAFC) methods). The results may be slightly less accurate than
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alternative methods; however, the gain in simplicity is a worthwhile trade-off in 
this early experiment in which the purpose is to obtain an idea of the magnitude 
of effects [Hirsh and Watson 1996; Gescheider 1997].
Method-of-adjustment and forced choice methods have been compared in the 
literature. Hesse [1986] and Bech [1998] both found 2-5 dB difference in thresh­
olds produced by the method-of-adjustment and the forced choice method in 
different tasks; it seems that the methods may produce different threshold val­
ues but it is not possible to predict in which direction. Therefore, it is more 
important to assess the reliability of the various methods. Hesse [1986] found 
that the method-of-adjustment had a lower average standard deviation across 
nine participants than forced choice methods (1.11 dB compared to values of 
up to 1.85 dB), whilst Bech presents confidence intervals that are 0.2 dB wider 
for method-of-adjustment.
Bech [1998] cites a number of advantages with method-of-adjustment tasks: 
the subject can focus on a specific attribute even with stimuli in which multiple 
attributes vary; the subject is in control of the stimulus presentation and stimuli 
are therefore presented in the most suitable manner for each subject; the method 
is efficient; and intra-subject reproducibility is higher than in forced choice 
procedures [Hesse 1986].
The dependent variable in this experiment was therefore the interférer level—in 
decibels relative to the target level—at which the degree of interference was 
acceptable.
2.2.2 Input device
In order to avoid bias due to subjects learning to associate certain movements 
or positions of the volume control with particular thresholds [Poulton 1989], the 
interférer level was adjusted using an unlabelled rotary fader with no end points 
or tactile feedback of fader position (the Griffin PowevMate). These controls 
were put in place to maximise the likelihood of subjects to performing the task 
based purely on the auditory stimuli.
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The volume control altered the interférer level logarithmically. Subjects in a 
brief pilot experiment found the volume control (which was altering the volume 
in 0.1 dB steps) too insensitive. Based on these comments, the sensitivity of the 
control was set at steps of 0.3 dB.
Altering the sensitivity of the volume control between trials [Poulton 1989] was 
considered, however it was elected to keep the sensitivity constant to reduce 
annoyance for the subject and in order to enable comparative analysis of fader 
use between subjects and trials. Fader use was recorded by storing the fader 
position along with a timestamp each time the level was changed.
2.2.3 Starting level of interférer programme
In order that subjects could clearly identify the target and interférer programmes, 
the target signal was played independently of the interférer for the first 5 seconds 
of each trial.
The interférer signal started at a random level to eliminate a possible systematic 
bias caused if the interférer started at the same level relative to the target in 
each trial, in which case the subject may develop some idea of the extent by 
which to increase or decrease the level.
A small pilot experiment was conducted in order to assess the effect of the inter­
férer programme starting at a level above or below the threshold of acceptability 
(the threshold was estimated for the purpose of the pilot experiment). The pilot 
experiment took the form of a full factorial experiment with three independent 
variables (target programme, interférer programme, and road noise) each at two 
levels. Two subjects performed each trial twice with the interférer starting well 
below the threshold of acceptability and twice with the interférer starting well 
above the threshold.
An analysis of variance (ANOVA) was performed and there was not found to 
be a significant main effect of starting above or below threshold (F (l,31) =  
1.20, p =  0.28), although starting above or below threshold was included in a
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significant four-way interaction (F(l,31) =  5.58, p =  0.02). However, the pilot 
experiment has a very small number of data points, and it is likely that this 
significant effect was due to one considerably different rating between subjects.
The participants reported that the task was initially confusing when the inter­
férer started at a level well below threshold (and was therefore nearly inaudible), 
and that they overcame this by turning the interférer up to a loud level and then 
continuing the task. In order to verify this, the subjects’ fader use against time 
was plotted for all individual cases (see Figure 2.3 for a selection of examples). 
These plots clearly showed a large spike in level at the beginning of each ‘start­
ing below threshold’ trial, suggesting that it was unnecessary to include trials 
with the interférer starting below the threshold level in the full experiment.
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F igure 2.3: E x am ple  p lo ts  o f  fader use from  th e  a c c e p ta b ili ty  p ilo t experi­
m en t, in terférer s ta r tin g  below  threshold  level
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To establish an idea of overall fader use, the mean position of the fader against 
time for each subject and each starting position was plotted, with error bars 
showing standard deviation (Figure 2.4). The overlapping error bars supported 
the results of the ANOVA that there was not a significant effect on the produced 
threshold of starting above or below threshold. The plot also supported the 
observation that subjects tended to increase the level of the interférer to a point 
above threshold before continuing the task.
-1 0
 Interférer starts below threshold
 Interférer starts above threshold
S ' -15
-20
2  -25
-35
Time (s)
Figure 2.4: M ean fader use in th e  p ilo t exp erim en t across su b jec ts . E rror  
bars (dash ed  lines) sh ow  sta n d a rd  devia tio n .
As it had been reported that subjects in the pilot experiment were less confused 
when the interférer started at a high level, the starting level was randomly 
determined for each trial from a uniform distribution between —3 and +6 dB 
ref. target level.
2.2.4 Experiment scenarios
Observations made in the informal listening tests suggested that listeners were 
able to tolerate different levels of interference depending on the task that they 
were attempting to perform. This is relevant to the use of a personal sound zone 
system as it is plausible that such a system may be used for a range of purposes. 
It was therefore elected to perform the threshold experiment in three different 
‘scenarios’ based on tasks that people may perform in a personal sound zone.
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The tasks selected were as follows:
• information gathering (target: various speech; interférer: various pro­
gramme material);
•  entertainment/ relaxation (target: music, speech or combination; inter­
férer: various programme material); and
• reading/working in silence (target: silence; interférer: various programme 
material).
It is difficult to ensure that participants are invested in the scenario in a lab­
oratory experiment; however, the listening environment can be established in 
an ecologically valid manner (i.e. designed to simulate as accurately as possible 
the environment in which the given task would be performed). For example, 
Langdon et al. [1974] asked subjects to make acceptability ratings of aircraft 
flyover noise whilst they were watching videotaped television programmes to 
simulate television watching at home.
All scenarios used in the threshold experiment are valid in a domestic or au­
tomotive environment. A number of considerations were made to maximise 
ecological validity, including selecting relevant audio stimuli and using contem­
porary newspaper articles in the reading/working scenario.
Another important consideration is the wording of the question to the subject. 
In the literature pertaining to evaluation of the effects of aircraft noise, subjects 
are often asked to envisage themselves in a given situation and to make ratings 
based upon this imagination. For example, the International Commission on 
the Biological Effects of Noise (ICBEN) Community Response to Noise Team 
report on standardised noise reaction questions [Fields at al. 2001] proposes the 
following question: “Thinking about the last (..12 months or so..), when you are 
here at home, how much does noise from (..noise source..) bother, disturb, or 
annoy you... ”, therefore requiring subjects to make judgements not purely on a 
presented stimulus but on their recollection of their feelings towards a stimulus 
over a given time period in a given place. Leventhall et al. [2003] suggest that it 
is a common experimental method in laboratory assessment of noise annoyance 
to ask subjects to “imagine themselves relaxing in their homes in the evening”
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in order to make a rating of annoyance.
Based on these techniques, the task descriptions for the three scenarios were as 
follows.
Scenario 1: in form ation  gath erin g
“Listen to the audio presented for the first five seconds; this is the 
target audio. Imagine that you are at home or in the car, listening 
as if  you were required to understand, aet on and/or pass on the 
information presented. Using the rotary fader, please adjust the level 
of the alternate programme until you find the situation acceptable”.
Scenario 2: en terta in m en t
“Listen to the audio presented for the first five seconds; this is the 
target audio. Imagine that you are relaxing (at home or in the car) 
by listening to music or a football match. Using the rotary fader, 
please adjust the level of the alternate programme until you find the 
situation acceptable”.
Scenario 3: read in g /w ork in g
“Please read the provided newspaper article. Imagine you are reading 
or working at home, the office or in the car. Using the rotary fader, 
please adjust the level of the alternate programme until you find the 
situation acceptable”.
The newspaper articles used in the reading/ working scenario were print-outs of 
short (approximately 150 words) current affairs news articles adapted from the 
online archives of the Evening Standard [Evening Standard 2011]. All articles 
included one appropriate image. The texts were selected to have minimal vari­
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ation in the Flesch Reading Ease score (see Appendix A for an example article 
and a breakdown of the readability statistics for the selected articles). The 
newspaper articles were unique for every trial (including repeats) and presented 
in a random order.
The scenario was not considered to be an independent variable as the differ­
ent scenarios required different programme material items and there was no 
target programme in the reading/ working task. Whilst the results from differ­
ent scenarios are therefore not directly statistically comparable, the results do 
serve to give some indication of differences between audio-on-audio interference 
situations when listeners are performing different tasks.
2.2.5 Experiment participants
Nine subjects (six experienced listeners and three inexperienced listeners) par­
ticipated in the listening tests. The experienced listeners were students and staff 
from the Institute of Sound Recording (loSR), the University of Surrey, Guild­
ford, UK. The inexperienced listeners were undergraduate and postgraduate 
students in various disciplines.
Five out of nine participants (experienced listeners) were members of the POSZ 
project team and therefore had prior knowledge of the background and aims of 
the research.
2.2.6 Independent variables
The following physical parameters were considered for inclusion as independent 
variables: target level, target programme, interférer programme, road noise 
level, interférer location, and spectral content of the interférer. This list was 
compiled following observations made in the informal listening tests; all of the 
parameters seemed to have some effect in the demonstration. In order to keep 
the experiment at a reasonable duration, it was necessary to remove one of 
these independent variables. In an implementation of a sound zone system,
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the target level could feasibly be held constant whilst a reasonable quality of 
listening experience was maintained. Target level was therefore considered to 
be the least important factor and omitted from this preliminary experiment. A 
target level of 76 dB SPL(A) was chosen based upon preferred listening levels 
in a car with background noise at 60 dB SPL(A) as reported by Benjamin and 
Crockett [2005].
The selected independent variables—detailed below—were each varied in three 
levels to cover a range of different audio-on-audio interference scenarios.
T arget program m e
The interference demonstration showed that the type of target and interférer 
programme material affected the listening experience. Appropriate programme 
material is dependent upon the scenario; not every programme will be relevant 
in every scenario. Table 2.2 details the target programme material used in each 
scenario. The target audio was chosen to give a wide coverage of appropriate 
programme material for each scenario, and to allow comparisons such as pop 
against classical music (as these tend to have pronounced physical and contex­
tual differences), and clear speech versus speech with noise in the background 
(e.g. sports commentary). Further stimulus considerations are discussed in Sec­
tion 2.2.9.
In fo rm a tio n E n te r ta in m en t R e a d in g /w o r k in g
Ite m  1 Male news speech 
I te m  2 Female news speech
Ite m  3 Sports commentary
Vocal pop music n /a
Instrumental classi- n /a  
cal music
Sports commentary n /a
T able 2.2: T arget p rog ra m m e m a teria l fo r each scenario
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Interférer program m e
Unlike the target programme, the interférer programme is not dependent upon 
scenario. Therefore, the same factor levels were used in all scenarios. Pro­
gramme material was selected to cover different types of interférer signals and 
therefore increase the external validity of the results. Based on comments from 
the informal listening tests reported above, the following programme items were 
selected for use as interfering signals:
•  male speech;
• instrumental classical music; and
• vocal pop music.
Interférer location
As reported above, comments from the informal listening tests suggested that 
localisation of the interfering programme had an effect on the experience at 
the listening position. The interférer locations selected for investigation in this 
experiment were:
• 0 degree interférer;
•  90 degree interférer; and
• diffuse interférer.
In the interference demonstration, the interfering programme was played through 
multiple loudspeakers with the intention of creating a diffuse stimulus. In ac­
tuality, this simply altered the perceived location of the interférer. Therefore, a 
method of decorrelating the stimulus in order to create a diffuse interférer was 
used in this experiment. Based on Lloyd’s [2009] review of methods for creat­
ing a diffuse stimulus, Pulkki’s [2007] technique using convolution with white 
noise bursts in three frequency bands was used to create the diffuse stimuli. 
The algorithm was implemented in MATLAB (using code written by Russell 
Mason).
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Interférer sp ectru m
Again, observations from the informal listening tests suggested that the fre­
quency content of the interfering programme had an effect upon the listening ex­
perience, therefore two spectral tilts were applied to the interfering programme. 
The filter shapes were chosen to simulate the type of degradation that may 
occur to the interfering programme if it was being produced by a sound zone 
system.
Different sound zoning methods in the literature produce greater or lesser con­
trast in different areas of the audio frequency range. For example, simulated 
and measured results using the acoustic contrast control method suggest an 
increase in contrast at low frequencies [Jacobsen et al. 2011], whilst crosstalk 
cancellation can produce an increase in contrast at high frequencies [Akeroyd 
et al. 2007]. Therefore, both high- and low-pass filters were included in the ex­
periment design. The factor levels included for the spectral content independent 
variable were as follows:
• flat;
• high-pass filtered (1 kHz, 16dB/octave); and
• low-pass filtered (200 Hz, OdB/octave).
The filter shapes were approximately based on results presented by Akeroyd 
et al. [2007] (which show a 30 dB increase in cancellation from 200-1200 Hz) and 
Jacobsen et al. [2011, Fig. 1, Col. 3] (which show a 35 dB decrease in cancellation 
from 200-1000 Hz). However, it was not felt necessary to accurately simulate 
any particular sound zoning algorithm due to differences between the methods 
and the benefits of exploring the effect of simple spectral tilts.
R oad  n oise
It was seen in the interference demonstration that noise was found to be more 
tolerable than music programme material when it was a standalone interférer.
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When noise was added to a programme interférer, it was suggested that in some 
cases the presence of noise reduced the effect of the interférer, i.e. it made the
interfere!’ more tolerable at a higher level. In order to assess the effects of road
noise, ‘noise level’ was included as an independent variable. The three factor 
levels were:
• no noise;
• road noise at 30 mph; and
• road noise at 70 mph.
The road noise samples used were recorded by students on the Music and Sound 
Recording undergraduate course at the the University of Surrey, Guildford, UK; 
spectra are shown in Figure 2.5. Mono recordings were decorrelated using the 
same method as for the diffuse interférer programme (see above) and reproduced 
from six loudspeakers positioned in a regular hexagon of width 4.4 m. Replay 
levels were set according to the data presented by Benjamin and Crockett [2005]: 
60 dB SPL(A) at 30 mph and 70 dB SPL(A) at 70 mph.
-1 0
 30 mph road noise
 70 mph road noise-20
-30
-40
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Figure 2.5: S p ec tra  o f  road  noise recordings a t  30  m p h  an d  70 m ph
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2.2.7 Experimental design
The number of combinations in a full factorial experiment [Bech and Zacharov 
2006] is given by
N  = (number of levels per v a r i a b l e ) o f  variables) (2.1)
In the ‘information’ and ‘entertainment’ scenarios, there are five independent 
variables, which gives 3  ^ — 243 combinations. When added to the ‘read­
ing/silence’ scenario (3^ =  81), this totals 567 combinations: assuming the 
subject takes a maximum of 1 minute to make each rating, this gives approxi­
mately 9.75 hours of testing per subject, without accounting for familiarisation, 
repeats, breaks, or any other logistical factors.
As this is impracticably long, a fractional factorial experimental design was 
used. In a fractional factorial design, a carefully designed subset of possible 
combinations is presented to the subjects, significantly reducing the number of 
runs required. The cost of this reduction in length is that some interactions are 
confounded and therefore their effects can not be analysed [Box et al. 1978].
In order to determine a suitable fractional factorial design, it is useful to look 
at the independent variables in order to prioritise those interactions that are 
believed to be important. In this experiment, a Box-Behnken design [Box and 
Behnken 1960] was used, facilitating unconfounded analysis of all main effects, 
but leaving the second- and higher-order interactions confounded. As this de­
sign is normally used with continuous factors and intended for analysis with 
response surface methods, it is necessary to treat conclusions from the results 
with some caution, however this was considered a reasonable trade-off for a 
preliminary experiment designed to investigate the order of magnitude of the 
effects of various factors and ascertain reasonable threshold values, especially 
given the approximate 80% time saving that the Box-Behnken design afforded 
in the case of this experiment.
The design used required forty-six runs in the entertainment and information 
scenarios and twenty-seven runs in the reading/ working scenario. Each trial
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was performed twice in order to allow for assessment of subject consistency.
2.2.8 Listening test structure
Listening tests were performed in six sessions: three scenarios by two repeats. 
The information and entertainment scenarios were performed over two sittings 
each, whilst the two sessions for the reading/ working scenario were performed 
back-to-back in one sitting. Subjects were offered the chance to take a short 
break halfway through each session and between the two sessions in the read­
ing/working task. The order in which the subjects participated in the scenarios 
was balanced (there are six possible orders for three scenarios: the six experi­
enced listeners each participated in one of the orders, and the three inexperi­
enced subjects each participated in a different order; see Table 2.3).
S u b je c t T y p e F ir st  scen a r io S eco n d  scen a r io T h ir d  scen a r io
1 E Information Entertainment Reading/working
2 E Information Reading/ working Entertainment
3 E Entertainment Information Reading/working
4 E Entertainment Reading/ working Information
5 E Reading/working Information Entertainment
6 E Reading/working Entertainment Information
7 I Information Entertainment Reading/working
8 I Entertainment Reading/working Information
9 I Reading/working Information Entertainment
T able 2.3: O rder o f  e x p erim en t scenario for a ll su b je c ts . E  — experien ced  
listener, I  =  in experienced  listener.
Familiarisation trials were administered prior to each new scenario, using similar 
programme material to that used in the actual tests. There were four or five 
trials (depending on the scenario) with one factor varied independently of the 
others in each trial.
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2.2.9 Stimuli
In accordance with the observations reported in Section 2.1.1, stimuli were se­
lected to be long enough and variable enough in content that the listeners would 
not learn the content and therefore alter the necessary level of concentration on 
the target stimulus. For this reason, excerpts that were 1 minute in duration 
were selected. It was also important to select excerpts that had minimal varia­
tion in loudness to make the threshold determination task as easy as possible.
In order to avoid the effect of the subject learning the content of the speech 
samples if they were repeated throughout the test, a pool of minute-long samples 
(containing half of the required number of excerpts) was created and the sample 
to be used for each run was selected randomly. Due to the similarity of the 
samples, it was assumed that the information content (as opposed to the physical 
characteristics of the signal) accounted for the majority of differences between 
items in the pool. It was not considered possible to do the same for the music 
items due to the greater differences between different music excerpts. Details 
of the number of stimuli that were created and the programme material source 
are shown in Table 2.4.
In order that the reported threshold levels were meaningful, the stimuli were 
balanced for perceptual loudness using the GENESIS Loudness Toolbox [GEN­
ESIS Acoustics 2011] implementation of Glasberg and Moore’s [2002] loudness 
model for time-varying sounds. The loudness matching was performed in two 
stages. The stimuli were approximately pre-balanced by ear and then recorded 
in the listening room. The model was used to determine the maximum long­
term loudness (LTL) level of the recorded audio and the obtained values were 
used to match the loudness of the original files. The matched files were then 
re-recorded through the playback system in the listening room with the replay 
level set at 76 dB SPL(A) for the first programme item. Again, maximum LTL 
level was calculated and the files were processed to be equally loud. Figure 2.6 
shows the maximum LTL level, the instantaneous LTL level, and the average 
deviation between the maximum and instantaneous LTL level, for one of each 
stimulus type (before loudness matching). As may be expected, the popular 
music and sports commentary programme items are more consistent than the 
clean speech and classical music items.
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Figure 2.6: L oudness s ta tis tic s  for a se lection  o f  s tim u li
2.2.10 Test interface
A bespoke user interface was created in Max/MSP (Figure 2.7). The test was 
run as a three-stage procedure. The first button press from a subjeet set up
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a trial (i.e. the software generated a random trial number, determined the ap­
propriate factor levels, loaded the requisite audio files, and generated a starting 
level for the interférer). The seeond press started the trial (the target played 
independently for 5 seconds in sessions A and B, and input from the fader was 
disabled for the first 5 seconds). The third button press ended the trial, storing 
the level at whieh the subject set the interférer.
The programme material ended after 1 minute. If the subjeet did not feel that 
they had time to make a judgement in this time or that they had made a mistake, 
they had the opportunity to repeat each trial once by pressing a ‘repeat trial’ 
button on the interface.
Listen to the audio presented for the first 5 seconds; this is the target audio.
Imagine that you are at home or in the car, listening as if you were required 
to understand, act on and/or pass on the information presented.
Using the rotary fader, please adjust the level of the alternate programme 
until you find the situation acceptable.
Press button to continue.
Tria l N um be r: 0 / 4 6
R e p e a t T rial
F igure 2.7: U ser in terface for th e  th resh old  ex p erim en t
2.2.11 Physical setup
The experiment took place in the ITU-Il BSlll.C  standard [1997] listening room 
at the University of Surrey, Guildford, UK. Figure 2.8 shows the layout of 
the loudspeakers. All loudspeakers were hidden from view using acoustically 
transparent sheets in order to eliminate any bias caused by the visibility of the 
loudspeakers.
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Figure 2.8: P hysica l se tu p  o f  the th resh old  exp erim en t
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2.2.12 Informed elicitation experiment
One aim of this research is the determination of a suitable attribute by which in­
terference in a sound zone system may be rated. To provide initial information 
and guidance towards this goal, an informal elicitation experiment was per­
formed alongside the threshold experiment. This took the form of each subject 
writing answers to the following three questions after performing each session 
of the test.
•  When the [alternate] audio programme was louder than you ultimately set 
it, how would you describe the situation?
• Please write one or more words that you think you would you to describe 
the experience of [listening to the target audio/reading] in the presence of 
the alternate audio on a scale.
• Any other comments?
2.2.13 Threshold experiment methodology summary
The above sections contained details of an experiment to determine the thresh­
old of acceptability for listening to a target audio programme in the presence of 
an interfering audio programme, in three different scenarios and given a num­
ber of physical parameters: target programme, interférer programme, interférer 
location, interférer spectrum, and road noise level.
The experiment design featured a modified method-of-adjustment task to pro­
duce threshold values, and a Box-Behnken design was used to reduce the ex­
periment to a feasible length. With this design, the second- and higher-order 
interactions are confounded and therefore impossible to analyse; however, this 
was felt to be a suitable trade-oflF in an experiment with the purpose of inves­
tigating the experience of a listener in an audio-on-audio interference situation 
and providing direction for further research. An informal elicitation experiment 
was performed alongside the threshold experiment.
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The results of this experiment are presented in the following sections.
2.3 Threshold experiment results
Figure 2.9 shows notched box-plots of the threshold of acceptability over all stim­
uli in the three scenarios, grouped by subject type (experienced/ inexperienced)^. 
The threshold of acceptability (in dB) is the level at which the subject set the 
interfering programme with reference to the target programme.
Notched box-plots are used to give an indication of the difference between the 
medians; if the notches do not overlap, this suggests that the medians are sig­
nificantly different at approximately 95% confidence level [McGill et al. 1978]. 
The notches were calculated by the MATLAB boxplot function according to 
Equation 2.2:
M  ±  1.7(1.25i2/1.35\/iV), (2.2)
where M  is the median, R  the interquartile range, and N  the number of ob­
servations for each group. Further analysis of the results is presented in the 
following sections.
2.3.1 Subject differences
The results revealed a number of differences between individuals and groups of 
participants.
S u b ject groups in  th e  in form ation  scenario
The experienced listeners for the information scenario were separated into two 
groups (see Figure 2.9). A histogram of the experienced listeners’ results for the 
information scenario (Figure 2.10a) suggested that the distribution of threshold
^The results of subject 7 (an inexperienced listener) were omitted for the reading/working 
scenario; this is discussed in Section 2.3.2.
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Figure 2.9: O verall re su lts  in all scenarios b y  su b je c t ty p e
values was bimodal; closer inspection of the results from the six experienced 
listeners (Figure 2.11) suggested that two groups of listeners performed the task 
in a different manner. Figures 2.10b and 2.10c show that when these groups of 
listeners were divided, the results appeared much closer to a normal distribution.
b  80 Ü 80
-5 0 -4 0  -30  -2 0 -1 0  0 10
Threshold (dB)
(a) All subjects
-60  -50  -4 0  -30  -20  -10  0 10
Threshold (dB)
(b) High thresh­
old group
5 0 -4 0  - 3 0 -2 0 - 1 0  0 10
Threshold (dB)
(c) Low threshold 
group
Figure 2.10: H istogram s show ing  d is tr ib u tio n  o f  th resh olds in th e  in form a­
tion scenario
The pronounced difference between the medians for the two groups suggests that 
rather than just having différent, thresholds, the groups had interpreted the task
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F igure 2.11: B ox  p lo ts  for experien ced  su b je c ts  in th e  in form ation  scenario
in different ways. This suspicion was confirmed by talking to the listeners from 
each group and reading comments written on the informal elicitation question 
sheet. It seems that subjects in the high-threshold group set the interférer level 
to the point where they could still understand the information presented in the 
target audio; the following comments from the elicitation suggest that subjects 
found the situation suboptimal even though the interference was acceptable.
•  “I t  w a s  u n c o m fo r ta b le  a n d  u n s a t is fa c to r y  f o r  p a y in g  a tte n t io n  to  th e  ta r -
•  “E a s ie r  to  u n d e r s ta n d  th e  ta rg e t  a u d io  w h en  th e  a lte rn a te  a u d io  w a s  r e ­
d u c e d ”.
•  “D iff ic u lt to  f o c u s /u n d e r s ta n d /c o n c e n tr a te  on  ta rg e t  a u d io ” .
In contrast, the low-threshold group seemed to set the interférer at a ‘comfort­
able’ level, with some subjects commenting that they set the level as if they were 
going to have to listen to the audio for an extended period of time. Comments 
included the following.
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“I  was distracted by the non-target audio. Tkiming the level down allowed 
me to listen to the target audio comfortably”.
“Distracting/problematic”.
“Distracting—the alternate audio didn’t hide the target audio, it was harder 
to concentrate”.
E xp erien ced  versu s in exp erien ced  listen ers
There is a clear difference seen in Figure 2.9 between the threshold values pro­
duced by the experienced and inexperienced listeners. The median threshold 
for inexperienced listeners is approximately 13 dB, 10 dB, and 19 dB higher 
than that of the experienced listeners in the information (low-threshold), enter­
tainment, and reading/working scenarios respectively. These results support the 
conclusion that the high- and low-threshold groups of experienced listeners inter­
preted the information task differently: the difference between the low-threshold 
subjects and the inexperienced subjects in the information task is comparable 
to the differences between the experienced and inexperienced subjects in the 
other two scenarios.
2.3.2 Subject consistency
Subjects appeared to give consistent ratings between the first and second trials. 
The mean absolute difference between replicates was 6.4 dB in the informa­
tion scenario, 7.6 dB in the entertainment scenario, and 14.0 dB in the read­
ing/working scenario. However, the means of the raw values (0.1 dB, 0.6 dB, 
and 1.6 dB in the respective scenarios) suggest that there was no systematic 
relationship between the response in the first and second trials.
Figure 2.12 shows mean absolute difference between replicates for each subject 
in each scenario. The inexperienced listeners (7-9) were generally as consistent 
as the experienced listeners, and no subject performed especially badly with the 
exception of subject 7 in the reading/working task. In general, the performance
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was similar for the information and entertainment scenarios and slightly worse 
in the reading/working scenario.
Information 
L___j Entertainment 
M B  Reading/working
s
I
Subject
F igure 2.12: M ean a b so lu te  difference betw een  rep lica te s in th e  th e  th resh ­
o ld  ex perim en t
To establish the reason for the apparent poor performance of subject 7, fader 
use was plotted for the trials where the absolute difference between replicates 
was greater than the mean absolute difference for all other subjects in the read­
ing/working scenario (Figure 2.13). These plots show large differences between 
the first and second replicate, often (though not always) displaying little use of 
the fader during the first replicate and a substantially lower threshold in the 
second replicate. Because of this inconsistency, the results of subject 7 were 
removed from all further analysis for the reading/working scenario.
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2.3.3 Task differences
The results suggest that with the exception of the high-threshold group in the 
information task, the threshold of acceptability is similar in the information 
and entertainment tasks: the points at which 95% of cases are acceptable (for 
all subjects) fall at —37.3 dB and —38.2 dB respectively. There is much wider 
variation in the case of the reading/ working scenario; this can be attributed to 
the greater influence of factor levels (see Section 2.3.7).
2.3.4 Analysis of variance
The results for each scenario were analysed with separate ANOVAs. As dis­
cussed in Section 2.2.7, the Box-Behnken design used in this experiment means 
that the second- and higher-order interaction are confounded; they were there­
fore omitted from the models. The ANOVA results must be treated with caution 
as it is not possible to say what effect the second-order interactions may have, 
and Box-Behnken designs are generally used with continuous factors for analy­
sis with response surface methods. However, the ANOVA tables do give some 
indication of the significant effects and effect sizes.
Table 2.5 shows ANOVA results for the information, entertainment, and read­
ing/working scenarios, including estimates of effect size (partial eta squared rjp). 
In each scenario the model used included the main effects of subject, repeat, 
and each physical parameter. The effect of subject was modelled as both a fixed 
and a random factor; there were no differences between the resultant models, 
therefore the fixed factor results are shown.
The adjusted R'^ values for each of the models are reasonably high (0.88, 0.60, 
and 0.79 for the information, entertainment, and reading/working scenarios re­
spectively), suggesting a good fit to the data. A Lilliefors test was performed on 
the studentized residuals of each model; the results suggested that the residuals 
were not normally distributed for the information and entertainment scenarios 
(p =  0.005 andp =  0.001 respectively); however, histograms and Q-Q plots (Fig­
ure 2.14) suggested that the deviations from normality were not pronounced.
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The model residuals for the reading/working scenario were shown to be nor­
mally distributed (Lilliefors test, p  =  0.125), but showed similar deviations in 
the normality plots (Figures 2.14e and 2.14f).
The results for each scenario are discussed in more detail in the following sec­
tions.
S o u rce T y p e  II I  su m  
o f  sq u a res
d f M ea n
sq u are
F P Vp
Corrected
model
98966.97 19 5208.79 309.02 0.00 0.88
Intercept 29836.57 1 29836.57 1770.11 0.00 0.69
Subject 87941.67 8 10992.71 652.16 0.00 0.87
Repeat 4.30 1 4.30 0.26 0.61 0.00
Targ. prog. 984.58 2 492.29 29.21 0.00 0.07
Int. prog. 5448.67 2 2724.33 161.63 0.00 0.29
Int. loc. 194.87 2 97.43 5.78 0.00 0.01
Int. spect. 1869.05 2 934.52 55.44 0.00 0.12
Road noise 992.10 2 496.05 29.43 0.00 0.07
Error 13619.44 808 16.86
Total 271513.40 828
Corrected
total
112586.41 827
(a) Inform ation scenario. 
Table 2.5: ANOVA tables for
=  0 .879, adjusted  =  0.876. 
all scenarios (continued below)
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S o u rce T y p e  II I  su m  
o f  sq u a res
d f M ea n
sq u are
F P Rp
Corrected
model
34803.06 19 1831.74 66.23 0.00 0.61
Intercept 75112.39 1 75112.39 2715.88 0.00 0.77
Subject 19401.57 8 2425.20 87.69 0.00 0.47
Repeat 80.70 1 80.70 2.92 0.09 0.00
Targ. prog. 2865.77 2 1432.89 51.81 0.00 0.11
Int. prog. 5426.98 2 2713.49 98.11 0.00 0.20
Int. loc. 666.88 2 333.44 12.06 0.00 0.03
Int. spect. 1360.17 2 680.09 24.59 0.00 0.06
Road noise 2327.71 2 1163.86 42.08 0.00 0.09
Error 22346.67 808 27.66
Total 551326.17 828
Corrected
total
57149.73 827
(b) Entertainment scenario. R ?--= 0.609, adjusted R? — 0.600.
S o u rce T y p e  II I  su m  
o f  sq u a res
d f M ea n
sq u are
F p r I
Corrected
model
116742.18 16 7296.39 102.49 0.00 0.80
Intercept 93687.01 1 93687.01 1316.05 0.00 0.76
Subject 74102.48 7 10586.07 148.71 0.00 0.72
Repeat 281.40 1 281.40 3.95 0.05 0.01
Int. prog. 10057.46 2 5028.73 70.64 0.00 0.25
Int. loc. 27.76 2 13.88 0.20 0.82 0.00
Int. spect. 1323.19 2 661.59 9.29 0.00 0.04
Road noise 20615.29 2 10307.65 144.79 0.00 0.41
Error 29543.14 415 71.19
Total 464136.02 432
Corrected
total
146285.33 431
(c) Reading/working iscenario. R? =  0.798, adjusted R? == 0.790.
Table 2.5: ANOVA tables for all scenarios (continued from above)
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Figure 2.14: D istr ibu tion  o f  s tu d e n tize d  residu als from  A N O V A  m o d els  for 
all scenarios
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2.3.5 Information gathering scenario
The results of the ANOVA (Table 2.5a) suggest that there were significant effects 
(p < 0.01) of all the factors with the exception of the repeat judgement.
S ub jec t perfo rm ance
Figure 2.15 shows notched box plots of ratings broken down by subject and 
repeat. It can be seen that there are small differences between the two replicate 
ratings for subjects 1 and 9 only, hence the repeat term being non-significant 
in the ANOVA model. The figure also highlights the large differences between 
the low-and high-threshold groups of experienced listeners (1-6) as discussed in 
Section 2.3.1.
I 
8  -20
N
 Replicate 1
 Replicate 2-50
52 3 4 6 7 8 9
Subject
Figure 2.15: E ffect o f  su b jec t and rep ea t, in form ation  scenario  
M ain  effects of factors
Table 2.6 shows the difference in acceptability threshold between the conditions 
producing the highest and lowest thresholds for each factor and the factor level 
producing the extreme threshold values.
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F a cto r D iff. H ig h  th r e sh o ld L ow  th r e sh o ld
Interférer programme 7.30 dB Instrumental classical Male speech
music
Interférer spectrum 4.97 dB Low-pass filter (LPF) High-pass filter (HPF)
Road noise 4.17 dB 70 mph None
Target programme 2.45 dB Sports commentary Male news speech
Interférer location 1.60 dB Diffuse 0 degrees
Table 2.6: Influence of factors in the information scenario. ‘Diff.’ indicates 
the difference in dB between the levels producing the highest and lowest 
threshold.
Figure 2.16 shows error bar plots for the main effect of each factor (error bars 
show 95% confidence intervals). Differences between factor levels were tested 
with Bonferroni post-hoc tests; significant differences are reported at p =  0.05.
The effect of each of the factors is reasonably intuitive. Interférer programme 
(Figure 2.16b) had the greatest effect on threshold with 7.3 dB between the 
worst- and best-case situations. Speech-on-speech interference tended to pro­
duce a lower threshold of acceptability than music-on-speech; there were signifi­
cant differences between all interférer programmes with classical music produc­
ing the highest threshold, followed by pop music, and male speech producing 
the lowest threshold.
Interférer spectrum and road noise level had fairly similar effects (4.97 dB and 
4.17 dB respectively between the highest and lowest thresholds). Low-pass filter­
ing the interférer significantly increased the threshold; this could be attributed 
to a decrease in sibilance or transients, or a corresponding decrease in speech 
intelligibility. As may be expected, increasing the road noise level increased 
the threshold; post-hoc tests suggested significant differences between all three 
road noise levels. This threshold increase could be attributed to the increased 
masking of the interférer programme provided by the road noise.
The effects of target programme (2.45 dB) and interférer location (1.60 dB) were 
less pronounced. The sports commentary target was found to produce a signif­
icantly higher threshold than the male and female news speech programmes.
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Figure 2.16: Inform ation  scenario m ain effects. M N S: m a le  n ew s speech; 
SC: sp o r ts  com m en tary; FNS; fem ale n ew s speech; M S: m ale  speech; CM : 
classical m usic; VPM : vocal p o p  m usic. E rror bars sh ow  95% confidence  
in tervals.
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It is likely that the temporal characteristics of the target programme caused 
these differences; the sports commentary was more able to mask the interférer 
programme because of the consistent road noise. The diffuse interférer produced 
a small increase in threshold.
2.3.6 Entertainment scenario
The results of the ANOVA (Table 2.5b) suggest that, as in the information 
scenario, there were significant effects (p < 0.01) of all the factors with the 
exception of the repeat judgement.
S ub jec t perfo rm ance
Figure 2.17 shows notched box plots of ratings broken down by subject and 
repeat. As in the information scenario, there were only marginal differences 
between the first and second replicate (for subjects 1, 7, and 8); the repli­
cate effect was non-significant overall. The effect of subject on threshold was 
less pronounced than in the information scenario; there is no grouping of ex­
perienced subjects, but the inexperienced listeners (7-9) tended to produce a 
higher threshold.
S . -15
-25
Ü -30
2  -40
«  -45
-50
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Replicate 2-55
4 53 6 7 8 92
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F igure 2.17: Effect o f  su b je c t an d  repea t, en ter ta in m en t scenario
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M ain  E ffects o f  Factors
Table 2.7 shows the difference in acceptability threshold between the conditions 
producing the highest and lowest thresholds for each factor and the factor level 
producing the extreme threshold values. Figure 2.18 shows error bar plots for the 
main effect of each factor (error bars show 95% confidence intervals). Differences 
between factor levels were tested with Bonferroni post-hoc tests; significant 
differences are reported at p =  0.05.
Factor Difference High threshold Low threshold
Interférer programme 7.99 dB Instrumental classi­
cal music
Male speech
Target programme 6.25 dB Vocal pop music Instrumental classi­
cal music
Road noise 5.19 dB 70 mph None
Interférer spectrum 3.97 dB LPF HPF
Interférer location 2.50 dB Diffuse 90 degrees
Table 2.7: Influence of factors in the entertainment scenario. ‘Diff.’ in­
dicates the difference in dB between the levels producing the highest and 
lowest threshold.
As in the information gathering scenario, the interférer programme was the most 
influential factor with a difference of 8 dB between the highest and lowest thresh­
olds. Again, instrumental classical music produced the highest threshold and 
male speech the lowest. The effect of target programme was more pronounced 
in the entertainment scenario. This could be attributed to the nature of the 
programme items used in the two tasks: the pop music in the entertainment 
scenario was more compressed and consistent in level then the speech in the in­
formation scenario and therefore more likely to mask the interférer, producing a 
higher threshold; the sports commentary exhibits some of the same traits with 
the lower-level background crowd noise, and the classical music was the most 
variable in level and therefore more likely to leave the interférer unmasked at 
certain points.
The effects of road noise and interférer spectrum were very similar to those 
found in the information scenario. Again the interférer location had the smallest
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F igure 2.18: E u ter ta in m en t scenario m ain  effects. V PM : voca l p o p  m usic; 
SC: sp o r ts  com m en tary; CM : classical m usic; M S: m a le  speech . E rror bars  
show  95% confidence in tervals.
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effect, although the 90 degree interférer was shown to produce a significantly 
lower threshold.
2.3.7 Reading/working scenario
The results of the ANOVA (Table 2.5c) suggest that all of the factors were 
significant with the exception of the interférer location {p =  0.82). Unlike the 
previous scenarios, the effect of the repeat was marginally significant (p =  0.05).
S ub ject p erform ance
As discussed in Section 2.3.2, the results from subject 7 were disregarded due 
to the inconsistency of this subject. The effect of replicate remained significant 
with these results removed, although the effect size (r/^) was halved. Figure 2.19 
shows a slightly lower median threshold for the replicate trials, although this 
effect is not particularly pronounced (i.e. the box-plot notches overlap).
^ - 1 0
-20
-30
2  -40
2  -50
-60
21
Replicate
Figure 2.19: Effect of replicate, reading/working scenario
Figure 2.20 shows notched box-plots of ratings broken down by subject and 
repeat. There are considerable differences between subjects with no discernible 
groups or trends. These differences suggest that reading in the presence of 
audio is a highly personal task; different people are able to perform the task
56
Chapter 2: Threshold of acceptability experiment
with different levels of audio interference. This was supported by comments 
from some subjects, for example that they would or would not normally work 
with music on.
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Figure 2.20: E ffect o f  su b je c t and re p ea t, re a d in g /w o rk in g  scenario  
M ain  effects of factors
Table 2.8 shows the difference in acceptability threshold between the conditions 
producing the highest and lowest thresholds for each factor and the factor level 
producing the extreme threshold values. Figure 2.21 shows error bar plots for the 
main effect of each factor (error bars show 95% confidence intervals). Differences 
between factor levels were tested with Bonferroni post-hoc tests; significant 
differences are reported at p = 0.05.
The order of importance of the factors in the reading/working scenario was dif­
ferent to that in the information and entertainment scenarios, and the magni­
tude of the different effects was greater. This is not surprising given the different 
task and lack of a target audio programme in the reading/working scenario.
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F actor D ifferen ce H ig h  th r e sh o ld L ow  th r e sh o ld
Road noise 19.38 dB 70 mph None
Interférer programme 15.27 dB Instrumental classi­
cal music
Male speech
Interférer spectrum 5.21 dB LPF HPF
Interférer location 2.16 dB 90 degrees 0 degrees
Table 2.8: Influence o f  fac tors in th e  re a d in g /w o rk in g  scenario. ‘Diff. ’ in­
d ica tes  th e  d ifference in d B  betw een  th e  leve ls p ro d u c in g  th e  h igh est and  
low est th reshold . T he effect o f  in terférer loca tion  w as n o n sig n ific a n t in th e  
A N O V A .
I
CM VPM
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F igure 2.21: H ead in g /w ork in g  scenario m ain effects. MS: m a le  speech; CM : 
classical m usic; VPM : vocal p o p  m usic. E rror bars sh ow  95%  confidence  
in tervals.
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The factor with the greatest effect was the road noise level: there was a 19 dB 
difference between the mean thresholds with road noise at 70 mph and no road 
noise. This difference can be attributed to the masking of the interférer provided 
by the road noise; the difference is large due to the absence of a target audio 
programme. The magnitude of the effect of interférer programme is similarly 
inflated to 15 dB, with the same programme items as in the previous scenarios 
producing the lowest and highest thresholds.
Interférer location and spectrum showed similar effects to those in the previous 
scenarios, with location again found to be the least important factor.
2.3.8 Informal elicitation experiment results
Following each experiment session, subjects were asked to fill in a short question­
naire in which one of the questions served as an informal attribute elicitation: 
“Please write one or more words that you think you would use to describe the 
experience of listening to the target audio in the presence of the alternate audio 
on a scale. ”
The results of the informal elicitation were analysed by frequency of word use; 
Figure 2.22 shows the proportions of descriptors used across all sessions. The 
‘other’ category comprises descriptors used fewer than three times in total. The 
design of the experiment meant that the elicitation was performed twice for the 
information and entertainment scenarios and only once for the reading/ working 
scenario; to account for this, the number of occurrences of each attributes in 
the information and entertainment scenarios was halved for performing this 
analysis.
Figure 2.23 shows the results broken down by the three experiment scenarios, 
including all descriptors used more than once. It can be seen that ‘annoying’ 
and ‘distracting’ stand out as being the most commonly used descriptors in 
all scenarios, with ‘distracting’ the most frequently used descriptor in the in­
formation and reading/working tasks and ‘annoying’ most frequently used in 
the entertainment task. After these two attributes, the third-placed attribute
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Irritating: 6%
Distracting: 23%
Annoying: 22%
Disrupting: 6%
Relaxing: 5%
F igure 2.22: D escrip to rs used in th e  in form al elic ita tion  experim en t
is seemingly scenario-dependent: ‘comprehensible’ for the information gather­
ing tasks (all speech targets), ‘irritating’ for the entertainment tasks (music 
and sports commentary targets) and ‘disrupting’ for the reading/working task 
(reading newspaper articles with no target audio).
Information task
Comprehensibie: 9%
Entertainment task Reading/working task
irritating: 1 3 2 ^  Distracting: 213^
r: 39% 
DistractirK
Otfter: 39%
Distracting: 30%l
Annoying: 1€
Annoying: 21% Annoying: 29% Disrupting: 11%
Figure 2.23: D escrip tors used in th e  in form al e lic ita tio n  exp erim en t b y  sce-
60
Chapter 2: Threshold of acceptability experiment
In Figure 2.24, the informal elicitation results are broken down by subject type, 
again including descriptors used more than once. It is interesting to note that 
‘annoying’ and ‘distracting’ stand out as the most commonly used descriptors 
by both subject groups, although the experienced listeners used a much wider 
range of descriptors.
Experienced iisteners 
Comprehensible: 4% 
irritating: 6%
Unacceptable: 4% other: 29%
inexperienced listeners
Distracting: 21%
Distracting: 28
Acceptable: 4%
Disrupting: 4% 
Focussed: 4%
Relaxing: 6%
Annoying: 19%
rupting: 10%
Noisy: 10%
Annoying: 31%
F igure 2.24: D escrip tors used in th e  in form al e lic ita tio n  ex perim en t b y  lis­
ten in g  experience
Results from the informal elicitation experiment suggest that there is a wide 
range of descriptors that people use to describe the experience of listening to 
some target audio in the presence of interfering audio: a total of thirty-one 
different words were used at least once across all subjects and tasks. Two 
descriptors—‘annoying’ and ‘distracting’—stood out as being commonly used 
in each scenario by both groups of subjects, and it also appeared that there may 
be task-specific attributes that are also of interest.
One possible source of bias in the informal elicitation experiment is that five of 
the nine participants were either involved with the POSZ project or had prior 
knowledge of the project aims. To answer the first research question (what 
ati.ribute is/attrihutes are m,ost relevant for describing the effect of interference 
on the listener experience in a sound zone?), it is necessary to formalise the 
attribute elicitation process.
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2.3.9 Conclusions
In Section 2.3, the results of an experiment to determine the threshold of ac­
ceptability for an interfering audio programme were presented. The aims of the 
experiment were as follows;
• to determine the TIR required for an audio-on-audio interference situation 
to be acceptable;
• to determine the effect of a number of different tasks that may be per­
formed by a listener in a sound zone system;
• to investigate the effect of varying physical parameters of the system, and 
quantify the magnitude of the effects of the parameters;
•  to investigate differences between listeners; and
• to qualitatively investigate the experience of a listener in a personal sound 
zone system due to interference between zones.
The 50% and 95% acceptable points (that is, the points at which 50% and 95% 
of cases in the experiment were found to be acceptable) for each scenario are 
detailed in Table 2.9.
Figure 2.9 shows that subjects performed in a similar manner for the information 
gathering and entertainment scenarios; excluding a small group of listeners who 
produced a significantly higher threshold in the information task, the thresholds 
produced were within 3.5 dB and the most and least important factors and
E x p e r ie n c ed In e x p  e r ien ce d
50% 95% 50% 95%
In fo rm a tio n  (H T )  
In fo rm a tio n  (LT) 
E n te r ta in m en t  
R e a d in g /W o r k in g
-2 .3 3  dB 
-2 5 .1 7  dB 
-2 6 .8 3  dB 
-3 1 .1 7  dB
-1 1 .6 7  dB 
-4 2 .2 3  dB 
-3 9 .1 7  dB 
-5 7 .6 7  dB
n /a
-1 2 .5 0  dB 
-1 7 .0 0  dB 
-1 2 .0 8  dB
n /a
-2 3 .6 2  dB  
-3 1 .3 5  dB 
-3 4 .8 7  dB
Table 2.9: Acceptability thresohld for 50% and 95% of stimuli in all scenar­
ios
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effect of factor levels were also found to be the same. The reading/working task 
produced slightly different results due to the substantially different nature of 
the task.
There were shown to be inter-subject differences: inexperienced listeners pro­
duced median threshold values from 10-18 dB above those of experienced lis­
teners, and there were also large differences between individual subjects. Differ­
ences were attributed to a different understanding of the task between subjects 
as well as personal differences between listeners (e.g. temperament, mood, or 
prior experience).
It is apparent that the effect of physical parameters is somewhat determined 
by the task being performed. In the reading/working scenario, there was up 
to 19 dB difference between thresholds produced at different levels of road 
noise and for different interférer programmes. The effect of each factor was 
less pronounced in the information and entertainment scenarios, with the most 
influential parameter being interférer programme (approximately 8 dB between 
mean ratings for the factor levels producing the highest and lowest thresholds). 
In conclusion, it is apparent that interférer programme has the greatest effect 
on threshold, followed by road noise level, interférer spectrum, and target pro­
gramme which are more or less important depending on scenario. Interférer 
location was found to be the least influential parameter in all cases.
2.3.10 Direction of further work
The threshold experiment reported in this chapter served as a useful introduc­
tion to the experience of a listener in an audio-on-audio interference situation; 
it served to determine acceptability threshold values, approximate magnitudes 
of factor effect sizes, and a number of descriptive words that could potentially 
be used as attributes on which audio-on-audio interference situations could be 
judged.
One of the primary motivations for performing such an experiment was to sug­
gest possible directions for further research. Following the experiment, it was
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determined for reasons listed below that further research should focus on the 
entertainment task.
1. The threshold of acceptability for the high-threshold group of listeners in 
the information scenario is currently achievable (through passive or basic 
active control) and therefore a sound-zoning system built to satisfy this 
task would not represent a significant advance in technology.
2. If the requirements for the entertainment task were satisfied by a sys­
tem, those for the information gathering task would naturally be satisfied, 
as the threshold is at least very similar if not higher in the information 
scenario.
3. A number of subjects seem to perform in a similar manner for the infor­
mation gathering and entertainment tasks.
4. The requirements for the reading/ working task with certain combinations 
of factor levels are unlikely to be achievable in a sound zone implemented 
in realistic physical conditions; the task is also different to audio-on-audio 
interference situations due to the absence of a target audio programme.
One disadvantage of focussing on the entertainment scenario is the possibility 
that whilst the acceptability thresholds may be similar, the mapping between 
an attribute and the relevant physical parameters may differ between tasks. 
However, it is likely that a model based on the entertainment scenario would 
always produce at least a worst-case estimate of the effect of the interférer, as 
this task is more critical than the information gathering task. The trade-off is 
worthwhile as focussing on one task provides a reduction in experiment length, 
allowing for a more thorough investigation of the relevant physical parameters.
2.4 Summary
In Chapter 2, an informal listening test designed to give an initial impression 
of the experience of listening to audio in the presence of an audio interférer was 
described. Based on the observations from this listening test, an experiment 
to determine the threshold of acceptability for a selection of audio programmes
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in three scenarios was performed. Five physical parameters were varied: target 
programme, interférer programme, interférer location, interférer spectrum, and 
road noise level. An informal elicitation experiment was also performed.
Five experiment aims were outlined; the results of the experiment that are 
relevant to these aims are summarised below.
D eterm in ation  o f  th e  T IR  required  for an  audio-on-au dio  in terferen ce  
s itu a tio n  to  b e  accep tab le
The threshold values obtained in the experiment are summarised in Table 2.9. 
There were pronounced differences in the acceptability threshold between differ­
ent listening scenarios and subject groups. However, as an initial approximation 
a contrast of approximately 40 dB would produce an acceptable listening ex­
perience in the majority of audio-on-audio interference situations. The median 
threshold was lower for the reading/ working scenario—in which there was no 
target audio programme—but the range of thresholds was greater, suggesting a 
more pronounced effect of the varied physical parameters.
D eterm in ation  o f  th e  effect o f  a num ber o f  d ifferent tasks th a t m ay  
b e perform ed  by a  listen er in  a sou nd  zon e sy stem
There were found to be some differences between the performance of individual 
subjects, but the information and entertainment scenarios were performed in a 
similar manner (at least by the inexperienced listeners and a subset of the ex­
perienced listeners). The threshold determined in the entertainment task would 
produce an acceptable listening experience for the information gathering task; 
this led to the conclusion that the project should focus on the entertainment 
scenario. As well as differences between individual subjects, there were found 
to be differences of 10-18 dB between experienced and inexperienced listeners, 
with inexperienced listeners tending to produce higher thresholds.
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In vestiga tion  o f  th e  effect o f  varying  p hysica l p aram eters o f  th e  sy s­
tem ; q uan tification  o f  th e  m agn itu d e o f  th e  effects o f  th e  param eters
Physical parameters of the system were broadly investigated by varying proper­
ties of the target and interférer programmes in a broad, categorical manner. The 
interférer programme was found to have the greatest effect on the threshold in 
the information and entertainment scenarios. In the reading/ working scenario, 
the effect of factor levels was inflated due to the absence of a target programme; 
road noise level was found to be the most influential parameter.
In vestigation  o f  d ifferences b etw een  listen ers
A number of differences were shown between individuals and groups of listeners.
•  Individual subjects were found to produce different thresholds. This ef­
fect was particularly pronounced in the reading/ working scenario (Figure 
2.20), suggesting that listeners have individual tolerances to the presence 
of music during a reading task.
• There were shown to be potential groups of participants with different 
tolerances to the presence of an audio interférer (Figure 2.15).
• Subjects without technical listening experience were found to produce 
higher thresholds (Table 2.9).
Q u alitative in vestigation  o f  th e  exp er ien ce  o f  a listen er in  a  p ersonal 
sou nd  zon e sy stem  d ue to  in terferen ce b etw een  zon es
The informal elicitation experiment revealed a wide range of terms used by 
listeners to describe the the effect of interference in audio-on-audio interfer­
ence situations. The terms ‘annoyance’ and ‘distraction’ were commonly used 
descriptors across all scenarios, and a number of task-specific attributes were 
also suggested. The attribute that should be used for assessment of audio- 
on-audio interference situations is of primary interest in this study, therefore
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more detailed results are necessary. This question is considered in more detail 
in Chapters 3, 4, and 5, which consider attributes used in similar research ar­
eas, attribute elicitation methods, and the design and results of an attribute 
elicitation experiment respectively.
The results from the threshold experiment serve to give a good overview of the 
experience of a listener in an audio-on-audio interference situation; they lead 
towards a formal attribute elicitation experiment and further consideration of 
the most important physical parameters.
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A ttributes used for the  
evaluation of audio 
interference
The first research question introduced in Chapter 1 was: “what attribute is/a t­
tributes are most relevant for describing the effect of interference on the listener 
experience in a sound zone?". Berg [2006] suggests that relevant attributes for 
a study can be determined by investigating attributes used in similar areas in 
the literature; for example, in mature research areas (such as timbrai or spatial 
quality), standard attribute sets may already be used. There is limited research 
in the area of audio-on-audio interference; however, there are research areas 
with related problems and aims in which potentially useful attributes have been 
used. Related areas include those in which the experience of listening to some 
target audio (or performing a task) is altered by the presence of an interfering 
noise source, for example: the effects of environmental noise, including road 
traffic and aeroplane noise; noise in the workplace, including offices, schools, 
and hospitals; degradations in audio/visual quality; and perceptual evaluation 
of audio source separation algorithms.
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In this chapter, a literature review with the aim of answering the following ques­
tion is presented: “what attributes have been used for assessing situations similar 
to the audio-on-audio interference created in a personal sound zone system?”.
It is also necessary to  determine the relevance and suitability of the attributes 
used in other research areas to the evaluation of interference in a personal sound 
zone system, leading to two further questions: “how can the suitability of an 
attribute be determined?” and “how suitable are various attributes from the 
literature for evaluation of interference in a personal sound zone system?”.
This chapter opens with an introduction to the practice of assessing audio qual­
ity using attributes (Section 3.1), providing information about categorisation 
of attributes in order to determine the type of attribute that is required for 
perceptual evaluation of interference in a personal sound zone system. This is 
followed by the synthesis of a set of criteria for determination of the suitability 
of an attribute (Section 3.2) and a review of a selection of attributes commonly 
used in related areas in the literature (‘annoyance’ in Section 3.3, general reac­
tion judgements in Section 3.4, ‘acceptability’ in Section 3.5, and ‘intrusiveness’ 
in Section 3.6). The chapter concludes with an assessment of the suitability of 
the surveyed attributes (Section 3.7).
3.1 Attributes for assessing sound quality
It is common for listening test participants to be asked to make judgements 
about stimuli on one or more attributes. Rumsey [1998] defines an attribute as 
“a characteristic quality of an object that one may use in describing it”. Such 
attributes fall at some point on a continuum between global and parametric 
characterisations of a sound. For example, the ITU-R BS.1116 standard [1997] 
for assessment of small impairments in audio systems calls for the assessment of 
‘basic audio quality’ (defined as the “single, global attribute used to judge any 
and all detected differences between the reference and the object”), whilst the 
Diagnostic Acceptability Measure [Voiers 1977] requires judgements on twenty 
individual parameters of the signal under test, asking subjects to “evaluate
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the sample with respect to various perceived qualities, independently of... [the 
subjects’] ...affective reactions to them”.
As well as the distinction between global and parametric assessment of sound 
quality, it is also possible to differentiate categories of judgement by whether or 
not they are affected by a listener’s personal preference or experience. Judge­
ments with no element of personal preference or opinion are termed ‘analytic 
judgements’ by Lawless and Heymann [1999] and do not involve any hedonic as­
pect; they are based upon comparison between the test stimulus and a provided 
(or sometimes implied, as in the case of ‘naturalness’ judgements [Letowski 
1989]) reference stimulus. On the other hand, ‘affective’ judgements are those 
that are influenced by personal preference of the listener to some extent.
3.1.1 The filter model
Bech and Zacharov [2006] (after Fog and Pedersen [1999]) present the ‘filter 
model’ (Figure 3.1) as a representation of the way in which human listeners 
make perceptual judgements of audio quality. A listener is modelled as a set 
of two filters: the first filter is the human auditory system, and the second 
represents higher level cognitive factors. A physical stimulus is the input to 
the filter network, and the stage at which a physical measurement or subjective 
judgement is made determines the type of information that can be gained from 
that judgement. There are three stages at which measurements or judgements 
can be made.
• In p u t to  filter 1. Physical measurement of the parameters of the stim­
ulus. No information as to how the signal will be perceived by a human 
listener.
• In p u t to  filte r 2. Judgements made by listeners e.g. in a listening test. 
Sensory judgements that can be considered objective when produced by a 
trained panel of listeners [Fog and Pedersen 1999].
•  O u tp u t from  filte r 2. Subjective judgements related to preference, 
individual characteristics, content, context, culture etc.
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Physical
stimulus
Perceived
stimulus
F ilter  1:
Sensory sensitivity 
and selectivity
F ilter  2:
Background, expec­
tations, interest, 
emotions, mood ,
Physical metrics Sensory (analytic) judgements Affective, judgements
F igure 3.1: T he û lte r  m o d e l o f  a u d ito ry  p ercep tio n  (a d a p te d  from  Fog an d  
P edersen  [1999])
In Bech and Zacharov’s [2006] modified filter model, the physical stimulus can 
be characterised by a set of physical parameters. The stimulus produces an 
‘auditory event’ in the mind of the listener composed of a number of ‘percep­
tual attributes’, each attribute perceived at its corresponding sensitivity level. 
These attributes can be weighted and combined to form an overall impression 
of quality. This process happens after the first filter (i.e. the human auditory 
system). A listener will also form an overall judgement of the sound based upon 
the combination of the individual attributes and affected by cognitive factors 
related to personal characteristics of the listener.
3.1.2 Relation to the personal sound zone scenario
As considered in Chapter 1, the listener experience in a sound zone may be 
affected by many non-acoustic factors in addition to the simple objective metrics 
introduced in Section 1.1.1; such factors include the informational content of the 
target and interférer signals, listening context or the task being performed by 
the listener, and the personality and mood of the listener. For example, it was 
shown in Chapter 2 that the task being performed affected the acceptability 
threshold, and there were also shown to be pronounced differences between 
individual participants. It is likely that whilst sensory attributes may provide 
some information about specific aspects of the experience, many aspects of the 
listener experience will include affective components. There are two primary
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benefits to using an affective response attribute:
• an affective response attribute ensures a consumer centric evaluation and 
produces results that are relevant to the experience of a listener in a sound 
zone; and
• non-acoustic characteristics of the interference situation will be encom­
passed in the subjective judgements rather than being a source of bias for 
a sensory judgement.
It is therefore likely that an attribute with some affective dimension will be most 
appropriate for assessing the perceptual effects of audio-on-audio interference. 
This may be relevant when selecting appropriate attributes from the literature 
or designing an elicitation experiment.
3.2 Criteria for selection of attributes
In order to determine the suitability of an attribute from the literature, it is 
necessary to determine a set of criteria by which an attribute can be judged.
3.2.1 Criteria used in the literature
Lawless and Heymann [1999] list the desirable features of a descriptor for a 
sensory attribute based on a list by Civille and Lawless [1986] that places the 
criteria in an approximate order of importance. They suggest that descriptors 
should:
• be able to be used to discriminate between stimuli;
•  not exhibit redundancy;
• relate to consumer acceptance/rejection;
• relate to instrumental or physical measures of stimuli;
• be singular terms, that is lowest-level descriptors rather than those con­
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sisting of a combination of various lower-level attributes;
• be precise and reliable;
• offer consensus on meaning across all subjects;
•  be unambiguous in order that all subjects understand the term;
• be exhibited in a reference stimulus which is easy to obtain;
• have communication value, that is be understandable to the intended users 
of the product, and;
• relate to reality.
Berg [2006] describes a number of “fundamental properties” that an attribute 
scale must possess (with reference to evaluation of spatial audio quality); scales 
should:
• capture the perceptual characteristics of the stimuli;
• be clear and unambiguous;
• differentiate between stimuli; and
• be singular terms if no overlap is required.
Kim et al. [2007] used a set of criteria to produce a list of attributes to be 
used for describing the affective response to various audio-visual stimuli (i.e. 
movies). They are therefore not all appropriate for the selection of attributes 
for evaluation of interference in a personal sound zone. The criteria are as 
follows:
• variables should be related to visual and auditory attributes of the movie 
as opposed to storyline only;
•  variables should cover all areas of perception, memory, and information 
processing;
•  variables should be conceptually clear enough to understand;
• variables should be easily presented and rated on a questionnaire; and
• variables should have their own conceptual meaning and not overlap.
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There is clearly considerable overlap in the three lists presented above. Some 
criteria are not relevant to the sound zone situation, and the order of importance 
is potentially different to that suggested by Civille and Lawless [1986].
3.2.2 Statistical evaluation of an attribute
Alongside the desirable properties of attributes listed above, it is also possible to 
statistically evaluate an attribute or scale. Job et al. [2001] state that to produce 
valid relationships between physical metrics and reaction to a noise source, it 
is necessary to use accurate measures, defining accuracy with two parameters: 
reliability and validity. Table 3.1 details various approaches to assessing validity 
and reliability [Diamantopoulos and Schlegelmilch 2000], and their relevance to 
selection of an attribute for evaluation of interference is discussed in Section
3.2.3.
3.2.3 Discussion and suggested criteria
In order to synthesise a list of criteria by which attributes for assessing the effect 
of interference in a sound zone system may be judged, it is necessary to consider 
each criterion in terms of its relevance. There is considerable overlap between 
the lists presented in Section 3.2.1; it is therefore possible to group overlapping 
criteria when considering their relevance to the sound zone situation.
Variability and reliability are two desirable characteristics of an attribute that 
are assessable using statistical techniques. There are multiple ways to determine 
both concepts (see Table 3.1). The ideal attribute will perform strongly in all 
categories; however, there are some situations in which one or more statistics 
cannot be calculated. For example, test-retest reliability can only be determined 
if the same test has been performed twice. Therefore, validity and reliability 
will be included in the final set of criteria in a general form: ‘a suitable attribute 
will exhibit validity and reliability’.
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The criterion used by Kim et al. [2007] that ‘variables should relate to visual 
and auditory attributes as opposed to storyline only’ is irrelevant to the sound 
zone situation; visual cues are not considered in this project, and the concept 
of ‘storyline’ is limited to the film scenario for which Kim et a/.’s [2007] set of 
criteria was originally intended. This criterion will therefore be omitted.
All three sets of criteria include some form of the suggestion that an attribute 
should be conceptually clear, unambiguous, and understood in the same way by 
all subjects. It is important that all subjects share a common understanding 
of the response attribute in order that relevant information about the effect of 
interference can be gained. Similarly, it is important that the attribute used 
has communication value and relates to reality so that results can be used to 
optimise a sound zone system in a perceptually relevant manner. These ideals 
will be merged to form one criterion: ‘a suitable attribute will be unambiguous, 
have communication value, and relate to reality’.
It is important that a procedure exists by which judgements about the selected 
attribute can be collected, although not necessarily by a questionnaire as sug­
gested in the criterion proposed by Kim et al. [2007]. Therefore this criterion 
will be included in a reworded form: ‘a suitable attribute will be presentable to 
subjects in the form of a rating method in order that judgements can be made 
and collected’.
Kim et al. [2007] state that “variables should cover all areas of perception, 
memory and information processing” ; however, all three criteria lists specify 
that variables should not exhibit redundancy. It is frustrating for subjects to 
rate essentially the same characteristic a number of times [Lawless and Hey- 
mann 1999]. These two criteria will be joined: ‘an attribute set will cover all 
areas of perception, memory, and information processing, whilst not exhibiting 
redundancy’.
It is important that the selected attribute can be used by subjects to differentiate 
between stimuli. A successful measure will also exhibit sensitivity (produce 
high resolution judgements in order to differentiate between similar stimuli), 
however this is often a property of the scaling method rather than the attribute
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[Diamantopoulos and Schlegelmilch 2000]. Therefore, the criterion for selection 
of the response attribute will be worded as follows: ‘a suitable attribute will 
allow differentiation between stimuli’.
In an affective, consumer-driven evaluation such as that required in the sound 
zone evaluation task, consumer acceptance will need to be determined. It is 
therefore beneficial for the response attribute to directly relate to this property. 
For this reason, the criterion that ‘a suitable attribute will relate to consumer 
acceptance/rejection’ will be included in the list.
As the eventual goal of this project is to model the relationships between physical 
parameters of sound zone systems and the experience of a listener, it is important 
that the attribute used will be able to  be related to  physical measures of a 
stimulus. Therefore the following criterion will be included: ‘a suitable attribute 
will relate to physical measures of stimuli’.
It is more relevant for descriptors of the sensory characteristics of a stimulus 
that each descriptor should be a singular term; many affective attributes will 
be inherently non-singular, taking various acoustic and non-acoustic factors into 
account. Therefore, this criterion will not be used. Similarly, it is not realistic to 
produce a reference stimulus which exemplifies an affective attribute, therefore 
the criterion that ‘descriptors should be exhibited in a reference stimulus which 
is easy to obtain’ will not be included.
The complete synthesised list of criteria for a suitable attribute is as follows. A 
suitable attribute will:
• exhibit validity and reliability;
• be unambiguous, have communication value, and relate to reality;
•  be presentable to subjects in the form of a rating method in order that 
judgements can be made and collected;
• allow differentiation between stimuli;
• relate to consumer acceptance/rejection; and
• relate to physical measures of stimuli.
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Additionally, an attribute set will:
• cover all areas of perception, memory, and information processing, whilst 
not exhibiting redundancy.
It is common practice to select attributes for investigation based on those a t­
tributes that are used in the same area within the literature [Berg 2006]. In 
the case of audio-on-audio interference, there are few studies directly consider­
ing this exact area; however, as detailed above, there are a number of related 
areas. In the following sections, a selection of commonly used attributes are 
introduced and assessed against the above criteria to determine the likelihood 
that a previously used attribute could be used for evaluation of interference in 
a sound zone situation.
3.3 Annoyance
Perhaps the most commonly used attribute for rating situations with some in­
terfering sound source is ‘annoyance’. Annoyance is defined by Gelfand [2009] as 
“the objectionability of a sound that involves the novelty, meaning, or emotional 
implications of the sound, as well as its physical characteristics”. This defini­
tion aligns well with the concept of interference in a personal sound zone system, 
which may be problematic because of its physical properties (e.g. time-variant 
level and frequency) or informational/emotional content. The idea of altering a 
signal in order to minimise annoyance is not limited to the sound zone situation; 
it can be seen in the design of low bit-rate coders, which attem pt to minimise 
audible artefacts by making use of the properties of the human auditory system. 
Pena [1995] states that “if some type of degradation is unavoidable... it becomes 
very significant to shape the nature of the artefacts to be introduced when coding 
an audio signal, in order to minimise their annoyance”.
Whilst annoyance is a commonly used attribute, this is not sufficient evidence 
to suggest that it is the most appropriate attribute for use in the evaluation 
of personal sound zones. However, it does seem to comply with a number 
of the criteria suggested in Section 3.2.3: it is understandable, unambiguous,
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influences consumer preference and relates to real life, as it is a descriptor that 
is used regularly by people in day-to-day situations.
This has been verified by Furihata et al. [2007], who performed a study in order 
to determine the verbal categories used to represent the psychological effects 
caused by noise in and around the home. The researchers used a free-elicitation 
test, exposing subjects to various noises for periods of 5 minutes and asking them 
to “write freely your subjective impression of the degree of psychological effects 
you felt due to the noise you listened to for the past five minutes”. The results 
showed that the descriptor ‘annoying’ stood out as being the most commonly 
used, and a set of quantifying words were also elicited in order that a seven point 
scale of annoyance could be produced: ‘extremely annoying’, ‘very annoying’, 
‘annoying’, ‘somewhat annoying’, ‘a little annoying’, ‘not annoying’, and ‘not 
at all annoying’.
3.3.1 M ethods of collecting annoyance ratings
There have been a number of ways of quantifying annoyance used in the litera­
ture. Schultz [1978] states that in early studies of noise annoyance, an index was 
often calculated based on the responses of subjects to various questions about 
problems caused by the noise (e.g. activity/sleep interference). More recently, 
it has become common to assume that annoyance can be determined by self- 
rating on an annoyance scale. Various methods of collecting annoyance ratings 
are discussed below.
N um erica l ca tegory  sca le
Cardozo and van Lieshout [1981] asked subjects to rate the annoyance of various 
everyday sounds approximately equalised in level using a category scale with no 
verbal labels: subjects were asked to “give a rating number from 0 to 10 for 
the annoyance caused by every sound as it is presented”, with 10 being most 
annoying. The coefficient of concordance (Kendall’s W) among subjects was 
calculated at IV =  0.46, and it was therefore concluded that such a scale was a
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valid method of ranking sounds in terms of their annoyance.
It was found that subjects used different ranges of the scale, and therefore 
2-scores were calculated in order to normalise the annoyance ratings. No sig­
nificant correlation (p > 0.1) was found between normalised annoyance and 
SPL(A), which suggests that the differences in annoyance rating are due to dif­
ferent ‘sound characters’ rather than loudness. However, it was shown that the 
rankings obtained correlated strongly {R = 0.90)^ with the results of a previous 
study by Terhardt and Stoll (in German), who asked subjects to rate ‘eupho­
nia’ (‘pleasingness’) rather than annoyance. Cardozo and van Lieshout suggest 
that this provides reasonable evidence that the concept of ‘sound character’ is 
useful and understandable to subjects. It also supports the use of an annoyance 
scale, as it complies with a number of the criteria suggested in Section 3.2.3: it 
discriminates between stimuli (or at least ranks them), offers consensus across 
subjects, is unambiguous, has communication value, and relates to reality.
Ohrstrom et al. [1980] administered a questionnaire to obtain a measure of 
noise sensitivity of subjects, asking subjects to rate annoyance due to thirteen 
common noise sources on a graphic numerical category scale (0-10).
V erbal ca tegory  scale
Another common method of scaling annoyance uses a verbal category scale with 
various numbers of scale divisions and different descriptors used. The ITU-R 
BS.1116 [1997] scale is an example of annoyance scaling with verbal categories; 
the standard features a hybrid scale from ‘imperceptible’ through ‘perceptible 
but not annoying’ to ‘very annoying’.
Ohrstrom et al. [1980] used a verbal category scale alongside their numerical 
category scale for collecting ratings of annoyance due to various transport noise 
sources. Whilst significant differences were found with respect to noise source, 
there were no reported differences between the type of scale used when ‘av­
erage annoyance’ was calculated from the numerical scale. The percentage of
^See Section 6.1.2 for a definition of R.
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respondents who identified themselves as ‘rather’ or ‘very’ annoyed was deter­
mined from the verbal scale (correlation between the published results for the 
two types of scale was R  = 0.946, p < 0.01).
Berglund et al. [1975b] used a seven point verbal category scale for assessment 
of annoyance due to various noise signals. Three different types of noise were 
presented to subjects in five areas, who were asked to rate annoyance on the 
following category scale: (1) not at all annoying; (2) slightly annoying; (3) 
somewhat annoying; (4) annoying; (5) quite annoying; (6) very annoying; or (7) 
unbearable. The results were presented in terms of proportions of respondents 
in each category, for each area. Distributions were found to be approximately 
normal, with only minor differences in variance between areas. Composite rat­
ings from categories five to seven were also presented—this is similar to the 
measure ‘percent highly annoyed’ used in other studies (e.g. Rylander et al. 
[1972]). This type of judgement requires a decision to be made as to which 
response categories represent ‘highly annoyed’; this suggests that the attribute 
does not relate directly to consumer acceptance (one of the criteria suggested 
in section 3.2.3).
The second measure used by Berglund et al. [1975b] accounts for the fact that 
comparisons between the different areas are only valid if the response criteria for 
each category are fixed and the category sizes are equal. Therefore, a Thursto- 
nian scaling procedure (Thurstone’s law of category judgement by Gulliksen’s 
method of least squares [Torgerson 1958]) was applied to the responses. This 
procedure creates an equal-interval scale from categorical data; the mean an­
noyance of each type of noise can be located on this scale as well as the category 
boundaries, and comparisons can be made between areas (in terms of the size 
of the categories) to assess the stability of the response criteria throughout the 
entire population. Berglund et al. [1975b] found that category size varied within 
each area, and categories were different between areas (see Figure 3.2 for an ex­
ample made with dummy data), concluding that it is not valid to assume that 
an equal-interval annoyance scale can be used across a population. An advan­
tage of the Thurstonian scaling procedure is that results can be calibrated to 
enable comparisons (in terms of mean annoyance) between the different areas.
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Equal Interval scale*-)
Empirical category size 13Ei Xg
Empirical category size 2 3 E-j * 2
X2 X3
X3 X4
X4 X5
X3 X4
X5
X5
X6
X6
X6
1 2 3 4 5 6
Category
F igure 3.2: E x am ple  o f  uneven respon se  ca tegories d e te rm in ed  b y  T hu rsto ­
nian sca ling  (using d u m m y  d a ta  based on B erg lu n d  et al. [1975b])
Levine [1981] used a Thurstonian scaling procedure to produce a seven-point 
category scale by which annoyance could be rated. The scale was intended to 
fulfil three criteria;
• people should be able to make a sufficiently large number of distinctions 
to describe their annoyance reaction toward noise;
• people should show sufficient agreement in their use of the different de­
scriptors of annoyance reaction towards noise; and
• the descriptors should form an interval scale reflecting the underlying di­
mension of noise annoyance (or at least approximate an interval scale to 
a sufficient degree).
The use of seven categories was assumed to be sufficiently sensitive to distinguish 
between those ‘highly annoyed’ and less annoyed, based upon previous research 
by Schultz [1978]. The Thurstone scaling procedure (adapted from Thurstone’s 
method of equal-appearing intervals) ensured that the produced scale met the 
second and third criteria.
In the modified procedure used by Levine [1981], a pilot study was conducted 
in which forty-three subjects rated the meaning of twenty-two descriptors of an­
noyance (‘response categories’) on a seven-point numerical scale, where a score 
of 7 indicated that “t.he descriptor expressed the intensity of annoyance to the 
highest degree possible” and a score of 1 indicated the lowest degree possible. 
In the second stage, the survey was extended to fifty-one subjects grouped into 
two categories; a low educational group and a high educational group. This was
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done to assess the differences in use of language between the two groups. An 
additional twenty-one descriptors were added to create a total list of forty-three. 
The same procedure was followed, with subjects asked to rate the descriptors 
from 1-7 where 7 indicated ‘highest degree of annoyance’ and 1 indicated ‘lowest 
degree of annoyance’. The mean and standard deviation of scale position was 
calculated for each descriptor. The scale was composed by taking descriptors 
representing an equal interval scale, showing strong agreement between par­
ticipants (i.e. low standard deviation), and exhibiting modal responses at the 
intended score values. The resultant scale is shown in Table 3.2.
D e sc r ip to r T h u r s to n e  sc a le  v a lu e
Tremendously annoyed 6.8
Greatly annoyed 6.1
Considerably annoyed 4.9
Medium annoyed 3.8
Partially annoyed 2.9
A little annoyed 2.2
Not at all annoyed 1.1
Table 3.2: Seven point verbal category scale of annoyance determined by 
Levine [1981] using Thurstonian scaling
Few differences were found between the educational groups: there was a correla­
tion of 0.99 between the two sets of scale values. However, the average standard 
deviation was greater in the low educational group, suggesting that they made 
fewer or less clear semantic distinctions. The pilot test population was found 
to have lower average standard deviation; this group was made up of subjects 
who were highly educated and familiar with the semantic distinctions used to 
evaluate noise. Levine suggests that this shows that scales for use with naïve 
subjects should be determined using an untrained population.
C ontinuous u n lab elled  an noyance scale
Aniansson et al. [1983] performed an experiment to investigate annoyance caused 
by traffic noise. They suggested that annoyance experienced would be a function 
of the nature of the sound as well as physiological and psychological traits of the
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individual. Consequently, characteristics of the individual were also recorded. 
Discomfort thresholds were determined by increasing the level of three different 
signals until the subject reported that the noise was intolerable, and a number of 
self-report questions relating to noise sensitivity were also asked (with responses 
given on a continuous 100 mm scale).
The stimuli used were motorway traffic noise recordings—filtered to reflect win­
dow attenuation—reproduced at 45 dB LAgg and 55 dB LAgg. Subjects rated 
annoyance whilst carrying out four tasks: watching a film, conversing in a group, 
performing a speech intelligibility test, and silently reading a magazine. Each 
activity was tested for 10 minutes, and there were eight conditions in total 
(each task was performed at both noise levels). Following each condition, sub­
jects were asked to mark their annoyance reaction to the environment on a 
continuous 100 mm scale with end-points labelled ‘not at all annoyed’ and ‘very 
much annoyed’. Subjects were also asked to mark the position on the scale that 
they considered ‘very’ annoying, and the position that they considered ‘rather’ 
annoying, although it is noted by Aniansson et al. that these values were only 
used with the mean value of the group as anchor values in this study. A continu- ' 
ous scale was considered to be advantageous as there are no issues with unequal 
intervals between categories, and no problem with the verbal descriptors being 
understood differently by different subjects.
Subjects were also asked to compare the background noise with that of their 
own homes on a three point categorical scale: (-1) less disturbing; (0) equally 
disturbing; or (1) more disturbing. Before and after the tests, subjects were 
asked to complete a mood adjective checklist (MACL).
There was a negative effect of noise exposure in two of the mood dimensions 
for all subjects (pleasantness and activation). Aniansson et al. found that an­
noyance was greater for hearing-impaired subjects, but there were no significant 
differences between the groups in the mood test before and after the experi­
ment. It was suggested that a higher degree of annoyance would be necessary 
for this to show in the mood test (the sound levels used were reasonably low). 
This could suggest that the continuous scale is a sensitive instrument for mea­
suring annoyance (at least compared to measuring mood before and after noise 
annoyance).
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M ag n itu d e  e s tim a tio n
Berglund et al. [1976] performed an experiment to assess the loudness, noisiness, 
and annoyance of community noise. Various noise sources were recorded and 
presented along with a reference (white noise). The following definitions were 
used for the attributes.
•  Loudness. “The perceptual aspect of the noise that is changed by turning 
the volume knob on a radio set. ” It was required that all other perceptual 
or psychological aspects of the noise were discarded.
• N oisiness. “The quality of the noise. For example, the sound from a jack 
hammer may be more or less noisy than the sound from a motorbike even 
if  they are considered equally loud. Similarly, music may be loud but still 
not perceived as noisy. ”
•  A nnoyance. Defined as the nuisance aspect of the noise experienced 
due to the following situation: “After a hard day’s work, you have just 
been comfortably seated in your chair and intend to read your newspaper. ” 
Subjects were asked to respond with how annoyed they would feel due to 
the noise.
For each attribute, the white noise reference was given a rating of 100 and 
subjects were asked to rate each attribute as a percentage of the reference. This 
test was followed by a calibration experiment which featured a number of the 
stimuli from the main experiment. Subjects were asked to assume that each 
stimulus was 100 in loudness, and asked to estimate its noisiness and annoyance 
as a percentage of its loudness.
Inter-subject correlation was calculated at 0.73 for loudness, 0.69 for noisiness, 
and 0.62 for annoyance. This suggests that agreement between subjects de­
creases for more complex judgement tasks. The results of the calibration task 
were used to determine a single unit of measurement on all three scales. Scales 
were calibrated separately for each subject as inter-subject correlation was low 
for the noisiness-to-loudness and annoyance-to-loudness ratios (0.35 and 0.48 
respectively). The researchers suggest that this task was possibly too difficult 
for the subjects to perform, and that making ratio estimates based on one at­
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tribute of the white noise (i.e. the task in the main experiment) was simpler. 
LAgg was found to be correlated with loudness {R = 0.95), noisiness {R = 0.90), 
and annoyance {R = 0.89).
In an experiment following the same procedure with aircraft rather than com­
munity noise, Berglund et a l [1975a] suggested that the ratio scaling method is 
as valid as category scaling but provides scales that can produce high resolution 
descriptions of psychophysical responses, compared to category scales using a 
limited number of response categories (i.e. three or four).
D iscussion
Table 3.3 contains a summary of the methods of scaling annoyance described 
in Section 3.3.1. It can be seen that there are advantages and disadvantages to 
each method, indicating that development of a suitable scale should be given 
careful consideration regardless of the response attribute selected.
3.3.2 Annoyance and task disruption
There are two ways of looking at the ‘annoyance’ of a sound encompassed in 
Gelfand’s [2009] definition (see Page 78). The definition suggests that the an­
noyance of a sound can be discussed purely in relation to its physical character­
istics (e.g. Cardozo and van der Veen [1979]; Cardozo and van Lieshout [1981]); 
alternatively, Celfand’s definition also accounts for the fact that annoyance is 
determined by “novelty, meaning, or emotional implications of the sound” in 
which case annoyance can be judged as an affective attribute of the sound. Zim­
mer et al. [2008] point to research which considers this second method to be the 
only valid way of using the term annoyance, suggesting that a sound may be 
considered ‘unpleasant’ based upon its sound character (physical parameters), 
but only becomes ‘annoying’ when it interferes with some task [Moran and Loeb 
1977].
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However, Zimmer et al. do not take this view, suggesting instead that exper­
imenters should make it clear which aspect of annoyance they are interested 
in—either the annoyance caused by disruption to a task or activity, or the an­
noyance caused solely by sound character experienced regardless of disruption.
Task interference can be measured using tests that are designed to quantify 
performance as well as more standard annoyance ratings. For example, Zimmer 
et al. [2008] used a memory task in which subjects were required to memorise 
and later reproduce a list of visually presented numbers. They found that 
task interference has a more pronounced effect upon annoyance than physical 
features of the noise, but that increasing exposure time also increased annoyance 
without a significant decrease in performance. Banbury and Berry [1998] used 
memory for prose and mental arithmetic tasks to assess the effects of office noise 
on performance, finding that noise with speech disrupted performance in both 
tasks whilst noise without speech only disrupted performance in the mental 
arithmetic task.
Moran and Loeb [1977] found that annoyance was rated significantly higher 
when the noise interfered with the task (a listening task involving correcting 
errors in a written passage based on information presented over loudspeakers) 
than when the same noise did not interfere with the task (a cancellation task in 
which subjects were required to put a mark through all upper- and lower-case 
letter Ls).
A benefit of methods that assess task performance is that results are often di­
rectly transferrable to real-life situations [Benfield et al. 2010]. This is especially 
useful in situations in which the task to be carried out is known. In relation 
to the sound zone situation, there are innumerable potential tasks that may be 
performed by a listener, particularly in the domestic environment. For exam­
ple, the listener maybe listening purely for entertainment purposes, or to find 
out some information from the news or a phone call. Given that annoyance is 
related to the task being performed (see Chapter 2), it is necessary to define the 
task when investigating the perceptual experience of a listener in a sound zone.
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3.3.3 Criticism of annoyance as an attribute
Job et al. [2001] present the results of a study showing that annoyance rat­
ings with regard to aircraft noise are less reliable and valid than more general 
measures such as ‘affectedness’ or ‘dissatisfaction’ (see Section 3.4). They state 
that questions asking about annoyance fail to take into account a number of 
other responses to noise, such as anxiety, distraction, exhaustion, anger, frus­
tration, disappointment, and fear. Whilst this study was related to aircraft 
noise, it seems feasible that many of these responses would be possible due to 
interference between audio programmes.
In the literature review presented by Job et a l, internal consistency of annoy­
ance measures in reviewed papers averaged R  = 0.58 compared to R  = 0.81 
for general measures. Job et al. performed an experiment to validate this find­
ing: a survey was carried out including general response questions with regard 
to affectedness and dissatisfaction alongside questions referring to annoyance. 
Validity was found to be significantly greater for the general response items 
than for two of the three annoyance questions (the remaining annoyance ques­
tion was phrased in a more general manner although the response attribute 
was annoyance). Test-retest reliability was calculated on the basis of results 
from the same questionnaire administered 6-12 weeks after the initial survey 
(this length of time was considered to be short enough to minimise the effect 
of any change in reaction of the subjects but great enough to measure stabil­
ity). Perceived affectedness was found to be significantly more stable than any 
of the annoyance questions, and perceived dissatisfaction more stable than the 
first and third annoyance question. Internal consistency (the extent to which 
responses to questions that address the same concept were similar) was also 
significantly greater for the two general questions than the annoyance questions 
excluding the first annoyance item. These results led Job et al. to conclude that 
general measures of reaction to noise are more reliable and valid than annoyance 
judgements.
Sailer and Hassenzahl [2000] suggest that ‘annoyance’ is not used or under­
stood in the same way amongst different listeners, and that consequently these 
differences in interpretation lead to variations in the definition of annoyance.
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Comparable terms such as ‘loudness’ seem to be understood more easily across 
listeners. Sailer and Hassenzahl suggest that using the term annoyance may be 
considered an inappropriate way to describe the stimulus by some subjects; this 
highlights the importance of choosing an appropriate response attribute.
Berglund et al. [1976] found lower inter-subject correlation for annoyance judge­
ments than noisiness and loudness judgements, which suggests that there is less 
agreement about the meaning of annoyance than other terms.
3.3.4 Discussion
It is clear that annoyance has been widely used as the response attribute in 
surveys relating to the effects of noise, and therefore shows potential for the 
evaluation of interference in a sound zone system. Annoyance seems an inher­
ently suitable attribute when considering the situation in which a listener is 
subjected to an unwanted signal simultaneously to the target programme.
However, regardless of how appropriate annoyance seems and the degree to 
which it has been used in similar experiments in the past, it is still necessary 
to objectively assess the degree to which it fits the criteria discussed in Section
3.2.3. The study by Furihata et al. [2007] suggests that annoyance is a term 
widely used by people to describe the effect of various community noise sources, 
indicating that the attribute fulfils the criteria of communication value and 
relation to reality; however, these assumptions would need to be verified in the 
case of using the term to describe interference between sound zones if annoyance 
were to be used as the response attribute in this evaluation. No scaling method 
stood out as being obviously superior.
Annoyance is used ubiquitously in studies evaluating the effects of various types 
of noise and it is therefore surprising to note that there are several major crit­
icisms of using annoyance as an attribute. The results of the study by Job 
et al. [2001]—showing that scales of annoyance are less reliable and valid than 
more general response attributes—call into question the use of annoyance as a 
response attribute. Also, whilst the experiment performed by Furihata et al.
90
Chapter 3: Related attributes
[2007] suggests that annoyance is a widely used descriptor, Sailer and Hassen- 
zahl’s [2000] suggestion that the term is used and understood differently by 
subjects casts some doubt upon this conclusion.
There have been many attempts to relate annoyance to physical measures of 
signals, producing varying levels of success; for example, Berglund et al. [1976] 
found a correlation of 0.89 between LAgg and annoyance, and Kalveram [2000] 
states that the reliability of correlation between reported annoyance and physical 
measures is often close to the maximum value of 1. However, Kalveram notes 
that the validity of such measures is generally about 0.5, suggesting that physical 
measures are unable to account for many important features of a sound which 
lead to annoyance. This view is supported by Job [1988] who states that non­
acoustic variables account for more variation in response than measured noise 
exposure.
Annoyance is potentially a useful attribute, although it is not possible to state 
on the strength of the evidence presented above that it is the correct choice for 
evaluation of interference in a personal sound zone system.
3.4 General reaction judgem ents
As discussed in Section 3.3.3, it has been suggested that annoyance judgements 
are less valid and reliable than general measures of reaction.
Guski [1999] recommends a broader definition of ‘annoyance’, placing it as just 
one of the possible responses to noise (in this case environmental noise) which 
also include “disturbance, aggravation, dissatisfaction, concern, bother, displea­
sure, harassment, irritation, nuisance, vexation, exasperation, discomfort, un­
easiness, distress, and hate”. Seeing as the reaction to  noise can produce such 
a wide range of responses, it seems logical to use a more global definition when 
asking listeners to rate their experience due to noise (as suggested by Hede 
et al. [1979] and Job et al. [2001]), or to combine measures of a number of 
lower-level properties (for example, Guski suggests that an overall annoyance 
measure could be created as the sum or average of ‘disturbance due to speech
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interference’, ‘disturbance of recreation’, and ‘dissatisfaction with the acoustic 
environment’).
As detailed above. Job et al. [2001] state that more general methods of assessing 
the effects of noise provide more valid and stable results. The general response 
attributes considered by Job et al. are ‘affectedness’ and ‘dissatisfaction’. Job 
et al. collected responses related to affectedness and dissatisfaction using an 
eleven-point numerical category scale with additional verbal descriptors, stylised 
as an “opinion thermometer” .
Affectedness and dissatisfaction were assessed with the questions “would you 
please... estimate how much you personally are affected by aircraft noise?” and 
“how dissatisfied are you with aircraft noise in this neighbourhood? Please... 
estimate how much dissatisfaction you feel overall”. It is clear that these ques­
tions are intended to be very general by asking about the entire experience 
of aircraft noise rather than specific questions about annoyance, which can be 
considered to be just one aspect of the response to noise.
Hede et al. [1979] also advocate the use of general measures of reaction to noise, 
suggesting that questions such as “rate how much you are affected by aircraft 
noise” could be assessed, for example by Likert scales, in order to give an overall 
picture of reaction to aircraft noise. Hede et al. state that such a survey should 
include items in order to assess the components of this general reaction, citing 
annoyance, fear, and symptoms as examples. This may not be necessary in 
an evaluation in which only an overall subjective response was desired. Hede 
et al. also conclude that ratings of affectedness were more closely correlated 
with physical noise exposure measurements, therefore fitting the criterion of 
‘relation to physical measures’.
3.4.1 Discussion
In Section 3.4, judgements made in terms of a general reaction to a stimulus 
were considered, including the terms ‘affectedness’ and ‘dissatisfaction’. Such 
general measures of reaction are used less frequently than single descriptors such
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as annoyance. However, they have been shown to be more valid and reliable 
[Job et al. 2001], and it is therefore prudent to consider them as methods of 
assessing the experience of a listener in a sound zone.
3.5 Acceptability
Another commonly used descriptor—especially in the evaluation of community 
noise—is ‘acceptability’, i.e. the degree to which a given noise situation is ac­
ceptable. A significant advantage of using the term acceptability as the response 
attribute is that it is inherently related to consumer acceptance (one of the cri­
teria proposed in Section 3.2.3).
3.5.1 M ethods of collecting acceptability ratings
Acceptability has been assessed in a number of different ways in the literature. 
Some examples of methods of making judgements using acceptability are con­
sidered below.
A ccep tab ility  as a d ich otom y
The acceptability of a system is defined by Jumisko-Pyykko et al. [2008] as 
whether that system “reaches the minimum level to satisfy user expectations 
and needs”. Under this definition, acceptability can be judged as a dichotomous 
variable; quality is either acceptable or unacceptable. Jumisko-Pyykko et al. 
discuss the ideas of ‘produced quality’ (the technical factors, or in the case of 
audio the sensory parameters which determine ‘sound character’) and ‘perceived 
quality’ (perception of the signal as influenced by sensorial and cognitive pro­
cess, i.e. an affective response). The point at which the produced quality gives 
a perceived quality that is considered acceptable is termed the ‘threshold of 
acceptability’ (see Figure 3.3).
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F igure 3.3: P ro d u ced  versus p erce ived  q u a lity  (a d a p te d  from  [Jum isko- 
P y y k k o  et al. 2008])
McCarthy et al. [2004] used a continuous assessment method to judge the ac­
ceptability of low bit rate audio-visual transmissions with variable quality. They 
gradually increased or reduced physical parameters of a video clip and the user 
was asked to indicate the point at which quality became acceptable or unac­
ceptable by pressing a button. Acceptability was scored as the proportion of 
the 30 second clips that was considered acceptable. McCarthy et al. found 
no significant interactions between gradient direction and ratings, suggesting 
that it is immaterial whether acceptability or unacceptability judgements are 
made. The method used gave stable ratings of quality and produced monotonie 
results. Jumisko-Pyykko et al. [2008] consider this method useful for threshold 
judgements but insensitive to user experience above or below the threshold.
Jumisko-Pyykko et al. [2006] also used a continuous assessment of acceptability, 
asking subjects to identify unacceptable errors in an audio-visual stimulus by 
pressing a button on a video-game controller; subjects were told to “press the 
btdton in the case of unacceptable quality”. Following the presentation of each 
clip, subjects were also asked to judge the quality of the entire clip as acceptable 
or unacceptable (a dichotomous judgement) and also to rate acceptability on a 
scale from 0-10.
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The results presented by Jumisko-Pyykko et al. [2006] do not facilitate com­
parison of the acceptability judgement methods used, but they do present two 
ways of using the obtained data. The first method involves comparing the ‘most 
unacceptable’ errors, which has been reported to be a good predictor of overall 
quality [Hands and Avons 2001]. The second method involves calculating the 
mean unacceptability of all errors of the same type in a sequence in order to 
determine the average unacceptability of different error types.
Jumisko-Pyykko et al. [2006] found that in the two lowest error rate conditions 
audio errors were more unacceptable than video errors, whilst in the highest 
error rate condition visual and audio-visual errors became most unacceptable.
A ccep tab ility  as a  con tinu um
In addition to dichotomous judgements, acceptability has also been used as 
a scale in order to produce results in terms of the degree of acceptability of 
defects/ artefacts/ noise etc.
Bishop [1966] and Williams et al. [1969] used a vertical scale marked with the 
descriptors ‘of no concern’, ‘acceptable’, ‘barely acceptable’ and ‘unacceptable’ 
spaced at equal intervals, with unlabelled end points (Figure 3.4). Subjects were 
told to use the scale as if it was continuous.
Bishop [1966] assigned numbers from 0-10 to the responses depending on the 
position of the response on the scale (2 =  ‘of no concern’, 8 =  ‘unacceptable’), 
and displayed results by producing plots of median acceptability against per­
ceived noise level^. Bishop found that when rated outdoors, a noise level of 110 
PNdB was considered ‘unnaceptable’; the same flyover rated indoors (and there­
fore subject to about 20 PNdB reduction in level) was rated between ‘barely 
acceptable’ and ‘unacceptable’. Bishop [1966] found that there was relatively
^Perceived noise level (denoted PNdB) is a physical metric created in order to predict the 
noisiness or annoyance caused by a sound, calculated using ‘equal noisiness curves’ based 
upon listener judgements of ‘relative acceptability’ of certain sounds in third-octave bands 
[Kryter 1959, I960]. Whilst some researchers have found good correlation between PNdB 
and loudness/annoyance/acceptability judgements, Kryter [1960] notes that such a metric 
does not take into account non-acoustic factors and therefore can not be a true measure of 
annoyance.
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(5)
Unacceptable (4)
Barely acceptable (3)
Acceptable (2)
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(0)
F igure 3.4: A c c e p ta b ility  scale used b y  B ish op  [1966] and W illiam s et al.
low inter-subject correlation for ratings of the same noise level and a lack of 
correspondence between the subjective responses and objective measurements.
Williams et al. [1969] assigned the number 0-5 to results from the same scale 
(1 =  ‘of no concern’, 4 =  ‘unacceptable’). The results were similar to those 
produced by Bishop [1966], with the same difference in level between ‘acceptable’ 
and ‘unacceptable’ categories and the same level for ‘barely acceptable’. This 
suggests that the acceptability scale is reliable (i.e. displays alternative forms 
reliability and test-retest reliability).
A similar scale was used by Langdon et al. [1974] who performed an experiment 
in order to judge the acceptability of aircraft noise exposure during television 
viewing (the motivation for this study was the fact that noise masking of tele­
vision audio has been shown to be a significant cause of dissatisfaction due to 
aircraft noise [Burrows and Zamarin 1972]). They found that acceptability was 
correlated to A-weighted sound level, and also suggested that results obtained 
during the performance of a realistic task (television viewing) were similar to 
results using more abstract tasks, contributing to the validation of laboratory- 
based research in this area.
96
Chapter 3: Related attributes
In a study on the effects of office noise, Keighley [1966] collected many different 
types of response including personal characteristics, a range of terms to de­
scribe different types of noise, and three overall measures (two related to noise 
and one to acceptance). These results were synthesised into ‘contours of equal 
acceptability’.
3.5.2 The Diagnostic Acceptability Measure
The Diagnostic Acceptability Measure (DAM) [Voiers 1977] was developed as a 
measure of the acceptability of speech communication systems. It uses a series of 
twenty rating scales based on a combination of sensory and affective attributes 
related to the wanted speech signal, the background noise, and the total effect.
Data from each scale are transformed into individual acceptability ratings, and 
these are used to produce acceptability measures due to ‘perceptual qualities of 
the signal’ and ‘perceptual qualities of the background’. An overall acceptability 
rating is also produced. An advantage of this technique is its ability to deter­
mine the reasons for unacceptability of different systems, which is beneficial 
as parameters can be subsequently optimised for maximum acceptance. Voiers 
[1977] presents a graph showing parameter ratings of three systems which have 
very similar overall acceptability but vary greatly in terms of individual param­
eters. Disadvantages of the DAM include the large number of ratings required 
of subjects for each system (twenty ratings) and the lengthy process required to 
develop such a system.
3.5.3 Discussion
Section 3.5 contained some examples of the ways in which acceptability judge­
ments have been made in perceptual evaluation tasks. As with annoyance, 
researchers have commonly attempted to show a link between physical mea­
sures of sound and its acceptability; for example, Williams et al. [1969] found 
that rated acceptability was equally highly correlated (0.94 < R  < 0.97) to 
PNdB, speech interference level (SIL), and dB(A), suggesting that any of these
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measures could used as a predictor of acceptability for the noise sources used 
in the study (aircraft flyovers). Keighley [1966] summarises the use of physical 
measures for determination of the acceptability of noise: when the intensity of 
the noise is its only parameter, it is possible to specify criteria for acceptable­
ness based on physical measures. However, non-acoustic factors also contribute 
to acceptability, and where this is the case a direct measurement is required. 
Keighley also considers acceptability to be the most appropriate response at­
tribute as it “exhihit[s] consistent and significant relationships” with relevant 
physical and psychological variables.
In Section 3.5.1, dichotomous judgements of acceptability were considered and 
it was seen that continuous assessment methods were often used. Continu­
ous methods—suggested by the ITU in recommendation BT.500-11 [2002]—are 
widely used in the evaluation of image and audio-visual quality [Hamberg and 
de Ridder 1995; Bouch and Basse 2000; Jumisko-Pyykko et al. 2006]. Such meth­
ods are beneficial in situations in which quality is variable and are therefore of 
considerable interest in the sound zone situation where the time-variant nature 
of the target and interférer signals will affect the listening experience.
Perhaps the most beneficial feature of acceptability judgements is their inherent 
agreement to the criterion that an attribute should ‘relate to consumer accep­
tance/rejection’. Acceptability is the only individual attribute that directly 
fulfils this criterion without further investigation.
It is not possible to conclude on the strength of the evidence presented above 
that acceptability is the correct choice of response attribute in the sound zone 
situation, although it does have several advantages and is therefore appropriate 
for consideration.
3.6 Intrusiveness
Intrusiveness is an attribute that has not been used to the same extent as 
annoyance and acceptability as reviewed above, but seems likely to be relevant 
to the experience of a listener in a sound zone.
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Bishop [1966] presents results comparing rated acceptability with noisiness and 
intrusiveness scales as used by Robinson et al. [1963], who used a continuous 
scale of intrusiveness. Kornycky et al. [2008] used a modification of the Inter­
national Telecommunication Union Telecommunication Sector (ITU-T) recom­
mendation R835 [2003] to assess the quality of a blind source separation (BSS) 
algorithm. The method includes three separate scales for rating different as­
pects of the audio; a scale to rate the distortion of the background signal (not 
distorted-very distorted), a scale to rate the intrusiveness of the background 
signal (not noticeable-very intrusive), and a scale to rate the overall separation 
between background and wanted signal (excellent-bad).
The intrusiveness scale used is shown in Figure 3.5; subjects were required to 
use a computer-based graphical user interface (GUI) to select the appropriate 
point on the scale shown in the figure. Kornycky et al. found that higher noise 
levels, as expected, were more intrusive. Background distortion was not found 
to be important for separation quality. Intrusiveness and separation were found 
to be significantly related and mainly due to noise and interference levels.
5 -  Not noticeable
4 -  Slightly noticeable
3 -  Noticeable but not intrusive
2 -  Somewhat intrusive
1 -  Very intrusive
F igure 3.5: In tru sivcn ess scale used b y  K o rn y c k y  et al. [2008]
Intrusiveness is an attribute that has been used less widely than the others 
presented above. However, it was included in this review as it seems particularly 
relevant to the sound zone situation and may therefore be worthy of further
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consideration in terms of inclusion in category selection elicitation experiments 
or pilot tests of selected attributes.
3.7 Suitability of the attributes
A summary of how each attribute fits the criteria suggested in Section 3.2.3 is 
presented in Table 3.4 (the attribute ‘intrusiveness’ has been omitted as there 
was not enough information to usefully compare it with the criteria). It can be 
seen from this table that none of the reviewed attributes are an exact fit to the 
criteria, and therefore it is not possible to suggest that one attribute stands out 
as an obvious choice for the evaluation of interference in a sound zone system. 
It some cases it is also difficult to state whether or not an attribute meets a 
criterion.
Bishop [1966] presents a comparison of various rating scales, suggesting that 
the sound level resulting in a “significant degree of dissatisfaction” is reasonably 
constant, but the mapping to physical measures is different for each attribute, 
suggesting that the specific choice of attribute is important as they are not all 
equivalent.
Where no attribute from the literature stands out as being particularly relevant, 
it is necessary to perform an elicitation experiment [Berg 2006].
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3.8 Summary and conclusions
Three objectives were specified in the introduction to this chapter.
1. How can the suitability of an attribute be determined?
2. What attributes have been used for assessing situations similar to the 
audio-on-audio interference created in a personal sound zone system?
3. How suitable are various attributes from the literature for evaluation of 
interference in a personal sound zone system?
The overall aim of these objectives was to answer or contribute towards answer­
ing the first research question: what attribute is/attributes are most relevant for 
describing the effect of interference on the listener experience in a sound zone?
H ow  can th e  su itab ility  o f  an  a ttr ib u te  b e  determ in ed ?
In Section 3.2, criteria for determining the usefulness of an attribute were intro­
duced, and a set of relevant criteria was synthesised from those in the literature. 
This provided a means for judgement of the suitability of previously used at­
tributes. The complete synthesised list of criteria for a suitable attribute is as 
follows. A suitable attribute will:
• exhibit validity and reliability;
• be unambiguous, have communication value, and relate to reality;
• be presentable to subjects in the form of a rating method in order that 
judgements can be made and collected;
• allow differentiation between stimuli;
•  relate to consumer acceptance/rejection; and
• relate to physical measures of stimuli.
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Additionally, an attribute set will:
•  cover all areas of perception, memory, and information processing, whilst 
not exhibiting redundancy.
W h at a ttr ib u tes  have b een  u sed  for a ssessin g  s itu a tio n s sim ilar to  th e  
audio-on-audio  in terferen ce created  in  a p ersonal sou nd  zon e system ?
A literature review was undertaken to answer the second question, revealing 
a number of commonly used attributes: annoyance, affectedness and dissatis­
faction, acceptability, and intrusiveness. Whilst far from an exhaustive list of 
attributes, these descriptors were found to be commonly used and particularly 
relevant to the sound zone situation.
Annoyance was shown to be a widely used attribute and a seemingly suitable 
choice of response attribute in the sound zone situation. It was also shown 
to be a descriptor which is used by people to describe their response to noise 
[Furihata et al. 2007]. However, annoyance has been shown to be less reliable 
and valid than general measures of reaction to noise [Job et al. 2001]. This 
could be attributed to the fact that annoyance can be seen as just one of a 
range of reactions that people have to unwanted sound [Guski 1999]. Therefore, 
the use of general reaction judgements is proposed by a number of researchers 
[Hede et al. 1979; Job et al. 2001], who use terms such as ‘affectedness’ and 
‘dissatisfaction’.
Another commonly used descriptor is acceptability, which has the advantage of 
being directly related to consumer acceptance—especially when considered as a 
binary judgement (i.e. a system is either acceptable or unacceptable). Scaling 
methods have also been used, and the DAM [Voiers 1977] was presented as an 
instrument that provides diagnostic information about a system.
A response attribute that has not been regularly used but deserves consideration 
is intrusiveness. A number of scaling methods were introduced in Section 3.6; 
however, there is not a substantial body of research using intrusiveness as an
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attribute which makes it difficult to draw conclusions as to its suitability.
H ow  su itab le  are various a ttr ib u tes  from  th e  literatu re for evaluation  
o f  in terferen ce in  a p erson al sou nd  zon e system ?
In order to answer the third question, the reviewed attributes were compared 
against the suitability criteria in Section 3.7. None of the reviewed attributes 
were found to be obviously suited to evaluation of interference in a personal 
sound zone system; therefore, in order to answer the first research question 
it was considered necessary to design and perform an elicitation experiment. 
Various attribute elicitation methods are discussed in Chapter 4, and the design 
and results of an elicitation procedure are presented in Chapter 5.
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A ttribute elicitation  
m ethods
In Chapter 1, the following research question was defined: what attribute is/a t­
tributes are most relevant for describing the effect of interference on the listener 
experience in a sound zone? Attributes used in similar research areas were 
reviewed in Chapter 3; however, there was not sufficient evidence to suggest 
which, if any, of the previously used attributes should be used for the evalua­
tion of interference in a personal sound zone system.
In studies where the literature does not reveal a suitable attribute, it is necessary 
to perform an attribute elicitation experiment [Berg 2006]. Attribute elicitation 
is performed in many research areas, but is especially common in the descriptive 
analysis procedures used in the sensory sciences [Murray et al. 2001; Lawless and 
Heymann 1999]. Many such experiments have been used in audio research, for 
example, to determine the timbrai and spatial attributes of reproduced sound. 
In this chapter, a number of attribute elicitation methods and their applications 
in audio research are reviewed.
Elicitation methods have generally been used to determine the low-level sensory
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attributes of a product or system. Bech and Zacharov [2006] provide a flow 
diagram for the procedure of determining the response attributes for a study 
(Figure 4.1), separating methods of determining sensory and affective attributes 
and providing far greater detail for the former category. In the literature, similar 
methods are used to determine attributes that could be considered affective to 
some extent; it was concluded in Section 3.1.2 that such an attribute would likely 
be required for the assessment of audio-on-audio interference in a personal sound 
zone system.
The literature review presented in this chapter will contribute towards the over­
all research question presented above (i.e. identification of attributes that de­
scribe the experience of a listener in an audio-on-audio interference situation) 
by answering the following subquestions.
1. W hat methods have been used to elicit attributes in the audio quality 
evaluation literature?
2. What are the advantages and disadvantages of these methods?
In the literature review presented below, elicitation methods are broadly clas­
sified as ‘direct’ or ‘indirect’. Direct methods involve elicitation of verbal de­
scriptors from experiment participants, relying on the assumption that such 
descriptors are validly related to sensations produced by the stimulus [Bech and 
Zacharov 2006]. Indirect methods do not make this assumption and therefore 
require subjects to make simple judgements that are then processed with sta­
tistical methods to determine the underlying perceptual dimensions; the task of 
producing labels for the attributes is performed by the experimenter, possibly 
with some further input from experiment subjects. Direct elicitation methods 
are introduced in Section 4.1, and indirect methods in Section 4.2. An elici­
tation method that does not require subjects is discussed in Section 4.4. The 
literature review is summarised and conclusions drawn in Section 4.5.
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4.1 Direct elicitation methods
Direct elicitation methods require subjects to produce attribute descriptors 
based on presented stimuli. This can take the form of a group of subjects work­
ing together to develop a common language (consensus vocabulary methods), 
or individual subjects developing their own vocabulary that can be compared 
with that of other subjects to create a common set of descriptors (individual 
vocabulary methods). Consensus and individual methods are discussed in the 
following sections.
4.1.1 Consensus vocabulary techniques
Consensus vocabulary techniques involve a group of listeners who develop a 
‘common language’ to describe a stimulus through a process of discussion and 
agreement on the attributes. Such techniques are commonly used for determin­
ing the perceptual attributes that characterise a stimulus, and generally rely 
on panels of trained listeners [Lawless and Heymann 1999]. A variety of formal 
techniques have been developed, including Quantitative Descriptive Analysis 
(QDA) [Stone et al. 1974; Stone and Sidel 2004], Flavour Profile [Meilgaard 
et al. 2007], Texture Profile [Brandt et al. 1963], and Sensory Spectrum meth­
ods [Civille and Liska 1975]. These procedures follow prescriptive methodologies 
and may therefore be unsuitable for a particular study. In this case, generic de­
scriptive analysis (DA) can be used, in which suitable elements of methods are 
combined as appropriate [Murray et al. 2001].
The QDA method is briefly summarised below (adapted from Bech and Zacharov 
[2006]) to exemplify the type of procedures used in consensus elicitation tasks.
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Q u an tita tive  D escr ip tiv e  A n alysis
1. The whole group of subjects is presented with a representative group of 
stimuli, and subjects are encouraged to list all descriptors that are rele­
vant to the presented stimuli. The panel leader takes a passive role but 
encourages the panel members to avoid affective attributes. All perceptual 
characteristics must be represented within the set of stimuli, which leads 
to a large set (hundreds) of descriptors.
2. Duplicate attributes are removed, and similar attributes are grouped to 
leave a minimum set of descriptors for providing a comprehensive descrip­
tion of the stimuli.
3. Through further discussion, the number of attributes is reduced. Stimuli 
that represent good examples of the selected attributes are selected.
4. All attributes are presented at a wide range of intensities in order to 
introduce simple scaling. End points for the scales are defined. In standard 
QDA experiments. Stone and Sidel [2004] suggest a 15 cm horizontal line 
with end points positioned 1.5 cm from each end of the scale with intensity 
increasing from left to right; distance from the end of the scale represents 
the numerical score.
5. To refine the scaling process, stimuli with smaller differences are intro­
duced. Repeated ratings are included to measure subject consistency.
6. Finally, a number of experiments are conducted with test conditions as in 
the real experiments.
A d van tages and d isadvantages o f  con sensu s m eth o d s
Consensus vocabulary experiments can be time consuming and expensive to 
run. However, such group elicitation methods do provide substantial benefits 
including easy identification of different terms that may be used by subjects 
to describe the same experience, and simplification of the statistical analysis 
required in individual vocabulary techniques.
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4.1.2 Individual vocabulary techniques
Individual vocabulary techniques involve subjects developing their own unique 
vocabulary, which can then be combined to produce a consensus using statistical 
methods or a further group elicitation stage. The simplest individual vocabu­
lary method is a free elicitation, which has been used to discover the affective 
response to interfering noise sources [Hede et al. 1979; Furihata et al. 2007]. Free 
elicitation techniques feature a questionnaire asking for a subject’s response to 
a given situation or a semi-structured verbal interview [Jumisko-Pyykko et al.
2010], and can be simply analysed looking at the absolute or ranked frequency 
of each response.
Guastavino and Katz [2004] asked subjects to write their impression of a sound 
scene presented over four different systems. A semantic analysis was performed 
on the resulting data: verbal data was ‘lemmatised’, that is variants of words 
were reduced to their root forms (‘lemmata’). A thesaurus was used to group 
words by their semantic theme, followed by two independent coders combining 
semantic themes into larger semantic categories.
In addition to free elicitation techniques, it is also possible to perform a more 
structured individual elicitation; two commonly used methods are introduced 
below.
R ep erto ry  grid  techn iqu e
A more complex individual vocabulary method is the repertory grid technique 
(RGT), developed by Kelly [1955] and adapted for use in audio attribute elici­
tation by Berg and Rumsey [1999], including the development of a software tool 
for repertory grid elicitation [Berg 2005]. In the RGT, a set of bipolar constructs 
is elicited from each subject. Stimuli are presented in triads and the subject 
must select the two most similar stimuli and describe the way in which they 
are most similar, and how they are different from the remaining stimulus. All 
stimuli are then rated using the elicited bipolar constructs. A number of these 
constructs may refer to the same experience, therefore data reduction methods
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can be used to produce a pertinent set of attributes. Such methods include sta­
tistical techniques such as cluster analysis (Section 4.2.4), or subjective analysis 
of the content of the elicited constructs (Section 4.2.5).
Kim and Martens [2007] used a modified RGT method in which attributes were 
elicited using standard triadic comparisons, followed by a rating task using a re­
duced set of attributes. The attributes selected were chosen based on frequency 
of occurrence as well as “the experimenters ’ evaluation of semantic similarities 
between terms”. The authors note that some attributes with a higher frequency 
of occurrence were rejected because of their perceived similarity with other fre­
quently occurring descriptors. The authors concede that a superior method 
would involve ratings of all attributes in order to statistically assess correlation 
between terms, but felt that this would have been too time-consuming.
Martens and Giragama [2002] used the frequency of a stimulus being chosen as 
‘most different’ (in a triadic comparison RGT elicitation) as an estimate of the 
dissimilarity between stimuli, and used this data to perform multidimensional 
scaling (see Section 4.2.3).
The RGT is advantageous in that it produces bipolar constructs that are used 
and understood by subjects, alongside quantiative data that can be statistically 
analysed in order to reduce the number of constructs to the most valuable set. 
However, a triadic comparison method quickly becomes too long as the number 
of stimuli increase (e.g. 10 triads for five stimuli, 120 triads for ten stimuli, 1140 
triads for twenty stimuli). A paired comparison adaptation of the RGT method 
has been used [Choisel and Wickelmaier 2006] aiming to account for the fact 
that differences between two stimuli may be missed if they were always presented 
in triads with even more different stimuli. The paired comparison adaptation 
also has the advantage of reducing the number of combinations, although the 
numbers still increase quickly (e.g. 10 dyads for five stimuli, 45 dyads for ten 
stimuli, 190 dyads for twenty stimuli).
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Free choice profiling
A similar method that has been used for elicitation in audio experiments [Schnei­
der et al. 2009] is free choice profiling (FCP). In FCP—as in the RGT—each 
subject develops their own personal ‘perceptual space’ by describing differences 
between a number of presented stimuli, and then rates the stimuli on labelled 
scales. In order to compare and combine these individual perceptual spaces, 
generalised procrustes analysis (GPA) [Gower 1975] is used, followed by dimen­
sion reduction (see Section 4.2.2). A benefit of GPA is that individual differences 
between assessors can be ascertained [Næs et al. 2010].
To simplify the process of eliciting descriptors, Schneider et al. [2009] used 
natural grouping (NG) [Steenkamp et al. 1987]. In NG, each subject is asked to 
divide the pool of stimuli into two groups of similar items. Subjects are asked 
to describe the property (attribute) by which the stimuli were grouped as well 
as the positive and negative extremes of this property (e.g. Schneider et al. give 
the example of pictures being grouped by ‘brightness’ with the two end-point 
descriptors ‘light’ and ‘dark’). This process is then repeated with each of the 
two groups, continuing until the subject cannot identify any further differences 
or until each stimulus is individually grouped. This technique has the advantage 
of simplifying (and potentially shortening) the attribute elicitation phase, but 
at the cost of a possibly incomplete set of attributes as the subjects are only 
permitted to suggest one difference at each stage.
4.1.3 Comparison of consensus and individual vocabulary 
techniques
Consensus vocabulary methods have the advantage of creating a ‘group lan­
guage’, producing descriptors that are likely to meet the criterion that all sub­
jects should understand and use the term in the same way (Section 3.2.3). How­
ever, it is not safe to assume that all subjects mean the same thing even after 
extensive training and discussion [Bech and Zacharov 2006]; further analysis is 
required. One way of ensuring that the attributes are unambiguous is the cre­
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ation of detailed but simple ‘neighbour descriptions’, that is, short phrases that 
could be used to describe the meaning of each attribute to someone who had 
not participated in the elicitation phase. Choisel et a l [2007] found that using a 
neighbour description enabled subjects who were not involved in an elicitation 
phase to use attributes reliably. Statistical analysis can also be used to validate 
that attributes are used in the same way by all subjects.
Individual vocabulary methods do not have the advantage of creating a group 
language; however, they do give a good picture of how language is used by the 
individual participants, and are free from a potential bias in group vocabulary 
methods where subjects who have stronger verbal skills or are more confident 
in a group discussion may dominate a group elicitation session. Individual 
vocabulary methods enable all subjects to have equal input. Individual methods 
are also often less time consuming as they avoid the lengthy training procedures 
required in many group elicitation methods [Bech and Zacharov 2006].
There are advantages and disadvantages to both methods; the best solution 
often comprises a combination of method types in order to optimise efficiency 
and thoroughness.
4.1.4 Combination methods
As discussed above, there are advantages with both individual and consensus 
vocabulary methods for attribute elicitation. It is therefore advantageous to 
include aspects of both types of procedure for a combination of efficiency and 
detail. An example of such a method in the audio literature is the audio de­
scriptive analysis and mapping (ADAM) procedure developed by Zacharov and 
Koivuniemi [2001]. The attribute scale development phase of this method fea­
tured the following steps.
• P an e l fam iliarisation . Participants performed a simple task to become 
familiar with the concept of describing their perceptions of a stimulus. To 
avoid potential bias, non-auditory stimuli were used.
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• Ind iv idua l fam iliarisation . Participants were given the opportunity to 
freely listen to the range of audio stimuli used in the test.
• A bso lu te  e lic ita tion . Subjects listened to all stimuli in a single-stimulus 
presentation and were asked to write down every sentiment they felt whilst 
listening to the stimuli including adjectives and synonyms (i.e. an individ­
ual free elicitation task).
• D ifferential e lic ita tion . A group of stimuli were presented together and 
subjects were asked to write every sentiment they felt that described the 
difference between samples (i.e. a further individual elicitation task).
• A ttr ib u te  reduc tion . Pre-processing was performed by the experi­
menters. From all words elicited in the previous tasks, words in which 
the first five letters were the same were reduced to a single version.
• G roup  discussions. Subjects were given the opportunity to discuss the 
reasons for writing down the sentiments that they did. Discussions were 
held in groups of four subjects with the panel leader. Subjects were asked 
to name and describe key attributes and create bipolar pairs of words to 
use as scale end-points.
• W hole g roup  m eeting . A meeting with the whole group was held to 
confirm the final set of attributes.
Zacharov and Koivuniemi [2001] used the method with reference to spatial sound 
displays; the procedure took three weeks and reduced 1400 individually elicited 
words to twelve attribute scales.
Lorho [2005] used a similar procedure to elicit attributes related to audio re­
played over headphones. A panel of listeners were played fifty stimuli with vari­
ations in programme material and processing algorithms that were intended to 
affect the perceptual experience of listening over headphones. The DA process 
took approximately 20 hours, and a set of sixteen attributes was determined 
(with corresponding definitions, negative and positive end point descriptions, 
and representative audio samples).
Bech et al. [1996] developed the Rapid Perceptual Image Description (RaPID) 
method for efficient description and quantification of image quality. The elici­
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tation phase of this method involved a panel of assessors (all with experience in 
viewing tests) who were asked to list all of the words related to image quality 
that they could think of. The lists were combined and a group discussion stage 
was used to establish an overall list covering all aspects from the individual 
lists, and also to produce verbal definitions of the attributes and end-points 
for intensity scales. In the rating stage, ratings were made on the developed 
attributes and analysed with ANOVA, followed by further multivariate analysis 
on attributes that showed significant differences between products.
Mattila [2001] also used a combination of individual and group methods. The 
first phase of the experiment featured a ‘listen and describe’ task in which in­
dividual subjects were asked to listen to pairs of processed and unprocessed 
speech stimuli and write down any characteristics of the processed sample, stat­
ing which word was considered the most suitable descriptor and which were 
synonyms or alternate descriptions. In the second phase, the task was repeated 
but subjects were given a list of responses from the first phase given by all 
other participants, in order to account for differences in the ability of subjects 
to verbalise their thoughts and widen their pool of possible descriptors. Various 
semantic rules were then used to group terms, including overlap between pre­
fixes of different words and frequency of use by diflFerent subjects. Finally, group 
discussions were held in order to determine equivalent descriptions; groups of 
words were produced based on the semantic rules, and these groups were dis­
cussed by the panels in order to find the most appropriate term (or short phrase) 
for describing the characteristics of the audio stimulus under test. The group 
discussions ended with a set of twenty-one attributes that participants felt de­
scribed all of the perceptually salient factors of the test samples.
Similarly, Wankling et al. [2012] preceded a group elicitation experiment with 
an individual elicitation. In the individual elicitation, subjects were presented 
with twenty-four stimuli and asked to write as many descriptive terms as they 
required for each sample. A cluster analysis (see Section 4.2.4) was used to 
perform preliminary grouping, and a group of subjects was then asked to group 
terms that referred to the same perceptual sensation. The groups and group 
labels were confirmed in a second session, and end-point labels and descriptions 
were developed.
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4.2 Indirect elicitation methods
In contrast to the direct elicitation methods described above, indirect methods 
do not assume that subjects are able to attach words to sensations, and therefore 
the labelling task is placed upon the experimenter. Bech and Zacharov [2006] 
divide indirect techniques into two categories: elicitation using gestures to report 
a sensation, and elicitation without (the subject) labelling the sensation (termed 
‘non-descriptive elicitation’ below).
Elicitation methods using gestures include pointing and drawing techniques; for 
obvious reasons, such methods are best suited to spatial aspects of audio and will 
not be considered further. A number of methods for non-descriptive elicitation 
are discussed below. Indirect methods involving non-descriptive elicitation can 
be useful where a set of descriptors already exists or has been collected in an 
earlier direct elicitation phase.
4.2.1 Forced response questionnaire
The simplest indirect elicitation method is a forced response task (this is anal­
ogous to using a free response task (Section 4.1.2) as a simple direct elicitation 
method). A common method in the elicitation of affective response attributes 
for the evaluation of interfering noise sources is the presentation of a list of pos­
sible descriptors from which subjects are asked to select the most appropriate 
attribute or attributes. For example, Keighley [1966] presented a list of nine 
possible descriptors of subjective response to office noise, and Hede et al. [1979] 
presented a list of twenty-four adjectives to describe the effect of aircraft noise. 
Again, such methods can be analysed simply using frequency of response, and 
they are often used alongside a free response questionnaire (the forced response 
task is generally performed after the free response task to avoid biasing the 
participants).
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4.2.2 Principal component analysis
Principal component analysis (PCA) describes a statistical method rather than 
an elicitation technique, and is often used in conjunction with a direct elicitation 
method (see Section 4.1.2); however, such a method can be used as an indirect 
elicitation method when the scales used are determined by the experimenter. 
Subjects are presented with a range of attribute scales on which to rate a set 
of stimuli, and PCA is used to determine the underlying dimensionality of the 
perceptual space. Further discussion of PCA is presented in Section 5.5.3.
In PCA, the most important information can be extracted from a highly di­
mensional data set, and the results presented in easily interpretable plots [Næs 
et al. 2010]. In simple PCA, a stimuli by attributes data matrix is created (i.e. 
the data is averaged across subjects and repeats), although there are variants 
in which the subjects and replicates can be taken into account (e.g. Tucker- 
1, as used in Section 5.5.2, in which PCA is performed on an unfolded data 
matrix). PCA works by consecutively extracting orthogonal vectors (principal 
components) explaining the maximum variance in the multidimensional space; 
this information can then be displayed using loadings and scores. Loading val­
ues define the contribution of each of the original attributes to the extracted 
principal components: a high loading for an attribute onto a principal com­
ponent indicates a large amount of variance on that component explained by 
that attribute. Scores are calculated using the loadings and the raw attribute 
scores, and show how the stimuli are represented by each principal component. 
For example, with the example loadings and attribute ratings in Table 4.1, the 
scores would be calculated as follows.
Stimulus 1 Score for PCI =  (60 X 0.5) -F (20 x 0.1)
Stimulus 1 Score for PC2 =  (60 x 0.2) + (20 x 0.8)
Stimulus 2 Score for PCI =  (40 x 0.5) +  (80 x 0.1)
Stimulus 2 Score for PC2 =  (40 x 0.2) +  (80 x 0.8)
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Loadings R atings
P C I P C 2 Stim . 1 S tim . 2
A ttr ib u te  1 0.5 0.2 60 40
A ttr ib u te  2 0.1 0.8 M 80 .
T able 4.1: E x a m p le  d a ta  for P C A  scores 
U se  o f  P C A  in  th e  literatu re
Gabrielsson and Sjogren [1979] asked a number of audio professionals to rate the 
suitability of 200 adjectives for describing sound reproduction. Sixty adjectives 
were considered suitable and were used in a subsequent scaling experiment. PCA 
suggested eight dimensions by which the quality of reproduced audio could be 
described.
A disadvantage with this technique is the length of time required to rate a large 
number of attributes; using various subsets of thirty-six stimuli and fifty-five 
attributes, Gabrielsson and Sjogren found that the experiment took between 
two and four sessions of 1.5 to 2 hours. However, scaling experiments using 
PCA have been performed with far fewer attributes.
Kim and Martens [2007] selected five attributes (see Section 4.1.2) that were 
used to rate perceptual differences between recordings made using four different 
microphone techniques. Eight subjects rated thirty-two stimuli on five attributes 
(a total of 160 judgements by each subject). The resulting PCA revealed that 
two factors explained 90% of the variance.
Zacharov and Koivuniemi [2001] asked subjects to rate a large set of stimuli on 
twelve attribute scales, as well as obtaining preference ratings for the stimuli 
using a paired comparison method. They used partial least squares regression 
(PLS-R) to map the attributes to the preference judgements and found that the 
model performed well with four principal components. However, it was hard to 
interpret the third and fourth components and the authors therefore focussed 
on the first two principal components.
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Guastavino and Katz [2004] asked twenty-three subjects to rate six attributes 
relating to reproduction of soundscape recordings over various systems. They 
found that 74% of the variance was explained by the first three principal com­
ponents and 84% by the first four components.
PCA with a small number of attributes has been used in other research areas; for 
example, Petroni and Braglia [2000] used six attributes related to the quality 
of product suppliers in order to determine the most appropriate vendor, and 
extracted three principal components, accounting for 83% of the variance in the 
data.
4.2.3 Multidimensional scaling
Multidimensional scaling (MDS) is based upon differences or similarities be­
tween stimuli. Through various indirect methods (such as pairwise dissimilar­
ity judgements, sorting, or projective mapping), listeners provide observations 
about differences between stimuli and these are used to position each stimulus 
in an n-dimensional space [Bech and Zacharov 2006].
It is then necessary to determine labels for the resultant dimensions. This can 
be done by the experimenter or through a further direct elicitation stage; Hall 
[2001] asked subjects to describe the characteristic that they felt was changing 
in stimuli that fell along particular dimensions of the MDS solution. Neher et al. 
[2006] required subjects to perform a free verbalisation task to aid in labelling an 
MDS solution. Such methods fall into the hybrid elicitation category discussed 
in Section 4.1.4.
MDS has been widely used in audio research, for example in the evaluation of 
musical instrument timbre [Grey 1977; Elliott et al. 2013], speech quality [Hall 
2001; Mattila 2002], sound quality [Susini et al. 1999], guitar amplifier tone 
[Martens and Marui 2002], air conditioning noise [Susini et al. 2004], and so 
on. Methods sueh as individual differences scaling (INDSCAL) exist in order 
to account for differences between participants from collected dissimilarity data 
[Martens and Zacharov 2000].
1 2 0
Chapter 4: Attribute elicitation methods
4.2.4 Cluster analysis
A number of methods enable statistical cluster analysis without requiring ratings 
to be collected on all attribute scales, reducing the time required for the proce­
dure. Le Bagousse et al. [2010] used free categorisation to group attributes for 
the assessment of spatial audio into families, reducing the number of attributes. 
Subjects were asked to group the presented attribute list into between two and 
five sets, and to label each set. The results were analysed using agglomérative 
hierarchical clustering, in which the closest points in the data are grouped in 
an iterative process, creating a structure of clusters at diflFerent levels [Everitt
2011]. The resultant clusters were visualised using a heat map and associated 
dendrograms.
Wankling et al. [2012] used clustering based on how frequently the twenty-one 
most commonly used descriptors from their individual elicitation experiment 
were used in for each of the presented stimuli (i.e. on the attributes-by-stimuli 
contingency table) to perform a preliminary grouping of terms and inform a 
subsequent group discussion phase.
Berg and Rumsey [2006] used a cluster analysis on results from an RGT elicita­
tion in which subjects made ratings on their own attribute sets. Agglomerative 
hierarchical clustering was performed on the attributes-by-stimuli scores matrix 
to determine groups of attributes that may have different names but similar 
ratings (and by extension similar meanings).
Such procedures are efficient, and the subjective task and statistical analysis are 
easy to perform.However, input from the experimenter in terms of the number 
of clusters to extract (by participants or the experimenter) is required, creating 
a potential source of bias.
4.2.5 Verbal protocol analysis
Another method for generating groups of terms is verbal protocol analysis (VPA) 
[Ericsson and Simon 1993]. This involves one or more analysts considering the
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semantic content of a set of responses and performing categorisation (or ‘coding’) 
based on some rules [Neher et al. 2006]. For example, Berg and Rumsey [2006] 
performed VPA to categorise elicited terms from their RGT elicitation into cat­
egories proposed by Samoylenko et al. [1996]. Responses were first categorised 
as ‘descriptive’ or ‘attitudinal’; the descriptive terms were further categorised as 
‘unimodal’ or ‘polymodal’, and the attitudinal terms as ‘emotional-evaluative 
attitudes’ and ‘artificiality or naturalness’.
VPA can also be performed using ‘open coding’ [Jumisko-Pyykko et al. 2010], 
where rules are not created a priori but categories are created through the 
coding procedure as the data is analysed.
The resultant categorised data can be analysed by frequency of occurrence, i.e. 
by observing the number of responses that fall into particular categories [Neher 
et al. 2006].
Ericsson and Simon [1993] suggest application of VPA to ‘thinking-aloud’ exper­
iments in which data is collected from subjects verbalising their thought process 
during performance of an experiment or task.
4.3 Comparison of direct and indirect elicitation  
methods
Direct elicitation methods are beneficial in that they give a good picture of how 
language is used by people. This helps to ensure that descriptors are unambigu­
ous, have communication value, and relate to reality (see Section 3.2.3).
However, there are also disadvantages with direct elicitation methods. The as­
sumption that subjects are able to attach verbal labels to sensations may not 
hold in all scenarios. Results can also depend on the vocabulary and language 
ability of each subject; in some test procedures this effect is mitigated by screen­
ing participants for vocabulary and descriptive skill [Bech and Zacharov 2006].
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Indirect methods also have the advantage of avoiding lengthy and expensive 
training procedures. However, they can require complex statistical analysis and 
are less likely to ensure that a descriptor is understood and used in the same 
way by all participants.
As with consensus or individual methods, it may be desirable to use aspects of 
both elicitation types; attributes that have been produced using direct elicita­
tion methods can be reduced using statistical procedures (e.g. cluster analysis 
following an RGT elicitation).
4.4 Elicitation without subjects
Furihata and Yanagisawa [2003] present a procedure for determining words used 
to describe the type and degree of psychological effects caused by various noise 
sources. They used an ‘inductive’ technique to determine descriptors by us­
ing the internet search engine Google to search the internet for various phrases 
relating to the psychological effects of noise (for example, ‘annoying noise’, ‘wor­
rying noise’, ‘crushing noise’, ‘troublesome noise’) and ranked the descriptor by 
the number of search results returned. By far the most commonly returned 
term was ‘loud noise’, followed by ‘annoying noise’. The same procedure was 
performed for quantitative words (e.g. ‘very’, ‘rather’, ‘not very much’).
This procedure attempts to determine phrases that are commonly used in order 
to elicit an attribute that is unambiguous, communicative, and related to reality. 
However, the extent to which it will be successful is dubious and hard to measure 
due to the uncontrolled nature of internet content; it is conceivable that words 
are often being used in a different way to that intended by the authors. It 
is also possible that the method will not be consistent over time as internet 
search engines modify their algorithms and archive more or different pages. 
This can be investigated by repeating the same search procedure; Figure 4.2 
shows the number of search results returned for the phrases used by Furihata 
and Yanagisawa [2003] and the same search repeated by the author in early 
2011 and late 2013. The absolute number of search results was much greater in
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the repeated searches, so the natural logarithm was taken to facilitate clearer 
interpretation.
The correlation between all three sets of results was high; however, this can 
partially be attributed to the one descriptor (‘loud’) that returns a substantially 
larger number of results in each data set. The relationship between the rank 
order or terms between the data sets was therefore analysed using Kendall’s 
coefficient of concordance. For each pair of data sets, W  > 0.9, indicating 
that there is strong agreement in terms of rank ordering and therefore that the 
inductive method may produce reliable and stable results.
The inductive method is an interesting and novel elicitation method that re­
quires further research.
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F igure 4.2: C om parison  o f  in d u c tive  e lic ita tio n  re su lts  p re sen ted  b y  Furi­
h a ta  an d  Yanagisawa [2003] an d  th ose  re p e a te d  b y  th e  a u th or in 2011 an d  
2013
4.5 Summary and conclusions
In Chapter 4, the literature related to elicitation of attributes in audio research 
was reviewed in order to answer the two questions posed in the introduction:
124
Chapter 4: Attribute elicitation methods
“how have attributes been elicited in the audio quality evaluation literature?” 
and “what are the advantages and disadvantages of these methods?”.
H ow  have a ttr ib u tes  b een  e lic ited  in  th e  audio q uality  evaluation  
literature?
The reviewed methods were broadly categorised as direct or indirect methods.
In direct methods, subjects are required to produce descriptive terminology 
related to sensations produced by the stimuli under investigation. Such methods 
take the form of consensus or individual procedures.
In indirect methods, the burden of producing descriptive terminology is removed 
from the participants who are instead required to make simple judgements of 
the stimuli. Statistical analysis can then be used to suggest the dimensionality 
of the perceptual space; labels can be applied by the investigator or through a 
further direct elicitation phase.
W h at are th e  ad vantages and  d isadvan tages o f  th e se  m eth od s?
Direct methods are beneficial in that they produce attributes that are unam­
biguous, have communication value, and relate to reality (see Section 3.2.3). 
However, this labelling task is not always straightforward, and the assumption 
that subjects are able to validly attach labels to sensations must be made. Indi­
rect methods do not require the subjects to perform the labelling task, but are 
therefore less suited to determining a new descriptive vocabulary. It is therefore 
common to use a hybrid method combining elements of both types of elicitation; 
for example, a set of descriptors can be elicited from subjects and then used in 
a rating experiment to determine relationships between the attributes.
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D irection  o f  further work
In Chapter 3, it was suggested that an attribute elicitation experiment was 
necessary to answer the first research question {what attribute is/attributes are 
most relevant for describing the effect of interference on the listener experience 
in a sound zone?). The literature review presented in this chapter suggests that 
a hybrid elicitation method is most suitable for determining attributes for audio 
research.
In Chapter 5, the design and results of such an experiment are presented. The 
experiment draws on the methods presented above to create a hybrid method for 
an efficient and thorough investigation of the perceptual dimensions underlying 
the experience of a listener in a sound zone.
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A ttribute elicitation  for the  
evaluation of interference in 
a personal sound zone
One of the primary goals of this project is to determine the most relevant a t­
tributes for description of the experience of listening to a target audio pro­
gramme in the presence of some interfering audio; the first research question 
defined in Section 1.3 was what attribute is/attributes are most relevant for de­
scribing the effect of interference on the listener experience in a sound zone? 
It was shown in Chapter 3 that whilst a wide range of attributes have been 
used in similar studies in the literature, none of them are necessarily suited to 
describing the perceptual effects of audio-on-audio interference. An attribute 
elicitation experiment was therefore deemed necessary.
In Chapter 4, a variety of attribute elicitation methods were presented; the 
experiment procedure presented in this chapter draws on principles and methods 
presented above, creating a four-phase elicitation procedure to determine the 
attributes of audio-on-audio interference situations. The aims of the elicitation 
experiment were as follows:
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• to determine the attributes that describe the perceptual dimensions un­
derlying the experience of a listener in an audio-on-audio interference sit­
uation;
• to select the most appropriate of these attributes for further detailed inves­
tigation of the relationship between physical parameters of audio-on-audio 
interference and listener experience; and
• to identify relationships between physical parameters of audio-on-audio 
interference situations (at a categorical level, including target and inter­
férer programme, interférer level, and the presence of road noise) and the 
relevant attributes.
In Section 5.1, the experiment design is summarised and the participants and 
stimuli described. The design and results of the four experiment phases are pre­
sented in Sections 5.2, 5.3, 5.4, and 5.5. Finally, conclusions from the elicitation 
experiment are presented in Section 5.6.
5.1 Experiment overview
The four phases of the elicitation experiment were as follows:
•  P h a se  one: in d iv idu al free e lic ita tion .
The purpose of this phase was to discover all of the terms that subjects use 
to describe audio-on-audio interference situations. This is similar to the 
absolute and differential elicitation stages used by Zacharov and Koivu- 
niemi [2001] (see Section 4.1.4).
•  P h a se  two: group d iscussion .
In this phase, participants grouped the terms created in the free elicitation 
in order to identify those that described the same dimension of experience. 
In this manner, the large set of descriptors produced in the first stage was 
reduced into a smaller set of attributes. Again, the procedure used was 
similar to that used by Zacharov and Koivuniemi [2001].
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•  P h a se  three: a ttr ib u te  redu ction .
The attribute reduction phase was intended to determine the attributes 
that were felt to be most relevant to the audio-on-audio interference situ­
ation, in order to facilitate a feasible rating stage. Subjects were asked to 
select the most appropriate attribute for each stimulus combination.
•  P h ase  four: a ttr ib u te  ratin gs.
Finally, a reduced set of attributes was rated and PC A was used to deter­
mine the dimensions underlying the perceived experience.
5.1.1 Participants
The elicitation experiment was performed by groups of experienced and inexpe­
rienced listeners. The experienced listeners were undergraduate students on the 
Music and Sound Recording course at the University of Surrey, Guildford, UK, 
all of whom had all completed a technical ear training module and had prior 
experience of participating in listening tests. The inexperienced listeners were 
a range of undergraduate students on various degree programmes (including a 
small group of music students), or recent graduates. It is possible that a number 
of the inexperienced subjects had participated in listening tests before; however, 
these subjects had no technical listening background. As subjects progressed 
through the various stages of the experiment, they naturally became more fa­
miliar with the stimuli and the procedures involved. However, the inexperienced 
listeners were still classed as such on the basis of their lack of formal technical 
training.
No subjects in either classification had explicit knowledge of the goals of the 
POSZ project.
Towards the end of the four-phase procedure, experienced and inexperienced 
listeners who had not participated in earlier stages of the experiment were in­
troduced in order to allow for assessment of the applicability of the developed 
scales to participants outside of the group who had developed the scales.
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5.1.2 Stimuli
In order to perform the threshold of acceptability experiment described in Chap­
ter 2, a pool of stimuli was created in which the following factors were varied 
in three levels: target programme, interférer programme, interférer location, 
interférer spectrum, and road noise. In the entertainment scenario, the tar­
get programmes were vocal pop music, instrumental classical music, and sports 
commentary. A subset of the same audio programmes was used for the elici­
tation experiment as the stimuli has been selected to give a wide coverage of 
ecologically valid audio scenarios that would be valid in a sound zone system, 
and reusing the same stimuli allowed for the possibility of comparison between 
the results of the threshold and elicitation experiments.
It was not felt to be necessary to use all independent variables and levels avail­
able from the the pool of stimuli. The threshold experiment showed that the 
interférer location was seemingly less important than other factors, so for the 
elicitation experiment the interférer programme was reproduced from a fixed 
angle (90 degrees). As spectral changes had a small effect on the threshold, this 
factor was also omitted from the elicitation experiment stimuli.
The remaining factors were target programme, interférer programme, and road 
noise. The target and interférer programmes were varied in three levels, whilst 
road noise was reduced to two levels (no noise and 30 mph road noise) as in 
the threshold experiment entertainment scenario, there was no difference in 
acceptability reported between road noise at the two levels in the threshold 
experiment. The level of the target programme in the threshold experiment 
was set to 76 dB(A) based upon preferred listening levels in the car with road 
noise at 70 dB(A) reported by Benjamin and Crockett [2005]; however, subjects 
reported that this level was on occasion uncomfortably loud, and as the road 
noise level in the elicitation experiment was replayed at a maximum of 60 dB(A) 
the target level was reduced to 70 dB LAgq(20s) for the elicitation experiment.
Due to the nature of the threshold task, the interférer level was not varied as a 
factor (it was altered by the subjects in the method-of-adjustment task). In the 
elicitation experiment, the level of the interférer was set at three levels: equal to
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that of the target programme (0 dB ref. target level); the approximate threshold 
of audibility +  6 dB; and midway between the two levels. The threshold of 
audibility was obtained individually for each combination in a pilot experiment 
using a similar method-of-adjustment paradigm to the threshold of acceptability 
experiment presented in Chapter 2, but with subjects asked to adjust the level 
of the interférer until it was just audible. Each threshold value was increased 
by 6 dB to ensure that the interférer was always audible; the author auditioned 
each combination to verify that the interférer was at an appropriate level (that 
is, just above the threshold of audibility).
The factor levels used for the stimuli combinations are detailed in Table 5.1. 
In all experiment phases, a full-factorial combination of these factors was used, 
resulting in fifty-four stimuli. Each stimulus was 1 minute long.
F a cto r L ev el 1 L ev el 2 L ev el 3
Target Sports commen­ Pop music Classical music
programme tary
Interférer Male speech Pop music Classical music
programme
Interférer Threshold of audi­ Mid-point 0 dB ref. target
level bility +  6 dB level
Road noise None 30 mph (60 dBA) n /a
Table 5.1: Factor levels used for stimuli in the elicitation experiment
5.2 Phase one: free elicitation
A free elicitation experiment was performed to elicit all words that may be 
appropriate for describing the effect of listening to a target audio programme in 
the presence of an audio interférer.
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5.2.1 Experiment design
A differential elicitation method [Zacharov and Koivuniemi 2001] was used: a 
reference stimulus was provided alongside the test stimuli and subjects were 
asked to write any words that they felt relevant for describing the difference 
in situation between the reference and the test stimuli. The reference was the 
target audio (and road noise where appropriate) with no interférer, and the 
test stimuli were the various combinations of target and interférer programmes 
detailed in Section 5.1.2.
The test interface (Figure 5.1) was created in Max/MSP. A multiple stimulus 
presentation was used: each test page featured nine test stimuli in addition to 
the reference, with the target programme and road noise level kept constant 
for all items on each page to facilitate a single reference for each page, and 
the other factor levels randomly shuffled between nine buttons. This gave a 
total of six pages for the fifty-four stimuli. Although subjects were asked to 
compare each stimulus to the reference, the multiple stimulus presentation also 
allowed for comparison between stimuli. This was considered to be beneficial as 
the potential pool of descriptors would be enlarged without requiring the large 
number of combinations that a dyadic or triadic comparison method (such as 
the RGT) would need. The question asked of subjects was as follows:
“Imagine that you are relaxing (at home or in the car) by listening to 
music or a football match. Listen to the reference stimulus followed 
by the test stimuli. When listening to the test stimuli, please type 
in the text box all of the words that you feel describe the experience 
of listening to the target audio in the presence of the alternate au­
dio as compared to listening to the reference (just the target audio).”
Each test page contained an area for subjects to type their response, and the 
words in the box were not removed when a new page was selected. Subjects 
were told that they did not have to use any word more than once, even if it 
was appropriate for multiple stimuli. The interface did not allow a subject to 
move on to a new page until every stimulus had been auditioned at least once;
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Im agine t h a t  you  a re  relax ing  (a t h o m e  o r  in th e  car) by lis ten ing  to  m usic o r  a fo o tb a l l m atch .
Listen t o  th e  re fe ren c e  s tim u lu s , fo llow ed  by th e  te s t  stim uli. W hen  lis ten ing  t o  th e  t e s t  stim u li, p la se  ty p e  in th e  te x t  box all o f  th e  w o rd s 
th a t  you fee l d e sc r ib e  th e  ex p erien c e  o f  lis ten ing  to  t h e  ta rg e t  a u d io  in t h e  p re se n c e  o f  th e  a l te r n a te  a u d io  a s  c o m p ared  to  lis ten ing  to  
th e  referen c e  (ju st th e  t a rg e t  au d io )
It's n o t  n ecessary  t o  lis ten  t o  th e  full d u ra tio n  o f  eac h  s tim u lu s , b u t p le ase  lis ten  to  e v e r y o n e  a t  le a s t o n c e  in o rd e r  th a t  you  w ri te  every  
w ord  w hich  y ou  fee l is a p p ro p r ia te  t o  de scrib e  t h e  s itu a tio n .
W hen  y ou  fee l t h a t  y o u 'v e  u se d  all t h e  w o rd s  th a t  de scrib e  th e  c u rre n t s e t  o f  s tim uli, p ress  'C o n tin u e ' t o  m ove to  th e  n e x t p ag e  ( th e re  a re  
6 pages). T h e  w o rd s  y ou  w rite  w ill s ta y  on  th e  sc re en  - it's  n o t n e cessary  t o  w ri te  t h e  s a m e  w o rd  m ore  th a n  o n ce , b u t it 's  n o t a p ro b lem  if 
you do.
0 O O O O O O O O O
W rite w ords here:
Next Page
Page 1/6 I
F igure 5.1: In terface for ph ase  1 (free elic ita tion )
participants were told that it was not necessary to listen to the full duration of 
each stimulus unless they felt that this was necessary.
The test was performed by eighteen listeners, comprising:
• nine experienced listeners;
•  five inexperienced listeners (non-music specialists); and
• four inexperienced listeners (music specialists).
5.2.2 Results
The collected data were separated into individual words or phrases manually, 
but with no subjective input from the experimenter (i.e. complete words and 
phrases were included verbatim). Any exact duplicates were removed, leaving 
a total of 572 unique words/phrases (259 for the experienced listeners and 313 
for the inexperienced listeners).
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The main purpose of the first phase was to gather a wide set of words and 
phrases that could be narrowed down in the group elicitation stage; however, it 
was also possible to perform some preliminary analysis based on the frequency 
of word use. It is necessary to treat any analysis based on frequency of response 
with caution as participants were advised that it was not necessary to use any 
word more than once, although often this advice was not followed. However, 
these results give some indication of commonly used terms between different 
subjects.
Figures 5.2a and 5.2b show word clouds of the responses from the experienced 
and inexperienced subjects respectively. A word cloud is a useful method of 
visualising qualitative data; the size of each word is proportional to its frequency 
of use^. This method provides a quick way of looking at a large qualitative data 
set in order to generate an overview of the content. The figures were generated 
using Wordle [Wordle 2012].
The word clouds support the observation that subjects tended to respond with 
descriptive phrases rather than single words to describe the experience; many 
of the more commonly used words seem to come from descriptions of what 
is happening (‘target’, ‘alternate’, ‘music’, ‘sound’, ‘noise’, etc.). Aside from 
such terms, a number of descriptors stand out, including ‘distracting’, ‘focus’, 
‘concentrate’, and ‘annoying’.
5.2.3 Edited word list
As discussed above, subjects tended to use phrases rather than individual de­
scriptors, making it less likely to find exact duplicate items even when the 
sentiment expressed was similar or the same. In order to investigate the mean­
ing of the sentences, the phrases were manually examined by the author and 
any descriptive words isolated. For example, the phrases “the interférer was 
annoying”, “I  found it really annoying”, and “annoyed” were all coded as “an­
noying”, whereas in the full results (for use in the consensus vocabulary phase).
^It should be noted that raw responses were used to create the word clouds in Figure 5.2; 
therefore, the same words with different capitalisation are not grouped.
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the phrases were included separately.
In this manner, a total of 276 unique attribute descriptors was created. This 
method facilitated more analysis of the agreement between subjects. The mean 
number of different words used by each subject was 23, with a range of 2-68, 
seemingly showing a substantial difference in the ability of subjects to think of 
descriptors.
Figure 5.3 shows the number of words used by multiple subjects: there is a 
pronounced drop from a large group of words only used once to a small group 
of words used by the majority of subjects.
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Figure 5.3: W ords used b y  m u ltip le  su b je c ts  in th e  free e lic ita tion
Table 5.2 shows the most commonly used attributes (used by six or more sub­
jects) and the number of subjects that used each term.
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D e sc r ip to r N u m b e r  o f  su b je c ts
Distraction 14
Confusion 13
Annoyance 12
Focus 8
Clashing 8
Relaxation 7
Irritation 6
Concentration 6
Table 5.2: Most commonly used descriptors in the free elicitation 
W ord u se  b y su b ject ty p e
There were no pronounced differences in the average number of words produced 
by the different subject types; mean values are shown in Table 5.3.
Experienced subjects used 108 words not used by inexperienced subjects, whilst 
inexperienced subjects used 121 words not used by experienced subjects. How­
ever, this is not surprising given that 81% (218 words) were only used once. The 
terms ‘distraction’ and ‘annoyance’ were the only descriptors to be used by over 
50% of all subjects, whilst ‘confusion’ was used by over 50% of experienced and 
musical inexperienced listeners.
G ro u p M ea n  n u m b er  o f  w o rd s
Experienced 22
Inexperienced 24
Musical 28
Non-musical 21
Table 5.3: Mean number of words used by each subject type
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5.2.4 Summary
In Section 5.2, the method and results of a free elicitation task were presented, 
in which eighteen subjects were asked to produce all of the words that they 
could think of to describe the difference between listening to some target audio 
and the target audio with an interférer programme. The primary outcome of 
this experiment was a large set of words and phrases for use in the second ex­
periment phase described below: the experienced listeners produced 259 unique 
words/phrases, and the inexperienced listeners produced 313.
5.3 Phase 2: group discussion
The aim of the second phase of the elicitation experiment was to reduce the large 
set of words and phrases elicited in phase one into a small, manageable, and 
complete set of attributes for describing the experience of a listener in an audio- 
on-audio interference situation. A consensus vocabulary task was selected; such 
methods are widely used within the sensory analysis literature and are flexible in 
that they can be adapted to fulfil the requirements of individual studies [Murray 
et al. 2001].
5.3.1 Experiment design
The consensus vocabulary task featured an introduction and five stages:
•  In tro d u c tio n . The consensus vocabulary procedure was explained to the 
subjects.
• G rouping . Words/phrases used by subjects in phase one were put into 
groups of terms that described essentially the same change in experience.
• A ttr ib u te  defin ition . The most appropriate term from each group was 
selected to use as an attribute definition for describing the content of the 
group.
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• E n d -p o in t defin ition . Appropriate end-points for a scale of each at­
tribute were determined.
• A ttr ib u te  descrip tion . A short description of what each attribute en­
tailed was established.
• A ttr ib u te  list com bination . The attribute lists developed by the two 
groups of subjects were combined.
These tasks were performed in three sessions: the grouping was performed in 
the first session (~2 hours); the attribute definition, end-point definition, and 
attribute description in the second session (~2 hours); and the list combination 
in the third session (~1 hour).
The subjects that participated in the consensus elicitation experiments were 
taken from those who had taken part in phase one of the experiment. Although 
every effort was made to arrange sessions such that the greatest number of 
people could attend, not all participants were available for the group sessions.
The task was performed separately for the experienced and inexperienced lis­
teners to enable comparison of the attributes produced. Each group was only 
presented with the words from phase one elicited by members of that group. 
The words/phrases from phase one were presented to the subjects verbatim. 
Six experienced listeners participated in the first session, with four in the sec­
ond and third sessions; eight inexperienced listeners participated in the first 
session, with five in the second session and three in the third session.
Each stage is discussed in more detail below.
In tro d u c tio n
The following wording was used to introduce subjects to the group vocabulary 
task:
“Thank you for taking part in these listening tests. The objective of 
this project is to understand more about the situation in which you
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are listening to a target audio programme in the presence of some 
alternate audio. To enable rating of these situations, it is necessary 
to identify their ‘attributes’. An attribute is “a characteristic quality 
of an object that one may use in describing it” [Rumsey 1998].
In the first stage of this procedure, you were asked to write words 
and phrases that described the difference between listening to some 
target audio and listening to the same target audio with some in­
terference. The next stage of this experiment involves reducing the 
number of terms to find attributes that can be used to describe the 
‘alternate audio situations’. This will be done in four stages. First, 
words/phrases describing the same ‘difference in experience’ will be 
grouped. Second, the word that best describes the content of each 
group will be selected. Third, scale end-points will be established. 
Finally, a short description of what each word refers to will be cre­
ated. ”
G rouping
The complete list of phrases used by the subjects in each group (including 
those used by participants who were unavailable for the consensus sessions) were 
presented individually, and the task was described to participants as follows:
“You will be presented with each word/phrase used in the first stage 
of the experiment. It is likely that some or most of the words/phrases 
used actually describe the same ‘difference in experience ’. Your task 
as a group is to discuss the meaning of each word/phrase and group 
it with any other words/phrases describing essentially the same dif­
ference in experience.”
Subjects were also told that any terms they felt were inappropriate could be 
discarded at this stage.
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A ttr ib u te  defin ition
In the attribute definition stage, subjects were presented with all of the words/ 
phrases from the groups produced in the grouping stage, one group at a time, 
and asked to suggest the most appropriate word (either from the group or a 
new word) to describe the difference in experience covered by the items in that 
group. Subjects were also permitted to merge groups, divide groups into more 
than one attribute, or discard groups. The task was described to subjects as 
follows:
“You will be presented with each group of words/phrases. As a group, 
please agree on a word (if at all possible; otherwise a short phrase) 
that most appropriately describes the difference in experience that is 
suggested by the words/phrases in the group. The word you agree on 
can come from the words used in the group, but does not necessarily 
have to .”
E n d-p oin t d efin ition
In the end-point definition stage, the subjects were asked to produce end-point 
descriptors that could be used for a scale of each attribute. Bech et al. [1996] 
note that it is important that the subjects are instructed not to use ‘quality’ 
terms as end points (e.g. better-worse, good-bad etc.). The wording to the 
subjects was as follows:
“For each attribute determined in the previous stages, please define 
scale end-points: words which would label the maximum and mini­
mum of the quality described by the attribute in question. ”
A ttr ib u te  d escrip tion
It is important to carefully construct a detailed description of each attribute 
scale in order that different subjects can use the same scales without the need
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for repeating the elicitation process [Koivuniemi and Zacharov 2001]. It has 
been shown that attributes developed by a group can be used by a different 
group provided that the attributes have detailed descriptions [Choisel et al. 
2007]. The wording to the subjects was as follows:
“For each attribute determined in the previous stages, please agree 
on a short description. The description should be something that you 
could say to a person who had not taken part in these experiments so 
that they would understand what is meant by the attribute. This may 
possibly (but not necessarily) include other terms from the group of 
descriptors that the attribute was used for. ”
A ttr ib u te  list com b ination
The attribute list combination stage was included to reduce redundancy between 
the sets of attributes produced by the experienced and inexperienced listener 
groups by removing any duplicated attributes. The subjects were brought to­
gether for the first time for a final group discussion stage, where they were given 
time to familiarise themselves with the attributes produced by the other group 
and then presented with each attribute and asked if it was the same as any of 
the other attributes. It was also possible for subjects to reword the descriptions, 
choose the most appropriate description, or remove attributes entirely if they 
felt that they were not relevant or useful.
5.3.2 Results 
G rouping
In the first session of the consensus vocabulary experiment, the experienced 
listeners grouped 259 phrases into fifteen sets and the inexperienced listeners 
grouped 313 phrases into thirteen sets.
Each group of listeners also discarded a number of the original phrases, as
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they felt that the terms were meaningless or not relevant to the audio-on-audio 
interference scenarios. The experienced listeners discarded forty-four phrases 
(16.7%) and the inexperienced listeners discarded sixty-three phrases (19.9%).
A ttr ib u te  defin ition , end-po in ts , an d  d escrip tion
In the second session of the experiment, the experienced listeners determined 
nine attributes and the inexperienced listeners determined eight attributes. 
These are shown in Tables 5.4 and 5.5 respectively. The tables also detail the 
sets that were used to produce each attribute descriptor, facilitating analysis of 
the content of the sets.
Figure 5.4 shows the percentage of words in each set that were included in each 
other set^. Dark areas on the plot show sets with a high degree of overlap. Figure 
5.4a shows the highest degree of overlap for sets one and seven, supporting 
the decision of the experienced subjects to join these sets when creating the 
attribute ‘distraction’. Similarly for the inexperienced listeners (Figure 5.4b), 
set four and five were shown to be similar, again being merged to produce the 
attribute ‘distraction’. Aside from these specific cases, the plots do not relate 
particularly strongly to the information in the attribute tables.
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Figure 5.4: P ercen tage overlap  betw een  w ord se ts  for each su b je c t g rou p
 ^All o f th e term s were split into individual words, therefore there m ay be som e noise where 
non-essential words (e.g. ‘an d\ ‘stim ulus’) were included in each group. However, duplicate  
words were rem oved, which should serve to reduce this effect to  som e extent. T his m ethod  
will also not detect overlap where th e root word is the sam e (e.g. ‘distracting’, ‘distraction’).
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A ttr ib u te  list com b ination
In the third session, the seventeen attributes produced by the two subject groups 
were reduced to twelve attributes (following discussion by both groups) and some 
minor changes were made to attribute definitions, descriptions, and end-points. 
The final list of attributes is presented in Table 5.6. It was notable during 
the sessions that the inexperienced subjects often felt that they had produced 
terms with the same meaning as the experienced listeners’ terms; however, the 
experienced listeners were better at describing the experience that they were 
referring to. Therefore, when subjects agreed that attributes were the same, 
it was generally the experienced listeners’ description that was retained. The 
following is a summary of the major changes:
• ‘calming’ and ‘unsettling’ from the experienced subject attributes were 
merged;
• ‘distraction’ and ‘distraction’ from the two attribute lists were merged;
• ‘separation’ and ‘separation’ from the two attribute lists were merged;
•  ‘environmental pressure’ and ‘completion’ were dropped from the inexpe­
rienced subject attributes;
•  ‘lasting effect’ (from the inexperienced subject attributes) was changed to 
‘response to stimuli over time’; and
• ‘response to stimuli’ (from the inexperienced subject attributes) was changed 
to ‘short-term response to stimuli’.
Figure 5.5 shows a plot of percentage overlap between the terms as grouped 
by the experienced and inexperienced listeners. Unlike the plots in Figure 5.4, 
each phrase has not been broken down into individual words, so only exact 
phrase matches are counted®. This reduces the percentage similarity but also 
eliminates the possibility that non-important words are counted. As before, this 
plot helps to interpret the decisions that the subjects made on when to merge 
attributes. For example, there is some similarity between E l and 14, and these 
groups were merged to form the attribute ‘distraction’.
^It was not possible to use this method when comparing within the same set of subjects, as 
any duplicate phrases had already been removed.
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The highest degree of similarity is between E2 (‘annoyance’ and/or ‘unsettling’) 
and 110 (‘environmental pressure’), but environmental pressure was dropped 
from the final set of attributes. There is a notable similarity between the ‘bal­
ance and blend’ group (inexperienced listeners) and the ‘separation’, ‘chaotic’ 
and ‘confusion’ groups (experienced listeners).
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Figure 5.5: P ercen tage overlap  betw een  w ord  se ts  p ro d u ce d  b y  th e  su b je c t  
grou ps
5.3.3 Summary
In Section 5.3, the methodology and results from a consensus vocabulary ex­
periment for determining attributes from the phrases produced in phase one 
(Section 5.2) were presented. In five group discussion sessions (two sessions 
conducted in two groups and one final session with all participants), the orig­
inal 572 phrases were reduced to twelve attribute scales with descriptions and 
end-points. The hnal list of attributes is shown in Table 5.6.
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5.4 Phase three: attribute reduction
In order to determine the most relevant attributes for describing the perceptual 
effect of an audio-on-audio interference situation, it is beneficial to include an 
attribute rating stage in order to perform statistical analysis on results gathered 
from the use of the scales. For example, orthogonal dimensions that relate to 
perceptual constructs (see Section 4.2) can be determined using factor analy­
sis. Ideally, all of the previously elicited attributes would be rated, however 
this would be an overly time-consuming process (approximately 12 hours per 
subject) and therefore not feasible, and also unnecessary due to a degree of 
redundancy in the attribute scales. To select a subset of attributes to use in a 
rating stage, an attribute reduction phase was included in order to select the 
most useful and relevant attributes for further consideration i.e. use in a scaling 
experiment.
5.4.1 Experiment design
A simplified ranking procedure was used for the attribute reduction stage: for 
each stimulus combination, subjects were asked to select a single attribute that 
they felt was most useful or relevant for rating the difference between the refer­
ence and the test stimuli. A user interface (Figure 5.6) was created in Max/MSP 
with the attribute labels in a grid. The position of the attributes was randomised 
for each trial to minimise a possible bias of subjects repeatedly using the same 
attribute through boredom or fatigue. The pool of stimuli described in Section
5.1.2 was used, giving fifty-four trials for each subject.
Fifteen subjects, detailed below, participated in the experiment.
•  Seven subjects who participated in every prior stage of the elicitation 
experiment:
— four experienced; and
— three inexperienced.
• Three subjects who participated in some earlier stages of the experiment
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Figure 5.6: In terface for th e  sim p le  ran kin g  experim en t
before dropping out:
— one experienced; and
— two inexperienced.
• Five subjects who had not participated in any earlier stages of the exper­
iment:
— two experienced; and
— three inexperienced.
Each experiment session lasted approximately 25 minutes.
5.4.2 Overall results
The results from phase three were analysed with a chi-square goodness-of-fit test 
to determine significant differences from a uniform distribution of selections of
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each attribute (i.e. testing the null hypothesis that all attributes were used with 
equal probability). The chi-square statistic [Bech and Zacharov 2006] is given
j=i
where k is the number of categories, n is the total number of observations and 
Tij is the number of observations in the category. The test statistic z follows 
a distribution with k — 1 degrees of freedom, therefore the critical interval 
for the test statistic for a probability level of a  is given by
z ± x ^ { k - l ) ^ .  (5.2)
An indication of the categories that are used more or less than the chance 
frequency can be obtained by observing the standardised residuals [Field 2005], 
given by
%  =  (5.3)
V  k
A significant difference with 95% confidence is indicated by standardised resid­
uals lying outside of ±1.96 [Field 2005].
For the total use of each attribute across all stimuli, z =  312.90, p < 0.01, indi­
cating a significant difference from the expected frequencies (i.e. the attributes 
were not selected equally, suggesting that some are more useful or relevant than 
others). Figure 5.7 shows the total frequency of use (i.e. across stimulus and 
subject) for each attribute, with significant standardised residuals {p < 0.05) 
calculated using Equation 5.3 indicated with arrows (the direction shows greater 
than or less than chance frequency). The results show that ‘distraction’, ‘an­
noyance’ and ‘balance and blend’ were the attributes used more frequently, 
providing evidence that these are the most relevant and useful attributes for 
rating audio-on-audio interference situations.
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F igure 5.7: O verall frequ en cy o f  a ttr ib u te  use in p h ase  3. S ignificant d if­
ferences are in d ica ted  w ith  arrow s sh ow ing  th e  d irec tion  o f  th e  difference. 
A ttr ib u te  sh orth an d  is ou tlin ed  in T able 5.6.
5.4.3 Results by subject group
As noted above, subjects with various levels of listening test experience and 
prior performance in the elicitation experiment all participated in phase three. 
The plots below show the same analysis as detailed in Section 5.4.2 for various 
subject groups. The chi-square statistic was significant (p < 0.01) for all of the 
subject groups; significant standardised residuals (p < 0.05) are indicated on 
the plots. The plots below are for:
• all experienced listeners (Figure 5.8a);
• all inexperieneed listeners (Figure 5.8b);
• subjects who participated in all elicitation sessions (Figure 5.8c);
• subjects with no prior participation (Figure 5.8d); and
• subjects who participated in some elieitation sessions (Figure 5.8e).
It can be seen in the plots that as in the overall results, ‘distraction’, ‘annoyance’, 
and ‘balance and blend’ were the most commonly selected attributes. However, 
‘confusion’ was also used at a greater-than-chance frequeney by the subjects who
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participated in some elicitation sessions and the experienced listeners (although 
this ean be attributed to the one experienced listener who also falls into the 
‘some prior elieitation sessions’ group).
cF 'F' O
(a) Experienced listeners
(b) Inexperienced listeners
Figure 5.8: O verall a t tr ib u te  use broken dow n  b y  su b je c t groups. S ignificant 
differences are in d ica ted  w ith  arrow s sh ow ing  th e  d irec tion  o f  th e  difference. 
A ttr ib u te  sh orth an d  is o u tlin ed  in T abic 5 .6  (con tin u ed  below ).
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(c) Full participation
cy»' (jy
(d) New listeners
Figure 5.8: O verall a t tr ib u te  use broken dow n  b y  su b je c t groups. S ignificant 
differences are in d ica ted  w ith  arrow s show ing  th e  d irec tion  o f  th e  difference. 
A ttr ib u te  sh orth an d  is ou tlin ed  in T able 5 .6  (con tinued  from  above).
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Figure 5.8: Overall attribute use broken down by subject groups. Significant 
differences are indicated with arrows showing the direction of the difference. 
Attribute shorthand is outlined in Table 5.6 (continued from above).
5.4.4 Results by factor level
Pearson’s chi-square test of independence was used to test for relationships 
between factor levels and the selected attribute. Pearson’s chi-square test is 
similar to the chi-square test described in Section 5.4.2, but it can be used on 
an n X m contingency table rather than a 1 x m table as with the chi-square 
test, and can therefore be used to discover relationships between two categorial 
variables. The equation for calculating chi-square is essentially the same as 
Equation 5.1; however, the expected cell count E  for cell i j  [Field 2005] is 
calculated as
row fofnl- V noliirnn fofal  -
(5.4)
^  _  r  t tab x c lum  t talj
-^ij ~
where n is the total number of observations. Pearson’s chi-square statistic [Field 
2005] is then given by
JT  (D:. -  F,:A^
(5.5)
i = i  j = i
where r- and c are respectively the number of rows and columns in the contin­
gency table, and Oij and Eij are respectively the observed and expected counts
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in cell ij. Again, standardised residuals can be used to determine the individ­
ual groups that are statistically significantly contributing to the relationship 
between the variables.
For each factor level, Pearson’s chi-squared statistics suggested significant dif­
ferences between the selected attributes. The significant standardised residuals 
are indicated by arrows on the plots in Figure 5.9, which show grouped bar 
charts for each of the factor levels: target programme (Figure 5.9a); interférer 
programme (Figure 5.9b); interférer level (Figure 5.9c); and road noise level 
(Figure 5.9d).
Target program m e
‘Separation’ and ‘environment’ were more commonly used when the target was 
sports commentary, whilst ‘chaotic’ and ‘confusion’ were used fewer times than 
expected. ‘Calming’ and ‘separation’ were used less when the target was pop 
music, whilst ‘chaotic’ and ‘confusion’ were used more commonly. ‘Short-term 
response’ was used less often than expected for the classical music target.
Interférer program m e
When the interférer was male speech, ‘masking’ and ‘distraction’ were used 
more often than expected, whilst ‘chaotic’ and ‘balance and blend’ were not 
used as much as expected. For the pop music interférer, ‘chaotic’ was used 
more than expected with ‘calming’ used less than expected. For the classical 
music interférer, ‘calming’, ‘confusion’, ‘balance and blend’, and ‘short-term 
response’ were all used more than expected, whilst ‘masking’, ‘distraction’, and 
‘annoying’ were used less than expected.
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F igure 5.9: O verall a ttr ib u te  use broken dow n  b y  fa c to r level. S ignificant 
differences are in d ica ted  w ith  arrow s show ing  th e  d irec tion  o f  th e  difference. 
A ttr ib u te  sh orth an d  is ou tlin ed  in T able 5 .6  (con tinued  below ).
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Figure 5.9: Overa.lI a t tr ib u te  use broken dow n  by  fa c to r level. Significant 
differences are in d ica ted  w ith  arrow s show ing th e  d irec tion  o f  th e  difference. 
A ttr ib u te  sh orth an d  is o u tlin ed  in T abic 5 .6  (con tinued from  above).
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Interférer level
The interférer level seemed to have a less pronounced effect on the frequency 
of attribute choices. The low level interférer produced a higher than expected 
count of ‘annoyance’ and lower than expected count of ‘chaotic’. The high level 
interférer produced a lower than expected count of ‘annoyance’ and higher than 
expected count of ‘chaotic’, suggesting a possible swap between ‘annoyance’ and 
‘chaotic’ for the different levels of interference.
R oad  n oise level
The only difference seen for the road noise level was in the use of the term 
‘chaotic’, which was used less than expected where there was no road noise and 
more than expected in the road noise cases.
5.4.5 Summary
The aim of the third experiment phase was to determine the most useful and 
relevant attributes for evaluation of audio-on-audio interference in order to select 
a small set of attributes for use in a subsequent rating experiment. The results 
presented in Section 5.4.2 suggested three attributes: ‘distraction’, ‘annoyance’ 
and ‘balance and blend’. It was shown in Section 5.4.3 that ‘confusion’ was also 
used at a greater-than-chance frequency by one group of listeners; therefore, 
this attribute was considered for further investigation.
The results were also broken down by stimulus; whilst there were shown to be 
some differences in the attributes chosen, no further attributes were selected 
for use in the rating experiment as additional attributes used at greater-than- 
chance frequency were not used as frequently as the overall most commonly 
used terms. Therefore, the following attributes were selected for use in the 
rating experiment;
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•  distraction;
• annoyance;
• balance and blend; and
• confusion.
It is interesting to note tha t these attributes relate closely to the most com­
monly used descriptors from phase one of the elicitation experiment (Table 5.2); 
distraction, confusion, and annoyance were the three attributes used by most 
subjects, and balance and blend could possibly be equated with ‘clashing’ (this 
seems to fit with the groups containing similar terms as discussed in Section 
5.3.2 and shown in Figure 5.5, and the term ‘clashing’ appears in the inexpe­
rienced subjects’ group eleven, which contributed to the attribute ‘balance and 
blend’).
5.5 Phase four; attribute ratings
The final stage in the elicitation experiment was to gather ratings made on the 
four attribute scales selected from phase three (see Section 5.4.5), in order to:
• identify the underlying perceptual dimensions of audio-on-audio interfer­
ence situations (using statistical dimension reduction);
•  statistically assess the reliability and consistency of subjects’ use of the 
different attribute scales; and
• obtain ratings of the stimuli to inform possible future experiments and 
perform preliminary modelling.
5.5.1 Experiment design
All fifty-four stimuli from the previous experiment phases were used in the rating 
experiment, and each rating was repeated in order to facilitate assessment of the 
reliability of subjects using the scales. The test was preceded by a familiarisation
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stage in which subjects were presented with a range of stimuli (consisting of all 
combinations of target programme, interférer programme, and road noise level, 
at the low and high interférer levels) and asked to listen to the stimuli whilst 
bearing in mind the attribute in question to get a feel of how they might rate 
the stimuli using the full range of the scale.
Following the familiarisation, a multiple stimulus paradigm was used to collect 
the ratings. This was felt to be an efficient way of collecting ratings for a 
large number of stimuli whilst allowing subjects to make comparisons between 
a provided reference and also the other stimuli to ensure reliable ratings.
On each test page, the target programme and road noise level were held constant 
to facilitate a reference stimulus (as in the free elicitation phase described in 
Section 5.2), and the other factors were varied to give nine combinations plus a 
hidden reference, giving a total of ten scales (from 0-100) on each page. W ith 
the repeat judgement, this gave a total of twelve pages per attribute. Subjects 
were instructed that the hidden reference should be scored at 0 for distraction, 
annoyance, and confusion, and 50 for balance and blend'^.
Before commencing the test, each subject completed a practice page selected at 
random from the test pages. This helped to familiarise the subjects with the 
interface and methodology.
The interface used (Figure 5.10) was modified from a multiple stimulus with 
hidden reference and anchor (MUSHRA) [ITU-R 2003] interface [Hummersone 
2012], featuring 15 cm scales with end-point labels positioned 1 cm from the 
ends of the scale. The scales were unmarked with the exception of the balance 
and blend scale (Figure 5.10b), which featured a horizontal line at 50 in order 
to assist the subjects with scoring the hidden reference. A button to play the 
reference stimulus was positioned in line with the appropriate score for the 
hidden reference (i.e. 0 for distraction, annoyance, and confusion, and 50 for 
balance and blend).
^It was inappropriate for the reference to score 0 (or 100) on the balance and blend attribute 
as the end-points (‘complementary’ and ‘conflicting’) both indicated situations where the 
alternate audio was audible; in the reference stimulus the alternate audio was not present, 
and therefore the mid-point of the scale was considered most appropriate.
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Please rate the following excerpts for DISTRACTION 
Distraction; How much the alternate audio pulls your attention or distracts you from the target a
Not At All Distracting
Play/Pause 
I Next Page
[Page 1 o f  1 2
lô~l lô~1 [ô~~l o  D  lO  O  !?□ (O  lO
(a) D istraction
Please rate the following excerpts for BALANCE AND BLEND
Balance and Blend: How you judge the Wend of the sources t
I Play/Pause 
i Stop 
I Next Page
P ag e  1 o f  12
[ ô ~ i [ ô n [ ^ i ô ~ i [ ô ~ i i ° n i ô ~ i [ ô ~ i i ô ~ i i ô ~ i
(b) Balance and blend  
F igure 5.10: In terfaces for e lic ita tion  ph ase  four (a ttr ib u te  ra tin gs)
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P artic ip an ts
The experiment was performed by fourteen subjects (see Table 5.7 for details). 
Seven subjects had participated in all prior elicitation phases whilst seven sub­
jects had not participated in any of the previous experiments. Alongside the 
prior elicitation experiment performance, subjects fell into three categories of 
listening experience: technical listeners (‘tech’ in Table 5.7) were students in 
Music and Sound Recording at the University of Surrey, all of whom had under­
taken a technical ear training module; musical listeners (‘music’ in Table 5.7) 
were students with a musical background including production and other critical 
listening experience but without the same technical listening background; and 
inexperienced listeners (‘none’ in Table 5.7) were listeners without a particular 
musical background or training at degree level.
S u b je c t P a r tic ip a tio n E x p e r ie n c e 81 8 2 83 8 4
1 Full Music BB Conf Dist Ann
2 Full None Ann Conf Dist BB
3 Full None BB Ann Dist Conf
4 Full Tech BB Dist Ann Conf
5 Full Tech Conf Dist BB Ann
6 Full Tech Dist Ann BB Conf
7 Full Tech BB Ann Conf Dist
8 None Tech Ann BB Dist Conf
9 None Tech Ann Dist BB Conf
10 None Tech Conf Ann Dist BB
11 None Music Ann Dist Conf BB
12 None Music Dist Conf Ann BB
13 None Music Dist Ann Conf BB
14 None None Dist Conf BB Ann
Table 5.7: Subject details and order of attribute presentation in elicita­
tion phase 4. ‘Participation’ refers to previous phases of the elicitation 
experiment. ‘Experience’ refers to prior listening experience. S l-4  indicate 
experiment sessions 1-4. Attribute shorthand is outlined in Table 5.6.
The test procedure outlined above was repeated for each attribute, with subjects 
assigned to the attributes in a random order (no subject repeated the same order 
of attribute assessment; the orders are presented in Table 5.7). There was a short
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break (~5-10 minutes) between each attribute, and a more substantial break if 
subjects were performing all of the listening tests in one day (~3-4 hours). The 
range of time taken for subjects to complete the test was wide, varying between 
approximately 12-42 minutes for one attribute.
5.5.2 Subject performance 
R eferen ce ratings
A hidden reference condition consisting of solely the target audio was included 
with each test page to give the subjects an anchor by which to make their 
judgements and also to provide some evidence that subjects were performing the 
task asked of them and listening to each stimulus. For distraction, annoyance, 
and confusion, the hidden reference was to be scored at 0, whilst for balance and 
blend the subjects were asked to score the reference at 50. It was not possible 
for subjects to advance through the test without scoring at least one stimulus 
at the reference score (0 or 50).
In all but one case (out of 672 reference judgements), the reference stimuli were 
correctly identified and scored; the incorrectly scored reference was rated at 3 
(subject 10 for the attribute ‘confusion’). As the subjects could clearly identify 
the reference stimuli, the reference ratings were removed from the results for all 
further analysis.
S u b ject reliab ility
It is important to select an attribute that subjects can use reliably (see Section 
3.2.1). A simple way of looking at the reliability of subjects’ ratings is their 
ability to give the same score to a particular condition when it is presented 
more than once (test-retest reliability). For this reason, each condition was 
included twice in order to allow for a measure of subject consistency. The mean
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absolute difference for each subject was calculated as follows:
Mean absolute difference =  — ---- —---------, (5.6)
where N  is the number of conditions and and are respectively the scores 
for the first and second replicate of the fth  condition. The mean absolute dif­
ference can then be averaged across subjects or attributes.
Before this calculation, the scores for each subject on each attribute were stan­
dardised to have mean 0 and standard deviation 1 by calculating z-scores [Field 
2005] as follows:
Z: =  (5.7)
where Xi is the raw score for the %th observation, and x  and s are respectively 
the mean and standard deviation calculated over subject and attribute. The 
scores were standardised to account for differences in the range of scale use or 
scale centering by different subjects or in different attribute scales.
Figure 5.11 shows the overall mean absolute difference for each subject. Subject 
6 stands out as the least reliable listener, subject 2 falls just outside of one stan­
dard deviation over the mean, and there is considerable variety in the reliability 
of the listeners.
Figure 5.12 shows the absolute mean difference broken down by subject groups; 
Figure 5.12a shows little difference between the consistency of subjects with 
varying levels of listening experience. Figure 5.12b shows an increase in dif­
ference for subjects who had not participated in the entire elicitation process 
and therefore developed the scales. In order to investigate this discrepancy, the 
results were further broken down by attribute (Figure 5.13). The overall trend 
of better performance by the listeners who had participated in developing the 
scales is reflected in the figure, but this trend is less pronounced for the attribute 
‘distraction’, suggesting that this is the attribute that is most understandable 
for subjects not familiar with the scales.
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0.7
0.6
0.5
3  0.4
0.3
0.2
Subject
Figure 5.11: O vera ll m ean  a b so lu te  difference (stan d a rd ised ) for each su b­
je c t. E rror bars sh ow  95%  confidence in tervals. T hick  h orizon ta l line show s  
th e  m ean across su b jec ts ;  th in  h orizon ta l line show s th e  m ean across su b ­
je c ts  p lu s one s ta n d a rd  devia tion .
0.5
0.45
0.4
0.35
0.25
0.2
0.15
0.05
Tech
(a) Listening experience
Music
0.5
I 0.45
-§
l|
II
| 3
1
i5
0.4
0.35
0.25
0.2
0.15
0.05
Full None
(b) Prior experiment participa­
tion
F igure 5.12: M ean a b so lu te  difference for all a t tr ib u te s  broken dow n  b y  
su b jec t groups. E rror bars sh ow  95%  confidence in tervals.
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S  0.5
Full participation 
No previous participation
_
Annoyance Balance and Blend Confusion
Attribute
F igure 5.13: A b so lu te  m ean  difference b y  p re v io u s  e lic ita tio n  p a rtic ip a tio n , 
broken dow n b y  a ttr ib u te . E rror bars sh o w  95% confidence in tervals. H or­
izon ta l lines sh o w  a ttr ib u te  m ean s for each group.
As well as assessing the performance of the subjects, it is also interesting to 
see if subjects tended to be more or less reliable depending on the attribute to 
be rated. Figure 5.14 suggests that whilst the reliability across attributes was 
similar, distraction was used most reliably by subjects, followed by balance and 
blend, with confusion used least reliably.
0.5
S '  0.45 
f  0.4 
f  0.35 
0.3
°  -g 0.25
I  5  0-2
I1
2  0.05
Distraction Annoyance Balance and Blend Confusion
Attribute
Figure 5.14: O verall a b so lu te  m ean difference for each a ttr ib u te . E rror bars 
show  95% confidence in tervals.
Figure 5.15 shows mean absolute difference broken down by subject and at­
tribute, as well as the overall absolute mean error for each attribute.
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This facilitates a comparison of how each subject performed for each attribute 
against the mean performance. One result in particular stands out: subject 
1 used ‘confusion’ less reliably than the other attribute scales. Aside from 
this, there are few marked differences in the reliability of subjects on different 
attribute scales.
S u b ject agreem en t
Alongside subject reliability, it is also important that subjects are able to agree 
on the meaning and usage of an attribute (see Section 3.2.1). One way of assess­
ing inter-subject agreement is a visual inspection of Tucker-1 correlation loading 
plots [Dahl et al. 2008; Tomic et al. 2009], which are created by performing prin­
cipal component analysis on an unfolded data matrix with stimuli in rows and 
attributes in columns for each subject side by side. This allows for the loadings 
of the attributes onto the principal components to be different for each subject, 
giving an idea of how much the subjects agree with each other on the use of the 
attributes. The desirable situation is for points which are close together (strong 
agreement) and towards the edge of the plot in one dimension (high explained 
variance by the principal component represented by that dimension). It is also 
possible to plot replicates separately, giving an indication of subject reliability.
Figure 5.16 shows Tucker-1 plots generated in PanelCheck [PanelCheck 2012] 
for each of the four attributes, with the PC A performed on standardised scores. 
The tightest grouping can be seen for distraction (Figure 5.16a), with subject 12 
the only considerable disagreement and only subject 6 showing low explained 
variance. Subjects also agreed reasonably well on annoyance, with subjects 
13, 2, and 3 lying slightly outside of the group and subject 6 again showing 
low explained variance. Balance and blend produced less agreement between 
subjects: subjects 14, 2, and 3 all show less than 50% explained variance, and the 
points are generally more spread out, with loadings varying between principal 
components one and two. For confusion, subjects 6 and 14 lie close to the 50% 
explained variance circle, and there seems to be a lack of agreement between 
subjects, with one group loading heavily onto the first principal component 
(subjects 2, 3, 5, and 8) and another group loading approximately equally onto 
the two components (subjects 1, 4, 6, 14).
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Consensus component 1 (66.1%)
(a) Distraction
-0 .5  0 0.5 1
Consensus component 1 (66.1%)
(b) Annoyance
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-1 -0 .5  0 0.5
Consensus component 1 (66.1%)
(c) Balance and blend
-0 .5  0 0.5 1
Consensus component 1 (66.1%)
(d) Confusion
Figure 5.16: Tucker-1 correla tion  load in g  p lo ts  for each a ttr ib u te
It is apparent that distraction is the attribute on which subjects most closely 
agree on the stimuli ratings; balance and blend seems to produce least agreement 
between subjects although the ratings were shown to be reasonably reliable.
A further way of looking at the agreement between subjects is the eggshell 
plot [Tomic et al. 2007], which compares the subjects’ rankings of the stimuli 
and enables quick observation of those subjects whose rankings differ from the 
consensus. Eggshell plots are generated according to the following procedure 
[Tomic et al. 2007].
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1. For each subject, calculate ranks from the raw scores.
2. Calculate the consensus ranking (find the mean rank over subjects for each 
stimulus, then rank the means).
3. Replace the subject ranks calculated in step one with cumulative ranks 
(cumulated in the consensus order). That is, for each subject, replace the 
rank of the stimulus with consensus rank k with the sum of the subject’s 
ranks for objects of consensus rank < =  k.
4. Calculate cumulative ranks for a pseudo-subject who ranks all samples 
the same. Subtract this value from each subject’s cumulative ranks and 
from the consensus ranking.
5. Plot the resultant cumulative scores against the consensus rank.
The plots in Figure 5.17 suggest that as with the Tucker-1 plots above, the 
grouping is tightest for distraction, with only subjects 6 and 12 substantially 
different to the consensus. The other attributes show less agreement, with a 
number of subjects for balance and blend performing substantially differently.
C onclusions
In Section 5.5.2, subject performance in the elicitation experiment phase four 
was considered using a selection of metrics and plots. There was shown to be 
little difference between the reliability of subjects with varying levels of previous 
technical listening experience (answering one of the research questions outlined 
at the beginning of this chapter), and only a small improvement in reliability for 
subjects who had taken part in the development of the attribute scales compared 
with those who had not used the scales before, suggesting that the attributes 
fulfil the criteria of unambiguity and communication value outlined in Section 
3.2.3.
Distraction was shown to be the attribute that was used in the most similar 
manner by the subjects; balance and blend showed the least agreement between 
subjects.
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Eggshell plot: A nnoyanceEggshell plot: Distraction
(a) Distraction
Eggshell plot: ConfusionEggshell plot: BalanceAndBlend
(c) Balance and blend (d) Confusion
S u b je c t 1 
S u b je c t 2 
S u b je c t 3 
S u b je c t 4  
S u b je c t 5 
S u b je c t 6 
S u b je c t  7 
S u b je c t 8 
S u b je c t 9 
S u b je c t 10  
S u b je c t 11 
S u b je c t 12 
S u b je c t 13  
S u b je c t 14
(e) Subject key
F igure 5.17: E ggshell p lo ts  for each a ttr ib u te . T he red  ou tlin e  around each  
p lo t  in d ica tes significant differences a t p  <  0.01 b etw een  th e  s tim u li in a 
tw o-w ay A N  OVA m odel.
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Subject 6 was generally shown to have poor reliability, agreement with the rest 
of the panel, and low variance explained for a number of the attributes. The 
results analysis described in Section 5.5.3 was performed with and without the 
data produced by subject 6 included and the difference between the two analyses 
was minimal; therefore, this subject was included in the analysis.
5.5.3 Dimension reduction
In order to select the most appropriate attribute for further investigation of 
audio-on-audio interference situations, it is useful to look at the correlation 
between scores on the elicited attributes to attem pt to ascertain the underlying 
perceptual structure of such situations.
D im en sion  red u ction  m eth o d s
There are a wide range of dimension reduction techniques used for multivariate 
data; one such method used commonly in the attribute elicitation for audio 
quality evaluation literature is principal component analysis (PCA) [Gabrielsson 
and Sjogren 1979; Zacharov and Koivuniemi 2001; Guastavino and Katz 2004; 
Kim and Martens 2007].
There are some objections in the literature to using principal component analysis 
to make generalisations outside of the sample from which the data was collected. 
Bandalos and Boehm-Kaufman [2009] state that principal component analysis 
is simply a mathematical method for reducing the dimensionality of a data set, 
and suggest common factor analysis as a more suitable method for ascertaining 
the underlying percepts. The difference between principal component analysis 
and common factor analysis is that in PCA, all of the variability in the data 
set is analysed, whereas in factor analysis only the common variance between 
the variables is analysed. This essentially takes into account the fact that there 
will be some error introduced by subjects. However, Velicer and Jackson [1990] 
found that results from using either method were very similar, and state that 
“the high degree of similarity between the results of either a component analysis
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or factor analysis is the basis of the major conclusion that the chosen method is 
unlikely to result in any empirical or substantive differences”.
In PCA, the maximum number of principal components is equal to the number 
of input variables; in common factor analysis, the number of factors that can be 
extracted has an upper limit set by the degrees of freedom (DF) in the model, 
calculated by
DF =  0.5 X [(d — m)^ -  (d-b m)]; (5.8)
where d is the number of input variables and m is the number of factors to 
extract; DF must be greater than 0 to perform the factor analysis.
For the data set in this study (with four variables), this allows extraction of 
only one factor, which may not be sufficient to represent the dimensions of 
experience (indeed, the PCA solution presented below suggests that one factor 
is probably not enough). Therefore, PCA was selected as the most appropriate 
method for analysing the data; whilst it may be more theoretically accurate 
to use factor analysis, it has been shown that PCA tends to produce a very 
similar output [Velicer and Jackson 1990], is widely used in similar studies, and 
produces interpretable output with a small number of input variables.
See Section 4.2.2 for a more detailed introduction to PCA.
A nalysis
A principal component analysis was performed on the elicitation phase four data 
in order to answer the following questions:
•  how many dimensions are needed to describe the perceptual experience of 
an audio-on-audio interference situation; and
• what attribute descriptors best represent these dimensions?
The analysis was performed using the correlation matrix (i.e. the scores aver­
aged over subject and repeat were standardised to give each attribute the same 
variance, in order to account for differences in scale use). The correlation matrix 
is given in Table 5.8.
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D is tr a c tio n A n n o y a n ce B a la n c e  
a n d  b len d
C o n fu sio n
D is t 1.0000 0.9639 0.6378 0.8718
A n n 0.9639 1.0000 0.7750 0.9492
B B 0.6378 0.7750 1.0000 0.8696
C o n f 0.8718 0.9492 0.8696 1.0000
T able 5.8: C orrela tion  m a tr ix  for e lic ita tio n  p h a se  four d a ta  
H ow m any  dim ensions?
Various criteria are used to determine the number of components to keep in a 
factor analysis [Robins et al. 2009]. One simple and commonly used method 
is visual observation of a scree plot [Cattell 1966], which shows principal com­
ponents on the x-axis and their corresponding eigenvalues on the y-axis. As 
the eigenvalues decrease, the plot displays a sharp curve or elbow point, and 
the suggestion is to drop any principal components after the start of this point. 
Any method relying on visual inspection is open to researcher bias, however in 
some scenarios it may be beneficial for the researcher to have some input into 
the process of selecting the number of principal components.
A similar method is examination of a plot of variance explained against principal 
component number in order to retain the principal components that account for 
a certain percentage of the variance. Again, this is an arbitrary distinction and 
therefore subject to researcher bias.
The Kaiser criterion [Kaiser 1960] includes all components with eigenvalues 
greater than 1. This method is obviously less subject to bias, but tends to 
over-extract factors [Zwick and Velicer 1986; Velicer and Jackson 1990]. Whilst 
there are advantages and disadvantages to the methods described above, a com­
bination of the techniques combined with analysis by the experimenter should 
be sufficient to determine the number of necessary dimensions.
Figure 5.18a shows the percentage of variance explained by each principal com­
ponent. The first principal component accounts for a large proportion of the
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variance (88.5%), with the second principal component accounting for a further 
10%. This suggests that two components capture almost all of the variance in 
the data. The scree plot (Figure 5.18b) supports this finding; the elbow in the 
curve comes after one or two components. However, Kaiser’s criterion of select­
ing components with eigenvalues greater than 1 would produce one principal 
component.
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Figure 5.18: E xp la in ed  variance and scree p lo t  for de term in in g  h o w  m a n y  
features to  e x tra c t
To summarise, the methods for determining how many factors to extract suggest 
that one or two dimensions are sufficient for describing the experience of a lis­
tener in an audio-on-audio interference situation. PCA can be used to establish 
how the attributes load onto these principal components.
W hich  a t tr ib u te  d escrip to rs?
Figure 5.19a shows factor loadings for the four attributes onto the first two 
principal components. It is hard to interpret the new two-dimensional space 
as the loading onto the first principal component is fairly similar for all of the 
variables.
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F igure 5.19: P C A  factor loadings
Rotation of the extracted components can be used in order to simplify the struc­
ture of the PCA solution, that is, to attempt to relate the derived components 
to theoretical entities [Vogt 1993]. An oblique rotation was used to facilitate an 
easier interpretation of the components; Figure 5.19b shows a plot of the rotated 
loadings. The oblique rotation does not require that components are orthogonal 
and was selected as it could not be assumed that the original attributes were not 
correlated [Field 2005]. In practice, oblique and orthogonal rotation produced 
very similar solutions in this case.
Figure 5.19b gives a much clearer impression of the structure of the data and 
how this relates to the attribute descriptions. The first principal component 
appears to represent ‘annoyance’ and ‘distraction’, and ‘balance and blend’ is 
represented by the second principal component. ‘Confusion’ is approximately 
equally loaded onto the two components.
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Stimuli scores—calculated as described above—can be plotted in the principal 
component space (Figure 5.20), and help to understand the relationship between 
the independent variables used to create the stimuli, the attributes, and the new 
reduced-dimensionality space. In Figure 5.20, the points are differentiated by 
interfere!' level; it is clear that the interférer level had a large effect on the rating 
given to the stimuli, particularly on those variables that load onto principal 
component one. This can also be seen in plots of mean scores by interférer level 
for each attribute (Figure 5.21).
,Balance and blend
0.6
0.4 lonfusion
0.2
c
R
E
O
innoyance
- 0.2 .Distraction
-0.4
- 0.6
-O.i
Low 
A Med 
O High
0 0.2■1 - 0.8 - 0.6 -0 .4 - 0.2 0.4 0.6 10.8
Component 1
F igure 5.20: B ip lo t w ith  stim u li scores d ifferen tia ted  b y  in terférer level
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(a) Distraction
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(b) Annoyance
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Interférer level 
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Figure 5.21: M ean ra tin g  b y  in terférer level. E rror bars 95% confidence  
in tervals.
Biplots for target programme, interférer programme, and road noise level (shown 
in Figure 5.22) do not show strong trends; Figure 5.22c is particularly interesting 
as scores for the same stimuli with and without road noise all fall very close to 
each other, suggesting that the presence or absence of road noise has very little 
effect on the perception of the stimuli.
It is notable that the main variance in principal component two seems to 
be caused by the combination of target and interférer programmes. Figure 
5.23 shows that contrasting programme items (i.e. a combination of music and 
speech) were scored lower on principal component two (that is, towards the 
bottom of the balance and blend scale, labelled ‘complementary’), whilst simi­
lar programme items (especially combinations of music and music) were scored 
highly (towards ‘conflicting’ on the balance and blend scale).
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Figure 5.23: B ip lo t w ith  s tim u li scores d ifferen tia ted  h y  ta rg e t and in terférer  
p rogram m e com bination
This interaction can also be observed in plots of the mean ratings for target 
programme and interférer programme combinations (Figure 5.24).
These findings support informal observations that were made to the experi­
menter during the course of the study; the following are paraphrased quotes 
from different participants following the balance and blend test.
• “Football commentary with classical m.usic went together really well. Blend 
was quite good. Complementary. ”
• “There was one thing that was complementary—the quiet music over the 
football. Sounded like what you’d expect. All the others, I  wasn’t too sure 
about. More a case of working out how ‘uncomplementary’ the others 
were. ”
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• “Not many were complementary— except classical music and football. ”
• “Classical target and speech interférer was complementary until the speech 
was too quiet, then you ’re trying to focus on it too much or just hear a 
whisper to the side. ”
100 100
•>*— Male speech 
Classical
—X— Male speech 
—>“  Pop
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Sports comm. Pop Classical 
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(a) Distraction
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(b) Annoyance
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Male speech 
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Male speech
A —
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(c) Balance and blend
Target programme 
(d) Confusion
F igure 5.24: T arget p rogram m e b y  in terférer p ro g ra m m e in teraction . E rror  
bars sh ow  95% confidence in tervals.
S tab ility  of th e  P C A  so lu tion
To assess the performance of the subjects who only participated in the rating 
stage of the experiment (i.e. the sultjects that did not participate in developing 
the attribute scales), the PCA was repeated separately for the subjects who 
performed in all stages of the experiment and the new subjects. Biplots of the 
PCA solutions are shown in Figure 5.25. The relationship between the attributes
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is similar for both groups of subjects, suggesting that subjects who did not 
participate in the elicitation of the scales are able to use the attributes in the 
same way as the subjects that developed the scales. More variance is explained 
by the first principal component in the new subjects (89.41% as opposed to 
85.96%).
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89.41% explained variance
(b) No prior experiment participa­
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F igure 5.25: B ip lo ts  b y  ex p er im en t p a rtic ip a tio n
P C A  conclusions
In Section 5.5.3, a principal component analysis on the rating data from the 
elicitation experiment phase four was reported. The analysis showed that one 
or two principal components were sufficient to represent the experience of a lis­
tener in an audio-on-audio interference situation. The first principal component, 
accounting for 88.5% of the variance in the data, can be described as ‘annoy­
ance’ or ‘distraction’ and is highly correlated with the level of the interfering 
programme. The second component, accounting for 10% of the variance, seems 
to relate to how the two interfering programmes fit together.
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5.5.4 Summary
In Section 5.5, a rating experiment was performed in order to determine the 
underlying dimensions of the experience of a listener in an audio-on-audio inter­
ference situation. Four attributes were selected based on the previous elicitation 
stages: distraction, annoyance, balance and blend, and confusion. Listeners 
made ratings of the four attributes for the fifty-four stimuli used throughout 
the elicitation experiment.
Analysis of the subject performance suggested that ‘distraction’ was used in the 
same way by the most subjects, with most discrepancy for balance and blend. 
Distraction was also the attribute that was used most reliably by subjects who 
had not participated in the entire elicitation process and therefore developed 
the scales.
A principal component analysis was performed, and it was shown that one or 
two dimensions were sufficient to represent the variance in the data, with the 
first dimension accounting for 88.5% of the variance and the second dimension 
accounting for a further 10%. The first dimension represents distraction or 
annoyance and seems to be mainly determined by the level of the interférer 
programme; the second dimension represents the combination of the target and 
interférer programmes.
Strict use of the Kaiser criterion to determine the number of principal compo­
nents to extract would have produced one principal component. However, ob­
servation of the scores suggested that the second principal component provided 
useful information about the data set and correlated with a physical parameter. 
This evidence supports a method of determining the number of components to 
extract that includes a reasoned interpretation of the meaning of the compo­
nents as well as observation of various criteria.
Further work in this project will focus on the attribute ‘distraction’. This is 
due to its high correlation with the main principal component, coupled with 
the fact that distraction seemed to be most naturally understood by subjects; 
distraction was the leading attribute throughout the elicitation experiment as
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well as producing most agreement between subjects. The goal of implementing 
a personal sound zone system is to reduce the level of interfering audio in order 
to reduce its affect on the experience of listening to a target audio programme; 
distraction seems an appropriate attribute as it was shown to correlate strongly 
with the level of an interfering audio programme.
5.6 Summary and conclusions
Chapter 5 contained a description of an experiment designed to determine the 
attribute(s) that should be used to evaluate the perceptual effect of interference 
in a personal sound zone system. The experiment had the following goals:
•  to determine the attributes that describe the perceptual dimensions un­
derlying the experience of a listener in an audio-on-audio interference sit­
uation;
• to select the most appropriate of these attributes for further detailed inves­
tigation of the relationship between physical parameters of audio-on-audio 
interference and listener experience; and
• to identify relationships between physical parameters of audio-on-audio 
interference situations (at a categorical level, including target and inter­
férer programme, interférer level, and the presence of road noise) and the 
relevant attributes.
E xp erim en t su m m ary
A four-phase procedure was used: in phase one, a wide range of terms used to 
describe the experience of listening in an audio-on-audio situation was elicited; 
in phase two, a consensus procedure was used to reduce these terms to a set of 
attribute scales; in phase three, these attribute scales were combined, reduced 
and refined; and in phase four, ratings were made on a reduced set of scales in 
order to perform a dimension-reduction analysis.
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In phase one, eighteen subjects (nine experienced listeners and nine inexperi­
enced listeners) produced a total of 572 unique words/phrases: 259 from the 
experienced listeners and 313 from the inexperienced listeners. These phrases 
were used for the second experiment phase, but a preliminary analysis suggested 
that distraction, confusion, and annoyance were the most commonly used de­
scriptors.
In phase two, two lists of attributes were produced (separate lists for the expe­
rienced and inexperienced subjects). The experienced listeners produced nine 
attributes and the inexperienced listeners produced eight attributes. A further 
combination stage was included with both sets of subjects. The attribute lists 
were combined, reducing the attributes to a set of twelve: masking, calming, dis­
traction, separation, confusion, annoyance, environment, chaotic, balance and 
blend, imagery, response to stimuli over time, and short-term response to stim­
uli.
In phase three, fifteen subjects took part in a simplified ranking task in which 
they selected the most useful/relevant attribute for each stimulus combination. 
Four attributes were found to be used at a greater than chance frequency and 
were therefore selected for further investigation: distraction, annoyance, balance 
and blend, and confusion. Interestingly, these overlap with the most commonly 
used descriptors from phase one.
In phase four, fourteen subjects made ratings of each stimulus on the four scales. 
Distraction was shown to produce good agreement between subjects. A principal 
component analysis showed that the variance in the data set could be explained 
by two principal components, which were interpreted as ‘distraction/annoyance’ 
and ‘blend of target/ interférer programmes’. Distraction was found to be cor­
related strongly with the interférer level, whilst balance and blend was found to 
be related to the combination of the target and interférer programmes.
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W h at a ttr ib u tes  d escrib e th e  p ercep tu a l d im ensions u nd erly in g  th e  
exp erien ce o f  a  listen er in  an  audio-on-au dio  in terferen ce s itu ation ?
A set of twelve attributes (listed in Table 5.6) was found to describe the per­
ceptual dimensions underlying the experience of a listener in an audio-on-audio 
interference situation: masking, calming, distraction, separation, confusion, an­
noyance, environment, chaotic, balance and blend, imagery, response to stimuli 
over time, and short-term response to stimuli.
W h at is th e  m ost appropriate o f  th e se  a ttr ib u tes  for furth er d e­
ta iled  in vestigation  o f  th e  rela tion sh ip  b etw een  p hysica l param eters  
o f  au d io-on-audio  in terferen ce and  listen er exp erience?
Based on the outcome of the four experiment stages, the attribute ‘distraction’ 
was selected for further investigation in the POSZ project. Through the course 
of the elicitation experiment, the attribute ‘distraction’ was shown to fit a num­
ber of the criteria outlined in Section 3.2.3 in that it exhibits reliability (low 
mean absolute difference seen in Figure 5.14); is unambiguous (used in the same 
way by subjects as seen in Figures 5.16a and 5.17a); differentiates between stim­
uli (Figure 5.20); relates to physical measures of stimuli (e.g. interférer level as 
seen in Figure 5.20); has communication value (used in the same way by listen­
ers who had not taken part in the development of the scales as seen in Figure 
5.25); does not exhibit redundancy (i.e. relates to one dimension of experience 
in the PCA); and can be used to make ratings.
Whilst ‘balance and blend’ may provide information about two audio pro­
grammes playing simultaneously, it is possible that this scale may not always 
be appropriate in the case of interference in a personal sound zone situation; 
even if the interfering programme is ‘complementary’, it is unlikely to be de­
sirable in a practical implementation of a sound zone situation. Therefore, the 
first overall research question {what attribute is/attributes are most relevant for 
describing the effect of interference on the listener experience in a sound zone?) 
was answered with the attribute ‘distraction’.
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W h at are th e  re la tion sh ip s b etw een  p hysica l param eters o f  audio-on- 
audio  in terferen ce s itu a tion s and th e  relevant a ttr ib u te?
Distraction was shown to increase as the interférer level increased (Figure 5.21a), 
suggesting a relationship between perceived distraction and TIR.
‘Balance and blend’ was shown to relate to the combination of programme 
material items (Figure 5.23); music-on-music combinations were found to be 
‘conflicting’, whilst speech-on-music combinations were more ‘complementary’.
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Prelim inary distraction  
m odelling
In Chapter 5, the first research question (what attribute is/attributes are most 
relevant for describing the effect of interference on the listener experience in a 
sound zone?) was answered; the attribute ‘distraction’ was determined to be 
the most relevant attribute for assessment of audio-on-audio interference.
The desired primary outcome of this project is a model of the perceptual effect 
of audio on audio interference, which requires answers to the remaining two 
research questions:
• W hat are the most perceptually important physical parameters that affect 
the attribute (s) in a sound zone?
• What is the relationship between the attribute (s) and physical parame­
ters?
In the threshold of acceptability and elicitation experiments reported above 
(Chapters 2 and 5 respectively), the level of the interférer programme was found 
to be the most important of a range of categorical factors. In this chapter, the
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relationship between TIR and perceived distraction is investigated in order to 
provide insight into the modelling process before collection of a data set designed 
specifically for the training of a perceptual model (Chapter 7). The experiment 
was performed in order to answer the following questions.
• Can distraction judgements be predicted based on simple TIR-based fea­
tures?
• W hat considerations should be taken into account in the modelling pro­
cedure?
The distraction scores collected in phase four of the elicitation experiment (Sec­
tion 5.5) were used to train the model. Time-frequency TIR maps of the fifty- 
four stimuli were created using the computational auditory signal processing and 
perception (CASP) model [Jepsen et al. 2008], and various statistical features 
were extracted from the TIR maps. Linear regression (introducted in Section 
6.1) was used to determine the relationship between scores and features. Fol­
lowing selection of the optimal model, a validation experiment was performed.
The auditory modelling process is discussed in Section 6.2, and the feature 
extraction in Section 6.3. In Section 6.4, the modelling procedure is described 
and the optimal model selected. The validation experiment is described in 
Section 6.5, followed by presentation of conclusions in Section 6.6.
6.1 Linear regression
Linear regression was selected as the method for modelling perceived distraction. 
Linear regression models have a number of benefits: they are quick and simple 
to fit; mathematically simple (therefore avoiding potentially over-complicating 
the relationship between the dependent and independent variables and creating 
a model that does not generalise well to new data); and allow easy interpretation 
of the quantitative relationship between the selected features and the dependent 
variable, ensuring that the model provides information as to the performance of 
a system (as opposed to complex models such as neural networks in which the
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relationship is abstracted).
In linear regression, a model of the form
y =  /5o + PlXl +  ^2^2 +  . . . +  +  £ (6.1)
is fitted to the data, where y  is the dependent variable, /3q is an intercept term, 
/5i to ^rn are coefficient values for the features to Xm, and e is an error term 
accounting for differences between the model and the actual relationship (e.g. 
subjective error, measurement error, missing features) [Montgomery et al. 2001].
This model assumes a linear relationship between observations and features; 
the equation is solved to estimate values for that describe the
true relationship between the features and observations. The parameters are 
estimated using the method of least squares [Montgomery et al. 2001], in which 
the sum of squared residuals YliVi ~  ViY is minimised (where y  and y  are 
observed and predicted values respectively).
6.1.1 Assumptions
The following statistical assumptions apply to linear regression models [Field 
2005].
•  V ariable ty p es . Predictor variables must be quantitative or categorical; 
the response variable must be quantitative, continuous, and unbounded 
(i.e. must use the full range of the scale).
•  N on -zero  variance. There must be variance in the values of the predic­
tor variables.
•  N o  perfect m ulticollinearity . Predictors must not be highly correlated.
•  P red ictors are uncorrelated  w ith  ‘ex tern a l variab les’. There should 
be no variables not included in the regression model that influence the out­
come variable.
•  H om oscedastic ity . The residuals should exhibit constant variance.
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• In d ep en d en t e rro rs . Residuals should be independent, that is, uncor­
related between observations.
•  N orm ally  d is tr ib u te d  e rro rs . Residuals should be normally distributed 
with a mean of 0.
• Independence. Values of the outcome variable are independent, that is, 
not affected by other values. Independence is assured by randomising the 
presentation order of stimuli across subjects.
•  L inearity . There should be a linear relationship between the outcome 
and predictor variables.
6.1.2 Evaluation metrics
There are many metrics used to evaluate different properties of linear regression 
models. A selection of metrics used to evaluate models in this project are 
introduced below.
R oo t-m ean -sq u are  e rro r
Root-mean-square error (RMSE) is a measure of the goodness-of-fit of a model, 
quantifying the difference between the observed and predicted values. It is 
calculated as follows:
(6.2)
where n  is the number of observations, p is the number of parameters in the 
model (including the intercept term ), and y and y  are respectively the observed 
and predicted values of the dependent variable.
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E p silon -in sen sitive  R M S E
Epsilon-insensitive root-mean-square error (RMSE*) accounts for subjective un­
certainty in the data by considering the 95% confidence intervals around the 
observations. The residual term is only considered when the prediction lies out­
side of the 95% confidence interval of the subjective data; the residual for the 
zth observation, Ei, is given by
min {(i/i - h i ) - Vu iVi +  - ÿ j ,  otherwise
where h i  and iHi are respectively the upper and lower 95% confidence limits 
about the subjective score y*. RMSE* is then given by
RMSE* =
C ross-validation  R M S E
It is possible to obtain a good fit by specifying a model with many degrees 
of freedom. This often leads to overfitting, meaning that the model explains 
random variation within the training data set rather than the underlying trends 
and will therefore not generalise to new data. Whilst test set validation is the 
only way of completely ensuring the generalisability of a model, cross-validation 
can be performed to predict the potential generalisability of the model. Cross- 
validation involves dividing the training data set, retraining the model on one 
segment of the data, and testing on the remaining points. Two cross-validation 
methods are used in the model evaluation presented below: leave-one-out cross- 
validation and fc-fold cross-validation [Esbensen et al. 2002].
In leave-one-out cross validation, a single observation is omitted from the train­
ing set and the model is fitted. The error between the prediction and observation 
for the excluded point is then calculated. This procedure is repeated for all ob­
servations, and the RMSE calculated. This is the least ‘strict’ cross-validation
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method as the model is still trained on the majority (all but one) of the ob­
servations. However, leave-one-out cross-validation does not require randomly 
selected sets of observations and therefore produces a repeatable value.
In A:-fold cross-validation, the data is randomly divided into k folds (where 
2 < k < n  and A: is a factor of n). One fold is removed from the data and 
the model trained on the remaining folds; predictions are then made for the 
removed test fold and the RMSE calculated. This procedure is repeated for all 
folds, and the Ac-fold RMSE is the mean RMSE across the folds. As k tends to 
n, the training set is larger and therefore the cross-validation is less strict; when 
k — n, Ac-fold cross-validation is equivalent to leave-one-out cross-validation.
As the data points in each fold are randomly selected, the cross-validation RMSE 
is determined by the points that happen to fall in the folds generated. Therefore, 
cross-validation can be repeated a number of times, and the resulting score 
averaged across iterations.
C oefficients o f  d eterm in ation  and correlation
The coefficient of determination B? is a measure of how much variance in the 
data is explained by the model. It is given by
that is, the ratio of the model sum of squares to the total sum of squares [Field 
2005]. In the following equations, y is the observed score, ÿ  the mean of the 
observed scores, and y  the model predictions. The total sum of squares SSt 
describes the amount of variance in the original data set, i.e. the sum of squared 
residuals between the mean value and the observed values;
SSt =  -  y f -  (6.6)
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The model sum of squares SSm describes the improvement of the fit of the 
regression model predictions compared to the mean value:
S S M = S S T -S S R  =  ^ ( ÿ - ÿ ) ^  (6.7)
where SSr is the residual sum of squares (the error between observations and 
model predictions):
SSn =  J 2 ( y - v f .  (6.8)
For simple linear regression (i.e. a regression equation with an intercept and 
slope), the coefficient of correlation (denoted i?) is the square root of the co­
efficient of determination. This is also the case when R  and are being 
used for regression diagnostics, as the values are quantifying the relationship 
between model predictions and observations (not individual features and obser­
vations). The correlation between observations and predictions for a multiple 
linear regression model is known as ‘multiple i?’ [Field 2005]. The coefficient of 
correlation describes the linearity of the relationship between predictions and 
observations; it is a standardised measure of the covariance between predictions 
and observations and is equivalent to Pearson’s correlation coefficient:
P _  E(y^ -  V M  -  ÿ) q\
where y  and y are subjective and predicted scores respectively, N  is the number 
of observations, and Sy and Sÿ are the standard deviations of y and y  respectively 
[Field 2005].
Adjusted R^ takes into account the number of features used to build the model 
and therefore helps to avoid overfitting due to R"^  values increasing as more 
predictors are added to the model. The R^ statistic in Equation 6.5 is modified 
by considering the degrees of freedom of the residual and total sums of squares 
[Montgomery et al. 2001]:
Adjustedi?^ =  l - | S ^ | ^ ,  (6.10)
where n is the number of observations and p the number of parameters in the 
model.
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V ariance in flation  factor
When features are linearly related to each other, this can be damaging to the 
fit of a linear regression model [Weisberg 1985]. Such a relationship between 
features is known as ‘multicollinearity’ and can be measured using variance 
inflation factors (VIFs). For each feature, the VIF measures the increase in 
variance of the parameter estimate due to collinearity between features. For the 
ith  feature X i, the VIF is calculated by performing a linear regression between 
X i and all other features and calculating the coefficient of determination R f. 
The VIF for that feature is then given by
VIP. =  (6.11)
Maximum (VIFmax) and mean (VIFmean) VIFs are used to evaluate feature 
sets. Myers [1990] states that a VIFmax > 10 suggests intolerably high multi­
collinearity, and Bowerman and O’Connell [1990] suggest that a VIFmean 1 
could indicate multicollinearity and requires further investigation.
6.2 Time-frequency TIR maps
The CASP model [Jepsen et al. 2008] was used to produce perceptually moti­
vated time-frequency TIR maps; it was selected due to its use in other areas of 
the POSZ project (such as making masking predictions [Baykaner et al. 2013]).
Individual monophonic recordings of the target and interférer programme items 
were made at the listening position from the perceptual experiment; as required 
by the CASP model, the microphone was calibrated to produce 0 dB FS for a 
1 kHz sine wave at 100 dB SPL. The CASP audio preprocessor was then used 
to produce internal representations of the the first s seconds of each file, where 
s =  2,5,10, or 20 seconds. The following processes are included in the CASP 
preprocessor.
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1. Middle-ear transformation filter to represent stapes vibration.
2. Dual resonance non-linear (DRNL) interbank [Lopez-Poveda and Meddis 
2001] to represent basilar membrane activity; the signal is split into thirty- 
one equivalent rectangular band (ERB) spaced frequency bands with cen­
tre frequencies in the range 87-7819 Hz.
3. Envelope extraction to represent hair cell transduction; each band of the 
DRNL output is half-wave rectified and low-pass filtered.
4. Squaring expansion to represent intensity.
5. Representation of adaptation through five cascaded non-linear feedback 
loops.
6. Modulation interbank, to consider only energy relating to signals at par­
ticular modulation frequencies; signal is output in twelve bands.
The final output from this process is an n x rrib matrix for each modulation 
interbank band (MFB), where n is the number of samples in the input file and 
mb is the number of frequency bands in the 6th MFB (m varies across 6 as 
high MFBs are not present in the low frequency bands). For an example sports 
commentary programme, step one is visualised in Figure 6.1a, steps two to four 
in Figure 6.1b, and steps five and six in Figures 6.1c, 6.1d, and 6.1e. The varying 
rate of amplitude modulation in the output time-frequency maps can be seen in 
Figures 6.1c through 6.le; for low MFBs, the energy changes are slow, increasing 
as MFB increases but with less overall energy in the higher bands.
Time-frequency TIR maps were created for each MFB by taking a decibel ratio 
of the target and interférer auditory models:
2 0 1 o g i o f y ^ ^ ,  (6.12)
\  J-nm J
where T  and I  are the auditory model values for the target and interférer signals 
respectively. T^m and were limited to values greater than or equal to 
1 in order to avoid errors caused when dividing by zero or complex numbers 
produced when taking logarithms of negative numbers. A time-frequency TIR 
map (MFB 1) for the example sports commentary signal with speech interférer 
is shown in Figure 6.2.
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6.3 Feature extraction
A range of simple statistical features were extracted from the TIR maps in order 
to create a manageable feature set on which to perform linear regression whilst 
maintaining time- and frequency-dependent TIR data. Six ‘basic features’ were 
created by taking the following statistics over the time dimension of the TIR 
map:
• mean TIR;
• standard deviation of TIR;
• minimum TIR;
• maximum TIR;
• skewness of TIR; and
• kurtosis of TIR.
Three additional statistics (‘extended basic features’) were taken over time and 
frequency:
• standard deviation of mean TIR;
• skewness of mean TIR; and
• kurtosis of mean TIR.
From these features, a number of feature sets were created (Section 6.3.2). In 
order to reduce the amount of data, the MFBs were investigated (Section 6.3.1).
6.3.1 Investigation of modulation filterbank bands
In order to determine the number of MFBs to use in the model, simple models 
were created using only the mean TIR averaged across frequency bands for all 
combinations of one to twelve MFBs, producing a total of 4095 models (the 
number of combinations is detailed in Table 6.1).
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N um ber o f  bands P ossib le  com binations
1 12
2 66
3 220
4 495
5 792
6 924
7 792
8 495
9 220
10 66
11 12
12 1
T otal 4095
T able 6.1: N u m b er o f  com bin a tion s for 1 -1 2  M F B s
It was assumed that considerable amounts of information would be duplicated 
between the MFBs leading to multicollinearity. Therefore, the percentage of 
models for which VIFmax> 10 was plotted against each number of bands (Figure 
6.3) in order to determine an appropriate number of MFBs to use in the model. 
Every model with six or more MFBs had intolerably high multicollinearity, 
with increasing likelihood of multicollinearity between two and five bands. This 
suggested that there was some information duplicated between adjacent MFBs. 
It was elected to focus on models in which only one MFB was used in order to 
maintain simplicity in the preliminary modelling process.
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F igure 6.3: P ercen tage o f  sim p le  m o d els  w ith  VIF^^x >  10 for 1 -1 2  M F B s
6.3.2 Feature sets
A number of ways of combining the statistical features outlined above were 
investigated; these are outlined in Table 6.2. The models in Table 6.2 were 
produced for each audio file length (four) and MFB (twelve) to produce a total 
of 38544 feature sets.
In addition to the feature sets described in the table, a number of larger feature 
sets were created in which the basic features were not averaged across frequency. 
These models were all rejected due to high multicollinearity; however, models in 
which frequency information was maintained were included in the PC A models. 
For all PCA models, components with eigenvalues > 1 were retained [Kaiser 
1960] (see Sections 4.2.2 and 5.5.3 for further discussion of PCA).
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6.4 Modelling
Linear regression was used to determine the relationship between the 38544 
feature sets described above to the perceptual distraction ratings. For all of 
the models, RMSE and leave-one-out cross-validation RMSE were calculated; 
the metric RMSE^ was defined as cross-validation RMSE — RMSE, that is, the 
difference between the ability of the model to make accurate predictions and its 
estimated ability to generalise to new data.
O p tim al m odel selection
RMSE was plotted against RMSEg (Figure 6.4); the optimal model was se­
lected as the approximate ‘knee’ on a hypothetical curve of the trade-off between 
RMSE and RMSEj. Using this method, the optimal model was identified as 
the overall PCA reduction of all basic features for MFB 1, 2 second files. The 
PCA reduction featured seventeen components.
RMSE
F igure 6.4: R M S E  again st RM SEg for e v ery  m odel. T h e p o in t m arked  (a) 
show s th e  o p tim a l m o d el th a t was se lec ted  for furth er in vestiga tion . D ashed  
h orizon ta l and vertica l lines sh ow  cu to ff  p o in ts  (d iscu ssed  in Section  6 .4.2).
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6.4.1 Evaluation of optimal model
Figure 6.5 shows the optimal model fit between observations and predictions. 
The model had a low RMSE of 7.29 points on the distraction scale, with an 
RMSE* of 1.68. The model showed a linear fit to the observations (R  =  0.97). 
The error bars in Figure 6.5 predominantly encompass the line y = x  indicating 
that predictions tended to fall within the 95% confidence intervals around the 
subjective scores, giving rise to the low RMSE*.
100
1
1
Q.
100
Observed distraction
Figure 6.5: Optimal model f t .  Error bars show 95% confdence intervals.
In order to evaluate the application of a linear model, the linear regression 
assumptions (see Section 6.1.1) were checked by visualising the model residuals 
(Figure 6.6). Figure 6.6a suggests an approximately homoscedastic distribution 
(i.e. equal variance across the range of predictions), with one pronounced outlier. 
The distribution of residuals is approximately normal (as seen in Figures 6.6b 
and 6.6c).
The outlying stimulus was the sports commentary target with high-level classical 
interférer and road noise; this stimulus was greatly over-predicted. Interestingly, 
this item had the lowest subjective score for a high-level interférer, suggesting
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that there is contextual information in the combination of stimuli that is not 
accounted for by the TIR-based features used in the model. It was noted in 
Section 5.5.3 that sports commentary and classical music were found to go well 
together.
w -2
%
20 40 60
Predicted distraction
(a) Residuals plot
-2  0 2 
Studentized residual
-2  0 2 4
Standard normal quartiles
(b) Histogram (c) Q-Q plot
F igure 6.6: V isualisa tion  o f  s tu d e n tize d  residu als for th e  o p tim a l m o d e l
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6.4.2 Analysis of good models
The RMSE versus RMSEj plot (Figure 6.4) was replotted with points differ­
entiated by MFB (Figure 6.7a) and audio length (Figure 6.7b). The models 
tended to cluster by both factors. Figure 6.7a suggests that a better fit but 
greater variance in RMSEj was given by low MFBs; the same trend is visible 
in 6.7b, where shorter audio lengths generally show a better fit to the data, but 
the clustering grows tighter (i.e. less difference between RMSE and RMSEj) as 
audio length increases.
To determine a selection of the best models, cut-off points were introduced at 
RMSE < 9 and RMSEj < 9 (visualised in Figure 6.4). The thirteen models 
that fall within these limits are detailed in Table 6.3. All of the best models 
feature a PCA reduction over frequency, suggesting that frequency-dependent 
TIR information is necessary for an accurate prediction of perceived distrac­
tion. The overall PCA reduction of all basic features—over different MFBs and 
audio lengths—was repeatedly found to perform well, suggesting that all of the 
information contained in the basic feature statistics is relevant. The majority 
of the best performing models used MFB 1, suggesting that the most relevant 
information about TIR is contained at low modulation frequencies.
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MFB 1 
MFB 2 
MFB 3 
MFB 4 
MFB 5 
MFB 6 
MFB 7 
MFB 8 
MFB 9 
MFB 10 
MFB 11 
MFB 12
RMSE
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(a) Models differentiated by MFB
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(b) Models differentiated by audio length
F igure 6.7: B M S E  again st R M SE s for e v e ry  m o d e l w ith  m o d els  differen ti­
a te d  b y  M F B  (a) an d  audio  length  (b)
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6.5 Validation experiment
The optimal model selected above was chosen as a trade-off between a good fit 
to the training data and the estimated ability of the model to generalise well to 
new data. However, the most thorough way of testing the generalisability of a 
model is to test it on an independently collected data set. Therefore, a further 
subjective rating experiment was performed in order to collect ratings for a new 
set of stimuli and test the accuracy of the model.
6.5.1 Experiment design
The methodology used to collect distraction scores was the same as that used 
for the training set (described in Section 5.5.1), i.e. a multiple stimulus test in 
which participants were asked to rate ‘distraction’ on a scale from 0 to 100. 
Seven experienced listeners performed the validation experiment.
S tim u li
A new stimulus set was designed for the validation experiment, using a full 
factorial design. Programme items were intentionally chosen to be different in 
character to those on which the model was trained in order to highlight any areas 
of weakness of the model. The stimuli in the training set were selected to be 
reasonably consistent in level over their duration in order to make the rating task 
easier for participants. Therefore, programme items with pronounced differences 
in level were used in the validation. Items with contrasting tempi were also 
selected. Two target and two interférer programmes were used (detailed in 
Table 6.4).
The interférer level was varied in three steps: the low level was set at the 
approximate mean level (across all stimuli) from the previous stimulus set (—20 
dB ref. target level); the high level was set at —5 dB ref. target level; and the 
medium level was the mid-point between the high and low levels (—12.5 dB ref. 
target level).
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F a cto r L evel 1 L ev e l 2 L evel 3
Target Slow instrumental Classical music n /a
programme jazz music
Interférer Electronic hip hop Sports commentary n /a
programme music
Interférer —20 dB ref. target —12.5 dB ref. target —5 dB ref. target
level level level level
Filter shape Flat Band-stop (250-3500 n /a
Hz)
T able 6.4: F ac tor leve ls used for s tim u li in th e  va lida tion  exp erim en t
To simulate filtering artefacts that could potentially be introduced by a sound 
zone system, a band-stop filtered version of each interférer was included (with 
30 dB attenuation in the range 250-3500 Hz.
In addition to the new full factorial design, three stimuli from the training set 
were repeated in order to help anchor the distraction scale and determine the 
robustness of the features in the model. Stimuli with a range of distraction 
scores were selected; from the stimuli in the bottom, middle, and top 10% of 
distraction scores, those with the lowest standard deviation in distraction were 
used.
6.5.2 Model validation
Figure 6.8 shows a plot of observations against predictions for the validation data 
set, with stimuli differentiated by interférer level and filtering. The model fit 
for the validation set is very poor compared to the training set (RMSE =  33.82) 
indicating a lack of generalisability of the model, although the large confidence 
intervals around the subjective scores indicate considerable perceptual uncer­
tainty for the validation data, giving rise to a reduced RMSE* of 17.92. The 
large confidence intervals could be due to the more varied nature of the pro­
gramme material making it harder for participants to make a judgement for the 
entire duration of each stimulus.
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100
I
Ü
1 (c)o
a.
(a)+ Training set stimuli
Int. level: low; filter: flat
Int. level: low; filter: band-stop
Int. level: med; filter: flat
Int. level: med; filter; band-stop
Int. level: higfi; filter: flat
Int. level: filgh; filter: band-stop
100
Observed distraction
Figure 6.8: Optimal model fit to validation data. Stimuli are differentiated 
by interférer level and filtering.
A  number of weaknesses in the model can be observed in Figure 6.8. These are 
discussed in the following section.
6.5.3 Model weaknesses
The selected model suffers from a number of weaknesses: a lack of generalisabil­
ity to filtered interferers, over fitting, a lack of feature robustness, and difficulty 
in interpretation of the model coefficients. These problems are considered below.
Lack of generalisab ility  to  filtered  in te rfe re rs
It is evident in Figure 6.8 that the worst predicted points are those with band- 
stop filtered interferers, particularly at low interférer levels; these items are 
greatly over-predicted. For example, the points labelled (a) and (b) only differ 
in interférer filtering and were given similar subjective scores (27 and 82 respec­
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tively) but produced a 35-point difference in prediction, suggesting pronounced 
weaknesses in the way that the model handles frequency information. This can 
potentially be attributed to the small training set; the band-stop filtered in­
terferers clearly fall outside of the scope of the training set and arc therefore 
predicted poorly.
The idea that the training set is too small to produce a generalisable model is 
supported by Figure 6.9, which shows the model fit for the same set of features 
(i.e. a principal component reduction of all basic features) but trained on all of 
the available data (i.e. the training and validation sets). Points are differentiated 
by data set; the model fits well (RMSE =  8.91) and there is no discrepancy 
in prediction accuracy between the two sets. This suggests that the features 
selected do contain appropriate information, but the original training set was 
not large enough to produce a generalisable model.
100
1
5
1 0+
Q .
Oo
o  Original training set 
+ Original validation set
100
Observed distraction
F igure 6.9: M odel fit a fter re tra in in g  on tra in in g  and va lida tion  se ts. S tim u li 
are d ifferen tia ted  by  d a ta  set.
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O verfitting
When selecting the optimal model, cross-validation scores were considered in an 
attempt to select a generalisable model. However, the large number of features 
in relation to the number of data points, coupled with the poor fit to the vali­
dation set, suggest the likelihood of overfitting. When training the models t hat 
included PCA-based features, components with eigenvalues > 1 were automat­
ically retained. However, it is possible that fewer components could be used. 
Figure 6.10 shows a plot of RMSE, leave-one-out RMSE, and validation set 
RMSE for an increasing number of components from one to seventeen. There is 
a significant knee point at the fifth component, and the RMSE and leave-one-out 
RMSE values begin to diverge at this point. However, the optimal validation 
set performance is seen at eight components, with a steady rise from this point. 
The figure suggests that whilst it may be possible to reduce the number of com­
ponents in the model, this would not solve all generalisability issues as there is 
still a large discrepancy between the training and test set RMSEs as soon as 
the training set RMSE becomes reasonable.
 RMSE
 Leave-one-out RMSE
— — Validation set RMSE
HI 25
Number of components
Figure 6.10: M ode l û t for increasing n u m ber o f  p rin c ip le  co m pon en ts
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Feature rob u stn ess
The point marked (c) in Figure 6.8 shows one of the repeats from the training 
set. This point should be predicted well (given the good fit of the model to 
the training data), and it should be predicted very similarly in both data sets 
(assuming that the feature values are the same, potentially with some small er­
rors). Table 6.5 shows the subjective scores and model predictions for the three 
repeated points; there are notable differences between the predictions, suggest­
ing a lack of robustness of the features to small discrepancies in recordings. 
Figure 6.11 shows profile plots for the raw basic feature values for each repeated 
stimulus; the discrepancies are most pronounced for the second repeat stimulus 
(i.e. point (c) in Figure 6.5), but all stimuli show differences, particularly in the 
statistics that look at instantaneous values (maximum and minimum). Small 
errors or differences between recordings are more likely to bias these features as 
they are not averaged out over the length of the recordings, and therefore they 
are likely to contribute to the lack of robustness in the model.
Training V alidation
O bserved P red icted  O bserved P red icted
D u p licate 1 7.21 12.80 5.64 13.72
D u p licate 2 46.86 46.81 57.79 41.21
D u p licate 3 92.54 82.93 93.64 86.59
Table 6.5: Observed and predicted distraction for training set repeats
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In terp retab ility  o f  th e  m od el
Esbensen et al. [2002] note two primary benefits of performing regression on 
principal component scores: the components are orthogonal, therefore multi­
collinearity is avoided; and noise in the features is removed by only including 
components with high eigenvalues. However, there is a significant drawback in 
that it can be difficult to interpret the underlying perceptual space, particularly 
in the case of high-dimensional data (such as the seventeen components used 
in the above model). A heat map showing absolute variable loadings (Figure 
6.12) was used to attem pt to identify any relationships between the statistical 
features and principal components, and therefore the regression model. The 
first component appears to relate to mean, standard deviation, and maximum 
TIR, and the second component to minimum and skewness of TIR. However, it 
is very difficult to interpret any components beyond this, meaning that it is not 
possible to draw any meaningful information from the regression model as to 
the underlying causes for high or low distraction scores. This negates one of the 
main advantages of linear regression as the parameter values no longer provide 
diagnostic information.
6.6 Conclusions
In Chapter 6, the creation of a preliminary model of distraction using statistical 
features from time-frequency TIR maps was discussed.
In Section 6.1, the linear regression modelling method was introduced along 
with a set of evaluation metrics. In order to extract features related to TIR, per­
ceptually motivated time-frequency TIR maps were produced using the CASP 
model audio preprocessor; the process of creating the TIR maps was outlined 
in Section 6.2.
A range of simple statistical features was extracted from the TIR maps; the 
features were compiled into a large number of feature sets and linear regression 
was used to relate the features to the subjective distraction scores collected in
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F igure 6.12: H ea t m a p  show ing a b so lu te  variable load in gs on to  P C A  com ­
p o n en ts
the fourth phase of the elicitation experiment. The optimal model was selected 
as a trade-off between goodness-of-fit to the training data and the estimated 
ability of the model to generalise to new data (using cross-validation RMSE). 
The resultant model was validated using an independently collected data set 
(Section 6.5).
This preliminary modelling procedure was performed in order to answer the 
following questions.
• Can distraction judgements be predicted based on simple TIR-based fea­
tures?
• What considerations should be taken into account in the modelling pro­
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cedure?
C an d istraction  ju d gem en ts b e  p red icted  b ased  on  sim p le T IR -b ased  
features?
The optimal model showed a good fit to the training set (RMSE =  7.29, R  =
0.97). The feature set selected was a PCA reduction of all of the basic statis­
tical features, suggesting that whilst TIR information can be used to predict 
distraction scores, time-frequency information is also required for accurate pre­
diction. However, the produced model performed poorly when tested with an 
independently collected validation set.
W h at con sid erations sh ould  b e  tak en  in to  accoun t in  th e  m od ellin g  
procedure?
The model showed a poor fit to the independently collected validation data and 
a number of significant weaknesses were determined. The model exhibited:
• a lack of generalisability, particularly to band-stop filtered interferers;
• overfitting to the training set;
• a lack of robustness to small changes in recordings; and
• a lack of interpretability of the model.
These points provide useful insight into further modelling procedures and were 
taken into account during the experimental design and modelling described in 
Chapter 7. Specifically, the preliminary modelling process suggested that: it 
is important to train the model on a wide range of stimuli to improve general­
isability; more care must be taken to avoid over-fitting (for example, by using 
statistics that correct for the number of features in the model and a strict cross- 
validation procedure); and it is important that the coefficients in the regression 
model can be interpreted and therefore used to provide diagnostic information.
2 2 0
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In Chapter 1, personal sound zones were introduced alongside the concept 
of evaluating interference between zones—or any audio-on-audio interference 
situation—in a perceptually relevant manner. In order to do this, it is neces­
sary to produce a perceptual model. In Chapter 6, attempts to create a pre­
liminary model of distraction due to an audio interférer from using the data set 
collected in the elicitation experiment described in Chapter 5 were documented. 
This model suffered from a number of weaknesses (described in Section 6.5.3) 
of which the greatest problem was overfitting and a subsequent lack of general­
isability to new stimuli. It was felt to be beneficial to continue with a similar 
subjective experiment methodology (i.e. collecting distraction scores in a mul­
tiple stimulus task), but with a broader range of stimuli on which to train the 
model in order to produce a model that was more widely generalisable to a wide 
range of ecologically valid audio stimuli.
In this chapter, the creation of such a model is reported in order to answer the 
remaining two research questions.
• W hat are the most perceptually important physical parameters that affect 
distraction in a sound zone?
• W hat is the relationship between distraction and the relevant physical 
parameters?
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The potential range of audio-on-audio interference situations is limitless; there­
fore, it is necessary to specify boundaries on the application area of the model. 
In Section 7.1, a specification of criteria that the model should adhere to is 
outlined. In Section 7.2, the design of a listening test to collect subjective rat­
ings on which to train the model is outlined, including generation of a large 
stimulus set intended to cover the perceptual range of potential audio-on-audio 
interference situations adhering to the model specification. In Section 7.3, the 
subjective results of the experiment are summarised. In Section 7.4, the audio 
feature extraction process is detailed, followed by the training and evaluation 
of a number of perceptual models in Section 7.5. The final model is detailed in 
Section 7.6, providing an answer to the research questions stated above.
7.1 M odel specification
Creating a model of the perceptual experience of a listener in an audio-on- 
audio interference scenario is a potentially limitless task when considering the 
vast range of audio programmes that may be replayed in a personal sound 
zone system, the potential application areas of such systems, and the range of 
listeners. It is therefore necessary to imply constraints to the application area of 
the model in order to design a suitable and feasible data collection methodology. 
The following considerations are intended to specify the application areas and 
performance of the model. The perceptual model should:
• be applicable to situations where the listener is listening to the target 
programme for entertainment purposes in a domestic or automotive envi­
ronment:
— the target programme should be presented from 0 degrees;
— the interférer programme may come from any location;
• bo applicable a to wide range of music target and interférer programmes,
i.e. any audio programme that may be listening to for entertainment pur­
poses in domestic or automotive spaces;
2 2 2
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• be applicable to audio-on-audio interference situations that have arisen 
with or without sound zone processing^ ;
• work for monophonic target and interférer programmes; and
• generalise well to new stimuli, i.e. those outside of the set on which the 
model is trained.
The subjective experiment described in the following sections was designed to 
collect data suitable for training a model to fit the above specification.
7.2 Training set data collection experiment
In the following sections, the procedure for collection of subjective data on which 
to train the proposed distraction model is outlined.
A significant weakness of the preliminary distraction model was its lack of gen­
eralisability to new stimuli. This was attributed to the relatively small training 
set, but also the fact that due to the full factorial combinations used to train 
the model, the number of audio programmes used to create the fifty-four combi­
nations was in fact only three target and three interférer programmes—one pop 
music item, one classical music item, and one speech item. This is evidently far 
too few to try  to represent the full range of potential music items; there are wide 
varieties between musical items even within the same genre. The small number 
of target and interférer programmes also mean that features extracted from the 
individual target or interférer programmes (as opposed to the combined target 
and interférer) act as classifiers rather than continuous features, diminishing 
their utility in a linear regression model.
It was also felt that using full factorial combinations in which the same target 
and interférer programme items were used multiple times with other factors
^As considered in Chapter 1, audio-on-audio interference situations can occur ‘naturally’ or 
‘artificially’. In the artificial case, i.e. with sound zone processing, various artefacts may 
be introduced into target and/or interférer programmes. Such artefacts may include sound 
quality degradations, spectral alterations, spatial effects, and temporal smearing. It is de­
sirable for the model to work well for audio-on-audio interference situations including such 
alterations.
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varied (interférer level, interférer location etc.) could potentially bias subjects 
by making the distinction between the factor levels obvious and creating artifi­
cially large differences in ratings based on these factors, potentially inflating the 
importance of the factors. For example, when the target programme was held 
constant for each item on a test page, three of the stimuli under test featured 
the same target and interférer combination with the only difference being the 
interférer level, potentially inflating the importance of this factor.
Therefore, it was necessary to vastly increase the number of programme items. 
However, this had to be achieved whilst maintaining a feasible experiment de­
sign. To avoid the two problems highlighted above, a large pool of programme 
items was collected, and the items were not repeated at different factor levels. 
Factor levels were varied randomly over the programme items (detailed in Sec­
tion 7.2.3). This method increases the number of different programme items for 
which ratings can be collected in a reasonable time frame, whilst reducing the 
chance of biasing listeners towards particular independent variables. However, 
this comes at the cost of reduced potential for analysis of the importance of the 
experimental factors in the resulting data set through methods that assume a full 
factorial design (such as ANOVA), as the experimental factors are confounded 
with the programme material. This was felt to be a reasonable trade-off, as the 
primary reason for collecting the data set was the training of regression models 
for which a separate, non-factorial feature set is extracted from the stimuli.
In order to select the pool of programme material items, a random sampling 
procedure was designed; this is described in Section 7.2.2. The length of each 
stimulus was reduced from previous experiments in order to reduce variability 
over the stimulus duration and make the rating task simpler for participants. 
Through experience conducting various rating experiments, a stimulus duration 
of 10 seconds was felt to be appropriate. The stimuli were converted to mono 
by summing the left and right channels.
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7.2.1 Test duration and number of stimuli
As mentioned above, it was important to balance collection of a large training 
set featuring a wide range of programme items with designing a test of a feasible 
length in order to reduce participant fatigue and boredom. Based on comments 
from subjects following the multiple stimulus methodology used in previous 
experiments (Section 5.5) and pilot tests, a number of approximate parameters 
were determined. It was felt that a single page with between eight to ten stimuli 
was feasible^ and took participants approximately 5 minutes to perform. A 
reasonable session length of 45 minutes accommodates nine such pages.
The test was designed with two sessions of eight pages, each containing seven 
test items and one hidden reference, with one practice page in each session. This 
gave a total of 112 test stimuli per subject. Twelve of these stimuli were assigned 
as repeats in order to facilitate assessment of subject consistency, leaving one 
hundred unique stimuli. Creation of one hundred stimuli required collection of 
a pool of two hundred programme items (a target and an interférer programme 
for each stimulus). An additional sixteen programme items were required for the 
hidden references, alongside thirty items for the familiarisation pages, requiring 
a total collection of 246 programme items.
7.2.2 Collection of programme material
In order to produce a selection of stimuli covering a wide range of ecologically 
valid programme material within the constraints outlined in Section 7.1, a ran­
dom sampling procedure was designed. Selecting programme material items 
at random reduces potential biases inherent in manual selection of programme 
material; if stimuli are included or excluded for any particular reason deter­
mined by the experimenter, this may bias the feature selection and modelling 
towards particular features, increasing the likelihood of overfitting and reducing 
generalisability of the resultant model.
^The ITU recommendation BS.1534 [ITU-R 2003] suggests that there should be no more than 
fifteen stimuli per page including references and anchors.
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N o . S ta t io n R a d io  fo rm a t
1 BBC Radio 2 Hot adult contemporary, indie music, infotain­
ment
2 BBC Radio 1 Contemporary hit radio, news, entertainment, 
speech, showbiz
3 Classic FM Classical music
4 BBC Radio 3 Classical, jazz, world music, drama, culture, arts
5 Capital London Top 40 (contemporary hit radio)
6 BBC 6 Music Non-formatted or multi-formatted
7 Heart London Hot adult contemporary
8 Kiss 100 FM Dance, hip hop, drum and bass (D&B)
9 IXtra from the BBC Urban and hip hop, D&B, rhythm and blues 
(R&B), dancehall and garage
Table 7.1: Stations used in the random radio sampling procedure. Format 
details from Wikipedia.
R adio sta tio n s
In order to select a wide and representative range of audio stimuli, various 
radio stations were used as the programme material source. The stations were 
selected from the twenty stations with the largest audience according to the 
Radio Joint Audience Research (RAJAR) group [Rajar 2013]. The stations 
playing primarily music content were selected, and these stations were further 
reduced during a pilot of the sampling procedure in which it was found to be 
impossible to obtain programme material from a number of stations as they 
did not have online ‘listen again’ players. The final stations—detailed in Table 
7.1—exhibit a wide range of different musical styles.
Sam pling tim es
To further broaden the selection of different programme items samples were 
taken at different times throughout the day, as the same radio station may 
play appreciably different music to a different target audience. To produce the 
two hundred stimuli required for the full experiment, the day was split into six
226
Chapter 7: Distraction modelling
periods (12 a.m. to 4 a.m., 4 a.m. to 8 a.m., 8 a.m. to 12 p.m., 12 p.m. to 4 
p.m., 4 p.m. to 8 p.m., and 8 p.m. to 12 a.m.), and random times generated (to 
the nearest second) within each of these periods. W ith nine stations and six 
time periods, it was necessary to perform the sampling on four days to produce 
the desired number of items; the random times were different for each day.
As discussed in Section 7.1, the desired application area of the model is music 
target and interferers. It was therefore necessary to reject non-music items se­
lected using the random sampling procedure. To minimise experimenter bias in 
terms of the items that were permitted or rejected, only samples that consisted 
of music for their entire duration were included; interrupted speech, radio an­
nouncements, adverts, news, documentaries, and any other sources of non-music 
content were rejected. It was therefore necessary to perform the sampling across 
more days; a total of eight days were required to procure useable programme 
items at each of the sampling times.
The sixteen hidden reference stimuli were obtained from a pilot of the sampling 
procedure and used a reduced range of stations (1-5 from Table 7.1) as fewer 
programme items were required. Similarly, the selection of programme items 
for the familiarisation pages took place on two separate days and used radio 
stations 1-6.
Full details of the dates, times, and programme items are given in Appendix B.
O b tain in g  th e  audio
At each sampling point, the audio was obtained using Soundflower [Soundflower 
2013] to digitally record the output of the online ‘listen again’ radio players for 
each of the stations. Where possible, artists and track names were manually 
identified by listening to the radio announcer, information provided in the web 
player, or internet searches based on lyrics in the song. Using these methods, it 
was not possible to obtain artist or track names for 5% of the stimuli.
Using only audio that had been broadcast over the radio could limit the gen-
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eralisability of the resulting model due to the specific processing applied (e.g. 
compression and bit rate reduction). A pilot experiment was performed com­
paring subjective distraction scores for items obtained using the radio sampling 
method and the same items recorded from Spotify [Spotify 2013]. No significant 
differences between ratings were found, but due to obvious differences in the 
waveform of the recordings (for example, see Figure 7.1) and the difference in 
sound between the recordings, it was felt prudent to include both types of stim­
uli in the full experiment. Whilst the sound quality of stimuli obtained in this 
manner is not as high as that required in much audio research, both recording 
types are ecologically valid in this case as they represent common sources of 
audio in an entertainment scenario.
Radio recording, crest factor; 5.25
00:19 00:20 00:21 00:22 :23 00:24 00:25 00:26 00:27 00:28 00:29
Time (s)
Spotify recording, crest factor; 8.25
00:19 00:20 00:21 00:22 00:23 00:24 00:25 00:26 00:27 00:28 00:29
Time (s)
Figure 7.1: C om parison  o f  recordings from  th e  rad io  an d  S p o tify  for record ­
ing n u m ber 218 (see T able B . l ,  A p p e n d ix  B ). T he low er crest fac to r (peak-  
to -R M S  ra tio ) for th e  rad io  record in g  in d ica tes a h igher degree o f  com pres-
Therefore, 50% of the stimuli were rerecorded from Spotify (Ogg Vorbis lossy 
bit rate reduction at 320 kb/s). The Spotify stimuli were selected by taking 
the first 100 items from a randomly ordered list; where the exact recording 
was not available on Spotify (e.g. live recordings, unique remixes, or different 
performances of classical works) or it was not possible to identify the track, that 
programme item was skipped until a total of 100 recordings had been made from 
Spotify. The source of each programme item is detailed in Table B .l, Appendix 
B.
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L oudness m atch in g
The stimuli were perceptually loudness-matched in the same manner as those 
in the threshold of acceptability experiment (Section 2.2.9). All stimuli were 
roughly pre-balanced by ear and replayed through the experiment setup at ap­
proximately 66 dB LAeq(ios)- The stimuli were recorded using an omnidirec­
tional mono microphone at the listening position calibrated to 0 dB FS =  1 Pa. 
The recorded files were run through the GENESIS loudness toolbox [GENE­
SIS Acoustics 2011] implementation of Glasberg and Moore’s [2002] loudness 
model for time-varying sounds. The files were processed to match maximum 
LTL level, and the new files rerecorded through the playback system. The same 
procedure was followed again and the gains adjusted accordingly to give files of 
approximately equal perceptual loudness.
7.2.3 Experimental factors
As detailed in Section 7.2, the stimuli were not created as a full factorial com­
bination of factor levels. However, the factors discussed below were varied in 
order to produce a diverse set of stimuli. These factors were selected based on 
independent variables that had been found to cause significant changes in dis­
traction scores in previous experiments (interférer level) as well as factors that 
had not been fully investigated but affected perceived distraction in informal 
listening tests (target level, interférer location). Whilst the model specification 
states that the model should be applicable in the automotive listening environ­
ment, the presence of road noise was not found to affect perceived distraction 
during the elicitation experiment (Chapter 5) and was therefore omitted from 
this experiment.
T arget level
The contribution of target level to perceived distraction had not been fully 
investigated in previous tests, although it had been found to have a small effect
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in informal listening. In the threshold of acceptability experiment, a replay 
level of 76 dB LAgg(20s) was set based on reported preferred listening levels in a 
car with road noise at 60 dB(A) [Benjamin and Crockett 2005]. This level was 
found to be uncomfortably loud given the duration of the listening test, and 
was reduced to 70 dB LAgg(20s) for the elicitation experiment.
To account for the wide range of preferred listening levels for different situations 
(including different types of programme materials, listening environments, or 
background noise levels [Bech and Zacharov 2006]), listening levels were drawn 
randomly from a uniform distribution ±10 dB ref. 66 dB LAeg(ios)-
Interférer level
The interférer level has been found to have the most pronounced effect on per­
ceived distraction in all experiments performed as part of this project. As 
systems that are intended to reduce the level of the interfering audio are of 
primary concern, the interférer level was constrained to being no higher than 
the target level. In the threshold of acceptability experiment it was found that 
95% of entertainment scenario cases were acceptable with a TIR of 40 dB. How­
ever, on generating the stimulus combinations it was found that using 40 dB as 
the maximum TIR resulted in a large number of situations in which the inter­
férer was inaudible (with target levels as low as 56 dB LAgg(ios), a 40 dB TIR 
could result in very quiet interferers, increasing the likelihood of total masking). 
Through trial and error, the maximum TIR was set at 25 dB. Consequently, the 
interférer level was drawn randomly from a uniform distribution between 0 dB 
ref. target level and —25 dB ref. target level.
Interférer location
In a sound zone application, the interférer programme could potentially come 
from any direction. For example, in the automotive environment the layout of 
the seats makes it likely for the interférer to be located at 0 or 180 degrees^.
^The on-axis position  in front o f th e listener is referred to  as 0 degrees.
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whilst in a domestic setting, any angle is possible. Whilst interférer location 
was found to be the least important factor in the threshold of acceptability ex­
periment, it was felt to be worth investigating the effect of interférer location on 
perceived distraction. The interférer location was therefore randomly assigned 
for each stimulus with an equal number of cases replayed from 0, 90, 135, 180, 
and 315 degrees; these angles were selected to give a reasonable coverage of 
varying angles in front of and behind the listener and on both sides.
Informal listening performed in a sound zone system suggested that the relative 
location of target and interférer programmes is an important factor for perceived 
distraction due to unmasking effects with a target located off-centre [Moore 
2003]. However, it is a reasonable assumption that in a real system, the target 
programme will be replayed at 0 degrees relative to the listener, therefore target 
location was not varied in this experiment.
S tim u lus com b ination s
The target and interférer programmes were randomly selected from the pool of 
items and factor levels were randomly assigned to the combinations. The final 
combinations are detailed in Table B.4, Appendix B. Figure 7.2 shows a scatter 
plot of target level against interférer level, grouped by interférer location, for 
the 100 stimuli used in the main experiment. The plot shows that a wide range 
of points across the whole perceptual range were produced using the random 
assignment method described above.
R ep eats
In order to assess the reliability of subjects, it is desirable to include a number 
of repeat judgements. Due to the experiment design in which each target and 
interférer programme was only used once (i.e. not repeated with different factor 
levels as in previous experiments) it was felt to be less appropriate to include a 
repeat of every trial, as it would be easier for participants to detect the repeats 
and give the same judgement based on memory rather than reliability. The
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Figure 7.2: D istr ib u tio n  o f  fac to r levels. In terférer loca tion  in d ica ted  by- 
colour an d  shape.
number of repeats was therefore reduced in order to diminish the likelihood 
of two repeat stimuli being presented close to each other in time or of the 
participants recognising the presence of repeats.
Twelve stimuli were selected at random from the pool and used as repeats (the 
same stimuli were repeated for each participant).
7.2.4 Physical setup
The setup for the experiment was similar to that used in the threshold of ac­
ceptability and elicitation experiments. Five loudspeakers (Genelec 1032) were 
positioned at 0, 90, 135, 180, and 315 degrees at a distance of 2.2 m from the 
listening position and a height of 1.04 m (floor to woofer centre). The target was 
replayed from the 0 degree loudspeaker, whilst the interférer was replayed from 
one of the five speakers (see Section 7.2.3). All loudspeakers were concealed 
from view using acoustically transparent material.
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7.2.5 Experiment procedure
A multiple stimulus test was used to collect distraction ratings. The user in­
terface was modified from an ITU BS.1534 [ITU-R 2003] MUSHRA interface 
[Hummersone 2012] and featured unmarked 15 cm scales with end-point labels 
positioned 1 cm from the ends of the scale; a screenshot of the interface is shown 
in Figure 7.3. Each page consisted of eight items comprising seven test stimuli 
and a hidden reference (just a target with no interfering audio). Participants 
were instructed to rate at least one item (i.e. the hidden reference) on each page 
at 0.
Please rate the following excerpts for DISTRACTION
Distraction: How much th e  alternate audio pulls your attention or d istracts you from the  ta rg e t audio
Overpowered
Not At All Distracting
Play/Pause
Stop
i  Next Page
|P a g e  1 of~8~
[ ôn [ ôn i ô~i [ ô~i i ô~i [ ô~i [ ô~i i ô~~i  
F igure 7.3: In terface for th e  d istra c tio n  ra tin g  exp erim en t
In previous tests, the target programme was kept constant for each item on the 
page and a reference stimulus provided to which subjects could refer in order to 
aid their judgements. However, with no repeats of target programme material, 
this was not possible. Therefore, participants were given the opportunity to 
listen to just the target audio for each of the stimuli to act as an individual 
reference for each stimulus. This was controlled by a toggle button on the 
interface.
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A number of methods of controlling the interface were available to participants; 
the mouse could be used to click buttons and move sliders on the screen; key­
board shortcuts were available for auditioning the various stimuli and turning 
the reference on and off; and a Musical Instrument Digital Interface (MIDI) 
control surface was provided enabling full control of the test without use of key­
board or mouse. The control surface featured eight motorised faders that were 
used to give the rating for each stimulus, as well as buttons to select the stimu­
lus, toggle the reference, play/pause/stop the audio, and move to the next page. 
All original markings on the interface were covered to minimise distractions or 
biases.
7.2.6 Participants
A total of nineteen listeners participated in the two test sessions. Previous 
experiments suggested that experienced and inexperienced listeners were able 
to make reliable distraction ratings; therefore, there were no restrictions on the 
subjects recruited for the experiment. However, following the test participants 
were asked to give some details about their prior listening experience in order 
to facilitate further analysis (see Section 7.2.7).
7.2.7 Questionnaire
Following each test session, participants were asked to fill in a short question­
naire with the following questions.
1. Please write any reasons you encountered for giving particular distraction 
ratings, i.e., things about the programme material combinations that were 
particularly distracting or not distracting.
2. Do you have any other thoughts or comments about any aspect of the test?
3. Please tick all that apply.
(a) Pm a Tonmeister [University of Surrey Music and Sound Recording 
undergraduate] student.
(b) Pm a musician.
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(c) I  produce/record music.
(d) I ’ve participated in listening tests before.
The first question was intended to collect written data on which VPA could 
be performed in order to help to determine potentially useful features for the 
modelling process (see Section 7.4.1). The second question was intended to 
collect any relevant information about the test procedure to inform future lis­
tening test design and also provide insights into aspects of the data analysis. 
The third question was intended to enable categorisation of listeners for further 
results analysis.
7.2.8 Experiment design summary
An experiment was designed in order to collect distraction ratings for a wide 
range of randomly selected stimuli intended to cover the range of potential 
music items in an entertainment scenario. The experiment eschewed a full 
factorial design in favour of facilitating a wider range of programme material 
from which features could be extracted for performing predictive modelling. 
The programme material items were determined at random by sampling various 
popular radio stations, and the following factor levels were randomly assigned 
to create one hundred stimuli: target programme, interférer programme, target 
level, interférer level, and interférer location.
7.3 Results
In this section, an analysis of the results of the experiment described in the 
previous section are presented. As discussed above, it was not possible to per­
form a detailed factorial analysis of the results as a full factorial design was not 
used. However, it was possible to analyse subject performance and observe the 
stimulus scores in order to ensure the most reliable subjective scores for the 
regression modelling procedure.
For all analysis not specifically involving the repeat judgements, the repeats 
were removed to ensure a balanced data set.
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7.3.1 Subject performance
H idden  reference stim uli
Each test page featured a hidden reference stimulus (just a target programme 
with no interfere!') that participants were instructed to rate at 0. The hidden 
reference stimulus was only rated incorrectly in five cases out of 304 (1.6%), 
and by four different participants. The purpose of the hidden reference was to 
anchor the low end of the scale and confirm that participants were genuinely 
performing the required task; the high percentage of correct ratings indicated 
that this was indeed the case. The references were therefore removed from the 
data set for all further analysis.
R eliab ility  by su b jec t
Figure 7.4 shows the absolute mean difference across stimulus repeats for each 
participant, alongside the mean and standard deviation of absolute difference 
over all subjects and repeats.
1 2 3 4 5 6 7 9 10 11 12 13 14 15 16 17 18 19
Subject
F igure 7.4: M ean asbn lu te  clifFerence for re p e a te d  s tim u li b y  su b jec t. T hick  
h orizon ta l line sh ow s th e  m ean across su b jec ts ;  th in  h orizon ta l lines sh ow  
th e  m ean p lu s  one sta n d a rd  devia tion .
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The grand mean of 12 points shows reasonable consistency, and the majority 
of participants are at approximately this level. Subjects 6, 10, 16, and 18 all 
lie more than one standard deviation above the mean. However, in the cases of 
subjects 6 and 16 this is a small distance and can be attributed to one stimulus 
being poorly judged; this can be seen in Figure 7.5, which shows a heat map with 
the colour representing the size of the absolute difference for each subject and 
stimulus. For subject 18, two stimuli stood out as being rated inconsistently, 
whilst subject 10 performed poorly on a number of stimuli.
101 (13) 
102(91)
103 (98)
104 (88)
105 (48) 
J  106(81)
I
CO 107(23) 
108 (29) 
109(11) 
110(62) 
111  ( 1 0 0 ) 
112(75)
! ■ 150 >
1 2 3 4 5 6 7 9 10 11 12 13 14 15 16 17 18 19
S u b je c t
F igure  7.5; H eat m a p  show ing  a b so lu te  difference for each su b je c t an d  s t im ­
ulus. T he colour o f  each cell represen ts th e  size  o f  th e  a b so lu te  difference.
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R eliab ility  by stim ulus
It is possible that the repeat stimuli selected (at random) were particularly 
difficult to judge. To see if any of the repeats were particularly difficult, absolute 
mean difference was plotted by stimulus (Figure 7.6), again with mean and 
standard deviation of absolute difference over all subjects and repeats shown 
with horizontal lines.
There was shown to be a larger discrepancy between the stimuli than the sub­
jects, with stimuli 105, 106, and 111 being rated particularly badly. In combi­
nation with the results presented above, this suggests that subjects 6, 16, and 
18 performed particularly badly on stimuli for which a number of participants 
found it difficult to make consistent judgements; however, subject 10 performed 
poorly on stimuli for which the repeats were generally rated similarly by the 
majority of participants (102, 103, 108, 112).
Stimulus ^
Figure 7.6: M ean ab so lu te  difference b y  stim ulus. T hick  h orizon ta l line  
show s m ean across stim uli; thin h orizon ta l line show s th e  m ean p lu s  one  
sta n d a rd  devia tion .
S ub jec t g rouping
Cluster analysis can be used to determine whether the subjects fall into two 
or more groups, i.e. whether there are different ‘types’ of subject. This can be
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performed by observing the distribution of results across all stimuli, considering 
each subject as a point in an n-dimensional space (where n is the number of 
stimuli) and comparing the distance between subjects on some metric.
Agglomerative hierarchical clustering was used to build clusters. In this method, 
each subject is initialised as an independent cluster and the nearest two clusters 
are merged at each stage. The Euclidean distance was used as the metric, and 
the scores given by each subject were standardised to account for differences in 
scale use and focus on differences in rating schemas. The ‘average’ method was 
used to determine the distance between clusters; this accounts for the average 
distance given by pairwise comparisons between all subjects in two clusters.
The results from this procedure can be visualised using a dendrogram, shown 
in Figure 7.7.
3 15 5 9 1 6 8 2 18 7 14 12 13 17 4 19 10 11 16
Subject
Figure 7.7: D en drogram  show ing  su b je c t groups. A g g lo m era tive  h ierarchi­
cal clu sterin g  w as p erfo rm ed  using th e  average E uclidean  d ista n ce  betw een  
all su b je c ts  in each cluster.
There arc various methods for determining the number of clusters in the data 
depending on the reason for performing the analysis or underlying assump­
tions about why the clusters may be created. One method is to set a distance 
threshold; separate clusters are determined where the distance is over a certain 
threshold. Alternatively, a number of clusters n can be pre-determined by the 
experimenter; the threshold is determined by finding the cutoff point at which 
n clusters are produced.
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In this case, the purpose of the analysis was twofold: to see if any subjects stood 
out as rating particularly differently from the group, and to determine potential 
groups of subjects which may help when fitting regression models to the data. 
Iteratively increasing the number of clusters that are extracted suggests that 
the subjects to the right of Figure 7.7 stand out in a number of small groups. 
This suggests that these subjects performed quite differently to the majority.
This outlying group includes subjects 10 and 16, both of whom performed poorly 
in the reliability analysis described above. Ratings from these subjects were 
removed from further analysis because of their potential unreliability as judged 
by their lack of test-repeat reliability and also the apparent difference from 
the group. Subject 10 was an experienced listener whilst subject 16 was an 
inexperienced listener.
R eliab ility  by su b ject ty p e
Figure 7.8 shows the mean absolute difference between repeat judgements av­
eraged over subject and stimulus and separated by listener type (experienced 
or inexperienced listeners; nine experienced listeners and eight inexperienced 
listeners). As expected, there was no evidence that experienced listeners were 
able to make distraction ratings significantly more reliably than inexperienced 
listeners. This was found to be the case for all subject categories for which the 
data detailed in Section 7.2.6 was collected.
Sum m ary
Twelve stimuli from the experiment were repeated in order to analyse subject 
performance. A number of subjects were found to perform poorly, and two 
subjects (10 and 16) were removed from the data before further analysis as they 
performed poorly on stimuli that were generally rated well and were also shown 
in a clustering analysis to perform differently from the majority of participants. 
There were no significant differences between the performance of subjects with 
different levels of listening experience.
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Inexperienced Experienced
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F igure 7.8: M ean a b so lu te  difference (across stimulus) by su b je c t typ e . 
E rror bars sh ow  95% confidence in terva ls ca lcu la ted  using th e  t-d is tr ib u tio n .
7.3.2 Distraction ratings
Figure 7.9 shows mean distraction for each of the 100 stimuli, with error bars 
showing 95% confidence intervals calculated using the t-distribution. The re­
sults have been ordered by mean distraction. It is apparent that the stimuli 
created using the random sampling and experimental factor assignment proce­
dure successfully covered the full perceptual range of distraction. The error bars 
show reasonable agreement between subjects (mean width of 17.93 points) and 
suggest that participants were able to discriminate between stimuli. The error 
bars are longer towards the middle of the distraction range, suggesting greater 
agreement between subjects in the cases with least or most distraction.
The following figures show the relationship between the experimental factors 
described above and the distraction scores. The experiment design used does 
not facilitate a detailed analysis of the results using these factors, however it is 
possible to observe the relationship to suggest potential trends.
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100
IQ
Stimuli
Figure 7.9: M ean d istra c tio n  (across su b je c t)  for each stim u lu s (so r ted  b y  
m ean d is tra c tio n ). E rror bars sh ow  95% confidence in terva ls ca lcu la ted  
using th e  t-d is tr ib u tio n .
T arget level
Figure 7.10 shows distraction scores plotted against target level. The small posi­
tive correlation (R = 0.13) is non-significant [p — 0.20) indicating no significant 
relationship between the target level and perceived distraction.
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Target level (dB ref. 76 dB LAeq(10s))
Figure 7.10: C orrela tion  betw een  d istra c tio n  an d  ta rg e t level
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In te rfé re r  level
Figure 7.11 shows distraction scores plotted against the absolute interférer level. 
There is a significant large correlation {R =  0.65, p < 0.01), indicating a signif­
icant relationship between the interférer level and perceived distraction.
100 
90
70 
o  60 
§ 50 
g 40 
30 
20 
10 
0
OqO . 0.65o P = 0.00
0^0
-45 -40 -35 -30 -25 -20 -15 -10 -5
Interférer level (dB ref. 76 dB LAeq(IOs))
Figure 7.11: C orrela tion  betw een  d istra c tio n  an d  in terférer level
Figure 7.12 shows distraction scores plotted against the difi'erence between 
target and interférer levels. There is a marginally larger positive correlation 
(R = 0.68, p < 0.01), indicating that the relationship between target and inter­
férer levels is important for perceived distraction.
100 
90
70
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1 so
g «
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Interférer level (dB ref. target level)
Figure 7.12: C orrela tion  betw een  d istra c tio n  an d  ta rg e t-to -in terfe rer ra tio
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In te rfé re r  location
Figure 7.13 shows mean distraction for each interférer location. It is not possible 
to draw firm conclusions from this plot as the interférer location is confounded 
by target and interférer programme and level. The figure suggests that there is 
potentially a small effect of interférer location, with a slight increase in distrac­
tion caused by the interférer being presented fiom 135 or 315 degrees. However, 
this effect is not pronounced.
CO 45
Q  40
0 90 135 180 315
Interférer location (degrees)
F igure 7.13: M ean d is tra c tio n  aga in st in terférer location . E rror bars sh ow  
95% confidence in terva ls ca lcu la ted  using th e  t-d is tr ib u tio n .
7.3.3 Results summary
In Section 7.3, results analysis from the distraction rating experiment was pre­
sented. Subject reliability was quantified using the mean absolute difference 
between judgements on a set of twelve stimuli that were repeated within the 
experiment design. It was found that a number of the repeated stimuli were 
generally found more difficult to rate consistently, but even accounting for this, 
a number of participants stood out as performing particularly unreliably. This 
analysis was coupled with a clustering of the subjects using agglomerative hi­
erarchical clustering, which revealed a number of participants that performed 
differently to the majority. The subjects that fell into this external group as 
well as performing unreliably (subjects 10 and 16) were removed from all further 
analysis.
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Whilst the experiment design did not facilitate comprehensive analysis of dis­
traction results according to factor levels, some preliminary analysis was per­
formed. It was shown that the stimuli selected covered the range of percep­
tual distraction, and subjects exhibited reasonable agreement on ratings. As 
expected, the interférer level and TIR showed significant relationships with per­
ceived distraction.
7.4 Feature extraction
In order to perform regression modelling and develop a predictive model of 
perceived distraction, it was necessary to determine the features of the audio- 
on-audio interference situation that were pertinent to the rating given. In the 
first instance it was assumed that TIR was the most important factor; therefore, 
preliminary models focussed on features relating to time-frequency TIR maps 
(see Chapter 6). The results presented in Section 7.3 suggested that TIR is an 
important factor but not sufficient to explain all of the variance in the subjec­
tive distraction ratings {B? =  0.46). Therefore, additional features from the 
target and interférer audio programmes that could be used to model perceived 
distraction were determined.
The range of potential features that could be extracted from the audio data 
was prohibitively large. It was therefore felt desirable to determine potential 
features based on reasons that participants gave for finding the audio-on-audio 
interference situations distracting, in order to limit the feature set to a more 
manageable size whilst determining potentially relevant features. VPA is a 
technique by which qualitative data can be categorised in order to draw useful 
inferences [Ericsson and Simon 1993]. A VPA procedure was performed using 
the qualitative responses given by subjects to the questionnaire described in 
Section 7.2.7. The subjective responses were coded (see Section 7.4.1) into 
categories, which were then used to motivate a seareh for suitable features (see 
Seetion 7.4.3).
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7.4.1 Coding
Written responses from the questionnaire described in Section 7.2.7 were sub­
jected to VPA performed by the author; the responses to questions one and two 
(referring to reasons for giving a particular distraction rating and listening test 
design respectively) were coded (using NVivo qualitative analysis software) into 
groups of similar reasons for the level of perceived distraction according to the 
subjective responses. Responses to question two were included in the coding in 
order to collect information about the experiment design and also statements 
that would have been more relevant as an answer to question one.
Table 7.2 contains the group titles and number of statements coded into each 
group. The groups were used as the motivation for the features selected in 
Section 7.4.3.
Title Frequency
Programme type 20
Level 19
Differentiation or blend between target and interférer 11
Familiarity 11
Location 11
Tempo 10
Instrumentation 8
Masking 7
Preference 7
Presence of vocals 7
Key clash 6
Frequency range and spectral content 5
Rhythmic variation 3
Clarity of main feature 2
Transients in interférer 2
Temporal gaps 1
Clarity of intricate features 1
Sound quality 1
Noise in target 1
Table 7.2: VPA coding groups and frequency
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7.4.2 Stimulus recording and data file generation
In order to perform the feature extraction, all stimuli were recorded at the 
listening position as they were reproduced in the experiment. The target and 
interférer programmes were recorded separately in order to allow extraction of 
features just relating to either signal in addition to those related to the target- 
interferer combination. Monophonic and binaural recordings were made.
7.4.3 Features
Audio features felt to be relevant to the categories described in Section 7.4.1 
were selected by the author. Features were based on output from a number of 
toolboxes: CASP model time-frequency TIR maps (see Section 6.2) and mask­
ing predictions [Baykaner et al. 2013]; the Musical Information Retrieval (MIR) 
toolbox [Lartillot and Toiviainen 2007]; the Perceptually Motivated Measure­
ment Project (PMMP) toolbox [Mason et al. 2004]; the Perceptual Evaluation 
for Audio Source Separation (PEASS) toolbox [Emiya et al. 2011]; and the GEN­
ESIS loudness toolbox [GENESIS Acoustics 2011]. These toolboxes are briefly 
described below; Table C.2 in Appendix C gives a more thorough overview of 
the extracted features.
C A S P  m od el
The CASP model [Jepsen et al. 2008] was used to produce internal represen­
tations of the target audio and interférer audio, time-frequency TIR maps as 
detailed in Section 6.2, and masking threshold predictions [Baykaner et al. 2013].
M IR  to o lb o x
The MIR toolbox [Lartillot and Toiviainen 2007] comprises a large number of 
MATLAB functions for extracting musical features from audio. The toolbox
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contains both low- and high-level features, i.e. those that aim to quantify a 
simple energetic property of a signal such as root mean square (RMS) energy 
in addition to those that perform further processing based on the low-level 
features in an attempt to predict psychoacoustic percepts such as emotion. The 
features are related to musical concepts, including tonality, dynamics, rhythm, 
and timbre. Such features are potentially relevant to the categories elicited in 
the VPA described above.
P M M P  to o lb o x
The PMMP aimed to relate physical measurements of audio signals to per­
ceptual attributes of spatial impression and resulted in a MATLAB software 
package [PMMP Project 2013] that predicts perceived angular width and di­
rection from binaural recordings. The PMMP software was used to generate 
predictions of the interférer location; the predicted angle was averaged across 
time and frequency. However it must be noted that location prediction was not 
the primary goal of the project (see Section 7.4.4).
P E A S S  to o lb o x
The PEASS toolbox [Emiya et al. 2011] contains a set of objective measures 
designed to evaluate the perceived quality of audio source separation, alongside 
test interfaces for collecting subjective results. The toolbox is designed to make 
objective and subjective measurements of overall quality, distortion of the target 
source, interference from other sources, and musical noise artefacts.
Four corresponding scores are produced by the toolbox: the overall perceptual 
score (OPS); the target-related perceptual score (TPS); the interference-related 
perceptual score (IPS); and the artefact-related perceptual score (APS). The 
predictions are generated by calculating various perceptual similarity metrics 
(PSMs) based on different aspects of the signal; the PSM is generated using the 
PEMO-Q algorithm [Huber and Kollmeier 2006]. The resulting PSMs are then 
mapped to the OPS, TPS, IPS, and APS predictions by a non-linear function
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(one hidden layer feedforward neural network) trained on listening test results. 
G E N E SIS  loudness too lbox
The CENESIS loudness toolbox [CENESIS Acoustics 2011] provides a set of 
MATLAB functions for calculating perceived loudness from a calibrated record­
ing. Specifically, Clasberg and Moore’s [2002] model of the loudness of time- 
varying sounds was used to predict loudness.
7.4.4 Feature extraction weaknesses
The method of feature extraction described above has a number of weaknesses. 
Whilst a large number of potentially relevant features were produced, there is no 
guarantee that the selected features cover the percepts implied by the VPA cate­
gories. The feature set is also incomplete in that a number of categories were not 
possible to represent based on features extracted from the audio. For example, 
subjective factors that relate to the participant rather than the signal—such as 
familiarity and preference-cannot be extracted. Finally, it is possible that some 
of the features do not accurately convey the percept that they were selected to 
represent. For example, the PMMP toolbox was used in an attem pt to predict 
the interférer location. As the interférer location was known for the training 
set, the accuracy of this feature can be directly determined. Figure 7.14 shows 
a plot of actual stimulus location against predicted stimulus location. It is clear 
that this feature failed to accurately predict the interférer location (this was not 
felt to be a critical failure given the apparent lack of importance of interférer 
location in Section 7.3.2).
7.4.5 Feature extraction summary
In order to suggest features that could be used to predict perceived distraction, 
written data was categorised using VPA. The categories were used as the basis 
for determining a large set of features, which were extracted from monaural
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Figure 7.14: A c tu a l in terférer loca tion  again st p re d ic te d  in terférer loca tion
and binaural recordings of the target and interférer audio programmes. The 
features were created using a range of toolboxes with different representations 
of the audio and in different frequency ranges. The feature set comprised a total 
of 399 features.
7.5 Model training
In this section, the procedure of mapping audio features to subjective distraction 
ratings in order to develop a predictive model of distraction is discussed. In order 
to produce models in which the coefficients are interpretable and can therefore be 
used to provide information about the perceptual experience as well as accurate 
predictions, linear regression was selected as the modelling method.
With a large number of features (399 in this case), selection of the appropriate 
features is difficult and it is important to avoid overfitting, for example by 
considering cross-validation scores and metrics that account for the number of
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features used (e.g. adjusted R^), and interpreting the selected features with 
a knowledge of psychoacoustics and the relevant literature in order to make 
suggestions as to why a particular feature is found to be useful in a prediction.
Models were evaluated using the metrics described in Section 6.1; the number 
of iterations of the fc-fold cross-validation procedure was increased to 5000.
7.5.1 Model one: stepwise model
In the first instance, a stepwise algorithm (MATLAB s te p w ise f it)  was used 
to fit a linear regression model. The procedure starts with an initial model (the 
mean of the subjective results if no features are specified) and adds features 
based on their improvement to the model using the following algorithm.
1. Fit the initial model.
2. If any features not in the model have p-values less then Pe (i.e. would 
significantly improve the prediction of the model at a specified probability 
Pe), add the feature with the lowest p-value to the model. Repeat this 
step until the stated condition is no longer true.
3. If any features in the model have p-values greater than pr (i.e. do not 
significantly improve the model performance at a specified probability Pr), 
remove the feature with the largest p-value and return to step two.
4. End.
When the stepwise modelling algorithm was run with no initial model and all 
features made available—with pe =  0.05 and Pr = 0.1—the following selections 
were made:
•  169: RMS level of target (left ear)
•  207: Loudness ratio (mono)
• 208: Loudness ratio (binaural)
• 219: PEASS IPS
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• 263: Model range, interférer, high frequency range (mono)
• 295: Model range, interférer, high frequency range (ear with lowest range)
• 316: Percentage of temporal windows with TIR < 5 dB (best ear)
Figure 7.15 shows the model fit, and performance statistics are given in Table
7.3. The model fit is good (RMSE 9.03), especially considering the uncertainty 
in the subjective scores (the 95% confidence intervals around the subjective 
scores had a mean of 17.93). When the error in the subjective scores is ac­
counted for (using RMSE*), the fit improves to 4.33. The cross-validation 
performance is also encouraging, with only a small increase in RMSE when 
using leave-one-out cross-validation and the stricter two-fold cross validation. 
However, the large mean and maximum VIE values suggest significant multi- 
collinearity between two or more features; in this case, there is unsurprisingly 
high correlation between the mono and binaural loudness ratio. This suggests 
that the model would be more robust using just one of these features.
.9  60
.9  50
OoQ- 30
o o
Observed distraction
Figure 7.15: M odel fit for th e  full s te p w ise  m o d el
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Statistic Full stepwise model
RMSE 9.03
RMSE* 4.33
Leave-one-out cross-validation RMSE 9.74
2-fold cross-validation RMSE 10.61 ±  0.58
R 0.94
R? 0.89
Adjusted R? 0j&
Max. VIE 21.09
Mean VIE 7.60
Number of features 8
Table 7.3: Statistics for the full stepwise mode
Figure 7.16 shows standardised coefficient values for each feature in the model. 
The problem with including the two loudness ratio features becomes immedi­
ately obvious when observing the coefficient values; they have the opposite sign 
indicating that what should be essentially the same feature is acting differently. 
The mono loudness ratio coefficient is only just significantly different from zero 
and acts in a counterintuitive manner (i.e. as mono loudness ratio increases, 
distraction increases—this is contrary to previous findings). Therefore, it is 
possibly beneficial to remove this feature from the model.
The coefficients for the other features show an intuitive relationship with the 
distraction scores. As the target level increases, distraction shows a small in­
crease. As the PEASS IPS improves, distraction decreases. The interférer model 
range in the high frequency bands is more difficult to interpret; although the 
VIE due to these features was not unduly high, the features are significantly 
positively correlated (R = 0.84, p < 0.01) and therefore the fact that the pa­
rameter weights have opposite signs is again worrying and suggests potential 
overfitting. Finally, as the number of temporal windows with TIR less than 5 
dB in the ear with highest TIR decreases, the distraction score increases.
A further evaluation method consists of observing the distribution of residuals 
(the difference between the model predictions and observed distraction scores). 
Figure 7.17 shows a number of ways of visualising the residuals. The residuals
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F igure 7.16: S ta n d a rd ised  coefficient values for th e  full s te p w ise  m odel. 
E rror bars sh ow  95%  confidence in terva ls for th e  coefficient estim a tes .
have been studentized, that is, the value of the ith  residual is scaled by the 
standard deviation of that residuaD.
In linear regression, the residuals are assumed to be normally distributed and 
homoscedastic (that is, the variance is equal across the range of predictor vari­
ables). Figure 7.17a indicates that in this case, the residuals are heteroscedastic; 
they have greater variance in the middle of the predicted distraction range than 
at the ends of the range. However, it is interesting to interpret this plot in 
conjunction with Figure 7.18, which shows a scatter plot of subjective distrac­
tion ratings against the width of the 95% confidence interval for each rating. It 
can be seen that uncertainty in the subjective scores increases in the middle of 
the distraction range, which could go some way towards explaining the greater 
variance in the residuals in this range of the model predictions.
The histogram in Figure 7.17b shows that the residuals are approximately nor­
mally distributed with the exception of a slight bias towards the lower tail of 
the distribution. This observation is supported by the lower tail of the Q-Q plot
^In linear regression, the standard deviation of each residual is not equal, hence th e need for 
studentization  rather than standardisation in which the residuals are all scaled by th e overall 
standard deviation.
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(Figure 7.17c). These plots therefore combine to indicate that the model may 
not be appropriate as the assumptions for linear regression are not fully satisfied. 
This suggests that further refinement of the features selected is necessary.
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Figure 7.17: V isualisa tion  o f  s tu d e n tize d  residu als for th e  full s te p w ise  
m odel
255
Chapter 7: Distraction modelling
£
i  20
o  95% 01 width 
 Mean 95% Cl width
. O 'O' o g-
°  CO
-ors—o-
Oor
30 40 50 60 70
Subjective distraction
F igure 7.18: 95% confidence in terva l w id th  aga in st d is tra c tio n  scores for  
su b je c tiv e  ra tings. H orizon ta l line show s m ean 95% C l  size.
7.5.2 Model two: adjusted model
In an attempt to correct some of the problems exhibited in the model above 
(i.e. the multicollinearity introduced by very similar features, uncertain and 
contradictory coefficients, and non-normal and heteroscedastic residuals), the 
features selected in the stepwise procedure were refined in order to produce a 
simpler model. The binaural versions of the duplicated features were retained as 
they were generally more significantly different from 0 in the full stepwise model. 
The RMS level feature was switched to the monophonic version, as there was no 
apparent justification for using the left or right ear signals; however, where the 
features included the best or worst ear signals, these were retained. Therefore, 
the new feature set consisted of the following features.
• 168: RMS level of target (mono)
• 208: Loudness ratio (Ifinaural)
• 219: PEASS IPS
• 295: Model range, interférer, high frequency range (ear with lowest range)
• 316: Percentage of temporal windows with TIR < 5 dB (best ear)
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Figure 7.19 shows the model fit, and performance statistics are given in Table
7.4. As would be expected when removing two features, the goodness-of-fit is 
slightly reduced, although the RMSE* is very similar between the two models. 
The adjusted model performs marginally better when considering the differ­
ence between RMSE and cross-validation RMSE, suggesting the possibility of 
improved generalisability. The variance explained (adjusted is very sim­
ilar between the two models, whilst the multicollinearity between features is 
much lower with the maximum VIE falling below the acceptable tolerance of 
10 suggested by Myers [1990]. The loudness ratio and PEASS IPS have the 
highest VIE scores (5.60 and 4.65 respectively) indicating that these features 
may duplicate some of the necessary information.
100
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Ü
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Observed distraction
Figure 7.19: M odel fit for th e  a d ju ste d  m o d el
Figure 7.20 shows standardised coefficient values for each feature in the model. 
The relationships shown are similar to those for the full stepwise model (above).
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S ta t is t ic A d ju s te d  m o d e l F ull s te p w ise  m o d e l
RMSE 9.51 9.03
RMSE* 4.45 4.33
Leave-one-out cross-validation RMSE 10.07 9.74
2-fold cross-validation RMSE 10.71 ±  0.52 10.61 ±  0.58
R 0.94 0.94
0.88 0.89
Adjusted R^ 0.87 0.88
Max. VIE 5.60 21.09
Mean VIE 7.60
Number of features 6 8
T able 7.4: S ta tis tic s  for th e  a d ju ste d  m o d e l
I
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F igure 7.20: S ta n dard ised  coefficient values for th e  a d ju s te d  m odel. E rror  
bars show  95% confidence in terva ls for th e  coefhcien t estim a tes .
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The studentized residuals are visualised in Figure 7.21. The apparent deviations 
from normality and homoscedacitity are still present; again, there is greater 
variance towards the middle of the predicted distraction range, and a tendency 
for the model to over-predict (i.e. pronounced negative residuals). Five points 
lie outside of ±2 standard deviations (stimuli 16, 45, 3, 31, and 26) and can 
therefore be considered outliers. These outlying stimuli are considered further 
in Section 7.5.3.
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(a) Residuals plot
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(c) Q-Q plot
Figure 7.21: V isualisation  o f  s tu d e n tize d  residuals for th e  a d ju sted  m o d el
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7.5.3 Model three: adjusted model with outliers removed
The adjusted model was retrained with a reduced stimulus set (i.e. with the 
outliers—detailed in Table 7.5—removed from the training set), in order to as­
sess the influence of the outlying points on the model and evaluate the model 
without the difficult cases. Statistics for the adjusted model with outliers re­
moved are given in Table 7.6; the model fit is shown in Figure 7.22; and studen­
tized residuals are visualised in Figure 7.23. As may be expected, the model fit 
was improved by retraining without the outlying stimuli; RMSE was reduced 
by over 1.5 points to 7.89, with RMSE* reduced to 2.55. The studentized resid­
uals plot (Figure 7.23a) shows a more even distribution of residuals over the 
range of predictions, indicating better homoscedasticity (although there is still 
greater variance in the residuals towards the middle of the prediction range). 
It is interesting to note that more stimuli stand out as having high studentized 
residuals (±2 standard deviations). The Q-Q plot (Figure 7.23c) shows small 
deviations from normality but a reduction in the long tails, particularly the 
under-predicting seen for the adjusted model in Figure 7.21c.
No. y  ÿ  ÿ ' Targ. prog. Int. prog. Targ. Int. Int.
lev. lev. loc.
16 4.65 29.80 30.22 “Monolith” -  Cross­
faith
“Relight m y f ire” -  
Take That ft. Lulu
-2 .83  -22.73 315
5 13.76 40.09 41.20 “I  still believe” -  
Cast of Miss Saigon
“Look to the s ta rs” 
-  Hans Zimmer
-16.34 -28.93 180
31 16.00 36.47 37.62 “Bad habit” -  Foals “All that glim­
m ers” -  Hope For 
Return
-10.06 -17.69 0
45 28.18 56.17 57.49 “Blow me one last 
kiss” -  Pink
“You don’t know 
what love i s ” -  
White Stripes
-17.59 -18 .9  180
26 47.06 28.23 29.52 “Symphony no. 5 
mov. 2 ” — Schubert
“Penny Lane” -  
The Beatles
-17.12 -27.06 0
Tabic 7.5: Outlying stimuli from adjusted model; y is the subjective dis­
traction rating, y  is the prediction by the adjusted model (full training set), 
and y' is the prediction by the adjusted model trained without the outlying 
stimuli.
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S ta t is t ic A d ju ste d  m o d e l, 
n o  o u tlier s
A d ju ste d  m o d e l
RMSE 7\89 9.51
RMSE* 2^ 5 4.45
Leave-one-out cross-validation RMSE 8^8 10.07
A;-foId cross-validation RMSE 9.78 ±  0.20 10.71 ±  0.52
R 0.96 0.94
R? 0.92 0.88
Adjusted R^ 0.91 0.87
Max. VIE 5.78 5.60
Mean VIE 3^ 8 1L25
Number of features 6 6
Table 7.6: S ta tis tic s  for a d ju ste d  m o d e l tra in ed  w ith o u t th e  o u tly in g  stim u li. 
For th e  k -fo ld  cross-validation , k =  5 for th e  m o d el tra in ed  w ith o u t o u tliers  
(as o p p o se d  to  k =  2 for th e  a d ju ste d  m od el), as th e  n in ety-five  tra in in g  
cases could n o t be d iv id e d  even ly  in to  tw o  folds.
100
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Figure 7.22: M odel fit for th e a d ju ste d  m o d el tra in ed  w ith o u t th e  o u tly in g  
s tim u li
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It is interesting to observe the parameter values for the same model trained with 
or without the outlying stimuli; standardised coefficients for both models are 
shown in Figure 7.24. There are no significant differences in the parameter val­
ues, indicating that the presence of the outlying stimuli in the training set does 
not affect the coefficient estimates. This is reflected in the similar predictions 
made for the outlying stimuli with the adjusted model and the adjusted model 
with no outliers (respectively y and y' in Table 7.5).
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Figure 7.23: V isualisation  o f  s tu d e n tize d  residuals for th e  a d ju s te d  m o d el 
tra in ed  w ith o u t th e  o u tly in g  stim u li
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Figure 7.24: S ta n d a rd ised  coefficient values for th e  a d ju ste d  m o d el tra in ed  
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The similarity between model parameters suggests that the selected features can 
be used to predict distraction well for the majority of stimuli but fail under par­
ticular conditions. In order to ascertain the reason for the failure of the selected 
features on a small number of stimuli, the outlying stimuli were auditioned by 
the author (details of the combinations are given in Table 7.5).
For the over-predicted stimuli (16, 5, 31, and 45), there were musical similarities 
between target and interférer programmes that had the effect of ‘hiding’ the in­
terférer; whilst the energetic content of the interférer may have suggested that 
the interfere!' was distracting, particular musical features helped to alleviate 
this distraction. For example, the strings in the stimulus 5 interférer blended 
particularly well with the target programme; the timing, style, and key sig­
natures were not conflicting. Similarly with stimulus 31, the combination of 
the target and interférer sounded like a messy and discordant rock song, which 
works fairly well given the style; the interférer is audible but not particularly 
distracting because of the musical combination.
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Conversely, the under-predicted stimulus (26) featured a prominent beat in the 
interférer programme that nearly fitted with the pulse of the target programme; 
the contrasting genres and slight rhythmic disparity create a large and obvious 
clash with the classical target programme, regardless of TIR.
Such musical features are very difficult to extract, and this problem is com­
pounded by the fact that for the majority of stimuli, the energy-based features 
are sufficient for making accurate predictions. Whilst the VPA procedure used 
for suggesting potential features considered musical features such as key clashes, 
the features indented to model such aspects did not prove particularly beneficial 
in the modelling process and were not selected by the stepwise algorithm; most 
such features exhibited low correlation with the subjective scores. It should also 
be noted that a number of aspects considered in the VPA could not be measured 
by features extracted from the audio; for example, preference or familiarity were 
both regularly mentioned by subjects but it is not possible to obtain data for 
such subjective quantities.
A visual analysis of scatter plots of observed distraction scores against feature 
values was performed in order to determine any features that grouped the outly­
ing stimuli, in an attem pt to find features to improve the model. Features that 
grouped the outlying points could potentially be used to determine the stimuli 
for which the model could not make accurate predictions, and therefore sug­
gest the use of a different model (as in piecewise regression). The features that 
showed a close grouping for the outliers are shown in Figure 7.25. However, in 
many of the cases, the outlying stimuli do not stand out as many other stimuli 
have similar values. In a number of cases, this is due to very low correlation with 
the subjective score. Nevertheless, the adjusted model was retrained including 
one of the extra features at each iteration, with and without interaction terms. 
None of the extra features improved the model; a small gain in accuracy was 
produced by including interaction terms, but the large number of features led 
to inflated two-fold cross-validation scores. To reduce the number of features, 
the stepwise algorithm was used for each of the feature sets (i.e. the adjusted 
model features with one of the extra features identified above, and all interac­
tion terms); again, there were no significant improvements with any small gains 
in accuracy tempered by an increase in complexity and cross-validation RMSE.
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Figure 7.25: F eatures in w hich th e  o u tly in g  s tim u li are tig h tly  g ro u p ed
It is apparent that the majority of variance in the data set can be modelled 
with a small set of energy-related features. In a number of cases with particular 
musical combinations, these features are insufficient for accurate predictions. 
However, with the current feature set, it is not possible to suggest features 
that will help in this area, motivating the development of further predictive 
features for description of musical interactions between target and interférer 
programmes.
The adjusted model suggested in Section 7.5.2 still predicts well for the ma­
jority of stimuli, and tends to over-predict distraction in the outlying cases; 
this provides a degree of safety as in a practical implementation of the model, 
it would be unlikely to predict a better perceptual experience than a listener 
would perceive.
265
Chapter 7: Distraction modelling
7.5.4 Model four: adjusted model with altered features
Using the stepwise modelling algorithm gives a chance of selecting suboptimal 
features; it may be the case that features are ‘nested’—that is, features are 
selected to go well with earlier features, where in fact different feature groups 
may give more valid and generalisable models. It is also possible that particular 
features give the best least-squares solution to the training set but are not 
actually the most relevant descriptors of the underlying perceptual experience. 
One way to avoid this is by analysing the features selected and training new 
models with similar features. In this case, models with varying versions of the 
same features can be trained to assess if, for example, monophonic or binaural 
versions of the features are more successful, or if different frequency ranges 
make a difference. This can help to produce a model that does not overfit 
as the features have a clearly understandable relationship with the dependent 
variable and are not simply mathematically optimal.
Therefore, a number of feature sets were created as variants of the adjusted 
model features, swapping features from the original model for features that 
were felt to be similar but potentially more perceptually relevant. Ten new 
models were produced as detailed below.
• Ml: loudness-related features (183, 208, 219, 295, 316)
• M2: monophonic features (168, 207, 219, 263, 300)
• M3: binaural features (using high ear for RMS) (177, 208, 219, 295, 316)
• M4: binaural features (using low ear for RMS) (180, 208, 219, 295, 316)
• M5: loudness-related and monophonic features (183, 207, 219, 263, 300)
• M6: loudness-related and binaural features (184, 208, 219, 295, 316)
• M7: full frequency range features (168, 208, 219, 292, 316)
• M8: high frequency range features (98, 118, 219, 295, 319)
• M9: medium frequency range features (97, 117, 219, 294, 318)
• MIO: low frequency range features (96, 116, 219, 293, 317)
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In the loudness-related models, features considering signal level were replaced 
with similar metrics based on loudness rather than level. In the limited fre­
quency range versions, level/loudness features used the GASP model versions 
as these were extracted in the different frequency ranges.
Model performance statistics for linear models created using each of the above 
feature sets are given in Table 7.7. A number of conclusions can be drawn. 
The models based solely on a particular frequency range (M7, M8, M9, MIO) 
performed poorly, as did the models that only used monophonic features (M2, 
M5). This suggests that useful information is provided by considering different 
frequency ranges as well as binaural factors.
Using loudness in place of RMS level (Ml) produced a model that performed 
very similarly to the adjusted model. It may therefore be considered beneficial to 
use the loudness-related feature, as using perceptually-motivated metrics where 
possible is likely to be more broadly beneficial. This comes at a trade-off of 
longer calculation time, although in this case the loudness metric is already 
calculated (for the loudness ratio feature). Again, the fully binaural models 
(M3, M4) performed very similarly to the adjusted model; the same argument 
applies in that given little difference between the results and the necessity of 
collecting binaural measurements for other features, it seems appropriate to 
use binaural information where possible. It therefore seems that M6 (loudness- 
related and binaural features) is the most suitable adaptation to the adjusted 
model. The features in M6 were as follows.
• 184: Maximum loudness of target (binaural)
• 208: Loudness ratio (binaural)
• 219: PEASS IPS
• 295: Model range, interférer, high frequency range (ear with lowest range)
• 316: Percentage of temporal windows with TIR < 5 dB (best ear)
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The fit for this model is shown in Figure 7.26 and studentized residuals are 
shown in Figure 7.27. The shape of the residuals shown in Figure 7.27a is 
similar to that for the adjusted model shown in Figure 7.21a, indicating the 
presence of some heteroscedasticity. However as before, this can be attributed 
to the presence of a number of outliers as well as greater subjective uncertainty 
in the middle of the scale range. There are more outlying points for the adjusted 
model with altered features; these include the same stimuli as for the adjusted 
model (detailed in Table 7.5) as well as two additional points. However, the Q-Q 
plot (Figure 7.27c) shows a more even distribution of the residuals in the middle 
and top of the range, with the heavy tail (i.e. over-predicting) still present.
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F igure 7.26: M odel û t  for th e  a d ju sted  m o d e l w ith  binaural lou dn ess-based  
features
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Figure 7.27: V isualisa tion  o f  s tu d e n tize d  residu als for th e  a d ju sted  m o d e l  
w ith  binaural lou dn ess-based  features
Investiga tion  of fea tu re  su b s titu tio n s
In order to justify the substitution of binaural loudness-based features, the step­
wise modelling procedure was repeated with only these features available for the 
algorithm to select (for features for which a binaural loudness-based version was 
available). The features selected were very similar to those used in the adjusted 
model with altered features described above.
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• 128: Model level, interférer, low frequency range, ear with highest level
•  188: Maximum loudness of target and interférer combination (binaural)
•  208: Loudness ratio (binaural)
•  219: PEASS IPS
• 295: Model range, interférer, high frequency range (ear with lowest range)
•  335: Percentage of temporal windows with TIR <  10 dB, high frequency 
range, (worst ear)
•  339: Percentage of temporal windows with TIR < 10 dB, high frequency 
range, (best ear)
Features 208, 219, and 295 were all included in the adjusted model with altered 
features. Features 335 and 339 are very similar to feature 316; they consider the 
number of temporal windows with low TIR. However, the threshold was slightly 
different and the new features only considered the high frequency range. As 
feature 316 (i.e. the feature used in the adjusted model with altered features) 
exhibited the strongest individual correlation with the subjective scores (Rsie = 
0.62,i?335 — 0.58, i?339 =  0.58), it was maintained in the model.
The maximum loudness of the target was not selected in the new model, but was 
replaced by the CASP model level of the interférer (low frequency range) and 
the maximum loudness of the target and interférer combination. It seems that 
these features are representing the overall level of the audio in the room; there 
is a high correlation between the target loudness and the combination loudness 
{R = 0.99). The adjusted model with altered features was retrained replac­
ing 184 with 186 (interférer maximum loudness), 188 (combination maximum 
loudness), and 128 (CASP model level, interférer, LF, highest ear). The best 
performance—accounting for cross-validation RMSE—was with the combina­
tion loudness. Therefore, this feature was included in the final model, replacing 
184 (target loudness).
The fit for the final adjusted model is shown in Figure 7.28, statistics (with 
comparison against M6) are presented in Table 7.8, and studentized residuals 
are visualised in Figure 7.29. The performance is a marginal improvement on 
M6, with a very similar distribution of residuals.
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S ta t is t ic F in a l m o d e l M 6
RMSE 9.46 9.49
RMSE* 4.41 4.44
Lcave-onc-out cross-validation RMSE 10.04 10.08
fc-fold cross-validation RMSE 10.68 ±  0.52 10.74 ±  0.54
R 0.94 0.94
0.88 0.88
Adjusted R^ 0.87 0.87
Max. VIE 5.64 5.60
Mean VIE 3.25 3.25
Number of features 6 6
Table 7.8: S ta tis tic s  for th e  a d ju ste d  m o d e l w ith  a lte re d  features, final 
version
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F igure 7.28: M ode l fit for th e  a d ju ste d  m o d el w ith  a lte re d  features, final 
version
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F ea tu res  used in ad ju s ted  m odel w ith  a lte red  fea tu res
The features used in the final version of the adjusted model were as follows.
• 188: Maximum loudness of target and interférer combination (binaural)
•  208: Loudness ratio (binaural)
• 219: PEASS IPS
• 295: Model range, interférer, high frequency range (ear with lowest range)
• 316: Percentage of temporal windows with TIR < 5 dB (best ear)
One benefit of linear regression is that the coefficient values can provide infor­
mation about the relationship between the features and the dependent variable, 
helping to explain the relationship and therefore enable optimisation of systems. 
Model coefficients for the adjusted model with altered features are shown in 
Figure 7.30, and Figure 7.31 shows scatter plots of observations against feature 
values for the five features in the adjusted model with altered features.
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Figure 7.30: S tan d a rd ised  coefficient values for th e  a d ju ste d  m o d el w ith  
altered  features, final version. E rror bars sh ow  95%  confidence in terva ls for 
coefficient estim a tes .
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• The target and interférer combination loudness shows a small positive 
correlation with subjective distraction; as the overall loudness increases, 
perceived distraction increases. This is reflected in the small positive 
coefficient value.
• Loudness ratio shows a strong negative correlation with distraction, i.e. 
the louder the target relative to the interférer, the less distracting.
• PEASS IPS also shows a strong negative correlation with distraction; as 
the PEASS toolbox predictions suggest that the quality due to suppression 
of the interférer improves (i.e. reaches 100), distraction decreases.
• The difference in level between the highest level and lowest level band in 
the high frequency range (detailed in Table C .l, Appendix C) of the in­
terférer showed a negative correlation, indicating that a greater difference 
caused less distraction. It is difficult to suggest clear reasons for this rela­
tionship and listening to the stimuli with extreme ratings did not clarify 
the situation. However, there are a number of notable outlying points. The 
point with the highest value represents stimulus 26, the under-predicted 
outlier (see Table 7.5; this feature could be a significantly contribute to 
the under-prediction (i.e. it has a high value with a negative coefficient, 
resulting in a lower distraction score).
•  The percentage of temporal windows in which the TIR was less than 5 dB 
exhibited a positive correlation with distraction scores; as a higher percent­
age of the file had a low TIR, the interférer was more distracting. However, 
in the regression model the coefficient has a negative sign, indicating that 
higher percentages reduce the predicted distraction. This suggests that 
the feature could potentially be limiting the effect of the negative sign of 
the loudness ratio coefficient in order to prevent over-predicting.
7.5.5 Model five: interactions model
The models described above featured simple linear combinations of the features. 
It is also possible to consider interactions between the features, as well as non­
linear terms (i.e. fitting polynomials to the data).
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F ea tu re  se le c t io n
The features matrix was expanded by creating squared terms for all features, 
and then producing all two-way interactions between the first and second order 
terms. This process greatly expanded the feature set from 399 potential features 
to 323610 features. Again, the stepwise algorithm was used to determine the 
most appropriate features. With the larger feature set, it was necessary to 
reduce the p-values at which features would be added or removed from the 
model; with the original values of Pe — 0.05 and p^ =  0.1, the stepwise algorithm 
selected eighty-one features, overfitting the data {B? — 1,RMSE < 0.01). To 
determine suitable values for pg and Pr, the original values of 0.05 and 0.10 were 
reduced by a factor of ten at each step for a total of five steps. Figure 7.32 
shows RMSE, leave-one-out RMSE, and two-fold RMSE® for decreasing values 
of pe and Pr-
icc
 R M S E
 L e a v e - o n e - o u t  R M S E
2 - f o l d  c r o s s - v a l i d a t i o n
p ^  =  0 . 0 5 e  ^  =  0 . 0 5 e "
p ^  =  0 .1 e '^ ®  p ^ = 0 . 1 e “ ‘
■ criteria
p  =  0 . 0 5 e ' P g  =  0 . 0 5 e "
P,= ‘
Feature entry/removal
F igure 7.32: R M S E  and cross-va lida tion  perform ance for s te p w ise  fit o f  
features w ith  squ ared  te rm s for varyin g  pe an d  pr
The model fit and cross-validation are reasonably close for all iterations of the 
selection (with the exception of the original values of Pe and pr). This is sur­
prising given the high number of features selected. The third model produced 
9 features; even with the reasonable cross-validation performance, this was con­
sidered too complex a model. Therefore, values of Pe =  5e“ ® and Pr =  0.1e“ ®
^Two-fold RMSE is omitted for the first model as there were more features selected (eighty- 
one) than data points in each fold (fifty) and therefore it was not possible to fit a regression 
model.
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were selected.
The features chosen by this implementation were as follows.
• 162*219: Interférer bandwidth (lowest ear) * PEASS IPS
• 208*259: Loudness ratio (binaural) * model range, interférer, right ear, 
high frequency
• 229*186^: Interférer ‘activity’ emotion * interférer maximum loudness, 
binaural, squared term
Feature a lteration
As before, there was considered to be little justification for using the right ear 
version of a feature (in this case, the interférer model range at high frequen­
cies). The model was retrained using the mono and lowest ear versions of this 
feature (the lowest ear version was also a feature in the adjusted model). Both 
new features reduced the goodness-of-fit (statistics are presented in Table 7.9), 
however, it was considered beneficial to use the lowest ear version of the feature 
as it was shown to be useful in the adjusted model and is potentially more psy- 
choacoustically valid than a monophonic or single-ear version. The reduction in 
goodness-of-fit for this feature was small, and the VIF statistics were improved. 
It was also felt to be important that the lowest ear version was selected for the 
adjusted model and has more perceptual justification than a single ear signal 
(which is likely to be beneficial simply because of the particular combinations 
used in the training experiment). Therefore, the feature set for the interactions 
model was as follows.
• 162*219: Interférer bandwidth (lowest ear) * PEASS IPS
• 208*295: Loudness ratio (binaural) * Model range, interférer, lowest ear, 
HE
• 229*186^: Interférer ‘activity’ emotion * interférer maximum loudness, 
binaural, squared term
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S ta t is t ic In te r a c t io n
m o d e l
M o n o L o w est ear
RMSE 9.94 10.71 10.03
RMSE* 4.74 5.49 4.94
Leave-one-out cross-validation 10.34 11.13 10.44
RMSE
fc-fold cross-validation RMSE 10.74 ±  0.42 11.57 ±  0.46 10.86 ±  0.44
R 0.93 0.92 0.93
R? 0.86 0.84 0.86
Adjusted R? 0.86 0.84 0.86
Max. VIF 3.08 3.76 2.83
Mean VIF 2.42 2.85 2.28
Number of features 4 4 4
Table 7.9: Statistics for the model with interactions, with the ‘model range’ 
feature altered to the mono and lowest ear versions
M od el fit and s ta tis tics
The model fit for the interactions model with adjusted features is shown in 
Figure 7.33; model coefficients are shown in Figure 7.34; and studentized resid­
uals are visualised in Figure 7.35. The model fit is very similar to the adjusted 
model.
Figure 7.33 shows an obvious outlying point, and the residuals plot in 7.35a 
confirms the existence of three pronounced outliers. Interestingly, these are the 
same stimuli that were over-predicted by the adjusted model, again suggesting 
that the features are missing relevant musical information. These points sig­
nificantly skew the distribution of residuals, producing a long tail towards the 
lower end. Again, this indicates a tendency to over-predict.
The features selected show some overlap with the features in the adjusted model, 
with three features appearing in both models. This provides supporting evidence 
that these features are providing useful information about the perceptual ex­
perience. It is more difficult to interpret the interaction terms, and with the 
high number of interactions it becomes more likely that the good fit is simply
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F igure 7.33: M ode l fit for th e  in teraction s m o d e l w ith  a ltered  fea tu res
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Figure 7.34: S ta n d a rd ised  coefficient values for th e  m o d e l w ith  in teractions. 
E rror bars show  95% confidence in terva ls for coefficient estim a tes.
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a mathematical chance rather than a description of the underlying perceptual 
structure of the data. Whilst this would often be reason to use a simpler model, 
in this case the small number of features and the fact that a number of the same 
features are present in the simpler model suggest that the interactions may be 
relevant.
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Figure 7.35: V isualisa tion  o f  s tu d e n tize d  residu als for th e  in tera c tio n s m o d el 
w ith  a ltered  features
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7.6 Conclusions
In Chapter 7, the design and results of an experiment designed to collect a large 
data set for training a model to conform to the specifications outlined in Section 
7.1 were presented. The primary aim of the research presented in this chapter 
was to answer the remaining two research questions.
1. W hat are the most perceptually important physical parameters that affect 
distraction in a sound zone?
2. W hat is the relationship between distraction and the relevant physical 
parameters?
W h a t are th e  m ost p ercep tu a lly  im p ortan t p hysical p aram eters th a t  
affect d istraction  in  a sou nd  zone?
To answer the first of these questions, qualitative data were collected from 
subjects in the form of a written questionnaire following the experiment, and 
VPA was used to determine the physical parameters that subjects reported as 
affecting perceived distraction (see Table 7.2).
To further refine the important features as well as answering the second question, 
a regression modelling procedure was undertaken. Two iterations of the model 
performed well and were selected for further validation.
The ‘adjusted model with altered features’ consisted of an intercept term and 
five features.
1. 188: Maximum loudness of target and interférer combination (binaural)
2. 208: Loudness ratio (binaural)
3. 219: PEASS IPS
4. 295: Model range, interférer, high frequency range (ear with lowest range)
5. 316: Percentage of temporal windows with TIR <  5 dB (best ear)
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The ‘interactions model’ consisted of an intercept term and three features.
1. 162*219: Interférer bandwidth (lowest ear) * PEASS IPS
2. 208*295: Loudness ratio (binaural) * Model range, interférer, lowest ear, 
HE
3. 229*186^: Interférer ‘activity’ emotion * interférer maximum loudness, 
binaural, squared term
W h at is th e  relation sh ip  b etw een  d istraction  an d  th e  relevant p hysical 
param eters?
The ‘adjusted model with altered features’ regression model is given to two 
decimal places in Equation 7.1:
y  =  24.19 +  1.04æi — 2.04z2 — 0.41a:3 — 0.95x4 — 0.16x5, (7.1)
where y  is the predicted value, and X\ to X5 refer to raw values of features one 
to five in the above list (‘adjusted model with altered features’).
The ‘interactions model’ regression model is given to two decimal places in 
Equation 7.2:
y  =  47.93 -  12.64x1 -  8 .74x2 +  6 .66x3, (7.2)
where x% to X3 refer to raw values of features one to three in the above list 
(‘interactions model’).
The relationships between features and perceived distraction were broadly un­
surprising. The overall loudness showed a small positive correlation with dis­
traction. As expected, TIR was negatively correlated with distraction, as is the 
PEASS toolbox IPS. The ‘model range’ feature was more difficult to interpret, 
but seemed to describe in some way the frequency content of the interférer. 
The percentage of temporal windows with low TIR has a negative sign in the 
regression model even though intuitively, distraction should increase with more 
bad windows. It was suggested that the feature could potentially be limiting 
the effect of the loudness ratio coefficient. It is more difficult to analyse the
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effect of the interactions, although a number of the same features are included 
in both models, with TIR and PEASS IPS features playing a substantial role.
The models showed a similar fit (RMSEs of 9.51 and 10.03 for the adjusted 
and interactions models respectively); a full comparison of statistics is shown in 
Table 7.10. Both models also exhibited a tendency to over-predict for particular 
outlying stimuli. This was attributed to the musical relationship between target 
and interférer programmes, which could not be described by the current feature 
set. It was considered acceptable for the model to over-predict as it would not 
suggest that a system was performing better than it actually was.
Statistic Interaction Adjusted model
m odel
RMSE 10.03 9.46
RMSE* 4.94 4.41
Leave-one-out cross-validation RMSE 10.13 10.04
A:-fold cross-validation RMSE 10.84 ±  0.44 10.68 ±  0.52
R  0.93 0.94
0.86 0.88
Adjusted 0.86 0.87
Max. VIF 2.83 5.60
Mean VIF 2.28 3.25
Number of features 4 6
T able 7.10: C om parison  o f  s ta t is t ic s  for a d ju s te d  a n d  in tera c tio n s m o d e ls
It is important that the model is able to generalise to stimuli on which it was not 
trained but still fall within the range outlined in the specification. In Chapter 
8 , both of the models described above are tested with independently collected 
validation data sets in order to assess their generalisability.
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validation
It is important that a predictive model is able to generalise well to new stimuli. 
This can be encouraged during the model training phase (i.e. by selecting a 
simple model with a small number of features and good cross-validation perfor­
mance). However, the most reliable way to test the generalisability of a model 
is validation on an independently collected data set—that is, new data points 
on which the model was not trained but should be able to predict accurately. 
The goodness-of-fit between model predictions and subjective scores for the test 
set can then be used to measure the generalisability of the model.
Two validation data sets were available to test the distraction model described 
in Chapter 7.
1. The distraction ratings from the practice pages in the distraction experi­
ment (Section 7.2).
2. The distraction ratings from the elicitation experiment (Section 5.5) and 
validation set (Section 6.5).
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The validation presented in this chapter aims to confirm the answers to the 
second and third overall research questions (see Section 7.6).
• W hat are the most perceptually important physical parameters that affect 
distraction in a sound zone?
• W hat is the relationship between distraction and the relevant physical 
parameters?
Specifically, the validation procedure was intended to select the optimal model 
from the two presented in the previous chapter, and confirming the relevant 
physical parameters and their relationship with perceived distraction.
In Sections 8.1 and 8 .2, results from testing the models with the first and second 
validation data sets respectively are presented. Conclusions from the validation, 
including selection of the final model, are presented in Section 8.3.
8.1 Validation data set one: practice stimuli
Validation data set one used stimuli from the practice pages of the distraction 
rating experiment described in Section 7.2.
The stimuli comprised fourteen items generated using a similar random radio 
sampling procedure to that used in the full experiment. Ratings were collected 
prior to the main experiment session; all subjects performed a practice page 
with seven stimuli and one hidden reference^. The stimuli are different to those 
on which the model was trained but were collected using the same methodology 
and therefore fall with in the range of items that the model should accurately 
predict.
As the praetice task was intended for subjeets to get used to using the inter­
face and performing the rating task, it is possible that the subjective ratings
^The ratings for subject 13 were not saved by the test interface, therefore subject 13 was 
excluded from the analysis. Subjects 10 and 16 were also removed as their results were not 
included in the full experiment.
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collected may be dissimilar to those collected in the full experiment. This has 
the potential effect of increasing the width of the confidence intervals about 
the subjective scores and potentially inflating the validation RMSE. This is not 
considered to be a major problem as if there was an effect, it would be biased 
towards making the validation perform less well i.e. a more difficult validation.
8.1.1 Subjective ratings
Mean subjective distraction scores and 95% confidence intervals for the prac­
tice stimuli are shown in Figure 8.1; the stimuli are ordered according to mean 
distraction (ascending), and the two left-most points are the hidden references. 
The confidence intervals are of similar magnitude to those for the full experi­
ment, and again a reasonable range of the distraction scale has been covered, 
suggesting that these data points are suitable for validation of the model.
100
I
Q
Stimuli
Figure 8.1: M ean d istra c tio n  (across su b je c t)  for each p ra c tic e  stim u lu s. 
E rror bars show  95% confidence in terva ls ca lcu la ted  using th e  t-d is tr ib u tio n .
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8.1.2 Validation
Figure 8.2 shows the fit between observations and predictions for the valida­
tion set for the adjusted and interactions models described above. RMSE and 
RMSE* for the training and validation sets are given in Table 8.1. There is an 
inflation of RMSE for the validation set, however, observation of the fit plots 
shows that a single point (stimulus 10) is particularly badly predicted, having 
the effect of considerably skewing the fit between observations and predictions.
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(a) Adjusted model (b) Interactions model
F igure 8.2: M ode l û t to  va lida tion  d a ta  se t one. E rror bars sh ow  95%  
confidence in terva ls ca lcu la ted  using th e  t-d is tr ib u tio n .
R M S E  R M S E *
T ra in in g V a lid a tio n  T ra in in g V a lid a tio n
A d ju ste d  m o d e l 9.46 15.33 4.41 8.72
In ter a c tio n s  m o d e l 10.03 15.86 4.94 10.06
T able 8.1: R M S E  and R M S E * for valida tion  se t one an d  tra in in g  se t
Figure 8.3 shows the adjusted fit with stimulus 10 removed; RMSE and RMSE* 
arc given in Table 8.2. For both models, the fit is greatly improved. In fact, 
RMSE* is better for the validation set, although as considered above, this could 
be because of greater uncertainty in the subjective ratings. The adjusted model 
has a tendency to undcr-prcdict (as seen in Figure 8.3a by the regression line 
falling below the y  =  x  line); this is strange given the tendency of the models to
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over-predict during training, but could potentially be attributed to differences 
in ratings during the full experiment and the practice stage. The interactions 
model shows a very linear fit to the data {R = 0.91).
c j 4 0
2 0  4 0  60  80
Observed distraction
(a) Adjusted model
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1004 0  6 0
Observed distraction
(b) Interactions model
F igure 8.3: M ode l Bt to  va lida tion  d a ta  se t one w ith  o u tlier  (s tim u lu s 10) 
rem oved . E rror bars sh ow  95% conBdence in terva ls ca lcu la ted  using th e  
t-d is tr ib u tio n .
R M S E R M S E *
T ra in in g V a lid a tio n  
(n o  SIC)
T ra in in g V a lid a tio n  
(n o  SIO)
A d ju s te d  m o d e l 9.46 11.82 4.41 2.79
In ter a c tio n s  m o d e l 10.03 11.36 4.94 3.26
T able 8.2: R M S E  an d  R M S E * for va lida tion  se t one (w ith  s tim u lu s 10 
rem oved) and tra in in g  se t
8.1.3 Outlying stimulus
Table 8.3 contains details of the outlying stimulus. During model training it was 
found that stimuli with particular musical combinations were not predicted well 
by the models. In the poorly predicted stimulus, the interférer vocal line is very 
pronounced and intelligible whilst the music underlying the interférer vocal is 
comj)letely masked. This creates confusion when combined with the prominent
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No. y ÿ ÿ' Targ. prog. Int. prog. Targ.
lev.
Int. Int. 
lev. loc.
10 78.13 48.07 41.34 “See that m y  
grave’s kept clean” 
-  Blind Lemon 
Jefferson
“Titanium ” — 
Jahmene Douglas
-2.45 -14.33 90
T able 8.3: O u tly in g  stim u lu s from  va lida tion  d a ta  s e t  1. y  is  th e  su b je c tiv e  
d istra c tio n  ra tin g , y  is  th e  p re d ic tio n  b y  th e  a d ju ste d  m odel, and y ' is  th e  
p re d ic tio n  b y  th e  in tera c tio n s m odel.
vocal line of the target, and there is additionally a combination of keys where 
some notes in the interférer are appropriate whilst some are clashing.
It is possible that the model prediction is low based on energetic content, whilst 
the informational content of the interférer programme is causing more pro­
nounced subjective distraction. As noted above, it is challenging to extract 
features that relate to musical or informational aspects of the programme items, 
and the models using energy-based features predict accurately for the majority 
of stimuli. Subjective characteristics such as personal preference or familiar­
ity are also not considered during the modelling, but were often mentioned by 
listeners and therefore may be important.
8.1.4 Summary
W ith the exception of one stimulus that was predicted particularly badly, both 
models performed well in the validation, with only a small inflation of RMSE 
compared with the training set. When the outlying point was removed, the 
interactions model performed slightly better in terms of the linearity of the fit 
as well as RMSE, although RMSE* was lower for the adjusted model. For the 
full stimulus set, the adjusted model had a slightly lower RMSE with a more 
pronounced improvement in RMSE* over the interactions model.
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8.2 Validation data set two: previous experi­
ment stimuli
The subjective results from the previous distraction rating experiment (de­
scribed in Section 5.5) and validation (described in Section 6.5) were also used 
to validate the model.
The training set comprised fifty-four stimuli with factors detailed in Table 5.1. 
The validation set comprised twenty-seven stimuli (including three duplicates 
from the training set) with factors detailed in Table 6.4.
There are a number of differences between the data set on which the model 
described in this chapter was trained and the second validation data set: the 
programme items were longer (55 seconds), although subjects were not required 
to listen to the full duration of the stimuli and previous models were successful 
without considering the full stimulus duration (see Section 6.4.2); the target 
was always replayed at 90 degrees; road noise was included for a number of 
the stimuli; a number of the interférer stimuli were processed with a band-stop 
filter; and the stimuli were created using full factorial designs, so particular 
target and interférer programme combinations were repeated at different factor 
levels. However, the scale and rating methodology were the same, and the data 
sets should be similar enough for the model to make accurate predictions.
8.2.1 Validation
Figure 8.4 shows the fit between observations and predictions for the valida­
tion set for the adjusted and interactions models described above. RMSE and 
RMSE* for the training and validation sets are given in Table 8.4. As with 
validation set one, the RMSE is greatly inflated. However, this inflation is 
even more pronounced for the interactions model. For the adjusted model, the 
inflation in RMSE* is not as pronounced, indicating that the model fits the 
validation set reasonably well given the uncertainty in the subjective scores. It 
is notable that the predictions do not always fall inside of the range 0 < ÿ < 100 
for either model.
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Figure 8.4: M odel Rt to  va lida tion  d a ta  se t tw o
R M S E  R M S E *
T ra in in g V a lid a tio n  T ra in in g V a lid a tio n
A d ju ste d  m o d e l 9.46 16.03 4.41 7.01
In ter a c tio n s  m o d e l 10.03 17.50 4.94 9.51
Table 8.4: R M S E  an d  R M S E * for va lida tion  s e t  tw o  and tra in in g  se t
The second validation set consisted of two separately collected data sets: a 
training set (set 2a) and validation set (set 2b) from previous modelling phases. 
The fit to the two separate data sets is shown in Figure 8.5, and RMSE statistics 
given in Table 8.5. The model showed a much better fit to set 2a than to set 
2b, with a moderate increase in RMSE* compared to both the training and 
validation set one performance. The model performed particularly poorly for 
set 2b, although the pronounced difference between RMSE and RMSE* suggests 
that the subjective uncertainty in the set 2b data is high.
8.2.2 Analysis of poor fit for validation set 2b
In order to ascertain the reasons for the poor fit shown to validation set 2b, the 
model fit was plotted with points delimited according to their factor level in the 
data set design (Figure 8.5).
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It was notable that two of the duplicated points (the low and medium dis­
traction points) were predicted particularly poorly (under-predicted). However, 
the repeated stimuli were predicted very similarly in sets 2a and 2b for both 
models, suggesting that the new models are more robust to small differences in 
recordings then the preliminary model described in Chapter 6 .
Aside from the repeated stimuli, the most obvious relationships are shown 
for target programme (top row of Figure 8.5) and interférer programme (sec­
ond row of Figure 8.5). The programme material items tend to cluster to­
gether; for example, the slow instrumental jazz target programme was generally 
over-predicted whilst the up-tempo electronica programme was under-predicted. 
Similarly, the sports commentary interférer was generally over-predicted, whilst 
the fast classical music was under-predicted. This result suggests that validation 
of the model on a full factorial stimulus set inflates the RMSE, as individual pro­
gramme items that are poorly predicted are duplicated multiple times within the 
data set, and this is unrepresentative of the wider range of programme items for 
which the model should make reasonably accurate predictions. Combined with 
the uncertainty due to large confidence intervals about the subjective data, the 
increased RMSE for the validation set is not considered overly problematic. The 
apparent robustness of the model to variations in interférer level and filtering 
are promising, suggesting that the model may generalise well to audio-on-audio 
interference situations engendered by a personal sound zone system (as cur­
rently available sound zoning methods introduce frequency shaping and other 
artefacts into audio programme material).
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8.2.3 Summary
The performance on validation set two was worse than for validation set one; 
however, when the set was separated into original training and validation sets 
(denoted 2a and 2b respectively), it was apparent that the drop in performance 
could be primarily attributed to set 2b. There appeared to be a relationship 
between the model predictions and specific programme items; therefore, the 
large increase in RMSE was attributed to the repeated use of these programme 
items in set 2b. The pronounced difference between RMSE and RMSE* also 
suggested considerable uncertainty in the subjective scores.
The adjusted model was found to perform marginally better than the interac­
tions model for both partitions of the data set. Both models produced predic­
tions outside of the range of the subjective scale (i.e. 0- 100).
8.3 Conclusions
In Chapter 8 , the distraction models were validated using two separately col­
lected data sets. The first data set used items from the practice page before 
the training data set collection. The second data set used items from two pre­
vious distraction rating experiments. The validation was performed in order to 
confirm answers to the following research questions.
•  W hat are the most perceptually important physical parameters that affect 
distraction in a sound zone?
• W hat is the relationship between distraction and the relevant physical 
parameters?
M od el va lid ation  perform ance
The two models showed a reduced goodness of fit to both validation sets com­
pared to the training set. However, both models still performed well, especially
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when considering subjective uncertainty: RMSE* never exceeded 10% for the 
adjusted model and was generally lower, especially when removing outlying 
points. A single point from validation data set one was found to be an outlier; 
as in the training set, the programme combination was potentially the cause 
of this, with informational content clashing more than might have been sug­
gested by the energy-based features. The second validation set was partitioned 
into two sets based on the original data collection, and set 2b was shown to 
be predicted particularly poorly. This was attributed to individual programme 
items being repeated multiple times with different factor levels, leading to an 
inflation in RMSE should those programme items be predicted badly. However, 
the applicability of the model to various interférer level and filter shapes was 
promising.
Whilst the two models performed similarly, the adjusted model generally showed 
a slightly better fit, especially to the poorly predicted data set (2b). The ad­
justed model is also easier to interpret as it does not feature interactions be­
tween features. Therefore, the adjusted model was selected as the final model for 
predicting distraction due to audio-on-audio interference. The output from the 
model should be limited to the range of the subjective scale, that is, 0 < y < 100.
W h at are th e  m ost p ercep tu a lly  im p ortan t p hysica l param eters th a t  
affect d istraction  in  a  sou nd  zone?
The final model included the following features.
1. 188: Maximum loudness of target and interférer combination (binaural)
2. 208: Loudness ratio (binaural)
3. 219: PEASS IPS
4. 295: Model range, interférer, high frequency range (ear with lowest range)
5. 316: Percentage of temporal windows with TIR <  5 dB (best ear)
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W h at is th e  relation sh ip  b etw een  d istraction  and th e  relevant p hysical 
param eters?
The regression model, which produces an intermediate distraction score y, is 
given to two decimal places in Equation 8.1:
y = 28.64 +  1.04o;i — 2.04a:2 — 0.41a:3 — 0.95a;4 — 0.16^5, (8.1)
where x i to are the raw values of the features detailed above. The final model 
predictions are limited to the range of the subjective scale, that is, between 0 
and 100. The distraction prediction d is therefore given by
d =  <
0, i f ÿ < 0
100, if y > 1 0 0 - (8 .2)
y, otherwise
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Conclusions
In the introduction to the thesis, the concept of audio-on-audio interference was 
introduced in terms of ‘naturally’ or ‘artificially’ created interference situations. 
A personal sound zone system was described as a method of producing sepa­
rate zones of audio in the same acoustic space with a minimum of interference 
between the zones. Whilst physical metrics have been used to evaluate such 
sound zones, it was suggested that such metrics can only give an incomplete 
assessment of the performance of a sound zone system as they are not directly 
related to the experience of a listener.
It was therefore suggested that it was desirable to create a perceptual model 
of the experience of a listener in an audio-on-audio interference situation; such 
a model could be used to evaluate or optimise the performance of a personal 
sound zone system—or potentially any audio-on-audio interference situation. In 
order to develop such a model, three research questions were proposed.
1. What attribute is/attributes are most relevant for describing the effect of 
interference on the listener experience in a sound zone?
2. W hat are the most perceptually important physical parameters that affect 
the attribute (s) in a sound zone?
300
Chapter 9: Conclusions
3. What is the relationship between the attribute (s) and physical parame­
ters?
In Section 9.1, the work described in the preceding chapters is summarised and 
the answers to the three research questions (defined in the opening chapter) are 
presented. The chapter summaries are followed by a review of the original con­
tributions to knowledge presented in this thesis and a summary of the benefits 
of the research (Section 9.2), suggestions for further work (Section 9.3), and an 
overall summary contextualising the findings of the research (Section 9.4).
9.1 Chapter summaries
In the following sections, the chapters of this thesis are summarised and the 
research questions are explicitly answered.
9.1.1 Chapter 2: Threshold of acceptability experiment
The area of audio-on-audio interference has not received a great deal of re­
search attention. Therefore, a preliminary experiment was designed to qual­
itatively and quantitatively investigate the experience of a listener in such a 
situation. The experiment aimed to determine the threshold of acceptability for 
an interfering audio programme, as well as determining the effects of the task 
being performed by a listener (listening for information gathering or entertain­
ment purposes, or reading/ working in silence), various physical parameters of 
the system (target programme, interférer programme, interférer spectrum, and 
road noise level), and differences between listeners (experienced or inexperienced 
listeners as well as individual differences). Alongside the threshold experiment, 
an informal elicitation was performed to provide preliminary information on 
how listeners described the audio-on-audio interference situation.
There was found to be a range of threshold values determined by task, although 
it was suggested that a TIR of ~40 dB would produce an acceptable listening
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experience in the majority of cases, with the exception of the reading/working 
scenario in which there was no target audio and the threshold values were there­
fore more affected by individual differences and factor levels. The information 
gathering and entertainment tasks were generally found to be performed in a 
similar manner (although there was a group of subjects who produced much 
higher thresholds in the information task). The content of the interférer pro­
gramme was found to have the greatest effect on the threshold; interférer loca­
tion had the smallest effect but it was not possible to rule out any of the factors 
at this stage. There were found to be differences between individual listeners 
and groups of subjects, whilst inexperienced listeners tended to produce higher 
threshold values.
In the informal elicitation, a wide range of descriptors were used by subjects 
to describe the listening experience in the audio-on-audio interference scenario. 
‘Annoyance’ and ‘distraction’ were found to be relevant descriptors across all 
scenarios, whilst a number of task-specific attributes were also suggested.
Following the threshold experiment, it was decided to focus on the entertainment 
scenario as the results were found to be similar to those in the information 
gathering scenario whilst a model based on the entertainment task would provide 
a worst-case score in the information task.
9.1.2 Chapter 3: Related attributes
In Chapter 2, a preliminary investigation of descriptors used by participants to 
describe the listening experience in an audio-on-audio interference situation was 
performed in order to start to answer the first research question: what attribute 
is/attributes are most relevant for describing the effect of interference on the 
listener experience in a sound zone?
In Chapter 3, further progress was made towards answering this question by con­
sidering attributes used for evaluation in similar research areas. An introduction 
to different categories of attributes was presented and discussed in relation to 
the personal sound zone situation; it was suggested that an affective response
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attribute, or at least an attribute with some affective component, would be 
necessary for evaluation of the listener experience in a sound zone.
A set of criteria by which the value of an attribute can be measured was syn­
thesised based on criteria from the literature; the full list is presented in Section 
&&&
A number of commonly used attributes—annoyance, general reaction measure­
ments (affectedness and dissatisfaction), acceptability, and intrusiveness—were 
reviewed. These attributes were compared against the criteria based on their use 
in the literature. It was suggested that none of the previously used attributes 
implicitly fulfilled the criteria, necessitating an attribute elicitation experiment 
in order to answer the first research question.
9.1.3 Chapter 4: Attribute elicitation methods
As an attribute elicitation experiment was found to be necessary for answering 
the first research question, methods used in the audio literature for determining 
attributes were reviewed in Chapter 4. The methods were broadly categorised 
as direct or indirect methods: direct methods involve subjects directly applying 
labels based on presented stimuli, whilst indirect methods require subjects to 
perform a rating task or similar and use statistical methods to determine the 
underlying perceptual dimensions (which must then be labelled).
It was seen in a number of elicitation experiments from the literature that it 
is common for researchers to combine elements of both types of techniques, 
using different methods as appropriate. There was found to be little difference 
between methods used for devising sensory or affective attribute scales.
9.1.4 Chapter 5: Attribute elicitation experiment
In order to answer the first research question {what attribute is/attributes are 
most relevant for describing the effect of interference on the listener experience
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in a sound zone?) an attribute elicitation experiment in four phases was de­
signed.
In the first phase, an individual free elicitation task was used to collect a wide 
range of descriptors. Subjects were presented with a range of fifty-four audio-on- 
audio interference scenarios created using a full factorial design varying target 
programme, interférer programme, interférer level, and road noise. Eighteen 
listeners (nine experienced and nine inexperienced) produced a total of 572 
unique words/phrases. A simple preliminary analysis suggested tha t distraction, 
confusion, and annoyance were the most commonly used descriptors.
In the second phase, a group discussion was used to convert the descriptor lists 
for experienced and inexperienced subjects into sets of attributes with scale end 
points and simple ‘neighbouring’ descriptions. Following the group discussions, 
the two sets of subjects were merged and came to an agreement on a final set 
of twelve attributes: masking, calming, distraction, separation, confusion, an­
noyance, environment, chaotic, balance and blend, imagery, response to stimuli 
over time, and short-term response to stimuli.
In phase three, a simple ranking procedure was used in order to remove any 
redundancy in the attribute set before a rating experiment. Subjects were asked 
to select the one attribute that they felt was most suitable for each stimulus 
combination. Four attributes were used at greater than chance frequency and 
were therefore selected for further investigation: distraction, annoyance, balance 
and blend, and confusion.
In the final phase, a scaling experiment was used to collect ratings of the stimuli 
on the four attribute scales. Distraction was found to be the attribute exhibiting 
the greatest agreement between subjects. A principal component analysis was 
performed on the ratings suggesting that the variance in the data set could be 
explained by two principal components. The components were interpreted as 
‘distraction/annoyance’ and ‘blend of target/ interférer programmes’.
The attribute ‘distraction’ was selected as the focus of further work, as it 
was shown to produce agreement between participants and account for a large 
amount of variance in the data set. Therefore, the first research question was
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answered.
W h at a ttr ib u te  is /a ttr ib u te s  are m ost relevant for d escrib in g  th e  ef­
fect o f  in terferen ce on  th e  listen er exp erien ce in  a  sou nd  zone?
For the purposes of this project, ‘distraction’ was shown to be the most relevant 
attribute for describing the effect of interference on the listener experience in a 
sound zone.
9.1.5 Chapter 6: Preliminary distraction modelling
In Chapter 6, the results from the fourth phase of the elicitation experiment 
were used to train a linear regression model to predict perceived distraction. 
Distraction was shown to be related to TIR in the elicitation experiment, there­
fore, simple statistical features were extracted from time-frequency TIR maps 
created using the CASP model auditory preprocessor. A large number of fea­
ture sets were produced, and the optimal model was selected using a trade-off 
between goodness-of-fit and estimated generalisability (using a cross-validation 
procedure).
The optimal model used a PC A reduction of all of the statistical features over 
frequency, suggesting that time and frequency based information is desirable 
for producing an accurate model. A validation data set was collected and the 
model tested using the new subjective scores; the model did not make accurate 
predictions for the validation set. A number of significant weaknesses were 
identified; the model exhibited: a lack of generalisability, particularly to band- 
stop filtered interferers; overfitting to the training set; a lack of robustness to 
small changes in recordings; and a lack of interpretability. This information 
proved useful in the subsequent design of an experiment for the creation of a 
data set for answering the remaining two research questions.
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9.1.6 Chapter 7: Distraction modelling
In Chapter 7, the design of an experiment for collecting a large data set for 
training a regression model to predict distraction was presented. A random radio 
sampling procedure was used to select a range of ecologically valid programme 
items, and factor levels (target programme, interférer programme, target level, 
interférer level, and interférer location) were randomly assigned to avoid any 
experimental bias whilst creating a large pool of stimuli (100 target-interferer 
combinations). Nineteen listeners performed the rating experiment, and the 
results from two subjects were removed based on an analysis of reliability (on 
repeat ratings) and subject agreement.
A psychoacoustically motivated feature set was determined by performing VPA 
on written responses to a questionnaire administered following the test, asking 
participants to describe reasons for giving particular distraction scores. The 
written data was coded into groups, and features relevant to each of the groups 
were extracted from recordings of the target and interférer audio files to produce 
a set of 399 features.
Linear regression was used in order to relate the features to the subjective dis­
traction scores and thereby answer the second and third research questions. 
Two models were selected for further validation. The adjusted model featured 
an intercept term and five features: loudness of the target and interférer com­
bination; loudness ratio; PEASS toolbox IPS; the range between highest and 
lowest level frequency bands in the interférer, high frequency range; and the 
percentage of temporal windows with TIR < 5 dB. The interactions model 
featured an intercept term and three features: interférer bandwidth * PEASS 
IPS; loudness ratio * model range (as above); and interférer ‘activity’ emotion 
* interférer loudness squared.
Both models made predictions with a similar level of accuracy; they generally 
performed well, but seemed unable to make predictions for a small number of 
stimuli that had particularly challenging combinations of musical features not 
accounted for in the primarily energy-based features. However, the models were 
considered to work well for a wide enough range of stimuli to be useful and
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conform to the specification outlined in the beginning of the chapter.
9.1.7 Chapter 8: Distraction model validation
In Chapter 8, the two models described above were tested using two validation 
data sets.
The first validation set used ratings from the practice test before the full dis­
traction modelling experiment. Both models were found to perform well, with 
a similar goodness-of-fit to the training data set when accounting for one outly­
ing stimulus. The second validation set consisted of the training and validation 
data sets from the preliminary distraction modelling reported in Chapter 6. 
The models performed better for the ‘training’ half of the validation data; it 
was suggested that the repeated programme items in the ‘validation’ set caused 
an inflation of error as the model could not accurately predict distraction for 
that particular combination of programme items; therefor, the predictions were 
poor as the combination was repeated a number of times with other factor levels 
varied. The adjusted model performed better than the interactions model for 
both partitions of the second validation set.
The adjusted model was selected as the final distraction model due to its slightly 
better fit to the validation data and the ease of interpretability of the features 
used. This led to answers to the second and third research questions.
W h at are th e  m ost p ercep tu a lly  im p ortan t p hysica l param eters th a t  
affect d istraction  in  a  sou nd  zone?
The most perceptually important physical parameters that affect distraction 
are: the loudness of the target and interférer combination; the loudness ratio; 
the PEASS toolbox IPS; the range between highest and lowest level frequency 
bands in the interférer, high frequency range; and the percentage of temporal 
windows with TIR < 5 dB.
W h at is th e  relation sh ip  b etw een  d istraction  and th e  relevant physica l
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param eters?
The relationship between distraction and the physical parameters can be mod­
elled by Equation 8.1:
y  =  2 8 . 6 4  -f- 1 . 0 4 x i  — 2 .0 4 3 : 2  — 0 . 4 X2:3 — 0 .953:4 — 0 . 163:5 , ( 9 . 1 )
where x \  to 3:5 are the raw values of the features detailed above and the final 
prediction is produced by confining the output to between 0 and 100:
0, if y <  0
d  =  {  1 0 0 ,  \ i y >  1 0 0  • ( 9 . 2 )
ÿ, otherwise
The regression equation can be used to interpret the relationships between dis­
traction and the individual features. As overall loudness increases, so does 
distraction. Unsurprisingly, distraction decreases as TIR and the PEASS IPS 
increase. As the ‘model range’ (as described above) increases, distraction de­
creases. Finally, as the percentage of temporal windows with low TIR increases, 
distraction decreases; this is non-intuitive (and the reverse of the correlation 
between this feature and the distraction scores) but it was suggested that this 
feature could be moderating the effect of the TIR feature.
9.2 Original contributions to knowledge
The following original contributions to knowledge were made by the research 
presented in this thesis.
• Threshold values for the acceptable level of an audio interférer whilst 
listening to audio programmes for information gathering or entertainment 
purpose, or reading/working (Section 2.3.9).
• An attribute elicitation procedure (modified from Zacharov and Koivu- 
niemi [2001]) featuring individual free elicitation, group discussions, re­
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dundancy reduction through a simple ranking task, and ratings on at­
tribute scales (Section 5.1).
• A complete set of twelve attributes for describing the perceptual effect of 
an interfering audio programme (Table 5.6).
• Determination of the most relevant four attributes and identification of the 
relationships between them (Section 5.5.3; distraction and annoyance were 
correlated with the first principal component, with balance and blend cor­
related with the second component and confusion approximately equally 
with the two components).
•  Selection of the most appropriate attribute—‘distraction’—accounting for 
90% of the variance in the subjective data set (Section 5.5.3) and used 
most reliably by participants.
•  A list of reasons given by participants for the degree of distraction in an 
audio-on-audio interference situation (Table 7.2), and a corresponding set 
of features (Table C.2).
•  A random radio sampling method for non-biased selection of ecologically 
valid music programme material (Section 7.2.2)
•  A linear regression model that can be used to predict perceived distraction 
in an audio-on-audio interference situation (Section 8.3).
9.2.1 Benefits of the research
The research described in this thesis has made a number of advances in the field 
of perceptual audio evaluation, specifically related to the experience of a lis­
tener in an audio-on-audio interference situation. Such situations are becoming 
increasingly common in everyday life and it is therefore of interest to  evaluate 
the quality of listening experience in order that it can be optimised.
Elicitation of attributes that are used by listeners to describe this experience 
enables meaningful, comparable, and repeatable perceptual evaluation of such 
situations through listening tests. ‘Distraction’ was shown to be well understood 
and used by different participants with varying levels of technical listening ex­
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perience. It is hoped that the attributes determined can be used in further 
research of similar situations to allow comparison of results and the furthering 
of knowledge about the listening experience in an audio-on-audio interference 
situation.
The qualitative data collected and described in Chapter 7 also provides valuable 
information to system designers about the reasons that listeners gave for finding 
audio-on-audio situations distracting.
The predictive model of distraction can be used to evaluate listener experience 
in an audio-on-audio interference situation without the requirement of a long 
and costly perceptual listening test; it provides an objective (and therefore 
repeatable) measure of a perceptual quantity. The model can also be used to 
provide diagnostic information to systems and designers through observation of 
the coefficients and feature values.
Finally, the model can be used within a system to optimise performance. Some 
progress towards this goal was made by Francombe et al. [2013], who used the 
preliminary distraction model reported in Chapter 6 to select optimal sets of 
loudspeakers for producing two sound zones using acoustic contrast control. The 
optimal sets were compared with loudspeakers selected using a purely physical 
cost function and a listening test performed in order to confirm the perceptual 
benefits of using the model; results suggested some benefits of optimisation 
using a perceptual model, particularly in terms of reducing the discrepancy in 
experience between the two zones.
9.3 Further work
The following suggestions for further work have arisen from the research de­
scribed in this thesis.
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9.3.1 Attribute elicitation
It would be interesting and desirable to extend the range of stimuli used in the 
elicitation experiment, or repeat the experiment with different stimuli. However, 
the attribute ‘distraction’ was consistently used in all stages of the elicitation 
experiment and the informal elicitation attached to the threshold experiment 
and used reliably by participants in the subsequent rating experiments, so it is 
felt to be a suitable choice.
However, it would be desirable to repeat the experiment for different listening 
tasks or for specific application areas; for example, audio containing speech or 
with degraded quality programme items.
A set of twelve attributes was produced in the second phase of the experiment, 
and only the four most useful and relevant were selected for further investigation 
in a scaling experiment. It would however be useful to gather ratings on all of 
the attributes in order to assess their relationship with each other and with 
physical parameters of audio-on-audio interference scenarios.
It may also be desirable and interesting to repeat the procedure in different 
languages.
9.3.2 Distraction modelling
The final distraction model showed a good fit to the training and validation data 
sets and conformed to the specification outlined in Section 7.1. However, there 
are a number of extensions that could be made to improve the generalisability 
of the model and extend the application to different situations.
Perhaps the most important area for further work is investigation of the musi­
cal clashes that the model found difficult to predict. There were no features in 
the set that could be used to describe the specific relationship between target 
and interférer programme in certain cases. A related research area is musical 
information retrieval, which could help to classify different types of programme
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material or specific musical features. Whilst musical factors such as key sig­
nature were considered in the feature extraction, it may be valuable to look 
at such musical features from a lower-level perceptual viewpoint. For example, 
models of sensory dissonance have been produced (e.g. MacCallum and Ein- 
bond [2008]); such models could potentially be used to quantify dissonance in 
the relationship between the target and interférer programmes.
The model was trained on monophonic target and interférer audio programmes; 
it would be beneficial to test the model with stereo audio programmes, poten­
tially adding new features and retraining. The model was designed to make 
predictions in situations with the target at 0 degrees but could be extended to 
any arbitrary target location.
It would be useful to test the model in different application areas in addition 
to the ‘entertainment’ scenario considered in this work. This could partially 
be achieved by extending the set of stimuli to non-music items (i.e. speech, 
music and speech, and noise), but also considering different listener tasks such 
as information gathering (e.g. phone call, train station platform, working in an 
open office).
The model was trained on 10 second segments of audio and the MATLAB im­
plementation takes some time to return a prediction; it would be beneficial to 
implement a real-time version of the model with streaming audio in order to pro­
vide constant feedback. This would require further investigation of distraction 
over time for longer stimuli, as well as efficient computational implementation 
of the feature extraction.
9.3.3 Application to personal sound zones
Whilst it was considered important to train a model to predict accurately for 
‘naturally’ and ‘artificially’ created audio-on-audio interference situations, eval­
uation of personal sound zones was the primary motivation for the distraction 
model. However, to increase generalisability, the model was trained on mock-up 
interference situations with no sound zone filtering. As sound zoning improves
312
Chapter 9; Conclusions
and the filters become more transparent (i.e. no artefacts or target quality degra­
dations), artificially created audio-on-audio interference will tend towards nat­
urally created situations. However, it would be beneficial to test the model 
specifically in a personal sound zone system.
As discussed in Section 9.2.1, Francombe et al. [2013], the preliminary distrac­
tion (Chapter 6) was used to optimise a sound zone system by selecting loud­
speakers from a candidate set in a perceptually relevant manner. This work 
showed some benefits of integrating the distraction model into a physical sys­
tem, but it was suggested that a more accurate and developed model would be 
necessary to see further advantages. It is therefore desirable to extend this work 
using the distraction model described in Chapters 7 and 8.
9.4 Summary
The work presented in this thesis described steps towards the perceptual evalua­
tion of audio-on-audio interference situations. This work is particularly relevant 
due to the increasing number of potential audio-on-audio interference situations 
that may arise in modern life. Audio is becoming more ubiquitous in every­
day life; there are many products that produce music or informational sounds, 
such devices are increasingly portable, and widespread access to the internet 
and low-cost high-capacity storage mean that more audio is consumed in more 
places than ever before. At the same time, research into personal sound zone 
systems is an active area as it becomes more valuable to deliver different streams 
of audio to multiple people in the same space.
It is therefore of interest to understand the human response to such situations in 
order that the listening experience can be optimised in a perceptually relevant 
manner. The research presented above contributes to this goal in a number of 
ways: the perceptual response of listeners was considered in order to gain an 
understanding of how listeners perceive audio-on-audio interference situations; 
the physical characteristics of such situations that have a perceptual effect were 
described; and a model of perceived distraction in an audio-on-audio interference
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was developed. There is little literature related to the effect of interfering audio 
programmes, and it is hoped that future research can build upon the results 
presented above. This will help to ensure the highest quality of experience 
for listeners in an entertainment scenario as well as mitigating the potentially 
stressing effects of information overload in everyday life.
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Newspaper articles used in 
the threshold experim ent
Table A .l gives a summary of statistics relating to the readability of the news­
paper articles for the reading/working scenario.
W ord count F lesch  R eading E ase
M edian 168.00 50.10
M ean 167.69 50.43
Standard deviation 6.24 3.75
Table A .l: Newspaper article readability statistics
Figure A .l shows an example of one of the articles used. All articles were 
adapted from the online archives of the Evening Standard [Evening Standard 
2011].
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Adoption Sense
Adoption In this country has for too long been governed in part by the politically correct nostrums of 
what now seems a distant age. So it is to be hoped that council social services departments will 
heed today's call from children's minister Tim Loughton over ethnic matching in adoption.
For many years, the social workers concerned have taken an often inflexible approach, refusing to 
let white couples adopt black or Asian babies and children on the grounds that those children need 
to be brought up in their own culture. But Mr Loughton has urged councils to allow white couples to 
adopt non-white children, paying more attention to their potential as parents than to their race.
This is surely a piece of good common sense, especially somewhere as multi-ethnic as London.
The restrictions on cross-ethnic adoption smack of a very different era: today, London is truly a 
melting pot and ethnically mixed marriage an utterly unremarkable commonplace. We should use 
that tolerance to help reduce the numbers of black and Asian children in care, where they are over­
represented.
Figure A .l :  E x am ple  n ew sp a p er artic le
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Radio sampling
In Appendix B, details of the stimuli used in the distraction rating experiment 
described in Chapter 7 are presented.
Table B .l contains details of the programme material items used throughout 
the experiment. ‘Type’ refers to the function served by each item: ‘main’ for 
the main experiment, ‘main ref.’ for reference stimuli in the main experiment, 
‘fam.’ for the familiarisation pages, and ‘fam. ref.’ for the reference stimuli on 
the familiarisation pages. The source is either ‘R ’ (recorded from the radio) or 
‘S’ (recorded from Spotify).
The values for date and time refer to details in Table B.3, whilst the radio 
stations are shown in Table B.2 (duplicated from Table 7.1).
Table B.4 details the programme material and experimental factors used in the 
final stimuli.
T yp o  N o . A r tis t Track S ta rt Src. D a te  S ta . T im e
Main 1 Keaton Cobblers 
Club
“Your m oth er” R 1 1 1
2 Leona Lewis “Keep bleeding” R 1 1 3
Continued on next page
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Table B .l — Continued from  previous page
T y p e  N o . A r tis t Track S ta rt
tim e
Src. D a te S ta . T im e
3 Cast of Miss 
Saigon
“I  s till believe” 1:48 S 1 1 4
4 Jackson Browne “Fountain o f sor- 1:01 S 1 1 5
5 Nat Shilkret and 
His Orchestra
“She didn’t say  yes, 
she didn’t say n o ”
R 1 1 6
6 DJ Assult [Unknown] R 1 2 1
7 Vybz Kartel “The business” 0:12 S 1 2 2
8 M.I.A. “Paper p lan es” R 1 2 3
9 Demi Lovato “H eart a ttack” 0:55 S 1 2 5
10 Schubert “Sym phony No. 5 
m ov. 2 ”
3:29 S 1 3 1
11 Vivaldi “Nulla in mundo  
pax sincera”
2:13 S 1 3 3
12 Saint-Saëns “Piano concerto no. 2:21 S 1 3 4
13 Hans Zimmer “Look to the s ta rs ” R 1 3 5
14 Puccini “E lucevan le stelle  - 
from  Tosca”
1:44 S 1 3 6
15 Elgar “Chanson de m atin  
(op. 15 ‘2 )”
R 1 4 1
16 Vivaldi “Concerto in D m i­
nor fo r  string and 
basso continuo”
0:10 S 1 4 2
17 Robert Schumann “Herm ann und  
Dorothea O verture”
7:02 S 1 4 3
18 [Unknown] [Unknown] R 1 4 4
19 [Unknown] [Unknown] R 1 4 5
20 Rudimental “Tell m e that you  
need m e”
2:10 S 1 5 3
21 Avicii “Wake m e u p” 0:32 S 1 5 4
22 Calvin Harris ft. 
Ellie Goulding
“I need your love” 1:44 S 1 5 5
23 Skrillex “C inem a” 1:05 S 1 6 1
24 Supergrass “Pum ping on your  
stereo”
1:59 S 1 6 2
, 25 Kraftwerk “Autobahn” R 1 6 3
26 Milton Henry “Let the sun shine 
in ”
0:02 S 1 6 5
Continued on next page
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Table B .l — Continued from  previous page
T y p e  N o . A r tis t Track S ta rt Src. D a te S ta . T im e
27 Judy Dyble “The sisterhood o f 
ru ra lists”
0:08 S 1 6 6
28 Spandau Ballet “I ’ll f ly  fo r  yo u ” 2:38 S 1 7 1
29 Savage Garden “Truly m adly  
deeply”
0:22 s 1 7 2
30 Irene Cara “W hat a feeling” 0:57 s 1 7 4
31 Calvin Harris ft. 
Ellie Goulding
“I  need your love” R 1 7 5
32 Natalie Imbriuglia “T o m ” 0:56 S 1 7 6
33 [Unknown] [Unknown] R 1 8 1
34 Hot Natured “R everse skydiving” 1:13 S 1 8 2
35 Jason Derulo “R id in ’ so lo” 0:30 s 1 8 3
36 The Saturdays “G entlem an” 0:58 s 1 8 4
37 Naughty Boy ft. 
Sam Smith
“La La La” R 1 8 5
38 Mark Night “A lrigh t” 1:16 s 1 8 6
39 DJ Assult [Unknown] R 1 9 1
40 Vybz Kartel “The business” 0:12 S 1 9 2
41 Fabienne “Taxi” 1:50 S 1 9 5
42 Roxy Music “Do the stran d” 3:24 S 2 1 1
43 Agnetha Faltskog “Dance your pain  
aw ay”
0:18 S 2 1 3
44 The Beatles “Penny Lane” R 2 1 5
45 Dennis Brown “God bless the chil­
dren”
R 2 1 6
46 Enter Shikari “R ad ia te” 1:27 S 2 2 5
47 Jake Bugg “Taste i t ” 1:33 S 2 2 6
48 Canteloube “Songs o f the Au­
vergne -  B ailero”
1:24 S 2 3 1
49 Ludovico Einaudi “Le onde” R 2 3 3
50 Chopin “Piano Son tata no. 
3 fin a le”
R 2 3 4
51 John Lunn “Downton Abbey 
music su ite”
R 2 3 5
52 Beethoven “Trio fo r  piano and 
strings (op. 70 no. 
2) in  E fla t m a jo r”
R 2 4 1
Gontinued on next page
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Table B .l — Continued from  previous page
T y p e  N o . A r tis t T rack S ta rt Src. D a te S ta . T im e
53 Robert Schumann “Them e and varia­
tions on the name 
‘Abegg’ (op. 1 )”
R 2 4 2
54 Juan del Encina “Oy comamos y  be- 
bam os”
1:03 S 2 4 3
55 Mozart “Violin Sonata in  G 
M ajor K 3 7 9 ”
R 2 4 4
56 Schubert “9th Sym phony” R 2 4 5
57 Jaimeo Brown “This world a in’t m y  
hom e”
R 2 4 6
58 Avicii ft. Aloe 
Blacc
“Wake m e u p ” 0:35 S 2 5 1
59 Tinie Tempah “M iam i 2 Ibiza” 2:08 S 2 5 3
60 David Guetta “Where them  girls 
a t”
R 2 5 5
61 Caveman “In the c ity ” R 2 6 1
62 The W hite Stripes “You don’t know  
what love is ”
2:35 S 2 6 2
63 Sugar “If I  can’t change 
your m in d ”
1:04 s 2 6 3
64 Hope For Return “A ll that g lim m ers” R 2 6 5
65 Siouxsie And The 
Banshees
“M irage” R 2 6 6
66 Des’ree “Feel so high” R 2 7 1
67 Storm Queen “Look right 
through”
R 2 8 1
68 Oily Murs “D ear darlin’” 2:50 S 2 8 2
69 Jessie J “W ild” 3:16 S 2 8 3
70 Pink “Blow m e one last 
kiss”
1:29 S 2 8 4
71 Justin Timberlake “Rock your body” 1:21 S 2 8 6
72 Kwabatsha vs. 
Florance & The 
Machines
“Zvangu zvanmuka  
vs. spectrum  (say  
m y n a m e)”
R 2 9 1
73 Sean Paul “O ther side o f love” R 2 9 3
74 Show N Prove “Zim m a fram e” R 2 9 4
75 Ray Foxx (ft. 
Rachel K Collier)
“Boom boom (heat- 
beat)”
R 2 9 5
76 Billy Joel “Scenes from  an 
Italian restauran t”
1:07 S 3 1 1
Gontinued on next page
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Table B .l — Continued from  previous page
T y p e  N o . A r tis t Track S ta rt Src. D a te S ta . T im e
77 Crossfaith “M onolith” 1:28 S 3 2 1
78 Foals “Bad h abit” 0:48 S 3 2 3
79 Papa “Young r u t” R 3 2 6
80 Bach “Keyboard concerto  
in  F 2nd m ovem en t”
2:23 S 3 3 3
81 Bach “Double violin  con­
certo in  D  M inor  
2nd m ovem en t”
4:54 S 3 3 6
82 Beethoven “C oncerto fo r  piano  
and orchestra no. 2 
(op. 19) in  B fia t  
m a jo r”
R 3 4 1
83 Mozart “String quartet in  G 
m ajor (K . 15 6 )”
R 3 4 2
84 Schubert “Piano Sonata no. 
16 in  A m inor, 
D .8 4 5 ”
R 3 4 3
85 Murray Gold “Dr. Who theme R 3 4 4
86 Trad. “Deep r iver  - sp iri­
tu a l”
R 3 4 5
87 Mark Beswick “W ave you r hands” R 3 4 6
88 Jessie J “W ild” 3:17 S 3 5 2
89 Avicii ft. Aloe 
Blacc
“Wake m e u p ” 1:50 S 3 5 3
90 Justin Timberlake “Take back the 
nigh t”
0:29 S 3 5 6
91 Noel Gallagher’s 
High Flying Birds
“A K A . . .w h a t a 
life!”
2:46 S 3 6 1
92 The Fall “H it the north ” 0:45 S 3 6 2
93 The Vaccines “M elody calling” R 3 6 3
94 Hot Chip “D ark and s to rm y ” 0:50 S 3 6 5
95 The White Stripes “A pple blossom ” R 3 6 6
96 Maroon 5 “M oves like dagger” 2:35 S 3 7 3
97 Pink “Just give m e a rea­
so n ”
R 3 7 5
98 Cyndi Lauper “Tim e after tim e ” R 3 7 6
99 [Unknown] [Unknown] R 3 8 1
100 Jessie J “W ild” 1:04 S 3 8 2
Gontinued on next page
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Table B .l — Continued from  previous page
T y p e  N o . A r tis t Track S ta rt Src. D a te S ta . T im e
101 Jaheim (Duba- 
holics remix)
“Just in  case” R 3 8 3
102 Miguel “A dorn ” R 3 8 5
103 Le Youth “Cool” 1:24 S 3 8 6
104 Goodie Mob “Special education” R 3 9 1
105 JMC “I ’m  real” R 3 9 2
106 Fuse CD G “A n ten n a” 0:49 S 3 9 3
107 Rainy Milo “Deal m e briefly” R 3 9 4
108 [Unknown] [Unknown] R 3 9 6
109 Hawkwind “S ilver m achine” R 4 1 1
110 Gabriella Cilmi “Sweet about m e” R 4 1 2
111 Ellie Goulding “B urn” R 4 1 6
112 City and Colour “The hurry and the 
h arm ”
1:09 S 4 2 1
113 Miley Cyrus “We can’t s to p ” R 4 2 4
114 Daft Punk “Get lucky” R 4 2 5
115 Shostakovic “Piano concerto no. 
2 2nd m ovem en t”
R 4 3 3
116 Franz von Suppe “M orning, noon, 
and night in  Vienna 
O verture”
R 4 3 4
117 Elgar “Gockaigne over- 9:15 S 4 3 5
118 Dvorak “Cello concerto” 5:47 S 4 3 6
119 Mozart “Q uintet in  A m a­
jo r  K .581 fo r  clar­
inet and strings -  
larghetto”
R 4 4 1
120 Rossini “W illiam  Tell over- R 4 4 2
121 Franz von Suppe “Overture: pique 
dam e”
R 4 4 3
122 Schubert “M om ents m usi­
caux, D 780”
R 4 4 4
123 Haydn “Q uartet in C m ajor  
op. 2 0 ’2 fo r  s tr in gs”
R 4 4 5
124 Lutoslawski “Gello concerto” R 4 4 6
125 Daiquiri “Get your freak on ” R 4 5 1
Gontinued on next page
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T y p e  N o . A r tis t Track S ta rt Src. D a te S ta . T im e
126 Tiny Tempah “W ritten  in  the 
s ta rs ”
2:59 S 4 5 4
127 Rita Ora “H ot right now ” 0:56 S 4 5 5
128 Bruno Mars “Treasure” 0:25 S 4 5 6
129 Cassius “Cassius 99” R 4 6 1
130 Sigur Ros “Isjak i” 0:54 s 4 6 3
131 Owiny Sigoma 
Band
“Harpoon land” R 4 6 4
132 Cloud Control “D ojo risin g” 1:36 s 4 6 5
133 John Martyn “Seven black roses” 2:44 s 4 6 6
134 Paul Toung “W henever I  lay m y  
h a t”
R 4 7 1
135 KC & The Sun­
shine Band
Give i t  u p”. R 4 7 2
136 Dina Carroll “A in ’t no m an ” R 4 7 3
137 Westlife “Flying without 
w ings”
R 4 7 6
138 Naughty Boy ft. 
Sam Smith
“La la la” 3:08 S 4 8 3
139 Jessie J “W ild” 0:26 s 4 8 4
140 Miguel “A dorn ” R 4 8 5
141 Show N Prove “Zim m a fra m e” R 4 9 3
142 Justin Timberlake “Tunnel v isio n ” R 4 9 4
143 Danny Byrd “Golden tick e t” 3:27 S 4 9 6
144 The Mavericks “A ll over again” 0:40 S 5 1 5
145 D ’Angelo “S h e’s always in  m y 2:11 S 5 2 1
146 Foster the People “Pum ped up k icks” 2:06 S 5 2 2
147 All Time Low “W eightless” 2:28 S 5 2 4
148 Crusell “Glarinet concerto  
no. 1 ”
1:28 s 5 3 2
149 Tchaikofsky “Sym phony no. 6 ” 3:13 s 5 3 6
150 Miley Cyrus “We can’t s to p ” R 5 5 1
151 Breach “Jack” R 5 5 2
152 Miley Cyrus “We can’t s to p ” R 5 5 3
153 Justin Timberlake “Suit & t ie ” 1:36 s 5 5 4
154 Naughty Boy ft. 
Sam Smith
“La la la” 1:11 s 5 5 5
Continued on next page
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Table B .l — Continued from  previous page
T y p e  N o . A r tis t Track S ta rt Src. D a te Sta . T im e
155 Rudimental “Right here” 0:59 S 5 5 6
156 The Railway Chil- “A gentle sound” 0:34 S 5 6 2
157 Foals “B ad habit” R 5 6 4
158 Lou Bega “Mambo no. 5 ” 2:35 S 5 7 3
159 Wham! “Club Tropicana” 0:50 s 5 7 5
160 TLC “W aterfalls” R 5 8 1
161 Jason Derulo “The other s id e ” 0:45 S 5 8 4
162 W ill.i.am “That pow er” 1:00 S 5 8 5
163 Jessie J “W ild” R 5 8 6
164 D ’Angelo “Sh e’s always in  m y 2:10 S 5 9 1
165 Labrinth “Express yourself” R 5 9 2
166 Rudimental “W aiting all n ight” 3:40 S 5 9 3
167 Klangkarussell “Sonnentanz” R 5 9 5
168 [Unknown] [Unknown] R 5 9 6
169 Taylor Swift “E verything has 
changed”
R 6 1 2
170 Pet Shop Boys “Left to  m y own de- 1:34 S 6 1 3
171 John Farnham “You’re the vo ice” 0:42 S 6 1 4
172 Usher “I need a g irl” R 6 2 3
173 The All-American 
Rejects
“G ives you hell” 0:39 S 6 2 5
174 Epiphany “Black dog” R 6 2 6
175 Vitezslav Novak “Slovak su ite” R 6 3 1
176 [Unknown] [Unknown] R 6 3 2
177 Bach “Brandenburg con­
certo no. 5 ”
R 6 3 4
178 Sarah Savoy and 
the Francadians
“La valse de Grand 
G ueydan”
R 6 4 6
179 W ill.i.am “That pow er” 0:46 S 6 5 1
180 Robin Thicke “Blurred lin es” 1:59 S 6 5 2
181 Pixies “Bagboy” R 6 6 4
182 Whitney Houston “Where do broken 
hearts g o ”
1:08 S 6 7 1
183 Bob Mar ley “Three little  birds” R 6 7 2
184 ABC “The look of love” 0:31 S 6 7 3
Gontinued on next page
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T y p e  N o . A r tis t Track S tart Src. D a te S ta . T im e
185 Take That ft. Lulu "Relight m.y f ire” 3:20 S 6 7 5
186 [Unknown] [Unknown] R 6 9 2
187 Clara “Body p a r ty ” 1:27 S 6 9 4
188 ASAP Rocky “1 Train” 0:33 S 6 9 6
189 Texas “D etro it c ity ” 0:32 S 7 1 2
190 Barry Manilow “I  wanna do i t  with  
you ”
R 7 1 3
191 David Guetta ft. 
Rihanna
“W ho’s tha t chick?” 0:36 S 7 2 2
192 Bach “Brandenburg  con­
certo no. 3 in  G m i­
nor, 1st m ovem en t”
R 7 3 1
193 Pink ft. Nate “Just give m e a rea­
so n ”
R 7 5 2
194 Will.i.am “Scream  & shou t” 0:17 S 7 5 4
195 Justin Timberlake “M irrors” 0:36 S 7 7 4
196 Donna Summer “B ad g irls” 1:36 s 7 7 6
197 Icona Pop “I love i t ” R 7 8 2
198 Brookes Brothers “C arry me on ” R 7 9 5
199 David Bowie “A ll the young  
dudes”
R 8 1 2
200 Boston “M ore than a feel­
in g”
3:17 S 8 1 5
Main 201 Genesis “Throwing it  all 2:47 s 0 1 1
ref. aw ay”
202 Barbara Dickson “Tell m e i t ’s not 2:42 s 0 1 3
203 Jack Jones “N ina never knew” R 0 1 4
204 The Script “Hall o f fa m e ” R 0 2 3
205 Bonobo “S tay  the sa m e” 0:26 S 0 2 4
206 [Unknown] [Unknown] R 0 3 1
207 [Unknown] [Unknown] 5:39 S 0 3 2
208 [Unknown] [Unknown] R 0 3 4
209 [Unknown] [Unknown] R 0 4 1
210 [Unknown] [Unknown] R 0 4 2
211 [Unknown] [Unknown] R 0 4 3
212 [Unknown] [Unknown] R 0 4 4
213 Robin Thicke “Blurred lin es” 0:45 S 0 5 1
Continued on next page
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T y p e  N o . A r tis t Track S tart Src. D a te S ta . T im e
214 Alex Clare “Too close” 1:39 S 0 5 2
215 Sebastian Ingrosso “R eload” 3:25 s 0 5 3
216 David Guetta “Play hard” 0:42 s 0 5 4
Fam. 217 Bonnie Tyler “This is gonna 
h u rt”
2:18 s 9 1 1
218 Jahmene Douglas “T itan iu m ” 0:19 s 9 1 3
219 Robert Parker “B arefootin”’ 1:12 s 9 1 4
220 Gene Pitney “Town without p i ty ” 2:15 s 9 1 6
221 The Saturdays “W hat about u s” R 9 2 3
222 One Direction “B est song ever” 0:23 s 9 2 4
223 Dillon Francis & 
Totally Enormous 
Extinct Dinosaurs
“W ithout yo u ” R 9 2 5
224 [Unknown] [Unknown] R 9 2 6
225 Brahms “Sym phony no. 1 10:31 S 9 3 1
226 [Unknown] “3rd m ovem ent of 
concerto in  G fo r  
two oboes”
R 9 3 3
227 Chopin ‘“M inute W altz’ in  
Db no. 1 ”
0:16 S 9 3 4
228 Mike Sheppard “Lullaby from  The 
Soul R ests E tern al”
R 9 3 6
229 Saint-Saëns “Phaeton -  sym ­
phonic poem, op. 
39”
R 9 4 2
230 Hugo Alfven “Shepherd g ir l’s 
dance from  ‘The 
M ountain K in g ’ 
(Bergakungen), op. 
37”
R 9 4 3
231 Bach “Suite no. 3 in D  
m ajor B  W V. 1068 
fo r  orchestra”
3:47 S 9 4 5
232 [Unknown] [Unknown] R 9 6 1
233 Amy Winehouse “Tears dry on their  
ow n”
2:04 S 9 6 3
234 Beth Orton “She cries your 
n am e”
R 9 6 4
Continued on next page
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T y p e N o . A r tis t Track S ta rt
t im e
Src. D a te S ta . T im e
235 Blind Lemon Jef­
ferson
“See that m y grave’s 
kept clean”
1:00 S 9 6 5
236 The Bodines “C lear” R 9 6 6
237 Jack Johnson “I got yo u ” 0:06 S 10 1 2
238 Jay Z “Tom Ford” 1:24 S 10 2 1
239 John Newman “Love m e again” 3:28 S 10 2 2
240 Haydn “TVumpet concerto 
in  Eb m ov. 1 ”
5:07 S 10 3 2
241 Verdi “Chorus o f the 
Hebrew slaves -  
Nabucco”
R 10 3 5
242 Cesar Franck “Psyche orchestra R 10 4 1
243 [Unknown] [Unknown] R 11 4 6
244 The Flaming Lips “Race fo r  the p r ize ” R 11 6 2
Fam.
ref.
245 James Taylor “Sweet baby Jam es” 1:43 S 12 1 5
246 [Unknown] [Unknown] R 12 4 4
Table B .l: Master stimulus list. Scr. refers to the programme item source—  
R: Radio, S: Spotify. Sta. refers to the radio station. See following tables 
for date, station, and time references.
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N o. S tation R ad io  form at
1 BBC Radio 2
2 BBC Radio 1
3 Classic FM
4 BBC Radio 3
5 Capital London
6 BBC 6 Music
7 Heart London
8 Kiss 100 FM
9 IXtra from the BBC
Hot adult contemporary, indie music, infotain­
ment
Contemporary hit radio, news, entertainment, 
speech, showbiz
Classical music
Classical, jazz, world music, drama, culture, arts 
Top 40 (contemporary hit radio)
Non-formatted or multi-formatted 
Hot adult contemporary 
Dance, hip hop, D&B
Urban and hip hop, D&B, R&B, dancehall and 
garage
Table B.2: Radio stations used in the random radio sampling procedure. 
Format details from Wikipedia.
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T y p e  N o . T arget In terférer T arg. leve l In t. leve l L o ca tio n
Main 1 71 141 -1 2 .6 2 -2 8 .3 8 315
2 20 149 -1 9 .2 2 -2 2 .1 9 135
3 82 31 —5.66 -1 1 .8 9 315
4 60 158 -1 6 .4 1 -2 4 .3 9 315
5 3 13 -1 6 .3 4 -2 8 .9 3 180
6 92 194 -1 1 .6 3 -2 1 .0 3 315
7 168 147 -1 0 .2 8 -2 2 .3 5 90
8 191 110 -8 .6 9 -9 .3 6 180
9 120 , 69 -1 6 .9 2 -2 0 .3 2 0
10 160 196 -1 8 .9 3 -4 2 .2 4 135
11 155 184 -1 7 .3 7 -2 7 .2 4 135
12 94 95 -7 .5 9 -2 2 .1 3 315
13 123 74 -1 0 .4 7 -2 0 .0 4 135
14 5 166 -1 3 .6 0 -2 9 .0 3 90
15 18 9 -0 .5 6 -1 6 .9 7 135
16 77 185 -2 .8 3 -2 2 .7 3 315
17 14 107 -0 .8 1 -1 7 .0 8 0
18 145 181 -8 .7 5 -2 1 .3 5 135
19 189 93 -6 .9 6 -2 0 .9 4 315
20 7 109 -1 8 .1 4 -3 2 .12 180
21 21 170 -7 .3 9 -2 0 .9 8 135
22 87 42 -8 .6 6 -1 6 .1 6 180
23 150 126 -1 .8 1 -2 .5 3 135
24 17 116 -4 .6 9 -1 2 .4 8 0
25 106 36 -1 6 .1 2 -1 9 .9 9 0
26 10 44 -1 7 .1 2 -2 7 .0 6 0
27 188 167 -1 2 .3 4 -1 8 .6 5 0
28 154 58 -1 8 .5 8 -3 6 .1 0 90
29 111 54 -6 .7 1 -2 0 .11 180
30 52 46 -1 .7 5 -6 .0 4 135
31 157 64 -1 0 .0 6 -1 7 .6 9 0
32 96 173 -5 .4 4 -1 7 .2 8 90
33 35 198 -5 .3 8 -2 6 .8 8 0
34 102 28 -6 .1 4 -2 3 .3 7 315
35 105 142 -1 5 .1 9 -1 8 .3 4 0
36 169 72 -7 .8 4 -3 2 .4 0 90
37 15 132 -1 1 .6 5 -1 9 .5 2 315
38 84 182 -9 .4 7 -3 0 .5 0 135
Continued on next page
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Table B.4 — Continued from  previous page
T y p e  N o . T arget In terférer T arg. leve l In t. leve l L o ca tio n
39 16 41 -1 6 .1 0 -2 0 .9 6 180
40 47 200 -1 9 .8 6 -4 0 .21 90
41 48 152 -8 .2 8 -2 4 .8 7 315
42 186 125 -2 .8 9 -2 4 .1 6 90
43 128 130 -1 8 .0 7 -2 7 .0 9 135
44 146 4 -0 .3 5 -2 3 .1 9 315
45 70 62 -1 7 .5 9 -1 8 .9 0 180
46 137 88 -1 2 .1 9 -3 3 .1 9 90
47 53 40 -3 .0 2 -9 .9 2 315
48 180 118 -1 .1 1 -3 .3 1 90
49 25 140 -0 .8 0 -2 2 .8 8 315
50 57 144 -6 .1 4 -1 0 .1 1 315
51 66 139 -5 .5 4 -1 1 .0 5 180
52 136 153 -1 4 .6 1 -3 7 .5 8 0
53 187 37 -7 .4 0 -8 .9 8 0
54 159 67 -3 .3 6 -2 5 .0 7 135
55 56 131 -6 .1 1 -2 9 .5 9 135
56 176 29 -1 6 .0 4 -2 2 .9 8 180
57 172 117 -1 8 .7 9 -2 2 .3 5 180
58 164 27 — 5.86 -1 2 .7 7 0
59 134 99 -0 .4 7 -1 3 .3 4 90
60 50 199 -1 9 .6 7 -29 .61 0
61 51 23 -9 .4 1 -1 4 .2 4 315
62 124 100 -1 2 .2 7 -2 1 .6 6 135
63 148 129 -7 .4 6 -3 0 .7 8 135
64 156 163 -1 .9 4 -5 .2 5 180
65 101 81 -8 .6 5 -2 8 .9 4 0
66 104 192 -0 .7 7 -1 1 .7 5 180
67 83 85 -2 .3 0 -1 8 .1 9 0
68 97 32 -1 0 .9 0 -3 2 .2 0 90
69 80 113 -4 .9 1 -2 0 .6 8 180
70 19 39 -3 .0 1 -2 3 .0 2 90
71 2 122 -1 5 .9 3 -1 9 .7 9 0
72 178 175 -6 .9 3 -1 2 .3 6 90
73 6 61 -0 .6 7 -1 3 .8 8 135
74 103 11 -3 .2 3 -1 8 .6 9 180
75 43 108 -5 .7 6 -2 2 .9 4 90
Continued on next page
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Table B.4 — Continued from  previous page
T y p e  N o . T arget In terférer T arg. leve l In t. leve l L o ca tio n
76 197 26 -4 .3 6 -2 0 .7 0 90
77 65 34 -1 1 .7 6 -2 1 .1 9 135
78 45 177 -1 9 .8 1 -3 1 .2 3 90
79 24 179 -7 .0 3 -1 0 .6 5 315
80 78 22 -4 .5 0 -1 5 .6 6 135
81 90 161 -3 .5 4 -2 4 .8 6 90
82 133 12 -1 8 .9 6 -2 8 .9 7 0
83 112 76 -1 4 .5 6 -3 8 .7 9 0
84 127 121 -4 .9 7 -7 .1 1 180
85 143 86 -1 .9 8 -1 4 .1 8 90
86 183 30 -3 .6 5 -1 7 .3 2 180
87 75 135 -3 .9 2 -4 .7 1 0
88 165 59 -1 .7 3 -2 .2 8 135
89 91 63 -1 3 .9 1 -1 7 .0 8 90
90 119 1 -1 0 .5 7 -3 4 .4 3 180
91 33 115 -1 8 .4 3 -4 2 .2 3 90
92 8 151 -1 0 .0 9 -1 8 .8 0 315
93 195 73 -1 8 .5 1 -2 2 .3 2 180
94 55 38 -1 7 .9 1 -2 2 .0 9 135
95 89 162 -2 .1 2 -1 5 .8 4 315
96 79 114 -1 4 .7 3 -2 5 .4 8 180
97 193 190 -9 .4 2 -3 1 .9 5 0
98 171 138 -1 4 .4 8 -2 3 .7 4 180
99 68 98 -1 6 .8 6 -2 9 .2 8 315
100 49 174 -4 .4 8 -2 6 .6 3 315
Rep. 101 (13) 123 74 -1 0 .4 7 -2 0 .0 4 135
102 (91) 33 115 -1 8 .4 3 -4 2 .2 3 90
103 (98) 171 138 -1 4 .4 8 -2 3 .7 4 180
104 (88) 165 59 -1 .7 3 -2 .2 8 135
105 (48) 180 118 -1 .1 1 -3 .3 1 90
106 (81) 90 161 -3 .5 4 -2 4 .8 6 90
107 (23) 150 126 -1 .8 1 -2 .5 3 135
108 (29) 111 54 -6 .7 1 -2 0 .1 1 180
109 (11) 155 184 -1 7 .3 7 -2 7 .2 4 135
110 (62) 124 100 -1 2 .2 7 -2 1 .6 6 135
111 (100) 49 174 -4 .4 8 -2 6 .6 3 315
112 (75) 43 108 -5 .7 6 -2 2 .9 4 90
Continued on next page
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Table B.4 -  Continued from  previous page
T y p e  N o . T arget In terférer  T arg. lev e l In t. leve l L o ca tio n
Fam. f l 225 236 -5 .3 5 -9 .7 6 180
f2 219 246 -6 .6 4 -1 4 .6 7 180
f3 226 244 -1 .6 5 -1 5 .6 3 315
f4 229 238 -4 .4 4 -9 .7 7 315
f5 228 220 -4 .8 2 -1 2 .1 3 0
f6 233 217 -1 8 .6 5 -2 4 .5 5 0
f7 245 243 -1 7 .9 7 -3 6 .6 6 90
£8 240 241 -1 0 .0 6 -1 9 .7 7 135
£9 221 232 -1 7 .7 4 -3 4 .2 0 90
£10 235 218 -2 .4 5 -1 4 .3 3 90
£11 234 223 -2 .3 8 -1 5 .2 0 0
£12 239 231 -2 .1 3 -3 .4 7 135
£13 224 237 -1 7 .4 4 -3 2 .9 2 180
£14 222 227 -1 6 .5 2 -2 6 .0 9 135
Table B.4: Final stimulus combinations. Types: ‘Main’for the main exper­
iment, ‘Rep. ’ for repeat stimuli (with original stimulus number in paren­
thesis), and ‘Fam.’ for familiarisation. Target and interférer numbers are 
detailed in Table B.l. Target and interférer levels are in dB with reference 
to 76 dB LAeq(ios) (see Section 7.2.3 for details). Location refers to the 
position (in degrees) of the interférer loudspeaker.
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Feature extraction details
Table C.2 contains a summary of the features extracted for the modelling pro­
cedure described in Chapter 7. The toolboxes used are described in Section 
7.4.3. Where frequency ranges are indicated, specific bands of the GASP model 
output were used, with centre frequencies as detailed in Table C .l.
R a n g e C A S P  m o d e l b a n d s C e n tr e  freq u en c ie s  (H z)
All 1-31 86.94-7819.20
L (Low) 1-9 86.94-520.01
M (Mid) 10-19 605.36-1974.90
H (High) 20-31 2226.10-7819.20
Table C.l: Feature frequency ranges
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A ppendix D
Publications arising from  
this thesis
C onference papers
The following publications have arisen either directly from or from work related 
to this thesis.
• Francombe, J., Mason, R., Dewhirst, M., and Bech, S., 2012: ‘Determining 
the threshold of acceptability for an interfering audio programme.’ In: 
AES 132nd Convention, Budapest, Hungary. Paper No. 8639.
• Francombe, J., Coleman, P., Olik, M., Baykaner, K., Jackson, P.J., Ma­
son, R., Dewhirst, M., Bech, S., and Pedersen, J.A., 2013a: ‘Perceptually 
optimized loudspeaker selection for the creation of personal sound zones.’ 
In: Audio Engineering Society Conference: 52nd International Confer­
ence: Sound Field Control-Engineering and Perception.
•  Francombe, J., Mason, R., Dewhirst, M., and Bech, S., 2013b: ‘Modelling 
listener distraction resulting from audio-on-audio interference.’ Proceed­
ings of Meetings on Acoustics, vol. 19.
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Appendix D: Publications arising from this thesis
•  Olik, M., Francombe, J., Jackson, P.J.B., Coleman, P., Olsen, M., Mpller, 
M., Mason, R. and Bech, S. 2013: ‘A comparative performance study of 
sound zoning methods in a reflective environment.’ In: Audio Engineering 
Society Conference: 52nd International Conference: Sound Field Control- 
Engineering and Perception.
•  Francombe, J., Mason, R., Dewhirst, M., and Bech, S., 2014: ‘Investi­
gation of a random radio sampling method for selecting ecologically valid 
music programme material’ In: AES 136th Convention, Berlin, Germany.
Journal paper
The following publication is currently under review:
• Francombe, J., Mason, R., Dewhirst, M., and Bech, S., submitted 2013: 
‘Elicitation of attributes for the evaluation of audio-on-audio interference.’, 
Journal of the Acoustical Society of America (under review).
P a ten t
The following patent has arisen from the work presented in this thesis.
•  Bech, S., Francombe, J., Dewhirst, M., and Mason, R., 2013: System for 
optimizing the perceived sound quality in virtual zones. US Patent App. 
13/781,893.
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