Abstract-Materialized view is a database object used to store the results of a query set. It is used to avoid the costly processing time that is required to execute complex queries involving aggregation and join operations. Materialized view may be associated with the operations of a data warehouse. Data mining is a technique to extract knowledge from a data warehouse and the incremental data mining is another process that periodically updates the knowledge that has been already identified by a data mining process. This happens when a new set of data gets added with the existing set. This paper proposes a method to apply the materialized view in incremental data mining.
I. INTRODUCTION
A view is a database object which is used to store the results of a query and can be thought of as a logical table often used for query processing. A materialized view is a relatively newer concept and is another database object that, unlike a normal view, physically stores the results of a query set. It can also be defined as cache which is mainly used for faster query processing. Materialized views help in eliminating the overhead involving expensive joins and aggregations that need to be performed for a large class of queries and offer significant improvements in query processing time, particularly for aggregation queries over tables of considerable size [1] .
Materialized views essentially materialize the results produced by the query in order to reduce access times [2] . Use of materialized view is mainly associated with data warehouse containing a huge amount of historical data. From this large data set, many data may not be actually useful for the future use. Here is the exact role of data mining which has become an important branch of database applications and is extensively used in the fields of decision support system, market analysis or any type of data processing. It is a method of finding out knowledge from data set through some mathematical modelling.
Incremental data mining is a form of data mining in which the existing mined data set is updated with the newly mined data with the process being repeated iteratively. The proposed method as discussed in this paper is related to the use of materialized view in implementing incremental data mining operations. The method deals with a database transaction set which consists of a set of attributes. The main algorithm on which the present method has been set up is Apriori algorithm as described in [3] and using this algorithm, the frequencies of occurrences of these attributes are obtained and the attributes which are above a particular threshold value of the frequency level are selected for materialization. Later with a new set of database transactions with the same set of attributes, the frequencies are calculated and if any change is observed with the frequencies, the materialized view gets updated. The next section describes the various research work done so far on the field of incremental data mining. Section 3 describes the methodologies behind the present research work as described in this paper.
II. RELATED WORK
In incremental data mining process, the already mined data sets need to be modified depending on the users" ever changing requirements. So, a challenge in this field is to find out the relevance of the outputs of new user queries with the existing set of data. To do this, the association between the past data and the present data is to be identified. There have been very few researches done on this field so far. The research work as described in [4] gave a method to discover the association rule among the sets of data present in a large database. Later the work was further expanded to design another algorithm called Apriori algorithm [3] .
The present research work as described in this paper also depends on this algorithm. The idea of incremental data mining was at first discussed in [5] research that was discussed in [5] was further expanded in [6] , where an algorithm was proposed to minimize the re-computation operation to find out the updated mined data from a transaction database when some new data sets are added or some existing data sets are removed. An approach of implementing an incremental data mining operation on the sequential patterns of data was discussed in [7] . The use of materialized views in data mining operations was at first discussed in [8] where the authors had proposed a method to use materialized view suitably in data mining applications in the same way that was used in transactional databases. An approach was proposed in [2] as well to relate materialized views with data mining functionalities. In [2] , the uses of a new form of databases object called Materialized Data Mining View or MDMV was discussed. This object could be used in the repetitive data mining queries by periodically refreshing the content of the view [2] . The next section states the Apriori algorithm which is the backbone of the proposed method. The subsequent section describes proposed research work in details. The section 5 analyzes the results obtained after applying the algorithm as described in section 4. An approach was proposed in [2] as well to relate materialized views with data mining functionalities. In [2] , the uses of a new form of databases object called Materialized Data Mining View or MDMV was discussed. This object could be used in the repetitive data mining queries by periodically refreshing the content of the view [2] . The next section states the Apriori algorithm which is the backbone of the proposed method. The subsequent section describes proposed research work in details. The section 5 analyzes the results obtained after applying the algorithm as described in section 4.
III. A SHORT DESCRIPTION OF THE APRIORI ALGORITHM
Since the proposed method as described in this research paper is based on Apriori algorithm, this section briefly describes the same. Apriori algorithm is an algorithm to find out the frequent item sets from a large set of data after analyzing a set of transactions on that set of data. This algorithm was proposed in a research paper as described in [3] . This algorithm is based on the identification process of the relations among items that are involved in large data sets. This is done using a rule known as the association rule. This rule may briefly be stated as follows:
Let I = {I 1 , I 2 , I 3 , …, I n } be a set of n number of items and let T = {T 1 , T 2 , T 3 , …, T k } be a set of k number of transactions where each T i ⊆ I. With respect to the above defined sets, an association rule is said to be an expression of the form A => B, where A ⊂ I, B ⊂ I with the condition that A∩B = Ф or the null set. Now, this rule is further explained with the help of two parameters, viz., the support value and the confidence value. The support value is defined like support (A => B) = P(A ∪ B), where P( ) is a function to calculates the probability. Hence, the parameter support value identifies the percentage of transactions that contain both the attributes A and B. On the other hand, the confidence value is defined like confidence (A => B) = P(B|A). Hence, this parameter identifies the percentage of transactions containing A that also contain B. With the help of these two parameters, Apriori algorithm says that if an item set does not support the minimum threshold value, already defined with respect to a particular set of transactions, then that item set should not be treated as a frequent item set. Otherwise, that item set should be considered to a frequent one. This observation continues with all the nonempty subsets of the initially taken item set. In other words, all the non-empty subsets of a frequent item set should also be considered as frequent ones. The execution of the Apriori algorithm consists of two steps, viz., the join step and the prune step. In the join step, a set of "k" number of items is generated after joining a set of (k -1) number of items with itself. In the next step, i.e., in the prune step, the items which are not frequent in the set of (k -1) number of items are removed from the generated set containing "k" number of items. The second step reduces the number of items by considering the frequency of the participating items. The detailed description of the algorithm has been given in [3] .
IV. DESCRIPTION OF THE PROPOSED WORK
In any transaction processing, the daily activities performed by the different users on a particular database are monitored. Considering this aspect, the present work as described here has two main components as mentioned below:
Initial Transaction processing component: This contains the frequently occurring sets of attributes which may be identified to form the materialized views.
Revised Transaction processing component:
This contains the attributes which may be added to the exiting materialized views. This revision is done using an iterative approach.
The Initial Transaction processing component is obtained by applying the algorithm MVG_AA [9] . This algorithm uses the Apriori algorithm [3] which has been briefly discussed in the previous section. The way MVG_AA utilizes the Apriori algorithm is briefly presented below.
The Apriori algorithm consists of two basic steps, viz., join step and the prune step and since the basic idea of the Apriori algorithm is to select a confidence value and a support value, the same has been done here as well. The support value is the minimum number of times that an attribute has to occur in the set of transactions to be considered as a frequently occurring attribute and the confidence value is used to determine if an attribute should be added to the existing set of materialized views consisting of the already identified frequent attribute sets. If the percentage of transactions containing the attributes in the materialized view that also contains the concerned attribute is greater than or equal to the confidence value, To implement the proposed method, the input data set from a transaction processing environment is taken as a text file containing a set of "n" number of transactions T, where T = {T 1 , T 2 , T 3 , …, T n }, where T i contains a set of attributes participating in the i th transaction. In the proposed method, each participating attribute is identified by a positive number. So, if the number of participating attributes is stored in a variable called "m" then the first attribute is identified by the number 1, the second one is identified by the number 2 and so on and so forth with the last attribute is identified by the number m. Moreover, since each transaction contains a set of attributes, they are mentioned in the transaction set. For example, if the i th transaction contains the first attribute, the fourth attribute, the fifth attribute and the eighth attribute (with the assumption that the value of the previously considered variable "m" >=8) then T i = {1, 4, 5, 8}.
The proposed algorithm to implement incremental data mining operation has been named as Materialized View in Incremental Data Mining or MV_IDM. This method depends on the output generated by the algorithm called Materialized View Generation using Apriori Algorithm or MVG_AA which has been described in [9] . Since MVG_AA has been used to develop the present algorithm, the pseudo-code for MVG_AA is also given below:
Algorithm MVG_AA ( ) { Input: T = A set of "n" number of database transactions and ATR = A set of attributes on which different transactions are to be executed Output: M = A set of attributes to be materialized Let T = {T 1 , T 2 , T 3 , …, T n } Initialize M by Φ, i.e., null set for i = 1 to n do Let A = A set of attributes involved in i th transaction, denoted by T i R = Apriori (A) /* R is a set which stores the output generated by the Apriori algorithm and Apriori ( ) is a method to invoke Apriori algorithm and its takes A as its parameter */ M = M ⋃ R done S = ATR -R /* S is the set of attributes not selected by Apriori algorithm for materialization */ R´ = Check_Confidence (S) /* Check_Confidence ( ) is a method which looks for the confidence values of the attributes in S and returns the attributes which satisfy the minimum confidence threshold value and this is stored in another set R´ */ As seen from the above-mentioned pseudo-code, MD_IDM iteratively invokes MVG_AA. The number of such iterations depends on the number of times the transactions are to be considered to generate the finally mined attribute set. In MV_IDM, the set DT contains the sets of transactions. So, each element of DT is itself a set of transactions. For example, if ST i , which is the i th set of transactions to be passed as a parameter to MVG_AA, contains the first transaction, the third transaction and the seventh one (with the assumption that the value of the variable "n" >=7, as this variable stores the number of transactions in MVG_AA) then ST i = {T 1 , T 3 , T 7 }. So, the i th call to MVG_AA from MV_IDM would take the transactions T 1 , T 3 and T 7 only to identify the attributes to be considered for storing in the materialized view for that particular iteration. Similarly, in other iterations also, other transactions are considered and accordingly new materialized view is returned.
The algorithm MV_IDM has been executed on a few randomly generated test cases as described in the next section. Each test case has been assumed to be a database transaction. The final outcome of the algorithm has been chosen to be the concluding data set to be mined. I.J. Information Technology and Computer Science, 2017, 6, 43-49
V. RESULTS AND ANALYSIS
The algorithm MV_IDM, as described in the previous section, has been implemented on a system having Windows Operating System with Intel Core 2 Duo 2.0 GHz CPU (x86) processor and 2 GB of primary memory. For the testing purpose of the algorithm, four sets of different transactions have been chosen, with each of the transactions having twenty different attributes of a randomly generated database. For the implementation purpose, each attribute has been assigned with a number starting from 1. So the twenty different attributes have been numbered from 1 to 20. Moreover, in each set, eighteen different transactions have been chosen. To justify the applicability of the proposed algorithm, the participating attributes in each of the transactions have been randomly chosen. The first four tables, i.e., table 1 to table 4 store the participating attributes in each transaction under each set. So, the value of the "no_iter" variable, as specified by the algorithm MV_IDM, is 4 here for the above-mentioned test case. In each of the iterations, a new set of 18 different transactions have been added to the existing list of transactions which is initially set to empty.
Moreover, in the very first iteration, the number of transactions considered is eighteen; in the second iteration, the number of transactions considered has been 36, because a new set of 18 different transactions have been added with the existing 18 transactions which have already participated in the first iteration. In the same way, the steps of the next iterations have been executed and accordingly the number of transactions has also increased.
The algorithm MV_IDM has been iteratively applied on the different transaction sets as depicted from table 1 to table 4 and the result obtained after each of the iterations is described after the results shown in table 4.
The minimum confidence value in each of the iterations has been chosen to be 0.7, which has been a standard value in different applications. On the other hand, the minimum support value has been determined to be dependent on the number of transactions considered in each of the iterations. In this case, it has been chosen to be 1/3 rd of the total number of the participating transactions. This value has been chosen because it is a moderate value in the sense it is less than ½ which may become relatively high to consider participation of the attributes and also it is more than ¼ which may be relatively a small number for consideration. According to this specification, in the first iteration, since the number of participating attributes is 18, the minimum support value has been chosen to be 6 (1/3 rd of 18). In the next iteration, as the number of participating attributes has been increased to 36, the minimum support value also got increased and has been set to 12 (1/3 rd of 36). In this way, the minimum support values for the other iterations have also been chosen.
For the implementation purpose, the set of attributes participating a single transaction is assigned with a binary number as a whole. This idea has been taken from [9] and according to that, the participating attributes have been identified by "1"s and the attributes which are not participating in a transaction have been identified by "0"s and thus forming a binary pattern. For example, if in a transaction attribute numbers 6, 4 and 3 are only participating and the attributes with numbers 5, 2 and 1 are not participating then the corresponding binary pattern is formed to be 101100, which has a decimal equivalent value of 44. So, the number "44" identifies the participating attributes in this transaction. In the first iteration, since the number of transactions was 18, the minimum support value was chosen to be 6 as already explained and after this iteration, only one frequent set was identified and that was [6, 8, 12, 14, 16, 18, 19] which had the minimum support value of 6, i.e., this set has occurred 6 times in the whole set of transactions as depicted in table 1. In accordance with the reason explained above, this set is identified by the binary number 01101010100010100000 (with the MSB corresponds to the 20 th attribute and the LSB corresponds to the 1 st attribute) which has the equivalent decimal number 436384.
The next step was to find out the confidence value of the other attributes on [6, 8, 12, 14, 16, 18, 19 ]. This calculation is based on the method as described in section 3. It was calculated that no other attributes crossed the minimum confidence value of 0.7 and hence after the first set of 18 transactions, the materialized view set has become [6, 8, 12, 14, 16, 18, 19] and the non-materialized view set has become [1, 2, 3, 4, 5, 7, 9, 10, 11, 13, 15, 17, 20] . So, it can be concluded that the seven attributes present in the materialized view have got preference over others and thus only these attributes can be mined. Now, the aim of the algorithm is to identify whether any new attribute is mined in the next iteration or not. It may also happen that after the next iteration, any existing attribute may have to be omitted from the set with the introduction of the new ones. Similarly, in the second step of the iteration, as shown in table 2, a new set of 18 transactions was considered along with the already considered set and hence in this iteration, the total number of participating transactions was 36 and the minimum support values has been increased to 12 (1/3 rd of 36). 4,5,6,7,8,9,10,11,12,13,14,15,16,17,19 16 1,4,6,8,11,12,14,15,20 17 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20 18 8 After applying the algorithm, only the set [10, 14, 16, 18 ] was identified to be materialized, i.e., crossed the threshold value of the minimum support. It was also found that the above-mentioned set has got the minimum support value of 13. So, like the previous iteration, the next step was to find out the confidence value of the other attributes on [10, 14, 16, 18] , i.e., on 00101010001000000000 2 or 172544 10 .
Again, it was identified that no other attribute has confidence value above or equal to the predefined minimum confidence value of 0.7. So, after the second iteration, the materialized view set became [10, 14, 16, 18] and hence this set contained the attributes to be mined. The interesting point is that one new attribute, i.e., attribute number 10, has been added in the materialized set and the four attributes (6, 8, 12 and 19) got removed from the materialized set that was generated after the first iteration. After the third iteration also, as shown in table 3, no other attribute could cross the minimum confidence value and the materialized view was identified to be the set [10, 17, 19] .
But after the fourth iteration, i.e., the final iteration, as shown in table 4, as it has happened for the test case, more sets have satisfied the minimum support value as well as the minimum confidence value. In this iteration, the total number of transactions involved was 72 and hence the minimum support value was chosen to be 24 (1/3 rd of 72). With the result of this final iteration, the next steps are to be executed. As a part of the algorithm, the next step was to find the final materialized view and to do that, it was required to check the confidence values of the attributes on each of the attribute set already chosen as displayed in table 5 .
If the confidence value of any such attribute crosses the threshold value of the minimum confidence value chosen then only the attribute will be considered in the final view materialization set. It may be observed from table 5 that in all of the transactions attribute number 16 has appeared. So, in the next phase of the implementation, it was required to check whether any other attribute or attribute set in each transaction had confidence value above the minimum confidence value. The next table, i.e., table 6, depicts the confidence values obtained in all of the above-mentioned cases. It is observed from table 6 that only in the second and the fifth rows, the confidence value is above the minimum confidence value of 0.7. These two rows correspond to the attribute number 4 and the attribute number 15 respectively.
Hence, it may be concluded that along with the attribute number 16, two more attributes, i.e., attribute 4 and attribute 15 may be considered for the final set of materialized view and hence in the final set of mined data. So, the finally selected set of attributes for data mining after the above-mentioned four iterations is [4, 15, 16] . This selection of attributes for data mining is purely based on the frequency of occurrence of the attributes.
Thus, materialized view has been successfully used in implementing data mining operations, specifically when the input data sets are changing dynamically.
VI. CONCLUSION
The proposed method has discussed about the possible use of materialized view in incremental data mining where periodic update operations are required. Since this method is based on Apriori algorithm, only the frequencies of the attributes are considered for view materialization. The frequencies of the attributes have been calculated based on the historical transactions performed on the database. There may be other possibilities and factors for considering materialized view in incremental data mining. The factors may include the relevance of the output of a query with the existing mined data set and the space constraint of the mined data. With the introduction of these as the additional parameters, the updation of the mined data may be more specific. One major drawback of the proposed algorithm has been with regards to the number of transactions considered in each of the iterations. Here, eighteen new transactions have been considered in each of the iterations. In practice, the number of transactions may be much more than that. Further, in each of the new iterations, the participating set of transactions of the previous iteration has also been considered. So, if the "no_iter" value if large, then in the final iteration, the number of transactions to be considered would have been huge. In this work, the Apriori algorithm has been invoked iteratively within MVG_AA ( ) algorithm. Moreover, MVG_AA ( ) has been invoked iteratively from MVG_IDM ( ). So, asymptotically, the Apriori algorithm is invoked in the polynomial time of "no_iter". Additionally, the complexity of the Apriori algorithm can be controlled by modifying the minimum support value.
