A prominent use of local to unity limit theory in applied work is the construction of con…dence intervals for autogressive roots through inversion of the ADF t statistic associated with a unit root test, as suggested in Stock (1991) . Such con…dence intervals are valid when the true model has an autoregressive root that is local to unity ( = 1 + c n ) but are invalid at the limits of the domain of de…nition of the localizing coe¢ cient c because of a failure in tightness and the escape of probability mass. Consideration of the boundary case shows that these con…dence intervals are invalid for stationary autoregression where they manifest locational bias and width distortion. In particular, the coverage probability of these intervals tends to zero as c ! 1; and the width of the intervals exceeds the width of intervals constructed in the usual way under stationarity. Some implications of these results for predictive regression tests are explored. It is shown that when the regressor has autoregressive coe¢ cient j j < 1 and the sample size n ! 1; the Campbell and Yogo (2006) con…dence intervals for the regression coe¢ cient have zero coverage probability asymptotically and their predictive test statistic Q erroneously indicates predictability with probability approaching unity when the null of no predictability holds. These results have obvious implications for empirical practice.
Introduction
A primary reason for the introduction of local to unity limit theory was to develop asymptotic power functions for unit root test procedures. This theory facilitated comparisons between di¤erent test procedures. The limit theory also provided convenient approximations to the distributions of estimators and tests for models with an autoregressive parameter in the vicinity of unity of the form = 1 + c n ; giving approximations that depend on the value of the localizing coe¢ cient c: A prominent application of this theory in empirical work is the construction of con…dence intervals for autogressive roots through the inversion of unit root test statistics. The approach was suggested in Stock (1991) . It has been recommended and used in later work on con…dence interval construction for autoregressive roots (Elliott and Stock, 2001 ) and in predictive regression tests with persistent regressors (Cavanagh, Elliott and Stock, 1995; Campbell and Yogo, 2006) .
Simulations in Hansen (1999) revealed that the inversion procedure proposed by Stock (1991) performed well for in the immediate vicinity of unity but poorly for stationary values distant from unity. The limit theory in Phillips (1987) shows that appropriately centred statistics have limits as c ! 1 that correspond to the stationary limit theory for …xed j j < 1; which suggests that inversion of appropriately de…ned test statistics should lead to con…dence intervals that correspond to those that apply for the stationary region and are based on stationary asymptotics. Mikusheva (2007) recently con…rmed this supposition by demonstrating that con…dence intervals obtained in this way are valid uniformly for j j 1:
On the other hand, inversion procedures based on unit root tests, such as those in Stock (1991) and Elliott and Stock (1991) are not valid uniformly for j j 1: The reason for and extent of the failure has not been explored in the existing literature. Since these procedures are recommended in applications and form the basis of empirical work, it is important to understand their properties when they are applied to data with stationary regressors, as they may very well be in predictive regressions of the type considered in Campbell and Yogo (2006) .
The present paper contributes to this literature by providing an asymptotic analysis of the properties of con…dence intervals obtained by the inversion procedure applied to unit root tests. It is shown that such con…dence intervals are invalid at the limits of the domain of de…nition of the localizing coe¢ cient. In particular, consideration of the boundary case shows that these con…dence intervals manifest severe locational bias and width distortion. The asymptotic coverage probability of the intervals is zero in the stationary case as c ! 1 even though the intervals are wider than those constructed in the usual way under stationarity. Similar consequences are shown to follow when these procedures are used in predictive regression tests of the type considered in Campbell and Yogo (2006) . In particular, the commonly used Q test is biased towards accepting predictability and associated con…dence intervals for the regressor coe¢ cient asympototically have zero coverage probability in the stationary regressor case. These results have potentially important empirical consequences for practical work given that degrees of persistence in predictive regressors are determined very imprecisely and tests are needed that are robust for a wide range of such regressors. Some alternative approaches that do achieve robustness are discussed in the paper.
Boundary Behavior in Con…dence Intervals based on Unit Root Test Inversion
It will be su¢ cient for our purpose to consider the simple AR(1) model
initialized at x 0 = 0; with least squares regression estimate^ of and unit root t test t^ =^
In the local to unity case = n = 1 + c n ; and we have the following limit theory for any …xed localizing coe¢ cient c (Phillips, 1987) 
(2) where J c (r) = R r 0 e c(r s) dW (s) is a linear di¤usion, W is standard Brownian motion, and all integrals are over the interval [0; 1] :
Con…dence belt asymptotics
The method of con…dence belts suggested in Stock (1991) proceeds as follows: compute a unit root test statistic such as t^ and use the known asymptotic distribution of that statistic under the alternative, as given in (2) above, to construct a con…dence interval for c by inversion of the test. The con…dence belts provide a graphical method of performing this operation and can be tabulated and complemented with interpolation to achieve a reasonable degree of accuracy for implementation in practice. Since (2) is the appropriate asymptotic distribution of t^ under the local alternative n = 1 + c n to a unit root for all c, it may not be immediately obvious why the procedure fails to deliver con…dence intervals with good properties for stationary : The fact that it is not so obvious perhaps explains why the matter seems to have passed unnoticed and unanalyzed for so many years except for a brief observation on poor simulation performance in Hansen (1999) and Mikusheva's (2007 Mikusheva's ( , p. 1422 remark to the e¤ect that a modi…ed version of this inversion procedure produces uniform con…dence intervals.
To explain the failure we need to develop the asymptotics in (2) further, focusing on a more detailed analysis of behavior at the lower limit of the domain of de…nition, viz. c ! 1; which e¤ectively captures the stationary case as shown in Phillips (1987) . Upon simple manipulation of the limit (2) we have
Phillips (1987) proved that the (centred) …rst component of (3) satis…es
As shown in the Appendix, using (8) and binomial expansion for large jcj in (3) produces the following asymptotic representation of the t ratio c c =
( 
) :
The random variable occurs not only in the limit of the numerator (5) but also in the expansion of the denominator standard error ^ (as is apparent from (4)), thereby contributing to the dependence between numerator and denominator of the limit variate in the near integrated case. Hence, we end up with a bias term in the approximating (normal) distribution based on the …rst three terms of (9):
The distribution (9) delivers approximate percentiles of c based on the local to unity limit theory of c when jcj is large. These percentile functions are needed in the inversion process and produce the con…dence belts used in the con…dence interval construction. To illustrate, the 2 1 2 % and 97 1 2 % con…dence belts produced from c when the generating mechanism is a local to unity process are shown in Fig. 1 over the very large region 450 < c < 15: These con…dence belts were computed using 100,000 replications and a grid of 20,000 values of c using the model (1) with Gaussian errors and a sample size of n = 1; 000: They can be used to execute the inversion of the t ratio c to produce an induced con…dence interval for c for any given value of the test statistic t^ ; as suggested in Stock (1991) , where the graphs and tables are given over a smaller region 40 < c < 5 that nests the origin. (Table 1 of the implementation paper of Campbell and Yogo (2005) gives the belts and implied con…dence sets for c over the slightly wider region 67 < c < 5:) In addition to the two con…dence belts, Fig. 1 
Induced con…dence intervals for c and
Using con…dence belts obtained numerically in the manner just described, Stock (1991) suggested that a 100 (1 ) % con…dence set can be constructed as
where f L; =2 (c) and f U; =2 (c) are the lower =2 and upper 1 =2 percentiles of c as a function of c. Taking f L; =2 (c) and f U; =2 (c) to be strictly increasing in c; Stock (1991) numerically inverted the test critical values in the belts to yield the con…dence interval n c : f
for c; where (11) is calculated for some given observed t ratio^ : Importantly, the con…dence interval (11) is based on the limit theory for the t ratio c under the assumption of model (1) with a local to unity coe¤…cient of the explicit form = 1 + c n : Associated with (11) we have the implied con…dence interval for ; viz,
If this con…dence interval were uniformly valid in the sense of Mikusheva (2007) then it would apply for all c, including the limiting case where c ! 1: But uniformity fails because the distribution on which this con…-dence interval is based is the local to unity asymptotic theory for a unit root test, which is miscentred as c ! 1: This distribution produces the limits f 1 U; =2 (^ ) and f 1 L; =2 (^ ) in (11) and these are obtained by reading o¤ the values of c that correspond to the observed^ in the calculated con…dence belts (computed using the local to unity limit theory, as we have done in Fig. 1 ).
This process amounts to solving an equation for c based on the form of the con…dence belts, for some given^ : As the argument above leading to (10) shows, the distribution that produces the con…dence belts is approximately normal with mean : This distribution diverges as c ! 1 and the divergence is mirrored in the behavior of the con…dence belts shown in Fig. 1 . The reason for the divergence is that the unit root test statistic t^ is miscentred and has a divergent component -the second term of (3). This miscentering ensures, of course, that the unit root test has full power of unity in the limit as c ! 1 (Phillips, 1987) . But it also means that the sequence of distributions is not tight and that the stationary case (when c ! 1) relies on a divergent distribution. Moreover, the manner of the divergence is nonlinear, as re ‡ected in the mean of the approximating distribution (10) which is nonlinear in c: This failure in tightness and the nonlinearity in c ends up distorting the form and location of the induced con…dence intervals obtained from the con…dence belts for large c: This phenomenon will become clearer in the argument that follows.
The con…dence belts have the explicit asymptotic form
where z =2 is the 1 =2 percentile of the standard normal distribution N (0; 1) : Note that this interval has length 2 z =2 2 = 1:96 for a 95% interval and this length conforms with the vertical distance between the belts shown in Fig. 1 . We can proceed to derive the length of the induced con…dence intervals of c (and for ) and the coverage probability P n f
o of the interval when the true is …xed and stationary, i.e., j j < 1; by considering the corresponding limits of these quantities at the boundary of the local to unity limit theory when c ! 1.
The asymptotic approximation ((10) that is used in constructing the con…dence interval by inversion can be written as
More speci…cally for the lower limit with percentile =2 (the curve furthest from the origin in Fig. 1 in the 2:5% case)
and for the upper limit with percentile 1 =2 (the curve closest to the origin in Fig. 1 in the 97:5% case)
where Z U = z =2 and Z L = z =2 are the upper and lower symmetric =2 percentiles of Z. Inverting equation (14) for c we …nd that
Solving (14) for c =^ at these percentiles we have the following expressions 1 for the lower and upper limits
so that, up to an error of O jcj 1=2 and using the fact that c = jcj for all large jcj ; we have 2
1 Note that for large jcj we have c = jcj and^ < 0: Also ZL > ZU and so ^
: 2 For large jcj ;^ < 0; and ZL = z =2 < 0 while ZU = z =2 > 0: So^ 2 + ZL >^ 2 + ZU and cL < cU:
The length of the CI for c is therefore
whose behavior depends on that of the t ratio^ :
Properties in the stationary case
We are interested in the properties of this con…dence interval construction at the limits of the domain of de…nition of the local to unity model corresponding to the stationary case. In that case, under a model with …xed j j < 1 we have the following limits for the correctly centred statistics
which results hold for all …xed j j < 1 as well as uniformly over all j j < 1 for which n ( 1) ! 0; as shown in Giraitis and Phillips (2006) . Next, take a probability space for which the convergences apply in probability, so that for …xed j j < 1
and then
in (18) we have
The length of the con…dence interval [ L ; U ] for that is implied by inversion from an assumed local to unity model
. When the true is …xed and j j < 1 we deduce from (22) that
Hence, the implied con…dence interval for has the following average length up to an error of O p n 1
when Z L = z =2 and Z U = z =2 for a central con…dence interval. Under the assumed stationary (true) model with j j < 1 the standard con…dence interval based on t^ ; is
whose average length up to an error of O p n 1 is
It follows that the implied con…dence interval obtained by inversion of the local to unity con…dence belts for a localizing parameter c based on the unit root test statistic t^ =^ 1 ^ is not equivalent to that of the standard con…dence interval that applies in the stationary case when c ! 1. Hence, this con…dence interval is not uniform over :
As is apparent from the inequality (25), the implied con…dence interval from inversion of local to unity limit theory has length that is greater than that of the standard interval. The length exceeds that of the standard interval by the factor 2= (1 + ) ; which exceeds 2 for < 0: As ! 1, on the other hand, the ratio approaches unity and the lengths of the two con…dence intervals are the same, as the limit theory in Phillips (1987) and Giraitis and Phillips (2006) predicts. In e¤ect, the lower boundary of the local to unity domain as c ! 1 corresponds to the upper boundary (of the mildly integrated region) for which n (1 ) ! 1: Next consider the coverage probability of these intervals. From (16) and (17), the interval for c is
(26) which implies the following con…dence interval for
(27) The required coverage probability is P f 2 [ L ; U ]g : We …nd the form taken by this probability in the stationary case j j < 1: From (20), we know that has the limit behavior^
Then, up to O p n 1=2 ; the interval (27) has the form
and we can compute the coverage probability using the distribution of = N (0; 1) : Setting Z L = z =2 and Z U = z =2 for the usual symmetric interval, we have
So we …nd that
It follows that Stock's (1991) con…dence interval based on inverting a unit root test using local to unity limit theory has zero coverage probability asymptotically as c ! 1 whenever p n (1 ) ! 1: In particular, the probability that the true value of lies to the right of the interval
; which tends to unity whenever p n (1 ) ! 1: These asymptotics explain the simulation …ndings in Hansen (1999) , where the Stock con…dence intervals were shown to be "poor for = 0:6 with an error that increases with the sample size" and with the true value lying to the right of the con…dence interval in 100% of the simulations when n = 240 and = 0:6, precisely as predicted in (29). The induced con…dence interval (28) is centred on
and the interval shrinks to the pseudo true value as n ! 1: Observe that =
2 +1 > 0; so that < for all j j < 1 and equals if and only if = 1 (see Fig. 2 ). Note that when the true = 0; = 1 and when = 0:5; = 1=3: So the bias in is substantial for much of the stationary region.
Hansen and Mikusheva Constructions
Hansen (1999) and Mikusheva (2007) suggested to construct con…dence intervals by performing test inversion with a properly centred t-ratio statistic (Hansen) or a general test function involving a centred numerator and separate denominator components (Mikusheva) . These suggestions mirror earlier work by Andrews (1993) , under Gaussianity, and bootstrap test inversion methods in the statistical literature (Carpenter, 1999) . In place of (2), these approaches e¤ectively amount to working with the statistic
or a coe¢ cient based version of the test instead. Proceeding in the same way as above for large jcj, we …nd
in place of (9) and c N 1
in place of (10). The induced con…dence interval for c upon inversion of t^ ;
is, up to an error of
In view of the centred form of the t ratio t^ ; in (31), the corresponding induced interval for when c ! 1 is simply ^ z =2 ^ ;^ + z =2 ^ ; the same as the classical stationary interval based on normal asymptotics. The di¤erence between using the unit root test statistic and centred statistic for inversion can be further explained in terms of the simple relationship between the two statistics
and noting the di¤erence in the treatment of the second component in the two approaches when n = 1 + c n . When inverting the local to unity statistic t^ ; the limit behavior of ^ under local to unity asymptotics is imposed, e¤ectively replacing ^ = ^ 2 = P n t=1 x 2 t 1 1=2 by its limiting version under these asymptotics, viz., n R J c (r) 2 dr 1=2 ; so that
as in (2). As the analysis above shows, it is this term that produces the biased con…dence intervals in the limit as c ! 1: On the other hand, use of the correctly centred statistic automatically bias-adjusts for this quantity, as is apparent in (31).
Predictive Regression Tests
In predictive regressions it is now common empirical practice to allow for unknown persistence in the regressor-predictors. Such predictors complicate testing procedures by introducing nonstandard limit theory and dependence on nuisance parameters like the localizing coe¢ cient in a near integrated regressor. Various approaches are now available to deal with these complications. A recent overview is given in Phillips and Lee (2012a).
A popular procedure was implemented in Campbell and Yogo (2006, hereafter CY) , following an earlier suggestion by Cavanagh, Stock and Elliott (1995, hereafter CSE) . These procedures both use a Bonferroni method in conjunction with Stock's (1991) con…dence interval construction for the autoregressive coe¢ cient of the regressor-predictor to produce tests of predictability that are intended to be robust to persistence. Our interest here is in the asymptotic properties of the implied predictability tests as the stationarity region in the regressor is approached to assess whether they are uniform over stationary and local to unity :
We start with a brief outline of the two procedures. Both the Q test of CY and the t ratio test in CSE involve t ratios computed by simple regression in combination with Stock's (1991) con…dence interval construction. To …x ideas we consider the standard predictive regression model (without an intercept to simplify matters as there are no di¤erences of any import for our present purposes when an intercept is included)
with n = 1 + c n for c 0 and mds innovations u t = (u 0t ; u xt ) for which
where B is Brownian motion with variance matrix : Upon …tting (32) by least squares we have the centered decomposition
where u 0:xt = u 0t 0x xx u xt : Setû 0t = y t ^ x t and^ 2 = n 1 P n t=1û 2 0t : The centred limit theory for^ and^ is
and
1=2 xx J c (r) and W x is standard Brownian motion. As discussed above, the corresponding unit root t-ratio statistic is
De…ning^ 2 00 = n 1 P n t=1 y t ^ x t 2 and 2 =^ 2 00 = P n t=1 x 2 t 1 ; the t-ratio test on the regression coe¢ cient is 
giving a mixture limit theory in (39) that depends on c and the correlation parameter : The limit variates Z and LU R (c) in (39) are independent in view of the independence of B 0:x and B x : When = 0; we have standard asymptotic normal inference. When = 1 we have strong endogeneity and local unit root limit theory (LUR). CSE and CY address inference when 6 = 0 by using a Bonferroni method: in e¤ect, …nding possible values for c (or ) and using the most conservative ones to produce a robust test. The approach can be used with various test statistics. The two methods considered below are those used in CSE and CY.
The t ratio test t^ :
The t ratio statistic t^ is considered in both CSE and CY, although CY recommend for implementation a di¤erent t-ratio test called the Q test, which will be discussed next. The mixture limit theory of t^ given in (39) means that tests and con…dence intervals need to allow for the unknown value of c: A 100 (1 1 ) % con…dence interval (CI) is constructed for c using unit root test inversion as in Stock (1991) . For each c in this CI, a 100 (1 2 ) % CI is constructed for ; denoted as CI jc ( 2 ) : A CI for that is free of c is obtained as the union
More speci…cally, the estimate^ is used to …nd a con…dence interval
for c by inverting a t ratio ADF unit root test statistic for as in Stock (1991) or, in the case of CY, a version of this statistic that improves e¢ ciency in trend removal by quasi-di¤erencing (so-called GLS detrending), which is unnecessary in the present case. Then (given or a consistent estimate of ) the authors use the critical value d t^ ;c; 
; max
It follows that as n ! 1
thereby achieving a test and con…dence interval for that is robust to persistence, as measured by the localizing coe¢ cient c or n : We now consider the implications for this predictability test of the results obtained above for test inversion con…dence interval construction in the stationary case j j < 1: As noted, the interval CI c ( 1 ) = [c L ( 1 ) ; c U ( 1 )] advances progressively towards 1 as x t approaches stationarity. Although the implied con…dence interval for has zero coverage probability asymptotically, it nonetheless still holds that c ! 1
when is stationary, as is immediately evident from setting (21) in (26). Hence, the actual coverage probability associated with the interval CI c ( 1 ) tends to unity rather than 1 1 as n tends to in…nity in the stationary case. In e¤ect, the restriction c 2 [c L ( 1 ) ; c U ( 1 )] is vacuous in the stationary case because both limits c L ( 1 ) and c U ( 1 ) ! 1 and these limits are dominated by^ 2 not the size-determining quantities Z L^ or Z U^ in (26). The probability mass 1 = P fc 6 2 [c L ( 1 ) ; c U ( 1 )]g therefore escapes to zero due to the failure of tightness in the sequence of unit root test statistics from which this interval is constructed.
Moreover, when c ! 1; we have LU R (c) ! d N (0; 1) and the limit variate is independent of Z in (39), as remarked above. Hence, for all c 2 [c L ( 1 ) ; c U ( 1 )] we actually have
when is stationary and n ! 1: The con…dence interval in the limit for the stationary case then has coverage probability determined only by the controlled level 2 of the test (39). The CSE test is therefore undersized in the limit (here by the full probability 1 which is lost in the limit by test inversion and failure of tightness), just as it is also (partially) undersized for …nite values of c (because of the Bonferroni bounds). Hence, the CSE con…dence interval has excess coverage probability for stationary and has longer length than the usual stationary regression interval. So the CSE con…dence intervals are not uniform with the stationary case in the limit and they remain wider than the usual stationary intervals with their nominal coverage level understating the actual coverage probability. The limit statistic LU R (c) in (40) that is used in the CSE con…dence interval is properly centred; and the improperly centred unit root test statistic that is used in the test inversion to create the induced con…dence interval for c is e¤ective in revealing that c ! 1 when is stationary. But the critical values of the CSE test are not based on the correct limit theory (43) in this case, so the test is conservative because of the use of the Bonferroni bounds and the induced con…dence interval correspondingly has incorrect coverage probability in the stationary limit. Fig. 3 shows actual coverage probabilities at a nominal asymptotic level of 90% of the CSE con…dence intervals for the predictive regression coe¢ cient for regressors x t with AR coe¢ cient 2 f0:01; 0:02; :::; 0:99g ; n = 200; and endogeneity coe¢ cient r 0x 2 f 0:99; 0:9; 0:6; :04g where r 0x = = x0 = ( xx xx )
1=2 : The results are based on 400; 000 replications and use model (32) and the con…dence belts shown in Fig. 1 for the in-version of the unit root t statistic t^ : Additional background computations were needed to tabulate the distribution (43) on a detailed grid of potential values of the localizing coe¢ cient c: Fig. 3 : Coverage probabilities of CSE and stationary con…dence intervals for the predictive regression coe¢ cient plotted against the autoregressive coe¢ cient of x t ; shown for various values of the endogeneity coe¢ cient r 0x : The nominal asymptotic level is 90%; sample size is n = 200; and the number of replications is 400; 000:
Evidently the coverage probability for the CSE intervals is close to 95% for stationary ; as predicted by the asymptotic theory. For close to unity, the coverage probability decreases towards 90% but still re ‡ects undersizing from the use of Bonferroni bounds. The CSE intervals have coverage closest to nominal coverage when is close to unity and there is strong endogeneity ( = 0:99; 09) in the regression, whereas coverage is close to 95% when = 0:4 in that case, again corroborating the asymptotics. Fig. 3 also shows the coverage probability of the usual stationary interval, which is close to the nominal 90% for all values of < 0:99 but shows some undercoverage for = 0:99:
The Q test
CY (2006) recommend a di¤erent t ratio test, called the Q test, that is based on the augmented regression equation (c.f. Phillips and Hansen, 1990) 
Speci…cally, the Q test employs the following coe¢ cient estimator (conditional on and with no need to …t an intercept here)
; where^ x0 and^ xx are obtained in the usual way from the least squares residuals in regressions of (32) and (33). The induced con…dence interval for is based on the t statistic t^ ( ) for^ ( ) and an asymptotic normal distribution for t^ ( ) (which is e¤ectively the …rst term of (38) This restriction is relaxed for the purpose of the following discussion, which explores the properties of the CY procedure for large jcj and stationary :
The asymptotic form of the induced interval [ L ; U ] is given by (28) in the stationary case. From (30), the interval [ L ; U ] is asymptotically centred on and shrinks to this pseudo value as n ! 1 when j j < 1: It follows that the induced Bonferroni con…dence interval for is from CY(equations (15)- (17), pp. 38-39) and conditional 3 on^ x0 < 0 and
3 If^ x0 > 0 and U ; L > 0 the corresponding con…dence interval for should be
This dependence of the interval on the signs of^ x0; L ; and U does not appear to be mentioned in CY (2006) , so their stated interval only applies when x0 < 0 and U ; L > 0: CY do assume that the true covariance x0 < 0 and for roots local to unity seem to presume that U ; L > 0: Of course,^ x0 > 0 with probability greater than zero even when the true covariance x0 < 0:
The interval (44) correspondingly shrinks as n ! 1 to
for all j j < 1 whenever x0 6 = 0. It follows that the CY con…dence interval based on the Q test has zero coverage probability in the limit for all stationary j j < 1 whenever there is regressor endogeneity ( x0 6 = 0). Observe that the pseudo true value 7 according as x0 7 0 and the bias is greater the greater is x0 xx and the smaller is : Moreover, the Q test is biased and, when the true = 0; the (two sided) test will erroneously indicate predictability with probability approaching unity as n ! 1: 4 Fig. 4 : Coverage probabilities of Campbell-Yogo and stationary con…dence intervals for the predictive regression coe¢ cient plotted against the autoregressive coe¢ cient of x t ; shown for various values of the endogeneity coe¢ cient r 0x : The nominal asymptotic level is 90%; sample size is n = 200; and the number of replications is 50; 000:
4 One sided tests correspondingly have size unity or zero depending on the direction of the test. For instance, if x0 < 0 so that the probability limit < ; we would reject the null = 0 in a left sided test against < 0 with probability unity in the limit or in a right sided test against > 0 with probability zero.
Using the same design as in the simulations for CSE, Fig. 4 shows actual coverage probabilities at a nominal asymptotic level of 90% of the CY con…dence intervals for the predictive regression coe¢ cient for regressors x t with AR coe¢ cient 2 f0:01; 0:03; :::; 0:99g ; n = 200; and endogeneity coe¢ cient r 0x 2 f 0:99; 0:9; 0:6; :04g where r 0x = = x0 = ( xx xx ) 1=2 :
The results are based on 50; 000 replications and use model (32) and the con…dence belts shown in Fig. 1 for the inversion of the unit root t statistic t^ : Evidently the coverage probability monotonically declines with ; with sharper declines that approach zero when there is stronger endogeneity in the predictive regression (higher j 0x j), thereby corroborating the limit theory. The graphs reveal that the CY Q test is typically undersized for close to unity and seriously oversized when is distant from unity. Also shown in Fig. 3 is the coverage probability of the standard regression con…-dence interval based on stationary x t with strong endogeneity r 0x = 0:99: The stationary interval has close to nominal 90% coverage for all values of 0:99: Note that with n = 200; = 0:99 corresponds to c = 2:0; so that this value of may be regarded as being in the local to unity range. 5 and
so the earlier arguments continue to apply with the same error order as c ! 1. The results here also hold when we use test statistics based on a local alternative = 1 + c n for some …xed c < 0 rather than the usual unit root statistic. The …ndings therefore apply to the procedure suggested in Elliott and Stock (2001) involving inversion of a sequence of point optimal tests based on some …xed local alternative.
Conclusion
Given the uncertainty over the persistence characteristics of economic and …nancial data, the results presented here are relevant to much practical empirical work where there is a need for robust inference. Applications of unit root test inversion methods with local to unity asymptotics have been especially recommended for this purpose in the context of predictive regression. But as shown here, these methods are not uniformly robust and can seriously bias inference when the regressors are stationary. Inversion methods that are robust can be constructed, as demonstrated in Hansen (1999) and Mikusheva (2007) , and these methods are mainly useful in a context where there is dependence on a single localizing coe¢ cient. Implementation of grid procedures of this type can involve extensive tabulations that may require billions of regressions. To illustrate the scale of the numerical work that can be involved, the background grid computations for the tabulations of the distribution (43) that were required for Fig. 3 involved 4 billion regressions. 6 An additional 160 million regressions were needed to compute the curves shown in Fig. 3 . 7 Other methods, like the IVX instrumental variable method of Magdalinos and Phillips (2009) , are also appropriate for inference in predictive regressions. The IVX method is particularly useful because it has wide generality and applies to stationary, mildly integrated and local to unity regressors (Kostakis et al, 2012) . The method has the advantage of accommodating multiple regressors with varying degrees of persistence, as often occurs in empirical work, as well as mildly explosive roots (Phillips and Lee, 2012b) . Implementation is by straightforward linear regression (either a single regression or a few regressions to allow for di¤erent weights in the IVX instruments) and the use of standard statistical tables. These features make the method convenient and robust for empirical work.
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