Using the theory of (ϕ, Γ)-modules we generalize Greenberg's construction of the L-invariant to p-adic representations which are semistable at p. This allows us to formulate a quite general conjecture about the behavior of p-adic L-functions at trivial zeros.
a n n −s denote the complex L-function associated to f . Then U p f = a p f where U p is the Atkin-Lehner operator and the Euler factor of L(f, s) at p is E p (f, p −s ) = 1 − a p p −s . One can associate to f a p-adic L-function L p (f, s) which interpolates 1 p-adically algebraic parts of special values L(f, j) (1 j 2k − 1) (see [Mn2] , [MTT] ). In particular, the interpolation property at s = k states
where Ω f denotes the Deligne period of f at s = k (see [De2] ). The form f is said to be split multiplicative if a p = p k−1 . In this case the interpolation property forces L p (f, s) to vanish at s = k. Mazur, Tate and Teitelbaum [MTT] conjectured that in the split multiplicative case there exists an invariant L(f ) which depends only on the restriction of the p-adic Galois representation V f attached to f to a decomposition group at p and such that
In the weight two case f corresponds to an elliptic curve E/Q having split multiplicative reduction at p. The p-adic representation V f is ordinary and sits in an exact sequence of the form
The class of this extension in H 1 (Q p , Q p (1)) coincides with the image of the Tate invariant q E under the Kummer homomorphism and Mazur, Tate and Teitelbaum conjectured that L(f ) = log p q E ord p q E . In the higher weight case several definitions were proposed [Tm] , [Co] , [Mr1] , [O] , [Br] . It is now known that all these invariants are equal. We remark that the Fontaine-Mazur L-invariant [Mr1] is defined in terms of the filtered (ϕ, N )-module D st (V f ) and has a natural interpretation in the theory of (ϕ, Γ)-modules [Cz4] . The conjecture (1) was first proved by Greenberg and Stevens [GS] in the weight two case. In [St] , Stevens generalized this proof to the higher weights. Other proofs were found by Kato, Kurihara and Tsuji, Orton, Emerton and others and we refer to [Cz4] and [BDI] for further information and references. On the other hand, in [G] Greenberg defined an L-invariant for representations which are ordinary at p and suggested a natural generalization of the conjecture (1). Important results in this direction were recently proved by Hida [Hi2] .
0.2. L-functions of motives. Our aim in the present paper is to propose a definition of the Linvariant in a sufficiently general setting generalizing both Fontaine's and Greenberg's constructions and to formulate a conjecture about the behavior of a p-adic L-function at s = 0. Namely, fix a prime p, a finite set of primes S containing p and denote by Q (S) the maximal algebraic extension of Q unramified outside S ∪{∞}. Let V be an irreducible p-adic representation of G S = Gal(Q (S) /Q) which is semistable at p. The complex L-function of V is defined by and that the Euler product converges for Re(s) 0. More precisely, according to the Fontaine-Mazur conjecture, V should be the p-adic realization of a pure motive M over Q and the analytic properties of L(V, s) could be described in terms of M. In particular, it is conjectured that L(V, s) has a meromorphic continuation to C and satisfies the functional equation Γ(V, s) L(V, s) = ε(V, s) Γ(V * (1), −s) L(V * (1), −s) with Γ-factors Γ(V, s), Γ(V * (1), s) depending on the Hodge structure of M and an ε-factor of the form ε(V, s) = ab s .
Assume that the motive M is critical and that L(V, s) does not vanish at s = 0. According to the Beilinson conjecture (in the formulation of Bloch and Kato) this is equivalent to the following assumption:
(2) H 0 S (V ) = H 0 S (V * (1)) = 0 and H 1 f (V ) = H 1 f (V * (1)) = 0
where H * S denotes the continuous cohomology of G S and H 1 f ⊂ H 1 S is the Selmer group of Bloch and Kato. Definition (see also [PR1] , section 3.1.2). We say that a (ϕ, N )
The theory of Perrin-Riou [Cz1] , [PR1] , [PR2] suggests that to any regular D one can associate a p-adic L-function L an p (V, D, s) interpolating rational parts of special values of L(V, s). The interpolation formula at s = 0 should have the form
with E(V, D) a product of Euler-like factors and Ω ∞ (V ) the Deligne period. The canonical duality between D st (V ) and D st (V * (1)) allows one to define a dual regular submodule D * ⊂ D st (V * (1)) and one expects a functional equation which would relate L an p (V * (1), D * , s) and L an p (V, D, s). The interpolation formula implies that L an p (V, D, 0) = 0 if and only if E(V, D) = 0. In this case one says that L an p (V, D, s) has a trivial zero at s = 0. If V is crystalline at p, an explicit formula for E(V, D) (proposed by Greenberg in ordinary case and Perrin-Riou in general) implies that L an p (V, D, 0) = 0 if and only if either 1 or p −1 is an eigenvalue for the Frobenius ϕ acting on a suitable subquotient of D cris (V ). If V is not crystalline, it is not clear what the general form of E(V, D) should be but Greenberg's remark about the rank of the Selmer group suggests that again the phenomenon of trivial zeros appears if 1 or p −1 is an eignenvalue of ϕ acting on a suitable subquotient of D st (V ) (see [G] , p. 163). 0.3. The L-invariant. Our approach is based on Colmez's observation that the (ϕ, Γ)-module associated to an irreducible p-adic representation may be reducible in the category of (ϕ, Γ)-modules over the Robba ring [Cz5] . In particular, semistable representations are trianguline [BC] and we follow Greenberg [G] using the cohomology of (ϕ, Γ)-modules instead of Galois cohomology.
More precisely, let M ϕ,Γ Q p be the category of (ϕ, Γ)-modules over the Robba ring R with coefficients in Q p . In [Ber2] , Berger defines a functor D st : M ϕ,Γ Q p − → MF ϕ,N Q p with values in the category MF ϕ,N Q p of filtered (ϕ, N )-modules over Q p . (The notation used in [Ber2] differs from ours. In particular, the functor D st is denoted by Sol in op. cit.) We also consider the functor D cris : M ϕ,Γ Q p − → MF ϕ Q p with values in the category of filtered ϕ-modules defined by D cris (M ) = D st (M ) N =0 . The functors D st and D cris can be viewed as generalizatons of classical Fontaine's functors D st and D cris to (ϕ, Γ)-modules. Namely, if V is a p-adic representation of G Q p = Gal(Q p /Q p ) and D † rig (V ) is the (ϕ, Γ)-module associated to V , then D st (V ) = D st (D † rig (V )) and D cris (V ) = D cris (D † rig (V )) ( [Ber1] , Theorem 0.2). We say that a (ϕ, Γ)module M is semistable (resp. crystalline) if dim Q p D st (M ) = rg(M ) (resp. if dim Q p D cris (M ) = rg(M )) and write M ϕ,Γ st,Q p and M ϕ,Γ cris,Q p for the resulting categories. The main result of [Ber2] is that D st induces an equivalence between M ϕ,Γ st,Q p and MF ϕ,N Q p . This implies easily that D cris induces an equivalence between M ϕ,Γ cris,Q p and MF ϕ Q p . For any (ϕ, Γ)-module M over R let H * (M ) denote the cohomology of the Fontaine-Herr complex associated to M ( [H1] , [Cz5] ). We define a subgroup H 1 f (M ) of H 1 (M ) which generalizes H 1 f (Q p , V ) of Bloch and Kato [BK] and transpose some classical properties of these groups to our situation (see section 1.4). The key result required for our definition of the L-invariant is as follows. Let M be a cristalline (ϕ, Γ)-module such that can be viewed as a generalization of the decomposition H 1 (Q p , Q p ) Q p ⊕ Q p of the Galois cohomology H 1 (Q p , Q p ) = Hom(Gal(Q ab p /Q p ), Q p ) with respect to the basis {log χ, ord} where χ is the cyclotomic character and the homomorphism ord is unramified and determined by ord(Fr p ) = −1. Now, let V be a p-adic representation of G S which is semistable at p and satisfies the condition (2) above. Assuming the semisimplicity of ϕ acting on D st (V ) which conjecturally always holds for pseudogeometric representations, and some hypothesis about crystalline subquotients of D st (V ) (condition C4) from section 2.1.2) we construct for any regular submodule D a canonical five-step filtration of
such that ϕ acts trivially on D 1 /D and ϕ = p −1 on D/D −1 (see sections 2.1.4-2.1.5). Since the categories MF ϕ,N Q p and M ϕ,Γ st,Q p are equivalent this filtration induces a filtration on the (ϕ, Γ)-module D † rig (V ) associated to V :
We show (see Proposition 2.1.7) that the quotient
where W 0 and W 1 are direct summands of gr 0 D † rig (V ) and gr 1 D † rig (V ) respectively and M is inserted into an exact sequence
and put e(D) = s 0 (D) + s 1 (D) + r(D). Note that the decompositions (4) for the pairs (V, D) and (V * (1), D * ) are dual to each other and in particular e(D) = e(D * ). To simplify notation set e = e(D). As in [G] , we define the L-invariant under the additional assumption that W 0 = 0 (condition C5) from section 2.2.2). Then
Because ϕ acts trivially on D cris gr 1 D † rig (V ) = D 1 /D and Fil 0 (D 1 /D) = D 1 /D, we have
The both factors have dimension e and are canonically isomorphic to D 1 /D.
The assumption (2) implies that
. This is a Q p -vector space of dimension e. One finds that the localization map induces an injection
and we have a commutative diagram
where p f and p c denote the canonical projections and ρ D,f and ρ D,c are defined as the unique maps making this diagram commute. From the definition of H 1 (D, V ) it follows easily that the composition ofκ D with the projection onto H 1 c (gr 1 D † rig (V )) is an isomorphism (see section 2.2.2). Thus ρ D,c is an isomorphism and we define the L-invariant L(V, D) as the slope of Im(κ D ) with respect to the decomposition (5). Namely:
Definition. Let V be an irreducible p-adic representation of G S which is semistable at p and satisfies the condition (2). Assume that ϕ acts semisimply on D st (V ) and that the condition C4) from section 2.1.2 holds. Let D be a regular submodule of D st (V ) such that W 0 = 0 in the decomposition (4) associated to D. The p-adic number
will be called the L-invariant associated to V and D.
0.4. Trivial zeros of p-adic L-functions. As in the ordinary case, we expect that the invariant L(V, D) is related to the p-adic L-function of the dual representation and in order to state a generalization of the Mazur-Tate-Teitelbaum conjecture we should pass to duals. (In [G] , Greenberg uses another convention for L-functions. His L(V, s) coincides with our L(V * , s) and he considers special values at s = 1. We prefer to work with the definition generally used in the motivic setting.) Namely, let V be a p-adic representation which is semistable at p and satisfies (2). As before we suppose that ϕ acts semisimply on D st (V ) and that the condition C4) holds. Let D be a regular submodule of D st (V ) such that W 1 = 0 (sic!). Then s 0 (D * ) = 0, the pair (V * (1), D * ) satisfies the conditions of section 0.3 and the invariant L(V * (1), D * ) is defined. We propose the following conjecture.
Trivial zero conjecture. L an p (V, D, s) has a zero of order e = e(D) at s = 0 and
by excluding zero factors (see sections 2.3.2 and 2.3.3 for details).
We remark that if V is ordinary at p and the filtration (D i ) is induced by the increasing filtration F i V on V provided by ordinarity our constructions can be interpreted in terms of Galois cohomology and we recover the conjecture formulated in [G] , p.166. On the other hand, let f be a split multiplicative newform of weight k and V = V f (k) where V f denotes the p-adic representation associated to f . It is easy to see that the unique regular submodule of
coincides with L(f ) and (6) takes the form of the Mazur-Tate-Teitelbaum conjecture (1) (see Proposition 2.3.7).
An interesting example of trivial zeros is provided by the symmetric square Sym 2 V f of the representation attached to a parabolic modular form of weight 2k. In this case the analytic properties of the complex L-function are well known [Hi1] and p-adic L-functions are constructed [DD] . The interpolation factors vanish at s = 2k − 1 and s = 2k. All our assumptions hold and (6) gives an explicit formula for the first derivatives of p-adic L-functions at these points. We remark that the case where V f is not ordinary is not covered by [G] and we do need the theory of (ϕ, Γ)-modules to define the L-invariant.
In the subsequent paper [Ben2] we prove that in the crystalline case the formula (6) is compatible with Perrin-Riou's theory of p-adic L-functions [PR1] . This can be seen as a strong theoretical evidence in support of our conjecture.
The Greenberg-Stevens' proof of the Mazur-Tate-Teitelbaum conjecture uses analytic properties of the two-variable p-adic L-function associated to the Hida family of modular forms f x = ∞ n=1 a n (x)q n passing by f together with the following explicit formula for L(f ):
(see also [St] and [Cz6] ). In [Ben3] , working with our L-invariant we generalize this formula to some infinitesimal deformations of pseudo-geometric representations. As in [BC] the key idea of our approach is that a triangulation of a (ϕ, Γ)-module provides a good generalization of the notion of ordinarity of a p-adic representation. In a recent preprint Pottharst [Pt] shows that the Bloch-Kato group H 1 f (Q p , V ) can be described in terms of Greenberg's local conditions coming from suitable triangulations of D † rig (V ). The relation of this result with our constructions is discussed in the end of section 2.2.2. 0.4. The plan of the paper. The organization of this paper is as follows. The first part is devoted to the local theory. In sections 1.1-1.3 we review basic definitions and results about (ϕ, Γ)-modules. In section 1.4, for any (ϕ, Γ)-module M over R we define a subgroup H 1 Bloch and Kato [BK] and study its basic properties. As one of the referees pointed out, there is some overlap of this section with chapter 2 of Nakamura's paper [Na] . Note that the approach of [Na] is different and based on the theory of B-pairs [Ber4] . We prefered to keep the paper reasonably self contained and give the proofs in all details. In section 1.5 the decomposition (3) is proved. The key point here is the study of structure of H 1 of semistable modules of rank 1.
In the second part we apply these results to p-adic L-functions. In section 2.1 we construct the filtrations (D i ) 2 i=−2 and (F i D † rig (V )) 2 i=−2 and prove the decomposition (4). The L-invariant is defined in sections 2.2.1-2.2.2. In sections 2.2.3-2.2.7 we study the behavior of our constructions under duality. The trivial zero conjecture is formulated in sections 2.3.1-2.3.4 and in section 2.3.5 we discuss its compatibility with functional equation. In sections 2.3.6-2.3.8 we consider some examples. In particular we prove that for modular forms our L-invariant coincides with the invariant of Fontaine-Mazur. The compatibility of our conjecture with the main conjecture of Iwasawa theory is discussed in section 2.3.9.
Acknowledgments. The author is very grateful to J. Nekovář for a number of stimulating discussions concerning this project. A part of it was done during the author's visit to Concordia University at Montreal. The author would like to thank A. Iovita for his hospitality and several interesting discussions. Finally it is a pleasure to thank the referees for their careful reading and a number of very valuable comments. §1. Cohomology of (ϕ, Γ)-modules 1.1. Preliminaries. 1.1.1. Rings of p-adic periods (see [Fo2] , [Ber1] , [Cz2] ). Let K be a finite extension of Q p . We write K 0 for the maximal unramified subextension of K, O K for the ring of integers of K and k K for its residue field. Let σ denote the absolute Frobenius of K 0 /Q p . For any perfect ring A we write W (A) for the ring of Witt vectors with coefficients in A. In particular O K 0 = W (k K ). Fix an algebraic closure K/K and set G K = Gal(K/K). We denote by C the completion of K and write v p : C − → R ∪ {∞} for the p-adic valuation normalized so that v p (p) = 1. Set |x| p = 1 p v p (x) . Let µ p n denote the group of p n -th roots of unity. Fix a system of primitive roots of unity ε = (ζ p n ) n 0 , such that ζ p p n = ζ p n−1 for all n 1. Set K n = K(ζ p n ), K ∞ = ∞ n=0 K n , H K = Gal(K/K ∞ ), Γ = Gal(K ∞ /K) and denote by χ : Γ − → Z * p the cyclotomic character. Consider the projective limit [u p −n n ]p n .
] and denote by A K 0 the p-adic completion of A + K 0 [1/π]. This is a discrete valuation ring with residue field
All these rings are endowed with natural actions of the Galois group G K and Frobenius ϕ.
Set A K = A H K and B K = A K [1/p] . If K = K 0 these notations are compatible with the previous ones. Note that Γ and ϕ act on B K and in particular one has
For any r > 0 define
It is not difficult to show that B † K and B † are stable under the actions of Γ and ϕ. Next we remark that
k∈Z a k π k | a k ∈ K 0 and f is holomorphic and bounded on p −1/r |X| p < 1 .
More generally, let F be the maximal unramified subextension of K ∞ /K 0 and let e = [K ∞ :
Then there exists r(K) and π K ∈ B †,r(K) K such that for any r r(K) one has
The actions of Γ and ϕ can be extended by continuity to R(K) ( see [Ber1] , section 2.3 or [Cz2] , section 2.2 for the description of the topology on these rings).
1.1.2. (ϕ, Γ)-modules (see [Fo1] , [Cz2] , [Cz5] ). Let A be a commutative ring equipped with a Frobenius ϕ. Assume that p is invertible in A. A finitely generated free A-module D is said to be a ϕ-module if it is equipped with a ϕ-semilinear map ϕ : D − → D such that the induced map A⊗ ϕ D − → D is an isomorphism. If r ∈ Q is a rational number written in the form r = a/b such that a ∈ Z, b ∈ N * and (a, b) = 1, we denote by D [r] the ϕ-module of rank b defined by ϕ(e 1 ) = e 2 , ϕ(e 2 ) = e 3 , . . . , ϕ(e b−1 ) = e b , ϕ(e b ) = p a e 1 .
A ϕ module is said to be elementary, if it is isomorphic to D [r] for some r.
Let k be an algebraically closed field and let K = W (k) [1/p] . The theory of ϕ-modules over K goes back to Dieudonné and Manin [Mn1] . Namely, for any ϕ-module D over K there exists a unique decomposition into a direct sum of elementary modules
The rational numbers r i are called slopes of D. One says that D is pure of slope r if all r i = r. In particular, if D is a ϕ-module over B † K , then it can be decomposed over B:
We say that a ϕ-module over B † K is etale if it is pure of slope 0. The analogue of this theory over the Robba ring R(K) is highly non trivial. It was found by Kedlaya [Ke1] . Let D be a ϕ-module over R(K). Then there exists a canonical filtration
We say that D is pure of slope r if h = 1 and r 1 = r. In this case there exists a unique pure
. Now assume that A is a commutative ring endowed with actions of ϕ and Γ commuting to each other. A (ϕ, Γ)-module over A is a ϕ-module equipped with a semilinear action of Γ commuting with ϕ. The following statement is an immediate consequence of Kedlaya's theory. Proof. see [Cz5] , Proposition 1.4 and Corollary 1.5.
A p-adic representation of G K is a finite dimensional Q p -vector space V equipped with a continuous linear action of G K . The category of p-adic representations has a natural structure of a Tannakian category [Fo1] , [Fo3] . Proof. The first statement is Fontaine's classification of p-adic representations [Fo1] together with the main theorem of [CC1] . The second statement follows from i) together with proposition 1.1.3 and owes therefore to Kedlaya's theory. See [Cz5] , Proposition 1.7 for details.
1.1.5. Cohomology of (ϕ, Γ)-modules (see [H1] , [H2] , [Li] ). Fix a generator γ of Γ. If D is a (ϕ, Γ)-module over a ring A, we denote by C ϕ,γ (D) the complex
gives rise to a long exact sequence of cohomology groups:
If D and M are two (ϕ, Γ)-modules define bilinear maps
An easy computation shows that these maps are functorial and satisfy the following properties:
In the case A = R(K) Kedlaya proved [Ke2] that the functors D − → H i (D) are effaceable for all i and therefore form a universal δ-functor. Moreover they can be interpreted as derived functors in some appropriate category containing the category of (ϕ, Γ)-modules. Since the effaceability of H * implies the uniqueness of a system of bilinear maps satisfying the above conditions a-c), our ∪ maps can be considered in this case as actual cup-products in the sense of [Bn] , Theorem 6.2. (Analogous results are true for p-torsion (ϕ, Γ)-modules over A K [H1] , [H2] ). For any (ϕ, Γ)-module D let D(χ) denote the ϕ-module D endowed with the action of Γ on D twisted by the cyclotomic character χ. Set D * = Hom R(K) (D, R(K)). The following theorem extends the main results of [H1] , [H2] to (ϕ, Γ)modules over R(K).
Theorem 1.1.6. If D be a (ϕ, Γ)-module over R(K) then i) H i (D) are finite dimensional Q p -vector spaces and
ii) For i = 0, 1, 2 the cup product
is a quasi isomorphism. In particular, if V is p-adic representation of G K , the Galois cohomology
). These isomorphisms are functorial in V and compatible with cup products.
Proof. See [Li] , Theorems 1.1 and 1.2.
Q p is constructed in [H2] . If K is unramified over Q p it is given by the formula
It can be shown that this definition is compatible with the canonical isomorphism H 2 (Q p , Q p (1)) Q p of the local class field theory (see [Ben1] , section 2.2).
1.2. Semistable and crystalline (ϕ, Γ)-modules (see [Ber1] , [Ber2] , [BC] ). 1.2.1. Let log π be a transcendental element over the field of fractions of R(K) equipped with the following actions of ϕ and Γ ϕ(log π) = p log π + log ϕ(π) π p , γ(log π) = log π + log γ(π) π .
Note that the series log (ϕ(π)/π p ) and log (γ(π)/π) converge in R(K). Set R log (K) = R(K)[log π] and define a monodromy operator N :
for the ring of Laurent power series equipped with the filtration
] and the natural action of Γ given by γ
Recall that for any n 0 and r n = p n−1 (p − 1) there exists a well defined injective homomorphism
which is characterized by the fact that ι n (π) = ζ p n e t/p n − 1 (see for example [Ber1] , §2.4). Extend ι n to a map ι n :
] by ι n (log π) = log(ι n (π)). For any r > 0 let n(r) denote the smallest integer n such that r n r.
Lemma 1.2.2. Let D be a (ϕ, Γ)-module over R(K). There exists r(D) > 0 such that for any r r(D) there exists a unique free B †,r rig,K -submodule D (r) of D having the following properties:
Proof. This is Theorem 1.3.3 of [Ber2] .
r r(D), n n(r).
From Lemma 1.2.2 it follows that this definition does not depend on the choice of r and n. Since
Moreover, D dR (D) is equipped with the induced filtration
The jumps of this filtration (with multiplicities) will be called Hodge-Tate weights of D . Next, we define
Then D st (D) is a finite dimensional K 0 -vector space equipped with natural actions of ϕ and N . For all r r(D) and n n(r) the map ι n • ϕ n induces an inclusion D st (D) ⊗ K 0 K → D dR (D) which does not depend on the choice of n and defines an exhaustive decreasing filtration on D st (D)
Definition. We say that D is crystalline (resp. semistable, resp. de Rham
This definition is motivated by the following proposition which summarizes the results of Berger about the classification of p-adic representations in terms of (ϕ, Γ)-modules.
In particular, V is a de Rham (resp. crystalline, resp. semistable) if and only if D † rig (V ) is. Proof. see [Ber1] , Theorem 0.2 and Proposition 5.9.
Let L/K be a finite extension and Γ
It is easy to see that D L has a natural structure of (ϕ, Γ L )-module. We say that D is potentially semistable if there exists L/K such that D L is semistable.
Then D pst (D) is a finite dimensional K nr 0 -vector space equipped with natural actions of ϕ, N and a discrete action of G K . It is easy to see that D is potentially semistable if and only if dim K nr 0 D pst (D) = rg(D).
1.2.6. A filtered (ϕ, N )-module over K is a finite dimensional K 0 -vector space M equipped with the following structures:
• an exhaustive decreasing filtration ( 
The tensor product of two filtered (ϕ, N, G L/K )-modules M and M is defined by
Denote by 1 the vector space L 0 equipped with the natural actions of ϕ and G L/K , the trivial action of N and the filtration given by
Then 1 is a unit object for the tensor product defined above, namely
-modules is an additive tensor category, has kernels and cokernels but is not abelian. Every filtered (ϕ, N )-module over K can be viewed as a filtered (ϕ, N, G K )-module with the trivial action of G K . This identification gives a full embedding of the category of filtered
pst,K the categories of crystalline, semistable and potentially semistable (ϕ, Γ)-modules respectively. For all these categories we will use the following convention. A sequence of objects
Proposition 1.2.7. i) Let D be a (ϕ, Γ)-module. The following statements are equivalent: 1) D is potentially semistable. 2) D is a de Rham.
ii) The functors
be an exact sequence of (ϕ, Γ)-modules. If D is a de Rham (resp. crystalline, resp. semistable) , then D 1 and D 2 are de Rham (resp. crystalline, resp. semistable).
Proof. First we remark that i) and ii) are reformulations of the main results of [Ber2] . Namely i) follows from Theorem A (see also [Ber4] , Theorem 2.3.5) and ii) is the combination of Theorems III.2.4 and V.2.3 of op.cit.. The proof of iii) is standard. Assume that D is a de Rham module. By Lemma 2.2.11 of [BC] , for r big enough the sequence
is exact. Tensoring this sequence with B †,r rig,K and taking invariants, one obtains an exact sequence of
. Thus D i are de Rham modules. The case of crystalline (resp. semistable) modules is analogous and is omitted here.
1.3. Triangulation of (ϕ, Γ)-modules (see [Ber2] , [Cz5] , [BC] ). 1.3.1. The results of this section will not be used in the remainder of this paper. Nevertheless the notion of a trianguline representation is closely related to our definition of the L-invariant and we review it here. For simplicity we assume that K = Q p and write R for R(Q p ) but fix a finite extension L of Q p as the coefficient field. Equip L with trivial actions of ϕ and Γ and set R L = R Q p ⊗ L. We remark that the theory of sections 1.1 and 1.2 extends without difficulty to (ϕ, Γ)-modules over R L . For any continuous character δ :
Let D be a (ϕ, Γ)-module over R L . A triangulation of D is a strictly increasing filtration
• the factor modules gr i (D) = F i D/F i−1 D are free of rank 1. Triangular modules were first studied in [Cz5] . Now assume that D is semistable and that all the eigenvalues of ϕ :
by L-subspaces stable under ϕ and N and such that each factor gr i D st (D) is of dimension 1. Any refinement fixes an ordering α 1 , . . . , α d of eigenvalues of ϕ and an ordering k 1 , . . . , k d of Hodge weights of D taken with multiplicities.
i) The equivalence between the category of semistable modules and the category of filtered (ϕ, N )modules induces a bijection between the set of triangulations of D and the set of refinements of D.
ii) If (F i D) i∈Z is the triangulation associated to a refinement (F i D st (D)) i∈Z then for each i the factor
Proof. For crystalline representations this Proposition was proved in [BC] , Proposition 2.4.1 and the same proof works in the general case. On the other hand, it can be deduced easily from Proposition 1.2.9. Indeed, the first statement is obvious. Next, let e i denote the canonical generator of R L (δ i ). Then
1.4. Crystalline and semistable extensions. 1.4.1. Let D be a (ϕ, Γ)-module over R(K). As usual, H 1 (D) can be described in terms of extensions. Namely, to any cocycle α = (a, b) ∈ Z 1 (C ϕ,γ (D)) we can associate the extension
This construction gives rise to an isomorphism
Remark. The groups H 1 * (D) ( * ∈ {e, f, g}) were defined by Nakamura using the cohomology of B-pairs (see [Na] , Definition 2.4). See also [Pt] where a version of H 1 g (D) is introduced.
Proposition 1.4.2. Let V be a p-adic representation of G K . Following Bloch and Kato [BK] define
where B cris and B st are the rings of crystalline and semistable periods (see [Fo2] ).
Then
given by Proposition 1.1.6 and Proposition 1.2.4. In the semistable case, the proof is analogous and is omitted here.
Proof. An extension D α is crystalline (resp. semistable) if and only if there exists
The following proposition is proved (in a slightly different form) in [FP] , Proposition 3.3.7 and [Ne1] , sections 1.19-1.21. For the convenience of the reader we recall the proof because it will be used in the proof of Proposition 1.5.8 below.
Proposition 1.4.4. Let D be a potentially semistable (ϕ, Γ)-module. Then i) H 0 (D) and H 1 f (D) are canonically isomorphic to the cohomology of the complex
Proof (See [Na] , Proposition 2.7 for an alternative proof). i) Fix r 0, n n(r) and consider the inclusion
for all n 0 and by Lemmas 5.1 and 5.4 of [Ber1] x ∈ D (r) . Thus
Next, let D α be a crystalline extension of D. Then we have exact sequences
shows that there exists a ∈ D dR (D) such that e + a ∈ Fil 0 D dR (D α ). It is clear that a is unique modulo Fil 0 D dR (D). If we replace e by e = e + x, x ∈ D cris (D), then b = (ϕ − 1) e = b + (ϕ − 1) x and a = a − x. Thus the class of (a (mod Fil 0 D dR (D)), b) modulo Im(f ) does not depend on the choice of d and gives a well defined element of
0 e is completely defined by the class of (a, b) ∈ t D (K)⊕D cris (D) modulo Im(f ) and the fact that G K acts trivially on e. Conversely, to any (a (mod Fil 0 D dR (D)), b) ∈ t D (K)⊕D cris (D) we can associate the extension M = D pst (D) ⊕ K nr 0 e of filtered (ϕ, N, G K )-modules defined by ϕ(e) = e + b, N (e) = 0,
By Proposition 1.2.9 there exists a potentially semistable (ϕ, Γ) module D such that D pst (D ) = M. Then D cris (D ) = M G K ,N =0 = D cris (D) ⊕ K 0 e. Thus D is a crystalline extension of R(K) by D and i) is proved. ii) In the semistable case the proof is analogous. First note that
Next, if D α is a semistable extension then we can write D st (D α ) = D st (D) ⊕ K 0 e where y = (ϕ − 1)e ∈ D st (D) and z = N (e) ∈ D st (D). As in i) there exists x ∈ D dR (D) such that e + x ∈ Fil 0 D dR (D) and it is easy to see that the class of (x (mod D dR (D)), y, z) modulo Im(g) does not depend on the choice of e and is a well defined element of H 1 (C • st (D)). Now ii) follows from Proposition 1.2.9. Corollary 1.4.5. Let D be a potentially semistable (ϕ, Γ)-module. Then
Proof. The first formula is obvious. The second follows from the fact that the cokernel of h is dual to
be an exact sequence of potentially semistable (ϕ, Γ)-modules. Assume that one of the following conditions holds:
. Then one has an exact sequence
Proof. i) If D is crystalline, then by Lemma 1.2.8 D 1 and D 2 are crystalline and we have an exact sequence of complexes
Passing to cohomology we obtain (7). If the image of the connecting map is contained in H 1 f (D 1 ) the sequence (7) is again well defined. Only the exactness at H 1 f (D 2 ) requires proof, but it follows from the dimension argument using Corollary 1.4.5.
) defines a cohomological functor from M ϕ,Γ pst,K to the category of Q p -vector spaces. More precisely, let 0 − → D 1 − → D − → D 2 − → 0 be an exact sequence of (ϕ, Γ)-modules. If D is potentially semistable, then D 1 and D 2 are potentially semistable and the sequence
Proof. i) By Lemma 1.2.8 D 1 and D 2 are potentially semistable. Let L/K be a finite Galois extension such that D, D 1 and D 2 are semistable over L and let I L/K be the inertia subgroup of Gal(L/K). Then H 1 (I L/K , D pst (D 1 )) = 0 and one has an exact sequence
of K nr 0 -vector spaces equipped with a semilinear action of Gal(K nr 0 /K 0 ). Taking invariants we obtain that the sequence 0
is an exact sequence of complexes. Passing to cohomology we obtain i).
ii) In degree 1, the effaceability follows from the description of H 1 (C • st (D)) in terms of extensions (see Proposition 1.4.4 ii)). Namely, let cl( 
An easy computation shows that this system of pairings satisfies a-c) of section 1.1.5 and from Lemma 1.4.7 ii) it follows that it is completely defined by above conditions. Proposition 1.4.9. There exists a unique natural transformation of cohomological functors h * : H * (C • st (D)) − → H * (D) satisfying the following properties: 1) h 0 and h 1 coincide with the maps H 0 (C • st (D)) H 0 (D) and H 1 (C • st (D)) H 1 st (D) − → H 1 (D) given by Proposition 1.4.4.
2) h * is compatible with cup-products.
Proof. We remark that h 0 and h 1 are already defined. Let cl(x) ∈ H 2 (C • st (D)). We define h 2 (cl(x)) by the usual way using effaceability. Let
This allows to show that h 2 (cl(x)) is well defined. A similar argument proves that h 2 is a morphism. The uniqueness of h 2 is clear. It remains to show that for all i, j 0 and n = i + j the diagram (9)
commutes. This is immediate for i = j = 0 and the general case can be deduced using dimension shifting ( [Sz] Chapter II, §2). Namely, if the commutativity of (9) is proved for i − 1 and j then for any exact
Now the commutativity of (9) follows from effaceability.
Corollary 1.4.10 (see also [Na] , Proposition 2.11). Let D be a potentially semistable (ϕ, Γ)-module.
Proof. By Proposition 1.4.9 we have a commutative diagram
From the definition of the cup product it follows immediately that x ∪ y = 0 for all x ∈ H 1 (C • cris (D)) and y ∈ H 1 (C • cris (D * (χ))). This proves that H 1 f (D * (χ)) and H 1 f (D) are orthogonal to each other. Next, by Corollary 1.4.5 together with the Euler-Poincaré characteristic formula we have
The corollary is proved.
1.5. Semistable modules of rank 1. 1.5.1. In the remainder of this paragraph we suppose that K = Q p and write R for R(Q p ). We will compute H 1 f (D) for semistable modules of rank 1. Note that the cyclotomic character χ : Γ − → Z * p is an isomorphism and any continuous homomorphism Γ − → Z * p can be written in the unique way as ψ • χ for some ψ : Z * p − → Z * p . For any continuous character δ : Q * p − → Q * p let R(δ) denote the (ϕ, Γ)-module Re δ such that ϕ(e δ ) = δ(p)e δ and γ(e δ ) = δ(χ(γ)) e δ , γ ∈ Γ. Write x for the character given by the identity map and |x| for |x| = p −v p (x) .
In [Cz5] , Proposition 3.1 Colmez proves that any (ϕ, Γ)-modules of rank 1 is isomorphic to R(δ) for some δ : Q * p − → Q * p . Lemma 1.5.2. The following statements are equivalent: i) D is a semistable module of rank 1; ii) D is a crystalline module of rank 1;
Proof. Since the operator N : D st (R(δ)) − → D st (R(δ)) is nilpotent, it is clear that i) ⇔ ii) and iii) ⇒ i). We prove that i) ⇒ iii). Consider the character ψ : Q * p − → Q * p such that ψ(u) = δ(u) if u ∈ Z * p and ψ(p) = 1. Then R(ψ) = D † rig (Q p (ψ(χ)). From the definition of D st it follows immediately that dim Q p D st (R(ψ)) = dim Q p D st (R(δ)) and we obtain that Q p (ψ(χ)) is semistable. By the classification of semistable representations of dimension 1 ([Fo3], Proposition 5.4.1) it follows that ψ(χ) = χ m for some m ∈ Z. The Lemma is proved.
iii) Assume that m 0. If δ = x m , then H 1 (R(δ)) is a one dimensional Q p -vector space and H 1 f (R(δ)) = 0.
Proof. The dimensions of H 0 ahd H 1 are computed in [Cz5] , Proposition 2.1 and Theorem 2.9. This also can be done using Theorem 1.1.6 ( Euler-Poincaré characteristic formula) but the approach of Colmez gives also an explicit basis of H 1 (R(δ) ). The computation of H 1 f (R(δ)) is a direct application of Corollary 1.4.5. See also [Na] , Lemma 4.3.
Proposition 1.5.4. i) If δ = x −m , m 0 then cl(t m , 0) e δ and cl(0, t m ) e δ form a Q p -basis of H 1 (R(δ)).
ii) If δ = |x|x m , m 1, then H 1 (R(δ)) is a two dimensional Q p -vector space generated by cl(α m ) and cl(β m ) where
and ∂ denotes the differential operator (1 + π) d/dπ.
iii) The map
Proof. The statements i) and ii) are proved in sections 2.3-2.5 of [Cz5] . The statement iii) is a reformulation of [Li] , Corollary 3.13. To prove it note that if α = xe δ = (1 − γ)(ye δ ) for some y ∈ R then x = (1−χ(γ) m γ) y and therefore xt m−1 = (1−χ(γ)γ)(yt m−1 ). Thus res xt m−1 dt = 0 (see [H2] , Lemma 5.1). On the other hand, if xe δ = (1−ϕ)(ye δ ) then x = (1−p m−1 ϕ) y and xt m−1 = (1−ϕ)(yt m−1 ). Again this implies that res xt m−1 dt = 0 and we proved that ker(Res m ) contains the group of 2-coboundaries of C ϕ,γ (R(|x|x m )). Thus the map inv m : H 2 (R(|x|x m )) − → Q p is well defined. As H 2 (R(|x|x m )) is dual to H 0 (R(x 1−m )), it follows from Proposition 1.5.3 that H 2 (R(|x|x m )) is a one-dimensional Q p -vector space and we only need to check that inv m (ω m ) = 1. This follows from the congruence
(see [Ben1] , section 3.1.4.7). The proposition is proved.
To simplify notation we will write e m (respectively w m ) for e δ if δ = |x|x m , m 1 (respectively if δ = x −m , m 0). Thus res(f t m−1 dt) and res(gt m−1 dt) do not change if we add to (f, g)e m a boundary
. A short computation shows that ψ( (π)) = 0. Then by Lemma 1.5.1 of [CC1] there exists a unique b 0 ∈ A † Q p such that (γ − 1) b 0 = (π). Applying the operator ∂ to this formula we obtain that b = ∂b 0 . Thus res((∂ m−1 b)t m−1 dt) = 0 and res(β m t m−1 dt) = (0, 1). By Proposition 1.5.4 any cl((f, g)w m ) ∈ H 1 (R(|x|x m ) can be written in the form cl ((f, g)w m ) = x cl(α m ) + y cl(β m ) Applying previous formulas we obtain that x = res(f t m−1 dt) and y = res(gt m−1 dt). The corollary is proved.
1.5.6. Set
Let ord : Gal(Q ur p /Q p ) − → Z p denote the character determined by ord(Fr p ) = −1 where Fr p denotes the geometric Frobenius. Then ord and log χ form a canonical basis of Hom(G Q p , Q p ) and from the explicit description of Galois cohomology in terms of (ϕ, Γ)-modules (see [Ben1] , Proposition 1.3.2 or [CC2] , Proposition I.4.1) it follows that they correspond to x * 0 , y * 0 under the isomorphism H 1 (Q p , Q p ) H 1 (R). If m = 1, then H 1 (R(|x|x)) H 1 (R(χ)) is isomorphic to H 1 (Q p , Q p (1)). Let κ : Q * p − → H 1 (Q p , Q p (1)) denote the Kummer map. Then κ(u) = log(u)α * 1 if u ≡ 1 (mod p) and κ(p) = β * 1 (see [Ben1] , Proposition 2.1.5).
Theorem 1.5.7. i) H 1 f (R(x −m )), m 0 and H 1 f (R(|x|x m )), m 1 are one dimensional Q p -vector spaces generated by x * m and α * m respectively. Moreover, H 1 st (R(|x|x m )) = H 1 (R(|x|x m )). ii) The basis α * m , β * m is dual to the basis y * m−1 , x * m−1 under the pairing
sends α * m to cl(1, 0, 0) and β * m to −cl(0, 0, 1). Proof. We first prove ii). From the construction of the cup product (see 1.1.5) together with the explicit description of the isomorphism H 2 (R(χ)) Q p reviewed in 1.1.7 we have
On the other hand it is clear that α * m ∪ x * m−1 = 0. The proof of other formulas is analogous. i) From Corollary 1.4.5 it follows that H 1 f (R(x −m )) and H 1 f (R(|x|x m )) are one dimensional and that dim Q p H 1 st (R(|x|x m )) = 2. Comparing with Proposition 1.5.4 ii) we obtain that H 1 st (R(|x|x m )) = dim Q p H 1 (R(|x|x m )). The class x * m is crystalline by Lemma 1.4.3. Finally Corollary 1.4.10 together with the fact that α * m ∪ x * m−1 = 0 imply that α * m ∈ H 1 f (R(|x|x m )). iiia) Recall that e m denotes the canonical basis of R(|x|x m ). Let
As cl(α m ) ∈ H 1 f (R(|x|x m ), we have an exact sequence
Then there exists a unique c m e m ∈ R(|x|x m ) [1/t] such that (ϕ − 1) (u m + c m e m ) = 0.
2 and a short computation shows that
For m = 1 this equation can be written in the form
] and t 1 π + 1 2 ≡ 1 (mod π 2 ). Then Lemma A.1 of [Cz4] implies that tc 1 ∈ R + and therefore satisfies tc 1 ≡ − 1 − 1 p −1 (mod π). Taking derivations we obtain by induction that
. Now from the proof of Proposition 1.4.4 it follows that the extension (10) corresponds to the class − 1 − 1 p −1 cl(1, 0, 0) ∈ H 1 (C • st (R(|x|x m ))) and the first formula of iii) is proved.
iiib
π .
An easy computation shows that
it follows that
As ψ(tb) = 1 p ψ(ϕ(t)b) = tψ(b)/p = 0, the element bt ∈ R ψ=0 is a solution of the equation (γ − 1) x =
(1 − ϕ)(1/π). On the other hand, as
Thus t(ϕ − 1)d 1 = (1 − ϕ)∇ 0 (1 − 1/p) log π ∈ R ψ=0 is also a solution of (γ − 1) x = (1 − ϕ)(1/π). As γ − 1 is bijective on R ψ=0 (see for example [Ber3] , Lemma I.3) this implies that (ϕ − 1)
We remark that
In particular,
As ι 1 ((γ 1 − 1) log π)(0) = 0 we have ι 1 (y 2 )(0) = 0 and
where y ∈ B †,p−1 rig,Q p is such that ι 1 (y) = − log(ζ p − 1). As usual, the p-adic logarithm is normalized by log(p) = 0. Thus
Let G(|x|, m) and G (|x|, m) be two elements of B †,p−1 rig,Q p satisfying the following conditions:
ι n (G(|x|, m)) ≡ p −n (mod t m ), ι n (G (|x|, m)) ≡ log(ζ p n e t/p n − 1) (mod t m ), ∀n 1.
By [Cz4] , Proposition 2.19 there exist unique λ, µ ∈ Q p such that β * m = cl(a, b)e m where (12) a = t −m (p −1 ϕ − 1)(λG(|x|, m) + µ(log π − G (|x|, m))), b = t −m (γ − 1)(λG(|x|, m) + µ(log π − G (|x|, m))).
We remark that if two cocycles t −m ((p −1 ϕ − 1)x, (γ − 1)x) and t −m ((p −1 ϕ − 1)y, (γ − 1)y) (x, y ∈ R log ) are homologous in Z 1 (R(|x|x m ), then y = x + t m z for some z ∈ R. In particular, if x, y ∈ B †,p−1 rig,Q p then ι 1 (x)(0) = ι 1 (y)(0). Comparing (11) and (12) we find that λ = 0 and µ = (log χ(γ)) −1 . Therefore there exists a lifting v m ∈ D of 1 ∈ R such that the (ϕ, N )-module D st (D) = (D ⊗ R R log [1/t]) Γ is generated by f 1 = t −m e m and f 2 = v m + (log χ(γ)) −1 (log π − G (|x|, m))f 1 . We see immediately that ϕ(f 2 ) = f 2 and N (f 2 ) = −(1 − 1/p) −1 (log χ(γ)) −1 f 1 and f 2 ∈ Fil 0 D st (D). Thus D corresponds to the class (1 − 1/p) −1 (log χ(γ)) −1 cl(0, 0, −1) ∈ H 1 (C • st (R(|x|x m )). The proposition is proved.
Proposition 1.5.8. Let D be a semistable (ϕ, Γ)-module of rank d with Hodge-Tate weights k 1 , . . . , k d . Assume that D st (D) = D st (D) ϕ=λ for some λ ∈ Q p . Then
where δ i are defined by δ i (u) = u −k i (u ∈ Z * p ) and δ i (p) = λp −k i . In particular, D is crystalline. Proof. 1) We prove this proposition by induction on d = rg(D). The case d = 1 is trivial. Let D be a semistable (ϕ, Γ)-module of rank 2 with Hodge weights k 1 k 2 . Choose a non-zero v ∈ Fil k 2 D st (D) and put F 1 D st (D) = Q p v, F 2 D st (D) = D. By Proposition 1.3.2 the triangulation of D associated to this filtration gives rise to an exact sequence
Thus D is crystalline and by Theorem 1.5.7 i) the class of D(δ −1 ) in H 1 (R(δ)) is ax * k for some a ∈ Q p . Write D(δ −1 1 ) = Re δ ⊕ Re where e ∈ D is the lifting of 1 ∈ R such that γ(e) = e. Then m 1 = t k e δ and m 2 = e form a basis of D cris (D(δ −1 1 )) and ϕ(m 2 ) = m 2 − am 1 . On the other hand, ϕ acts trivially on D st (D(δ −1 1 )) and we obtain that a = 0 and D(δ −1 1 ) R(δ) ⊕ R. 2) Now assume that the proposition holds for (ϕ, Γ)-modules of rank d−1. Let D be a pure semistable module of rank d with Hodge weights k 1 k 2 . . . k d . Choose a non zero v ∈ Fil k d D st (D) and consider the submodule of D which corresponds to Q p v by Proposition 1.2.9:
Then δ d (p) = λp −k d , δ d (u) = u −k d (u ∈ Z * p ) and we have an exact sequence
.
Let x denote the class of D in Ext 1 (D , R(δ d ) ). Since x is semistable, for any i its image x i in Ext 1 (R(δ i )), R(δ d )) is semistable too. From 1) it follows that x i = 0 . Thus x = 0 and D D ⊕ R(δ d ).
The proposition is proved.
Proposition 1.5.9. Let D be a semistable module such that all the Hodge-Tate weights of D are 0.
where k i 0 (1 i d) are the Hodge-Tate weights of D. Moreover
given by i D (x, y) = cl(−x, log χ(γ)y) is an isomorphism. Let i D,f and i D,c denote the restriction of i D on the first and the second direct summand respectively. Then Im(i D,f ) = H 1 f (D) and the isomorphism (14) gives a decomposition
i) The decomposition (13) follows directly from Proposition 1.5.8. Next, by Proposition 1.5.3, H 0 (R(x −k )) (k 0) is the one dimensional Q p -vector space generated by t k w k . Using (13), we obtain that dim Q p H 0 (D) = d. As H 0 (D) ⊂ D Γ ⊂ D cris (D) and dim Q p D cris (D) d, this proves i).
ii) Since Fil 0 D cris (D * (χ)) = 0, by Proposition 1.4.4 one has H 2 (D) H 0 (D * (χ)) * = 0. To prove that dim Q p H 1 (D) = 2d and dim Q p H 1 f (D) = d we can use either Theorem 1.1.6 i) and Corollary 1.4.5 or the decomposition (13).
iii) By (13), the proof of iii) can be easily reduced to the case D = R(x −k ), k 0. In this case D cris (D) = D Γ is the one dimensional Q p -vector space generated by t k w k . Since i D (1, 0) = x * k and i D (0, 1) = y * k , it follows from Proposition 1.5.4 i) that i D is an isomorphism. Finally Im(i D,f ) = H 1 f (D) by Theorem 1.5.7 i).
1.5.10. We conserve the notations and conventions of Proposition 1.5.9. Let D be a semistable module of rank d such that all the Hodge-Tate weights of D are 0 and D st (D) ϕ=1 = D st (D). The dual module D * (χ) is semistable, D st (D * (χ)) ϕ=p −1 = D st (D * (χ)) and all the Hodge-Tate weights of D * (χ) are 0. By duality, we obtain that H 0 (D * (χ)) = 0, dim Q p H 1 (D * (χ)) = 2d and dim Q p H 2 (D * (χ)) = d. as the unique linear map such that
It is easy to see that i D * (χ) is non degenerate and comparing dimensions we obtain that it is an isomorphism. As before, let i D * (χ),f and i D * (χ),c denote the restriction of i D * (χ) on the first and the second direct summand respectively. Then Im(i D * (χ),f ) is the orthogonal complement to Im(i D,f ) and from Corollary 1.4.10 it follows that Im(i D * (χ),f ) = H 1 f (D * (χ)). Thus, again we have a decomposition
with H 1 c (D * (χ)) = Im(i D * (χ),c ).
Consider the perfect pairing H 2 (D * (χ)) × H 0 (D) ∪ − → Q p . Since H 0 (D) = D cris (D), there exists a unique isomorphism
by Theorem 1.5.7. Moreover, from Proposition 1.5.4 and Remark 1.1.7 we obtain that
2.1. Regular submodules. 2.1.1. Fix a finite set of primes S and denote by Q (S) /Q the maximal Galois extension of Q unramified outside S ∪ {∞}. Set G S = Gal(Q (S) /Q). If M is a topological G S -module, we denote by H * S (M ) the continuous cohomology of G S with coefficients in M. A p-adic representation of Gal(Q/Q) is said to be pseudo-geometric if it satisfies the following conditions:
1) There exists a finite S such that V is unramified outside S ∪ {∞}.
2) V is potentially semi-stable at p. Let V be a pseudo-geometric representation. Following Bloch and Kato [BK] , for any prime l we define a subgroup H 1
Using the inflation-restriction sequence, it is easy to see that this definition does not depend on the choice of S. The tangent space of V is defined to be t V (Q p ) = D dR (V )/Fil 0 D dR (V ). This agrees with the notation of Proposition 1.4.4. From the Poitou-Tate exact sequence and the ortogonality of H 1 f (Q l , V ) and H 1 f (Q l , V * (1)) one obtains the following exact sequence which relates H 1 f (V ) and H 1 f (V * (1)):
(see [FP] , Proposition 2.2.1). Together with the well known formula for the Euler characteristic this implies that
where c denotes the complex conjugation.
2.1.2. From Theorem 1.5.7 i) it follows that for all m 0 and k 1 there exists a unique (up to isomorphism) crystalline (ϕ, Γ)-module U k,m which sits in a non split exact sequence
Assume that V satisfies the following conditions:
Remarks. 1) If V is an irreducible representation which is semistable at p the Fontaine-Mazur conjecture predicts that V is the p-adic realization of a pure motive over Q. Therefore ϕ should act semisimply on D st (V ) by the semisimplicity conjecture (see [I] and [Kz] for more details).
2) If V is the p-adic realization of a pure motive M having good reduction at p then V is crystalline and all of its eigenvalues have the same complex absolute value. In particular 1 and 1/p can not be eigenvalues of ϕ simultaneously. As D st (R(|x|x k )) = D st (R(|x|x k )) ϕ=p −1 and D st (R(x −m )) = D st (R(x −m )) ϕ=1 , in this case C4) holds automatically. More explicitly, let X/Q be a smooth projective variety having a good reduction at p and let M = h i (X). The p-adic realization of M is the p-adic etale cohomology H i p (X) = H í et (X × Q Q, Q p ). By Faltings [Fa] , H i p (X) is crystalline at p and D cris (H i p (X)) is canonically isomorphic to the crystalline cohomology H i cris (X) of the special fiber of X. It is known that the absolute value of eigenvalues of ϕ acting on H i cris (X) is p i/2 [KM]. Thus C4) holds for representations of the form V = H i p (X)(n) (n ∈ Z).
Question 2.1.3. Let V be an irreducible pseudo-geometric representation which is semistable at p. Does it satisfy C4)? This is a direct generalization of the hypothesis U of [G] .
2.1.4. We say that a (ϕ, N )-submodule D of D st (V ) is regular if the canonical projection D − → t V (Q p ) is an isomorphism. To any regular D we associate an increasing filtration (D i ) 2 i=−2 on D st (V ) by
ii) Consider the canonical isomorphism D st (V * (1)) Hom Q p (D st (V ), D st (Q p (1))) and set
Then D * is regular and (Q p (1)) ). Proof. i) Since ϕ is semisimple at 1 and p −1 , we have a decomposition of D into a direct sum of ϕ-modules D X ⊕ D ϕ=1 ⊕ D ϕ=p −1 .
As N ϕ = p ϕN, one has N (D ϕ=1 ) ⊂ D ϕ=p −1 , N (D ϕ=p −1 ) ⊂ X and N X ⊂ X. In particular,
ii) The second statement follows from the uniqueness proved in i) and the fact that the filtration Hom Q p (D st (V )/D −i , D st (Q p (1))) satisfies D1-3).
2.1.6. Let D be a regular submodule of D st (V ) and (D i ) 2 i=−2 the associated filtration. By Proposition 1.2.7 it induces a filtration of D † rig (V ) which we will denote by (F i D † rig (V )) 2 i=2 . Namely
Following an idea of Greenberg, define
Then we have an exact sequence
Proposition 2.1.7. i) There exists a unique decomposition
). From (20) and (21) it follows that
) for all i 0. This implies that D st (W 1 ) and N 1 are isomorphic as filtered Dieudonné modules. We remark that in the category of filtered vector spaces every subobject is a direct summand. As ϕ acts trivially on D st (gr 1 D † rig (V )) we obtain that N 1 is a direct summand of D st (gr 1 D † rig (V )) and there exists a projection of D st (W ) onto D st (W 1 ) N 1 . This proves that W 1 is a direct summand of W . Passing to duals and repeating the same arguments we obtain that W W 0 ⊕ W 1 ⊕ M. It remains to show that rg(M 0 ) = rg(M 1 ). As H 0 (M ) = 0, we have an exact sequence
By Proposition 1.5.9 dim Q p H 1 f (M 1 ) = rg(M 1 ). If rg(M 0 ) < rg(M 1 ) then there would exist a non zero element α ∈ H 0 (M 1 ) such that δ 0 (α) ∈ H 1 f (M 0 ). Thus δ 0 (α) determines a non trivial crystalline extension
where Rα ⊂ M 1 and U ⊂ M. In [BC] , Proposition 2.2.2 it is proved that for any submodule N 1 of a (ϕ, Γ)-module N the intersection N sat 1 = N 1 [1/t] ∩ N is the saturation of N 1 in N i.e. N/N sat 1 is R-torsion free. Passing to saturations in the exact sequence above we obtain an exact sequence
. Taking duals and using the same arguments we obtain the opposite inequality. ii) From Lemma 2.1.5 and Proposition 1.2.7 it follows that 1) ). The proposition is proved.
where i M 0 and i M 1 are isomorphisms defined in 1.5.9-1.5.10 and ∆ 0 and ∆ 1 are the unique homomorphisms which make these diagrams commute.
Proof of Lemma 2.2.5.1. By Proposition 1.5.8 there exists a basis m 1 , . . . , m r of M 0 such that Rm i R(|x|x k i ), k i 1 for each 1 i r. Let x ∈ H 0 (M 1 ) and letx ∈ M be a lifting of x i.e. g(x) = x. Then (ϕ − 1)x, (γ − 1)x ∈ M 0 and we can write
By the definition of the connecting map δ 0 (x) = cl((ϕ − 1)x, (γ − 1)x). Therefore, by Corollary 1.5.5
On the other hand, by the definition of δ 1 one has
From (18) together with Proposition 1.5.4 iii) it follows that
Comparing (27) and (28), we obtain the lemma.
2.2.5.2. We pass to the proof of Proposition 2.2.4. Dualizing the exact sequence
we obtain a short exact sequence
which induces a long exact sequence
Fix a basis v 1 , . . . , v r of D st (M 0 ) and denote by v * 1 , . . . , v * r the dual basis of D st (M * 0 (χ)). Let w 1 , . . . , w r be a basis of ker(δ * 1 ). For each 1 k r write
Set A = (a kj ) 1 k,j r and B = (b kj ) 1 k,j r . Thus
Fix a basis u 1 , . . . , u r of H 0 (M 1 ) and write
where C = (c kj ) 1 k,j r and S = (s kj ) 1 k,j r are matrices of µ f and µ c in the basises {u k } r k=1 and {v k } r k=1 . By Theorem 1.1.6, the map ∪ : H 1 (M 0 ) × H 1 (M * 0 (χ)) − → Q p is a perfect pairing. For each u ∈ H 0 (M 1 ) and w ∈ ker(δ * 1 ) one has δ 0 (u) ∪ w = u ∪ δ * 1 (w) = 0 (see section 1.1.5). In addition dim Q p H 1 (M 0 ) = 2r (see section 1.5.10) and by Lemma 2.1.8
Thus Im(δ 0 ) and ker(δ * 1 ) are orthogonal complements to each other. Applying (15) to (29) and (30) and using the orthogonality of δ 0 (u k ) and w j we find that
c ki b ji = 0, 1 k, j r.
Thus SA t = CB t and (31)
On the other hand we have a commutative diagram
where p f and p c are projections on the first and second direct summand respectively. By Lemma 2.2.5.1
Fix a basis {v i } e i=1 of D cris (W ) and denote by {v * i } e i=1 the basis of D cris (W * (χ)) which is dual to
As in the section 2.2.5.2, the orthogonality of H 1 (D, V ) and H 1 (D * , V * (1)) implies that AS t = BC t and one has
2.3. p-adic L-functions. 2.3.1. Let V be a pseudo-geometric representation. By the Fontaine-Mazur conjecture V is the p-adic realization of a pure motive M over Q. We assume "standard" conjectures about the category of mixed motives which are necessary to state the Bloch-Kato conjectures (see for example [FP] for unexplained notations). Consider Q-vector spaces H i (M) = Ext i (1, M) (i = 0, 1) and the subspace H 1 f (M) ⊂ H 1 (M) of extensions having "good reduction" everythere. The conjectures of Tate and Jannsen say that the regulator maps 1) ) and the Beilinson conjecture says that ord s=0 L(V, s) = dim Q p H 1 f (V * (1)). Thus C1-2) should be equivalent to the following condition:
M) M is critical and its complex L-function does not vanish at s = 0.
2.3.2. Assume that V satisfies C1-4). First suppose that V is crystalline at p. In [PR1] , Perrin-Riou formulated a conjecture about the existence and conjectural properties of p-adic L-functions interpolating special values of the complex L-function L(V, s). This conjecture predicts that to any regular subspace D of D cris (V ) one can associate a meromorphic p-adic L-function L an p (V, D, s) interpolating rational parts of special values of L(V, s). (See [PR2] , Conjecture 4.2.2 or [Cz1] , Conjecture 2.7 for the precise form of expected interpolation properties). The conjectural interpolation formula at s = 0 states
where Ω ∞ (V ) is the Deligne period (see [De2] , [Ne2] ) and
Note that E(V, D) = E(V * (1), D * ). As conjecturally L(V, 0) = 0 we obtain that L an p (V, D, 0) = 0 if and only if E(V, D) = 0 i.e. if and only if e = e(D) 1. Since V is crystalline, in the decomposition (23) of W = F 1 /D † rig (V )/F −1 D † rig (V ) one has M = 0 and either W 0 or W 1 is 0 (see section 2.1.2, Remark 2)). In both cases the L-invariant is defined (see (25) and (34)). If f is a semisimple endomorphism of a vector space U then U ker(f ) ⊕ Im(f ) and we set det * (f ) = det(f | Im(f )). We propose the following conjecture.
Trivial zero conjecture (crystalline case). L an p (V, D, s) has a zero of order e at s = 0. Moreover, L(V * (1), D * ) = 0 and
2.3.3. Now suppose that V is not crystalline at p. It seems reasonable to expect that to any regular subspace D of D st (V ) one can again associate a p-adic L-function L an p (V, D, s) but even in the ordinary case it is not clear what the general form of E(V, D) should be. Let α 1 , . . . , α d + (V ) and α d + (V )+1 , . . . , α d denote the eigenvalues of ϕ acting on D and D st (V )/D respectively. One might guess that it would be a subproduct of
(1 − α j ).
Trivial zero conjecture (general case). E(V, D) = 0 if and only if e 1. In this case L an p (V, D, s) has a zero of order e at s = 0 and the formula (36) holds again.
Remarks. 1) Assume that V is ordinary at p. This means that V is equipped with an increasing filtration F i V such that gr i (V ) (−i) are unramified. Set D = D st (F −1 V ). Then L(V, D) coincides with Greenberg's L-invariant and our conjectures coincide with the conjecture formulated in [G] , p. 166.
2) Our definition of the L-invariant generalizes without modifications to the case of an arbitrary coefficient field L/Q p .
We can set (V, D) = L(V * (1), D * ) and write (36) in the form
This notation is useful if one can express (V, D) directly in terms of V and D. In particular, this is possible in the following cases:
• V is crystalline. By Proposition 2.2.7 one has (V, D) = (−1) e L(V, D).
by Proposition 2.2.4. Question 2.3.4. Is it possible to deduce a correct definition of E(V, D) from the Iwasawa theory of semistable representations [PR2] ? The main problem is that we have not enough information about the structure of the modules D ∞, * (V ) defined in Chapter III of op.cit.. taken over all primes and ∞ ([De1], see also [FP] , chapter I, section 1.2.2). For any prime l the factor ε l (V ) depends only on the restriction of V on the decomposition group at l and ε ∞ (V ) depends only on the Hodge structure of the motive M associated to V . Set ε (∞) (V ) = ε(V, 0)/ε ∞ (V ). An easy computation shows that the functional equation implies
(see for example [C] , formula (27) with N the conductor of V . As usual, N = N ω(N ) −1 where ω is the Teichmüller character. Note that from the definition of local constants it follows immediately that ε p (V ) = 1 as V is assumed to be crystalline at p (see for example [BB] , sections 2.3-2.4). Also we remark that (39) follows from the conjectural interpolation properties of p-adic L-functions ([PR1], Proposition 4.3.2) and therefore is essential if L an p (V, D, s) is to behave in the way that we expect. If formula (36) holds for (V, D) then (38) and (39) together with the fact that The following examples can be seen as evidences in favor of our trivial zero conjecture.
2.3.6. Modular forms. Let V f be the p-adic representation associated to a normalized newform f = ∞ n=1 a n q n on Γ 0 (N ) of weight 2k with Fourier coefficients in L/Q p . Then V f is a two-dimensional L-adic representation with Hodge-Tate weights (0, 2k − 1) and there exists a skew symmetric bilinear form V f × V f − → L(1 − 2k) which induces an isomorphism V f V * f (1 − 2k). We will consider V f as the p-adic realization of the motive M f associated to f [J] , [Sch] . Let j ∈ Z. It is well known that M f (j) is critical if and only if 1 j 2k − 1. The complex L-function of M f is
Let α and β denote the eigenvalues of ϕ on D st (V f ). To fix ideas we can assume that v p (α) v p (β). We distinguish the following cases.
• First suppose that (p, N ) = 1. Then V f is crystalline [FJ] and E p (f, X) = (1 − αX) (1 − βX) with v p (α), v p (β) 0 and αβ = p 2k−1 . Moreover |α| = |β| = p k−1/2 by Deligne. The semisimplicity conjecture together with the admissibility of D st (V f ) imply that α = β (see [Cz3] , section 4.4) and D cris (V f (j)) (1 j 2k − 1) is isomorphic to one of the following Dieudonné modules : a) D cris (V f (j)) = Ld β . If v p (α), v p (β) < 2k − 1 the associated p-adic L-functions usually denoted by L p,α (f, s) and L p,β (f, s) can be constructed using Manin's theory of modular symbols [Mn2] , [AV] , [Vi] , [MTT] . If v p (α) = 0 and v p (β) = 2k − 1 the theory of modular symbols allows again to construct L p,α (f, s) but the construction of L p,β (f, s) is more subtle. It was done by Pollack and Stevens in [PS] . In all cases E(V f (j), D α ) = (1 − p j−1 /α) (1 − p −j β) and (35) coincides with the well-known interpolation formula L p,α (f, j) = 1 − p j−1 α 1 − β p j L(f, j)
where L(f, j) denotes L(f, j) divided by the Deligne period (see for example [Cz3] , Proposition 4.5). As |α| = |β| = p k−1/2 , one has E(V f (j), D α ) = 0 and the phenomenon of trivial zeros does not appear. The same holds for L p,β (f, s). b) v p (α) = 0, v p (β) = 2k − 1 and D cris (V f (j)) = Ld β . Thus D cris (V f (j)) is the direct sum of admissible modules Ld α and Ld β and V f (j) splits locally at p. One expects that this occurs only if f is a CM-form. The unique regular subspace of D cris (V f (j)) is D α = Ld (j) α and the associated p-adic L-function is L p,α (f, s). This agrees with the observation that the Pollack-Stevens construction of L p,β (f, s) fails in the split case and with Perrin-Riou's theory [PR1] . See [Cz3] for more details. Again E(V f (j), D α ) = 1 − p j−1 α 1 − β p j and L p,α (f, s) has no trivial zeros by Deligne.
• Now assume that p | N but a p = 0. Then V is semistable and the Euler factor at p is 1 − αp −s with α = a p . For any 1 j 2k−1 the representation V f (j) is semistable at p and D st (V f (j)) = Ld (see [Cz3] , Proposition 4.5). Thus E(V f (j), D α ) = 1 − p j−1 α . (Note that it coincides with the subproduct (37).) We consider two cases: c) Assume that either j = k or j = k but a p = p k−1 . Then neither 1 nor p −1 is an eigenvalue of ϕ acting on D st (V f (j)) and the phenomenon of trivial zeros does not appear. d) Assume that j = k and a p = p k−1 . In this case one says that the form f is split multiplicative. One has E(V f (k), D α ) = 0 and E + (V f (k), D α ) = 1. If L(f, k) = 0, then H 1 f (V f (k)) = 0 by Kato's theorem [Ka] and H 0 S (V f (k)) = 0 by weight arguments. The conditions C3) and C4) trivially hold. One has e = 1 and the formula (36) takes the form
The sign of the p-adic functional equation is opposite to the sign of the complex functional equation (see [MTT] , Chapter I, section 18). Note that this agrees with Proposition 2.2.4. Let L FM (f ) denote the L-invariant of Fontaine-Mazur. The following proposition implies that (40) where the vertical maps are the multiplication by t k−1 . This induces a commutative diagram
Together with Corollary 1.5.5 this shows that Im(δ 0 ) is generated by β * 2k−1 + λα * 2k−1 . By Theorem 1.5.7 iii) the image of β * 2k−1 + λα * 2k−1 under the isomorphism H 1 (R L (x 2k−1 |x|)) H 1 (C • st (R L (x 2k−1 |x|))) is (λ, 0, −1). This proves that λ = L FM (f ).
2.3.8. Symmetric square of a modular form. We conserve the notations and conventions of 2.3.6. For a normalized newform f of weight 2k we consider the twisted symmetric square Sym 2 M f (2k − 1) of the motive M f . This is a pure critical motive of rank 3 and weight 0 with Hodge-Tate weights (−2k + 1, 0, 2k − 1). Next L(Sym 2 M f , s) = l 1 − α 1 (l) 2 l −s 1 − α 2 (l) 2 l −s 1 − α 1 (l)α 2 (l)l −s −1 where α i (l) (i = 1, 2) are defined by E l (f, X) = (1 − α 1 (l)X) (1 − α 2 (l)X). (In particular α 2 (l) = 0 for l | N .) Note that L(Sym 2 M f (2k−1), s) = L(Sym 2 M f , s+2k−1). It is known that L(Sym 2 M f , s) can be continued to a holomorphic function on the whole complex plane [Sm] . Moreover, L(Sym 2 M f (2k −1), s) does not vanish at s = 0 (see [Hi1] , Theorem 5.1) and therefore Sym 2 M f (2k−1) satisfies M). The p-adic realization of Sym 2 M f (2k − 1) is simply U f = Sym 2 V f (2k − 1) and its tangent space has dimension 1 over L.
As in section 2.3.6 let α and β denote the eigenvalues of ϕ on D st (V f ) and let α = α 2 p 1−2k , β = β 2 p 1−2k . Then D st (U f ) = Lf 1 + Lf α + Lf β
where ϕ(f 1 ) = f 1 , ϕ(f α ) = α f α and ϕ(f β ) = β f β . As before we assume that v p (α) v p (β) and distinguish several cases: a) (p, N ) = 1 and the representation V does not split at p. Then U f is crystalline and the regular subspaces of D cris (U f ) are D 1 = Lf 1 , D α = Lf α and D β = Lf β . The p-adic L-function L an p (U f , D α , s) is constructed in [DD] . Directly from construction it follows that it vanishes at s = 0. Since conjecturally α = β (see section 2.3.6) we should have α , β = 1 and the increasing filtration (D α,i ) associated to D α by 2.1.4 is D α,−1 = D α,0 = Lf α , D α,1 = Lf α + Lf 1 . Thus D st (W ) = D α,1 /D α is a Dieudonné module of dimension 1 over L with the unique Hodge-Tate weight 0 and such that D st (W ) ϕ=1 = D st (W ). Thus W = W 1 = R L is a trivial (ϕ, Γ)-module of rank one and e(D α ) = 1. Moreover L(U * f (1), D * α ) = −L(U f , D α ) by Proposition 2.2.7. Our conjecture predicts that L an p (U f , D α , s) has a simple zero at s = 0 and lim s→0 L an
If V f is not ordinary, this gives the simplest example of a trivial zero which is not covered by conjectures from [Mr1] and [G] . We do not know if the method of [DD] allows to construct two other
We remark that the Bloch-Kato conjecture predicts that L(V, 0) Ω ∞ (V ) = #III(T ) #H 0 S (V /T ) #H 0 S (V * (1)/T * (1))
Tam 0 (T ) and therefore Theorem 2.3.10 implies the compatibility of our conjecture with the Main conjecture.
