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1. EXAMPLES OF HARDY FIELDS 
We recall the definition of N. Bourbaki [2, p. 1071, according to whom a 
Hardy fzeld is a set of germs of real-valued functions on deleted 
neighborhoods of i-co in R (or, which is the same, on positive half lines in 
R) that is closed under differentiation and that form a field under the usual 
addition and multiplication of germs. Loosely speaking, Hardy fields are the 
natural domain of asymptotic analysis, where all rules hold, without 
qualifying conditions. The simplest examples of Hardy fields are Q, R, and 
lR(x), where each real number is identified with a constant germ and x is the 
germ determined by the identity function on IR. 
If k is a Hardy field and f a nonzero element of k, then k contains an 
element l/f, which implies that f(x) # 0 if x E R is sufftciently large. Since 
f' E k, f is differentiable for x E iR sufftciently large, therefore continuous, 
and therefore f(x) is either always positive or always negative for x 
sufficiently large. Thus each fE k is ultimately either zero, or always 
positive, or always negative. The same being true for f’ E k, each f E k is 
ultimately monotonic. In particular, for each f E k, limX++oo f (x) exists as an 
element of R U {+a~, -co}. 
The following result was first published in (91, and appears in somewhat 
weaker form in [7]: 
THEOREM 1. Let k be a Hardy field, y the germ of a continuous real- 
valued function on a positive half line such that there exists a nonzero 
polynomial F(Y) E k[ Y], Y being an indeterminate, such that F(y) = 0. Then 
the ring of germs k[ y] is a Hardy field. 
Proof. Suppose first that F(Y) can be factored F(Y) = G(Y) H(Y), with 
G(Y) and H(Y) relatively prime elements of k[ Y]. Then there exist A(Y), 
B(Y) E k[Y] such that A(Y) G(Y) +B(Y) H(Y) = 1. Therefore A(y) G(y) + 
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B(y) H(y) = 1, so that G(y) and H(y) cannot be zero simultaneously on 
some positive half line. But y is continuous on a half line, therefore so are 
G(y) and H(y), so that their zero-sets are disjoint closed subsets of the half 
line. Since G(y) H(y) = 0 on a half line, the union of the two zero-sets is the 
whole half line. Since the half line is connected, we deduce that either 
G(y) = 0 everywhere on it or H(y) = 0 everywhere. Thus we can suppose 
that F(Y) is not the product of relatively prime factors of positive degree. 
Therefore F(Y) is the product of a nonzero element of k and a power of an 
irreducible element of k[ Y]. Therefore we can assume that P(Y) is irreducible 
in k[Y]. Thus the ring of germs k[y], which is isomorphic to the ring 
k[ Y]/k[ Y] F(Y), is a field. Also, F(Y) and F’(Y) = %‘(Y)/BY are relatively 
prime, so that a linear combination of them with coefficients in k[ Y] is 1, 
which implies that F’(y) is ultimately nonzero. By the implicit function 
theorem, y is ultimately differentiable. Since (F(y))’ = 0 and F’(y) # 0, we 
get y’ E k[y]. Since the field k[y] is closed under differentiation, it is a 
Hardy field. 
COROLLARY. Let k be a Hardy field and let K be the set of all germs of 
continuous real-valued functions on positive half lines that annul nonzero 
elements of k[ Y]. Then K is a Hardy field and the field K(fl) is 
algebraically closed. 
Proof: If y E K, then the ring k[ y] is an algebraic extension field of k 
and a Hardy field, and we deduce that k[ y] c K. If also z E K, then 
(k[ y])[z] is an algebraic extension field of the Hardy field k[ y], therefore an 
algebraic extension field of k and a Hardy field, and k[ y, z] c K. From this 
it follows that K itself is an algebraic extension field of k and a Hardy field. 
To complete the proof it suffices to show that any irreducible P(Y) E k [ Y] of 
degree n > 0 has n distinct roots in K(m). Write P(Y) = Cy=‘=o ai Y’, with 
each ai E k. Choose A E R such that each ai is the germ determined by a 
continuous real-valued function ai on (A, +co) and such that a,(x) # 0 for 
any x > A. Since F(Y) and F’(Y) = CyeO ia,Y’-’ are relatively prime, and 
therefore have a linear combination with coefficients in k[Y] which equals 1, 
we can take A so large that F,(Y) = C;E’=o a,(x) Y’ and F’J Y) = 
CyEO ia* Yi-’ are relatively prime for each x > A. Thus for each x > A, 
r;;(Y) has n distinct complex zeros. By the implicit function theorem, 
(A, +co) is covered by open subintervals on each of which there are n 
continuous complex-valued functions whose values at each point x of the 
subinterval are the zeros of F,(Y). A maximal such subinterval can only be 
(A, +co) itself. Therefore there are continuous real-valued functions u1 ,..., u,,, 
vi ,..., v, on (A, +co) such that for each x > A, {ui(x) -t \/--r~~(x)}~=i ,,,,, n is 
the set of zeros of P’,(Y). For each i = l,..., n, there is a j = l,..., n such that 
pi - ~Vi = Uj + flvj, SO it follows that u1 ,..., u,, V, ,..., V, each 
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determine germs on a positive half line which annul nonzero elements of 
k[ Y]. These germs are in K, and so for each i = l,..., n, ui + fl 
vi E &cl). 
Theorem 2 was proved by Hardy in the case k = R(x) [4] (see also [ 1,5]) 
and by Marie [7] in the case where k is a Hardy field of elementary 
functions. We are indebted to Michael Singer [lo] for the present general 
statement and proof. 
THEOREM 2. Let k by a Hardy field, F(Y), G(Y) E k[ Y], where Y is an 
indeterminate, and let y be the germ of a dlrerentiable real-valued function 
on a positive half line on which G(y) is nowhere zero and y’ = F( y)/G( y). 
Then the ring of germs k[ y] is an integral domain and its field of quotients 
k(y) is a Hardyfzeld. 
Proof. If it is true that for eachf(Y)Ek[Y] eitherf(y)=O orf(y)does 
not have arbitrarily large zeros, then k[ y] is an integral domain and k(y) a 
Hardy field. We therefore assume that there exists f(Y) E k[ Y] such that 
f(y) is nonzero but has arbitrarily large zeros, and we shall show that this 
leads to a contradiction. By the previous corollary, there is an extension 
Hardy field of k in which f(Y) factors into linear factors and quadratic 
factors with negative discriminant, so without loss of generality we may 
assume that this factorization takes place in k itself. For an appropriate 
factor Y - [ off(Y) we have that 6 E k, y # c, and y - c has arbitrarily large 
zeros. Changing y to y - [ if necessary, we get that y # 0 but y has 
arbitrarily large zeros. Since y is not constant, F(Y) # 0 and we can therefore 
write F(Y)/G(Y) = Yra(Y)/b(Y), w h ere r E Z, r 20, a(y), b(Y)E k(Y], 
a(0) # 0, and b(y) is nowhere zero on a positive half line. Choose A E R so 
large that y and all coefficients of a(Y) and b(Y) are represented on (A, +co) 
by continuously differentiable functions, all except y being either zero or of 
constant sign, and that if we use the same symbols to represent both germs 
and functions on (A, +oo) then b(y) is nowhere zero on (A, +co) and 
y’ = y’a( y)/b( y). If r > 0, then y and 0 are distinct solutions of a differential 
equation that take on equal values at certain points, contradicting the 
uniqueness theorem for solutions of differential equations. Therefore r = 0. 
Now choose an x,, E R which is not a zero of y but which is greater than 
some zero of y on (A, +co ). Let x, be the greatest zero of y on (A, x0), x, the 
smallest zero of y on (x,, $00). Then y has a constant sign on (xi, x,), 
YW =YW = 0, and Y’W = (@)/W))(x,) and Y’W = (4WW)K4 
have the same sign. This is a contradiction. 
If we apply Zorn’s lemma to the set of all Hardy fields that contain a 
given Hardy field k, partially ordered by inclusion, we get the following 
result, the last part of which is in [2]: 
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COROLLARY 1. For any Hardy field k, there is a Hardy field K I k 
which contains any germ y of a differentiable real-valued function on a 
positive half line that satisfies a dtflerential equation y’ = F( y), for some 
F(Y) E K(Y). In particular, R c K, and for each a E K, K contains an 
antiderivative of a (in particular, if a E K and a # 0, then log 1 a 1 E K) and 
also exp(a). 
COROLLARY 2. Let k be a Hardy field and let a, b E k. If the dtflerential 
equation y” + ay’ + by = 0 (for germs y of real-valued functions on positive 
half lines) has one solution that does not have arbitrarily large zeros, then 
there exists a Hardy field K 3 k in which the drflerential equation has two 
linearly independent solutions. 
Proof For a nowhere vanishing y satisfies y” + ay’ + by = 0 if and only 
if v = y’/y satisfies the Riccati equation v’ + v2 + au + b = 0. If K is as in 
Corollary 1, then the Riccati equation has a solution in K, hence the original 
linear differential equation has a nonzero solution in K. The usual method of 
reduction of order gives another, linearly independent, solution in K. 
LEMMA. Let U,,..., U,, Z be indeterminates. Then there exist f, ,..., f, E 
27 [U,,..., U,,] such that for any Us,..., u, E R, the number of distinct positive 
zE R such that u,,z” +u,z”-’ + -.a + u, = 0 depends only on the signs 
(+, -) or 0) offl(b.., ~n),...,fN(~O,..., u,). 
This is an easy consequence of Sturm’s theorem of algebra, if we first 
separate cases according to the possible degrees of the various polynomials 
in the Sturm sequence for the equation uOZn + +.a + u, = 0. 
The following result, which generalizes Theorem 2, will not be used in the 
rest of this paper: 
THEOREM 3. Let k be a Hardy field, F(Y, Z) a nonzero element of 
k[ Y, Z], Y and Z being indeterminate& and y a germ of a continuously 
differentiable real-valued function on a positive harf line such that 
F(y,y’) =O. Then the ring k[y,y’] is an integral domain and its field of 
quotients k(y, y’) is a Hardy field tf and only tf for all sufficiently large 
< E R the polynomial F( y, Z),,, E R [Z] h as a jixed number, independent of 
& of distinct real zeros that exceed y’(c). 
Proof The necessity of this condition is easy to show. For the number of 
distinct zeros of F(y, Z),=, that exceed y’(r) is the number of distinct 
positive zeros of F(y, Z + Y’)~,~, a number which, according to the lemma, 
depends only on the signs of the values at c of a finite number of elements of 
k[ y,y’], and elements of a Hardy field take on a constant sign for x 
sufficiently large. To prove the sufftciency of the given condition we assume, 
HARDY FIELDS 301 
as we may, that F(Y, Z) has no multiple fators. We also assume, 
temporarily, that for any G(Y, Z) E k[ Y, Z], either G(y, y’) = 0 or G(y, y’) 
does not have arbitrarily large zeros. Then k[y, y’] is an integral domain. 
Furthermore, if F, is the formal partial derivative aF(Y, Z)/aZ, then unless 
F, = 0 (in which case F( Y, Z) E k[ Y] and it is a consequence of Theorem 1 
that k[y] is a Hardy field), we have F and F, relatively prime in k(Y)[Z]. 
Therefore there exist A (Y, Z), B(K Z) E k[Y, Zl such that 
AF + BFz = H(Y), a nonzero element of k[ Y]. If F,(y,y’) has arbitrarily 
large zeros, our temporary assumption implies that F,(y, y’) = 0, hence that 
H(y) = 0, and it again follows from Theorem 1 that k(y] is a Hardy field. 
We may therefore assume that F,(y, y’) is never zero for x sufficiently large. 
Then the implicit function theorem implies that y” exists for x sufficiently 
large and that F,(y, y’)y” E k[y, y’]. It follows that the field k(y, y’) is a 
differential field, therefore a Hardy field. It remains to prove that if 
G(Y, Z) E k[ Y, Z], then either G(y, y’) = 0 or G(y, y’) does not have 
arbitrarily large zeros. Assume the contrary, and also assume, as we may, 
that G(Y, Z) is irreducible. If G does not divide F, then F and G are 
relatively prime elements of k[ Y, Z], therefore also of k(Y)[Z]. Thus there 
exist C(Y, Z), D(Y, Z) E k[Y, Z] such that CF + DG =J(Y), a nonzero 
element of k[Y]. Since J(Y) = C(y,y’)F(y,y’) + D(Y,Y’) G(Y,Y’) = 
D(y, y’) G(y, y’), J(y) has arbitrarily large zeros. If, on the contrary, G 
divides F, then there exists F,(Y, Z) E k[ Y, Z] such that F(Y, Z) = 
F,(Y, Z) G(Y, Z) and F,(Y, Z) and G(Y, Z) are relatively prime. We have 
F,(y,y’) G(y,y’)=O, so that the zero-sets of F,(y,y’) and G(y,y’) on a 
positive half line are closed subsets whose union is the whole half line, and 
the latter of these closed subsets is nonempty. If F,(y, y’) and G(y, y’) do 
not have arbitrarily large common zeros, then their zero-sets are disjoint, so 
it follows from the connectedness of the half line that one of these sets is 
empty and so G(y, y’) = 0. We may therefore assume that F,(y, y’) and 
G(y, y’) have arbitrarily large common zeros. Since F,(Y, Z) and G(Y, Z) 
are relatively prime, there exist C,(Y, Z), D,(Y, Z) E k[ Y, Z] such that 
C,F, -k D,G =J,(Y>, a nonzero element of k[Y]. Then J,(y)= C,(y,y’) 
F,(y,y’) + D,(y,y’) G(y,y’) has arbitrarily large zeros. Thus in any case 
there is a nonzero J(Y) E k [ Y] such that J(y) has arbitrarily large zeros. We 
can without loss of generality replace k by a larger Hardy field, if necessary, 
so that we may assume that J(Y) factors in k[ Y] into linear factors and 
quadratic factors with negative discriminant. Then for a suitable factor Y - 5 
of J(Y), with [ E k, y - [ has arbitrarily large zeros. Replacing Y by Y - [ 
and Z by Z - c’ if necessary, we are reduced to the case [ = 0. To complete 
the proof of the theorem we show that, under the sufficiency condition of the 
theorem, the simultaneous assertions that y # 0 and y has arbitrarily large 
zeros are contradictory. We look at the number of distinct positive zeros of 
F(q, Z),,, for certain (<, ‘I) E IR*, with < large. By the lemma, this number 
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depends only on the signs of a certain finite number of elements of k] Y] 
evaluated at x = l, Y = r]. But any nonzero element of k[ Y] is of the form 
aYd( 1 + b, Y + a.. + b, Y’), with nonnegative d E Z, and a, b, ,..., b, E k, 
a # 0. For sufftciently large x, a(x), b,(x),..., b,.(x) are all continuous, a(x) 
has a fixed sign, + or -, and for a suitable continuous positive-valued 
function p(x), defined for x sufficiently large, we have 1 b,(x) q + .. . + 
b,(x) ~‘1 < 1 whenever x is large and 1 r/ <p(x). We deduce that there is a 
continuous positive-valued function q(x), defined for x sufficiently large, 
such that if (<, 17) E I?*, with < sufficiently large and 0 < j q 1 < q(c), then the 
number of distinct positive zeros of F(q, Z),=, depends only on the sign of 7. 
Choose an x,, E R which is not a zero of y and is greater than some large 
zero of y. Let x1 E R be the greatest zero of y that is less than x,, x2 E R the 
smallest zero of y that is greater than x,,. Then y has a constant nonzero sign 
on the interval (x,, x2) and y(xr) = y(x2) = 0. For any E E (0, x2 - x,) there 
exists a: E (x1, x1 + E) such that y’(o) = y(x, + E)/E and p E (x2 - E, x2) such 
that y’(J) =y(x2 - E)/(--E) and y’(a) and y/(/3) are of opposite signs. By 
choosing E sufficiently small, we can guarantee that 1 y(u)], /y(jI)i < 
inf{q(x): x E [x1, x2]}, and then F( y, Z),=, and F( y, Z),=, have the same 
number of distinct positive zeros. But the number of distinct zeros of 
F(y, Z),=, that are greater than y’(a) equals the number of distinct zeros of 
F(y, Z),=, that are greater than y’(J). Since y’(a) and y’(J) are zeros of 
these respective polynomials and have opposite signs, we have a 
contradiction. This completes the proof of the theorem. 
COROLLARY. Suppose that the conditions of the theorem hold, that 
F( Y, Z) has no multiple factors in k[ Y, Z] and that y is not algebraic over k. 
Then for sufJiciently large < E R, the polynomial F( y, Z),=, E R [Z] has no 
multiple zeros. 
ProoJ: The argument for this can be extracted from the above proof. 
Since y is not algebraic over k, Fz E k[ Y, Z] is nonzero and relatively prime 
to F in k(Y)[Z]. Therefore there exist A(Y, Z), B(Y, Z) E k[ Y, Z] such that 
AF -t BF, = H(Y), a nonzero element of k[ Y]. For large c E R, a multiple 
zero (possibly in C, not R) of F( y, Z),=, would also be a zero of 
F,( y, Z)x=l, so we would have H(y),=, = 0. The falsity of the corollary 
would imply that H(y) has arbitrarily large zeros, hence that H(y) = 0, 
contrary to the assumption that y is not algebraic over k. 
A special case to which Theorem 3 is applicable is that in which for any 
c&Y) E D2, with x large, the equation F(y, Z) = 0 has a unique real root. 
Such a case arises, for example, with the differential equation (Y’)” = 
f(Y) E k(Y) with n odd, already considered by Hardy in the case k = R(x), 
or, more generally, the differential equation 
F,(Y)(Y’)“’ + . . . + F,(Y)(Y’)“r = G(Y), 
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where n, ,..., n, are odd integers, F ,,..., F,, G E k[Y], and the functions 
F,(y),..., F,(y) take on only positive values. Still more generally, we may 
apply Theorem 3 to a differential equation F(Y, Y’) = 0 such that for any 
(x, y) E 1R2, with x large, the equation F(y, Z) = 0 has a fixed number, 
independent of (x, y), of distinct real roots, at none of which does i?F/aY’ 
vanish; indeed, in this case, if there exist a, b E k such that the absolute value 
of any real root of F(y, Z) = 0 is at most a 1 y 1 + b, then there are solutions 
valid on a positive half line with given initial values at any given point of the 
half line. Thus the differential equations 
(Y’)’ + 3YY’ + Y2 - 1 = 0, (Y’)*=Y*+x 
have many solutions on (0, oo), all contained in a Hardy field. 
Theorem 3 is not applicable to the differential equation (Y’)’ + Y* = 1, 
also commented on by Hardy, whose solutions sin x, cos x are not in any 
Hardy field, nor, a fortiori, to the differential equation ((Y’)’ + Y* - 1) 
(Y - 1) = 0, which has many continuously differentiable solutions on IR 
whose graphs are partly sine or cosine curves, partly horizontal line 
segments. More exotic is the differential equation 
(16Y - (Y’)‘)’ = 256Y3, 
which has many continuously differentiable solutions on 1R whose graphs are 
partly of the type y = (1 - (x - c)*)*, c E I?, (x - cl < 1, partly pieces of the 
x-axis or pieces of the line y = 1; here too, trouble occurs only at multiple 
roots Y’ = 0. 
2. THE CANONICAL VALUATION OF A HARDY FIELD 
We now discuss the valuation that is naturally associated with any Hardy 
field k. It is strange that this valuation, which was in essence mentioned in 
passing in du Bois-Reymond’s basic 1875 paper on asymptotic theory [3], 
seems to have reappeared undisguised in print only with the recent work of 
Lightstone and Robinson [6]. An interesting sidelight is afforded by Hardy’s 
account of “Attempts to represent orders of infinity by symbols” (5, pp. 25, 
261, which concludes that “the whole matter appears to be rather of the 
nature of a mathematical curiosity.” 
Let k* be the set of nonzero elements of the Hardy field k. If a, b E k*, 
we write a z b if limx.+oo a(x)/b(x) is a finite nonzero number. It is clear 
that z is an equivalence relation on the elements of k*. For a E k*, denote 
by v(u) the equivalence class of a. Let r = {v(u): a E k*} be the set of all 
equivalence classes on k*. If a, b, c, d E k* and a z b, c =: d, then clearly 
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UC x bd, so that multiplication on k* induces a composition of elements of 
r. Thus r becomes an abelian group and the map V: k* + r a 
homomorphism. We follow the convention of writing the composition law on 
r additively. 
If a, b E k”, we write v(a) > v(b) (or v(b) < v(a)) if lim,++ oc. a(x)/ 
b(x) = 0; this definition clearly depends only on the equivalence classes v(a) 
and v(b) of a and b and it induces a total ordering of the set r. For a E k*, 
v(a) > 0 (= v(1)) means simply that lim,,,, u(x) = 0, and it follows that if 
a, b E k* and v(u), v(b) > 0, then also v(u) + v(b) (= v(ub)) > 0. That is, I- is 
an ordered abelian group. If a, b E k*, then v(u) > v(b) means simply that 
lim X++a, u(x)/b(x) is finite. We thus have associated with the field k an 
ordered abelian group r and a surjective map V: k* + r such that 
(1) if a, b E k*, then v(ub) = v(u) + v(b); 
(2) if a, b E k*, a # -6, then v(u + b) > min{v(u), v(b)}. 
The standard terminology for this latter state of affairs is that v is a 
valuation of k with value group r. To extend the applicability of (l), (2) to 
all u, b E k, it is sometimes convenient to write v(O) = +co. 
Note that if a, b E k* and v(u) # v(b), then v(u + b) = min{v(u), v(b)}. If 
a E k* r7 R then v(a) = 0. If k is a subfield of a larger Hardy field K, then 
v(k*) can be identified with a subgroup of v(K*) and the order on v(K*) 
induces the given order on v(k*); that is, we have an order-preserving 
embedding v(k*) c I@*). Thus if we have a set of Hardy fields, all 
contained in some large Hardy field, the symbol v(u), for a a nonzero 
element of any one of these fields, has an unambiguous meaning. In the 
special case k = R(x), the group v(k*) is generated by the negative element 
v(x); here the value group is order-isomorphic to L and for anyf(x) E k* we 
have vdf(x)) = (order of S(x) at x = co (= number of zeros of f(x) at 
x = co, or minus the number of poles)) . v(l/x). 
Let a, b E k*, with V(U), v(b) # 0 (so that, in particular, a, b 8: R and 
a’, b’ # 0). Then v(u) > v(b) if and only if ~(a’) > v(b’), as follows from 
L’Hospital’s rule for x -+ fco, in its various manifestations O/O, co/co, O/co, 
co/O. We can also assert that if a, b E k and v(a) > v(b) # 0, then 
~(a’) > v(b’); to show this, it remains only to consider the case v(u) = 0, in 
which case there exists c E R such that v(u -c) > 0 > v(b), so ~(a’) = 
~((a - c)‘) > v(b’). We summarize as follows: 
THEOREM 4. Let k be a Hardy field. Then there exists a map v from the 
set of nonzero elements k* of k onto an ordered ubeliun group such that6 
(1) if a, b E k*, then u(ub) = v(u) + v(b); 
(2) fa E k*, then v(a) > 0 ifund only iflimX++co u(x) E R; 
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(3) writing symbolically v(0) = +03, zf a, b E k, then v(a + b) > 
min{ v(u), v(b)}, with equality if v(u) # v(b); 
(4) if a, b E k* and v(a), v(b) # 0, then v(a) 2 v(b) if and only if 
~(a’) > v(b’); 
(5) if a, b E k and v(a) > v(b) # 0, then ~(a’) > v(b’). 
COROLLARY 1. Writing a - b whenever a, b E k* and lim,,, o. a(x)/ 
b(x) = 1: 
(1) - is an equivalence relation: 
(2) ifa- b and c - d, then ac - bd; 
(3) ifa,bEk*, then a- b if and only v v(a - b) > v(a); 
(4) if a, b E k*, a - b, and ~(a)(= v(b)) # 0, then a’ - b’; 
(5) ifa E k and v(a) = 0, then u - lim,,,, a(x). 
A somewhat different use of the symbol - is in the notation a - a, + a2 + 
a3 + .*a, where a, u,, a*, a3 ,... E k*, which will be used only when there is 
no danger of confusion to mean “ai + a2 + a3 + ... is an asymptotic 
expansion of a,” in other words that v(a) < v(a - a,) < v(a - a, - a*) < 
V(f.7-ul-ua,-f.2a,)< ***. 
The next two corollaries make use of the fact that any Hardy field is 
contained in a larger Hardy field that contains R(x) and that contains the 
logarithm and any constant real power of any of its positive (that is, 
ultimately positive) elements. 
COROLLARY 2. Let k be a Hardy field and u E k. If v(u) > 0, then 
v(u’) > 0. If v(u) < 0, then for any real E > 0, v(u’/u) > v(j u I”). 
Proof If V(U) > 0, then v(u) > v(x), since v(x) < 0, and therefore v(u’) > 
v(x’) = 0. If v(u) < 0, then for any real E > 0 we have v(1 u I-“) > 0, so that 
~((1 u) -“)‘) > 0, so that v(u’/u) > v(l u I”). 
COROLLARY 3. Let k be a Hardy field and u E k. If 0 > v(u) > v(x3 for 
all real E > 0, then v(u’/u) > v(x- ‘). 
Proof For any real E > 0 we have JuI < xE whenever x is sufficiently 
large, or logju) <&logx for x sufficiently large, implying 
v(log /U l/log x) > 0, or v(log 1 u I) > v(log x). Differentiating, we get 
v(u’/u) > v(x-1). 
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3. APPLICATION TO SECOND-ORDER LINEAR 
DIFFERENTIAL EQUATIONS 
We consider the problem, suggested by Olver and worked out by him in 
various special cases (unpublished), of finding asymptotic solutions near 
fco of the differential equation Y” = P(x) Y, where F(x) -+ +co as x + +a~. 
We shall solve this problem under the unique additional assumption that the 
germ of F(x) belongs to a Hardy field. Thus our treatment will include all 
the varied cases Y” = xY, Y” = x”Y, Y” = xXXY, Y” = (log x) Y. 
We first note that there is a unique function y(x) on some positive half line 
on which F is continuous and positive such that y” = F(x)y and such that, 
for some prescribed x,, on this half line, y(xO) and y/(x0) are prescribed 
positive numbers. This y(x) must be positive for x > x,, for otherwise y will 
have a positive local maximum at some point x > x0, at which point y” will 
also be positive, which is impossible. By Corollary 2 of Theorem 2, the 
differential equation Y” = F(x) Y has two linearly independent solutions 
whose germs lie in a Hardy field. Note that for the above solution y which is 
positive for x > x0 we also have y” positive for x > x0, and therefore also .v’ 
positive for x > x0. 
If y is a nonzero element of some Hardy field containing the germ of F(x), 
then y” = F(x) y if and only if u = v’/y satisfies the Riccati equation 
V’ + V* = F. We already know that this Riccati equation has at least one 
positive solution. For convenience we write F =f ‘, where f is fixed as either 
fl or -@, so our Riccati equation is V’ + Y* = f *, with v(f) < 0. If some 
element u of a Hardy field is such that u’ + v* =f * and V(V) > 0, 
Corollary 2 of Theorem 4 gives v(v’) > 0, so that v(f “) > 0, which is false. 
Hence for any v such that v’ + vz =f * we have u(v) < 0. By the same 
Corollary 2, v(u’) > v(v*), so that v* -f ‘, or v - &jI Furthermore, for at 
least one solution u of the Riccati equation we have v - 1 f 1. 
Suppose that v, an element of a Hardy field, satisfies v’ -t v * = f * and that 
v-f: Then 
v =f (1 - v’/f y, 
this latter expression making sense since v(v’/f ‘) > 0. We proceed to use this 
last equation to get successive approximations of v, as in the classical 
Liouville-Green or JWKB method [8, Chap. 61 but going further; what 
would otherwise be purely formal calculations are now permissible, taking 
place in a suitably large Hardy field and legitimized by use of the valua- 
tion v. 
Let g =f ‘If, so that for any n E Z we have df”)’ = nf “g. For any nonzero 
n E IR and any real E > 0 we have v((jf I”)‘) = v(lf 1”s) > v(lf In+&), since 
v(g) > v(lf I’). Also v(g’) > v((] f I’)‘) > v(] f j2E) for all real E > 0, so that 
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v( g’) > v(jfl’) for all real E > 0. Similarly, v( g”) > v(jf]“) for all real E > 0. 
Defining the ring R = C![ g, g’, g” ,... 1, for any u E R and any real E > 0, we 
have v(u) > v(lJI”). 
Let w  be in our Hardy field, with w  -J Then v(w’/f*) = vdf’/“) > 0 and 
v(u -f( 1 - w’/f2)“2) = v (v +;(;j=2w;,;;),,2) = v ( (w f ““) . 
For I = 1, 2, 3 ,..., let P,(t) be the sum of the first I + 1 terms of the binomial 
expansion of (1 - t)‘j2, up to the term in t’. Then ((1 - w’/‘~)‘/~ - 
%6!f2NW - w’/f2Y + CW/f2N is a linear combination with rational 
coefficients of (w’/“)‘+‘,..., (PV’/~~)~‘, Therefore 
v(( 1 - w’/f2)“2 - mc!f*N > (1. + 1) Nw’/f2) 
= (I + 1) u(f’/f2) = (r + 1) v( g/f>. 
Therefore 
4v -.P,W/f2)) a min{v((u - w)‘/f), -4.f) t (I t 1) v(g)}. 
Since jP,(w’/f ‘) -f, it makes sense to define wr, w2,..., each -f, by 
(1) 
Wl =f, wi+ 1 =Pi(wllf2) 
By induction on i, using (l), we get 
if i> 1. (2) 
v(v - Wi) > V(lfle-i+2), i = 1, 2,..., for any real E > 0. (3) 
We shall now show that for any integer N > 0, v(v - wi) > v(x-“) if i is 
sufficiently large. This follows from v(v - wi) > v(f”-‘) if v(f) < v(x’) for 
some real E > 0. In the contrary case, we have v(f) > v(x’) for all real E > 0 
and Corollary 3 of Theorem 4 shows that v(g) > v(x-‘). Induction on i, 
using (1) and (2) shows that 
v(v - WJ > v(x’-i) for i > 1 if v(g)& v(x-‘). (4) 
This finishes the proof that v(v - wi) > v(xeN) if i is sufftciently large. In 
particular, if u, , u2 are two solutions of the Riccati equation in our Hardy 
field and z)~ N v2, then v(v, - u2) > v(feN) and v(u, - v2) > v(xeN) for all 
NE Z. 
Now suppose that y, , y, are two nonzero solutions of Y” = f2 Y in our 
Hardy field and that y;/y, N y;/y,. Then v(y;/y, - y;/y2) > v(1/x2), so that 
IY:/Yl-Y;/Y*l< l/x ’ for all sufficiently large x, say for x > A > 0. 
Integrating, we get log ( y,/y,j bounded for x > A, so that ( y,/y,) lies between 
two positive constants for x > A, implying v(y,) = v(y2). But if two linearly 
independent solutions of Y” = f 2Y have the same v-value, then a suitable 
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nonzero real linear combination of them will have a higher v-value, showing 
that there exist nonzero solutions y,, y, with v(yr) # v(yJ. In this case 
Y~/Y, +Y~/Y~, and since Y~/Y,, Y;/Y, - d both +f and -f must occur as 
--approximants of solutions of the Riccati equation. For the y of the second 
paragraph of this section, where y” = f *y and y, y’ > 0, we have y’/y - ]f 1. 
For a solution u of the Riccati equation such that z’ - -]fi, we get the 
“subdominant” solution $” of Y” =f*Y, which approaches the limit 0 as 
x+ fco. Note that for given F(x) =f *, in both cases f = @ or f = -@ 
we get the same g = f ‘/’ 
Now let G be a differential indeterminate and make the ring 
S = Q[G, G’, G” ,... ] a graded ring by calling the elements G, G’, G” ,... 
homogeneous of weights 1, 2, 3 ,..., respectively. Differentiation on S raises 
weights by 1. We claim that there is an increasing sequence of positive 
integers N(l), N(2), N(3),... and a set (A,(G)}, i, j = 1, 2 ,..., of elements of S, 
with each A,(G) homogeneous of weight j, such that for any f, g  as in the 
current discussion, if we set aij = A ij( g) for all i, j, then for i > 1, 
wifp' = 1 + ai,fm-' + ai2fm2 + . . . + ai,,+,ci,fmN(i). (5) 
These latter assertions all follow by induction on i from (2), the definition of 
P,, and the single identity f’ = gf: (The point is that the various aij’s are 
elements of R, of certain formal weights, which are given by universal 
polynomials, independent off and g. The universal polynomials A,(G) are 
even unique, as follows for example from the fact that for any positive 
integer N there are functions f lying in Hardy fields such that v(f) < 0 and 
f, g =f ‘lJ g’,..., dN’ are algebraically independent over Q; for example f 
may be taken to be a repeated exponential or a repeated logarithm.) 
For i>l, wi+2f-‘-wj+,f~‘=Pi+,(w~+,/f2)-Pi(w~/f2) differs from 
PAWi+ I/f ‘) - Pi(w,‘/f ‘) bY a rational multiple of (w,!+ ,/f 2)it’ and 
Pi(wi+ ,/f ‘) - Pi(wf/f ‘) is the product of an element of Q[ wi+ i/f*, wl/f * ] 
and WI+ ,/f * - wi/‘*. It follows by induction on i, starting with w, =.f. 
w, =f - g/2, that expressions (5) for wif --I and wi+ , f ’ agree except for 
terms in f-i, f -(i+“,...,f -N(it’), or in other words clij= a,, ,,j if i >j. 
Indeed, as the formal calculations show, A,(G) = Ai+ ,,i(G) if i > j. For 
j = 1, 2,... we now set Aj(G)=Aj+,,j(G)=Aj+2,j(G)=Aj+,~j(G)= .+. and 
aj = Aj( g) to get, for any i > 1, 
We have almost completed the proof of 
THEOREM 5. Let f be an element of a Hardy field such that v(J) < 0. 
Then any solution of the d@erential equation V’ + V2 =f2 in an extension 
Hardy jield is -+f and there exists a solution v in a suitable extension 
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Hardy field such that v -f Furthermore, there exist dtflerential polynomials 
A l(G), A 2(G),..., independent off, in the ring Q[G, G’, G” ,... 1, where G is a 
dt@rential indeterminate, with each A,(G) homogeneous of weight i if the 
ring is graded so that G, G’, G” ,... have weights 1, 2, 3 ,..., respectively, such 
that tff ‘/f = g and a, = A,( g) for i > 1, we have 
v(v -f(l + a,f -I + ..a + a,f -I)) > v(lf IE-‘) 
for all i > 0 and all real E > 0. If v(g) > v(x-‘), which case necessarily 
arises ifv(f) > v(Y) for all real E > 0, we have 
v(v -f(l + a,f -’ + a+. + aif -‘)) > v(xLi-‘) 
for all i > 0. 
Everything has been proved except for the two approximation statements. 
The first of these follows from (3) and (6) if we recall that v(u) > v(lf 17 for 
all u (5 R and all real E > 0, the second from (4) and (6) if we note that when 
v(g) > v(x-‘) we have v( g”‘) 2 v(xPi-‘) for all i > 0. 
The simplest way to compute a,, a2, a3,... in terms of g is to use undeter- 
mined coefficients, writing formally v =f + a, + a2 f -’ + a3 f -’ + .. . and 
using the equations 21’ + v2 = f 2 and f’ = fg to obtain 
2a, +g=O, 
2a, + a: + ai = 0, 
2a,+2a,a,+a;-a,g=O, 
2a,+2a,a,+a:+a;-2a,g=O, 
2a,+2a,a,+2a2a,+a;-3a,g=O, 
2a, + 2a,a, + 2a,a, + at + a; - 4~2, g = O,... 
so that 
a, = -g/Z 
a, = -g2/8 + g’f4, 
a, = -g3/8 + 3gg’/8 - g”/&.... 
Since one root of the equation V’ + V2 =f 2 corresponds to the formal 
series f+a,+a2f-1+a,f-2+..., the other root will correspond to the 
formalseries-f+al-a2f-1+a,f-2+.... 
Let us examine several examples. The differential equation Y” = (log x) Y 
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gives rise to the Riccati equation V’ f V* =f * withy= *(log x)“* and here 
g = (2x log x)-l. The ring R turns out to be the vector space over CR that is 
spanned by all x-“(log x)-“, with integral m > rr > 0 and x-“(log x))” is 
homogeneous of weight m. Each ai is a rational linear combination of 
x-‘(logx)-1, x-‘(logx)-*,...,x-‘(logx)-‘. 
The differential equation Y” = xpY, where p E F?, p > 0, has Riccati 
equation V’ + V* =f 2, with f = fx p’2 Here g =p/2x and R is a subring of . 
I?[x~‘], with x-’ homogeneous of weight 1. Each solution of the Riccati 
equation has an asymptotic expansion 
+xpl* -p/4x + ? +-yxl+p/y 
i21 
with each ci E Q[pJ. 
As a final example, consider the differential equation Y” = x”Y, which has 
the Riccati equation V’ + Vz = xx. Here f = f~~‘~, g = (1 + log x)/2, 
R = Q[logx,x-‘1, and we obtain asymptotic expansions for solutions ur, v2 
of the Riccati equation 
u1 -x .w _ + . . . 
U*--X x/z _ 
for a fundamental set of solutions es“I, eJ”2 of the equation Y” = x”Y. The 
question of asymptotic expansions for arbitrary elements of the field of 
functions generated by these solutions and their derivatives is complicated 
and will not be treated here. 
Note added in proof Most of the results of the first section of this paper appear, in rather 
different language, in the article of M. Boshernitzan, An extension of Hardy’s class L of 
“Orders of Infinity,” J. An&se Math. 39 (1981), 235-255. 
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