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Abstract 
Kwiecinski, M., Automorphisms from face polynomials via two Grobncr bases, Journal of Pure 
and Applied Algebra 82 (1992) 65570. 
We show how to recover a polynomial automorphism from its face polynomials using only two 
Griibner basis computations. 
1. Introduction 
It is now a well-known fact that a polynomial automorphism F = 
(F,, . . . , F,,) : k’- k”, where k is a field, II 2 2 is completely determined by its 
face polynomials F,lx,=o, i,j = 1, . . . , ~1. Several proofs were given, by McKay 
and Wang [6, 71 and Li [5]. Explicit formulae to reconstruct the automorphism for 
the case n = 2 were given by McKay and Wang [6] and Adjamagbo and van den 
Essen [l]. In [12], van den Essen and the author show that these formulae do not 
always work in higher dimensions. Instead, an algorithm for reconstructing the 
inverse, based on a theorem from [lo], is given there. That algorithm involves 
y1 + 1 Grobner basis computations. The main theorem presented here expresses 
the inverse of F in terms of the reduced Grobner basis of an ideal constructed 
from face polynomials. Thus, it leads to an algorithm for the computation of F 
which involves only two Grobner basis computations. First we recall results from 
[lo] and [3], then we state and prove the main theorem, and finally we present 
results of running an implementation of the algorithm. 
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2. Preliminaries 
Throughout the paper we assume that k is an infinite field, X = (X,, . . , Xi!), 
Y=(Y,,..., Y,,), and consequently k[X], K[ Y], k[X, Y] are rings of polyno- 
mials over k in n, n, 2n variables respectively. 
We assume that the reader is familiar with the notions of admissible ordering, 
leading term of a polynomial, Grobner basis and reduced Grobner basis (see [2, 
4, 91 and references therein, see also [ll] for a summary of necessary 
information). An admissible ordering on the set of terms of k[X, Y] will be called 
separating iff X* > Y” for all CV,@ EN” - 0. A suitable lexicographic ordering is 
an example of such an ordering. To simplify statements, the empty set will be 
considered to be a (reduced) Grobner basis of the zero ideal. 
We now recall two results from [lo] and [3]. 
Theorem 1 (van den Essen [lo]). Let F = (F,, . . , F,,) : k” -+ k” be a polynomial 
mapping. Let B be the reduced Griibner basis of the ideal I = (Y, - F,(X), 
Y,, - F,,(X)) with respect to some separating ordering. Then F is an auto- 
morphism of k” iff B is of the form B = {X, - G,(Y), . . , X,, - G,,(Y)} for some 
Gi E k[Y]. In that case G = (G,, . . , G,,) is the inverse of F. Cl 
This result has been generalized in [3] to a characterization of polynomial 
isomorphisms from an algebraic subset of k” to the Zariski closure of its image. 
Recall, that a polynomial mapping between two algebraic sets is an isomorphism 
iff it is bijective and its inverse is also a polynomial mapping. 
Theorem 2 [3]. Let F = (F,, . . . , F,) : k” + k” be a polynomial mapping, V a 
nonempty algebraic subset of k” and P,(X), . . . , P,(X) a system of generators of 
its ideal f(V). Let B be the reduced Grobner basis of the ideal J = (Y, - 
F,(X), . . . , Y, - F,,(X), f’,(X), . . . > P,(X)) with respect to some separating or- 
dering. Then F] v : V-+ F(V) is un isomorphism iff B is of the form B = BlnverSc U 
%lagr 3 where Bmvme = {X, - G,(Y), . , X,, - G,,(Y)} for some Gj E k[Y] and 
%Iage = @ Or Bimagr = {Q,(Y), . . . , Q,(Y)}, for some Q, E k[ Y]. In that case 
Bilnagr is the reduced Griibner basis of Z(F(V)) for the induced ordering and the G, 
are coordinates of the inverse. q 
3. Main theorem 
Face polynomials of a polynomial mapping are restrictions of that mapping to 
coordinate hyperplanes. We can therefore easily reconstruct that mapping on the 
union of those hyperplanes V(X, . . X,,). More precisely, if we define 
jT= i (-q’“-1’ c 
k=l I’,,<...<,I,‘,z 
Fix,,= ..= x,,_f, , 
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then El V(X,...X,,) = FI V(X,. .X,,). Indeed, if a term in F depends on p, p < n of the 
variables X,, . . . , X,,, then it appears in the above sum precisely 
czl’r’ (-l)‘-I(“;“) = 1 - (1 - l)“-’ = 1 times. Obviously, F(V(X, . . X,,)) = 
[(V(X, . X,,)) is an algebraic set and Flvcs ,,,. x,,J : V(X, . . . X,,)- 
F(V(X, . . X,,)) is an isomorphism. Our main theorem will say that the inverse of 
FI ,i v(x,, ,,x ) computed from Theorem 2 is also the inverse of F : k” + k” itself. 
Main Theorem. Let n 2 2 and F = (F, , . . , F,,) : k” + k” be a polynomial auto- 
morphism, and F = (F,, . . , F,,) : k” + k” a polynomial mapping which coincides 
with F on the union of coordinate hyperplanes--l/(X, . . X,), Let B be the 
reduced Grobner basis of the ideal J = (Y, - F,(X), . , Y,, - F,,(X), X, . X,,) 
with respect to some separating ordering. Then B is of the form B = {X, ~ 
C,(Y)>. . . ,X,, - G,,(Y), Q(Y)} for some Q,~,E k[Y] and 6=(6,(Y), . . , 
G,,(Y)) is the inverse of F. 
This theorem leads us to the following algorithm: 
Reconstruction algorithm. 
(1) Given the face polynomials, compute F as in the beginning of this section. 
(2) Compute F-’ as in the Main Theorem. 
(3) Compute F from Theorem 1. 
Thus, we can compute a polynomial automorphism from its face polynomials 
performing only two Grobner basis computations. This algorithm also provides a 
method of testing if given polynomials can be face polynomials of a polynomial 
automorphism. This test could be simplified if we knew the answer to the 
following: 
Question. Can every polynomial isomorphism of the union of coordinate hyper- 
planes be extended to a polynomial automorphism of the whole affine space? 
If the answer to this question is positive, then computing the Grobner basis as 
in the Main Theorem and checking if it is of the form described in that theorem is 
sufficient to verify that given polynomials F,, , verifying F,, Ixi70 = F,k I,u,_,j are face 
polynomials of a polynomial automorphism. It is shown in [8, Theorem 41, that 
the answer to this question is positive in the case n = 2. The author however does 
not know the answer for more dimensions. 
Proof of the Main Theorem. Theorem 2 and the fact that dim V(X, X,,) = 
dim F(V(X, . . X,,)) = n - 1 guarantee the desired form of the Grobner basis. 
LetG=(G,,..., G,) be the inverse of F. We will show that G = 6. Observe 
that G and G coincide on_F(V(X, . X,,)). By Theorem 2, I(F(V(X, X,,>) = 
(Q(Y)) and so G,(Y) = G,(Y) mod (Q(Y)) for all i. Furthermore, each G, is 
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reduced mod Q(Y), i.e. no term appearing in G,(Y) with a nonzero coefficient is 
divisible by It Q(Y)-the leading term of Q(Y). Thus, to show G,(Y) = G;(Y) it 
suffices to show that G,(Y) is also reduced mod Q(Y). This in turn, will be 
proved if we show that G,(Y) divides Q(Y). 
Indeed, G,oF(X)\,,,,, _,y,,)=X,(,(, ,,,, x,,). so (because n 22) G,(Y) does not 
vanish on F(V(X, . X,,)) and hence is not divisible by Q(Y). So, if G,(Y) 
divides Q(Y), then the division is nontrivial, i.e. the quotient is a nonconstant 
polynomial. Hence, It G,(Y)-the leading term of Gj( Y) nontrivially divides 
It Q(Y). In particular, It G,(Y) <It Q(Y) in the chosen admissible ordering. So, 
any term with nonzero coefficient in G,(Y) is strictly smaller than It Q(Y), hence 
in particular is not divisible by It Q(Y). So, indeed G,(Y) is reduced mod Q(Y). 
It remains to be shown, that G,(Y) divides Q(Y). For simplicity of notation we 
shall suppose i = 1, the proof for other i being exactly the same. Perform the 
substitution X, = 0 in the ideals I (from Theorem 1) and J (from the Main 
Theorem). Substitution being a ring homomorphism, we can substitute X, = 0 in 
each generator of the ideals which shows us that after substitution they are equal: 
I( x,=,1 = J( xi_,). In particular, I[, ,_,, f’ k[ Y] = .!I,,_,, n k[ Y]. The observation, 
that /lx,+ n k[Yl= (G,(Y)) and J[,,=,, n k[ Y] = (G,(Y), Q(Y)) will show that 
G,(Y) divides Q(Y) and end the proof. 
We will show that I) x, -,) n k[ Y] = (G,(Y)), the second observation being 
proved similarly. By Theorem 1, 11, ,=,, n k[Yl= (G,(Y), XT - G,(Y), . . 1 
X,, - G,,(Y)) n k[Yl. H ence II,,_,, n k[ Y] > (G,(Y)). To see the opposite inclu- 
sion take any H(Y) E 11,~~ =() tl k[ Y]. Then we may express H(Y) as a polynomial 
combination of G,(Y), X, - Gz( Y), . . X,, - G,,(Y). H(Y) contains no X-vari- 
ables, hence we may substitute X, = G?(Y), . . , X,, = G,,(Y) in that combina- 
tion, which shows that G,(Y) is a factor of H(Y) and hence H(Y) E (G,(Y)) as 
desired. This ends the proof of the Main Theorem. 0 
Remarks on the Main Theorem and the proof. (1) The Main Theorem shows that 
coefficients of a polynomial automorphism are rational expressions in the co- 
efficients of its face polynomials. 
(2) In the Main Theorem Q(Y) = G,(Y). . . G?,(Y). 
(3) The observation that II,,=,, fl k[ Y] = (G,(Y)), which is also a key lemma in 
the reconstruction algorithm given in [12], is inspired by Li’s proof from [5]. 
(4) The proof of the Main Theorem is yet another independent proof that an 
automorphism is determined by its face polynomials. 
4. Results from an implementation 
Ron Sommeling, from the Catholic University of Nijmegen in the Netherlands, 
implemented the algorithm on the computer algebra system ‘Maple’. In Fig. 1 we 
present a printout from reconstructing the ‘Nagata automorphism’ from its face 
polynomials. The time indicated is given in seconds. 
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I\^/1 
MAPLE V 
._I\1 
111 _ Copyright (c) 1981-1990 by the University of Waterloo. 
\ H*PLE / All rights reserved. MAPLE is a registered trademark of 
< ____ ____ > WaterlooMaple Software. 
I Type ? for help. 
> read facepoly; 
> A := array( [ 
> [-2*x2^3-x3*x2-4, xl-x1^2*x3^3, xl-2*x2-3], 
> [x3*x2-2+x2, x1*x3-2, x2], 
[x3,x3,011); 
: - 2 x23 
4 2 3 
- x3 x2 xl - xl x3 
[ 
A := [ 2 
/ 
x3 x2 + x2 
x3 
> F = facepoly(A, [xl, x2, x3]); 
3 4 2 3 
Ftilde = [- 2 x2 - x3 x2 + xl - xl x3 , x3 x2 
2 
xl x3 
x3 
31 
xl - 2x2 ] 
! 
x2 
i 
0 1 
2 2 
+ x2 + xl x3 , x .31 
Grobner basis = [ 
2 3 2 2 4 3 
xl + yl y3 + 2 yl y2 y3 - 2 yl y2 y3 - yl + y2 y3 - 2 y2 , 
2 2 
x2 + yl y3 + y2 y3 - y2, x3 - y3 , 
3 6 2 2 5 2 4 2 3 4 4 
yl y3 + 3 yl y2 y3 - 3 yl y2 y3 - yl y3 + 3 yl y2 y3 
3 3 2 2 6 3 5 2 
- 6 yl y2 y3 + yl y2 y3 + yl y2 y3 + y2 y3 - 3 y2 y3 
4 
+ 2 y2 y3 
1 
2 3 3 4 2 2 
F=[-xl x3 -2x2 - 2 xl x2 x3 + xl - x3 x2 - 2 x3 x2 xl, 
2 2 
x3 x2 +x2+x1x3 ,x3] 
time 5.80 words 237897 
Fig. 1 
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