Abstract. Tensor decomposition, a collection of factorization techniques for multidimensional arrays, are among the most general and powerful tools for scientific analysis. However, because of their increasing size, today's data sets require more complex tensor decomposition involving factorization with multiple matrices and diagonal tensors such as DEDI-COM or PARATUCK2. Traditional tensor resolution algorithms such as Stochastic Gradient Descent (SGD), Non-linear Conjugate Gradient descent (NCG) or Alternating Least Square (ALS), cannot be easily applied to complex tensor decomposition or often lead to poor accuracy at convergence. We propose a new resolution algorithm, called VecHGrad, for accurate and efficient stochastic resolution over all existing tensor decomposition, specifically designed for complex decomposition. VecHGrad relies on gradient, Hessian-vector product and adaptive line search to ensure the convergence during optimization. Our experiments on five real-world data sets with the state-of-the-art deep learning gradient optimization models show that VecHGrad is capable of converging considerably faster because of its superior theoretical convergence rate per step. Therefore, VecHGrad targets as well deep learning optimizer algorithms. The experiments are performed for various tensor decomposition including CP, DEDICOM and PARATUCK2. Although it involves a slightly more complex update rule, VecHGrad's runtime is similar in practice to that of gradient methods such as SGD, Adam or RMSProp.
Motivation
Tensors are multidimensional, or N-order, arrays. Tensors are able to scale down a large amount of data to an interpretable size using different types of decomposition, also called factorization. The data sets used in machine learning [1] and in data mining [2] are multi-dimensional and, therefore, tensors and their decomposition are highly appropriate [3] . Nonetheless, because of the increasing size and the complexity of modern data sets, simpler tensor decomposition such as the CP/PARAFAC [4, 5] decomposition are now challenged by more complex tensor decomposition such as DEDICOM [6] and PARATUCK2 [7, 8] . CP/PARAFAC decomposes the original tensor as a sum of rank-one tensors, as illustrated in figure 1 , whereas DEDICOM and PARATUCK2 decomposes the original tensor as a product of matrices and diagonal tensors, as shown in figures 2 and 3 respectively. Depending on the tensor decomposition, different latent variables can be highlighted with their respective asymmetric relationships. However, fast and accurate tensor resolutions have required specific numerical optimization methods related to preconditioning methods.
Applied in the Machine Learning (ML) and Deep Learning (DL) community, the standard Stochastic Gradient (SGD) optimization method has been widely used [9, 10] . However, traditional SGD is losing its momentum over the recent progress of preconditioning gradient methods. The preconditioning gradient methods use a matrix, called a preconditioner, to update the gradient before it is used. Common well-known optimization preconditioning methods include the Newton's method, which employs the exact Hessian matrix, and the quasi-Newton methods, which do not require the knowledge of the exact Hessian matrix, as described in [11] . The quasi-Newton methods are generally preferred over the Newton's method when the exact Hessian matrix is too expensive to compute or is unknown. Introduced to answer specifically some of the challenges facing ML and DL, AdaGrad [12] uses the co-variance matrix of the accumulated gradients as a preconditioner. Because of the dimensions of the ML problems, the full-matrix preconditioning methods are generally not the first choice for the optimizers. Specialized variants have been proposed to replace the full preconditioning methods by diagonal approximation methods such as Adam in [13] , by a sketched version [14, 15] or by other schemes such as Nesterov Accelerated Gradient (NAG) [16] or SAGA [17] . It is worth mentioning that the diagonal approximation methods are often preferred in practice because of the super-linear memory consumption of the other methods [18] .
In this work, we take an alternative approach to preconditioning and we describe how to exploit Newton's convergence using a diagonal approximation of the Hessian matrix. Our approach is motivated by the efficient and accurate resolution of complex tensor decomposition for which most of the ML and DL state-of-the-art optimizers fail. Our algorithm, called VecHGrad for Vector Hessian Gradient, returns the tensor structure of the gradient and uses a separate preconditioner vector. Although our algorithm is motivated by the resolution of complex tensor decomposition, its range of application is wide and it could be used in ML and DL. Our analysis targets non-trivial high-order tensor decomposition and relies on the extensions of vector analysis to the tensor world. We show the superior capabilities of VecHGrad over different tensor decomposition, including the challenging DEDICOM and PARATUCK2, in regards to traditional resolution algorithms, such as the Alternating Least Square (ALS) or the Non-linear Conjugate Gradient (NCG) [19] , and some popular ML and DL optimizers such as AdaGrad, Adam or RMSProp. Our main contributions are summarized below:
-We propose a new resolution algorithm, called VecHGrad, that uses the gradient, the Hessian-vector product and an adaptive line search to achieve the goal of accurate and fast optimization for complex numerical tasks. -We demonstrate VecHGrad's superior accuracy at convergence and compare it to traditional resolution algorithms for complex tensor decomposition on five real world data sets. We show the poor performance of traditional resolution algorithms including NCG for complex tensor decomposition. -We underline the limits and the strengths of popular deep learning optimization algorithms on three of the most common tensor decomposition including CP, DEDICOM and PARATUCK2.
The paper is structured as follows. In section 2, we review briefly the standard version of the Newton's method. Then, by mapping the Newton's method to the tensor structures with the objective of fast and accurate resolution, we describe how VecHGrad performs a numerical optimization scheme applied to tensors without the requirement of knowing the Hessian matrix. We discuss the related work in section 3. In section 4, we highlight the experimental results. Finally, we conclude in section 5 by addressing promising directions for future work.
Proposed Method
In this section, we begin by describing briefly the standard form of Newton's method, and then we introduce VecHGrad for the first order tensor optimization. We recall that a first order tensor is a vector. Finally, we arrive at the objective of applying VecHGrad to non-trivial tensor decomposition. Hereafter, scalars are denoted by lower case letters a, vectors by boldface lowercase letters a, matrices by boldface capital letters A, and high order tensors by Euler script notation X.
Classical Version of Newton's Method
Hereinafter, we shortly sum up the classical version of Newton's method. We invite the reader to [11, 20, 21] for a deeper review. Let define the objective function f : R d → R as a closed, convex and twicedifferentiable function. For a convex set C, we assume the constrained minimizer
is uniquely defined. We define the eigenvalues of the Hessian denoted γ = λ min (∇ 2 f (x * )) evaluated at the minimum. Additionally, we assume that the Hessian map x → ∇ 2 f (x) is Lipschitz continuous with modulus L. Under these conditions and given an initial random pointx 0 ∈ C such that x 0 − x * 2 ≤ γ 2L , the Newton updates are guaranteed to converge quadratically as defined below.
This result is well-know, further details can be found in [20] . In our experiments, we slightly modify Newton's method to be globally convergent by using strong Wolfe's line search, described in the following subsection.
Introduction to VecHGrad for Vectors
Under the Newton's method, the current iteratex t ∈ C is used to generate the next iteratex t+1 by performing a constrained minimization of the second order Taylor expansion.
We recall that ∇f and ∇ 2 f denotes the gradient and the Hessian matrix, respectively, of the objective function f : R d → R. In the ML and DL community, the objective function function is frequently called the loss function.
When C ∈ R d , which is the unconstrained form, the new iteratex t+1 is generated such thatx
We use the strong Wolfe's line search which allows the Newton's method to be globally convergent. The line search is defined by the following three inequalities
Furthermore, computing the inverse of the exact Hessian matrix, [∇ 2 f (x t )] −1 , arises a certain number of difficulties. Therefore, the inverse is computed with a Conjugate Gradient (CG) loop. It has two main advantages: the calculations are considerably less expensive, especially when dealing with large dimensions [11] , and the Hessian can be expressed by a diagonal approximation. The convergence of the CG loop is defined when a maximum number of iteration is reached or when the residual
Within the CG loop, the exact Hessian matrix can be approximated by a diagonal approximation. Effectively, in the CG loop, the Hessian matrix is multiplied with a descent direction vector resulting in a vector. Furthermore, within the main optimization loop, only the descent vector is required. Therefore, only the results of the Hessian vector product are needed. Using the Taylor expansion, this product is equal to the equation below.
The term η is the perturbation and the term p t the descent direction vector, fixed equal to the negative of the gradient at initialization. Consequently, the extensive computation of the inverse of the exact full Hessian matrix is bypassed using only gradient diagonal approximation. Consequently, we reached the objective of describing VecHGrad for first order tensor, summarized in algorithm 1.
VecHGrad for Fast and Accurate Resolution of Tensor Decomposition
Hereinafter, we introduce VecHGrad in its general form, which is applicable to tensors of any dimension, of any order for any decomposition. Before we present the algorithm and its theoretical convergence rate, we review further definitions and operations involving tensors. Receive loss function f :
Update parameters:
Tensor Definitions The vectorization operator flattens a tensor of n entries to a column vector R n . The ordering of the tensor elements is not important as long as it is consistent [3] . For a third order tensor X ∈ R I×J×K , the vectorization of X is equal to
The square root of the sum of all tensor entries squared of the tensor X defines its norm.
The rank-R of a tensor X ∈ R I1×I2×...×I N is the number of linear components that could fit X exactly.
The CP/PARAFAC decomposition, shown in figure 1 , has been introduced in [4, 5] . The tensor X ∈ R I×I×K is defined as a sum of rank-one tensors. The number of rank-one tensors is determined by the rank, denoted by R, of the tensor X. The CP decomposition is expressed as
where a
with n ∈ {1, 2, ..., N } and r ∈ {1, ..., R} refers to one order and one rank of the tensor X.
The DEDICOM decomposition [22] , illustrated in figure 2, describes the asymmetric relationships between I objects of the tensor X ∈ R I×I×K . The decomposition groups the I objects into R latent components (or groups) and describe their pattern of interactions by computing A ∈ R I×R , H ∈ R R×R and D ∈ R R×R×K such that
The matrix A indicates the participation of object i = 1, ..., I in the group r = 1, ..., R, the matrix H the interactions between the different components r and the tensor D represents the participation of the R latent component according to the third order K.
The PARATUCK2 decomposition [7] , represented in figure 3 , expresses the original tensor X ∈ R I×J×K as a product of matrices and tensors 
The columns of the matrices A and B represent the latent factors P and Q, and therefore the rank of each object set. The matrix H underlines the asymmetry between the P latent components and the Q latent components. The tensors D A and D B measures the evolution of the latent components regarding the third order.
VecHGrad for Tensor Resolution Here, we describe the main application of VecHGrad that is the resolution of non-trivial tensor decomposition.
The loss function, also called the objective function, is denoted by f and it is equal to
The tensor X is the original tensor and the tensorX is the approximated tensor built from the decomposition. For instance, if we consider the CP/PARAFAC tensor decomposition applied on a third order tensor, the tensorX is the tensor built with the factor vectors a
r , a The vectorx is a flattened vector containing all the entries of the decomposed tensorX. If we consider the previous example of a third order tensorX of rank R factorized with the CP/PARAFAC tensor decomposition, we obtain the following vectorx ∈ R d=R(I+J+K) .
2 , ..., a
1 , a
Since the objective is to propose a universal approach for any tensor decomposition, we rely on finite difference method to compute the gradient of the loss function of any tensor decomposition. Thus, the method can be transposed to any decomposition just by changing the decomposition equation. The approximate gradient is based on a fourth order formula (19) to ensure reliable approximation [23] .
In (19) , the index i is the index of the variables for which the derivative is to be evaluated. The variable e i is the i−th unit vector. The term η, the perturbation, is fixed small enough to achieve the convergence of the iterative process.
The Hessian diagonal approximation is evaluated as described in the previous section. During the CG optimization loop, the Hessian matrix is multiplied with a descent direction vector resulting in a vector. Therefore, only the results of the Hessian vector product is required. Using the Taylor expansion, this product is equal to the equation below.
The perturbation term is denoted by η and the descent direction vector by p t , fixed equal to the negative of the gradient at initialization. Consequently, the extensive computation of the inverse of the exact full Hessian matrix is bypassed using only gradient diagonal approximation. Finally, we reached the core objective of describing VecHGrad for tensors, summarized in algorithm 2.
Theoretical Convergence Rate of VecHGrad VecHGrad is based on Newton's method but it relies on a diagonal approximation of the Hessian matrix instead of the full exact Hessian matrix. The reason is that although the exact Newton's method convergence is quadratic [11] , the computation of the exact Hessian matrix is too time consuming for ML and DL large-scale applications, including tensor application. Therefore, VecHGrad has a superlinear convergence such that
withx opt the point of convergence, p n the search direction and B n the approximation of the Hessian matrix. Practically, the convergence rate is described the equation below.
Related Work
As previously mentioned, VecHGrad uses a diagonal approximation of the Hessian matrix and, therefore it is related to other diagonal approximation such as the diagonal approximation of AdaGrad [12] . The AdaGrad diagonal approximation is very popular in practice and frequently applied [18] . However, it only uses gradient information, as opposed to VechGrad which uses both gradient and Hessian information. Other approaches extremely popular in machine learning and deep learning include Adam [13] , NAG [16] , SAGA [17] or RMSProp [24] . The non-exhaustive list of machine learning optimization methods is also applied to our study case since it offers a strong baseline comparison for VecHGrad.
Algorithm 2: VecHGrad, tensor case 1 Receive tensor decomposition equation: g :
Receive loss function: f :
Additionally, since our study case is related to tensor decomposition, the methods specifically designed for tensor decomposition have to be mentioned. The most popular optimization scheme among the resolution of tensor decomposition is the Alternating Least Square (ALS). Under the ALS scheme [3] , one component of the tensor decomposition is fixed, typically a matrix. The fixed component is updated using the other components. Therefore, all the components are successively updated at each step of the iteration process until a convergence criteria is reached, for instance a fixed number of iteration. Such resolution does not involve any derivatives computation. For every tensor decomposition, there exists at least one ALS resolution scheme. The ALS resolution scheme was introduced in [4] and [5] for the CP/PARAFAC decomposition, in [22] for the DEDICOM decomposition and in [7] for the PARATUCK2 decomposition. An updated ALS scheme was presented in [25] to solve PARATUCK2. In [6] , Bader et al. proposed ASALSAN to solve with non-negativity constraints the DEDICOM decomposition with the ALS scheme. While some matrix updates are not guaranteed to decrease the loss function, the scheme leads to overall convergence. In [26] , Charlier et al. proposed recently a non-negative scheme for the PARATUCK2 decomposition.
Furthermore, some approaches are specifically designed for one tensor decomposition using gradient information. Most frequently, it concerns CP/PARAFAC since it has been the most applied tensor decomposition [3] . In [19, 27] , an optimized version of the Non-linear Conjugate Gradient (NCG) for CP/PARAFAC is presented, CP-OPT. In [28] , an extension of the Stochastic Gradient Descent (SGD) is described to obtain, as mentioned by the authors, an expected CP tensor decomposition. However, as both approaches focus specifically on CP/PARAFAC, their performance on other tensor decomposition is not assessed. Additionally, the comparison to other numerical optimizers in the experiments is limited, especially when considering existing popular machine learning and deep learning optimizers. In contrast, VecHGrad is detached of any particular model structure, including the choice of tensor decomposition, and only relies on the gradient and on the Hessian diagonal approximation, crucial for fast convergence of complex numerical optimization. Consequently, VecHGrad is easy to implement and to use in practice as it does not require to be optimized for a particular model structure.
Experiments
Hereinafter, we investigate the convergence behavior of VecHGrad in comparison to other popular numerical resolution methods inherited from both the tensor and machine learning communities. We compare VecHGrad with ten different algorithms applied to the three main tensor decomposition with increasing linear algebra complexity, CP/PARAFAC, DEDICOM and PARATUCK2:
-ALS, Alternating Least Squares [25, 26] ;
-SGD, Gradient Descent [11] ; -NAG, Nesterov Accelerated Gradient [16] ; -Adam [13] ; -RMSProp [24] ; -SAGA [17] ; -AdaGrad [12] ; -CP-OPT and the Non-linear Conjugate Gradient (NCG) [19, 27] ; -L-BFGS [29] inherited from BFGS [30] [31] [32] [33] .
Data Availability and Code Availability We highlight VecHGrad using popular data sets including CIFAR10, CIFAR100, MNIST, LFW and COCO. All the data sets are available online. Each data set has different intrinsic characteristics such as the size or the sparsity. A quick overview of the data set features is presented in table 1. We chose to use different data sets as the performance of the different optimizers might vary slightly depending on the data. Therefore, the overall conclusion of the experiments is independent of one particular data set. Furthermore, for the sake of the reproducibility of the experiments, the implementation and the code of the experiments are available on GitHub 4 .
Experimental Setup
In our experiments, we use the standard parameters for the popular ML and DL gradient optimization methods. We use η = 10 −4 for SGD, γ = 0.9 and η = 10 for SAGA, η = 0.01 and = 10 −8 for AdaGrad. We use the Hestenes-Stiefel update [34] for the NCG resolution. Furthermore, the convergence criteria is reached when f i+1 − f i ≤ 0.001 or when a maximum number of iteration is reached. We use 100,000 iterations for gradient-free methods, 10,000 iterations for gradient methods and 1,000 iterations for Hessian-based methods. Additionally, we fixed the number of iterations to 20 for the VecHGrad's inner CG loop, used to determine the descent direction. We invite the reader to review the code available on GitHub 4 for further knowledge about the parameters used. The simulations are conducted on a server with 50 Intel Xeon E5-4650 CPU cores and 50GB of RAM. All the resolution schemes have been implemented in Julia and are compatible for the ArrayFire GPU accelerator library.
Results and Discussions
We challenge VecHGrad against popular ML gradient descent algorithms since it offers a strong benchmark for performance. Additionally, we compare VecHGrad with popular methods inherited from linear algebra including ALS and NCG.
First, we perform an experiment to highlight visually the strengths of each of the optimization algorithms, aforementioned. The figure 4 depicts resulting error of the loss function of each of the methods at convergence for the PARATUCK2 tensor decomposition. We voluntarily chose latent components to make the numerical optimization difficult since we are interested to highlight the differences Fig. 4 . Visual simulation of the accuracy at convergence of the different optimizers for the PARATUCK2 decomposition. The accuracy at convergence is highlighted by how blurry the image is (the less blurry, the better). The popular gradient optimizers AdaGrad, NAG and SAGA failed to converge to a solution close to the original image, contrarily to VecHGrad or RMSProp.
of convergence for complex optimization, and not to reproduce a good image quality. The error of the loss function, or how accurate a method is, is reflected by how blurry the picture is. The less the image is blurry, the lower the loss function error at convergence. As it can be noticed, some numerical methods, including ALS, RMSProp or VecHGrad, offer the best observable image quality at convergence, given our choice of parameters. However, other popular schemes, including NAG and SAGA, fail to converge to a solution resulting in a noisy image, far from being close to the original image.
In a second experiment, we compare in the tables 2 and 3 the loss function errors and the calculation times of the numerical optimization methods on five ML data sets for the three tensor decomposition aforementioned. Both the loss function errors and the calculation times are computed based on the mean of the loss function errors and the mean of the calculation times over all batches. As it can be observed, the numerical schemes of the NAG, SAGA and AdaGrad algorithms fail to minimize the error of the loss function accurately. Furthermore, it has to be mentioned that the ALS scheme offers a good compromise between the resulting errors and the required calculation times, explaining its major success across tensor decomposition applications. The gradient descent optimizers, Adam and RMSProp, and the Hessian based optimizers, VechGrad and L-BFGS, are capable to minimize the most accurately the loss function. The NCG method achieves satisfying errors for the CP and the DEDICOM decomposition but its performance decreases significantly when trying to solve the complex PARATUCK2 decomposition. Surprisingly, the calculation times of the Adam and RMSProp gradient descents are greater than the calculation times of VecHGrad. VecHGrad is capable to outperform the gradient descent schemes on both accuracy and speed thanks to the use of the vector Hessian approximation, inherited from gradient information, and its adaptive line search. Therefore, we can conclude that VecHGrad is capable to solve accurately and efficiently complex numerical optimizations, including complex tensor decomposition, whereas some popular machine learning gradient descents fail.
Conclusion
Because of evolving techniques around numerical optimization methods and preconditioning methods applicable to machine learning and complex optimizations, we introduced VecHGrad, a Vector Hessian Gradient optimization method, to solve accurately complex objective minimization problems. VecHGrad uses partial information of the second derivative and a strong Wolfe's line search to ensure faster convergence. We discuss its relation with the standard Newton's method. We conducted experiments on five real world data sets, CIFAR10, CI-FAR100, MNIST, COCO and LFW, very popular in machine learning and deep learning. We strongly emphasized our experiments with the machine learning optimization schemes since VecHGrad can be easily applied to the machine learning error minimization problems. We highlighted that VecHGrad is capable to outperform the accuracy of the widely used gradient based resolution methods such as Adam, RMSProp or Adagrad, on three different tensor decomposition, CP, DEDICOM and PARATUCK2, offering different levels of linear algebra complexity. Surprisingly, the runtime of the gradient based and the Hessian based optimization methods were similar because the runtime per step of the gradient based methods was slightly faster but their convergence per step was lower. Therefore, gradient based optimization methods required more iterations to converge. Furthermore, the accuracy performance of some popular schemes, such as NAG, was fairly poor while requiring a similar runtime than the other methods. Future work will concentrate on the influence of the adaptive line search. Effectively, we observed that the performance of the algorithms is strongly correlated to the performance of the the adaptive line search optimization. Simultaneously, we will look to reduce the memory cost of the adaptive line search as it has a crucial impact for a GPU implementation. Finally, we will also address a Python and a PyTorch public implementation to answer the need of the machine learning and deep learning community. 
