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Introduction
More than 40% of the Mediterranean basin corresponds to coastal river basins (Margat and Treyer, 2004) . Most of the rivers are intermittent or even ephemeral. Because population densities are high in Mediterranean coastal areas, these basins concentrate dense urban areas, market gardening zones, industries and tourism. Thus, the rivers represent almost half the total water volumes and probably most of the pollutant loads that contribute to water quality problems in coastal Mediterranean waters (Najem et al., 2001) .
Coastal Mediterranean rivers have hydrological regimes that are very similar to dry land rivers (Bull and Kirkby, 2002) . Short rainfallerunoff events are separated by long dry periods. Little subsurface flow is available and the dry period flow is often mainly fed by effluents from Waste Water Treatment Plants (WWTP) . Pollutants are transferred to the rivers by runoff during rainfall events or discharged directly and continuously in the river by sewage systems. Due to the long dry summer season, pollutants accumulate in the riverbed and in the catchment area during low flow periods. Intense rainstorms occurring at the beginning of autumn or during spring produce short flash flood events that remove the pollutants from the soils and the riverbed. It is widely recognised that during floods, pollutant fluxes can vary over several orders of magnitude (Eyre and Pont, 2003; Meybeck, 2005) and can represent the majority of the annual loads of suspended solids, nutrients and other pollutants (e.g. Cherifi and Loudiki, 1999) . For small Mediterranean rivers, there is still a need for accurate evaluation of pollutant loads during flood events or over annual periods, through observation studies and modelling tools. Despite this need, observation campaigns are insufficient and existing water quality models do not accurately reproduce the behaviour of these temporary rivers.
An accurate model needs to be based on hypotheses that are suitable for the study site behaviour (Letcher et al., 2002) . The model must be in accordance with both time and space variability of the processes (Donigian et al., 1995b; Leon et al., 2001; Merritt et al., 2003) . Pollutant processes in a catchment are closely related to hydrological behaviour and to the heterogeneity of this behaviour with respect to geology, soil, land use and human activities (Jordan-Meille et al., 1998; Letcher et al., 2002; House, 2003; Bernal et al., 2005; Yuan et al., 2007; Shrestha et al., 2008) . Consequently, event-based water quality models are more suitable than continuous models for small Mediterranean catchments. In addition, a spatially distributed approach is needed to take into account different sources of pollutant in a given catchment.
The accuracy of the model is also linked to its level of complexity: incorporation of detailed processes does not necessarily lead to a better model (Bobba et al., 2000; Durand et al., 2002; Merritt et al., 2003) . The design and practice of water quality modelling lags behind that of hydrological modelling (Donigian et al., 1995b) . Most widely used process-based water quality models are based on existing hydrological models, e.g. HSPF (Donigian et al., 1995a) , ANSWERS (Beasley and Huggins, 1985) , AGNPS (Young et al., 1995) , SWAT (Arnold et al., 1995) , CatchMODS (Newham et al., 2004) . These models are coupled models. In coupled modelling, both the hydrological aspect and the water quality aspect share similar model approaches and face similar problems in terms of uncertainties (Vandenberghe et al., 2007) . Krysanova et al. (1998) , Croke and Jakeman (2001) and Letcher et al. (2002) concluded that under the same restrictive conditions, water quality prediction is much more uncertain than water yield. The errors that affect the outputs of the hydrological model lead to uncertain water quality results (e.g. Migliaccio et al., 2007; Polyakov et al., 2007) . Furthermore, the coupled models include two sets of parameters, increasing the complexity of the model.
Water quality models can also run pollutant load dynamics independently from flow simulations by directly considering driving forces (e.g. rainfall and/or irrigation) and related conditions. Some examples can be found in the literature (Cassell et al., 1998; Payraudeau et al., 2002) . Uncoupled modelling should reduce model uncertainty and provide simple, practical tools for the accurate evaluation of pollutant loads at catchment scale.
In this study, the objective was to develop an operational modelling tool able to simulate pollutant loads during flood events in Mediterranean basins with intermittent rivers. To reduce the complexity of the model and the number of parameters, an uncoupled and conceptual approach was chosen. A semi-distributed rainfall-pollutant load model is presented here. Sensitivity analysis was used to check the performance of the model and the influence of the parameters on the model outputs. The complete empirical process developed to characterize the parameters is presented. The model study was carried out on 30 flood events in three Mediterranean intermittent rivers.
Study area and available data

Catchment description
Three small Mediterranean catchments located in the South of France, the Salaison, Vène and Pallas rivers (see Fig. 1 ) were studied. Annual average precipitation ranges from about 750 mm in the Salaison basin to less than 600 mm in the Pallas basin. Precipitation occurs as short intense storms mainly during autumn and spring.
The Salaison River flows into the Or lagoon and drains a 53-km 2 area, of which 45% corresponds to natural areas (garrigue, pine trees) and 30% to agricultural land (orchards, vineyards and market gardening). Densely populated urban zones (165 inhabitants/km 2 ) represent 25% of the total catchment area. The short hydrographical network (15 km) receives the effluents of one major waste water treatment plant with a capacity of 23 000 person-equivalents (p.e.).
The Vène and Pallas rivers are tributaries of the Thau lagoon. The Pallas catchment covers an area of 52 km 2 , of which 56% is agricultural land (vineyards, market gardening, orchards and cereals). It is a sparsely populated rural basin and has no significant industrial activity. A waste water treatment plant (2500 p.e.) is located in the upper part of the river. The Vène River drains an area of 67 km 2 . In terms of land use, 63% of the total area corresponds to natural karstic zones and 34% to agricultural zones, of which 21% are vineyards. Human activities are concentrated in the central area. About 9200 people live in three small villages. Three waste water treatment plants (total capacity 9800 p.e.) are located, respectively, in the upstream, middle and downstream parts of the river. Two intermittent karstic springs feed the Vène River.
Monitoring network and protocols
Hydrological data
The locations of the rain and stream gauging stations are shown in Fig. 1 . The Salaison and Pallas rivers have stream gauges located at their outlets, while the Vène River has four stream gauges. The main characteristics of the catchments controlled by the stream gauges are presented in Table 1 . For each stream gauge, rain data from the nearest rain gauge were used in the model. Rainfall and flow data were measured in 5-min time steps. 
Sample collection
Automatic sampling was carried out at the stream gauges during flood events. With a few exceptions, samples were collected data. Calculation of total load was based on 5-min flow data, using the following formula: at 2-h intervals during the rising flow. After the peak flow, the sampling time interval varied from 4 h when the flow decreased
rapidly, to one day when the flood recession slowed down.
Water quality characterization
The water samples were analyzed for different forms of nitrogen and phosphorus: Dissolved Inorganic Nitrogen (DIN) concentrations are represented by nitrate, nitrite and ammonium; Dissolved Phosphorus (DP) is soluble reactive phosphorus.
Flood events
Thirty flood events were the subject of the study. The following descriptors were used to characterize: (i) rainfall events: total amount H (mm), duration of the rainfall event Dp (h), mean intensity of the event Im (mm/h) and peak intensity in 5 min Ip (mm/h); (ii) antecedent hydrological conditions: base flow Qb (m 3 /s), total rainfall amount over the last 30 days H-30 (mm), and over the last 60 days H-60 (mm); (iii) the flood: peak flow Qp (m 3 /s), flood duration Dc (h), flood volume V (10 3 m 3 ). Pollutographs of instant pollutant loads are characterised by total pollutant loads during the flood event, peak load, peak time and skewness.
Instant pollutant loads were calculated by multiplying the concentration of a given sample by the related 5-min flow i i¼1 with q i , instant flow of the ith time interval; C int , linear interpolated value between the two nearest observed concentrations; and Dt, the time interval (5 min). Salles et al. (in press) demonstrated that this method for calculating total load is the least sensitive to sampling effects.
The number of samples varied from event to event. For some events very few samples were available. Sometimes there was no sample during the rising flow period. As shown by Salles et al. (in press) lack of data affects the accuracy of the estimation of total load and increases the equifinality issue during the calibration process. For that reason, in the following, observed total flood load is considered with a given uncertainty related to average frequency of sampling (i.e. the number of samples divided by the flood duration).
The characteristics of the 30 flood events are listed in Table 2 . The data set was split into two parts: one for calibration purposes and the other one for validation. Event rainfall depth extended over a wide range (from 7 to 170 mm) but for different durations of rainfall events. Consequently, the mean rain intensity varied less, i.e. from approximately 1 to 7 mm/h. The main difference between rain events was peak rain intensity which started at 1 mm/h and where the high end equalled 47 mm/h. The rainfall events were quite contrasted in terms of antecedent hydrological conditions. The major difference was due to the first flood event occurring after the long dry summer period (e.g. the September 2003 event measured at the S station in the Vène catchment). The flood events lasted from a few hours (e.g. 3.4 h for the September 2004 event at the K station in the Vène) to many days (e.g. the November 1999 event at the V station in the Vène catch-ment). Peak discharge ranged from 1 to 20 m 3 /s. Consequently DIN loads and DP loads differed between events, from less than 1 kg to more than 300 kg for DP and to more than 5000 kg for DIN.
Model description and sensitivity analysis
The D-PoL model
The D-PoL model presented here is based on the PoL model (Payraudeau et al., 2002) . The PoL model (Pollutant Loads) is an uncoupled water quality model specifically developed for Mediterranean intermittent rivers. Here we describe how the model was adapted for use with dissolved elements.
Space delineation
The D-PoL model is based on a semi-distributed approach to enable the spatial variability of human activities to be taken into account. DEM data, land use, agricultural practices, point sources of pollutants (such as the location of sewage treatment plants) are required. Pollutant point sources are defined as direct inputs in the river. The river network is divided into river reaches according to the location of point source, main tributaries and drainage areas. The catchment is delineated into hydrological units with comparable drainage area (Rodriguez-Iturbe and Gupta, 1983) by topography. For each unit (sub-catchment or river reach), geomorphologic characteristics (area, slope, length) and land use characteristics are processed (Payraudeau et al., 2001) .
Model structure
Two processes are considered in the model: (i) the production of dissolved pollutant loads by the hydrological units during the rainfall event; and (ii) the routing of these loads along the river reach. Two hypotheses are assumed: (i) rainfall drives pollutant mobilisation in sub-catchment areas; and (ii) pollutant loads are conservative along the river reaches during the event. Fig. 2 summarises the conceptualisation of the model.
The production process in a given sub-catchment is represented by a simple linear reservoir ( Fig. 2a ). At the beginning of the rainfall event, each reservoir is initialized with an initial stock of pollutants that is a linear function of the agricultural area of the catchment. The coefficient of the linear function is St, the elementary initial stock of pollutant, expressed in mass per agricultural surface unit. St is set by calibration.
All the production reservoirs have the same lag time which is time-dependent and related to the cumulative rainfall amount through a linear filter function. The slope of the filter function depends on the mean annual rainfall of the study site. The cumulative rainfall amount is equal to the level of rainfall accumulated in a reservoir. The linear output of the reservoir is controlled by a lag time coefficient a; F ¼ 1/a is the second parameter of the model that is set by calibration (Fig. 2b) .
The routing process along a river reach is represented by a series of linear reservoirs. At the beginning of the rainfall event, the routing reservoirs are all empty. The lag time t of the river reservoirs is assumed to be uniform over the whole river network. T ¼ 1/t is the third parameter set by calibration of the model (Fig. 2c ). The number of reservoirs for a given reach is the ratio of the reach length to the minimum reach length of the study site.
Model specifications
The model is run during rainfall events. The input data are hourly rainfall data and average hourly effluent loads from direct inputs. The model outputs are hourly pollutant loads at the catchment outlet. The simulation is stopped when the load at the outlet is less than 110% of direct pollutant inputs. The model equations are solved at a time step consistent with the stability and the convergence of the numerical equations.
The D-PoL model has: (i) two functions that depend on the characteristics of the study site and involve the mean annual rainfall amount as well as the minimum reach length; and (ii) three parameters to be decided by calibration: the elementary initial stock of pollutants (St), the production parameter (F ) and the routing parameter (T ). In our case studies, the mean annual rainfall amount was set to 800 mm and the minimum reach length to 850 m. The elementary initial stock of pollutants St ranged from 0 to 10 kg/ha. According to the agricultural practices in these basins, using St values higher than 10 kg/ha would be unrealistic (Payraudeau et al., 2001) . The production parameter F varied from 0.1 to 1 h 1 ; this range of values fits with the hydrological behaviour of small 
St: initial stock of per hectare of agriculture landuse (kg/ha) = to be fitted by calibration SC(i,t): pollutant stock in the i th sub-catchment (kg) OC(i,t): pollutant output from the i th sub-catchment (kg/h) k(t): production coefficient (h -1 ) Sa(i): agriculture area of the i th sub-catchment (ha) (b) Rainfall trigger Rain(t) Filter function Mediterranean catchments that show lag times of a few hours (Camarasa and Segura, 2001) . The routing parameter T ranged from 0.5 to 6 h 1 , these values match a mean routing velocity of about 1 m/s.
Sensitivity analysis
Saltelli (2000) stated that sensitivity analysis is a prerequisite for model building. The main purpose of sensitivity analysis is to understand the general behaviour of a model in order to evaluate its confidence (Chapra, 1997) , but it could also be useful to interpret results during the calibration phase (Kleijnen, 2005) .
The sensitivity of the model outputs to the different parameters had already been evaluated in terms of total load or event duration (Payraudeau et al., 2002) . For more accuracy, other descriptors of the pollutograph dynamics were added in this study: peak load, peak time and skewness. A free univariate screening analysis (Campolongo et al., 2000; McIntyre et al., 2005) was performed that consisted in evaluating the ¼ LS i LO i impact of changing the values of factors, one by one, in turn. This sampling technique is very simple and low in computational cost. Three series of tests were conducted, one for each parameter. The sensitivity analysis was performed on a virtual catchment that is a schematic representation of the Salaison basin (Fig. 3) . The pollutant event was driven by a short and intense rain event: 30 mm of rainfall in 1 h.
The first test was carried out on the initial stock of pollutants, St, with different couples of values for the production and routing parameters (Fig. 4a, b) . The second and third tests were carried out on the production and routing parameters, with an initial stock of pollutants of 1 kg/ha (Fig. 4cef) . These tests demonstrated that: (i) whatever the value of the initial stock of pollutants, the peak time, the event duration and the skewness of the pollutograph remained unchanged; (ii) whatever the value of the production parameter, the peak time remained unchanged; (iii) whatever the value of the routing parameter, within the range 0.5e6 h 1 , the total load remained unchanged; (iv) the peak value and the total load varied in the same way as the initial stock; and (v) the skewness of the pollutograph was
Model application
The model was applied with the following main aims: to turn the model into an operational tool and to evaluate the er-ror of the simulated total pollutant load. The set of 30 floods was divided into two sub-sets: the best sampled floods were kept in the calibration sub-sets, as Salles et al. (in press) dem-onstrated that a minimum of four samples a day are needed to obtain an accurate estimate of the total load value. The 10 other floods were put in a validation sub-set.
Performance of the model
Firstly, the whole parameter space was explored to check the performance of the model (Table 3 ). The model was run for the 14,336 nodes of the grid, for the 20 floods and for both DIN and DP. The performance of the model was evaluated for DIN and DP, by an objective function OF based on the Nash criterion (Nash and Sutcliffe, 1970) : related equally to production and routing parameters.
This sensitivity analysis demonstrated that, for a given P n OF 1 i¼1 ð Þ P n 2 2 ð2Þ catchment and for given rainfall characteristics, each parameter had an important influence on one characteristic of the pollutograph:
the initial stock of pollutant, St, influenced only the amplitude of the pollutograph (peak load and total load) without influencing its dynamic; the production parameter, F, influenced the event duration by modifying the recessing time; and the routing parameter, T, controlled the rising part of the pollutograph, through the peak time.
Consequently the calibration process became simpler (Wagener et al., 2003) even if co-effects were still present: all three parameters affected peak load; total load was influenced jointly by F and St, while T and F both affected skewness. where LO i /LS i stand for the ith observed/simulated instant pollutant (DIN or DP) load, respectively, LO is the mean of the n instant load observed during the event. Model runs giving an OF greater than 70% were considered acceptable. Unacceptable runs were found for four flood events. These failures may be related to poor sampling of the flood but also to a possible karst contribution during the flood event.
The distributions of parameters giving acceptable runs are shown in box plots (Fig. 5) , for DIN and DP simulations. It should be noted that the distributions of the three parameters did not depend on the catchment or on the season. The distributions of the initial stock of pollutants were quite narrow for both DIN and DP, but mean values (cross symbols plotted in Fig. 5 ) covered a wide range for both DIN (from 0.4 to 3 kg-N/ha) and for DP (0.02e0.67 kg-P/ha). The distributions of the routing parameters differed significantly between events. For some events, distribution was very narrow. As for the initial stock, the routing parameter showed marked variations in mean values (0.4e5.3 h 1 for DIN; 1.7e5.8 h 1 for DP). In contrast, the distributions of the production parameters were wide while the range of mean values was narrow (0.5e 0.8 h 1 for DIN; 0.3e0.9 h 1 for DP). It was thus possible to choose a common value of the production parameter that could provide acceptable runs for all the floods, both for DIN and for DP, as done by Payraudeau et al. (2002) . Based on the average lag time of the catchments, the production parameter value was set to 0.6 h 1 for the following steps.
Characterization of the parameters
During the second calibration step, the production parameter was fixed, and a multi-start algorithm was used to optimize the two remaining parameters (routing parameter T and initial stock St), following the procedure proposed by Sorooshian and Gupta (1995) . The (T, St) space was meshed in a 64-node regular grid. Each node was used as an initial starting set of parameters, and, for each flood, a local optimization process was run using the Fletcher and Powell (1963) method. For each flood, the set of optimal parameters giving the best objective function was chosen as the set of best parameters. For the 20 floods, both models (DIN and DP) were calibrated with OF greater than 50%. Multiple regression analyses were run between the optimal (T, St) couples as well as the descriptors of the rain events and the catchments, using a forward stepwise method (Table 4) . For both models, the descriptors of the physical characteristics of the river basins (catchment area, river length, etc.) did not appear as main explanatory factors.
For the DIN model, the routing parameter was well explained by the initial hydrological conditions (represented by the negative impact of the rainfall amount over the 60 days Table 2. before the flood, H-60) and the event characteristics (positive impact of the mean rainfall intensity, Im): dissolved nitrogen loads are easily transferred in the riverbed in the case of wet initial conditions and high mean flow speed. The initial DIN stock was well explained by the agricultural areas and the hydrological conditions (represented by the positive impact of H-30): dissolved nitrogen loads result from the agricultural activities and are easily leached from soils in the case of wet initial conditions. For the DP model, the routing parameter was only explained by event characteristics (total rainfall amount H and peak intensity Ip): dissolved phosphorus loads are easily transferred by intense events. The initial DP stock was not well explained. The descriptors of the events and the catchments explained less than 20% of the variance of St.
Validation with adjusted parameters
The adjusted values of the three parameters were entered in the model specifications and the DIN and DP models were rerun for the 20 floods of the calibration sub-set. The results are shown in Fig. 6a, b . Both models gave OF greater than 50% for all the events. The dynamics of the pollutograph were well reproduced for both DIN and DP. Yet the simulated pollutographs often showed under-estimations of the DIN and DP loads at the end of the event.
Simulated total loads are plotted against observed loads in Fig. 7 . The simulated total loads showed good agreement with observed loads. The distributions of the relative errors between observed and simulated total loads showed that for 75% of the floods, the model simulated the DIN and DP total loads with (b) a relative error of less than 61% and 94%, respectively. The highest relative error was observed for the smallest flood event: 64 kg-N was observed while 16 kg-N was simulated by the model. Consequently, the model error on total load was set to the third quartile of the distribution.
Validation with the external data set
In the final stage, the model was run for the validation of sub-set flood events. Fig. 8aec depict examples of simulated versus observed pollutographs. The simulated pollutographs follow the observed dynamic but do not compare very well with the magnitude, especially for the DIN load. Neverthe-less, the range of simulated and observed values is compara-ble. Fig.  8c , d presents the same results in a different form. As in McIntyre et al. (2005) , simulated and observed con-centrations are plotted against time. The simulated concen-tration was derived from the simulated load divided by the observed discharge at the time of sampling. These figures demonstrate that, for the validation step, the ranges of the simulated concentration are in accordance with the observed concentration. Simulated total loads are plotted against observed loads in Fig. 9aeb . The error bars for simulated values correspond to the relative error of the model, as previously evaluated. For observed loads, the errors are estimated from the mean sampling frequency. Error quantification was evaluated following the results of Salles et al. (in press) . Except for three flood events out of the ten used for validation, DIN loads were quite well estimated by the D-PoL model. The points on Fig. 9a are on or very close to the 1:1 slope line. The three flood events that are located far from the 1:1 slope line occurred in two different basins. of the Vène River; and (iii) the September 2003 event at the O station of the Vène River. The September 1994 event at the Pallas outlet was the first event of the autumn, consequently the catchment was dry at the beginning of the event. Not all the rainfall acted directly as pollutant drivers. That is certainly the reason why the total simulated load was greatly overestimated. The two events, March 1996 at the Vène outlet and September 2003 at the O station of the Vène basin are described by only five and three samples, respectively.
Nevertheless, except for these three events, DIN loads are in the right order of magnitude compared to observed loads and for most of them. If the error bars are taken into account, the simulated total loads and observed total loads are in accordance. Simulated DP loads (Fig. 9b ) compare well with observed loads. Some loads are underestimated while others are over-estimated, but on average, the simulations are in agreement with the observations. Actually, for both DIN and DP, two events of the validation subset gave total loads larger than the total loads observed in the calibration data set. Nevertheless, the D-PoL model estimates are in accordance with the observed values for those two large events.
Conclusion
In this study, we proposed an operational tool to estimate the pollutant loads transferred by small Mediterranean rivers during rainfall events. This tool is based on a conceptual and uncoupled model in order to reduce its complexity and the number of parameters required.
The model scheme was built taking into account the main processes in the transfer of pollutants in such river basins. The model is semi-distributed in such a way that production on the hillslopes and transport in the river can be taken into account. The model simulates pollutographs at the outlet of the catchment during rainfall events: rainfall triggers the processes. The model can be classified as a rainfall event-load model. The processes are described by three parameters: the initial stock of pollutants on the hillslopes, the production parameter (which is related to the lag time of the catchment) and the routing parameter (which is related to the lag time of a basic river reach). The sensitivity analysis demonstrated that each of the parameters controlled one key-feature of the pollutograph. The initial stock influenced the amplitude of the pollutograph, the production parameter controlled the recession period and the routing parameter controlled the rising phase.
The model was calibrated using an original approach: (i) determination of the parameters that gave acceptable runs for the 20-flood calibration data set; (ii) adjustment of the optimal parameters to the descriptors of the rainfall events and the catchments and validation with the adjusted parameters on the calibration data set; and (iii) validation of the model with adjusted parameters, on the 10-flood validation data set.
On the calibration data set, the simulated total loads with adjusted parameters compared satisfactorily with observed loads, except for very small events. For three quarters of the flood events, total loads were estimated by the model with an error less than 61% for DIN and 94% for DP. The validation of the model on a new 10-flood data set showed that the dynamics of pollutographs were not perfectly reproduced, but
