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1 Introduction
While there are many cosmological and astrophysical evidences that our universe contains
a sizable amount of dark Matter (DM), i.e. a component which clusters at small scales, its
nature is still a mystery. Various considerations point towards the possibility that DM is made
of neutral particles whose mass and interactions are dictated by physics in the electroweak
energy range. If so, the DM relic density of these particles, assuming they were in thermal
equilibrium during the evolution of the universe, turns out to be￿
ΩDMh2
0.110
￿
≈ 3× 10
−26cm3/sec
￿σv￿ann , (1.1)
where ￿σv￿ann is the (thermally-averaged) annihilation cross section. A weak interaction
strength provides the abundance in the right range measured by the Planck collaboration:
ΩDM = 0.315 ± 0.0175 [1]. This numerical coincidence represents the main reason why it is
generically believed that DM is made of weakly-interacting particles with a mass in the range
(102 − 104)GeV.
Currently, there are several ways to search for such DM candidates. Apart from the
indirect [2] and direct [3] searches, DM particles (if they are light enough) might reveal
themselves in particle colliders, namely at the LHC. Many LHC searches for DM are based
on the idea of looking at events with missing energy plus a single jet or photon, emitted
from the initial state in pp collisions (for alternative kinds of DM searches at the LHC see
e.g. refs. [4–9])
pp→ χ+ χ+ jet/photon, (1.2)
where χ indicates the DM particle. Several results are already available from two LHC
collaborations [10–17].
– 1 –
JCAP06(2014)060
In order to avoid the overwhelming model-dependence introduced by the plethora of DM
models discussed in the literature, DM searches at the LHC have made use of the Eﬀective
Field Theory (EFT) [18–28]. This approach is a very powerful and economical way to grasp
the main features of a physical process, only in terms of the degrees of freedom which are
excited at the scale of the process. EFT techniques are successfully applied in many branches
of physics, and in particular they have become a standard way to present experimental results
for DM searches.
However, as far as collider searches are concerned, with the LHC being such a powerful
machine, it is not guaranteed that the events used to constrain an eﬀective interaction are not
occurring at an energy scale larger than the cutoﬀ scale of the eﬀective description. In other
words, some (or many) events of DM production may occur with such a high momentum
transfer that the EFT is not a good description anymore. The question about the validity
of the EFT for collider searches of DM has become pressing (see also refs. [7, 21, 29–35]),
especially in the perspective of analysing the data from the future LHC run at (13-14) TeV.
Let us consider a simple model where there is a heavy mediator of mass M , to which
the quarks and DM are coupled with couplings gq and gχ, respectively. The EFT is a good
approximation only at low energies. Indeed, it is possible at low energies to integrate out the
heavy mediator from the theory and obtain a tower of operators. The matching condition
of the ultra-violet (UV) theory with the mediator and its low-energy eﬀective counterpart
implies Λ = M/
√
gqgχ. A DM production event occurs at an energy at which the EFT
is reliable as long as Qtr < M , where Qtr is the momentum transfer in the process; this,
together with the condition of perturbativity of the couplings gq,χ < 4π, implies
Λ >
Qtr√
gqgχ
>
Qtr
4π
. (1.3)
If, in addition, one assumes the momentum transfer to occur in the s-channel, then kinematics
imposes Qtr > 2mDM, so eq. (1.3) becomes
Λ >
mDM
2π
. (1.4)
This is a very minimal requirement which is refined event-by-event by the stronger condition
eq. (1.3), which depends on mDM through Qtr. It is clear that the details of condition (1.3)
depend on the values of the couplings in the UV theory. In the following, for definiteness, we
will mostly identify the mass of the new degrees of freedom M with the suppression scale of
the operator Λ. This is equivalent to consider couplings in the UV theory of O(1). So, we
will deal with the condition (but we will discuss also the impact of taking couplings larger
than 1)
Qtr ￿ Λ . (1.5)
In ref. [29] we have started the discussion of the limitations to the use of the EFT approach for
DM searches at the LHC by adopting a toy model where the heavy mediator is exchanged in
the s-channel and by introducing a few quantities which quantify the error made when using
eﬀective operators to describe processes with very high momentum transfer. Our criteria
indicated up to what cutoﬀ energy scale, and with what precision, the eﬀective description
is valid, depending on the DM mass and couplings. In this paper we significantly extend our
previous work along four diﬀerent directions:
1. we consider the full list of operators connecting fermion DM to quarks and correspond-
ing to integrating out the heavy mediator in the s-channel;
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2. we provide analytical results for the validity of the EFT description for both
√
s = 8
TeV and 14 TeV;
3. we follow a MonteCarlo approach to assess the validity of the EFT and compare this
fully numerical results with the analytical calculations;
4. we apply our results to revisit the current experimental bounds on the eﬀective operator
scale; by requiring that only the events which are “safe” from the EFT point of view
should be considered, the bounds get weakened.
The rest of the present paper is organized as follows. In section 2 we present and discuss
the results of our analytical approach to assess the validity of EFT. In section 3, the fully
numerical approach is described and the results are compared with the analytical calculations.
In section 4 we analyze the impact of the limitation of the validity of the EFT for the current
limits from the LHC searches. Finally, we draw our conclusions in section 5. The details of
the analytical results can be found in the appendix A.
2 Validity of the EFT: analytical approach
2.1 Operators and cross sections
The starting point of our analysis is the list of the 18 operators reported in table 1 which are
commonly used in the literature [18]. We have considered not only the operators connecting
the DM fermion to quarks (D1-D10), but also those involving gluon field strengths (D11-D14).
Furthermore, the operators can originate from heavy mediators exchange in the s-channel.
For instance, the D1’ (D5) operators may be originated by the tree-level s-channel exchange
of a very heavy scalar (vector) boson S (Vµ), with lagrangians
LD1￿ ⊃ 12M
2S2 − gq q¯qS − gχχ¯χS , (2.1)
LD5 ⊃ 12M
2V µVµ − gq q¯γµqVµ − gχχ¯γµχVµ . (2.2)
Notice the presence of the “primed” operators D1￿–D4￿, very similar to the ones often con-
sidered D1–D4, respectively, but with a diﬀerent normalization, independent of the quark
masses. In fact, they may arise from integrating out heavy scalars which do not take a
vacuum expectation value and therefore do not give rise to quark masses.1
We have computed the tree-level diﬀerential cross sections in the transverse momentum
pT and rapidity η of the final jet for the hard scattering process with gluon radiation from
the initial state f(p1)+ f¯(p2)→ χ(p3)+χ(p4)+g(k), where f is either a quark (for operators
1A normalization proportional to the quark mass is common in many models motivated by flavour physics,
but in general the coeﬃcient Λ3 at the denominator can have a diﬀerent form. For example, if the eﬀective
operators come from a Naturalness-motivated new physics theory like Supersymmetry or Composite Higgs
Models, assuming a U(2)3 flavour symmetry [36, 37] the normalization would be
λt,b
1
Λ2
mq
mt,b
(2.3)
where Λ is an energy scale of the order some TeV related to the Electroweak Symmetry Breaking and mt,b,λt,b
are the mass and the Yukawa coupling with the Higgs of the top/bottom quark, depending on whether the
quark q is up-like or down-like. In the present work, we will be agnostic about this point, and we’ll keep both
the primed and unprimed operators into account on the same footing as all others.
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Name Operator Coeﬃcient
D1 χ¯χ q¯q mq/Λ3
D1’ χ¯χ q¯q 1/Λ2
D2 χ¯γ5χ q¯q imq/Λ3
D2’ χ¯γ5χ q¯q i/Λ2
D3 χ¯χ q¯γ5q imq/Λ3
D3’ χ¯χ q¯γ5q i/Λ2
D4 χ¯γ5χ q¯γ5q mq/Λ3
D4’ χ¯γ5χ q¯γ5q 1/Λ2
D5 χ¯γµχ q¯γµq 1/Λ2
D6 χ¯γµγ5χ q¯γµq 1/Λ2
D7 χ¯γµχ q¯γµγ5q 1/Λ2
D8 χ¯γµγ5χ q¯γµγ5q 1/Λ2
D9 χ¯σµνχ q¯σµνq 1/Λ2
D10 χ¯σµνγ5χ q¯σµνq i/Λ2
D11 χ¯χ GµνGµν αs/4Λ3
D12 χ¯γ5χ GµνGµν iαs/4Λ3
D13 χ¯χ GµνG˜µν iαs/4Λ3
D14 χ¯γ5χ GµνG˜µν αs/4Λ3
Table 1. Operators used throughout this work. The nomenclature is mostly taken from ref. [21].
D1-D10), or a gluon (for operators D11-D14). The results are conveniently written in terms
of the momentum transfer in the s-channel
Q2tr = (p1 + p2 − k)2 = x1x2s−
√
s pT
￿
x1e
−η + x2eη
￿
, (2.4)
where x1, x2 are the fractions of momentum carried by initial partons and η, pT are the
pseudo-rapidity and the transverse momentum of the final state gluon, respectively. The
expressions are of course valid for all admitted values of the parameters. It’s only when
integrated numerically over the PDFs and over η, pT that the dependence on these values
comes in. We obtain
d2σˆ
dpTdη
￿￿￿￿
D1￿
=
αs
36π2
1
pT
1
Λ4
￿
Q2tr − 4m2DM
￿3/2 ￿
1 + Q
4
tr
(x1x2s)2
￿
Qtr
, (2.5)
d2σˆ
dpTdη
￿￿￿￿
D4￿
=
αs
36π2
1
pT
1
Λ4
Qtr
￿
Q2tr − 4m2DM
￿1/2 ￿
1 +
Q4tr
(x1x2s)2
￿
, (2.6)
d2σˆ
dpTdη
￿￿￿￿
D5
=
αs
27π2
1
pT
1
Λ4
￿
Q2tr − 4m2DM
￿1/2 ￿
Q2tr + 2m
2
DM
￿ ￿
1 + Q
4
tr
(x1x2s)2
− 2 p2Tx1x2s
￿
Qtr
, (2.7)
d2σˆ
dpTdη
￿￿￿￿
D8
=
αs
27π2
1
pT
1
Λ4
￿
Q2tr − 4m2DM
￿3/2 ￿
1 + Q
4
tr
(x1x2s)2
− 2 p2Tx1x2s
￿
Qtr
, (2.8)
d2σˆ
dpTdη
￿￿￿￿
D9
=
2αs
27π2
1
pT
1
Λ4
￿
Qtr − 4m2DM
￿
Q2tr + 2m
2
DM
￿ ￿
1 + Q
4
tr
(x1x2s)2
+ 4p2T
￿
1
Q2tr
− 1x1x2s
￿￿
Qtr
,
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(2.9)
d2σˆ
dpTdη
￿￿￿￿
D11
=
3α3s
256π2Λ6
(x1x2s)3
(Q2tr − x1x2s)2
(Q2tr − 4m2DM)3/2
pTQtr
￿
1− 4Q
2
tr − p2T
x1x2s
+
8Q4tr + 21p
4
T
(x1x2s)2
−2Q2tr
5Q4tr + 4Q
2
trp
2
T + 5p
4
T
(x1x2s)3
+Q4tr
8Q4tr + 8Q
2
trp
2
T + 5p
4
T
(x1x2s)4
− 4Q8tr
Q2tr + p
2
T
(x1x2s)5
+
Q12tr
(x1x2s)6
￿
, (2.10)
d2σˆ
dpTdη
￿￿￿￿
D12
=
3α3s
256π2Λ6
(x1x2s)3
(Q2tr − x1x2s)2
Qtr
￿
Q2tr − 4m2DM
pT
￿
1− 4Q
2
tr − p2T
x1x2s
+
8Q4tr + 21p
4
T
(x1x2s)2
−2Q2tr
5Q4tr + 4Q
2
trp
2
T + 5p
4
T
(x1x2s)3
+Q4tr
8Q4tr + 8Q
2
trp
2
T + 5p
4
T
(x1x2s)4
− 4Q8tr
Q2tr + p
2
T
(x1x2s)5
+
Q12tr
(x1x2s)6
￿
, (2.11)
d2σˆ
dpTdη
￿￿￿￿
D13
=
3α3s
256π2Λ6
(x1x2s)3
(Q2tr − x1x2s)2
(Q2tr − 4m2DM)3/2
pTQtr
￿
1− 4 Q
2
tr
x1x2s
+
8Q4tr + 8Q
2
trp
2
T + 5p
4
T
(x1x2s)2
−2Q2tr
5Q4tr + 6Q
2
trp
2
T − 3p4T
(x1x2s)3
+Q4tr
8Q4tr + 8Q
2
trp
2
T + 5p
4
T
(x1x2s)4
− 4Q8tr
Q2tr + p
2
T
(x1x2s)5
+
Q12tr
(x1x2s)6
￿
, (2.12)
d2σˆ
dpTdη
￿￿￿￿
D14
=
3α3s
256π2Λ6
(x1x2s)3
(Q2tr − x1x2s)2
Qtr
￿
Q2tr − 4m2DM
pT
￿
1− 4 Q
2
tr
x1x2s
+
8Q4tr + 8Q
2
trp
2
T + 5p
4
T
(x1x2s)2
−2Q2tr
5Q4tr + 6Q
2
trp
2
T − 3p4T
(x1x2s)3
+Q4tr
8Q4tr + 8Q
2
trp
2
T + 5p
4
T
(x1x2s)4
− 4Q8tr
Q2tr + p
2
T
(x1x2s)5
+
Q12tr
(x1x2s)6
￿
. (2.13)
The reader can find the details of the derivation of eqs. (2.5)–(2.13) in appendix A. As for
the other operators, we get
d2σˆ
dpTdη
￿￿￿￿
D2￿
=
d2σˆ
dpTdη
￿￿￿￿
D4￿
d2σˆ
dpTdη
￿￿￿￿
D3￿
=
d2σˆ
dpTdη
￿￿￿￿
D1￿
d2σˆ
dpTdη
￿￿￿￿
D6
=
d2σˆ
dpTdη
￿￿￿￿
D8
(2.14)
d2σˆ
dpTdη
￿￿￿￿
D7
=
d2σˆ
dpTdη
￿￿￿￿
D5
d2σˆ
dpTdη
￿￿￿￿
D9
=
d2σˆ
dpTdη
￿￿￿￿
D10
, (2.15)
in the limit of massless light quarks. The operators D1–D4 are simply related to D1￿–D4￿
by a straightforward rescaling
d2σˆ
dpTdη
￿￿￿￿
D1,D2,D3,D4
=
￿mq
Λ
￿2 d2σˆ
dpTdη
￿￿￿￿
D1￿,D2￿,D3￿,D4￿
. (2.16)
We checked that the diﬀerences between the cross sections for D1￿–D4￿ computed for mq ￿= 0
and those reported above assuming mq = 0 are at the per-mille level, so the approximation
mq = 0 which we used in all our analytical calculations is justified. The cross sections for the
UV completions of dim-6 operators, with s-channel exchange of a mediator of mass Mmed,
are simply obtained by the replacement 1/Λ4 → g2qg2χ/[Q2tr −M2med]2.
– 5 –
JCAP06(2014)060
In order to get the cross sections initiated by the colliding protons one needs to average
over the PDFs. For example, for processes with initial state quarks
d2σ
dpTdη
￿￿￿￿
Di
=
￿
q
￿
dx1dx2[fq(x1)fq¯(x2) + fq(x2)fq¯(x1)]
d2σˆ
dpTdη
￿￿￿￿
Di
. (2.17)
We have performed the analytical calculation only for the emission of an initial state gluon
(identified with the final jet observed experimentally). The extension to include also the
smaller contribution coming from initial radiation of quarks (qg → χχ+q) is done numerically
in section 3.
2.2 Results and discussion
In what regions of the parameter space (Λ,mDM) is the eﬀective description accurate and
reliable? The truncation to the lowest-dimensional operator of the EFT expansion is accurate
only if the momentum transfer is smaller than an energy scale of the order of Λ, see eqs. (1.5).
Therefore we want to compute the fraction of events with momentum transfer lower than the
EFT cutoﬀ scale. To this end we define the ratio of the cross section obtained in the EFT
with the requirement Qtr < Λ on the PDF integration domain, over the total cross section
obtained in the EFT.
RtotΛ ≡
σ|Qtr<Λ
σ
=
￿ pmaxT
pminT
dpT
￿ 2
−2 dη
d2σ
dpTdη
￿￿￿￿
Qtr<Λ￿ pmaxT
pminT
dpT
￿ 2
−2 dη
d2σ
dpTdη
. (2.18)
To sum over the possible pT, η of the jets, we integrate the diﬀerential cross sections over
values typically considered in the experimental searches. We consider pminT = 500GeV (as
used in the signal region SR4 of [12]), |η| < 2 and the two cases with center-of-mass energies√
s = 8 TeV and 14 TeV. For pmaxT we used 1, 2 TeV for
√
s = 8, 14 TeV, respectively. The
sum over quark flavours is performed only considering u, d, c, s quarks.
We first study the behavior of the ratio RtotΛ , as a function of Λ and mDM The results
are shown in figure 1. We show only results for representative operators D1￿, D5, D9. This
ratio RtotΛ gets closer to unity for large values of Λ, as in this case the eﬀect of the cutoﬀ
becomes negligible. The ratio drops for large mDM because the momentum transfer increases
in this regime. This confirms our precedent analysis of ref. [29], that the EFT works better
for large Λ and small mDM. Notice also that, going from
√
s = 8TeV to
√
s = 14TeV, the
results scale almost linearly with the energy, so for the same value of the ratio mDM/Λ one
obtains nearly the same RtotΛ .
Next, we turn to study the contours of constant values of the quantity RtotΛ , in the plane
(mDM,Λ). These contour curves for the diﬀerent operators are shown in figure 2 for
√
s = 8
TeV and in figure 3 for
√
s = 14 TeV. The requirement that at least 50% of the events occur
with momentum transfer below the cutoﬀ scale Λ requires such a cutoﬀ scale to be above
∼ 1TeV for √s = 8TeV, or above ∼ 2TeV for √s = 14TeV. Note also that the contours
for D1–D4 diﬀer by the corresponding contours for D1￿–D4￿ by O(1) factors, due to the
diﬀerent weighting of the quarks’ PDFs. On the other hand, the experimental bounds on the
scale of the operators D1–D4 are much lower (of the order of tens of GeV), as such operators
experience an additional suppression of mq/Λ. This means that the bounds on D1–D4 are
not reliable from the point of view of EFT validity.
We stress once again that the precise definition of a cutoﬀ scale for an EFT is only
possible when the details of the UV completion are known. The most conservative regime is
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Figure 1. The ratio RtotΛ defined in eq. (2.18) for operators D1
￿ (solid lines), D5 (dashed lines) and
D9 (dotted lines) as a function of Λ and mDM, for
√
s = 8TeV (left panel) and 14TeV (right panel).
when the couplings of the UV theory reach their maximal values allowed by perturbativity. In
such a situation, the requirement on the momentum transfer becomes Qtr < 4πΛ. We show
the eﬀect of varying the cutoﬀ scale in figure 4, for the representative contour RtotΛ = 50%
of D5. As it should be clear, the variation of the cutoﬀ scale is equivalent to a change of
the unknown couplings of the UV theory. All the operators have very similar results, as the
contours scale linearly with the cutoﬀ. As a comparison, we show as a shaded area the region
Λ > mDM/(2π) often used as a benchmark for the validity of the EFT (see eq. (1.4)). The
50% contour is above such a region, meaning that the parameter space regions of validity of
the eﬀective operator approach is smaller than commonly considered.
To close this section let us comment on another question one may ask: what is the
diﬀerence between interpreting data with an eﬀective operator and with its simplest UV
completion? This question has already been addressed in ref. [29] for the operator D1￿, by
studying the ratio of the cross sections obtained with the UV theory and with the eﬀective
operator. For each of the operators in table 1 one can write a simple UV-complete Lagrangian,
see e.g. eqs. (2.1)–(2.2). The very same analysis can be repeated for all the other operators
and we checked that the same qualitative conclusions can be drawn. In particular, if Λ is not
larger than a few TeV, interpreting the experimental data in terms of EFT or in terms of a
simplified model with a mediator can make a significant diﬀerence.
3 Comparison with MonteCarlo simulations
In order to perform an alternative check of our analytical results and to be able to compare to
the experimental limits as close as possible, we present in this section the results of numerical
event simulations.
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Figure 2. Contours for the ratio RtotΛ , defined in eq. (2.18), on the plane (mDM,Λ), for the diﬀerent
operators. We set
√
s = 8TeV, |η| ≤ 2 and 500GeV < pT < 1TeV.
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Figure 3. Contours for the ratio RtotΛ , defined in eq. (2.18), on the plane (mDM,Λ), for the diﬀerent
operators. We set
√
s = 14TeV, |η| ≤ 2 and 500GeV < pT < 2TeV.
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Figure 4. 50% contours for the ratio RtotΛ for the operator D5, varying the cutoﬀ Qtr < Λ (solid line)
and Qtr < 4πΛ (dot-dashed line). We have also shown the region corresponding to Λ < mDM/(2π)
(gray shaded area), often used as a benchmark for the validity of the EFT. We set
√
s = 8 TeV (left
panel) and
√
s = 14 TeV (right panel).
3.1 Simulation and analysis description
We made use of MadGraph 5 [38] to simulate pp collisions at
√
s = 8 TeV and
√
s = 14 TeV.
Both PDF sets CTEQ6L1 and MSTW2008LO (discussed in refs. [39, 40]) are employed. The
PDF choice aﬀects the cross section, but only minimally the acceptance. Hence, the change
in contours of RtotΛ is negligible. Since MSTW2008LO is used for the analytical calculations,
this set is also used where direct comparisons between simulation and calculation are shown.
For the comparison to the experimental results, CTEQ6L1 is used instead. Only u, d, c, s
quarks were considered, both in the initial and in the final state.
According to the event kinematics we have evaluated whether or not the conditions of
validity discussed in section 2 are fulfilled. Specifically, we have checked if eqs. (1.3) and (1.4)
are fulfilled, that is, if the following condition is satisfied
Λ >
Qtr√
gqgχ
> 2
mDM√
gqgχ
. (3.1)
Samples of 20000 events were simulated for each operator, scanning DM mass values of 10,
50, 80, 100, 400, 600, 800 and 1000GeV and cutoﬀ scales of 250, 500, 1000, 1500, 2000, 2500
and 3000GeV in the case of
√
s = 8 TeV collisions. When increasing the collision energy to√
s = 14 TeV, the DM mass of 2000GeV and cutoﬀ scales of 4000 and 5000GeV were added.
From the simulated samples the fraction of events fulfilling Λ > Qtr/
√
gqgχ for each
pair of DM mass and cutoﬀ scale can be evaluated, if one assumes a certain value for the
couplings
√
gχgq connecting the cutoﬀ scale Λ and the mediator mass M via Λ =M/
√
gqgχ.
As above, gqgχ was assumed to be 1.
3.2 Results
In order to confirm that analytical and numerical results are in agreement, figure 5 shows a
comparison for the operators D1￿, D4￿, D5, D8 and D9. The results were obtained for the
scenario of one radiated gluon jet above 500GeV within |η| < 2. The contours of RtotΛ =
50% from analytical and numerical evaluation agree within less than 7 %. The remaining
diﬀerences could be due to the upper jet pT cut not imposed during event simulation but
needed for the analytical calculation, and the details of the fitting procedures.
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Figure 5. Comparison of the contour RtotΛ = 50% for the analytical calculation (dashed line) and
the simulation (solid line) for the diﬀerent operators D1￿, D4￿, D5, D8 and D9. The results agree
within less than 7 %.
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Figure 6. The changes of the contour of RtotΛ = 50% are shown for several variations from the
analytically calculated scenario to a scenario close to the cuts used in the ATLAS monojet analysis
exemplarily for the operator D5 at
√
s = 8TeV. In the legend, “g” means only gluon radiation, “j”
stands for either quark- or gluon-initiated jets, “j(j)” means a second jet is allowed.
Next, we vary the kinematical constraints step by step from the scenario considered in
the analytical calculations, namely one radiated gluon jet above 500GeV within |η| < 2, to
a scenario closest to the analysis cuts applied in the ATLAS monojet analysis [12]. More
specifically, the leading jet is allowed to come from either a gluon or a quark being radiated,
the leading jet pT cut is changed from 500GeV to 350GeV, a second jet is allowed and its
range in η is enlarged to |η| < 4.5. No further cuts are applied at simulation level.
The eﬀect of the variation of the cuts can be seen in figure 6. Allowing not only for a
gluon jet but also taking into account the possibility of a quark jet changes the RtotΛ contours
appreciably. The change from lowering the pT of the leading jet has a smaller eﬀect. Allowing
for a second jet and enhancing its rapidity range barely changes the RtotΛ contour, especially
at large mDM values.
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√
s = 8 TeV
√
s = 14 TeV
Operator a b c d e
D1 1.32 787.13 1.39 1.08 1.53
D1’ 1.30 1008.25 1.49 0.77 1.83
D4 1.65 702.93 1.14 0.65 1.75
D4’ 1.51 859.83 1.22 0.48 1.92
D5 1.54 816.83 1.18 0.50 1.85
D8 1.23 964.62 1.50 0.91 1.59
D9 1.43 681.92 1.15 1.02 1.35
D11 1.23 1002.33 1.49 0.82 1.69
Operator a b c d e
D1 0.89 1017.37 1.45 1.28 1.24
D1’ 0.43 909.66 1.59 0.53 1.37
D4 1.23 996.82 1.25 0.80 1.48
D4’ 0.76 982.75 1.33 0.37 1.63
D5 0.78 894.86 1.25 0.39 1.54
D8 0.48 945.09 1.55 0.74 1.24
D9 0.91 891.65 1.21 1.23 1.04
D11 0.68 1250.49 1.58 0.81 1.35
Table 2. Coeﬃcient for the fitting functions for RtotΛ in eq. (3.2), in the cases
√
s = 8 and 14 TeV. The
fitting functions describe processes where quarks and/or gluons are radiated, the final state contains
1 or 2 jets, where the leading jet has minimum pT of 350GeV while the second jet is allowed to be
within |η| < 4.5. See text for further details.
If the collision energy is augmented to
√
s = 14 TeV, all the RtotΛ contours increase. As
seen for
√
s = 8 TeV, moving to the scenario closer to the experimental analysis leads to
contours that are at most ∼ 30% lower in Λ.
After having extracted RtotΛ for each WIMP and mediator mass, a curve can be fitted
through the points obtained in the plane of RtotΛ and Λ. The following functional form is
used for this purpose
RtotΛ =
￿
1− e−a
￿
Λ−2mDM
b
￿c￿ ￿
1− e−d
￿
Λ+2mDM
b
￿e￿
. (3.2)
Further, the parameters are fitted for each DM mass separately. From these fits, the points
denoting a cutoﬀ scale where RtotΛ equals e.g. 50% can be extracted for each DM mass, and
the lines of constant RtotΛ can be plotted in the usual limit-setting plane Λ vs. mDM. Table 2
collects the values of the fitting parameters for all operators except D12-D14, for which no
experimental analysis exists.
4 Implications of the limited validity of EFT in DM searches at LHC
Figure 7 shows the experimental limits obtained from the ATLAS monojet analysis [12] in
the plane (Λ, mDM), for the opearators D5, D8 and D11. The contours of RtotΛ for 25%,
50% and 75% are superimposed. The experimental limits are placed in a region where
about 30% of the events can be expected to fulfill the EFT conditions — the exact number
depends on the operator considered. Especially the limit on the gluon operator D11 seems
questionnable. For comparison, dashed lines show the contours of RtotΛ for the extreme case
of couplings
√
gqgχ = 4π, presenting the limiting case for which the theory is still considered
perturbative.
Unfortuntately, there is no possibility to measure Qtr in data, on an event-by-event
basis. So the information on what is the fraction of the events to cut out comes from
analytical computations or a numerical simulation, as we explained in this paper. To assess
the impact of the limited validity of the EFT on the current collider bounds, we adopt the
procedure that relies on the assumption that the pT (or MET) distributions with the Qtr
cut are simply a rescaling of those without the cut. A more refined study should account for
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Figure 7. 25%, 50% and 75% contours for the ratio RtotΛ , compared to the experimental limits from
ATLAS [12] (blue line). Also indicated are the contours of RtotΛ in the extreme case when setting
the couplings
√
gqgχ = 4π (dashed lines). Results are shown for diﬀerent operators: D5 (upper left
panel), D8 (upper right panel) and D11 (lower panel).
possible kinematic shape changes with the jet transverse momentum and/or missing energy
and DM mass.2
Very naively, neglecting the statistical and systematical uncertainties, the number of
signal events in a given EFT model has to be less than the experimental observation,
Nsignal(Λ,mDM) < Nexpt. The cross section due to an operator of mass dimension d scale like
Λ−2(d−4), so Nsignal(Λ,mDM) = Λ−2(d−4)N˜signal(mDM), and the experimental lower bound in
the scale of the operator becomes
Λ >
￿
N˜signal(mDM)/Nexp
￿1/[2(d−4)] ≡ Λexpt. . (4.1)
Now, if we do not consider any information about the shapes of the pT or MET distributions,
the experimental bound only comes from the total number of events passing given cuts. The
fact that a fraction of the events involve a transfer momentum exceeding the cutoﬀ scale of
the EFT means that the number of signal events for placing a limit gets reduced by a factor
RtotΛ . Therefore, actually Nsignal(Λ,mDM)→ RtotΛ (mDM)Nsignal(Λ,mDM), so the new limit is
found by solving the implicit equation
Λ > [RtotΛ (mDM)]
1/2[(d−4)][Nsignal(mDM)/Nexp]1/[2(d−4)] = [RtotΛ (mDM)]
1/[2(d−4)]Λexpt (4.2)
2Preliminary studies indicate that the method adopted in this paper is quite reasonable for cuts with
Qtr < 750GeV or weaker [41].
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Figure 8. The experimental limits by ATLAS [12] on the suppression scale Λ are shown as solid
blue lines. The updated limits taking into account EFT validity are shown as dashed black lines,
for Qtr < Λ, 2Λ, 4πΛ, corresponding to diﬀerent choices of the UV couplings:
√
gqgχ = 1, 2, 4π,
respectively. The corresponding kinematical constraints (eq. (3.1)) are denoted by gray bands. The
diﬀerent plots refer to diﬀerent operators: D5 (upper left panel), D8 (upper right panel) and D11
(lower panel).
and it turns out to be weaker than Λexpt. In figure 8 we show the new limits for the dim-6
operators D5, D8 and the dim-7 operator D11, for the conditions Qtr < Λ, 2Λ, 4πΛ, corre-
sponding diﬀerent choices of the UV couplings:
√
gqgχ = 1, 2, 4π, respectively. The curves
are obtained solving eq. (4.2) with RtotΛ , R
tot
2Λ , R
tot
4πΛ respectively. The ATLAS bound reported
is the 90%CL observed limit. The functions RtotΛ used are taken from the fitting functions
described in table 2, which include both quark and gluon jets, and the same cuts as the “Sig-
nal Region 3” used by ATLAS. As expected, the weaker is the condition on Qtr, the more the
new limits approach the ATLAS bound. In the case of extreme couplings
√
gqgχ = 4π, the
condition on the momentum transfer is very conservative Qtr < 4πΛ. For D5 and D8, the
new limit is indisinguishable from the ATLAS one, meaning that the experimental results are
safe from the EFT point of view, in this limiting situation. For D11, even for extreme values
of the couplings, the bound at large DM masses must be corrected. In general, for couplings
of order one, the limits which are safe from the EFT point of view are appreciably weaker
than those reported. We encourage the experimental collaborations to take this point into
account when publishing their limits.
5 Conclusions
The search for DM is one of the main targets of LHC analyses. In this paper we have continued
our previous investigation to assess the validity of the EFT commonly used in interpreting
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such searches. Following ref. [29], we have studied the quantity RtotΛ (see eq. (2.18), which
quantifies the error made when using eﬀective operators to describe processes with very high
momentum transfer. Our criterion indicates up to what cutoﬀ energy scale the eﬀective
description is valid, depending on the DM mass and couplings. We have performed the
analysis for the full list of EFT operators, connecting fermion DM particles and quarks or
gluons, used by the ATLAS and CMS collaborations and originated from the exchange of
heavy mediators in the s-channel. We have also extended our analysis to the case of
√
s = 14
TeV. Furthermore, we have validated our analytical results by performing numerical event
simulations which reproduce the experimental situation in the closest possible way. Our
results indicate that the range of validity of the EFT is significantly limited in the parameter
space (Λ,mDM). While our findings are valid for the s-channel, a similar analysis is under
way for the t-channel [42] where similar results are obtained.
Does it mean that the EFT is not the best tool to interpret the current LHC data
of DM searches? The answer is yes and no. On the negative side, our results clearly cry
out for an overcoming of the EFT, most possibly through identifying a handful of classes of
models (able to reproduce the EFT operators in the heavy mediator limit); this would allow
a consistent analysis of the current and future LHC data by consistently taking into account
the role played by the mediator. On the positive side, keep working with the EFT allows to
avoid the overwhelming model-dependence generated by the many DM models proposed so
far. Nonetheless, as we have shown in section 4, the price to pay is a deterioration of the
limits presented so far.
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A Three-body cross sections
A.1 Generalities
In this appendix we show the details of the calculations of the tree-level cross sections for
the hard scattering process f(p1) + f¯(p2)→ χ(p3) + χ(p4) + g(k), where f is either a quark
(operators D1-D10) or a gluon (D11-D14), and the final gluon is emitted from the initial
state.
The diﬀerential cross section is generically given by
dσˆ =
￿ |M|2
4(p1 · p2)dΦ3 , (A.1)
where the three-body phase space is
dΦ3 = (2π)
4δ(4)(p1 + p2 − p3 − p4 − k) dp3
(2π)32p03
dp4
(2π)32p04
dk
(2π)32k0
. (A.2)
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A.2 Matrix elements
In the limit of massless light quarks, they have definite helicity and it makes no diﬀerence
for the cross sections whether there is q or γ5q in the operator. Therefore the following
identifications between pairs of operators hold:
D1￿ ↔ D3￿, D2￿ ↔ D4￿, D5↔ D7, D6↔ D8, D9↔ D10 , (A.3)
while the “primed” and “unprimed” operators are related as in eq. (2.16). For definiteness,
we choose to work with D1￿, D4￿, D5, D8, D9 and D11−D14.
The amplitudes are given by
MD1￿ = −igs 1
Λ2
￿∗aµ (k)
￿
v¯(p2)(✁p1 − ✁k)γµT au(p1)
(p1 − k)2 −
v¯(p2)γµT a(✁p2 − ✁k)u(p1)
(p2 − k)2
￿
u¯(p3)v(p4) , (A.4)
MD4￿ = −igs 1
Λ2
￿∗aµ (k)
￿
v¯(p2)γ5(✁p1 − ✁k)γµT au(p1)
(p1 − k)2 −
v¯(p2)γµT a(✁p2 − ✁k)γ5u(p1)
(p2 − k)2
￿
×u¯(p3)γ5v(p4) , (A.5)
MD5 = −igs gνρ
Λ2
￿∗aµ (k)
￿
v¯(p2)γν(✁p1 − ✁k)γµT au(p1)
(p1 − k)2 −
v¯(p2)γµT a(✁p2 − ✁k)γνu(p1)
(p2 − k)2
￿
×u¯(p3)γρv(p4) , (A.6)
MD8 = −igs gνρ
Λ2
￿∗aµ (k)
￿
v¯(p2)γνγ5(✁p1 − ✁k)γµT au(p1)
(p1 − k)2 −
v¯(p2)γµT a(✁p2 − ✁k)γνγ5u(p1)
(p2 − k)2
￿
×u¯(p3)γργ5v(p4) , (A.7)
MD9 = −i gs
16
gµρgνσ
Λ2
￿∗aα (k)
￿
v¯(p2)σµν(✁p1 − ✁k)γαT au(p1)
(p1 − k)2 −
v¯(p2)γαT a(✁p2 − ✁k)σµνu(p1)
(p2 − k)2
￿
×u¯(p3)σρσv(p4) , (A.8)
MD11 = g
3
s
4π
1
Λ3
fabc￿µ(p1)￿ν(p2)￿
∗
ρ(k)u¯(p3)v(p4)￿
(gµσ(2p1 − k)ρ + gρσ(2k − p1)µ − gµρ(k + p1)σ)((p1 − k)νp2σ − (p1 − k) · p2gνσ)
(p1 − k)2
− (g
νσ(2p2 − k)ρ + gρσ(2k − p2)ν − gνρ(k + p2)σ)((p2 − k)µp1σ − (p2 − k) · p1gµσ)
(p2 − k)2
− (g
µν(p1 − p2)σ + gνσ(p1 + 2p2)µ − gµσ(2p1 + p2)ν)((p1 + p2)ρkσ − k · (p1 + p2)gρσ)
(p1 + p2)2
+gµν(p1 − p2)ρ + gνρ(p2 + k)µ − gµρ(k + p1)ν
￿
, (A.9)
MD12 = i g
3
s
4π
1
Λ3
fabc￿µ(p1)￿ν(p2)￿
∗
ρ(k)u¯(p3)γ
5v(p4)￿
(gµσ(2p1 − k)ρ + gρσ(2k − p1)µ − gµρ(k + p1)σ)((p1 − k)νp2σ − (p1 − k) · p2gνσ)
(p1 − k)2
− (g
νσ(2p2 − k)ρ + gρσ(2k − p2)ν − gνρ(k + p2)σ)((p2 − k)µp1σ − (p2 − k) · p1gµσ)
(p2 − k)2
− (g
µν(p1 − p2)σ + gνσ(p1 + 2p2)µ − gµσ(2p1 + p2)ν)((p1 + p2)ρkσ − k · (p1 + p2)gρσ)
(p1 + p2)2
+gµν(p1 − p2)ρ + gνρ(p2 + k)µ − gµρ(k + p1)ν
￿
, (A.10)
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MD13 = − g
3
s
4π
1
Λ3
fabc￿µ(p1)￿ν(p2)￿
∗
ρ(k)u¯(p3)v(p4)￿
(gµσ(2p1 − k)ρ + gρσ(2k − p1)µ − gµρ(k + p1)σ)(￿σνηχp2η(p1 − k)χ))
(p1 − k)2
+
(gνσ(2p2 − k)ρ + gρσ(2k − p2)ν − gνρ(k + p2)σ)(￿σµηχp1η(p2 − k)χ)
(p2 − k)2
+
(gµν(p1 − p2)σ + gνσ(p1 + 2p2)µ − gµσ(2p1 + p2)ν)(￿ρησχkη(p1 + p2)χ)
(p1 + p2)2
−￿µνρσ(p1 + p2 − k)σ
￿
, (A.11)
MD14 = −i g
3
s
4π
1
Λ3
fabc￿µ(p1)￿ν(p2)￿
∗
ρ(k)u¯(p3)γ
5v(p4)￿
(gµσ(2p1 − k)ρ + gρσ(2k − p1)µ − gµρ(k + p1)σ)(￿σνηχp2η(p1 − k)χ))
(p1 − k)2
+
(gνσ(2p2 − k)ρ + gρσ(2k − p2)ν − gνρ(k + p2)σ)(￿σµηχp1η(p2 − k)χ)
(p2 − k)2
+
(gµν(p1 − p2)σ + gνσ(p1 + 2p2)µ − gµσ(2p1 + p2)ν)(￿ρησχkη(p1 + p2)χ)
(p1 + p2)2
−￿µνρσ(p1 + p2 − k)σ
￿
. (A.12)
where p1, p2 are the initial momenta, k the momenta of the gluon, and p3, p4 the momenta of
the DM particle/antiparticle, gs is the SU(3) gauge coupling and T a are the SU(3) generators
in the fundamental representation.
The corresponding squared amplitudes, averaged over initial states (color and spin) and
summed over the final states are￿
|MD1￿ |2 = 16
9
g2s
Λ4
[(p3 · p4)−m2DM]
￿
(k · (p1 + p2))2 − 2(p1 · p2)(k · p1 + k · p2 − p1 · p2)
￿
(k · p1)(k · p2) , (A.13)￿
|MD4￿ |2 = 16
9
g2s
Λ4
[(p3 · p4) +m2DM]
￿
(k · (p1 + p2))2 − 2(p1 · p2)(k · p1 + k · p2 − p1 · p2)
￿
(k · p1)(k · p2) , (A.14)￿
|MD5|2 = −32
9
g2s
Λ4
￿
(k · p1)
￿
(k · p1) + (k · p2)− 3(p1 · p2)−m2DM
￿
(k · p2)
+
(k · p2)
￿
(k · p1) + (k · p2)− 3(p1 · p2)−m2DM
￿
(k · p1) − 4(p1 · p2)
−2 (p1 · p2)
(k · p1)(k · p2)
￿
(k · p3) ((p1 · p3) + (p2 · p3)) + (p1 · p2)
￿
m2DM + (p1 · p2)
￿
−2(p1 · p3)(p2 · p3)]
+2
(k · p3)(p1 · p3)− (p2 · p3)(p1 · p3) + (p2 · p3)2 + 2(p1 · p2)2 +m2DM(p1 · p2)
(k · p2)
+2
(k · p3)(p2 · p3)− (p1 · p3)(p2 · p3) + (p1 · p3)2 + 2(p1 · p2)2 +m2DM(p1 · p2)
(k · p1)
￿
,
(A.15)￿
|MD8|2 = 32
9
g2s
Λ4
￿
(k · p1)
￿
(k · p1) + (k · p2)− 3(p1 · p2) +m2DM + 2(p3 · p4)
￿
(k · p2)
+
(k · p2)
￿
(k · p1) + (k · p2)− 3(p1 · p2) +m2DM + 2(p3 · p4)
￿
(k · p1) − 4(p1 · p2)
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+2
(p1 · p2)
(k · p1)(k · p2)
￿
(p1 · p2)
￿
2(p3 · p4) +m2DM
￿
+ (k · p3) ((p1 · p3) + (p2 · p3))
+2(p1 · p3)(p2 · p3)− (p1 · p2)2
￿
+2
(p1 · p3) [−(k · p3) + (p2 · p3)]− (p2 · p3)2 + (p1 · p2)
￿
2(p1 · p2)−m2DM − 2(p3 · p4)
￿
(k · p2)
+2
(p2 · p3) [−(k · p3) + (p1 · p3)]− (p1 · p3)2 + (p1 · p2)
￿
2(p1 · p2)−m2DM − 2(p3 · p4)
￿
(k · p1)
￿
,
(A.16)￿
|MD9|2 = 128
9
g2s
Λ4
￿
−2[m2DM − (k · p3)] +
(k · p1)
￿−(k · p3) + (p1 · p3)− (p2 · p3) +m2DM￿
(k · p2)
−2(p1 · p2)
￿−2(k · p3) + (p1 · p3) + (p2 · p3) +m2DM￿
(k · p2)
−4 [(k · p3)− (p2 · p3)] [(p1 · p3)− (p2 · p3)]
(k · p2)
+
(k · p2)
￿−(k · p3) + (p2 · p3)− (p1 · p3) +m2DM￿
(k · p1)
−2(p1 · p2)
￿−2(k · p3) + (p1 · p3) + (p2 · p3) +m2DM￿
(k · p1)
−4 [(k · p3)− (p1 · p3)] [(p2 · p3)− (p1 · p3)]
(k · p1)
−2(p1 · p2) [(k · p3)− (p1 · p3)− (p2 · p3)] [2(k · p3) + (p1 · p2)]
(k · p1)(k · p2)
+2
(p1 · p2)
￿−4(p1 · p3)(p2 · p3) +m2DM(p1 · p2)￿
(k · p1)(k · p2)
￿
, (A.17)
￿
|MD11|2 = 3
32π2
g6s
Λ6
￿
(p3 · p4)−m2DM
￿￿ (k · p1)3
(k · p2)(p1 · p2) +
(k · p2)3
(k · p1)(p1 · p2) +
(p1 · p2)3
(k · p1)(k · p2)
+3
(k · p1)(k · p2)
(p1 · p2) +
(k · p1)(p1 · p2)− (k · p1)2
(k · p2) +
(k · p2)(p1 · p2)− (k · p2)2
(k · p1)
− (k− · p1)(k · p2)
3
(k · k−)(k · p1)(p1 · p2) −
(k− · p2)(k · p1)3
(k · k−)(k · p2)(p1 · p2)
+
(k− · p1)
(k · k−)(p1 · p2) [(k · p1)
2 + (k · p1)(k · p2)− (k · p2)2]
+
(k− · p2)
(k · k−)(p1 · p2) [(k · p2)
2 + (k · p1)(k · p2)− (k · p1)2]
+2
(k− · p1)
(k · k−)(k · p1) [(k · p2)
2 − (p1 · p2)(k · p2)]
+2
(k− · p2)
(k · k−)(k · p2) [(k · p1)
2 − (p1 · p2)(k · p1)]
+2
(k− · p1)
(k · k−) [(p1 · p2) + (k · p1)− 2(k · p2)]
+2
(k− · p2)
(k · k−) [(p1 · p2) + (k · p2)− 2(k · p1)]
+(k · p1) + (k · p2) + 6(p1 · p2)
￿
, (A.18)
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￿
|MD12|2 = 3
32π2
g6s
Λ6
￿
(p3 · p4) +m2DM
￿￿ (k · p1)3
(k · p2)(p1 · p2) +
(k · p2)3
(k · p1)(p1 · p2) +
(p1 · p2)3
(k · p1)(k · p2)
+3
(k · p1)(k · p2)
(p1 · p2) +
(k · p1)(p1 · p2)− (k · p1)2
(k · p2) +
(k · p2)(p1 · p2)− (k · p2)2
(k · p1)
− (k− · p1)(k · p2)
3
(k · k−)(k · p1)(p1 · p2) −
(k− · p2)(k · p1)3
(k · k−)(k · p2)(p1 · p2)
+
(k− · p1)
(k · k−)(p1 · p2) [(k · p1)
2 + (k · p1)(k · p2)− (k · p2)2]
+
(k− · p2)
(k · k−)(p1 · p2) [(k · p2)
2 + (k · p1)(k · p2)− (k · p1)2]
+2
(k− · p1)
(k · k−)(k · p1) [(k · p2)
2 − (p1 · p2)(k · p2)]
+2
(k− · p2)
(k · k−)(k · p2) [(k · p1)
2 − (p1 · p2)(k · p1)]
+2
(k− · p1)
(k · k−) [(p1 · p2) + (k · p1)− 2(k · p2)]
+2
(k− · p2)
(k · k−) [(p1 · p2) + (k · p2)− 2(k · p1)]
+(k · p1) + (k · p2) + 6(p1 · p2)
￿
, (A.19)￿
|MD13|2 = 3
32π2
g6s
Λ6
￿
(p3 · p4)−m2DM
￿￿ (k · p1)3
(k · p2)(p1 · p2) +
(k · p2)3
(k · p1)(p1 · p2) +
(p1 · p2)3
(k · p1)(k · p2)
+3
(k · p1)(k · p2)
(p1 · p2) +
(k · p1)(p1 · p2)− (k · p1)2
(k · p2) +
(k · p2)(p1 · p2)− (k · p2)2
(k · p1)
− (k− · p1)(k · p2)
3
(k · k−)(k · p1)(p1 · p2) −
(k− · p2)(k · p1)3
(k · k−)(k · p2)(p1 · p2)
+
(k− · p1)
(k · k−)(p1 · p2) [(k · p1)
2 − 3(k · p1)(k · p2) + 3(k · p2)2]
+
(k− · p2)
(k · k−)(p1 · p2) [(k · p2)
2 − 3(k · p1)(k · p2) + 3(k · p1)2]
+2
(k− · p1)
(k · k−)(k · p1) [(k · p2)
2 − (p1 · p2)(k · p2)]
+2
(k− · p2)
(k · k−)(k · p2) [(k · p1)
2 − (p1 · p2)(k · p1)]
+2
(k− · p1)
(k · k−) [(p1 · p2) + (k · p1)− 2(k · p2)]
+2
(k− · p2)
(k · k−) [(p1 · p2) + (k · p2)− 2(k · p1)]
−3(k · p1)− 3(k · p2) + 2(p1 · p2)
￿
, (A.20)￿
|MD14|2 = 3
32π2
g6s
Λ6
￿
(p3 · p4) +m2DM
￿￿ (k · p1)3
(k · p2)(p1 · p2) +
(k · p2)3
(k · p1)(p1 · p2) +
(p1 · p2)3
(k · p1)(k · p2)
+3
(k · p1)(k · p2)
(p1 · p2) +
(k · p1)(p1 · p2)− (k · p1)2
(k · p2) +
(k · p2)(p1 · p2)− (k · p2)2
(k · p1)
− (k− · p1)(k · p2)
3
(k · k−)(k · p1)(p1 · p2) −
(k− · p2)(k · p1)3
(k · k−)(k · p2)(p1 · p2)
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+
(k− · p1)
(k · k−)(p1 · p2) [(k · p1)
2 − 3(k · p1)(k · p2) + 3(k · p2)2]
+
(k− · p2)
(k · k−)(p1 · p2) [(k · p2)
2 − 3(k · p1)(k · p2) + 3(k · p1)2]
+2
(k− · p1)
(k · k−)(k · p1) [(k · p2)
2 − (p1 · p2)(k · p2)]
+2
(k− · p2)
(k · k−)(k · p2) [(k · p1)
2 − (p1 · p2)(k · p1)]
+2
(k− · p1)
(k · k−) [(p1 · p2) + (k · p1)− 2(k · p2)] + 2
(k− · p2)
(k · k−) [(p1 · p2) + (k · p2)− 2(k · p1)]
−3(k · p1)− 3(k · p2) + 2(p1 · p2)
￿
. (A.21)
where the polarization 4-vector is defined as k− ≡ P (kν)/
￿
kµ · P (kµ), where P is the parity
operation.
A.3 Cross sections
Now, the next step is to compute the cross sections in the lab frame. To this end we proceed
by first evaluating the matrix elements and the phase space density in the center-of-mass
frame and then boosting the result to the lab frame. In the center-of-mass (c.o.m) frame, let
us parametrize the four-momenta inolved in the process as
p1 = x
√
s
2
(1, 0, 0, 1) , p2 = x
√
s
2
(1, 0, 0,−1) , k = x
√
s
2
(z0, z0kˆ) , (A.22)
p3 = x
√
s
2
(1− y0,
￿
(1− y0)2 − a2pˆ3) , p4 = x
√
s
2
(1 + y0 − z0,
￿
(1 + y0 − z0)2 − a2pˆ4) ,
where the two colliding partons carry equal momentum fractions x1 = x2 ≡ x of the incoming
protons, a ≡ 2mDM/(x√s) < 1, kˆ = (0, sin θ0, cos θ0), and θ0 is the polar angle of kˆ with
respect to the beam line, in the c.o.m. frame. With the subscript 0 we will refer to quantities
evaluated in the c.o.m. frame. The polarization 4-vector k− in the c.o.m. frame simply reads
k− = (1/
√
2)(1, 0,− sin θ0,− cos θ0).
The conservation of three-momentum sets the angle θ0 3j between pˆ3 and kˆ as: cos θ0 3j =
(p24 − k2 − p23)/2|k||p3|. For the doubly-diﬀerential cross sections with respect to the energy
and angle of the emitted gluon, in the c.o.m. frame, we obtain
d2σˆ
dz0d cos θ0
￿￿￿￿
D1￿
=
αs
36π2
x2s
Λ4
￿
1− z0 − 4m
2
DM
x2s
￿3/2
√
1− z0
[1 + (1− z0)2]
z0 sin
2 θ0
, (A.23)
d2σˆ
dz0d cos θ0
￿￿￿￿
D4￿
=
αs
36π2
x2s
Λ4
￿
1− z0 − 4m
2
DM
x2s
￿1/2
√
1− z0
[1 + (1− z0)2]
z0 sin
2 θ0
, (A.24)
d2σˆ
dz0d cos θ0
￿￿￿￿
D5
=
αs
108π2
x2s
Λ4
￿
1− z0 − 4m
2
DM
x2s√
1− z0
￿
1− z0 + 2m
2
DM
x2s
￿
(8− 8z0 + (3 + cos 2θ0)z20)
z0 sin
2 θ0
, (A.25)
d2σˆ
dz0d cos θ0
￿￿￿￿
D8
=
αs
108π2
x2s
Λ4
[1− z0 − 4m
2
DM
x2s ]
3/2
√
1− z0
8− 8z0 + (3 + cos 2θ0)z20
z0 sin
2 θ0
, (A.26)
d2σˆ
dz0d cos θ0
￿￿￿￿
D9
=
αs
27π2
x2s
Λ4
￿
1− z0 − 4m
2
DM
x2s
[1− z0]3/2
￿
1− z0 + 2m
2
DM
x2s
￿
(4− 8z0 + 6z20 − (1 + cos 2θ0)z30)
z0 sin
2 θ0
,
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(A.27)
d2σˆ
dz0d cos θ0
￿￿￿￿
D11
=
3α3sx
4s2
32768π2Λ6
￿
1− z0 − 4m
2
DM
x2s
￿3/2
z0
√
1− z0 sin2 θ0
[128− 128(1 + cos 2θ0)z0
+(304 + 64 cos 2θ0 + 16 cos 4θ0)z
2
0 − 128(1 + cos 2θ0)z30
+(79 + 44 cos 2θ0 + 5 cos 4θ0)z
4
0
￿
, (A.28)
d2σˆ
dz0d cos θ0
￿￿￿￿
D12
=
3α3sx
4s2
32768π2Λ6
￿
1− z0 − 4m
2
DM
x2s
√
1− z0
z0 sin
2 θ0
[128− 128(1 + cos 2θ0)z0
+(304 + 64 cos 2θ0 + 16 cos 4θ0)z
2
0 − 128(1 + cos 2θ0)z30
+(79 + 44 cos 2θ0 + 5 cos 4θ0)z
4
0
￿
, (A.29)
d2σˆ
dz0d cos θ0
￿￿￿￿
D13
=
3α3sx
4s2
32768π2Λ6
￿
1− z0 − 4m
2
DM
x2s
￿3/2
z0
√
1− z0 sin2 θ0
[128− 128(1 + cos 2θ0)z0
+(240 + 128 cos 2θ0 + 16 cos 4θ0)z
2
0 − 16(11 + 4 cos 2θ0 + cos 4θ0)z30
+(79 + 44 cos 2θ0 + 5 cos 4θ0)z
4
0
￿
, (A.30)
d2σˆ
dz0d cos θ0
￿￿￿￿
D14
=
3α3sx
4s2
32768π2Λ6
￿
1− z0 − 4m
2
DM
x2s
√
1− z0
z0 sin
2 θ0
[128− 128(1 + cos 2θ0)z0
+(240 + 128 cos 2θ0 + 16 cos 4θ0)z
2
0 − 16(11 + 4 cos 2θ0 + cos 4θ0)z30
+(79 + 44 cos 2θ0 + 5 cos 4θ0)z
4
0
￿
. (A.31)
Eq. (A.23)–(A.26) agree with the findings in refs. [24, 25], up to the factor of 1/9, as we are
considering colored colliding particles.
To get the cross sections in the lab frame we perform a boost along the zˆ-axis, accounting
for generic parton momentum fractions x1, x2. Also, the energy and angle of the emitted
gluon are translated into momentum transfer pT and pseudo-rapidity η. This way we get the
translation of eqs. (A.23)–(A.27) into the lab frame
d2σˆ
dpTdη
￿￿￿￿
D1￿
=
αs
36π2
x1x2s
Λ4
1
pT
￿
1− f − 4m2DMx1x2s
￿3/2 ￿
1 + (1− f)2
￿
√
1− f , (A.32)
d2σˆ
dpTdη
￿￿￿￿
D4￿
=
αs
36π2
x1x2s
Λ4
√
1− f
pT
￿
1− f − 4m
2
DM
x1x2s
￿1/2 ￿
1 + (1− f)2
￿
, (A.33)
d2σˆ
dpTdη
￿￿￿￿
D5
=
αs
27π2
x1x2s
Λ4
￿
1− f − 4m2DMx1x2s√
1− f
￿
1− f + 2m2DMx1x2s
￿ ￿
1 + (1− f)2 − 2 p2Tx1x2s
￿
pT
, (A.34)
d2σˆ
dpTdη
￿￿￿￿
D8
=
αs
27π2
x1x2s
Λ4
[1− f − 4m2DMx1x2s ]3/2√
1− f
1 + (1− f)2 − 2 p2Tx1x2s
pT
, (A.35)
d2σˆ
dpTdη
￿￿￿￿
D9
=
2αs
27π2
x1x2s
Λ4
￿
1− f − 4m2DMsx1x2
[1− f ]3/2
￿
1− f + 2m2DMx1x2s
￿ ￿
(1− f)(1 + (1− f)2) + f 4p2Tx1x2s
￿
pT
,
(A.36)
d2σˆ
dpTdη
￿￿￿￿
D11
=
3α3sx
2
1x
2
2s
2
256π2Λ6
￿
1− f − 4m2DMsx1x2
￿3/2
pTf2
√
1− f
￿
16
p4T
x21x
2
2s
2
+ 8
p2T
x1x2s
f +
￿
1− 8 p
2
T
x1x2s
+ 5
p4T
x21x
2
2s
2
￿
f2
+
￿
−2 + 8 p
2
T
x1x2s
￿
f3 +
￿
3− 4 p
2
T
x1x2s
￿
f4 − 2f5 + f6
￿
, (A.37)
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d2σˆ
dpTdη
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where we have defined
f(pT, η,x1, x2) ≡ pT(x1e
−η + x2eη)
x1x2
√
s
. (A.41)
For the emission of a photon, rather than a gluon, from a quark with charge Qq one simply
replaces (4/3)αs → Q2qα in eqs. (A.32)–(A.36). From these expressions one reproduces the
results reported in eqs. (2.5)–(2.13).
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