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CHAPTER 1

INTRODUCTION

The goal of this research is to refine hydrometeor classification schemes and
determine the spatial (vertical in particular) and temporal characteristics of precipitation
transition using a 915 MHz wind profiler (vertically pointing radar) and a microwave
radiometer from the University of Alabama in Huntsville (UAH) Mobile Integrated
Profiling System (MIPS) platform, and two dual polarization radars, the UAH/WHNTTV Advanced Radar for Meteorological and Operational Research (ARMOR) C-Band
and the NOAA National Weather Service (NWS) KHTX WSR-88D S-Band radars. This
is accomplished by analyzing a case study in north Alabama from February 20-21, 2015.
This was a winter storm event due to a cutoff low at 500 hPa, with incoming shortwaves
to the west and a stationary front in southern Alabama. An outbreak of colder
temperatures in the days leading up to this event promoted cold ground and lower
atmospheric temperatures. The main focus of this study is the precipitation transition
from (dry) snow/aggregates, to rimed snow, to mixed ice precipitation (ice pellets, wet
snow/aggregates), to freezing rain, and finally rain that occurred between 1700 UTC on
20 February and 1200 UTC on 21 of February. A conceptual model for this transition is
shown in Figure 1.1.
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Figure 1.1: Conceptual model of final determined precipitation transitions at the MIPS
location from 20 February (1700-2300 UTC) through 21 February (0330-1200 UTC).
Time is shown below the bold line. In total, eight different hydrometeor were discerned:
dry snow (DS), aggregates (AG), rimed snow (RS), ice pellets (IP), wet snow/aggregates
(WS/AG), freezing rain (FZRN), rain (RN), and drizzle (DZ).

The first step of this research was to collect and compile MIPS, radar, and
verification data from mPING, the National Weather Service in Huntsville, and local
storm reports from Iowa Environmental Mesonet (IEM). The time frame for analysis was
determined using the profiler and radar data and showed that the main points of interest
occurred between 1700 UTC 20 February and 1200 UTC 21 February. The next step was
to plot the data using IDL, Python, SOLO3 or other programs to use for analysis.
Precipitation transition as well as hydrometeor types aloft and at the surface was
estimated using the profiler Doppler spectra: signal to noise ratio (SNR), reflectivity (Z),
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vertical velocity (W), spectral width (SW), and horizontal wind field, and also the radar
data through a hydrometeor classification algorithm (HCA) based on Dolan and Rutledge
(2009) and Dolan et al. (2013). The profiler data were analyzed alone first through a
profiler HID method, then the radar data were analyzed through the HCA. The profiler
and radar hydrometeor identifications were then compared and contrasted with the
verification data in order to formulate a final, potentially improved classification.
There are several key questions that this research looks to answer. Strengths and
weaknesses of the radar hydrometeor classification and the profiler classification will be
identified. How well does the dual polarization radar hydrometeor classification
algorithm identify hydrometeor types versus the profilers? What additional hydrometeor
types can be identified when profilers are used along with hydrometeor classification
algorithm? Do profilers reduce the uncertainty in the hydrometeor classification
algorithm? Does the hydrometeor classification algorithm (and profiler analysis) work
better at lower levels or at higher levels? Lastly, and most importantly, will using
profiler measurements along with a hydrometeor classification algorithm on radar
observations enhance precipitation and hydrometeor classification and knowledge of
precipitation evolution in winter storms? A primary goal of this research is to highlight
the importance of the addition of the profiler data to the radar hydrometeor classification
algorithm for identifying precipitation transitions and hydrometeor identification.
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CHAPTER 2

BACKGROUND

Winter storms are among the most difficult to predict due to their rapid evolution
and complex nature. This is also true for determining the type of precipitation as well as
the amount and when and where it will occur. There has been much motivation to
improve understanding of the various conditions and processes occurring within these
storms. Many studies have used radar as a primary instrument to address hypotheses.
Others have used in-situ observations or even profilers to clarify the microphysical
processes. However, very few have compared and contrasted both radar and profilers
through a hydrometeor identification process to better understand processes,
microphysics, and determine hydrometeor types.

2.1

Precipitation Microphysics

Before analyzing precipitation characteristics, formation, and microphysics, it is
important to understand the various hydrometeor types and associated microphysical
processes. Stewart et al. (2015) succinctly summarized the definitions of ice, liquid, and
mixed-phase particles from sources such as The Glossary of Meteorology (Glickman
2000) among others. The official definitions of five precipitation types from this list will
be discussed: snow, sleet/ice pellets, wet snow, freezing rain, and rain. Snow is
4

comprised of white/ opaque, complex hexagonal branch formed ice crystals that often
collect into snowflakes. Sleet/ice pellets are pellets of ice that have a diameter of 5 mm
or less. Wet/melting snow contains a copious amount of liquid water in its form.
Freezing rain is supercooled liquid rain that freezes upon impact and can cause major
icing problems. Lastly, rain is liquid water drops that can range from ~0.1 mm (drizzle)
to 3-5 mm (up to ~8 mm) in diameter. Furthermore, Pruppacher and Klett (1997)
describe important microphysical processes that produce ice-phase precipitation:
deposition, riming (accretion), aggregation, and the freezing of liquid water drops.
Deposition occurs when ice particles grow via the diffusion of water vapor. An example
of a hydrometeor type that grows by deposition is ice/snow crystals. Riming, or
accretion, is the processes by which ice particles grow due to collisions with supercooled
drops that instantly freeze on the ice surface. Ice pellets are an example of ice particles
growing by riming. Additionally, ice crystals can grow by capturing other ice crystals
after a collision takes place. This process is called aggregation and snowflakes are a
classic example, but can also occur as single large crystals (Pruppacher and Klett 1997).
There has been substantial effort to understand the characteristics and processes
that contribute to the formation of winter precipitation. Many things, such as
temperature, humidity, and winds can change drastically and in a short amount of time
during winter storms so it is imperative to understand the processes that comprise these
storms (Crawford and Stewart 1995). However, this requires detailed observations of
thermodynamic profiles and precipitation types which are generally difficult to obtain in
the harsh winter environment. Stewart (1992) focused not only on the characteristics and
formation, but also the location of snow, ice pellets, and freezing rain within storms. The

5

location of his focus was called the precipitation-type transition region. The size of this
region ranges from less than 1 km to over 100 km. Snow usually falls on one side and
rain on the other side with mixed precipitation in between. For snow, aggregates are
composed of multiple ice crystal habit types such as dendrites, columns, and needles, and
can have fairly large diameters. However, the terminal velocity of snowflakes is around
1 m/s. Snow begins to melt at the ice surface, and then melting proceeds into the crystal
lattice. The snowflake collapses into a semispherical shape during advanced stages of
melting. Rimed or partially melted precipitation, such as wet snow that occurs above and
below 0°C, has a terminal velocity of around 2 m/s. Freezing rain, one of the most
poorly understood winter precipitation types (Stewart et al. 2015) often develops due to
an inversion produced by warm air over a subfreezing layer (i.e., air with T > 0°C
overlying air with T < 0°C). Liquid drops have higher terminal velocity of around 4-8
meters per second (Stewart 1992, Rogers and Yau 1989). Stewart et al. (2015) studied
the characteristics of precipitation and related processes particularly near 0°C. Various
kinds of precipitation can occur at 0° C such as freezing rain, ice pellets, and wet snow.
However, rimed particles require a bit more of a melting depth than pristine crystals do.
Temperature plays a major role in precipitation transition, but relative humidity also
exerts an important control (Smith et al. 2009). Ice precipitation can also occur as a
mixture that includes more than one ice type and involve partial phase changes. This
correlates with Crawford and Stewart (1995) who stated that winter storms are commonly
comprised of mixed phase precipitation. Stewart et al. (2015) suggest that reflectivity,
shear layer heights, and polarimetric information from radar are all very useful in
determining precipitation aloft and at the surface.
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A few studies have been performed that have focused on particular microphysical
processes. Thériault and Stewart (2007) studied how rising air coupled with a warm front
influences the formation of winter precipitation by simulating a precipitation transition
region. They found that weak vertical velocity, less than or equal to 10 cm/s, can greatly
impact the types and amounts of precipitation that form. Stewart et al. (1990) focused on
accretion and the complexity of the precipitation and atmospheric conditions during this
process. Cases investigated were usually associated with a warm front with saturated
conditions and moderate wind speeds. They found that during 73% of the accretion time
single hydrometeor types occurred, whereas during the remaining 27% of the time mixed
precipitation types occurred, such as snow/ice pellets. On the other hand, Zerr (1997)
studied the conditions required for freezing rain versus ice pellets using two theoretical
models. He found that melting characteristics associated with the temperature profile
aloft were more important than the refreezing characteristics at the surface for
precipitation types the surface.
Lastly, a few case studies bring all of the understanding of processes,
characteristics, and precipitation types together. Stark et al. (2013) examined two
nor'easters with the goal of understanding how rapid changes in the density of snow,
crystal habit, riming, and fall speed compare with changes in temperature, moisture, and
vertical motion. Locatelli and Hobbs (1974) presented measurements of fall speeds and
masses for different solid hydrometeors during winter events in Washington, considering
size, riming, aggregation, and density. They concluded that fall speeds increase with an
increase of maximum dimensions and mass of the particle. Densely rimed particles
exhibited fall speeds that were two times greater than the fall speed of unrimed particles.
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Thériault and Stewart (2010) and Thériault et al. (2010) both studied the formation of
precipitation types using a bulk microphysics scheme for modeling. Thériault and
Stewart (2010) developed the scheme used in the one dimensional kinematic model in
Thériault et al. (2010). This was done to study how sensitive hydrometeor types are to
temperature profiles and precipitation rate. It was shown that a small temperature
decrease of only 0.5°C, for a winter storm in Montreal, Canada in 1998, would have
significantly reduced the impact of this major icing event.

2.2

Profiler Observations

The addition of profiler and radiometer observations can provide invaluable
information to the study of various weather events. White et al. (2015) explains that
wind profilers, such as the 915 MHz Wind Profiler, measure winds in the planetary
boundary layer (PBL) and lists numerous ways in which the inclusion of wind profilers
are instrumental. The use of wind profilers allows for continuous data which can provide
information to identify embedded convection within a tropical storm that can be tornadic.
Furthermore, this data can be a supplement to aircraft observations that is not readily
available over land. Wind profiler data are useful for many different types of weather
such as thunderstorms, low-level jets, wind shear, and fronts (White et al. 2015).
Several studies have used various profilers and radiometers to understand the
kinematics and thermodynamics of different meteorological phenomena. Martner et al.
(1993) showed much confidence in usage of profilers and radiometers through the
comparisons between radio acoustic sounding system (RASS), microwave radiometers
and wind profilers at the three common frequencies 50, 404, and 915 MHz. Profilers
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have also been used to sample properties of convergent boundary zones, as in Karan and
Knupp (2006). This study analyzed data from a 915 MHz wind profiler, a 12-channel
microwave profiling radiometer (MPR), lidar ceilometer, Doppler sodar, and surface
observations on the UAH MIPS (Mobile Integrated Profiling System) platform during the
IHOP (International H20 Project) field campaign. In this case, two cold fronts, two dry
lines, a gust front and a combined front/bore were studied. Williams et al. (1995), on the
other hand, used 915 MHz wind profilers to build an algorithm to classify different
regimes of precipitating clouds, focusing more on stratiform and convective storms
within the tropics. Furthermore, profilers can be used to study bores and solitary waves
as well. Coleman and Knupp (2011) used the MIPS 915 MHz wind profiler and MPR as
well as the UAH ARMOR C-Band radar to study the vertical displacements of air parcels
by wave features from bores and solitary waves. These features can have a destabilizing
effect that can cause thermodynamic changes in the atmosphere. The 915 MHz wind
profiler showed these wave perturbations, and the MPR was helpful in defining the
vertical profile of temperature and water vapor as well as potential temperature.
Kim et al. (2009) used a vertically pointing wind profiler to understand the
stratiform rain melting layer. The primary goal of this research was to study
microphysics and kinematics of the melting layer as well as any impact of the mesoscale
downdrafts and the properties of precipitation below the melting layer. One of the
findings from this study was that contributions of aggregation and riming to the bright
band intensity are related to vertical profiles of several variables such as temperature,
relative humidity, and vertical air motion around the melting layer.
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One field campaign that focused on winter weather was the PLOWS (Profiling of
Winter Storms) field campaign. It sought to measure vertical air velocities in finescale
precipitation bands in winter cyclones (Cronce et al. 2007). Using MIPS 915 data from
this field campaign, vertical motions were derived within bands of winter cyclones using
the Doppler spectra. Cronce et al. (2007) used an adaptation of the “lower bound method”
that accounted for spectral broadening caused by the mean horizontal wind, turbulence,
and the vertical shear of horizontal wind. They found that vertical air motions ranged
from -4.3 to 6.7 m/s with an error of ±0.6 m/s.
Furthermore, May and Keenan (2005) sought to use profilers to provide ground
truth to radar microphysical classifications. The goal of their study was to verify
accuracy and find any limitations with the C-Pol radar results using profilers. They also
compiled a table of typical (S-Band) polarimetric radar values for different hydrometeor
types as well as the corresponding temperatures. Lerach et al. (2010) also created a
simplified radar HID using 2875 MHz (S-Band) profiler reflectivity and temperature to
compare with the NCAR S-Pol dual polarization radar to study the vertical structure of
mesoscale convective systems during the NAME (North American Monsoon
Experiment) project. The goal was to improve the predictability of the precipitation in
the warm season. The simplified HID was adjusted using the fuzzy-logic S-Pol HCA and
proved effective since it had similar structures to the HCA. However, identifying the ice
hydrometeors as they melted below the melting layer was difficult. Their work, similar
to the current study, was applied to warm season precipitation, and a computer algorithm
was developed. The current study uses a manual profiler HID for winter precipitation.
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Williams et al. (2007) also studied cases from the NAME project, but focused
more on the profilers and their observations. The goal was to study the vertical structure
and determine a vertical profile of rain drop size distributions as well as vertical air
motions to better understand the microphysical processes with ocean and continent rain
regimes. This study used a 449 MHz, 915 MHz, and 2875 MHz wind profiler, with the
understanding that as the frequency increases there is more sensitivity to Rayleigh
scattering from precipitation. The TRMM (Tropical Rainfall Measuring Mission)
Precipitation Radar (PR), which is a satellite-based radar, was used to compare the
profiler results. Using profiler, radar, and disdrometer data from the TEFLUN-B (TexasFlorida Underflight-phase B) ground validation field campaign, Williams et al. (2005)
calibrated and monitored the reflectivity from a scanning weather radar using a vertically
pointing profiling radar. The two profilers used were a 915 MHz and 2835 MHz wind
profiler as well as a RD-69 surface disdrometer and the KMLB WSR-88D S-Band radar
located in Melbourne, Florida. This study noted that there is difficulty in quantifying the
uncertainties of estimates from precipitation due to the variability in the precipitation
itself. But, it was found that even though there was large variability between the
individual matched observations, the precision of the series of observations was useful.
Also similar to the current study, Coleman et al. (2014) examined a northern
Alabama storm from February 2007 in order to understand the dynamics of the
precipitation change over the time of the event. Since it is difficult to locate mixed
precipitation using only radar, Coleman et al. (2014) used the UAH MIPS 915 and MPR
as well as a Parsivel disdrometer along with the UAH ARMOR C-Band radar. It was
found that the precipitation transition from snow to sleet to freezing rain to finally rain
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was associated with warm advection. Whereas the terminal fall speed for snowflakes is
approximately 1 m/s, the 915 Doppler spectra helped determine that the terminal velocity
of the freezing rain was about 5.7 m/s. Furthermore, the fall speed of mixed precipitation
was shown to be roughly 4.5 m/s. Thus the profiles of temperature from the MPR and
the velocities derived from the 915 were very important additions to help understand
precipitation types in this event (Coleman et al. 2014).

2.3

Radar Hydrometeor Classification Algorithm

One way to utilize radar observations to determine hydrometeor type is by using
thresholds for the polarimetric variables predetermined in previous studies. This can be
done manually, or automated with an algorithm based on dual polarization variables.
Bringi and Chandrasekar (2001) describe the basis for the hydrometeor classification
algorithm. Several methods can be used to construct hydrometeor classification
algorithm: (1) the decision tree method, (2) Boolean decision logic, and (3) the fuzzylogic scheme. The most preferred method of these three is the fuzzy-logic scheme due to
its use of simple rules versus analytical equations that result in decisions based on
overlapping of hydrometeor type boundaries from the polarimetric variables. This makes
it easier to perform the HCA (Bringi and Chandrasekar 2001). Straka et al. (2000)
compiled information about bulk hydrometeor types and amounts from polarimetric radar
to be used in rule-based algorithms, such as ones that use the fuzzy-logic scheme. Fuzzylogic is composed of four parts: fuzzification, rule inference, aggregation, and
defuzzification as shown in Figure 2.1 (Bringi and Chandrasekar 2001).
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In the first step, fuzzification radar measurements (e.g., reflectivity, differential
reflectivity, and correlation coefficient) are converted to fuzzy sets. This relationship at a
certain range is seen through the membership beta functions (MBF), an example of which
is displayed in Figure 2.2 (Bringi and Chandrasekar 2001).

Figure 2.1: Diagram containing the four processes that comprise the fuzzy-logic
hydrometeor classification scheme (Bringi and Chandrasekar 2001).

Figure 2.2: The membership beta function shows the relationship between fuzzy sets and
crisp input over a range (Bringi and Chandrasekar 2001).

The equation below depicts how the MBFs are calculated.
beta

m a b
( -m)
a
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2 b

(2.1)

The three parameters that define the shape of the MBF are the center (c), width (a), and
slope (b). The MBFs are the most important component of the fuzzification process,
especially their shape, because they determine how well the fuzzy-logic classification
performs (Bringi and Chandrasekar 2001).
Numerous rules are then developed as IF-THEN statements that describe the
fuzzy-logic system, called a rule base. Everything needed to know about the fuzzy-logic
model is held within the MBFs and rule base. The rule inference process determines the
strength of the results of the rule base. This process is illustrated in Figure 2.3 (Bringi
and Chandrasekar 2001).

Figure 2.3: IF-THEN statement, or rule is determined in the box. Resulting potential
hydrometeor types are then defined (Bringi and Chandrasekar 2001).

The next step, the aggregation process, determines the overall fuzzy region (all possible
results from the rule base during the rule inference process). The hydrometeor
classifications found during the aggregation process can be seen in Figure 2.3. The most
commonly used aggregation techniques are additive and max aggregation. Here, max
aggregation is used to obtain net results (max results) of the fuzzy sets for each rule
inference output (Bringi and Chandrasekar 2001).
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Figure 2.4: Results of the rule inference process (Bringi and Chandrasekar 2001).

Lastly, defuzzification determines the final value (C) of the results determined that best
represents the output of the fuzzy set. A more detailed, final process flow chart diagram
of the HCA is shown in Figure 2.5 (Bringi and Chandrasekar 2001).

Figure 2.5: Detailed diagram of the fuzzy logic classification process (Bringi and
Chandrasekar 2001).
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Numerous studies have used the fuzzy-logic scheme in hydrometeor classification
algorithms. Vivekanandan et al (1999) performed a classification technique, using SBand radar data, that was based off of the fuzzy-logic scheme that was basic enough to be
used in real-time. This technique used a slightly different form of the fuzzy-logic scheme
than previously mentioned because it used additive aggregation. The fuzzification was
performed by assigning all the particles to a value between 0 and 1 from the
corresponding trapezoidal MBF. These were then multiplied by the certain weight
assigned and then added together for each hydrometeor. The largest value of the
weighted sum determined the hydrometeor type.
Park et al. (2009) also used radar data from a prototype WSR-88D during the
JPOLE (Joint Polarization Experiment) field campaign in Oklahoma. The purpose was to
test an HCA developed by NSSL personnel during the field experiment, showing the
performance of the algorithm during a mesoscale convective system event in Oklahoma
in 2005. This study also used the fuzzy-logic scheme, but used additive aggregation as
Vivekanandan et al. (1999) did, and also used trapezoidal MBF shapes for ten different
hydrometeor classes. This HCA differed from others because it included the location of
the melting layer by using a detection algorithm (MLDA) also developed by NSSL. This
HCA was eventually accepted for the first release of the upgraded WSR-88D network
(Park et al. 2009).
Up to that point, HCAs had been primarily applied to S-Band radars; however,
Dolan and Rutledge (2009) developed an algorithm to apply to X-Band radars using
theoretical simulations to determine approximate ranges for seven hydrometeor classes.
This study used T-matrix and Mueller-matrix model techniques in the simulations. These

16

took into account microphysics and canting angle, particle size distribution, and the
elevation angle and volume of the radar scan. As with a few of the others mentioned, this
HCA also used the fuzzy-logic scheme with the additive aggregation method. The results
were compared to other S-Band radar HCA results and were shown to have performed
fairly well and had similar attributes (Dolan and Rutledge 2009). Later in 2013, this
algorithm was expanded for C-Band radar (Dolan et al. 2013). Usage of C-Band radar
data provides difficulty in terms of Mie scattering, resonance, and attenuation. This
research emphasized the need for attenuation and propagation correction for the C-Band
radar. Both the X-band HCA (Dolan and Rutledge 2009) and the C-Band HCA (Dolan et
al. 2013) gridded the radar data to reduce variability and noise. Dolan et al. (2013) were
successful in creating a radar HCA for C-Band and implementing it on convective cases
from Darwin, Australia. A range of values for the dual polarization variables and also
temperature for various hydrometeor types was also developed.
Furthermore, Thompson et al. (2014) expanded upon this HCA to create an
algorithm, useable for X, C, and S-Band radars, that provided more classification detail
for the winter precipitation types above the melting layer. However, this algorithm
focused on stratiform winter cases. The data must be processed for attenuation and
propagation. Zdr should also be corrected for biases within 0.2 dB. The HCA uses most
current observations and understanding of various ice types such as dendrites, plates, and
sleet for the ranges of values for the radar MBFs, taking into account the wavelength of
the radar. Although, the HCA uses temperature to be able to discriminate between
freezing rain and sleet below the melting level. The results showed that the HCA tended
to perform better at lower wavelengths because Kdp is the heaviest weighted variable for
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snow classifications. Overall this algorithm would be useful to investigate melting and
microphysical processes in winter storms.
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CHAPTER 3

DATA

3.1

Data Collection

The data for this case study originated from a variety of sources. The profiler
data are derived from the MIPS instrumentation platform stationed at UAH. Another
integral platform is the ARMOR dual polarization C-Band radar located at the Huntsville
International Airport, and operated by the UAH Atmospheric Science Department. The
second radar is the KHTX WSR-88D S-Band dual polarization radar located in Hytop,
Alabama. Lastly, a collection of synoptic and verification data are used to assess this
case and verify findings.

3.1.1

Radar Data

The raw IRIS ARMOR data files were converted to universal format (UF)
(Barnes 1980) and sweep files for input to the SOLO3 program, and viewed as Plan
Position Indicator (PPI) images. Hubbert and Bringi (1995) developed an iterative
filtering technique to better account for Mie scattering for improved Kdp estimation. This
was used to process the Kdp for the ARMOR data. Propagation and attenuation were
corrected using methods formulated from Carey et al. (2000) that utilized differential
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propagation phase to estimate horizontal and differential attenuation at C-Band. The
Python ARM Radar Toolkit (Py-ART) (Helmus and Collis 2016) was used for both the
ARMOR and KHTX data for use in the radar HCA and KHTX was visualized using
GR2Analyst. When loaded into SOLO3 (or through Python or GR2Analyst), the data
were visualized to show the dual polarization variables Z, Zdr, Kdp, and hv.
ARMOR scanned only four elevation angles (0.7°, 1.3°, 2.0°, and 2.7°) during
this event since special research operations were not conducted for this event. However,
according to the ARMOR operator log, the scan strategy during February 18-25, 2015
was changed to 300 m gate spacing, a PRF of 500 Hz, and a pulse width of 2 μs. Thus,
the radar scanned slower than normal. This was done to address difficulty with snow
shower detection in order to pick up lighter precipitation during this time. KHTX on the
other hand had the normal gate spacing of 250 m, but the elevations angles varied due to
the Automated Volume Scan Evaluation and Termination (AVSET) program that filtered
out unnecessary scans at higher elevation if there was not anything of value captured by
the radar by the proceeding elevation angle scan in order to produce faster scan updates
(NOAA 2010). This meant that there was varying elevation angles for certain times
during 21 February. However, there were only five elevation angles from 20 February:
0.6°, 1.6°, 2.6°, 3.6°, and 4.6°. This did not vary. The angles for 21 February included
0.6°, 1.5°, 2.5°, 3.5°, 4.4°, 6.1°, 10.0°, 14.7°, to 19.6°. Most of the time the maximum
elevation angle was 10.0° since there was nothing to capture by proceeding with the next
elevation angles. However, for this study and HCA, only the lowest four elevation angles
are considered in order to be consistent with the four elevation angles available from
ARMOR. There also was not much more information gleaned from elevations higher
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than 4.4°/4.6° because the storm had for the most part already been topped. KHTX was
ultimately included because ARMOR only had the lowest four elevation angles available,
with the maximum of only 2.7°. As a result, ARMOR sampled only a small fraction of
the melting level, through Zdr and hv (Figure 3.1).

Figure 3.1: SOLO3 image of ARMOR Z (top left), Zdr (top right), Kdp (bottom left), and
hv (bottom right) at 0932 UTC. The melting level bright band can only be seen in Zdr
and hv.

KHTX provided much needed information above ARMOR, which provided the entire
melting measurements of Z, Zdr, Kdp, and hv (Figure 3.2). One limitation of using
KHTX is the 56.33 km range from the MIPS location as compared to ARMOR (14.4
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km). Therefore, ARMOR serves as a more surface-based radar versus KHTX having
more aloft information. However, it should be noted that there is approximately a 236 m
gap in between the highest elevation angle of ARMOR (2.7°) and the lowest elevation
angle of KHTX (0.6°) at the MIPS location.

Figure 3.2: GR2Analyst images of KHTX Z (top left), Zdr (top right), Kdp (bottom left),
and hv (bottom right) at 0935 UTC. The melting level bright band can be seen in every
variable.

Radar reflectivity factor (Zh), differential reflectivity (Zdr), correlation coefficient
(ρhv), and specific differential phase (Kdp) were examined from the ARMOR C-Band
radar with respect to the MIPS location, which is roughly 52.6° at 14.4 km from ARMOR
22

according to Google Earth. The data were also used as an ingredient to the fuzzy-logicbased hydrometeor classification algorithm (HCA) developed by Brenda Dolan and
others at Colorado State University (Dolan and Rutledge 2009, Dolan et al. 2013, Dolan
et al. 2014). The output of the HCA was used to verify precipitation transition
hypotheses from the MIPS instrumentation. A Zdr positive bias was not considered
because the values were generally between 0-1 dB for both 20 February and 21 February.
There were a few times of 2 dB signatures on 20 February, but accounting for any bias
would be subject for future work to refine the radar HCA results.
The KHTX WSR-88D S-Band radar located in Hytop, Alabama is 56.33 km at
246° from MIPS according to Google Earth. Again, it was important to include this data
even though this radar is a fair distance away from the area of interest because ARMOR
had four elevation angles, the maximum of which extended to only about 700 m above
the MIPS location. With the KHTX radar higher elevations above the MIPS were
available for analysis, including the melting level. The lowest distance above MIPS that
the KHTX radar can reach is 900 m (with the lowest elevation angle of 0.6°). The radar
has elevation angles ranging from 0.6° through 4.6° for the first seven hours (1700-2300
UTC). For the last twelve hours, elevation angles range from 0.6° to as high as 19.6°.
An elevation angle of 4.6° is roughly 5000 m above MIPS, and therefore KHTX covers
the upper extent of the storm where ARMOR could not. However, there are limitations
to using KHTX. The distance between it and the MIPS location is fairly large, which
could introduce errors by means of poorer resolution, beam broadening, and even the
possibility of anomalous propagation due to a modest but deep temperature inversion.
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3.1.2

MIPS Data

The 915 MHz wind profiler provides information about vertical variation of
precipitation intensity and motions through vertically pointing measurements of signalto-noise ratio (SNR), radial velocity (W), spectral width (SW), and a vertical profile of
time-averaged horizontal winds. The 915 data were processed through the NCAR
Improved Moments Algorithm (NIMA), to clean up any noise or bad data. The data were
plotted using a Java-based Proftool program through PV-Wave and adjusted for the
desired time frame and height to provide quick look images of the SNR, SW, and W
time-height sections, vertical profiles of these quantities at a fixed time, time series at a
fixed height, and generation of Doppler spectra. These images are analyzed for
precipitation transitions through vertical motion and returned signal as well as
precipitation identification using the 915 moments and Doppler spectra. Furthermore, the
SNR data were converted to reflectivity factor (Z) to better compare with the ARMOR
and KHTX radar reflectivity factor values at heights corresponding to the different
elevation angles of each radar. The Doppler spectra are also analyzed to infer times at
which riming or other microphysical processes could be occurring.
The MPR (microwave profiling radiometer) measures atmospheric emissions near
the water vapor and oxygen absorption bands (Karan and Knupp 2005). MPR parameters
include in situ pressure, ambient temperature, and relative humidity; infrared
temperature, integrated liquid water, and vertically integrated water vapor as well as
vertical profiles of temperature and water vapor density. However, the most important
parameters are the temperature profiles and integrated liquid water. The MPR ASCII
data were visualized through Microsoft Excel to give time series plots, and the MPR's
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thermodynamic data were plotted using IDL as well. These data, more specifically the
integrated liquid water, were overlaid on the 915 Profiler Proftool images of the three
moments (SNR, W, and SW) to determine microphysics for precipitation transition. The
MPR temperature data were used along with radar data in the radar HCA. The MPR
estimated soundings are also used to help determine the potential height of the melting
layer along with the 915 moments and radar dual polarization retrievals.
The MIPS ceilometer shows backscatter from aerosols, clouds, and precipitation,
and also defines cloud-base heights and (theoretically) extinction in precipitation. The
depth of the ceilometer data was determined based on the cloud base height of the
system, and for this case study only ceilometer data up to 4 km will be used since the
images show the cloud base to be under 3 km. Lastly, the UAH surface station, located
adjacent to the MIPS, was used to provide information about surface pressure, surface
temperature, relative humidity, surface wind speed and direction.

3.1.3

Synoptic and Verification Data

Storm Prediction Center (SPC) archive mesoanalysis charts, mesoscale
discussions, and upper air charts for 850, 700, 500, and 300 hPa pressure levels were
used to help understand the synoptic processes of this event (NOAA SPC 2017).
Information from the NWS in Huntsville such as event reports presented by Carcione et
al. (2015) were also analyzed to verify precipitation identification and transition findings
from the MIPS, ARMOR, and KHTX measurements. Local storm reports archived by
the Iowa Environmental Mesonet (IEM) group (IEM 2017) and data from the NOAA
Meteorological Phenomena Identification Near the Ground (mPING) mobile application
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(NOAA NSSL 2017) were used as well to verify hydrometeor types at the surface and
transition times. Personal pictures from the 1900-2030 UTC time period were also used
for verification since they were captured at Sunlake at Edgewater Apartments in
Madison, AL, 9.71 km at 225.5° (southwest) from the MIPS location.
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CHAPTER 4

METHODOLOGY

4.1

Case Selection

The first step in this methodology was to pick an event that included precipitation
transitions and different hydrometeor types according to the main research questions.
The winter storm event from 20-21 February 2015 was reported by the NWS in
Huntsville to have different precipitation as various times during the event (Carcione et
al. 2015). Due to this and the array of instrumentation available for analysis, this event
was chosen. The data were analyzed for precipitation type at the surface as well as
precipitation transitions based off thresholds found in literature. The main goals were to
analyze (1) the 915 MHz wind profiler and MPR data from the MIPS platform through a
generated profiler HID, (2) analyze the radar data through a hydrometeor classification
algorithm, and (3) compare the profiler classifications to the radar classification. This
was done to show the importance of the addition of the profiler data to the radar HCA.

4.2

ARMOR and KHTX Radar HCA Methodology

The HCA was performed on the ARMOR and KHTX data to expedite the process
of hydrometeor identification. The HCA output for both radars is compared with the 915
and MPR profiler data, as well as verification data for validation and formulating
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conclusions of hydrometeor type and transitions. The HCA was performed using the
Python ARM Radar Toolkit, Py-ART (Helmus and Collis 2016), and through code from
Colorado State University's CSU_Radar_Tools (Dolan et. al 2014). ARMOR data in
universal format (UF) (Barnes 1980), and height and temperature data from the MPR
which corresponded to the time of the ARMOR file, were inputted into the algorithm.
The default weights for this algorithm are Z: 1.5, Zdr: 0.8, Kdp: 1.0, hv: 0.8, LDR: 0.5 and
T: 0.4. Tests were conducted with several iterations of the weight values to generate
better results. Generally, it was determined that Kdp was a bit high for both radars in this
case.
For the ARMOR HCA weights, Z was weighted at 1.5, Zdr at 1.0, Kdp at 0.5, hv at
0.8, LDR at 0.0, and temperature at 0.8. Z was weighted the highest due to it being the
most important dual-polarization radar variable since it is sensitive to concentration, drop
size, and to dielectric as well (Rinehart 2010). Zdr was rated a little lower than
reflectivity, but was rated second highest because it is useful for melting layer detection
(Thompson et al. 2014). Zdr can distinguish between the effective sphere (0 dB) for ice
versus melting ice and liquid hydrometeors (higher Zdr) very well due to the dielectric of
ice being much lower than for rain and also because of its sensitivity to shape,
orientation, density, and particle phase (Andrić et al 2013). Kdp was rated lower since it
is more sensitive to stratiform precipitation (Thompson et al. 2014) and this case did not
have a classic stratiform set up until closer to the end of the time frame where the bright
band melting layer was more robust. Furthermore, Kdp is also more responsive to rain
than ice because of the dielectric constant difference and orientation of the particles
according to Andrić et al (2013). hv was weighted a bit higher since it is also a good
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indicator of the melting level and for mixed precipitation. This is because it is sensitive
to particle shape, orientation, and particle composition (liquid versus ice), and therefore
would be near 1 in rain and decrease with a mixture of ice and rain (Andrić et al 2013).
LDR was given a weight of 0.0 since it was not measured by ARMOR. Lastly,
temperature is critical for transitions of precipitation so it was weighted a bit higher at
0.8.
For the KHTX data, the weights were the same except Kdp was weighted a bit
higher at 0.75. Kdp was adjusted slightly for the KHTX HCA because KHTX showed
more of the melting level which was higher aloft than the elevation angles of ARMOR
could entirely view. The melting layer was seen not only in Zdr and hv, but also in Kdp
and Z (see Figures 3.1 and 3.2). Kdp is an important variable for ice particles above the
melting layer bright band (Thompson et al. 2014). Although Kdp at S-Band should be
less sensitive due to frequency, it was ultimately weighted heavier since the melting level
was present in KHTX and the radar saw more above the melting level than ARMOR. It
is important to note that the polarimetric variable weights were adjusted but the MBFs
were not. This could be a subject of future work for better comparison with the profiler
HID as well.
The limitations of the dual polarizations variables in winter precipitation are
important to consider. Rinehart (2010) describes that including the difference in
dielectric between ice and rain, instead of assuming liquid, would have an effect on the
return power (for reflectivity). This can be seen in the bright band where a change from
ice to rain would give a boost in return power by about 7 dB. Without further
information such as density, it is also hard to differentiate between various ice crystal
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types. One issue with the HCA is that the fuzzy-logic scheme has much overlap between
the different hydrometeor types. The radar does not always have all the information such
as dielectric, density, fall speed, and mass to differentiate well between hydrometeors.
Furthermore, radars cannot always detect snow storms as well because they are more
shallow as opposed to convective rain events. This is due to the nature of radars in
general since they are not surface-based instruments (Rinehart 2010). This can be seen in
a phenomenon such as freezing rain as well. It would be very difficult to know for sure if
freezing rain would occur since it occurs upon impact with the surface. The radar would
only have information about the temperature at heights between the first and last
elevation angle. It could see the inversion layer and subfreezing layer through the
temperature profile inserted into the algorithm, but it would not necessarily have enough
information for a confident surface classification like freezing rain. Another source of
difficulty can come from the lack of RHI (range-height indicator) scans to show the
vertical profile details of the storm from the radar, as was the case for the current study.

4.3

915 MHz Wind Profiler and Radar Reflectivity Comparison

Like in Kim's (2008) PhD dissertation, the radar and the 915 reflectivities were
compared (not necessarily accounting for wavelength differences) by converting the 915
SNR to reflectivity. From the 915 moment files, time-height plots of SNR were
generated using Python coding for the heights that closely corresponded to the four
elevation angles throughout the time period from ARMOR as shown in Table 4.1. In
order to better compare the data from the 915 to ARMOR, the 915 SNR data were
converted to reflectivity.
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Table 4.1: February 20-21, 2015 ARMOR elevation angles and corresponding heights
and the closest 915 MHz Wind Profiler measurement heights for the 915 SNR to
reflectivity conversion.
ARMOR Elevation Angle
ARMOR Height (m)
915 MHz Wind Profiler
Scan (°)
Range Gate Height (m)
0.7
180
190
1.3
334
316
2.0
513
505
2.7
692
694

This was done using the radar equation.
Z = C3 + Pr + 20log10(r)

(4.1)

The 915 radar constant, C3, was found via a scatter plot regression (Figure 4.1 below)
using reflectivity (Z) at the MIPS location from ARMOR at 2.0° elevation angle and the
corresponding SNR values at 505 meters from the 915 during a 4 hour time period of the
highest backscatter (SNR). The elevation angle of 2.0° was used in order to avoid ground
clutter from the radar and profiler. The SNR values at 505 meters were averaged using
the closest gates at 442 and 568 meters to reduce the scatter and to better represent the
area, since the radar beam broadens with distance. The top plot in Figure 4.1 shows that
there is a high correlation (Coefficient of Determination R2 = 0.78) between the ARMOR
reflectivity factor and 915 SNR. The trend line equation inputting ARMOR reflectivity
for x, 915 SNR (in lieu of Pr) and 0.51 kilometers (r) were used in the rearranged radar
equation to find C3.
C3 = [0.8818(ZARMOR) + 8.2307] - SNR915 - 20log10(r)

(4.2)

The values of C3 were then averaged to obtain a value of 5.85. The 915 SNR values at
190, 316, 505, 696 meters were converted to reflectivity factor using the above calculated
radar constant and radar equation (4.1). This is similar to Johnston et al. (2017) who used
SNR instead of Pr in the radar equation to find equivalent reflectivity factor for
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calibration of a FM-CW radar, assuming the noise temperature was constant in the
profiling radar and that it was independent of gain.

ARMOR Z vs 915 SNR (18-21Z Feb 20) - Estimation of Radar
Constant
40
915 SNR

30
20
y = 0.8818x + 8.2307
R² = 0.7843

10

-10.00

-5.00

0
0.00

5.00

10.00

15.00

20.00

25.00

30.00

35.00

ARMOR Reflectivity (dBZ)

915 SNR

KHTX Z vs 915 SNR (18-21Z Feb 20) - Estimation of Radar
Constant

-10.00

-5.00

30
25
20
15
10
5
0
-50.00
-10

y = 0.2134x + 9.8728
R² = 0.0533
5.00

10.00

15.00

20.00

25.00

30.00

KHTX Reflectivity (dBZ)

Figure 4.1: Scatter plot results for estimating the 915 MHz wind profiler radar constant
(C3). R2 is the coefficient of determination and the y = mx + b equation is used for
calculating C3. The top scatter plot is for the 915 versus ARMOR and the bottom plot is
the 915 versus KHTX. ARMOR reflectivity was taken at 2.0° and the corresponding
averaged 915 SNR height was 505 meters. KHTX reflectivity was taken at 0.6° and the
corresponding averaged 915 SNR height was 946 meters. The 915 has better correlation
with ARMOR than with KHTX.

A similar process was performed using the KHTX radar data since the reflectivity
and range from the radar changed as well as the 915 SNR range changed. However, a
surprisingly low value of R2 (0.05) between the 915 and KHTX was found as seen in the
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bottom scatter plot of Figure 4.1. Reasons for the poor correlation will be discussed in a
later section. Therefore, since there was very low correlation between the MIPS and
KHTX, it was not used in final comparison and the focus was set on comparing the
reflectivity between ARMOR and the 915.

4.4

915 MHz Wind Profiler and MIPS Data Analysis Methodology

The 915 MHz Wind Profiler Doppler spectra were then analyzed for potential
clues to microphysics and hydrometeor types during the event. The Doppler spectra
show the spectrum of velocity for a fixed height, or gate. Doppler spectra moments
consist of vertical plots of each moment (SNR, W, and SW) at times of interest during the
entirety of the time period as well as time series plots of each moment at various heights.
The vertical profile of horizontal wind (Vh) is also derived from these moments. The
times that were chosen for both the radar HCA and the profiler HID were times where the
combined returns from each showed precipitation transition. The main times of interest
were 1700, 1800, 1900, 2000, 2100, and 2200 UTC from 20 February and 0330, 0430,
0830, 0930, and 1000 UTC from 21 February, however, a few extra times were examined
during the 1700-2100 UTC time period for the profiler HID specifically to try to capture
more detailed changes during this time of precipitation variability. Therefore, it should
be noted that this is more of a temporal analysis.
The radial velocity at vertical incidence, W = w + VT as in Williams et al. (1995),
shows the downward or upward velocities of particles. It is important to note that an
assumption has been made that the velocity of air (w), is assumed to be zero since this is
not a convective storm and there are no upward velocities present in the 915 W profiles.
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Although not considered for this study, a winter storm could have an updraft approaching
1 m/s, which would increase the overall W in analysis by 1 m/s. However, this is
unlikely in a stable event such as in this case. Henceforth, W is assumed negative for the
downward velocity and thus the negative sign dropped. Positive W is not referenced or
discussed because there are no upward velocities in this event. The spectral width (SW)
gives insight to variability in terminal fall speeds of hydrometeors and/or vertical motion,
and also the presence of turbulence.
SNR was converted to Z at various heights corresponding the radar elevation
angle heights as discussed above. However, Z was used instead of SNR in the analysis of
the hydrometeor types because Z is more of a universal unit. The ceilometer was an
important partner for the 915 data since it gave insights on the precipitation (if any) type
and cloud base. The MPR temperature and integrated liquid water (ILW) were analyzed
as well to verify (or not) the presence of liquid water, using a 1 mm threshold. For
example, a high ILW, an amount of 1 mm or higher, is more indicative of liquid in the
form of rain because of a higher concentration of water in the vertical column. It has
been seen through the Ontario Winter Lake-effect Systems (OWLeS) field campaign that
ILW does not exceed this value (1 mm) during snow events (Pennington 2017).
Furthermore, this coupled with an increase of temperatures (near or above freezing) could
point more to a liquid precipitation classification. Riming can also be inferred for ILW >
0 mm and T < 0°C at cloud levels.

34

4.5

Profiler HID Methodology and Radar HCA Comparison

All of these variables were combined into a flow chart of the profiler HID (Figure
4.2) to show the logic and methodology of the criteria for the different hydrometeor types
using the profiler data. The set up of the chart is similar to the radar HCA seen in Figures
2.3 and 2.5. In total, eight different hydrometeor types could be discerned from the
profiler data: dry snow (DS), aggregates (AG), rimed snow (RS), ice pellets (IP), wet
snow/aggregates (WS/AG), freezing rain (FZRN), rain (RN), and drizzle (DZ). The
criteria were determined from past literature studies on precipitation. Rinehart (2010)
notes that reflectivity (Z) is based on concentration of precipitation (N) and the drop
diameter (D) as in
n
i

i Di

However, another factor in reflectivity is the dielectric constant (

(4.3)
2

) which is 0.93 for

water and 0.17 for ice as seen in the radar equation given by Rinehart (2010).
2

c
r

r2

(4.4)

Pr is the return power, c1 is a radar constant, z is radar reflectivity factor and r is range.
The difference in dielectric can mean a difference of 7 dB when comparing ice and liquid
precipitation returns in reflectivity. Andrić et al (2013) note that rain is usually higher
given equation (4.3) because of a higher concentration and larger diameters. Rinehart
(2010) also presented a few ranges of reflectivity, but for S-Band. Drizzle had a range of
10-20 dBZ, rain 20-55 dBZ, snow 10-40 dBZ, and melting snow is less than 45 dBZ.
Ryzhkov and Zrnić (1998) also indicate that the reflectivity of snow rarely exceeds 40
dBZ and the reflectivity increases slower with hydrometeor size compared to raindrops
(for large snow that grow by aggregation). Therefore, generally the criteria give in
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Figure 4.2 for the profiler HID for reflectivity was lower for snow and higher for rain.
The criteria are also similar to the simplified HID Lerach and other (2010) created as well
as the ranges of reflectivity described by May and Keenan (2005).Reflectivity ranges are
also similar to those found by Dolan et al. (2013) for the C-Band radar HCA, except that
reflectivity for rain was higher (most likely due to the study focusing on more convective
events) and drizzle was extended to a maximum of 30 dBZ. However, these rules should
be given flexibility due to the variability of reflectivity because of differing storm
dynamics and structure as well as precipitation.
Precipitation terminal fall speeds summarized in Rogers and Yau (1989) as well
as in past literature (Locatelli and Hobbs 1974, Stewart 1992, Stewart et al. 2015) were
used to help differentiate the different hydrometeor types. In general, as noted by
Rinehart (2010), snow has a relatively low terminal fall speed when compared with rain.
Also, fall speeds would increase in the presence of melting (such as in the melting layer).
Williams et al. (1995) saw an increase in SW from 1.5 to 3 m/s in their research
classifying precipitating clouds in the tropics using a 915 MHz wind profiler. This
signature was associated with an increase in the drop size distribution due to the shape
change of individual hydrometeors as they fell through the melting layer. It was also
found that a broader Doppler velocity signature was also associated with a broader drop
size distribution showing that different hydrometeors have different fall velocities. The
change from solid to liquid phase could also have contributed to the increase in SW as
well. Therefore, in general the W is low for snow and higher for rain. The SW follows
this closely, with an average of 3 m/s in rain. There is not as much flexibility in the W
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and SW criteria as with the reflectivity (Z), but a little flexibility is given for values very
close to the thresholds.
ILW as discussed earlier would generally be lower in snow than in rain as seen
through cases during the OWLeS field campaign (Pennington 2017). Furthermore,
temperature is naturally lower in snow than in rain events. For snow, generally the
temperature is below freezing at the surface and aloft, which is why these thresholds are
seen in the temperature criteria for the snow precipitation. Zerr (1997) noted that for
freezing rain and ice pellets to occur, an elevated warm layer and a layer of subfreezing
air (at the surface) must be present. As the precipitation falls through these layers, ice
pellets would refreeze before hitting the surface whereas freezing rain would not refreeze
but hit the surface as supercooled drops. The temperature aloft in the warm layer needs
to be around 3°C for freezing rain to occur, but also the melting layer needs to be deep
enough. If the melting layer is not deep enough, then ice pellets would occur instead
(Zerr 1997). This is why the 3°C threshold was used for the temperature aloft for rain
and freezing rain. Ice pellets would then need a temperature of less than 3°C aloft in
order to form as seen by Zerr (1997). The surface temperature that differentiates between
rain and freezing rain would need to be above freezing for rain and below freezing for
freezing rain, in general. The ILW and temperatures are, like W and SW, not as flexible
as the Z criteria. However, it is best to look at all criteria in general to make the best
possible match to the hydrometeor type. It is important to note that since this is a manual
(not computer algorithm) HID; errors could be introduced because this is a human
subjective algorithm. Also, resolution of data (MPR, results from 915 reflectivity from
21 February) could also introduce error.
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After the classifications were made based on the profiler HID, the profiler HID
and radar hydrometeor classifications were compared along with the verification data to
create a final classification and transition determination to compare with verification data.
This was done by comparing both the profiler HID and ARMOR radar HCA side by side
at the times of interest (1700-2100 UTC, 2100-2300 UTC, 0330-0430 UTC, and 08301000 UTC). If the profiler HID had a better grasp than the radar HCA on what was more
probable to be occurring (taking into account verification data as well) the final
classification reflected this. If the profiler HID and radar HCA classifications agreed,
then the classification was not altered unless there was significant evidence to alter the
classification from the verification data.

39

CHAPTER 5

RESULTS AND ANALYSIS

5.1

Synoptic Set-up of Case Study

The Weather Prediction Center (WPC) surface analysis (NOAA WPC 2017) and
the Storm Prediction Center (SPC) Mesoanalysis Archive (NOAA SPC 2017) are used to
showcase the synoptic set up of February 20-21, 2015. From the WPC archived surface
analysis charts, at 1500 UTC on 20 February there was high pressure to the east of
Alabama and low pressure system over the Kansas/Oklahoma area. A stationary front
extended from this area of low pressure downward and to the east from Northern Texas
to just south of Louisiana. At 1800 UTC, this pattern slowly progressed northward with
the stationary front having moved into southern Alabama by 2100 UTC. From 00001200 UTC on 21 February, the frontal boundary moved northward, only getting to central
Alabama by 1200 UTC. Overall, the boundary moved slowly north/northeastward.
Furthermore, the temperatures increased as the boundary approached and the winds
shifted to a more southerly direction indicating advection of warmer air into the region.
The winds from 1500-2100 UTC averaged approximately 10 knots from the southeast,
but increased to about 15 knots from 0300-0600 UTC. By 1200 UTC, the winds
decreased to about 10 knots again, but backed to the south southeast. The only surface
station precipitation reported near Huntsville was freezing rain at 2100 UTC and 0300
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UTC at Muscle Shoals, Alabama. The station at Muscle Shoals also showed that the
temperature increased from 23°F to 40°F, and the dew point increased from 12°F to 31°F
over this time period.
The upper air charts archived by the SPC show the pattern of the atmospheric
flow at different pressure levels. The main levels that will be discussed are the 850 and
700 hPa charts because the estimated soundings from the MIPS MPR show an inversion
layer best defined at these levels. The 850 hPa chart at 1700 UTC initially shows a deep,
positively tilted trough to the west that eventually formed a cutoff low by 2200 UTC over
the Midwest. This cutoff doesn't last for long, as it is absorbed by the main trough again
by 0400 UTC on 21 February. For the most part, Alabama is located in the zone of
divergence. There appears to be shortwaves following along the flow as well, and the
cutoff low would further enhance the rate at which shortwaves would be generated and
help them progress much faster along the atmospheric wave flow pattern. This also
influences the wind direction, as it starts out more westerly and by the end of the time
period becomes more southerly. The wind speed increases from about 20 knots at 1700
UTC to a peak of about 80 knots at 1200 UTC, as well as a 9°C increase in temperature
over time as well, where there is a -4°C isotherm over Huntsville at 1700 UTC but
increases to 5°C by 1200 UTC.
At 700 hPa, there is a trough that eventually forms over the Midwest like in the
850 hPa charts. Winds at 1700 UTC tend to be from the west northwest and begin to
shift to be more westerly by 0000 UTC on 21 February. By 0900 UTC, the winds have
shifted completely to the southwest. The wind speeds change a bit, however. They start
at about 50 knots, but then decrease to 30 knots at 2300 UTC. By 0300 UTC wind
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speeds are at 40 knots and increase to about 50 knots again by 0900 UTC. There is a
region of high relative humidity (between 70-80%) just to the north of Huntsville at 2100
UTC. This humidity progresses southward and reaches its peak around 0900 UTC.
Temperatures also increase gradually. Temperatures start off at -7°C at 1700 UTC, but
increase to about -6°C by 2100 UTC and maintains this until 0300 UTC on the 21
February. Around 0600 UTC the temperature increases again to -4°C, but increases
closer to -3°C by the end of the time frame.
Another relevant chart to analyze is the critical thickness charts from the SPC
Mesoanalysis Archive. The main line of interest on the charts is the red 1000-500 mb
line (5400 m). The reason why this is important is it gives a good proxy as to where the
line of distinction between rain and snow is located. At 1700 UTC, this line is just south
of Birmingham, Alabama. By 2100 UTC the 1000-500 mb line is just south of
Huntsville and by 2300 UTC is progresses just north. The line is north of Alabama by
0200 UTC on 21 February and makes it into Virginia by 1200 UTC.
Therefore, from the surface, upper air, and critical thickness analysis information,
it can easily be deduced that there was enough forcing by the boundary, pressure
gradient, and shortwaves to help drive this storm system. Warm air was advected into the
region with the movement of the boundary which aided with the transition of
precipitation seen by the critical thickness charts. From these critical thickness charts,
there was a transition from snow to rain around 2300 UTC on 20 February, which also
correlates approximately to the freezing rain weather report on the surface analysis at
2100 UTC and better correlates to where the 0°C temperature isotherm is located over
Huntsville at 850 hPa.
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5.2

Radar HCA Results

The fuzzy-logic HCA developed by Colorado State University for use in Python
(Dolan et al. 2014), was used on both the ARMOR and KHTX radar data for this study.
As described in the methodology, the HCA weights for the ARMOR HCA were Z:1.5,
Zdr: 1.0, Kdp: 0.5, hv: 0.8, LDR: 0.0, and T: 0.8. The KHTX weights were the same
except for Kdp which was weighted at 0.75.
For the temperature data, the MPR provided the only local soundings as
soundings from Nashville, TN and Birmingham, AL were too far away from the MIPS
site (approximately 160 km and 134 km from MIPS, respectively) to be representative of
temperature at the MIPS location. The main focus for the HCA is at the MIPS location,
and at times necessary for further investigation due to potential transition: 1700 UTC,
2100 UTC, 2200 UTC, 0330 UTC, 0430 UTC, 0830 UTC, and 0930 UTC.

Table 5.1: HCA results from the ARMOR radar data for specific time periods of interest
predetermined by MIPS data. Precipitation types ordered by most prevalent. 1800-2000
UTC added to show possible variability in ice precipitation near the surface.
Elevation 1700 1800 1900 2000 2100 2200 0330 0430 0830 0930
Angle (°) UTC UTC UTC UTC UTC UTC UTC UTC UTC UTC
0.7
IC,
IC,
AG, AG,
AG, IC,
AG,
AG,
WS, RN,
VI,
AG
IC,
IC,
LDG VI,
IC
VI,
AG
AG,
AG
VI
VI
AG
IC
WS
1.3
IC,
IC,
AG, AG,
AG, IC,
AG
AG
RN, AG,
VI
AG
VI,
IC,
LDG VI,
AG
RN,
IC
VI
AG
WS
2.0
VI,
IC,
AG, IC,
AG
AG,
RN,
AG,
DZ, DZ,
AG, AG
IC,
AG
VI
WS
WS
WS WS
IC
VI
2.7
AG, AG,
AG, IC,
AG
AG,
RN,
DZ,
DZ
RN,
IC,
IC
IC
AG
IC,
WS
VI,
DZ,
VI
VI
WS
WS
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Table 5.2: HCA results from the KHTX radar data for specific time periods of interest
predetermined by MIPS data. Precipitation types ordered by most prevalent. Dashes
represent no classification/precipitation at the MIPS site. Note that the elevation angles
change slightly from 20 February to 21 February, as seen by the split columns under the
elevation angle tab. The first column defines the tilts from 20 February and the second is
from 21 February.
Elevation
1700
2100
2200
0330
0430
0830
0930
Angle (°)
UTC
UTC
UTC
UTC
UTC
UTC
UTC
0.6 0.6
VI, AG
AG,
VI, WS, WS, RN WS
WS
RN, WS
LDG
AG
1.6 1.5
VI, AG
AG, VI, VI
WS
WS,
WS,
WS, RN
LDG
AG, IC
RN, DZ
2.6
3.6

2.5
3.5

VI, AG
VI, AG

AG, VI
VI

-

AG, VI
-

-

VI, AG
VI, AG

VI, AG
VI, AG

To better analyze and compare the results from ARMOR and KHTX, the results were
made into two tables (Tables 5.1 and 5.2). Abbreviations for hydrometeor types are AG
stands for aggregates, IC for ice crystals, VI for vertical ice, LDG for low density
graupel, WS for wet snow, DZ for drizzle, and RN for rain. Figures 5.1 and 5.2 show the
ARMOR (1.3°) and KHTX (0.6°) HCA results from approximately 2100 UTC 20
February and 0930 UTC 21 February, respectively.
Figure 5.1 shows mainly aggregates closer to the surface from ARMOR over the
MIPS, but also shows some classifications of low-density graupel near the MIPS site as
well. The KHTX shows the beginning of a melting layer aloft (wet snow and rain
signatures) as well as low-density graupel. This correlates approximately with the 915
data of a bright band/melting layer starting to form at approximately 2130 UTC that is
discussed in a later section. The reason why the ARMOR radar did not see the bright
band at the same time as KHTX did is because it started higher (0.6° is about 950 m
including topographic elevation between the MIPS and Hytop, AL) than ARMOR could
scan at the time which was only 2.7° or about 700 m.
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Figure 5.1: CSU hydrometeor classification algorithm results for ARMOR 1.3° elevation
angle (top) and KHTX at 0.6° elevation at ~2100 UTC 20 February. Image is zoomed in
to the MIPS location (black dot - 14.4km at 52.6° for ARMOR, 56.33km at 246° for
KHTX).

The low-density graupel signatures around 2100 UTC on both HCAs is interesting
because graupel seems more of a convective storm precipitation type than one that occurs
much during winter storms. However, this could be an indication/misclassification of ice
pellets or sleet in addition to the aggregates classified for both radars.
Since freezing rain is not a category in the HCA, the signatures seen by ARMOR
from 0300-0400 UTC would reflect more the temperatures at the time. It is very difficult
to classify freezing rain since it is supercooled rain that freezes upon impact with the
surface, so the radar HCA would not be able to explicitly classify without additional
information. So, it is possible that the precipitation could have melted and then refroze
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when it hit the surface (freezing rain) or arrived at the surface as ice pellets due to the
refreezing of the rain before hitting the surface.

Figure 5.2: CSU hydrometeor classification algorithm results for ARMOR 1.3° elevation
angle (top) and KHTX at 0.6° elevation at ~0930 UTC 21 February. Image is zoomed in
to the MIPS location (black dot - 14.4km at 52.6° for ARMOR, 56.33km at 246° for
KHTX).

However, the radar data alone suggests the presence of ice pellets at the MIPS location
since no RN signatures were present. One thing to note is that the MPR vertical
resolution decreases with height. Therefore, the best data are within the first 1-2 km.
This could have contributed to potential errors as well, especially at the higher elevation
angles (KHTX). If this melting layer was forming aloft, the precipitation at lower levels
(ARMOR data) should be some kind of melting/melted precipitation as well, but this is
not the case according to the ARMOR HCA since there is no category for rimed ice or
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snow. A possible reason as to why ARMOR did not show any WS or RN signatures in
the lower elevation angles until 0830 UTC, is because the surface was much colder than
the air aloft. Figure 5.2 shows ARMOR and KHTX at 0930 UTC where aggregates, rain,
and wet snow are diagnosed in the ARMOR HCA results. This correlates with UAH
surface station temperature data and 915 profiler moments that will be discussed in more
detail in a later section.
Taking into account information by both radar HCAs, the near surface
precipitation is classified as snow, which transitions to a possible mix of ice precipitation
to potentially freezing rain/ice pellets, to wet snow/rain from 20 February to 21 February.

5.3

MIPS 915 MHz Wind Profiler Reflectivity versus Radar Reflectivity

The 915 SNR data were converted to reflectivity factor (Z) to provide a more
robust comparison with the radar-estimated Z. First, the radar constant for the 915 was
estimated by plotting 915 SNR (y-axis) against ARMOR radar reflectivity (x-axis) to
produce a scatter plot as described in the methodology (see Figure 4.1 above). The radar
constant found for the ARMOR and 915 comparison was 5.85, whereas for KHTX it was
0.48. ARMOR correlated very well with the 915 as can be seen in the time series plot of
915 converted reflectivity and ARMOR reflectivity in Figure 5.3. This figure shows the
ARMOR reflectivity at an elevation angle of 1.3° and the 915 reflectivity at the
corresponding height of 316 m. The overall patterns of reflectivity match extremely well
and at the peaks are within approximately 5 dB. However, the correlation between
profiler and ARMOR Z values tends to decrease over time. The radar constant should
not change unless the radar changes, so this is attributed to using 1800-2100 UTC 20
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February as the time period for the radar constant estimation. The mismatch in Z values
mainly after 0600 UTC 21 February was possibly due to a change in the 915 amplifier
output, which produced a low bias in 915 Z values on 21 February. Furthermore, on 21
February there are non-meteorological signals that appear from 0600-0800 UTC at higher
heights and were not considered.

Figure 5.3: The 915 MHz wind profiler reflectivity at 316 m (red) compared with the
ARMOR reflectivity at 1.3° (blue) from 1700 UTC 20 February through 1300 UTC 21
February (at the MIPS location).

The correlation between the 915 and KHTX was not as good as seen by the
bottom scatter plot in Figure 4.1 above, so it was ultimately not considered for
comparison with the 915. One explanation for the low correlation is non-standard beam
propagation or anomalous propagation as is discussed in Pamment and Conway (1998).
This can happen when nonstandard vertical gradients in temperature and/or humidity
(inversions) cause the radar beam to refract downwards. Moszkowicz et al. (1994) show
that anomalous propagation occurs when both a temperature inversion and a sharp
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vertical decrease of specific humidity exists. There was a substantial gradient in both
temperature and humidity from 0600-1200 UTC according to the MPR derived
soundings. From the UAH surface data, there was ample humidity during the latter part
of 20 February, but from 1700-1930 UTC there is a moderate amount. From the MPR
estimated soundings, there is a more pronounced inversion/warm layer signature during
20 February than during 21 February. However, the warm layer inversion is not as
defined during 21 February. This along with the decrease in humidity on 21 February
from 0300-1000 UTC could also have made a contribution. As described by Mesnard
and Sauvageot (2010) refractivity must be calculated in order to determine the
propagation. This involves temperature, pressure, and water vapor partial pressure (e)
which all can be derived from a sounding. Investigating deeper into the anomalous
propagation and refractivity was out of the scope of this project. But, if it was an
objective, the MPR estimated soundings could not be used due to the (poor) vertical
resolution of the MPR. Also, although there were two radiosonde soundings from early
20 February from the Redstone Arsenal, they were from 1200 UTC 20 February before
the time frame of interest (1700 UTC 20 February through 1200 UTC 21 February) and
ultimately were not enough to fully investigate refractivity.
Errors can also be attributed to the distance between MIPS to both radar locations.
KHTX is also 338m higher in elevation and, since KHTX is farther away, there is beam
broadening effects to take consider. The width of the radar beam is given by
WB = r*

(5.1)

where r the range to the MIPS site, the beam width of both radars is 1°, and  is
expressed in radians. The ARMOR WB is 0.257 km and the KHTX WB is 0.983 km over
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the MIPS location. Since the KHTX beam is broader over the MIPS site this could have
introduced some of the error. Also considering the beam of the 915 (9° beam width), the
ARMOR beam would be more likely to better correlate since the beams are closer and
lower than the KHTX.

5.4

Results from the MIPS and Profiler HID

5.4.1

Overview of the Temporal Evolution of MIPS Measurements

The MIPS platform is unique because of the many different instruments that can
measure atmospheric parameters. Measurements from the surface station, ceilometer,
microwave profiling radiometer (MPR), and 915 MHz wind profiler were analyzed.
Pressure, temperature (0.5-10 m), relative humidity, and wind (speed and direction) will
be discussed for the surface station. Clouds, cloud base, and potential precipitation
occurrences are defined by the ceilometer. The MPR data consists of thermodynamic
profiles of water vapor and temperature, plotted on skew-T sounding diagrams. In
addition, time series charts of ambient and infrared temperature, pressure, relative
humidity, and integrated liquid water (ILW) are utilized. Lastly, time-height profiles of
the Doppler spectrum moments SNR, spectral width (SW), and vertical particle velocity
(W = VT) from the 915 MHz Wind Profiler (915) provides valuable insight on
precipitation characteristics associated with this winter storm. Then, the information
from the 915, MPR, ceilometer, and surface data were combined to retrieve the
precipitation types and transitions through the profiler HID (Figure 4.2 above).
The three moments of the Doppler spectra, SNR, W, and SW, are shown in
Figures 5.4 and 5.5 overlaid with the MPR ILW line in black with the 1 mm threshold in
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pink (discussed further later). From 1700-2300 UTC on 20 February, SNR shows
precipitation signals below 5 km. This is true for most of 0000-1200 UTC 21 February
except from 0730-1000 UTC where the SNR signal exceeds 5 km altitude and rises to 6.9
km at 0930 UTC. The highest SNR signals (greater than 25 dB) are from 1930-2000
UTC, 2030-2130 UTC, 2230 UTC, 0300-0400 UTC, 0500 UTC, and 0830-1000 UTC.
Furthermore, a bright-band (BB) signature begins to appear around 2130 UTC near 1.75
km. The significance of a BB signature is the presence of a melting layer aloft. The BB
signal intensifies throughout the time period, with the most intense BB signature from
0800-0930 UTC on 21 February. The bright-band also increases in height from 1.75 km
at 2130 UTC to 2 km at 0000 UTC to about 2.3 km from 0800-0930 UTC. Due to the
enhanced SNR and BB signature, among others that will be discussed, many of these
times will be investigated further with the profiler HID.
The W, downward velocity (assumed negative, negative sign dropped), patterns
are low ranging from 0.75 to 3.75 m/s at 1700 UTC until about 2130 UTC on 20
February. Then, the W increases ranging from 2.25 to 6 m/s from the location of the
bright band to the surface, with the highest W of 5.5 m/s from 20 February measured at
approximately 2230 UTC. From 0000-1200 UTC on 21 February, the W increases
significantly. One period of high W occurred from 0300-0400 UTC, but the highest was
from 0830-1000 UTC. These two periods had W above 6 m/s (from the surface to just
below the bright band), but from 0830-1000 UTC had the longest duration and most
pronounced signal. The highest SW values (2.62-4.88 m/s) are from 2130-2230 UTC and
can be seen in the rain layer from the approximate location of the bright-band signature
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Figure 5.4: Stacked profiler figures for 20 February. The top box is 915 reflectivity.
The middle three boxes are SNR, W, and SW with MPR ILW overlaid (ILW - black line,
1 mm threshold - pink line). Bottom box is temperature in Fahrenheit at 0.5, 1, 2, and 10
m from the UAH surface station. Dashed black lines are times of precipitation transition.
52

Figure 5.5: Stacked profiler figures for 21 February. The top box is 915 reflectivity.
The middle three boxes are SNR, W, and SW with MPR ILW overlaid (ILW - black line,
1 mm threshold - pink line). Bottom box is temperature in Fahrenheit at 0.5, 1, 2, and 10
m from the UAH surface station. Dashed black lines are times of precipitation transition.
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(from SNR) to the surface. From 0000-1200 UTC, for the most part the highest SW
signatures are below the location of the bright-band. However, the highest SW signatures
during this time frame were at 0800 UTC closer to the surface and reach about 6 m/s.
From 0800-1000 UTC was the second highest section of SW. The signatures ranged
from 3.38-4.88 m/s over a height of 0.5-2.3 km (below the bright band).
One thing to note is the signal apparent in all three 915 moments from
approximately 0700-0800 UTC. There is no backscatter return on the ceilometer images
and low relative humidity was measured by the UAH surface station. This also correlates
with little to no signatures shown from both the ARMOR and KHTX radars over the

Figure 5.6: 20 February 915 MHz wind profiler derived horizontal winds from the MIPS
located at UAH. Note the veering of winds in the lowest 1 km and the lowering of 35
knot winds from 2 km to about 0.5 km aloft.
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MIPS location. The ceilometer also shows now backscatter during this time. Therefore,
this signal is thought to be related to ground clutter and not related to precipitation.
The Vh image (Figure 5.6) shows the horizontal winds from 1700-2300 UTC on
20 February and at 0000 UTC on the 21 February. No Vh wind field could be derived
with NIMA past 0000 UTC for 21 February. The winds are fairly low from the south
southeast at the surface from 1720-1900 UTC at about 10 knots. They then increase to
15 knots by 2030 UTC and are maintained through 0000 UTC. However, at about 2 km,
the winds are 35 knots approximately from the west southwest from 1700-000 UTC. It is
interesting to note the lowering of the 35 knot winds from 2 km to just under 1 km from
1700-000 UTC. Overall, the winds are increasing in intensity and are veering with
height, indicative of warm advection.
An important measurement from the MIPS MPR is the ILW as seen in Figures 5.4
and 5.5 overlaid the 915 moments. This measurement essentially determines the
vertically integrated value of liquid water, including cloud and rain water. For 17002300 UTC, the ILW stays below 1 mm until about 2130 UTC. During this time, the ILW
has two maximums at about 1730 UTC and 1830 UTC, but also at 2045 UTC where the
ILW reaches 1 mm. At around 2100 UTC, the ILW rapidly increases over the 1 mm
threshold to 1.72 mm. This happens again around 2230 UTC. From 0000-1200 UTC,
the ILW exceeded the 1 mm threshold four times from 0300-0330 UTC, 0400-0500
UTC, 0800-1000 UTC, and 1100 UTC. The three highest peaks of ILW during this time
were at 0300 UTC (2.43 mm), 0930 UTC (5.26 mm), and 1100 UTC (3.12 mm). The
peak at 0930 UTC was the highest measurement of ILW for this case study. All the
peaks in ILW over the 1 mm threshold correspond to relative humidity 75% or higher,
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and most correspond to modest peaks in ambient and infrared temperature. However, the
highest ILW peak at 0930 UTC actually occurs just after a sharp decrease in both
ambient and infrared temperature. It is possible that even though the environment is
warming, the precipitation during this time is making the temperature cooler via
evaporative cooling.

Figure 5.7: MPR water vapor (g/m3) and temperature (K) profiles from the MIPS located
at UAH. The top image is the water vapor profile and the bottom is the temperature
profile from 1700-1200 UTC. Water vapor increases over time as does temperature. A
maximum in both temperature and water vapor can be seen in both images at 1.5 km
starting approximately at 2130 UTC with the most intense signatures from 0400-1000
UTC.

The water vapor and temperature vertical profiles from the MPR show that,
overall, both increase over time (Figure 5.7). The water vapor density increases from 1
g/m3 to 2 g/m3 by 2000 UTC. From 0830-1200 UTC, the water vapor closer to the
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surface increased to 3 g/m3, whereas aloft the water vapor increased to 4-6 g/m3. The
temperature profile at the surface gradually increases from 270 K (-3.15°C) at 1700 UTC
to 272 K (-1.15°C) at 0300 UTC. The temperature at 0800 UTC is roughly 274-275 K
(0.85-1.85°C), but then the 0°C line dips down to the surface from 0900-1000 UTC.
Aloft, there is a significant warm layer at roughly 1-2 km that emerged around 2100 UTC
and intensified through 1200 UTC. The most intense warm pockets of temperature aloft
are from 0400-0600 UTC and 0800-1200 UTC 21 February with a temperature reading of
275 K (1.85°C).
The estimated soundings from the MPR are created using the temperature and
dew point profiles measured; therefore they are estimated soundings, not to be confused
with radiosonde balloon soundings. In these estimated soundings, an inversion/"warm
nose" feature occurs from about 950-700 mb (0.5-3 km AGL) throughout the majority of
the case. The 800 hPa level, which is approximately equivalent to 2.0 km AGL, was
chosen for the aloft temperature point because this is a location within the inversion
layer, and within a height where the MPR vertical resolution is reasonable. Table 5.3
shows temperatures from the MPR estimated soundings during the time frame that were
the least likely to be affected by snow accumulation on the MPR radome or
contamination by rain. Note that the presence of rain will produce a warm bias in the
MPR temperature retrieval. For example, from 0800-1000 UTC, the 850 hPa chart shows
roughly 5°C over the Huntsville area. Therefore, the warm bias may have been present in
the MPR at 0900 UTC, during a period of intense precipitation as seen by a period of
high SNR and ceilometer backscatter, that caused the temperature to spike artificially
high to 7°C at 2 km.
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Table 5.3: Estimated temperatures at the surface and aloft (800 hPa, 2.0 km AGL) from
the MIPS MPR estimated soundings. Times chosen are ones deemed less likely to be
contaminated by snow accumulation on the MPR radome or rain (warm bias).
Time (UTC)
Temperature at Surface (°C)
Temperature at 800 hPa
[2.0 km AGL] (°C)
1722
-3
-5
2002
-5
-2
0042
-2
1
0222
-2
2
0722
2
1

The soundings at 1722 UTC and 2002 UTC are typical "snow soundings" in the sense
that the temperature profile is < 0°C throughout this depth. By 0042 UTC, the inversion
layer has crossed the 0°C isotherm to 1°C at about 1.5 km (850 hPa), but was still below
0°C at the surface. At 0222 UTC, the temperature continues to increase at 2 km (2°C),
but the surface was still < 0°C. The temperature profile is completely above freezing by
0722 UTC, but the temperature aloft decreased to 1°C. The surface temperature at this
time increased to 2°C, however.
The MPR time series of infrared temperature (TIR) is dependent primarily on the
cloud base, but is influenced by the presence of precipitation (Figure 5.8). It
approximates the temperature of the cloud base provided that the cloud is optically thick.
Therefore, this measurement should be paired with the backscatter results from the MIPS
ceilometer. During 1700-2300 UTC, the TIR stayed below 0°C (273.15 K) with one sharp
decrease around 1930 UTC. The TIR values did not exceed 0°C (273.15 K) until around
0300 UTC. Except for a decrease at 0700 UTC, TIR increased and had two relatively
large peaks at 0712-0900 UTC and from approximately 1100-1200 UTC.
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Figure 5.8: MPR infrared temperature (K) from the MIPS located at UAH. The box on
the left is from 20 February and the box on the right is from 21 February. Infrared
temperature is the temperature at cloud base, so it can be seen in the images above that
the cloud base temperature was not over 273 K (0°C) until about 0300 UTC.

The MIPS lidar ceilometer provides information on both cloud base and times of
precipitation, defined by large values of lidar backscatter. Ceilometer extinction
(attenuation) also increases in snow environments where the visibility is reduced more
than in rain environments for the same precipitation rate. Precipitation of varying
intensity (and type) is indicated for the whole duration except for a few time periods on
20 February at 1700 UTC, 1800 UTC, and 2300 UTC but also at 0000 UTC and from
0730-0800 UTC on 21 February. Just looking at the ceilometer, there is more
backscatter, especially towards the surface, on 20 February than 21 February, perhaps
indicating that the visibility was lower. Since snow tends to reduce visibility more than
rain, this could be an indication that snow or ice precipitation was occurring. Around
2200 UTC striation patterns with some breaks in the backscatter begin to form and the
pattern is evident throughout the ceilometer image from 21 February as well. These
striation signatures may be liquid precipitation returns and this signature becomes more
intense by 1000 UTC. This correlates with the 915 measurements (and radar
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observations) that a melting layer bright band began to form at 2130 UTC and with the
periods of increased SNR from 2000-2100 UTC, 0300-0500 UTC, and from 0830-1000
UTC.

Figure 5.9: Ceilometer images from the MIPS located at UAH. The image on top is
from 20 February and the image on the bottom is from 21 February. The ceilometer
gives clues to cloud base and types of precipitation.

The UAH surface station measured a gradual decrease in pressure from 1002.5
mb at 1700 UTC 20 February to roughly 998 mb at 0000 UTC 21 February. Winds were
fairly calm at first averaging about 5 m/s from the east southeast at 125° but gradually
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increased to an average of about 6 m/s from a more southeasterly direction of 150°.
Temperature was measured at different heights from 0.5-10 m as seen at the bottom of
Figures 5.4 and 5.5. The differences in temperature were greater at the start of the time
period but became closer in value by 2300 UTC and were closer in measurement until
0600 UTC where the temperatures at the highest and lowest heights started to differ
slightly. At 1200 UTC, the temperatures at 10 m and 0.5 m were different by about 1°F.
The temperatures overall were below freezing until about 0600 UTC on 21 February
when it continued to increase to about 38°F by 1200 UTC. Relative humidity started out
at approximately 45% at 1700 UTC but increased substantially to about 90% by 2000
UTC (Figure 5.10).

Figure 5.10: Surface relative humidity from the UAH surface station. The box on the
left is 20 February and the box on the right is 21 February. The increase in RH from
1900-2000 UTC is indicative of evaporation since temperature is decreasing at the same
time. When the RH is near 100% (2000-2300 UTC), the temperature and dew point are
near the same. Lastly, the reduction in RH on 21 February can be attributed to warm air
advection (increase in temperature). The dashed black lines are times of precipitation
transition as in Figures 5.4 and 5.5.

This is maintained until 2300 UTC when it decreased to 65% at 0300 UTC and again to
under 40% at 0800 UTC under continued warming.
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5.4.2

Profiler HID using the MIPS Measurements

Much can be inferred about the precipitation types and transition times when all
the profiler data are combined, such as in Figures 5.4 and 5.5. Figure 4.2 above, the
hydrometeor identification (HID) flow chart, shows the criteria for certain hydrometeor
types for the profiler data and eight different hydrometeor types identified. The data
were organized at times of precipitation transition and other times of interest on 20
February into a table (Table 5.4 below) to better assess and implement the profiler HID
process. The 915 Z, W, SW, the MPR ILW and estimated soundings, the UAH surface
station temperature (T) and RH, as well as the ceilometer backscatter, show that there
were nine times of hydrometeor transition.
On 20 February at 1700 UTC, it is possible that both dry snow and aggregates are
occurring; however, with little to no backscatter on the ceilometer until 1730 UTC, it is
more probable than no precipitation is falling. At 1730 UTC however, there is
backscatter shown on the ceilometer, low Z values from the 915, MPR, moderate ILW
from the MPR, and below freezing temperatures below 3 km. Based on the HID flow
chart, this precipitation was most probably rimed snow. From 1800 UTC to 2000 UTC,
rimed snow was the dominant precipitation type classified since the majority of the
variables fit the criteria. Although the Z varied from 1.7 to 20.6 dBZ during this time, it
was still under the 25 dBZ criteria for rimed snow. The W was over 1 m/s from 18001936 UTC and at the criteria of about 1 m/s at 2000 UTC. SW values were also within
the criteria of 1-2 m/s. The ILW values during this time exceeded 0.20 mm except at
1800 UTC, but 0.16 mm was considered close to the 0.20 mm criteria. The surface
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temperatures were below freezing and the sounding temperatures at the surface and aloft
met the criteria as well. Even with higher W, the overall hydrometeor type identified was
rimed snow. At 2030 UTC, the values for W were close to the criteria of 1 m/s. The SW,
ILW, and temperatures were within the rimed snow criteria, but the Z was greater. Since
the Z measured at 25.8 dBZ, the hydrometeor type could be aggregates as well.
However, due to this being the only criteria that matched more with the aggregate
classification, it is more probable that the hydrometeor type at this time was rimed snow.
The highest Z of the times investigated occurred at 2100 UTC on 20 February.
The W, SW, and surface temperature at this time were similar to 2030 UTC, but unlike
2030 UTC the ILW was very low (0.14 mm). Due to the high Z and low ILW, the more
probable hydrometeor type was aggregates, but rimed snow cannot be ruled out since
large snowfall rates (as indicated by the high Z) will tend to deplete the supercooled
water. At 2120 UTC, with moderate Z, higher W and SW, and ILW exceeding the 1 mm
threshold (1.72 mm), and with surface temperatures well below freezing but with a
temperature of 0°C aloft at 2 km, it is possible that a mixture of ice precipitation occurred
that involved rimed snow, ice pellets, and even wet snow/aggregates. However, even
though the temperature aloft was warmer, there might have not been enough warming to
fully melt the particles for refreezing at the surface to form ice pellets. On the other
hand, the ILW was above the criteria for wet snow/aggregates but W did match the
criteria better than ice pellets. Therefore, the dominant type was most probably wet
snow/aggregates, but a mixture could have occurred as well. Parameters at 2200 UTC
show another example of a potential for ice pellets or wet snow/aggregates. Just looking
at the Z, W, and SW from the 915 data, rimed snow could be the dominant type.
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However, taking into account the low Z, the ILW at 0.75 mm, and the surface
temperature of approximately -4°C and aloft at 1°C from the estimated soundings could
suggest more melting occurred aloft and refreezing at the surface to form ice pellets since
the temperature aloft criteria ranges from 0°C to 3°C. Therefore, wet snow/aggregates or
ice pellets could have occurred at this time, if not both as a mixture. However, taking
into account the W and SW would suggest that the more probable type would have been
wet snow/aggregates. The 2100-2200 UTC period proved to be the most difficult time
period to firmly classify one hydrometeor type between rimed snow, ice pellets,
aggregates, and wet snow/aggregates. This shows the importance of considering the next
closest classifications from the HID process.
On 21 February at 0335 UTC, another peak in ILW was measured of 2.43 mm.
This, in addition with moderate Z and W, increased SW (4 m/s) as well as warmer
temperatures at the surface (-1°C) and aloft (4°C) warmed to -1°C and 4°C respectively,
the HID suggests the most probable precipitation type was freezing rain. An argument
could be made for the classification of wet snow/aggregates, but the criteria for ILW and
aloft temperature were not met for wet snow/aggregates (2.43 mm > 1.5 mm and 4°C >
3°C). One thing to note about the 915 reflectivity for 21 February is the low bias in Z
after 0600 UTC. The 915 shows moderate Z, but high W and SW at 0430 UTC. The
ILW also decreased at this time, but still exceeded 1 mm. The UAH surface temperature
recorded a slight increase in temperature, but not above freezing. Furthermore, the MPR
estimated soundings show a temperature of 0°C at the surface and 3°C aloft. This doesn't
fit perfectly into the wet snow/aggregates category especially looking at the temperature
aloft and W values, so the dominant type was more likely to be freezing rain. At 0830
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UTC and 0930 UTC both Z and SW were greater, but more importantly an increase in W
to about 6.5 m/s strongly identifies rain and/or freezing rain. In fact, these are the highest
W measurements of the chosen times of interest for this case study. Furthermore, the
ILW at 0830 UTC exceeds the 1 mm threshold at 1.59 mm, but the ILW at 0930 UTC is
the highest of the case at 5.26 mm, a value which definitely indicates rain. The
temperature aloft at both times exceeds 0°C. Even with the warm bias in the MPR
sounding at 0922 UTC, the 850 mb chart shows a 5°C isotherm in the Huntsville area at
0900 UTC. The surface temperatures are also above freezing. The HID points very
clearly to the rain classification. Lastly, at 1000 UTC, with low Z, W at -0.5 m/s,
moderate SW, ILW at 0.8 mm, and the surface and aloft temperatures above freezing
suggest drizzle occurring at this time.
Thus, from 20 February to 21 February the transition that occurred, according to
the above discussed results from the profiler HID, was aggregates to rimed snow to an ice
mixture (including rimed snow, ice pellets, and wet snow/aggregates) to freezing rain to
rain to drizzle.

5.5

Profiler HID versus Radar HCA

The profiler HID and the radar HCA are compared at the main times of 1700,
1800, 1900, 2000, 2100, and 2200 UTC on 20 February and also at 0330, 0430, 0930,
and 1000 UTC on 21 February as seen in Table 5.5. The profiler HID presented with the
radar HCA results (at 1.3°) are using the 915 measurements at the 316 m gate. The 915
data at the first gate (190 m) are not as reliable, so the next gate and elevation angle were
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used. This was also done for consistency because reflectivity had already been converted
and compared to the ARMOR at this particular height.
Table 5.5: Hydrometeor identifications from the MIPS profilers (915 at 316 m) and
ARMOR (1.3°). Times of interest are not always the same between each, but are within
0-30 minutes of each other. For the profiler HID, the classifications in bold are the most
probable types of the possibilities listed.
Time (UTC) Profiler HID
Time (UTC) ARMOR HCA (1.3°)
1708
DS, AG
1700
IC, VI
1800
RS
1800
IC, AG
1900
RS
1900
AG, VI, IC
2000
RS
2000
AG, IC, VI
2100
AG, RS
2100
AG. LDG
2120
RS, IP, WS/AG
2200
IP, WS/AG
2200
IC, VI, AG
0335
WS/AG, FZRN
0330
AG
0435
WS/AG, FZRN
0430
AG
0830
FZRN, RN
0830
RN, AG
0929
FZRN, RN
0930
AG, RN, WS
1000
DZ
1030
DZ, AG, VI, WS

At 1700 UTC the ARMOR radar HCA showed classifications of ice crystals and
vertical ice. The profiler HID provided more detail with the dry snow and aggregate
classifications. The profiler HID classified rimed snow whereas ice crystals and
aggregates were determined by the radar HCA at 1800 UTC. Vertical ice was found as
well as ice crystals and aggregates for the radar HCA at 1900 UTC. The profiler HID
determined the dominant precipitation type to again be rimed snow. This was also the
case for 2000 UTC. As seen by previous discussion, the time around 2100 UTC was the
most difficult to firmly classify one hydrometeor type. The table includes the profiler
HID classifications at 2100 and 2120 UTC for completeness and to show the variability.
Rimed snow was dominant at 2100 UTC, but ice pellets and/or wet snow/aggregates were
deemed dominant at 2120 UTC. The radar HCA at 2100 UTC showed aggregate
signatures as well as low density graupel. Again, this could very well be more of a
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sleet/ice pellet clue by the radar, but there was no ice pellet or sleet classification in this
particular HCA. At 2200 UTC the radar HCA classified ice crystals, vertical ice, and
aggregates. The profiler identified ice pellets and/or wet snow/aggregates at this time.
On 21 February at 0335 and 0435 UTC, the profiler HID determined freezing rain
to be the most probable hydrometeor type. In contrast, the radar HCA only showed
aggregates during this time frame. The radar HCA used did not have a freezing rain
classification, but also the radar would not necessarily pick up on a freezing rain
signature since it is more of a surface-based phenomenon. The classification that would
have been the closest choice would most likely have been wet snow or rain. The radar
showed a rain signature, along with aggregates, at 0830 UTC which matched the
dominant profiler HID classification. The profiler HID again determined rain at 0929
UTC and the radar HCA showed classifications of aggregates, rain, and wet snow in the
area. Lastly, at 1000 UTC, both the profiler and radar showed a dominant hydrometeor
type of drizzle.

5.6

Verification and Comparison with the Radar HCA and Profiler HID

IEM local storm reports, mPING data, the NWS Huntsville report, and personal
pictures were used to verify the above analysis for the profiler and radar classifications.
The storm reports for Madison County will be the only reports in northern Alabama to be
considered because the MIPS was located in Madison County.
On 20 February, there were five reports of snow from 2052 UTC to 2300 UTC.
The two reports at 2052 UTC (Madison, AL) and 2146 UTC (Huntsville, AL) were the
closest to the MIPS location and reported 0.6 in and 0.5 in of snow, respectively. On 21
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February, there were three storm reports of freezing rain all at 1000 UTC. These reports
were not as close to the MIPS as the two on 20 February, being located between 13 and
22 km away in Meridianville and Hazel Green, Alabama. The reports ranged from 0.35
in to 0.5 in of precipitation (IEM 2017).
The mPING reports from 1700 UTC showed that snow was reported near
Huntsville and that ice pellets occurred to the northwest. A mixture of snow and ice/rain
pellets were reported at 1900 UTC as well. Snow was the main precipitation reported at
2000 UTC and at 2100 UTC there was another report of mixed snow and rain/ice pellets
at Huntsville. 2200 UTC and 0300 UTC both had reports of freezing rain near Huntsville
(NOAA NSSL 2017). There were no mPING reports near the MIPS location around
0900 UTC on 21 February.

Figure 5.11: NASA SPoRT Land Information System surface skin temperature image
showing a temperature of 25°F at Huntsville valid for 0900 UTC on 20 February. Cold
surface temperatures occurred days before this case study that led to the icy conditions
during this case (Carcione et al. 2015).
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Brian Carcione, the Science and Operations Officer (SOO) from the National
Weather Service in Huntsville, spoke at the Southeast Severe Storms Symposium at
Mississippi State University in April 2015 about several events that occurred that winter,
including this case. The official report was that the precipitation started out as snow on
20 February but transitioned to sleet to freezing rain and finally to rain the morning of 21
February (Carcione et al. 2015). What made this event interesting as well was the Arctic
outbreak that occurred days prior that made the ground temperatures very cold,
influencing how cold the surface was during this event. This can be seen by the NASA
SPoRT Land Information System surface skin temperature image showing a temperature
of 25°F at Huntsville valid for 0900 UTC on 20 February (Figure 5.11). The main hazard
from this event was the ice that accumulated on roads that totaled between 0.25-0.5 in
(Carcione et al. 2015).
Lastly, pictures from 1900-2030 UTC were captured at Sunlake at Edgewater
Apartments in Madison, AL (Figure 5.12), 9.71 km at 225.5° from the MIPS location.
Since the storm motion at this time was moving towards the northeast, the precipitation
pictured at Sunlake would have occurred at the MIPS location shortly after because the
apartment complex is to the southwest of MIPS. These show very clearly that the snow
was rimed and included mixed ice phase precipitation at the surface during this time.
There are rimed dendrites and possibly ice pellets, but there were also aggregates
containing needles/column ice crystals as well.
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Figure 5.12: Pictures taken (by Christina Leach) showing various ice precipitation and
riming that occurred at the Sunlake at Edgewater Apartments in Madison, AL from 19002000 UTC on 20 February. This location is 9.71 km at 225.5° (southwest) from the
MIPS at UAH.

This verification, for the most part, tends to agree with the HID from the profiler
data. It correlates with snow signatures from 2000-2200 UTC on 20 February as well as
potential ice pellets at 2120 UTC. mPING showed that snow was reported at 1700 UTC,
but perhaps the timing was a bit off since the ceilometer showed no backscatter at the
time until 1730 UTC where snow aggregates was classified by the profiler. There was a
report of freezing rain at 0300 UTC via mPING as well, and this verifies the hydrometeor
identification by the profilers (NOAA NSSL 2017). Lastly, there were a few reports of
freezing rain at 1000 UTC. However, these reports were from Meridianville and Hazel
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Green, which are approximately 13 and 22 km north of Huntsville, respectively (IEM
2017). The surface temperature, even just above freezing, along with the estimated
sounding temperature profile would fit into the freezing rain category. However, the very
low values of Z and W, moderate SW, as well as ILW near the 1 mm threshold suggest
against this and point more towards drizzle (as also classified by the radar HCA).
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CHAPTER 6

DISCUSSION AND CONCLUSIONS

The winter storm event from February 20-21, 2015 proved to be a very interesting
case. The goal of this study was to determine transition times and precipitation type
using the 915 MHz wind profiler, the MPR, and other MIPS data as well as HCA results
from the ARMOR C-Band and S-Band KHTX NEXRAD WSR-88D radars. A profiler
HID flow chart methodology was developed, incorporating the MIPS data, and used to
determine precipitation classifications in a similar way as the radar HCA. This HID and
the ARMOR radar HCA were compared to the verification data to make a final
determination. This research primarily sought to highlight the importance of the addition
of the profiler data to the radar hydrometeor classification algorithm for identifying
precipitation transitions and hydrometeor identification.
In summary, as discussed through the synoptic charts from the WPC and SPC
archives, warm air is advected into north Alabama by means of a surface boundary
moving north/northeast. Surface charts also show freezing rain being reported at the
surface station near Muscle Shoals, AL at 2100 UTC and 0300 UTC. The critical
thickness charts also show the 1000-500 mb line, indicative of a snow to rain transition,
starting in south-central AL moving northward. By 0200 UTC, this line had progressed
so it was north of the Huntsville area.
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The ARMOR radar HCA identified snow as the dominant hydrometeor type near
the surface for a majority of the case. With the addition of the KHTX radar, it was easier
to see the melting layer bright band as it formed aloft around 2100-2200 UTC to result in
classifications of aggregates and low-density graupel (possible ice pellets) at 2100 UTC.
From 0330-0430 UTC aggregates and ice crystals were mainly identified, but the KHTX
HCA showed the melting layer quite clearly as did the upper two elevation angles of
ARMOR with WS, RN, and DZ classification signatures. Therefore, the main
precipitation determined at this point was ice, possibly mixed ice due to the bright band
and combination of aggregates, vertical ice, and ice crystal classifications. Wet snow and
aggregates were identified by the ARMOR HCA at 0830 UTC and at 0930 UTC rain, wet
snow, and aggregates were determined to be the main precipitation types at the lowest
elevation angle. At this time, the KHTX HCA had a well defined melting layer bright
band aloft. Thus, when just analyzing the radar HCA results alone, it was shown that the
transition was from snow to ice/mixed ice precipitation, to wet snow, to rain occurred
from 1700 UTC 20 February to 1200 UTC 21 February.
The profiler HID suggests snow as the main precipitation type from 1700-2200
UTC. However, the profiler HID was able to pick up on different types of snow such as
possible dry snow and even rimed snow from 1800-2120 UTC. Then at 2120 UTC,
another precipitation type that could have occurred was ice pellets due to melting
beginning to occur aloft with the formation of a bright band melting layer. However, wet
snow/aggregates was another dominant type and rimed snow could not be ruled out as
well. Wet snow/aggregates (and possibly ice pellets) were the dominant precipitation
type at 2200 UTC and by 0335 UTC the HID pointed to more melting with freezing rain
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dominating. Freezing rain was also prominent during 0430 UTC, but by 0830 UTC the
HID had determined the precipitation type to be rain due to the high W (highest of the
case), high ILW and above freezing temperatures at the surface and aloft. This
classification was true for 0930 UTC as well, a point where the W was also high and the
temperatures aloft and at the surface were above freezing, but also mainly because ILW
was the highest of the case. Lastly, at 1000 UTC, with the decrease in Z and W,
moderate SW, ILW near the 1 mm threshold, as well as above freezing temperatures at
the surface and aloft, drizzle was determined as the precipitation type by the profiler HID.
Therefore, the transition according to the profiler HID was aggregates to rimed snow to
an ice mixture (including rimed snow, ice pellets, and wet snow/aggregates) to freezing
rain to rain to drizzle over the time period.
In order to bring all the observations together, it was important to look at all the
verification data from IEM, mPING, the NWS in Huntsville, and even pictures of the
precipitation from the event. Focusing on reports close to the MIPS location, reports
showed that there was snow in the vicinity from 2000-2300 UTC but freezing rain at
1000 UTC. The mPING data showed snow at 1700 UTC, but a mixture of snow and
rain/ice pellets at 2100 UTC. There were reports of freezing rain at 2200 UTC and 0300
UTC, but no reports for 0900 UTC (NOAA NSSL 2017). The National Weather Service
in Huntsville reported that the precipitation started out as snow on 20 February, but
transitioned to sleet, then to freezing rain, before ending as rain on 21 February (Carcione
et al. 2015). Furthermore, personal pictures taken during the event (1900-2030 UTC)
show mixed ice precipitation with evidence of riming.
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Thus, the final conclusions about the transition based on all the data (radar HCA
and profiler HID) and verification are as follows. During 1700-1800 UTC (dry)
snow/aggregates were the dominant hydrometeor type. Rimed snow was present during
1800-2100 UTC, but ice pellets and wet snow/aggregates also occurred from 2120-2200
UTC. Although only ice precipitation was determined by the ARMOR HCA, because of
the increased ILW, temperatures just below freezing at the surface, moderate Z and W,
high SW, as well as verification from the critical thickness charts, surface analysis,
mPING, and the NWS the most likely precipitation type from 0330-0430 UTC was
freezing rain. The high ILW, high W and SW, and the above freezing temperatures at the
surface as well as the west snow and rain classifications from the ARMOR HCA help
conclude that rain was the precipitation that occurred from 0830-0930 UTC. Finally at
1000 UTC, although there were reports of freezing rain to the north of the MIPS location,
both the profiler HID and ARMOR HCA agree that drizzle was the dominant
precipitation type near the surface at the MIPS location. This can also be seen in the
conceptual model of the transition that occurred in Figure 1.1 shown above.
When comparing the hydrometeor identification between the MIPS and the
radars, both gave fairly accurate classifications. The profiler data, however, was more
accurate and added crucial information to make a better classification as seen in the
discussion for 1700 UTC with dry snow, 1800-2100 UTC with rimed snow, 2100-2200
UTC with the addition of ice pellets and wet snow/aggregates, and at 0330-0430 UTC
when freezing rain was declared to have occurred. The profiler HID added four
additional precipitation types that the radar HCA cannot identify. These include dry
snow, rimed snow, ice pellets, and freezing rain. The radars have a disadvantage in the
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sense that they do not reach the surface and even the lowest elevation angles have issues
with ground clutter and other obstacles. The profilers add the information that cannot be
seen by radars closer to the surface.
For this case, MPR temperature data were used in lieu of sounding data since
there were little to no sounding data for the Huntsville area. The other potential issue is
that the vertical resolution of the MPR decreases with height, so the best data are near the
lower 1-2 km. However, the 915 vertical resolution is very good, so it was able to see
farther up and capture the formation and life span of the bright band as well as
precipitation physics occurring such as riming. The radars could also see effects by
anomalous propagation as was seen in the KHTX radar. Also, the ARMOR compared
better with the 915 since it was closer to the MIPS location than the KHTX radar, so
beam broadening was not as much of an issue.
The radar HCAs were extremely helpful and provide a quick analysis for a large
area, whereas the profilers are good for a small area. The radar HCAs do seem to
perform well aloft when the melting layer bright band formed and intensified. This
would be good as an operational tool since decisions need to be made rather quickly
during real-time events. However, if it is possible to obtain profiler data along with the
radar data, the addition would be invaluable. This would be true in not so clear-cut
transitions like in this study, but also for determining microphysical processes such as
riming that radars may not be able to pick up or analysts could miss by only looking at
the radar data. The profilers give insight to the dynamics going on near the surface and
aloft as well and make a great additional tool with the radar classifications. As
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atmospheric scientists, it is always more beneficial to have as many tools in our toolbox
for making forecasts or studying past events.
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CHAPTER 7

FUTURE WORK

This case was extremely interesting and this study was more of a broad analysis
of the event overall. There are many different avenues that could be explored further in
depth. For instance, the dual polarization aspect of this case could be expanded using
other HCAs such as Thompson et al. (2014) or others. The reason that the Thompson et
al. (2014) winter HCA was not pursued in this study is mainly because the focus was
mainly on the profiler HID, but also due to the difficulties observing the melting level in
the ARMOR data. A way to expand this study is to utilize the profiler HID into an actual
computer algorithm for inclusion into an existing HCA to improve it.
Although not focused on for this study, the MBFs and weights could be adjusted
more in order to see if there was better agreement between the profiler HID and the radar
HCA. MBFs from Thompson et al. (2014) could potentially be used for this. Also,
considering any bias in Zdr, particularly in the ARMOR data, could potentially alter
results. As seen through the profiler HID, it might be good to consider the second and
third HID ranked categories in the radar HCA to determine possible misclassification due
to the overlap of environmental conditions in the data. This could potentially determine
whether or not the graupel signature in both the AMROR and KHTX HCA results were
misclassified. Furthermore, future work should account for frequency differences for the
radars and 915 MHz wind profiler.
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In terms of the profiler HID, including the wet bulb temperature would be useful
to better classify freezing rain on 21 February. A sensitivity study could be performed to
see what temperatures at the surface and aloft are best for discriminating between ice
pellets/sleet, freezing rain, and rain. The ceilometer data could also be used more
quantitatively by including extinction for precipitation rate. This would be particularly
useful for snow and drizzle signatures. Lastly, a carefully controlled experiment with
frequent surface observations of precipitation type would reduce uncertainty and provide
better limits for the values shown in the profiler HID flow chart (Figure 4.2).
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