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Abstract
The focus of this paper is on the blow-up of a recently derived one-dimensional shallow water
equation which is formally integrable and can be obtained by approximating directly the Hamiltonian
for Euler’s equations in the shallow water regime. Some new criteria guaranteeing the development
of singularities in finite time for strong solutions with regular initial data are obtained for the periodic
case.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In this paper, we consider the following shallow water equation:{
ut − uxxt + 3uux = 2uxuxx + uuxxx, t > 0, x ∈R,
u(x + 1, t)= u(x, t), t  0, x ∈R,
u(x,0)= u0(x), x ∈R.
(1)
(1) models wave motion in shallow water with u denoting the height of the water above a
flat bottom, cf. [2].
The above equation was found earlier by Fokas and Fuchssteiner (see [12]) as a bi-
Hamiltonian generalization of KdV. And very recently Dai [10] derived a rod equation
which is similar to (1) for a compressible hyperelastic material as
ut − utxx + 3uux = γ (2uxuxx + uuxxx).
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special compressible materials. A quite intensive study of Eqs. (1) started with the discov-
eries of Camassa and Holm [2]. Unlike the KdV equation (which is an approximation to
the equations of motion), Eq. (1) is obtained by approximating directly in the Hamiltonian
for Euler’s equations in the shallow water regime, cf. [3]. It is a good approximation for the
full inviscid water wave equation, just as consistent in the small-amplitude shallow water
regime as KdV or Whitham’s equation.
Whitham [19] observed that solutions of the KdV equation do not break as physical wa-
ter waves do (see also [1]), it is intriguing to find mathematical equations for shallow water
waves including the breaking phenomenon, as well as criteria for its occurrence. For mod-
els describing water waves, we say that wave breaking holds if the solution (representing
the wave) remains bounded but its slope becomes infinite in finite time: the profile will grad-
ually steepen as it propagates until it finally develops a point where the slope is vertical
and the wave is said to have broken, cf. [19]. We will see that (1) present this remarkable
property. Surprisingly, it is the shape of the initial data but not its smoothness or size that
influence the life span.
Now, there are many results about the blow-up of (1). We would like to write down
some results obtained by others first.
In [4], Constantin proved that the solution to (1) blows up in finite time if u0 ∈H 3(S)
is odd, where S denotes the unit circle, i.e., S=R/Z.
In [5], Constantin and Escher proved two theorems as follows.
Theorem 1.1 [5]. Assume that the potential y0 = u0 − u0xx ∈H 1(S) corresponding to the
initial data u0 ≡ 0 is such that
∫
S
y0 = 0. Then the solution to (1) blows up in finite time.
Theorem 1.2 [5]. Assume that the initial datum u0 ∈H 3(S), u0 ≡ 0, satisfies∫
S
(
u30 + u0u20x
)
dx = 0.
Then the corresponding solution of (1) blows up in finite time.
In [6], Constantin and Escher proved the following theorem.
Theorem 1.3 [6]. Assume u0 ∈C∞(S) satisfies
min
x∈S u0x(x)+maxx∈S u0x(x)−2
√
3‖u0‖H 1(S).
Then the maximal existence time of the corresponding solution to (1) is finite.
In this paper, we will give some new criteria guaranteeing the development of singular-
ities in finite time for Eq. (1). More precisely, we have the following main results.
Theorem A. Assume that u0 ∈H 3(S) satisfies
minu0x(x) <−
√
C0‖u0‖H 1(S),x∈S
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C0 = e
1/2 + e−1/2
2(e1/2 − e−1/2) .
Then the life span T > 0 of the corresponding solution to (1) is finite, i.e., wave breaking
occurs.
Remark 1.1. It is obvious that Theorem A is a significant improvement of Theorem 1.3.
Actually, in [2,3], Camassa and co-workers conjectured that an initial profile having a
sufficiently negative slope steepens and verticality develops in finite time—wave breaking
occurs.
For the following family of equations parameterized by the speed κ ∈R of the Galilean
frame, cf. [3],{
ut − uxxt + 2κux + 3uux = 2uxuxx + uuxxx, t > 0, x ∈R,
u(x + 1, t)= u(x, t), t  0, x ∈R,
u(x,0)= u0(x), x ∈R,
(2)
we have
Theorem A′. Assume that u0 ∈H 3(S) satisfies
min
x∈S u0x(x) <−
(
8
√
C0|κ |‖u0‖H 1(S) +C0‖u0‖2H 1(S)
)1/2
.
Then the solution to (2) blows up in finite time.
In [7], Constantin and Escher proved the following theorem.
Theorem 1.4 [7]. Assume that u0 ∈C∞(S) is such that
min
x∈S
u0x(x)+max
x∈S
u0x(x)−2
√
3‖u0‖H 1(S) − 32|κ |.
Then the solution of (2) with initial data u0 blows up in finite time.
One can see that Theorem A′ is a good improvement of the above result obtained by
Constantin and Escher.
Theorem B. Suppose u0 ∈H 3(S) satisfies
min
x∈S u0x(x) <−
(
‖u0‖2H 1(S) +
(∫
S
u0 dx
)2)1/2
.
Then the life span of the solution to (1) is finite.
We now conclude this introduction by outlining the rest of this paper. In Section 2,
we will present some results proved by others, which will be used in this paper. In Sec-
tion 3, we will give proofs of Theorems A, A′ and B. Some examples will be given also.
594 Y. Zhou / J. Math. Anal. Appl. 290 (2004) 591–604The focus of this paper is on the blow-up of Eq. (1), for other issues, such as well-
posedness, global existence, stability of peakons and the existence and uniqueness of weak
solutions, please see [9,13,16–18,20,21].
2. Preliminary results
This section is devoted to present some results which we want to use in this paper. We
would like to omit the proofs.
By using Kato’s theorem [15], we have
Theorem 2.1 [5]. Given u0 ∈ H 3(S), there exists a maximal T = T (u0) > 0 and unique
strong solution
u= u(., u0) ∈ C
([0, T );H 3(S))∩C1([0, T );H 2(S))
to problem (1). The solution depends continuously on the initial data, i.e., the mapping
u0 → u(., u0) is continuous from H 3(S) to C([0, T );H 3(S)) ∩ C1([0, T );H 2(S)) and,
if T <∞, we have limt→T ‖u(t, .)‖H 3(S) =∞. Moreover,
∫
S
(u2 + u2x) dx is conserved on
[0, T ). For u0 ∈H 4(S) the solution u possesses the additional regularity
u(., u0) ∈C
([0, T );H 4(S))∩C1([0, T );H 3(S)).
For Eq. (2) parameterized by the speed κ ∈R of the Galilean frame, cf. [3], Constantin
and Escher [7], proved
Theorem 2.2 [7]. Given u0 ∈ H 3(S), there exists a maximal T = T (u0) > 0 and unique
solution u to (2) such that
u= u(., u0) ∈ C
([0, T );H 3(S))∩C1([0, T );H 2(S)).
The solution depends continuously on the initial data, i.e., the mapping u0 → u(., u0)
is continuous from H 3(S) to C([0, T );H 3(S)) ∩ C1([0, T );H 2(S)). Moreover, if u0 ∈
H 4(S), then the solution possesses the additional regularity u ∈ C([0, T );H 4(S)) ∩
C1([0, T );H 3(S)).
Remark 2.1. In [16] (see also [18]), Li and Olver (Rodriguez-Blanco) proved the local
well-posedness for (1) and (2) for u0 ∈Hs(S), s > 3/2.
Actually, in [14], Himonas and Misiolek proved that Eq. (1) is not well-posedness for
u0 ∈Hs with s < 3/2. This suggests that exponent s = 3/2 is the critical Sobolev exponent
for well-posedness of (1).
Consider m(t) := infx∈S ux(x, t), then for every t ∈ [0, T ) there exists at least one point
ξ(t) ∈ S with m(t)= ux(ξ(t), t).
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as given by Theorem 2.1. Then the function m(t) is almost everywhere differentiable on
[0, T ), with
dm(t)
dt
= utx
(
ξ(t), t
)
, a.e. on (0, T ).
Remark 2.2. For Eq. (2), Constantin and Escher [7] proved the same result as in Lem-
ma 2.3 using the same method. Actually, one can find that the proof does not depend on
the value of κ , cf. [7].
3. Proof of the main theorem
In this section, we will prove Theorems A, A′ and B and give some examples. Before
give the main theorems of this section, we would like to prove the following theorem
concerning optimal constant for Sobolev embedding.
Theorem 3.1. For all f ∈H 1(S), the following inequality holds
max
x∈[0,1]f
2(x) C0‖f ‖2H 1(S),
where
C0 = e
1/2 + e−1/2
2(e1/2 − e−1/2) .
Moreover, C0 is the minimum value, so in this sense, C0 is the optimal constant which is
obtained by the associated Green function
G= cosh(x − [x] − 1/2)
2 sinh(1/2)
.
Proof. The aim is to find the optimal constant c such that
‖u‖2L∞(S)  c‖u‖2H 1(S), for all u ∈H 1(S).
Let
A= {u ∈H 1(S) | ‖u‖L∞(S) = 1}
and
I [u] = ‖u‖2
H 1(S) =
∫
S
(
u2 + u2x
)
dx, u ∈A.
Step 1. We need to find the minimizer of the functional I [u] in the space A. Let
{uk}∞k=1 ⊂A be a minimizing sequence, i.e., I [uk]→ infu∈A I [u], as k→∞.
Since I [1] = 1, then 0 < infu∈A I [u]  1. Therefore {uk}∞k=1 is bounded in H 1(S),
so there exists a subsequence {ukj }∞k=1 ⊂ {uk}∞k=1, we denote it by {uk}∞k=1 also, and a
u0 ∈H 1(S) with
uk ⇀ u0, in H 1(S).
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I [u] = ‖u‖2
H 1(S) and I [u0] lim infk→∞ I [uk],
so I [u0] = infu∈A I [u] and we can get uk → u0 in H 1(S). By Sobolev embedding, we
know
‖uk − u0‖2L∞(S)  c‖uk − u0‖2H 1(S),
so ‖u0‖L∞(S) = 1. Hence we have u0 ∈A and uk → u0 in A.
Step 2. By step 1, we know that I [u] has a minimizer inA, say g. In the following steps,
the property of g will be explored. Let
f (x)= 4π
2 + 1+ 2 cos(2πx)
4π2 + 3 .
By direct computation, it is easy to obtain that f ∈A and
I [f ] = 4π
2 + 1
4π2 + 3 .
Therefore, the steady state 1 is not a minimizer and consequently, for g, there exists some
point, say x0, such that g(x0) < 1.
Now let ϕ be any C∞ function with compact support in a small neighborhoodU(x0, δ),
U(x0, δ)= {x ∈ S | |x − x0|< δ}. Since g is continuous (H 1(S)⊂ C(S)), one can choose
δ and ε sufficiently small such that
(εϕ + g)(x) < 1, for all x ∈U(x0, δ).
Then ‖g + εϕ‖L∞(S) = 1, since εϕ ≡ 0 outside U(x0, δ).
Set
i(t)= I [g+ tεϕ] =
∫
S
(
(g+ tεϕ)2 + (gx + tεϕx)2
)
dx,
where t ∈R such that ‖g + tεϕ‖L∞(S) = 1. g being a minimizer,
0 = i ′(0)= 2ε
∫
S
(gϕ + gxϕx) dx = 2ε
∫
U(x0,δ)
g(ϕ − ϕxx) dx.
So in the sense of distribution, g is a weak solution to the following equation:
u− uxx = 0 in
{
x ∈ S | g(x) < 1}.
Step 3. We will show that g must have only one maximum point.
Since g is continuous on S, ‖g‖L∞(S) =maxx∈S |g(x)|.
Claim 1. The maximum points cannot be dense in any interval contained in S.
Suppose otherwise, then by the continuity of g, we get g ≡ 1 on some interval, say
[a, b] ⊂ [0,1].
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g¯(x)=


4π2 + 1+ 2 cos( 2π(x−a)
b−a
)
4π2 + 3 , if x ∈ [a, b],
g(x), otherwise.
It is easy to check that g¯(x) ∈A. But
I [g¯] =
∫
S
(
g¯2 + g¯2x
)
dx =
∫
[a,b]
(
g¯2 + g¯2x
)
dx +
∫
S\[a,b]
(
g¯2 + g¯2x
)
dx
= (b− a)4π
2 + 1
4π2 + 3 +
∫
S\[a,b]
(
g2 + g2x
)
dx < I [g].
This is a contradiction, since g is a minimizer.
Claim 2. The number of maximal points cannot exceed 1.
Suppose that the number of maximal points is larger than or equal to 2. By Claim 1,
we can suppose that x0 is a maximal point and there exist 0 < ε0 < 1, 0 < δ < 1/2 such
that
1− ε0 <
∣∣g(x)∣∣< 1, for all x ∈ {U(x0, δ) \ x0}.
Let M0 =max{|g(x0 − δ)|, |g(x0 + δ)|} and U(x0) be a neighborhood of x0 defined as
U(x0)=
{
x ∈U(x0, δ) |M0 
∣∣g(x)∣∣}.
Then set
g1(x)=
{
M0 sign{g(x0)}, if x ∈U(x0),
g(x), otherwise,
where sign{a} is the sign function of a. It is not difficult to check that g1 ∈A, and
I [g1] =
∫
S
(
g21 + g21x
)
dx =
∫
U(x0)
M20 dx +
∫
S\U(x0)
(
g2 + g2x
)
dx
<
∫
U(x0)
g2 + g2x dx +
∫
S\U(x0)
(
g2 + g2x
)
dx = I [g].
This contradicts with g being the minimizer. Hence Claim 2 is true.
Step 4. By step 3 we know that g has only one maximal point. After choosing suitable
coordinate, we can assume that
g < 1 in (0,1) and g(0)= g(1)= 1.
It follows from step 2 that g is a weak solution of the following in (0,1):
g − gxx = 0, x ∈ (0,1), g(0)= g(1)= 1. (3)
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Thus by the boundary condition, after calculation we get
a = 1− e
−1
e− e−1 and c=
e− 1
e− e−1 .
Then, by the uniqueness of solutions to (3), one obtains that
g = cosh(x − 1/2)
cosh(1/2)
, 0 x  1.
Finally, we can get the constant
C0 = e
1/2 + e−1/2
2(e1/2 − e−1/2) . ✷
Proof of Theorem A. Set Q= (1 − ∂2x )1/2, then the operator Q−2 can be represented as
a convolution operator,
Q−2f =G ∗ f, for f ∈L2,
where
G(x)= cosh(x − [x] − 1/2)
2 sinh(1/2)
is the associated Green function, [x] stands for the integer part of x and ∗ stands for con-
volution with respect to spatial variable.
We see that Eq. (1) can also be written as
Q2(ut + uux)=−∂x
(
u2 + 1
2
u2x
)
.
Using the fairly explicit representation of Q−2 given above, we obtain that
ut + uux =−∂x
(
G ∗
(
u2 + 1
2
u2x
))
. (4)
Differentiating (4) with respect to x , we obtain that
utx + uuxx + u2x =−∂2x
(
G ∗
(
u2 + 1
2
u2x
))
= (Q2 − I)
(
G ∗
(
u2 + 1
2
u2x
))
= u2 + 1
2
u2x −G ∗
(
u2 + 1
2
u2x
)
and therefore
utx − uuxx + 12u
2
x = u2 −G ∗
(
u2 + 1
2
u2x
)
. (5)
Letting
m(t) := inf
x∈Sux(x, t)= ux
(
ξ(t), t
)
, t ∈ [0, T ),
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dm
dt
+ 1
2
m2 = u2(ξ(t), t)− [G ∗(u2 + 1
2
u2x
)](
ξ(t), t
)
a.e. on (0, T ). (6)
By the representation of G, assume x  1, then[
G ∗
(
u2 + 1
2
u2x
)]
(x, t)
= 1
2 sinh(1/2)
x∫
0
ex−η−1/2 + e1/2+η−x
2
(
u2(η, t)+ 1
2
u2x(η, t)
)
dη
+ 1
2 sinh(1/2)
1∫
x
ex−η+1/2 + eη−x−1/2
2
(
u2(η, t)+ 1
2
u2x(η, t)
)
dη.
By the inequality
x∫
0
e−η
(
u2(η, t)+ u2x(η, t)
)
dη−2
x∫
0
e−ηu(η, t)ux(η, t) dη
=−e−ηu2(η, t)∣∣x0 −
x∫
0
e−ηu2(η, t) dη
we have
x∫
0
e−η
(
u2(η, t)+ u2x(η, t)
)
dη−1
2
e−ηu2(η, t)
∣∣x
0 . (7)
On the other hand,
x∫
0
eη
(
u2(η, t)+ 1
2
u2x(η, t)
)
dη 2
x∫
0
eηu(η, t)ux(η, t) dη
= eηu2(η, t)∣∣x0 −
x∫
0
eηu2(η, t) dη
implies
x∫
0
eη
(
u2(η, t)+ 1
2
u2x(η, t)
)
dη 1
2
eηu2(η, t)
∣∣x
0 . (8)
Similarly, we can get
1∫
e−η
(
u2(η, t)+ 1
2
u2x(η, t)
)
dη−1
2
e−ηu2(η, t)
∣∣1
x
(9)
x
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x
eη
(
u2(η, t)+ 1
2
u2x(η, t)
)
dη 1
2
eηu2(η, t)
∣∣1
x
. (10)
Combining (6)–(10), we obtain
dm
dt
 1
2
u2
(
ξ(t), t
)− 1
2
m2(t) a.e. on (0, T ). (11)
It is easy to see that if
m(0) <−√C0‖u0‖H 1(S),
then the solution m(t) of Riccati type equation (11) goes to −∞ in finite time. More
precisely, if we set a constant δ ∈ (0,1) such that δm2(0)= C0‖u0‖2H 1(S), then the lifespan
of the solution to (11) (also (1)) is less than 2/(m(0)(δ− 1)). So we complete the proof of
Theorem A. ✷
Now we give a proof for Theorem A′.
Proof of Theorem A′. Rewrite Eq. (2) as
ut + uux =−2κ(G ∗ ux)− ∂x
(
G ∗
(
u2 + 1
2
u2x
))
. (12)
Differentiation of (12) with respect to x yields
utx − uuxx + u2x =−2κ∂x(G ∗ ux)− ∂2x
(
G ∗
(
u2 + 1
2
u2x
))
= (Q2 − I)
(
G ∗
(
u2 + 1
2
u2x
))
− 2κ(G ∗ uxx)
= u2 + 1
2
u2x −G ∗
(
u2 + 1
2
u2x
)
− 2κ(G ∗ (I −Q2)u)
= u2 + 1
2
u2x −G ∗
(
u2 + 1
2
u2x
)
− 2κ(G ∗ u)+ 2κu
so that
utx − uuxx + 12u
2
x = u2 −G ∗
(
u2 + 1
2
u2x
)
− 2κ(G ∗ u)+ 2κu. (13)
Let m(t) stand for the same meaning as in the proof of Theorem A. Setting x = ξ(t) in (13),
we obtain the following equation a.e. on (0, T ):
dm
dt
+ 1
2
m2 = u2(ξ(t), t)− [G ∗(u2 + 1
2
u2x
)](
ξ(t), t
)
−2κ(G ∗ u)(ξ(t), t)+ 2κu(ξ(t), t).
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G ∗
(
u2 + 1
2
u2x
)](
ξ(t), t
)
 1
2
u2
(
ξ(t), t
)
.
On the other hand, by the representation of G, assume x  1, and then
2κ(G ∗ u)(x, t)= 2κ
{
1
2 sinh(1/2)
x∫
0
cosh
(
x − η− 1
2
)
u(η, t) dη
+ 1
2 sinh(1/2)
1∫
x
cosh
(
x − η− 1
2
)
u(η, t) dη
}
−2|κ |max
x∈S
∣∣u(x, t)∣∣
{
1
2 sinh(1/2)
x∫
0
ex−η−1/2 + eη−x+1/2
2
dη
+ 1
2 sinh(1/2)
1∫
x
ex−η+1/2 + eη−x−1/2
2
dη
}
−2|κ |max
x∈S
∣∣u(x, t)∣∣.
Thus we have
dm
dt
 1
2
u2
(
ξ(t), t
)− 1
2
m2(t)+ 4κ max
x∈S
∣∣u(x, t)∣∣
 1
2
u2
(
ξ(t), t
)− 1
2
m2(t)+ 4|κ |√C0‖u0|H 1(S)
= 1
2
(
u2
(
ξ(t), t
)−m2(t)+ 8|κ |√C0‖u0|H 1(S)) a.e. on (0, T ).
Just as in the proof of Theorem A, by the initial condition and the conservation of H 1-
norm, it is no difficult to obtain
dm
dt
 δ− 1
2
m2(t),
with 0 < δ < 1 given by
δm(0)2 = 8√C0|κ |‖u0‖H 1(S) +C0‖u0‖2H 1(S).
Then it is easy to obtain that the lifespan of the solution is finite, which can be given
explicitly.
The proof of Theorem A′ is complete. ✷
Before going to the proof of Theorem B, we show the following lemma first.
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‖u‖2L∞(S)  ‖u‖2H 1(S) +
(∫
S
udx
)2
.
Proof. The proof is very simple. Since u is continuous on S, there exists a point x0 ∈ S
such that
∫
S
udx = u(x0). For any x ∈ S, we have
u2(x)−
(∫
S
udx
)2
= u2(x)− u2(x0)=
x∫
x0
2uux dx  ‖u‖2H 1(S).
The above inequality implies our lemma. ✷
Proof of Theorem B. The bi-Hamiltonian structure of (1) and the associated isospectral
problem (see [8], also [5]) yield the following conservation laws:∫
S
udx and
∫
S
(
u2 + u2x
)
dx.
Therefore the following inequality holds for all t belonging to the lifespan of the corre-
sponding solution to (1):
∥∥u(., t)∥∥2
L∞(S) < ‖u0‖2H 1(S) +
(∫
S
u0 dx
)2
, for all t  0.
Since the remaining part is similar to that of the proof of Theorem A, we omit the details
for concision. So we complete the proof of Theorem B. ✷
Finally, some examples are given to illustrate the applications of our main theorems.
Example 1. u0(x)= sin(2πx)+ 4, x ∈ [0,1].
Direct computation yields
‖u0‖2H 1(S) = 2π2 +
1
2
+ 16
and
min
x∈S u0x(x)=−2π (≈−6.28519)<−
√
C0‖u0‖H(S) (≈−6.26179).
Note that( 1∫
0
(
sin(2πx)+ 4)dx
)2
= 16
and
min
x∈S u0x(x)=−2π >−
(
‖u0‖2H 1(S) +
( 1∫
u0 dx
)2)1/2
(≈−7.22767).0
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exists for finite time due to Theorem A. But Theorem B does not work.
Note also that none of the blow-up results in [4], [5] or [6] (Theorems 1.1, 1.2 or 1.3)
can be applied in this case.
Example 2. We would like to give an example, which illustrates the applicability of Theo-
rem B as follows. Let
u0(x)=
{
x − a, 0 x  a,
0, a  x  1− a,
1− a − x, 1− a  x  1,
where 0 < a < 1/2 to be determined later. By simple computations, we get
‖u0‖2H 1(S) =
2a3
3
+ 2 and
( 1∫
0
u0(x) dx
)2
= a4.
By Mathematica, one obtains that when a = 0.44,
−1 >−
√
C0
(
2a3
3
+ 2a
)
(≈−1.01358) (14)
and
−1 <−
√
2a3
3
+ 2a + a4 (≈−0.97427). (15)
It is easy to show that by standard mollification at points 0, a and 1− a (a = 0.44), we can
get a new function u¯0 ∈H 2(S) such that it also satisfies (14) and (15).
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